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Abstract 
Positron Emission Tomography (PET) serves a unique and important role in medical 
research because it permits non-invasive quantitative study of biological processes 
using radionuclides of naturally occuring elements. In the last decade, the imaging 
properties of PET have improved significantly because of better understanding of the 
design principles and introduction of novel concepts. One such development has been 
that of the 'block' detector system, consisting of an array of scintillation crystals 
coupled to a relatively small number of photomultiplier tubes (PMTs). Identification of 
the particular element in the block is made by comparing the outputs from the PMTs. 
The block provides the basic unit of the detector rings in modern PET cameras. 
The prototype block detector system employed in this study incorporates the CTI 831 
detector module (49.47 mm wide by 53.36 mm tall by 30 mm deep). This is 
segmented into a matrix of 8 by 4 crystal elements, 5.62 mm(transaxially) by 12.86 
mm (axially) and 30 mm (deep), and coupled to four square PMTs. The drive towards 
improvement of image quality in PET has prompted the development of even smaller 
crystals, promising 'high resolution' multiplane imaging. While these detectors have 
significant advantages over other detectors, the aim of this study was to investigate 
the physical performance of this specific block detector and to assess how its 
limitations will affect the information obtained from it. 
The system investigated offered a coincidence time resolution of 5.8 ±0.3 ns FWHM 
for a pair of block detectors, an individual crystal energy resolution of 19 % ±3 FWHM 
at 511 keV, maximum intrinsic efficiency of 45.7% ±0.5 and a column transaxial 
resolution of 4.2 ±0.4 mm FWHM, offering important immediate advantages. However, 
the drawback in the current implementation scheme is the nonuniformity across the 
detector face. The variation of efficiency, energy and spatial resolution for the individual 
detector crystals across the face of the detector block were investigated, the factors 
contributing to these variations were identified and suggestions for reducing their 
effects were made. For example inter-detector scattering was found to be a problem 
that leads to mispositioning of detected events. Different techniques for evaluating the 
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amount, distribution and consequently the removal of inter-detector scattering were 
established. 
Finally these block detectors offer other possibilities like gamma-gamma coincidence 
imaging, attractive for adaption to neutron induced gamma ray emission tomography 
(NIGET). This would reduce the long scanning times presently required. However, the 
'electronic collimation' provided by the coincidence detection of the two annihilation 
photons along the line of response between the opposing detectors is lost. Imaging 
of the cascade gamma rays necessitates the use of physical collimation in order to 
define a plane through the object. This will however reduce the absolute efficiency of 
the system from 2.28*10-2 t2*104to 7.3*10-6 ±3"10-7 when collimation is used on both 
sides but increases the spatial resolution from 5.7 ±0.2 to 2.4 ±0.2 mm. However, if 
a collimator is used on one side only, the spatial resolution (3.8 ±0.2 mm) obtained is 
comparable to that of a Ge detector with a1 mm diameter hole collimator and the 
absolute efficiency of the system (1.1 *10-4±3`10'5) is many times better. 
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Objectives 
For the past decade, the concept of coupling a number of scintillation crystals to a 
small number of photomultiplier tubes (PMTs), as a means of increasing spatial 
resolution in PET detectors without an accompanying increase in cost [Rog 92], has 
gained such momentum that many of the latest series of commercial positron cameras 
incorporate block detectors. 
The work to be done in this project is based on a CTI prototype {Fig 3.1-3.3) which 
consists of two "buckets" each containing two bismuth germanate (BGO) block 
detectors. The CTI block uses a matrix of 32 small BGO detector elements coupled 
to four PMTs via a slotted light guide. The slots in the light guide are cut in such a 
way so that each of the 32 detector elements can be identified by a unique 
combination of signals in the four PMTs. 
This thesis deals with the physical parameters affecting the block, the performance of 
which is evaluated for single and coincidence detection. In Chapter 1, an introduction 
is given on Positron Emission Tomography (PET) and the clinical aspects of PET. In 
Chapter 2, the theory of interaction and detection leading to a brief review of PET 
systems is covered. In Chapter 3, the basic hardware configuration and components 
of the detection system to be examined in this work, is described. 
In Chapter 4, the gain stability is addressed, implementing a regular quality control 
method and calibration of the scanner. Furthermore different approaches are made in 
order to implement a predetermined look up table (LUT) for crystal identification. The 
energy resolution and detection efficiency of the whole block detector and of the 
individual rows, columns and crystals are measured. The shape and arrangement of 
the elements within the block detector could play an essential role in determining the 
efficiency and energy resolution. The effect of the element location to the entire face 
of the PMTs in the block detector requires careful study. Furthermore, the effect of the 
energy discrimination window is examined, considering the position of the full energy 
photopeak for individual detector crystals, and the various gray emitting sources. 
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In Chapter 5, the timing properties of the system are investigated. The electronic 
timing circuit configurations need to be studied and the time resolution found. Since 
the detector matrix and the slotted light guide is formed from one piece of BGO and 
is coupled to four PMTs, good light collection should be achieved resulting in very 
good time resolution. A high time resolution allows the use of narrow coincidence time 
windows which reduce the accidental coincidence rate. It is important to have 
quantitative knowledge of the count rate characteristics for accurate quantitation in 
PET studies, and it is useful for planning qualitative studies in such a manner that high 
data rates do not cause data loss, inaccuracies and loss of resolution in the detector 
system. Thus the count rate performance and the deadtime of the system needs to 
be examined. 
In Chapter 6, planar images from coincidence detection are obtained assessing the 
amount of scattered photons detected by the crystals in the immediate neighbourhood 
and far from the crystal of interaction, and the effect of the inequality in the vertical 
and horizontal sizes of the detector elements on scatter is fully investigated. Small 
crystals are used to improve the image quality but does the identification of the 
interaction site become a limiting factor. Furthermore the uniformity of the individual 
detector crystals and detection across the face of the detector block are measured and 
the factors contributing to any variation identified. Attenuation correction can take 
several forms, the traditional method of performing transmission measured attenuation 
is susceptible to scatter errors and adds noise to the final image, this needs to be 
tested and different techniques are implemented to enhance the accuracy of the 
attenuation correction. 
In Chapter 7, the reduction of the detector size which has led to better spatial 
resolution but could also increase the recorded scattered events. The spatial resolution 
of the individual crystal rows and columns across the face of the detector block should 
be measured, establishing techniques to evaluate the amount and distribution of inter- 
detector scatter events and its variation with energy threshold. The response of the 
block detector to a collimated beam of 511 keV photons shows a spread around the 
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average positioning values, the distribution from adjacent crystals does overlap, 
leading to possible errors in the event assignment and hence the spatial response has 
to be examined. Data from a high energy beta negative source is used in crystal 
border identification, the spread in the peak of the position distribution comes primarily 
from the photon statistics while the long tail arises mostly from Compton scattered 
events that stop in nearby or neighbouring crystals; this could be reduced. Different 
scatter reduction techniques are studied, these include the proposed 2"d derivative 
method. Such data could be further stored in the LUTs to implement a border sorting 
technique improving the spatial resolution. Mispositioning of events not rejected by the 
energy discriminators lead to degradation of spatial resolution, specific experiments 
are therefore devised to measure the extent of this effect. 
In Chapter 8, the feasibility of using a detector system such as a mini PET with 
multielemental capabilities to collect coincidence data from radionuclides that decay 
via gamma gamma cascades, in order to map the activity distribution within a plane 
is discussed. An attempt is made in setting different energy windows, in different 
detectors, to collect in coincidence the gamma rays emitted in cascade, and 
subsequently to obtain a planar image. Nevertheless, a point to keep in mind, when 
considering the possibilities of counting in coincidence two gamma rays emitted in 
cascade from the radionuclide distribution is that the electronic collimation which is 
provided by the coincident measurement of two annihilation photons at almost 1800 
along the line of response between the two opposing detectors would be lost. Physical 
collimation, to define a plane through the object, will have to be provided for at least 
one of the detector blocks set in coincidence, this will inturn degrade the absolute 
efficiency of the system but improves the resolution. Steps to enhance the efficiency 
of the system need to be considered. 
In Chapter 9, some final considerations, recommendations and conclusions are made 
Particular attention is given to ways of digitizing the present system. 
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Chapter l 
Positron Emission Tomography 
Introduction 
Positron Emission Tomography (PET) is considered as a fundamental nuclear 
medicine modality in both research and clinical environments. PET employs 
compounds that are radiolabelled with positron emitters in order to produce functional 
images of the organs of interest, allowing in-vivo measurements of biochemical and 
metabolic processes in the human body. It is different to Magnetic Resonance Imaging 
(M RI) and Computed Tomography (CT), which use external magnetic fields and X-rays 
respectively, to produce structural images of an object or patient sections (Phe 91], 
although functional images are also becoming possible with MRI [Sor 96]. PET offers 
the possibility of identifying early chemical abnormalities that may either precede 
anatomical alteration or be the sole indicator of a disease state and its affected areas 
[Pel 89]. In contrast to radiotracers developed for conventional nuclear medicine, most 
positron emitters are radionuclides of naturally occurring major elements found in the 
human body such as C, N and 0, thus allowing investigations that do not perturb the 
biological system under study. Furthermore in positron imaging not one but two 511 
keV photons are emitted simultaneously as a result of positron annihilation, although 
these features of PET will be looked at later on, they set it apart from other imaging 
modalities such as Single Photon Emission Tomography (SPECT). 
PET imaging has become a reality following the combination of research in different 
fields, the use of positron emitters for brain tumour localization [Wre 51], annihilation 
coincidence detection for nuclear medicine applications [Dys 60, Ang 66], rotation of 
planar detectors for acquiring tomographic images [Bur 72], the use of acquisition and 
reconstruction techniques for the development of computerized tomography [Hou 73], 
leading to the development of the PETT system [Ter 75]. The improvement in 
technology which has been utilized in PET since its early stages, means significant 
improvement in imaging properties and also allows a wider range of studies to be 
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performed using compounds labelled with positron emitters [Wag 91], which are 
radionuclides of commonly occurring major biological elements with short half lives. 
PET Imaging 
The principle of PET imaging is the coincidence detection of annihilation photons. The 
positron after emission from the parent nucleus, will travel a short distance before it 
loses its kinetic energy through collisions with neighbouring electrons and eventually 
combines with an electron when annihilation takes place, resulting in the simultaneous 
emission of two back to back photons of 511 keV each. To ensure that only photons 
originating from the same annihilation event are detected, coincidence detection is 
used. In a coincidence measurement events are only recorded if the two annihilation 
photons are simultaneously detected by a pair of detectors [Hof 86 a]. By using 
detector pairs in coincidence on opposite sides, the line along which annihilation 
occurs could be localized. A large number of these detector pairs would be needed 
to form a ring around the subject allowing data to be acquired in a single slice. In 
commercial PET scanners the subject is surrounded with several rings of scintillation 
detectors (6144 individual elements in CTI 953B), and coincidence data are acquired 
within each detector ring perpendicular to the scanner axis. Within each ring, no 
physical collimation is required, making PET scanners more sensitive than single 
photon systems. In emission tomography, the acquisition data are sorted into 
projections at a large number of angles around the object. The projection data are 
then reconstructed into contiguous transaxial images to recover the original 
radionuclide distribution. 
Many current ring type PET scanners use inter-plane shielding, called septa, to 
confine the acquisition planes to individual detector rings and so reduce random and 
scattered coincidences by shielding the planes from out of plane contributions at the 
expense of reduced efficiency. The removal of the inter-plane shielding from multi ring 
systems allows coincidences to be acquired within any two detector rings, greatly 
increasing the axial acceptance angle and result in sensitivity gain. In other words in 
a single plane (21D PET) the coincidences accepted are constrained to one particular 
plane orthogonal to the long axis of the PET camera, whereas in a multi plane (3D 
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PET), all possible coincidences are accepted irrespective of angle between rings. 
Higher sensitivity systems are desirable since they can result in lowering of radiation 
dose to the patient, or shortening of imaging times, or producing images of improved 
statistical quality for the same scanning protocols and dose. Interest in full volumetric, 
or 3D PET which offers better utilization of available photon flux, has grown [Kin 89, 
Che 91, Tow 91] even though several factors like the removal of septa in converting 
a 2D to a 3D PET, the dramatic increase in scatter and random coincidences, the 
substantial increase in memory requirement, and the requirement for a 3D 
reconstruction algorithm, all need to be considered. 
Positron Decay 
The process of PET imaging begins with the decay of an unstable proton rich nucleus, 
to reduce the excess positive charge on the nucleus. Either the nucleus can capture 
an orbital electron and neutralize positive charge of the proton, this is dominant in 
radionuclides with relatively high atomic number (where orbital electrons are closer to 
the nucleus and hence more easily captured), and/or a positron can be emitted from 
the nucleus, this is more likely in radionuclides with low atomic number. In both types 
of decay of the parent (X), the daughter isotope (Y) has the same mass number A, but 
one less proton by the conversion of a proton into a neutron, with the emission of a 
neutrino, v: 
zX+ e- Z, 
Y+ v Electron capture 
1.1 
"X -- .A Y+ ß++v 
Positron (ß+) decay 1.2 
In positron decay, a nucleus that has a high proton to neutron ratio decreases its 
number of protons (Z) by one while keeping the same mass number (A) by converting 
a proton into a neutron, with the simultaneous emission of a positron and a neutrino 
particle. Since the positron emission decreases the atomic number by one, the orbitals 
must lose an electron as soon as the nucleus ejects the positron. Thus, the atomic 
mass of the daughter must be at least two electron masses less than the parent. The 
energy of the transition is equal to the difference between the atomic masses of the 
parent and the daughter. In electron capture, the parent nucleus captures one of its 
own atomic electrons, allowing the conversion of a proton to a neutron with the 
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emission of a neutrino, resulting in the reduction of Z by one with no change in the 
mass number A. The condition that orbital electron capture be energetically possible 
is that the mass of the parent be greater than that of the daughter and no specific 
energy difference is needed, unlike the positron emission which requires a minimum 
of two electron masses. 
The energy released in positron decay is shared among the products, the emitted 
positrons have energies ranging from zero to a maximum characteristic of the 
particular radionuclide. Positrons generally travel only a few millimetres in tissue [Cho 
75] before losing their kinetic energy through collisions with neighbouring electrons, 
and finally combine (when their energy is close to zero) with an electron in an 
annihilation reaction. This stage can take place either directly or through an 
intermediate state in which the positron can capture an electron in the ionization trail 
created by the slowing down of the positron, and form a positronium atom. 
The lifetime of the positronium is very short, of the order of a few nanoseconds, and 
the original positron-electron pair disappear and are replaced by two simultaneous 
almost oppositely directed annihilation photons each of 511 keV. The energy of each 
of these photons is equivalent to the rest mass energy of the electron or positron 
(moc2), and they are emitted in opposite directions to conserve linear momentum. 
Small deviations from the 1800 angle are due to the non zero momentum of the 
positron-electron pair at the time of the annihilation [Hof 78]. It is the simultaneous or 
coincidence detection of these annihilation photons that is used to measure both the 
quantity and the location of the positron emitter. 
The physical limit of the accuracy with which PET can localise the site of a positron 
emitting isotope depends on the two factors, the finite distance that the positron can 
travel in tissue and the deviation from strict collinearity between the emitted 
annihilation photons. The first effect is the property of the individual radionuclide and 
is expressed as the full width half maximum (FWHM) of uncertainty in localising the 
nucleus. This uncertainty increases with increasing energy, the limit is generally 
accepted as 2 mm FWHM (full width half maximum) for the radionuclide (150) with the 
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highest positron energy (1.74 MeV) used routinely (Phe 75]. The second effect results 
in positional inaccuracy of approximately 1 mm FWHM for PET tomographs of 
diameter 500 mm using 150 [Der 79]. This blurring factor is not easily removed 
mathematically and represents a most fundamental limit to the spatial resolution in 
PET, although recovery to some extent (up to 25%) has been gained using Fourier 
deconvolution techniques [Der 86]. 
Radionuclides for PET 
In all scientific disciplines involving measurements, a key issue is whether or not, the 
entity one wants to measure, is perturbed by the measuring process itself. PET 
minimizes interference with biological processes it wants to measure by using positron 
emitting isotopes of some elements naturally occurring in the human body. The obvious 
advantage of this approach is that substrates and drugs can be labelled with those 
radioisotopes without having their chemical or biological properties altered [Phe 911. 
Carbon, oxygen and nitrogen along with hydrogen, are the most abundant elements 
in the human body, occurring in biological tissues and physiological processes. The 
radionuclides "C, 13N and 150 do not differ from their natural components in chemical 
behaviour, and are therefore, particularly useful for biological studies. No gray 
emitting isotope of hydrogen exists but fluorine (18F) may be used as a labelling 
substitute in some analogues of organic molecules. The physical properties of the 
most common radionuclides used in PET are shown (Table 1.1). 
The four radioisotopes 11C, 13N, 150 and 18F can be produced by bombarding stable 
elements with high energy beams of ionic particles, which may be accelerated by a 
cyclotron [Ter 66]. It is clear that, for their use, the short half lives of these isotopes, 
although advantageous from a dosimetry point of view, generally demand that they are 
produced at the site of application. The time between production of these 
radionuclides, the synthesis of the radiopharmaceuticals that incorporate them for use 
in PET, and the delivery of these agents to the patient has to be compatible with their 
short half life. Small medical cyclotrons available allow adequate quantities of these 
radionuclides to be produced in a hospital environment [Wol 84, Hen 86]. 
The FWHM and FWTMs given refer to the width of the count rate profile (line spread function, LSF) due to the positron range. 
The LSF is not shaped like a Gaussian, since it is peaked towards the origin of the positron annihilation; therefore, the FWTM 
values are larger than the rough estimate of 2'FWHM for Gaussian curves. The maximum ß' range in water for "C, 'IN, '60 and 
"F are 3.9mm, 5.2mm, 7.9mm and 2.3 mm, respectively [Phe 751. 
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TABLE 1.1 Physical properties of commonly utilized positron emitting 
radionuclides in PET [Cho 751. 
c , 3N 150 18F 68Ga 82Rb 
Half life (min) 20.4 9.96 2.05 109.7 68.3 1.30 
Max energy (MeV) 0.96 1.20 1.74 0.63 1.90 3.15 
Most probable 
energy (MeV) 
0.33 0.43 0.70 0.20 0.78 1.39 
Range (FWHM 
mm) in water 
1.11 1.42 1.49 1.02 1.68 1.69 
Range (FWTM 
mm) in water 
2.19 2.78 3.57 1.80 3.95 5.80 
In addition to a cyclotron, automated chemical synthesis modules or a radiochemistry 
laboratory for more complicated synthetic procedures and research is supplied in close 
proximity to a PET scanner [Goo 92]. Chemical syntheses and preparation involving 
positron emitters are, by necessity, required to be simple in nature and completed in 
a short duration, usually in the order of three or four half lives [Lut 92]. This should 
result in a sterile, non pyrogenic formation suitable for injection into humans, hence 
the need for a rapid quality control procedure. However, high initial yields of the 
positron emitter and syntheses lasting under one hour result in high specific activity 
of the radiolabelled compound [Fow 86], ensuring that the concentration of the non 
radioactive compounds are low and do not interfere pharmacologically with the in-vivo 
measurements [Ste 92]. 
It is important to note that all radioisotopes of PET, have short half lives compared to 
those common in other nuclear medicine studies. This means that most of the dose 
is delivered during scanning time, thus avoiding unnecessary exposure. Dynamic PET 
studies employing bolus injections can then be used, ensuring adequate statistics in 
the final reconstructed image without delivering an excess dose to the patient. Short 
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lived radionuclides also have the advantage of allowing one to make repeated studies 
with the same patient because the quick disappearance of activity does not interfere 
with subsequent measurements. A further point is that the half life of18F (109.7 min) 
is long enough to allow local transportation of the isotope from one institution to 
another, and will ultimately promote the use of PET scanners in smaller hospitals 
located in major metropolitan areas, which could not afford their own medical 
cyclotron. 
PET does not depend entirely on a cyclotron, generators do exist for such positron 
emitting radioisotopes such as 68Ga (68.3 min) and 82Rb (1.3 min), whose parent 
radioisotopes are longer lived 68Ge (280 days) and 82Sr (25 days), respectively [Sam 
94]. While 68Ga and 82Rb are not isotopes of elements naturally present in the human 
body other than in trace quantities, they are used for quality control and calibration of 
PET scanners and some applications of generator produced and cyclotron produced 
radiopharmaceuticals [Hub 92] for PET are listed {Table 1.2}. 
Clinical Aspects of PET 
Since the initial demonstration of the feasibility of PET [Ter 75] and its development 
in a research environment, many advances have occurred in both the instrumentation 
necessary for performing these studies and the application of the technology to 
provide answers to clinical questions. Chemical changes occur before anatomic 
changes, and PET can detect these abnormalities before anatomic changes have 
occurred [Jac 88]. Thus PET provides unique information in the evaluation of several 
different clinical conditions. Today's medical practice is yesterday's research, and 
gradual implementation of PET clinically has meant a well recognized diagnostic value 
in many areas of medicine [Wag 91]. 
PET is based on characterizing the tissue response to the introduction of metabolically 
active agents, and the goal of PET scanning is to differentiate normal tissue from 
tissue with enhanced or arrested metabolism [Buo 92]. Many positron emitting 
radiopharmaceuticals are available for diagnostic applications [Hub 92], a selection of 
Page8 {Introduction} 
which is listed {Table 1.2}. PET is especially useful to image neurological and 
psychiatric disorders [Ful 92], heart disease [Sch 90] and cancer [Str 91 ], with tracers 
like 2-[18F] fluoro-2-deoxy-D-glucose (FDG) [Jol 89, Sch 91, Ich 90, Chi 87]. 
PET has a clinical efficacy in areas of localization of seizure disorders which are 
candidates for epilepsy surgery [Fis 91], in the differential diagnosis of dementia [Jol 
89] and movement (Parkinson's) disorders [Bro 90], in the grading of brain tumours 
[Col 91], in the localization of tumour biopsy sites [Maz 91], and in the differentiation 
of recurrent high grade gliomas [Lil 89]. PET provides previously unavailable 
information about these disease categories, that should lead to a reduction in patient 
morbidity, mortality and cost. In these areas conventional imaging techniques provide 
little help to the practising neurologist or neurosurgeon, and there are neurological 
applications of the technique in cerebrovascular disease [Pow 85], psychiatric 
disorders [Anr 88] and other neurodegenerative diseases [Hay 86]. In addition to their 
tomographic applications, positron emitting radionuclides can be applied to see the 
effects of drug treatment on the brain [Jac 88]. PET imaging is also being used to 
reveal the mechanisms behind normal brain processes [Maz 85], such as language 
processing, speech, and vision as well as brain development [Wag 91]. 
Cardiac PET studies allow the measurement of perfusion [Gou 91 ], metabolism [Sch 
91] and function [Yam 91], and even the evaluation of presynaptic and postsynaptic 
neural control mechanisms [Zip 90]. It is therefore a sensitive technique for evaluating 
the metabolic and functional state of the myocardium [Bes 92] and distinguishes 
between necrotic and viable myocardial areas [Bru 89]. PET studies of the heart can 
assist the clinician in deciding whether a coronary artery disease is present [Sch 91] 
and can help in making decisions about whether a bypass should be considered [Sch 
90]. The development of PET for oncology was biased, by the early success of the 
technique in neurological disorders. Consequently, most experience with PET in 
oncology has been gained by applying PET for diagnosing, grading, and monitoring 
of brain tumours [Col 91]. Research is however being done, on breast [Hun 93], 
ovarian [Hub 93], lung [Kno 90], prostate [Bar 93], lymphatic [Oka 91], uterine [Lap 
94], liver [Lay 92], and bone cancers [Smi 92] as well as Hodgkin's disease [GIa 94]. 
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TABLE 1.2 Clinical applications of cyclotron and generator produced 
radiopharmaceuticals [Hub 921. 
Radionuclide Radiopharmaceutical Application 
"C "CO Blood volume "C-butanol Myocardial blood flow 
"C-palmitate Mcardial fattyacid metabolism 
"C-acetate Mcardial fattyacid metabolism 
"C-methionine Protein synthesis 
"C-tryptophan Protein synthesis 
"C-methane Blood flow 
"C-acetylene Blood flow 
"C-glucose Glucose metabolism 
C-methyl-D-glucose Glucose metabolism 
"C-pyruvate 
"C-lactate 
Myocardial metabolism 
Myocardial metabolism 
"C-red blood cells Lung blood volume 
"C-nicotine Blood flow 
"C-etrophine Opiate receptor mapping 'C-flumtrazepam Benzodiazepine rec. mapping 
"C-L-dopa Dopamine receptor mapping "C-pimozide Dopamine receptor mapping 
"N "N-ammonia Blood flow 
'3N-glutamine Myocardial metabolism 13N-glutamate Myocardial metabolism 
"N-alanine Myocardial metabolism 
13N-valine Pancreas 
150 H ISO ?5 Blood flow n metabolsm d fl Bl C 02 ow, oxyge oo 
0150 Blood volume ' 02 
1502-alcohol 
Oxygen metabolism 
Blood flow 
'OF 'BF-deoxyglucose Glucose metabolism 
'SF-ethanol Blood flow 
1°F-methane Blood flow 
'°F-antipynne Blood flow 
18F-L-dopa Dopamine receptor mapping 
"F-haloperidol Dopamine receptor mapping 
1°F-spiroperidol Dopamine receptor mapping 
"Ga /UGe EDTA* Blood volume, BBB** 
Albumin microspheres Lung, coronary arteries 
Citrate Blood volume, cancer 
EDTA' colloid Liver 
EDTA* aerosol Pulmonary ventilation 
Monoclonal antibodies Cancer 
62Rb / 62Sr 62Rb chloride Myocardial perfusion 
62Cu /° Zn 62Cu citrate Myocardial perfusion 
52mMn / 52Fe 52Mn chloride Myocardial perfusion 
' EDTA - Ethylenediamine tetraacetic acid, ** BBB = Blood brain barrier, 
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The differentiation between benign conditions such as radiation induced necrosis and 
tumour regrowth [Str 91], measurements of protein synthesis for deciding on 
accelerated radiotherapy [Flo 89], and dosimetry of anti cancer drugs [Dim 90] in 
targeting the right treatment to responding patients are all important inputs of PET in 
oncology [Ott 91). 
During its evolution PET has contended with many obstacles, but after firmly 
establishing itself as a research tool [Til 911, PET has emerged as a diagnostic 
modality for use by clinicians [Gol 91] and has secured a role in the diagnosis and 
clinical management of neurologic and psychiatric disorders, heart disease and cancer 
[Che 94]. Some people go further to say, PET is creating a new field in biomedical 
research, biological imaging, and from this is coming a new practice of medicine in 
which biochemical examinations of patients are performed. PET is leading nuclear 
medicine into the role it will play in molecular medicine of the future [Phe 91]. 
While the evolution of PET scanners has progressed and continues to look toward the 
future, its movement into the clinical realm has been slow [Gol 91]. PET is an 
expensive modality that generally requires an on site cyclotron, an on site imaging 
device, quite a large team of well trained individuals, and the labelling of 
pharmaceuticals in house. In addition, the interpretation of PET images could requires 
physiologic modelling. The biggest problem seems to be, the preparation of 
radionuclides on site, and many institutions are not used to this and are reluctant to 
do so [Til 91], automation and supply of labelled compounds is an issue that has to 
be addressed [Goo 92]. 
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Chapter 2 Interaction & Detection 
Photon Interactions with Matter 
Photons can interact with matter by a number of processes including photoelectric 
absorption, Compton and Rayleigh scattering and pair production. Which of these 
processes is dominant depends on the energy of the photons and on the atomic 
number of the absorber. For 511 keV annihilation photons in tissue, the most likely 
interaction is Compton scattering, although as the photons lose energy through this 
process they are most likely to undergo a larger proportion of photoelectric absorption 
and Rayleigh scattering interactions. 
Scintillation detectors rely on the fact that some substances will absorb energy such 
as that carried by a photon and will re-emit it as light. As the annihilation photon 
enters through the scintillation crystal it may undergo an interaction that will transfer 
all or part of its energy to an orbital electron of an atom in the crystal. The interaction 
of the annihilation photon in the scintillator can take place in two ways. Either by the 
photoelectric effect whereby the entire 511 keV is transferred to an emitted electron, 
or by Compton scattering where only part of the full energy is given to a recoil electron 
and the photon is reduced in energy and scattered into an angle depending on its 
initial energy. 
Compton Scattering 
In Compton scattering part of the photon energy is transferred to an orbiting atomic 
electron, with the photon being diverted from its original path. This interaction (Fig 2.1} 
and the application of the laws of conservation of momentum and energy enables an 
expression [Corn 23] for the resultant energy, E, of the photon to be expressed as a 
function of its original energy, E0, and its change of direction, 9: 
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Eo 2.1 
1+a 1-tose 
where o=Eo / moc2 and moc2 is the rest mass energy of the electron. 
The electron recoils at an angle ý and its energy is the difference between the incident 
and the scattered photon (E - E0), assuming no binding energy. If the photon makes 
a direct hit on the electron, the electron will travel straight in the forward direction, and 
the scattered photon is scattered straight back (6 = 1800). In this type of collision the 
electron will obtain the maximum energy and the scattered photon its minimum 
energy. From equation 2.1 it is calculated that in this case for a 511 keV annihilation 
photon, the energy left to the backscattered photon {511/ (1+ 511/511 (1 - cos 180))} 
is 170.33 keV 33.3% of its initial energy and the maximum energy imparted to the 
recoil electron would be the remaining 66.7% and is 340.77 keV. 
The differential cross section per free electron for Compton collision of an incident 
photon beam, dea / dQ, which predicts the probability of scattering in any particular 
direction [Kale 29], can be expressed by the Klein-Nishina equation: 
dQc' 
s r2 
11+ cosl@ 1+ a' 
(I - cose)z 
2.2 
dig 1+a 1-cosh 2 (1+cos29)[I+a (1-cos9)] 
where, as before a=Eo / moc2 and ro is the classical electron radius. The distribution 
is shown graphically (Fig 2.2}, demonstrating the strong tendency for forward scattering 
for incident photons of energy 511 keV. 
Photoelectric Absorption 
Due to the law of conservation of momentum, a free electron cannot totally absorb the 
incident photon. The primary photon is completely absorbed if the electron is initially 
bound to an atom. Since the presence and participation of the atom is essential, the 
photoelectric interaction is considered as one between the incident photon of energy 
E, and the entire atom. In this case the momentum is conserved by the recoil of the 
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FIGURE 2.1 Diagram illustrating Compton scattering of a photon [Eva 551. 
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FIGURE 2.2 A Polar plot of the differential cross section per electron for 
compton scattering for photons of energy 100 keV, 511 keV and 10 MeV. 
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atom. In the photoelectric absorption process the primary photon is completely 
destroyed, its energy ionizes the absorbing atom and the ejected photoelectron 
appears with an energy [Eva 55]: 
T =E-Eb 2.3 
where Eb represented the binding energy of the photoelectron. 
The photoelectric interaction is most likely to occur with an electron within the deepest 
and most tightly bound atomic level, the K shell, which therefore has the largest 
absorption cross section. In this process an ionized atom is created with a vacancy 
in its shell from where the electron was ejected. This vacancy is rapidly filled through 
capture of a free electron from the medium or an electron from one of the outer shells 
in the atom, releasing energy either as characteristic X-rays or as Auger electrons. 
The predominant mode of interaction for low energy (<0 .1 MeV) gamma rays or X- 
rays in all media, and the 511 keV photons in high Z absorbers is the photoelectric 
process. There is no single analytic expression for the probability of photoelectric 
absorption per atom over all ranges of E and Z but a rough empirical formula (Eva 55) 
which approximates the cross section is: 
Kn 
6s = 
Eg. 1 
2.4 
where aT is the photoelectric cross-section, Z is the atomic number of the absorber, 
the exponent n varies between 4 and 5 over the energy region of interest, and K is a 
constant. 
The probability of photoelectric absorption is strongly dependent on the atomic number 
of the absorber. This is the prime reason that the detector material is preferred to have 
a high effective atomic number. The high Z maximizes the probability of the first 
interaction being photoelectric. For the same reason high Z material such as lead are 
used for collimators or gamma ray shields. 
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Photon Detection 
The photon detection process is initiated with the annihilation photon entering the face 
of a detector element. The probability of interaction within the detector is a function 
mainly of the photoelectric and Compton interaction cross sections and the angle of 
incidence photon. The 511 keV annihilation photons lend themselves to detection with 
high density inorganic scintillation detectors. In inorganic materials, scintillations arise 
due to the absorption of the incident photon by the crystal lattice and excitation of 
electrons from the valence band into the conductance band [Bir 64]. This excitation 
leaves positive holes in the valence band. The electrons then lose their kinetic energy 
from collisions with the lattice and recombine with a hole in the valence band. If this 
recombination occurs at a luminescent centre in the lattice then the ground state 
transition is accompanied by the emission of a scintillation light photon. These 
luminescent centres can be the result of impurity atoms, ions or defects in the crystal 
structure. 
In any scintillation detector the collection of the largest possible fraction of the light is 
desirable to avoid losses in time and energy resolution. Since the scintillation light is 
emitted isotropically, only a limited fraction travels towards the surface at which the 
light detecting device is mounted. In order to increase the light collection, other faces 
of the scintillator are normally covered with reflective materials such as Al foil. The 
scintillation light which is being collected, is guided through the use of these reflectors 
to a photodetector usually a photomultiplier tube (PMT). PMTs are used due to their 
high gain and good timing properties, and convert the light photons into an electric 
pulse corresponding to the intensity of the incident light and therefore the energy of 
the detected photon. 
ScintiUator materials 
For the detection of the annihilation radiation, scintillator materials with a high stopping 
power are suitable. The 511 keV photon would be attenuated in a short depth of 
scintillator to such an extent that virtually all of its energy is absorbed and converted 
to scintillation photons. It is therefore desirable to convert the photon energy in as 
short a length as possible, to maximise light output and reduce the volume of 
Page 16 {Interaction & Detection} 
scintitlator required and minimise the scattering in the detector itself, hence maximising 
the spatial resolution. An important property of a scintillator is the light output, this 
determines both energy and timing properties of the detector. If only a few 
photoelectrons are produced from the photocathode of the PMT, then the size of the 
PMT output pulse (current or voltage) is low, even after dynode amplification, the 
statistical uncertainty or the standard deviation, in the output pulse will then be high. 
The rise time of the light output is important for the detector's timing characteristics 
and the decay time is important for its count rate properties. 
Although the selection of a particular type of scintillator depends on the design and 
performance criteria for a particular tomograph, there are certain points that stand out 
for PET. These include, high detection efficiency for 511 keV photons, high scintillation 
efficiency for good energy resolution, good timing characteristics to decrease the 
number of random coincidences and high photofraction for reduction of scattered 
radiation. 
Generally scintillation detectors are divided into two classes, organic scintillators such 
as certain plastics, and inorganic scintillators such as certain alkalihalides. Organic 
scintillators are typically fast, but yield little and have a low effective Z, making them 
attractive for timing experiments, where energy resolution or detection efficiency is not 
of prime concern. Inorganic scintillators tend to have high effective Z and good light 
output but are relatively slow, making them suitable for applications where energy 
resolution and detection efficiency are important. 
Bismuth germanate, Bi4Ge3O12, called BGO and suggested as a possible scintillator 
for PET [Cho 77], because of its nearly ideal characteristics, is now the most widely 
used detector material in PET systems. Its high density and high atomic number 
(Table 2.1 ), means it has the best total absorption efficiency of any of the crystals 
used [Cas 86]. With its linear attenuation coefficient at 511 keV being 0.096 mm"' the 
detection efficiency for the annihilation photons, is almost a factor of three times higher 
for BGO than for Nal(TI). Another advantage of BGO is the fact that it is non- 
hygroscopic and inert, hence BGO crystals can be mechanically subdivided, whilst 
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remaining robust. The problems associated with BGO crystals are the relatively long 
scintillation decay constant (300 ns) and low light output, about 12% of Nal(TI), which 
results in relatively poor timing resolution. This somewhat limits its application at very 
high counting rates [Hof 86 b]. 
The most notable property of thallium activated sodium iodide, Nal(TI), is its excellent 
light yield (40 per keV), and the light output of other scintillators is often related to the 
light output of Nal(TI) [Sor 87]. Although used in nuclear medicine applications utilising 
low energy single photon emitters, it is not ideal for the detection of 511 keV photons 
owing to its low stopping power. A further disadvantage of Nal(TI) is the deterioration 
of the crystal when exposed to moisture, It is therefore placed in an air tight container 
which reduces the geometric efficiency of the PET system. 
TABLE 2.1 Physical properties of scintillation materials used in PET. 
Material SGO GSO LSO BaF2 CsF Nal(11) 
Density (gam) 7.13 6.71 7.41 4.89 4.61 3.67 
Effective z 74 59 66 54 53 50 
Lin. attanuatbon 
coefficient (mm') 
0.096 0.062 0.087 0.044 0.039 0.034 
Decay time 
constant (till 
300 60 12/40 0.8/630 5.0 230 
Rel. fight yield 
with Nal(TQ 
12 20 75 5/16 5.0 100 
Wavelength at 
peak (nnq 
480 430 420 220/310 390 410 
Index of 
refraction 
2.15 1.90 1.82 1.49 1.48 1.85 
Hraro No No No Little Yes Yes 
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Even though caesium fluoride, CsF, is extremely hygroscopic and exhibits low 
scintillation efficiency as compared to Nal(TI), its very fast decay time and good 
detection efficiency makes it an excellent detector for tomographs designed for fast 
dynamic studies [All 80]. Its scintillation light is detectable with a glass PMT, and the 
timing resolution enables time-of-flight determination of the position of the annihilation 
event, improving signal to noise ratio as counts are reconstructed into a smaller region 
in the image. The energy resolution of CsF is however not as good as BGO or Nal(TI) 
due to the lower light output, and raising the energy threshold for its detection of a 511 
keV event results in a large loss of sensitivity because of the low photopeak fraction 
of CsF compared to BGO. 
Barium fluoride, BaF2, is the crystal of choice for time-of-flight PET [Lav 83]. About 
20% of its light is in the fast component with a decay constant of less than 0.6 ns 
emitted in the short-wavelength region of the spectrum. This makes it one of the 
fastest inorganic scintillators known. Timing resolutions comparable, or better, to those 
of CsF are found as a result of the relatively high light output which accompanies this 
fast emission. BaF2 is not hygroscopic and its density is similar to CsF resulting in 
better detection efficiency per length of crystal than Nal(TI). However since the emitted 
light is in the ultra-violet part of the spectrum, detection of the scintillation light from 
the fast component requires quartz PMTs which are expensive. 
The properties of cerium activated gadolinium orthosilicate, Gd2SiO5: Ce called GSO, 
are seen to be highly suitable for a PET detector [Tak 83 a]. Its density is slightly 
lower than BGO, leading to high stopping power and detection efficiency for 
annihilation radiation. GSO also has around 50% higher light output than BGO 
producing better timing and energy resolution than BGO. Theoretical calculations have 
indicated a timing resolution three times better than experimental measurements of 2.3 
ns [Dah 85 a], and if this could be achieved it makes it a good alternative to BGO with 
time-of-flight applications. Currently however, cost prohibits use of the large volumes 
of GSO that are required in commercial scanners. 
Another rare earth orthosilicate is cerium doped lutetium oxyorthosilicate, 
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Lu(SiO4)O: Ce called LSO, which apart from a lower atomic number, has better 
scintillator characteristics than BGO [Mel 92]. Its light output is 75% that of Nal(TI) and 
over a factor of six higher than BGO, and its index of refraction is lower, which is 
important for scintillation light collection. The decay constants for LSO are 
approximately 12 ns and 40 ns. LSO is seen to be to be potentially the most useful 
crystal scintillator for PET, however, the techniques for growing crystals with consistent 
optical quality have yet to be properly developed as well as the ability to obtain large 
quantities of the original purified material. 
Review of PET Systems 
There are currently over 110 PET scanners installed worldwide with some six 
companies marketing commercial systems [Che 94], but the original PET scanners 
developed in the 1970's were quite different, they were based on a limited number of 
Nal(TI) crystals coupled to photomultiplier tubes (PMT) with some groups pursuing 
circumferential designs [Ter 75, Cho 76]. Apart from a few examples of rotating 
opposed detector heads [Bur 72, Mue 76], in the early PET scanners individual 
scintillation detectors were placed next to each other in a hexagonal or octagonal 
geometries to form a ring around the patient [Hof 76]. As bismuth germanate (BGO) 
with its superior stopping power became available in the late 1970's as an alternative 
detector [Cho 77], it gradually replaced Nal(TI) as the scintillator of choice in most PET 
scanners [Tho 79]. 
In positron tomography instrumentation the literature is very rich in the area regarding 
the detectors and their designs, there have been quite different approaches and some 
of these will be examined here. The relative high energy of the 511 keV photons used 
in positron tomography requires that the detectors employed must have sufficient 
detection efficiency. Since timing is also given a priority in PET, the detectors must be 
fast enough so that events not related in time with each other, outside a time window, 
are ignored. With respect to energy analysis, detectors must have a high energy 
resolution, and with timing measurements, a high time resolution is required. Therefore 
in systems such as positron tomography where the radiation dose to the patient 
should be minimised, a compromise between these parameters must be achieved. 
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The drive has always been towards higher spatial resolution, which has meant moving 
away from the one to one coupling of crystal to PMT. Although by using small crystals 
and clever coupling schemes it has been possible to construct a high resolution 
system [Der 87 a], a big breakthrough came in the mid eighties with the introduction 
of the BGO block detector [Cas 86], which has meant crystal elements substantially 
smaller than the size of available PM tubes are used in the majority of commercial 
PET systems today [Che 94]. 
The first commercial PET scanners [Phe 78, Der 79] only acquired data in a single 
slice through the object. Subsequent commercial scanners were multi-slice systems 
[Tak 83 b, Oka 85], with the number of rings increasing [Spi 88, Lit 90, Wie 92] 
allowing whole body organs to be scanned at once and gain increased sensitivity. 
Conventionally, interplane shielding consisting of lead or tungsten plates called septa 
is used to limit the acceptance of coincidences in multi-ring scanners, coincidences 
are accepted only between detectors within a given ring and images reconstructed as 
a stack of 2D sections. In recent years, in order to increase the sensitivity, the septa 
between rings has been removed to allow data to be acquired between all pairs of 
rings, a 3D acquisition mode [Def 94, Jon 96]. However this has meant a need for 
higher data rates since acquisition data sets greatly increase in size, a reconstruction 
algorithm that takes account of the angle that the acquisition plane makes with the 
axis of the tomograph, and corrections to be applied for increased scatter [Gro 95]. 
Time of Flight Systems 
In conventional PET systems, two photons are detected in coincidence defining a line 
through the object to be imaged, the origin of the two photons or the point of positron 
annihilation can be anywhere along that line. Whereas in the case of time-of-flight 
(TOF) PET, for each event detected, a measure of the time-of-flight difference 
between the two annihilation photons provides an approximate value for the position 
of the annihilation. The position information thus obtained is associated with an 
uncertainty that depends on the properties of the detector and the processing 
electronics [All 87, Lew 89]. The relationship between the position of the positron 
source and the difference in time-of-arrival at the detector is At =2 Ax / c, where c is 
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the speed of light, and Ox is the distance from the source to the midpoint between the 
two detectors. 
The utilization of scintillation detectors, fast PM tubes, and fast timing circuits allow 
sub-nanosecond coincidence time resolution for the effective use of TOF in PET, 
therefore scintillators with a very good timing resolution are utilized [All 80, Lav 83]. 
The use of fast scintillators results in a system with high count rate capability and 
allow the rejection of a good number of random coincidences which suppresses the 
degrading effects of such data. This also permits a more intense transmission source 
to be used than for non TOF systems, increasing the accuracy of the transmission or 
allowing shorter time exposures [Hol 84]. Further, with the incorporation of TOF 
information into the PET reconstruction process, each event is back-projected on a 
length which is only a fraction of the image matrix, resulting in a better signal-to-noise 
ratio in the image [Ter 81]. 
The first generation of TOF systems devoted to PET devices using CsF crystals, had 
two main criticisms, that of spatial resolution and sensitivity. Efforts made to improve 
the quality of images obtained lead to the second generation TOF systems using 
BaF2, which increased the spatial resolution and the overall sensitivity [All 87]. 
However, since the stopping power of the current TOF detectors, is much lower than 
that of BGO, the improvement in effective sensitivity is offset by the decreased 
efficiency of the scintillators used. Also since the implementation of such detectors 
require crystals with slightly larger size compared with the case of BGO, the light 
collection process and self absorption introduce a time spread and affect the decay 
time constant. A timing error due to the size arises from the speed of scintillation light 
in the crystal, and evaluation of the relative improvement in image quality with timing 
is necessary before an optimum crystal length could be determined [Mul 81]. 
Position Sensitive Detectors 
In order to decode the location in an array of crystals without the need for some sort 
of light guide and to reduce the complexity found in commercial PET systems, position 
sensitive (PS) detectors could be used. These detectors either consist of large area 
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crystals with many PMTs, or more usually a crystal block coupled to a PS PMT 
containing cross-wire anodes [Kum 86]. This allows the position of the interaction 
event to be determined by the principle of charge division in the two directions. The 
disadvantage of this detector design is that the cylindrical shape of the PMT prevents 
close packing of the crystals and the sensitive area of the photocathode is 
considerably smaller than the frontal area of the glass envelope [Uch 86]. 
Nal(TI) has been used because of its high light output, but since it has a reduced 
stopping power in comparison to BGO, detectors must either use thicker crystals or 
have lower overall sensitivity (Kar 85]. The thick crystals lead to poorer detector spatial 
resolution as well as a loss in image quality because of uncertain depth of interaction 
of incoming photons in the crystal. Also the use of the large area detector rather than 
many small detectors, results in high count rates per detector especially during 
dynamic studies, consequently the performance of the PS detector could be degraded 
[Kar 88]. An extension to this system has been a 3D informational system [Shi 88] with 
pillar shaped scintillation elements (BGO) bundled up and coupled to two PS PM 
tubes at their ends, information on depth of interaction could be obtained. Recently 
rectangular BGO PS PMT detectors have been built and used [Wat 92]. It is seen that 
the thinner crystals reduce the probability of a photoelectric event as the first 
interaction and increase the probability of Compton scattering into a neighbouring 
crystal. Since the cross-wire anode in the PMT limits the count rate capabilities of the 
system research is continuing with a multi-anode PMT which will provide independent 
channels within the PMT and hence reduce deadtime, but this would add to the cost 
and complexity of the system. 
1KuItiwir+e Proportional Counters 
As an alternative to the many crystal detector approaches adopted in PET systems, 
multiwire proportional counters (MWPC) have and are being developed to provide high 
spatial resolution detection of the annihilation radiation. The main principle of the 
chamber is that the gamma ray photon energy is converted to a photoelectron by a 
suitable material and the photoelectron then ionizes a gas. This ionisation is detected 
by measuring the charge delivered along a wire chamber. The choice of the converter 
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material is governed by the energy of the radiation which is to be measured, the 
desired spatial resolution and efficiency. Proportional counters detect gamma rays 
whose energy is low enough to interact with reasonable efficiency in the counter gas. 
At higher photon energies, the direct interaction probability of the photon in the gas 
drops rapidly with increasing energy. Although MWPC have a relatively low efficiency 
at 511 keV, they provide good spatial resolution and they can be built in sufficient 
large areas for whole body imaging with adequate sensitivity for PET by coupling to 
specially configured lead converters (Bat 84]. A lead converter is commonly used, 
owing to its high density (-6000 kg. m-3) a high probability for photoelectric interaction 
as well as limiting the photoelectron range. By adding the lead converters, the 
detection efficiency increases from a fraction of 1% to approximately 10% [Ott 88]. 
The disadvantages of PET based on MWPC is the poor energy resolution and 
detection efficiency. Since the photoelectrons are generated at different depths of lead 
converters, the energy of the knock on electron on escaping the lead converters is 
only weakly related to the energy of the incident photon. By reducing the energy of the 
photon, the probability that the first interaction is photoelectric increases which results 
in a higher number of photoelectrons being produced, but with a lower kinetic energy. 
This reduces their chance of leaving the lead converters which in turn leads to a poor 
detection efficiency [Jea 80]. The spatial resolution of the system is primarily 
determined by the photocathode hole size and spacing and the pitch of the wires and 
can be as high as 2 mm [Del 83]. However, at this resolution, positron range and non- 
collinearity become significant and the parallax error due to obliquely incident photons 
becomes important. 
Recent work has focused on development of a hybrid system, in order to improve the 
sensitivity of the MWPC for annihilation radiation detection whilst maintaining its high 
intrinsic spatial resolution capabilities and low cost readout. The research has centred 
on the use of crystal scintillators with photosensitive wire chambers [Cha 89, Tav 92]. 
The scintillation light emitted from the crystal as the result of a gamma ray interaction 
causes ionisation in the low pressure gas vapour and is then detected by the wire 
chamber. These detector systems have utilized BaF2 as the crystal scintillator and 
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tetrakis dimethylamino ethylene (TMAE) gas at low pressure. BaF2 is one of the 
fastest scintillators known (Table 2.1) and TMAE is the vapour with the lowest known 
ionisation energy (5.4 eV) that can be used in wire chambers. Relatively good timing 
and spatial resolution characteristics have been achieved with this system and the 
sensitivity has been shown to be comparable to that achieved with BGO crystals [Ott 
90]. 
Scintillator Photodiode Detectors 
The use of solid-state photodiodes (PD) coupled to scintillators for determining the 
crystal of interaction is an approach that does not require the scintillation light to be 
shared by a number of PMTs in order to estimate the position event. Photodiodes also 
have the added advantage of being small in comparison to PMTs, allowing thin, 
closely packed crystals to be used in the detector assembly. A number of different 
types of photodiodes have been investigated as alternatives to the more conventional 
PMT approach. 
Silicon PDs have been utilized [Der 87], but are shown to have a very low 
photoelectron current yield, requiring a pre-amplification stage to increase the gain. 
Also, optimum operation of the PD in terms of dark current and thermal noise could 
only be achieved at low temperatures, typically -100 to -150 °C, the detector unit 
requiring some sort of cooling [Der 84]. As a result of the low photoelectron current 
from the photodiode, energy and coincidence timing decisions need to be performed 
using a PMT and the crystal interactions determined with the PD. During the last 
decade many improvements have been made in reducing the thermal noise effects in 
silicon PDs and this has stimulated continuing research into their use [Der 89]. It has 
been suggested that the thermal noise due to dark current be reduced by using a 
higher band gap material such as mercuric iodide Hgl2 [Dah 85], however, its 
brittleness limits its reliability and availability of high quality Hg12 is a major problem. 
The performance of a PET module with the latest generation of silicon PDs, consisting 
of an array of small BGO crystals coupled on one end to a single PMT and on the 
opposite end to an array of small silicon photodiodes [Mos 93], shows that reduction 
in the dark current in the silicon PD can be by a factor of 100. So room temperature 
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operation is now practically possible, although, the signal to noise ratio of the PD is 
not quite low enough to prevent incorrect identification due to the noise and this needs 
to be improved. 
The use of avalanche photodiodes (APDs) is an alternative [Squ 85]. The small 
amount of charge that is produced in a conventional photodiode by a typical 
scintillation event can be increased through an avalanche process that occurs in a 
semiconductor at high values of applied voltage. If the electric field in the diode is 
sufficiently high the carriers will gain enough kinetic energy to produce secondary 
carriers by ionizing bound carriers. These secondary carriers can in turn ionize more 
bound carriers and so on, thus an avalanche is produced [Sti 77]. The effect of this 
process is an internal gain of the signal in the diode. This results in a device that 
produces a signal that is well above the noise levels and thus can be operated at 
room temperature and avoids the necessity for cooling and pre-amplification. However, 
the PMTs gain is a factor of 105 higher than that of the APD even though the quantum 
efficiency of the APD is larger. A small diameter PET system developed with APDs 
[Ug 86, Lec 90] has shown high spatial resolution (1.5 mm), but the low gain has 
meant that the timing resolution of the BGO APD (15-23 ns) is lower than that of a 
BGO PMT combination (4-6 ns) [Dig 90], and the energy resolution approximately 30% 
at 22 °C is also poorer. 
Block detectors 
The spatial resolution of a PET system is primarily dependant on the physical size of 
a given scintillator or its composite segments. The greater the stopping power of the 
detector, the higher the probability of absorbing the full energy of the photon in a small 
volume and the higher the localization ability of the detector and the positioning 
electronics. The detection efficiency also depends on size but in a reciprocal way, the 
detection efficiency for incoming gamma rays decreases as the size of the detector 
gets smaller but the intrinsic spatial resolution improves. 
Initially one to one coupling schemes were employed where individual crystals were 
coupled to single PMTs (Ter 75, Der 87 aj, but this has not allowed expansion to a 
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multislice system since the PMT tubes point out of the image plane, and the amount 
of support electronics required effectively limits its use. The overall cost also becomes 
quite high because of the number of difficult to fabricate and expensive miniature 
PMTs required. To overcome these problems whilst maintaining the high spatial 
resolution, research was focused on developing detector systems in which the number 
of photomultipliers are reduced relative to the number of detectors [ Cas 86, Ed 87, 
Rog 92]. 
Advances in PET instrumentation over the years have produced a varied selection of 
systems {Fig 2.3} bringing about a dramatic improvement in image quality [Che 94]. 
Better resolution since the early PETT LU system [Ter 75] means being able to easily 
visualize and delineate structures in brain images in addition to the improved accuracy 
in measurement of smaller structures. This improvement in image resolution has been 
brought about mostly by reducing the detector crystal size and by using smaller PMTs 
and also moving from Nal(TI) to BGO and LSO crystal scintillators {Fig 2.4}. The 
number of crystals employed in a PET tomograph has increased from 512 in 1985 to 
over 18000 presently, while the number of photomultipliers has increased from 512 to 
1152 in the same period [Cas 96]. It has been proposed that the basic block detector 
could be segmented into a 12*12 or 16*16 array of crystal elements increasing the 
number of detector elements even further [Moi 95]. 
One of the major concerns of high resolution positron emission tomography (PET) is 
how to physically put together a large number of small scintillation crystals attached 
to individual photomultiplier tubes in a detector ring, considering the size of the PMTs 
presently available. A further reduction in the size of the PMT has not been possible 
because of several reasons. First, there is minimum thickness of the glass envelope 
that can withstand the vacuum in the PMT. Second the sensitive area of the PMT 
becomes very small which compromises light collection. This in turn will affect both 
timing and energy resolution. Finally, the cost of such a tube would probably be very 
high and a greater number of them would be required in construction of the system. 
This leads to a scanner which would be very costly both in purchase and 
maintenance. It is therefore desirable to reduce the number of PMTs employed in the 
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system or even entirely replace them. 
Most current commercial PET scanners utilize block detector [Til 91], these comprise 
a block of crystal cut into an array of discrete detectors viewed by an array of PMTs 
(Fig 2.3} (crystal to PMT ratio varies between various companies). The individual 
detectors are cut as small as possible since the spatial resolution of a PET system 
depends primarily on their size, and the depth of the detectors should be sufficient to 
stop the majority of photons incident on them. The common principle of these systems 
is the coupling of a number of scintillation crystals to a number of PMTs via some sort 
of light guide. Each crystal is identified by a unique combination of signal outputs from 
the PMTs [ Bur 85, Min 87]. However, since the scintillation light from each crystal is 
shared by more than one PMT, due to both the finite number of scintillation photons 
produced per interaction and the method of subdividing the block and coupling many 
crystals to a few PMTs, the resultant low light output reduces the spatial and energy 
resolution of the detector and its timing capabilities compared with individual coupling 
schemes. 
Current commercial high resolution block detectors {Fig 2.3} as incorporated in the 
CTI/Siemens HR and GE Advance PET systems, have refined the techniques of 
cutting the BGO, coupling the crystals to the PMTs and achieving high detector 
performance, in terms of spatial resolution and sensitivity, for a reasonable cost [Tor 
94]. The block detector has been utilized in the majority of PET scanners [Til 91] 
because it has been considered as the best compromise between the opposing 
requirements of spatial resolution without loss of sensitivity with the added constraint 
of cost. The primary disadvantage is that spatial resolution is limited by the statistical 
fluctuations in light collection and crystal width. 
Animal PET Detectors 
A potential compound for use in PET is first evaluated on experimental animals prior 
to its use in human clinical studies. These preclinical studies or application tests 
provide relevant, quantitative information about the extent of the localisation of the 
radiolabel in the target organ of interest, its distribution throughout the body and how 
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these parameters change with time. Studies on animals using clinical PET scanners 
have been performed since their very introduction [Phe 75], but these scanners are 
usually adequate for the study of human organs, the smaller anatomical structures 
present in laboratory animals require higher spatial resolution. To delineate the kinetic 
changes which occur in-vivo, the data recorded from the scanner must also be of high 
temporal resolution whilst maintaining good statistical quality [Raj 94]. Dose limits 
governing animal studies also allow much higher count densities per pixel to be 
attained during animal studies than possible for humans [Raj 91, Raj 95]. 
A dedicated PET scanner, whose operational performance is optimized for animals, 
provides a useful laboratory tool for biological studies. Another necessity for such a 
device, if it is to be incorporated into an experimental laboratory rather than a clinical 
environment, is that it should be relatively inexpensive and of a smaller size compared 
to a human scanner. The added advantage of such a system is that its portability 
would allow transfer of the scanner, if the half life of the positron emitter facilitated it, 
to research institutes which do not have PET facilities. 
Recently there has been increasing interest in developing a high resolution mini PET 
system for in-vivo animal studies [Cut 92, Raj 92]. There are however, two 
fundamental points to be considered, one is the limitation of spatial resolution owing 
to range of positrons emitted from the nucleus and deviation from 180 degrees of 
annihilation photons. The other is the system sensitivity lowered due to the use of 
small sized detectors [Noh 85]. The adoption of a detector ring with a smaller diameter 
in a mini PET system, which is usually a factor of 3 or 4 smaller than conventional 
scanners, reduces the deviation from 180° between the emitted annihilation photons 
and therefore improves spatial resolution. The decrease in diameter results in an 
increase of the acceptance angle and an increase in sensitivity. A further point is the 
off-centre degradation in spatial resolution caused by the relative tilt of detectors in 
smaller diameter rings [Raj 94, Raj 95]. In order to improve the spatial resolution, the 
size of scintillation crystals have become smaller since the spatial resolution is 
dependant on the physical size of a scintillator or its composite segments but this 
reduces the sensitivity gained. With the small size of most laboratory animals, both the 
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attenuation and probability of scattering within the object are small, and so the scatter 
fraction will be significantly lower than with humans. The relief from the burden of 
scatter has also led to development of a mini PET based on the use of BaF2 
scintillators and photosensitive wire chambers [Tav 92]. 
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Chapter 3 The Detection System 
System Description 
The goal of PET instrumentation development has been to provide the most accurate 
quantitative images in the smallest amount of time, which will in turn provide the best 
diagnostic information with the least discomfort to the patient. This requirement has 
led to the development of modular detector systems for PET. These detector modules, 
which are arrays of scintillation crystals attached to a number of PMTs, provide the 
basic unit for the detector rings of the modern PET camera. One of the commercially 
available detector system of this kind is the block detector developed at Computer 
Technology Inc (CTI), Knoxville [Cas 86, Nut 85] {Fig 3.1). This system consists of a 
matrix of scintillation crystals coupled to four PMTs via slotted light guide. 
The work done in this project is based on a CTI 831 prototype (Fig 3.1-3.3) which 
consists of two "buckets" each containing two Bismuth Germanate (BGO) block 
detectors. The CTI block consists of a4 by 8 matrix of crystals cut from a single block 
of BGO, coupled to four Hamamatsu R2497 25 mm square PMTs via a slotted light 
guide. The light guide is formed by cutting grooves of different depth into the large 
BGO crystal, thus the BGO forms its own light guide and there is no optical coupling 
between the detectors and the light guide, which greatly improves the light collection. 
The dimensions of the block are 49.47 mm wide by 53.36 mm tall by 30 mm deep 
[You 93]. In the axial dimension three grooves are cut to yield four axial detector 
planes each of a height of 12.86 mm. The two outer cuts are through cuts 30.0 mm 
deep and the central cut is 23.1 mm deep. In the plane dimension seven grooves are 
cut to yield eight adjacent detectors of 5.62 mm wide. The cuts are symmetrical about 
the central cut and have depth of (from the centre and out) 23.1,24.4,27.7 and 30.0 
mm {Fig 3.1}. Through cuts isolate the four corner crystals to one PMT (except for 
crosstalk through the glass envelope of the PMTs). Similarly light produced in all 
crystals along the outer edge is shared between only two PMTs. The light from any 
of the twelve central crystals is shared among all four PMTs. The faces of the blocks 
Page33 {nie Detection System l 
are covered with silicon rubber to prevent spurious scintillations from ambient light and 
light from adjacent crystals [Dah 88]. 
The two CTI blocks are attached to a set of electronics, "bucket", which contain an 
Intel 8031 microcontroller as the local control device {Fig 3.4}. The microcontroller 
allows remote setup of the PMT gains and upper and lower discriminator levels. Each 
photon that dissipates part or all of its energy in a detector would be registered as a 
single event. The personal computer (PC) is the human interface and is used to 
control the system and perform initialization procedures. Clock generation electronics 
provide timing signals for the detector electronics and handle the communication of 
the buckets to the PC. Coincidence electronics interpret information on the time and 
the position of a scintillation event from the detector electronics for each line of 
response. A pair of single events produced by the same annihilation would be 
registered as a coincidence event. This information is then transmitted to the PC for 
analysis and display {Fig 3.5}. 
Communication to each bucket is accomplished over a serial line. The serial line 
connects the bucket to the clock board which in turn is connected to the PC. The clock 
board receives the serially transmitted data from the PC and either responds to a 
command or passes the information to the buckets and the coincidence board. In 
addition, the clock board generates the clocking signals for the bucket in which the 
timing data of a scintillation event is determined. A second serial line connects the 
bucket to the coincidence board in which information on a given scintillation is 
transmitted. When a scintillation is detected the time and location in the block that the 
scintillation occurred is transmitted as two eight bit serial words in parallel to the 
coincidence board. The coincidence board receives the serial data from the two 
buckets and determines if a coincidence has occurred. If both buckets indicate that a 
scintillation has occurred, the timing information from the buckets is compared, and 
the position of the event in each of the detector blocks is used to determine the line 
of response between the two elements and this information is histogrammed in 
memory [You 93]. 
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FIGURE 3.1 Schematic drawing of the block detector module and the basic 
idea of crystal identification [CTI PET Systems]. 
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FIGURE 3.2 Photograph of the mini PET system, comprising four blocks of 
detectors with associated electronics. 
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FIGURE 3.3 Detector prototype setup A) as intended by CTI and B) as it 
sits on the bench (Plan). 
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FIGURE 3.4 Detector module or bucket for a CTI 831 PET system. Each 
bucket consists of two tightly adjacent block detectors from the maximum 
of four possible, four PMTs per block detector and printed circuit board 
electronics (A= analogue processor, C= constant fraction discriminator, P= 
position decoder, T= time digitizer). 
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FIGURE 3.5 Generalized diagram of the scanner. 
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The variation in depth of gaps among the crystals allow the scintillation light from each 
crystal to be distributed among the PMTs in such a ratio that makes possible, the 
identification of the crystal, in which the biggest portion of the energy of the incident 
photon has been absorbed. 
Fluent Positioning 
In order to determine in which of the 32 crystals an event has occurred one needs a 
decision algorithm, or in other words, some form of event positioning logic is 
necessary to determine the location of the photon interaction within the detector 
volume [Boh 86, Cas 86, Wei 86]. Early PET detectors using BGO were one 
dimensional systems [Bur 84], and simple decoding schemes were used to determine 
which of the two crystals absorbed the annihilation photon. Two dimensional detectors 
developed later [Cas 86], provide multiplane capability and generally have higher 
crystal to PMT ratios. 
The position encoder (PE), in the CTI 831 {Fig 3.7}, consists of ten comparators, one 
for each detector slot in the axial and transaxial direction. By comparing the ratio of 
light detected by two adjacent PMTs to fixed values corresponding to the boundaries 
between rows and columns of crystals, one can determine from which individual 
crystal the light most likely originated [Cas 86]. This method depends on the pattern 
of light distribution to the four PMTs when a gamma ray dissipates energy in a block. 
The PE also rejects events that produce energy in excess of an upper energy 
threshold or lower than a lower energy threshold around the theoretical value of 511 
keV. The thresholds of the CTI 831 are generally set at 250 keV and 850 keV 
depending on the energy resolution. 
A recent enhancement implemented by CTI is the use of flash analog to digital 
converters (ADCs) to calculate the ratios of energy seen by adjacent PMTs with 
respect to the total energy value from all four PMTs [You 94]. The position encoder 
(Fig 3.7) is thus replaced by the setup shown (Fig 3.6). The digitized values which 
identify the row and column of the block and the total energy collected, are presented 
to a look up table (LUT) which contains the photopeak energy range for each 
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individual crystal in the block. This is not available on our device and its important 
because the light collection efficiency varies from crystal to crystal, so each crystal can 
profit from having its individual energy thresholds. 
It needs to be noted that for the BGO detectors used, the number of light photons 
emitted following total absorption of a 511 keV gamma ray is about 2500 [Eri 85], but 
due to light trapping, only 30% or 750 of them reach the back face of the detector (Dig 
90]. Conversion of the light signal into an electrical signal and amplification of the latter 
is provided by PMTs, which in the CTI 831, are directly epoxied to the block detector's 
back face. The electrical signals from the four PMTs anodes are fed through four fast 
preamplifiers, then integrated for 4-5 processing cycles to ensure collection of 96% of 
the total charge emitted. The four non integrated signals are simultaneously summed 
and presented to a constant fraction discriminator (CFD), which determines the time 
of occurrence of the event. A block diagram representation of the block detector front 
end electronics in a bucket is shown {Fig 3.7}. 
The method of detector identification in PET (Fig 3.1) is based on the implementation 
of a decision algorithm [Boh 86, Wei 86], similar to Anger camera logic [Ang 58], with 
the following formulae used: 
where A= signal from tube A B= signal from tube B 
C= signal from tube C D= signal from tube D 
- 
(A+ C) - (B+ D) 
A+B+C+D 3.1 
ym (A+ B) - (C+ D) 3.2 ý°' A+B+C+D 
The positioning algorithm then uses the PMT signals to estimate the location of the 
original incoming photon. The processing can be performed in analogue circuitry or 
Page4l {The Detection System} 
the PMT outputs could be digitized, with the processing done in specialized hardware 
or software. Since there are only a finite number of light photons produced per 
excitation in each crystal to be shared between the four PMTs there will be a statistical 
spread in XP,, and Yp, s, so the positioning and 
detector selection process can be 
reduced to two one-dimensional steps if one can assume that the horizontal and 
vertical positioning are independent [Cas 86]. 
Assuming that N photons are produced in an interaction and on average N+x photons 
are converted by tubes A and C, then N_X (N - N+x) photons are converted by tubes B 
and D. The probability of photons being detected in tubes A and C is given by p, while 
the probability of photons being detected in tubes B and D is given by q and Npq is the 
probability of photons being converted by either tube. 
The probability distribution of the number of photons converted by tubes A and C for 
an interaction along the X axis (transaxial) is approximated by a binomial distribution 
[Cas 86, Dah 88]: 
0, (") =1 e-2! 1nä tic 
where: 
6= 
Fpq 
N 
P_ N 
N; N-Na- 
9=N= N 1-P 
3.3 
µ=N, ý 
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FIGURE 3.6 Digital position encoding scheme utilized in some CTI 
scanners [CTI PET Systems]. 
FIGURE 3.7 Block diagram representation of the front end electronics 
afferent to a block detector in a bucket [CTI PET Systems]. 
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A similar distribution can be shown for the probability distribution along the Y direction. 
Each crystal in a detector will have a different p and q due to the light guide which 
defines the path for the scintillation photons. The boundaries can be defined as the 
point where the probability of one crystal is the same as that of the adjacent crystal. 
The probability distribution for an ideal case has been calculated [Cas 86] of the X 
axis with eight crystals and Y axis with four crystals, whereby, the probability of 
correctly identifying a crystal is the same for all the crystals in the detector, there is 
no interdetector scatter with each interaction producing a fixed number (N) of photons. 
The distribution of events of X, 0$ using these values 
for each crystal is shown {Fig 3.8} 
where N is 150 for all detectors [Dah 88], the horizontal axis represents the ratio value 
from the X axis equation, while the vertical axis represents the probability density. 
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FIGURE 3.8 Calculated spread in the function X,, (equation 3.1), 
assuming a binomial distributed spread (equation 3.3) in the number of 
collected light photons by the four PMTs. Each peak represents one 
detector column [Dah 88]. 
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To identify in which of the detectors the interaction occurs, one must select a range 
of values or discrimination windows for XPos and YPOß assigned to each detector column 
or row respectively. Each discriminator representing a window, in which an event with 
a position ratio falling above the lower discriminator setting and below an upper 
discriminator setting, is binned into, for that column or row. It can be seen that there 
is some overlap between the probability curves in the X direction (Fig 3.8}, the area 
of overlap between two adjacent peaks represents areas where statistical uncertainty 
exists in correctly identifying the proper row. This results in a probability for 
mispositioning of events, the amount is however dependent on how the discriminators 
are set for the individual detectors. 
Data Acquisition System 
The detector electronics system (bucket) is capable of supplying an event word to the 
Coincidence Processor (CP) every 256 ns. This 256 ns sample interval represents the 
fundamental data packet period in which data moves throughout the system in a 
pipeline fashion. One 16 bit word from the bucket contains the time when the gamma 
ray interacted with the detector and the crystal location of interaction. Six bits are used 
to represent the subdivision of the 256 ns sample interval into 64 equally spaced bins 
of 4 ns resolution. The position information in the bucket data word represents the 
axial, 3 bits, and transaxial, 5 bits, location of the interaction. Two more bits within the 
bucket data word denote whether the bucket processed a valid event within the 256 
ns interval (HIT bit) and whether the event that was processed fell within the scatter 
energy window (scatter bit). 
In each 256 ns interval, the CP samples the HIT bit from all of the bucket data words 
and upon locating bucket data words with HIT bit set, examines the time and position 
information of each valid data word for time values that occurred at the same time 
(within the coincidence window) during the 256 ns interval. These coincidence 
comparisons take place only on detector pairs that can actually have a line of 
response (LOR) through the field of view (FOV). The LOR represents a projection 
depicting a line integral of activity at a given angle and position. Upon locating two 
bucket data words that appear to be in coincidence from their time bits, the CP passes 
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the coincidence location of both position and angle to the Real Time Sorter (RTS) 
where this LOR is histogrammed. The CP immediately begins sampling the next 256 
ns interval for another coincidence match. If more than one coincidence is located 
during a 256 ns interval the CP will randomly select one of these multiple events to 
pass to the RTS, discarding the others. Randomization of this selection process 
prevents biasing the accepted data during high rates where these multiple events 
occur frequently [Den 86]. Due to the statistical nature of the detector system timing, 
the CP actually has a time "coincidence window" of acceptance. The detection of 
events in opposing buckets within ±1 cycles of the system clock, that is within the 
same 4 ns bin or the previous or following 4 ns bin is only registered. Delayed 
coincidences are also determined by checking three time bins at a fixed delay relative 
to an event. Timing resolution, the measure of timing accuracy with which a system 
can resolve the time at which an event occurs (4-6 ns [Dig 90]), of the detector system 
is critical in maintaining a narrow coincidence window. 
The Bucket Electronics 
A notable feature of the CTI system tomographs, is their design based on the concept 
of detector module or buckets. The electronics involved is also seperated block by 
block and sometimes tube by tube. With the extreme complexity of the bucket design, 
having multiple paths and busses, diagnosing problems has been difficult, an 
important constraint has been the physical size limitations. To check the performance 
of these different components to be tested, a list of the exhaustive debugging routine 
for each component and what is reported (appendix) is made. 
Looking at the front and electronics, the block diagrams of the block analogue section 
(Fig 3.9) and the bucket controller (Fig 3.10) are shown. In block analogue (Fig 3.9}, 
the electrical signals from the four PMTs anodes are fed through the analogue 
processors (APs) and simultaneously summed and presented to a constant fraction 
discriminator (CFD), which determines the time of occurrence of the event into a time 
digitizer. the four signals are also presented to the position digitizer which determine 
the position ratios and the crystal from the light most likely originated. Each section 
represents one printed circuit board. In bucket controller (Fig 3.10), the segment 
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contains the common circuitry that arbitrates information from the four time and 
position/energy sections, and the microcomputer circuitry that administrates all of the 
functions of the bucket. Also included with this circuitry are all of the communication 
drivers and receivers and the system master clock recovery circuitry. This circuitry is 
located on one printed circuit board. 
The CFD produces a time pulse that occurs exactly a predetermined delay time after 
the occurrence of a detector pulse, independent of pulse height. The CFD consists of 
an arming comparator, a constant fraction timing comparator and an arming block 
logic circuit. When the CFD observes an event it produces a fast, very accurate 
timing pulse that is passed to the time digitizer. There the rising edge of this pulse is 
timed with relation to the end of the present 256 ns interval. This digital value is routed 
to the output time shift register for transfer to the CP. 
The position/ energy processor board contains the circuitry to perform position location 
and energy discrimination. The circuitry is repeated four times, one section for each 
block. Crystal position and energy discrimination could be performed from the data 
supplied by the analogue to digital converters (ADCs) on the analogue processor 
circuitry. By having independent circuitry for the four blocks, parallel processing of 
independent events in different blocks is possible. Two events that occur in the same 
blocks of different boards in each 256 ns interval will be processed and transferred to 
the CP which examines the time and position information for each valid data for time 
values that occurred within the coincidence window and the LOR involved. The clock 
generation circuitry creates the critical timing waveforms required within the bucket, 
and the microcomputer orchestrates all activity on the bucket 
Computer Software 
The software provided is developed with a desire to analyse the state of the block 
detectors and the detector electronics, and to provide some planar imaging and 
normalization and data archiving. Microsoft Quick Basic (version 4.5) is the language 
used, due to the ease of program development and debugging as well as for execution 
speed. The programs are written in modular design with logical names for each 
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variable and subroutine to aid debugging and to allow a user who is not familiar with 
the programs to easily follow the flow of the routines. Revisions in the software are 
tracked by changing the version number of the program and by keeping a log of 
software changes. 
The block initialisation program sets the gains on the PMTs and sets the energy level 
thresholds for each block detector. The user is prompted for the detector 
histogramming time, for the discriminator setting for each block and for the main 
highest peak energy of the source that is used in the specific window. The time, date 
and the gain setting for each detector block and the energy level thresholds for each 
detector electronics board are all recorded in a setup file. Initially blocks on the 
detector electronics board are setup starting with block zero. The PMTs for each block 
are set to maximum gain while the lower energy level discriminator is set to the value 
specified by the user and should be set to a level above the noise of the electronics 
which corresponds to a value of 30 ADC. The upper energy threshold is then 
increased to determine the highest full energy peak for each block. 
The photomultiplier gains for each tube in a block are set by histogramming the events 
detected by each PMT and adjusting the gains so all tubes detect approximately the 
same number of events. The program starts the histogramming process in the detector 
electronics by adjusting the gain of the tubes based on the relative number of events 
detected by each tube. When a standard deviation of the number of events detected 
by the four tubes is less than one percent of the mean (default value), the program 
records the gain settings in the setup file. Once the PMT gains are set the highest 
energy level is determined, the lower and upper energy level discriminators are set to 
be compatible with the energies that the user has specified. The discriminator settings 
are also recorded in the setup file and the program continues setting up the next block 
until all the blocks are initialised. 
The spectrum program records a spectrum for each tube/ detector. The values of the 
gains that have been sent to the buckets are used to perform a histogram for each 
block. The user is prompted for the detector histogramming time and the window width 
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FIGURE 3.9 Block diagram of block analogue section [CTI PET Systems]. 
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FIGURE 3.10 Block diagram of bucket controller section [CTI PET Systems]. 
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that the data should be incremented. The program offers the advantage that the user 
can select different starting and ending window values for each detector. Each block 
on the detector electronics board is setup starting with the value specified by the user 
for that particular block. The upper energy threshold is then increased by steps equal 
to the window width until the value specified. By histogramming the number of events 
for that particular window, the program integrates the number of counts recorded for 
each tube to give the total number of counts recorded for each block, this continues 
until the counts for all blocks are calculated. The lower and upper energy windows for 
each block, the number of counts recorded for each tube and the total count for each 
block for a given time are all recorded in a setup file. 
The scan program performs the functions necessary to obtain coincidence lines of 
response from the detector and coincidence electronics. It basically starts the clock 
board before a scan, accepts inputs from the user for singles integration time and 
scan time, issues the command to the coincidence electronics to start a scan, keeps 
track of the time to determine when a scan is to be stopped, polls the detector 
electronics for singles information (from each detector), stops the coincidence 
electronics when a scan is complete and receives the scan data through the serial 
port. It will then perform the planar image reconstruction and displays the data in both 
array format and as a grey scale image. The minimum and maximum values in the 
image as well as the total number of counts and the total number of coincidence 
events detected are also shown. 
To compensate for the differences in efficiencies of the individual crystals, the image 
scan can be normalized. A flood source is placed between the detectors and a planar 
image taken, this data is used to normalize a scan image. When data acquisition has 
finished it allows the user to save all the data and images in a histogram file. 
Electronic Drift and Balancing 
The calculations of Xp06 and YPOs in the ideal world is based on the assumption that 
there is no drift in the gain of the PMTs or drift in the processing electronics between 
the measurements. This may be a good assumption over a short period of time, 
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however, over a longer period of time there is a high possibility for drift in the 
electronics. 
If a block is exposed to a flood source of 511 keV gamma rays, the average energy 
deposition in each of the four quadrants of the block should be equal since they are 
symmetrical around X and Y axis. Assuming the PMTs are properly aligned on the 
face of the block and equally coupled to the block, the light collected by each of the 
four tubes should be equal and the average current in each of the four PMTs should 
be equal if the gains are properly adjusted. If the tubes are out of balance, that is the 
relative average pulse height between the four PMTs deviate from 1, the efficiency 
and resolution of the block could be seriously affected. The introduction of drift was 
seen to result in loss of data in some regions, mispositioning and shifting of data in 
other regions, leading to the distortion of the individual line spread functions [Dah 88]. 
The gains of the unbalanced PMTs can be adjusted either in hardware by changing 
the gain on the amplifiers until balance is restored or alternatively in software by 
multiplying the pulse height of each individual event in the PMTs with the proper 
adjustment factor. 
One major drawback of the block is that if one tube or amplifier goes wrong, not only 
one detector crystal is out, which would have a small effect on the final image, but 
most likely all 32 detector crystals are out which will affect the image. It is therefore 
important that a reliable calibration scheme is developed in which the gains can be 
restored to an original setting to match positioning and energy windows. In our 
software, the gains of the tubes are adjusted in such a way that the average pulse 
height in the four tubes are equal, balance can be achieved. To make the calibration 
more rigorous one can also require that the gains are adjusted so the average pulse 
height above some reference voltage is kept constant between calibrations. This would 
make it possible to always match the gains of the tubes with the energy windows for 
each detector even with possible ageing of the crystal or the PMTs. 
Variations in the ambient temperature can cause fluctuations in the results leading to 
inaccuracies in both sensitivity and resolution due to changes in the intrinsic detector 
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response [Mel 85]. There are three fans in use over the electronic circuits of our 
prototype CTI system to avoid heat up and during measurements the temperature of 
our system was continuously monitored. The temperature above the circuit board was 
checked using a thermometer regularly, also the detectors were checked using short 
and long blank scans for a fixed integration time {Fig 3.11-3.12}. The readings were 
fairly constant apart from slight periodic increases and decreases due to temperature 
changes, there were no major count variations in the blank data. Since the system is 
dependent on ambient air temperature, rises in room temperature observed at the end 
of a typical scanning day, have an impact on the temperature around the device and 
potentially on the BGO detectors themselves. 
Accuracy and Phwbion 
The specific goal of PET instrumentation is to accurately and precisely determine the 
concentration of the positron emitting isotope in the object of interest. Accuracy is 
obtained by reducing systematic errors in the measurement process. Applied to 
tomographic imaging this means that the image data must be quantitatively correct. 
This can be done by determining as exactly as possible the location of the source that 
led to these annihilation events and by ensuring the various corrections to the data 
work as well as possible. 
Precision is the measure of the reproducibility of the data. The primary cause of loss 
of precision in positron emission tomography is the statistical limitation of forming 
images from the relatively small number of events. Most efforts in PET instrumentation 
are directed at minimizing this problem by detecting as many of the 511 keV 
annihilation photons emitted as possible. Another source of statistical error is the 
propagation of error that is seen when background events are subtracted in 
corrections for random or scatter coincidences. Multiplicative corrections such as those 
for attenuation and detector efficiency, are usually the result of independent 
measurements and each will contribute to image noise. Reproducibility can also be 
compromised in practical terms by biological variations from patient to patient and 
details of the measurement such as the patient motion, but those are beyond the 
control of the instrument. 
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Line Spread Function 
The resolution of any imaging system describes how well small objects could be 
imaged and is a measure of the limitations of the system. If one places a narrow line 
source of activity in the scanner, the response of a system would not be ideal, but a 
spread out over an area depending on how poor the resolution being measured. This 
measurement of the response to a thin line source of activity in the scanner is the 
basic resolution test in PET [Hof 86 a], and the line spread function (LSF) reflects the 
ability to measure small objects. If the shape of the LSF is Gaussian, the width at half 
maximum height (FWHM) gives a useful number to compare resolution. 
This concept of resolution can also be described by the systems modulation transfer 
function (MTF). MTF is a description of the LSF in the frequency or the Fourier 
domain. If the MTF's of the components of the imaging system in our case the PET 
scanner are measured separately, the net MTF for the whole system can be calculated 
from their product. The LSF data can be used to calculate the MTF: 
OF (v) . 
$L(x) cos(2nx) dx 3.4 
fL(x) dx 
where L(x) is the LSF at distance x from the origin and v is the spacial frequency. 
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Chapter 4 Performance Evaluation 
with Singles 
Energy Calibration 
Once the system is setup and the gains and discrimination levels are set such that all 
PM tubes detect approximately the same number of events (the standard deviation is 
less than 1% of the mean value of counts for all PM tubes) using the block 
initialization program, a calibration of the detector system needs to be performed. This 
is because the window settings and spectra generated by the system all show 
energies in terms of analog to digital converter (ADC) values. It is therefore useful to 
convert these values into standard units of energy, and to find the relationship 
between ADC and keV. 
The spectrum for a number of radionuclides available to us, were obtained for each 
isotope, with the point sources placed at the centre of the system with a 250 mm 
separation between the detector faces (Fig 4.1). From the results, the maximum count 
for each radionuclide and the ADC number was noted. In the analysis of the pulse 
height spectra, the accurate determination of the full energy peak location is important. 
Together with the full energy peak location, the FWHM of each peak in terms of ADC 
was calculated. In addition a Gaussian fit [Pre 90] was used to test and check the 
acceptability of the full energy photo peak location for all the spectra. Using the FWHM 
of each photo peak, the full width tenth maximum (FWTM) was also determined using 
the Gaussian curve criterion, that FWTM/FWHM=1.83 or as close as possible. For 
determination of the full energy peak start and end the criterion Cn.,. 1- Cn z 2gCn was 
used, where Cn are the counts in channel (n) and C,, +, are the counts in channel (n+1) 
respectively. 
The results are tabulated in Table 4.1, and from these a graph for each block detector 
was constructed {Fig 4.2-4.5}. Due to the high electronic noise level, energies lower 
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than 200 keV could not be seen. For each graph a least squares straight line 
regression was calculated and the results tabulated in Table 4.2. A measure of 
goodness of fit the correlation coefficient r was also calculated, indicating the good 
linearity of the system. The variations that have been observed from one block to 
another in terms of the slope and the intercept, are due to the calibration setting of the 
gains [Raj 89]. According to the manufacturers specifications a planar source which 
covers the field of view should be used, however in our case, a point source was used 
and placed in the middle of the block detectors. The spectrum for the whole block and 
the PMTs alignment in the block are shown {Fig 4.6-4.13}. 
As could be seen from the spectrum for each PMT in a particular block detector, there 
are variations in the ADC value corresponding to the full energy peak position. The 
PMT gains play an important role in the shape of the spectrum and the amplitude of 
the pulse and should be set as low as possible [Bon 88]. Since the total spectrum for 
each block is produced by superposition of the spectrum of each PM tube. This also 
results in higher values for the energy resolution due to broadening of the full energy 
peak. The gain also determines the number of counts recorded and therefore the 
efficiency and these factors are assessed through this chapter. 
The spectra obtained in board 0 block 2 differ from the other blocks because of 
reduced gain. This could be due to the quality of the electronics inside the block 
detector that may be different as a result of alterations that can only be checked by 
opening the block and breaking the seal, or the quality of the individual PMTs involved 
within the block or the quality of the BGO detector that has deteriorated with time or 
contaminated. Substitution of the faulty part, if any, was not possible at this stage, 
because functioning of the front end section is interconnected and the manufacturers 
had to be consulted. 
An example of this interconnection problem was a resistor which was acting as a 
voltage divider for a PMT failed to function at one stage and had to be changed. Prior 
to the change being made, the faulty resistor had affected the spectra obtained from 
other PMTs as well. This resistor failure was due to the resistor being bent too much 
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TABLE 4.1 Full energy peak position values in ADCat various energies. 
BOARD 0 BOARD 1 Energy Radionuclide 
BL 1 
(t 2) 
BL 2 
(t 2) 
BL 1 
(± 2) 
BL 2 
(t 2) 
(keV) 
72 61 79 69 356 133Ba 
102 89 106 100 511 22Na 
133 109 127 130 661.6 137Cs 
166 133 156 163 854 54 Mn 
229 193 216 235 1275 22Na 
TABLE 4.2 Energy calibration for each block. 
Board Block Slope 
(keV/ 
ADC) 
Error 
(keV/ 
ADC) 
Intercept 
(keV) 
± 20 
r 
correlation 
coefficient 
0 1 5.8 0.24 -89 0.998 
0 2 7.1 0.20 -20 0.999 
1 1 6.8 0.13 -193 0.999 
1 2 5.6 0.13 -82 0.999 
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FIGURE 4.1 Point source set-up placed at the centre of the system. 
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Figure 4.9 PMT alingment in Board 0 Block 2 (511 keV -Na 22) 
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Figure 4.11 PMT alignment in Board 1 Block 1(511 keV -Na 22) 
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Figure 4.13 PMT alingment in Board 1 Block 2 (511 keV -Na 22) 
Page65 {Pe j anc+e Evaluation with Sing%a} 
0 
9 
-n 
c" 
J 
C 
S 
CD 
V 
v% N 
co 
0 
Q 
0 
n ö 
n 
X" 
CA 1 Ö 
CD 
Z 
N 
N 
U' 
O 
N 
O 
0 
N 
O 
COUNTS 
M4 (3) OD 
4D C) CD C) 
oo 
rr. 
fr 
r' 
l 
f 
r 
r 
0 
UI 0 
0 0 
i 
0 
N 
O 
0 
r 
r 
r 
iITIT 
c)) co 0 N3 4ý (D Oo O 
00C000 
K 
I 
K 
K 
x 
-sx 
x 
x 
K 
K 
x 
K 
I 
Kx 
K 
K 
E 
K 
*W 
K K 
K 
K 
X 
K 
O 
CA O 
J 
O 
O 
O 
O 
O 
w 
O 
+ 
+ 
aý 
+ 
+ 
+ 
+ 
+ 
+I 
+ yll{ 
+ 
+ 
+ 
+N 
+ 
Page66 
0 
{Parformance Evaluation with Sing%a} 
COUNTS 
4: 0 
1 
1.111! il- "0 
8 
-n 
cQ C 
CD 
o 
.L 
Ul 
V 
O 
Q' D 
v n 
0 ° n 
( ö' 
CD 
/ 
` p. 
O 
Z 
N .. z. 6 
'elp 
h) 41- C» Co 0 IV 4>. 
COOOOOO 
N 
O 
O 
N 
0 
ti 
ti 
all 
"c 
ö + + 
+ + 
N ä I 
O ' t O + I 
+o 
+ 
+ N 
+ 
N + 
0 o+ 
+ 
N A O) OD O N A O Ö 0 0 0 0 O O O 
0 O0 0 0 0 0 
ö 
0 
0 
J 
O 
O 
J 
Ui 
O 
IN 
O 
0 
x 
x 
x 
x 
zW 
bý 
Page67 
m 
C 
CD 
-P 
V 
F 
Im 
0 
w 
0 
0 
n 
x 
N 
CJ7 
CD 
N 
N 
IN 
N 
0 
{Performance Evaluation wit}i Sing%a} 
0 
o4- 
00 
x 
x 
x 
x 
x 
-1x 
x 
-x 
I x 
x 
x 
x 
x 
x 
x 
x x x8 
x 
xW 
x 
x 
x 
x 
x 
COUNTS 
io 
NA O) co ON 
O000 OO 
0Ö00ÖÖ0 
8 
8 
9 
N 
D! 
0 C) 
0 
ö ro 
C) Co 000000 
öööööö 
U' 
0 
J 
0 
0 
J 
0 
O 
O 
fl 
rf 
i 
. 
"1 r 
.g 
O 
w 
O 
O 0 
O 
N 
O 
O 
N 
O 
+ 
ell 
+ Ca 
+ 
öööööö 
ööööö° 
0 
o . a- 
U 
U 
U 
0 
J 
C 
0 
1 
UI 
0 
ro 0 
0 
a ti 
N 
CYI 
0 
Page68 
11 
(Q, 
C 
CD 
0) 
Cl) 
0 
7++ 
ci D 
co o 
ö 
C) 
V, 
CD 
N 
0 
9 
8 
9 
N 
8 
CI' 
0 
J 
0 
0 
cyl 0 
N 
O 
0 
N 
O 
{Performance Evaluation with Sing%e} 
COUNTS 
1C) 1811OOOO 
00 
O0O0 
X"X x 
X 
x 
x 
x 
x 
x 
X 
X 
xx 
x 
x 
X 
x 
x 
x 
x 
0 
0 
0 0 
U' 
0 
PO 0 0 
N 
+ 
+ 
+ 
+ 
+ 
+ 
+N 
+ 
+11t1 
0 A. 0) Co 0000000000 
OOOO000 nnÖÖÖ00OOOO0OOä 
S 
. 
I 
-V. 
-" 
r? 
f" 
"1 ti 
r' 
O 
01 O 
ö 
O 
J 
01 
0 
N 
O 
O 
N 
O 
r 
r 
j 
o 
Page69 {p¢, jormanee Evaluation with Sing%s} 
originally, causing the resistor material inside to be stretched and given the resistor's 
tolerance with time failed to function. The changes in the spectrum of that particular 
block due to this alteration resulted in a higher count and a shift of the peak ADC 
value basically due to different gain settings. Furthermore, with respect to finding 
accurately the full energy peak position, a longer count had to be made for the second 
gamma ray line of 22Na (1275 keV). 
Energy Resolution 
Every single pulse amplitude carries information regarding the charge generated by 
the particular photon that interacted in the detector. If a large number of such pulses 
are observed, their amplitude will not be the same. Variations may be due either to 
differences in the radiation energy or to fluctuations in the inherent response of the 
detecting system to the monoenergetic radiation. The pulse amplitude distribution is 
a fundamental property of the detector output and is generally characterized by the 
term energy resolution. The energy resolution of a detector is conventionally defined 
as the FWHM divided by the energy of the incident gamma ray. Detectors with good 
energy resolution (small FWHM/Ho where Ho is the energy peak position) will be able 
to distinguish between two gamma rays whose energies lie near each other. The 
experimental measurements were carried out using a 22Na point source at the centre 
of the FOV, 125 mm from each detector face, the set up is similar to the calibration 
measurements and the results are tabulated in Table 4.3. 
TABLE 4.3 Energy resolution (for 511 keV photons) expressed as a 
percentage for a block. 
Board Block FWHM 
(±3) 
FWTM 
(±3) 
Ho 
(±2) 
Energy 
Resn. % (±4) 
FWTM/ 
FWHM 
0 1 30.0 58.5 101.6 29.5 1.95 
2 27.0 47.2 89.5 30.1 1.75 
1 1 31.1 58.4 105.6 29.4 1.88 
2 29.3 50.9 100.2 29.2 1.80 
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TABLE 4.4 Energy resolution (for 511 keV photons) for each PMT. 
Block PM Tube FWHM 
3) 
FWTM 
if 3) 
Ho 
(t 2) 
Ratio 
B0B1 0 31.3 52.8 104 1.67 
1 30.7 47.8 98 1.56 
2 32.3 51.2 104 1.59 
3 31.5 47.5 100 1.50 
B0B2 0 24.5 40.6 90 1.66 
1 23.8 37.7 89 1.58 
2 26.3 47.4 90 1.80 
3 22.5 42.8 90 1.90 
BI BI 0 32.2 54.8 106 1.70 
1 31.2 51.8 103 1.66 
2 32.4 57.0 110 1.76 
3 29.6 51.5 101 1.74 
B1 B2 0 33.2 53.1 104 1.60 
1 29.3 47.8 96 1.63 
2 28.8 47.8 100 1.66 
3 31.8 49.3 100 1.55 
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There are some sources of fluctuations in the response of a detector which result in 
degradation of the energy resolution. These include any drift of the operational 
characteristics of the detector during the course of the measurement, sources of 
random noise within the detector and statistical noise arising from the discrete nature 
of the measured signal itself. The statistical noise represents an irreducible minimum 
amount of fluctuation that will always be present in the detector signal no matter how 
perfect the remainder of the system is made. We need to investigate each individual 
crystal resolution and in order to achieve this, the spectrum of each PM tube was 
examined and the results are shown {Fig 4.14-4.17} and {Table 4.4}. Further work was 
carried out to establish look up tables (LUT) which would allow us to examine 
individual crystals and obtain spectra and characteristics needed. 
2D Maximum Likelihood Look Up Table 
Positioning response images were acquired with a collimated source of 511 keV 
photons focused on individual crystals, to generate Look Up Tables (LUTs) that assign 
each event to the most likely detector. 
The aim of the experimental set up was to irradiate a chosen single detector crystal 
(target crystal) while shielding the other detector crystals in the detector block. In order 
to satisfy such conditions, by taking into account several important factors, a collimator 
was designed. The primary factor in the design of the collimator hole was its ability to 
confine the incident 511 keV photons within the target crystal. The calculation showed 
that the solid angle subtended by a1 mm diameter x 30 mm long collimator hole could 
cover an area of the target crystal, which with the proper setup, will not extend beyond 
the boundaries of that crystal. Such a collimator would not allow the direct, non 
scattered, gamma rays to penetrate from the primary crystal to the adjacent crystals, 
provided that the incident gamma ray is directed towards the centre of the target 
crystal (Fig 4.18 b). 
Technically we were told by the mechanical workshop, that the maximum thickness 
of lead through which a straight 1 mm diameter hole could be drilled was 30 mm. This 
thickness was good enough to attenuate 99.6% of 511 keV annihilation gamma rays. 
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Z ainaron 
FIGURE 4.18 a) Scanning rig holding the source, b) Point source targeting 
opposing crystals. 
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The cylindrical collimator of 50 mm diameter would cover the face of the detector 
block and also could fit the collimator holder of the scanning rig {Fig 4.18 a}. A point 
source fits in at the back at a depth of 30 mm, and in order to collimate the two 
annihilation gamma rays towards the centre of the two opposite target crystals, two 
such collimators were to be employed enclosing the source in between, producing a 
tightly collimated beam of photons that was directed at the centre of each opposing 
crystal. In order to irradiate a particular crystal or two opposite crystals in coincidence 
mode, one needs to adjust the collimator hole on the target crystal. Since the faces 
of the detector blocks are covered with black silicon material to protect them from 
ambient light, initially the block array of (8*4) crystals with exact dimensions was 
drawn on thin tracing paper and attached on the face of one detector block. A 22Na 
source encased between the two collimators was placed in the collimator holder of the 
scanning rig, which is capable of movement in all 3 directions. 
Once a crystal was chosen and checked with a coincidence scan, the scanner was 
moved in 0.5 mm steps comparing the singles and coincidence counts at every stage. 
The search for the best position for targeting the centre of the crystal of interest, would 
also result in the highest number of counts in the target crystal and the lowest number 
of counts in the neighbouring crystals. Since both detector blocks are fixed exactly 
opposite each other, once the collimator is adjusted on one detector crystal it is then 
adjusted on the opposite detector crystal as well, this was then checked for the 
adjustments to be precise. 
The distribution of events from the collimated source aimed at a particular detector is 
an approximation of P (XY/RC), the probability that positioning values X and Y are 
caused by a 511 keV photon striking the detector in row R column C (Fig 3.1). The 
distributions tend to be wider than the separation between them so there will be some 
overlap in the area between adjacent distributions. Since the data for all the crystals 
were acquired for the same time, the distributions can be compared at each value of 
X and Y. To increase the confidence in the detector assignment, the position 
distribution for each crystal is restricted to the central region of each crystal. 
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Digital Look Up Table 
Flash ADCs in the digital PET system provide fast digitization of the PMT signals for 
digital event sorting without seriously degrading the count rate performance. The use 
of digital data adds a great deal of flexibility to the detector determination process 
through the use of customised LUTs. A LUT for the X and Y positioning is available 
as calculated by equations 3.1 and 3.2, forming a2 dimensional table, practical in size 
and speed. The LUT stores the detector identification number at the address in 
memory corresponding to the X and Y values. 
A complex detector identification scheme using all four PMT signals could be 
addressed, however this could easily lead to LUTs with very large memory 
requirements. For each event the PMT signals (ABCD) would be used as addresses 
to an element, containing the probabilities P(ABCD/RC) of that combination of PMT 
signals being caused by the detector crystal in row R and column C of the module. 
The electronics employed in the newer PET systems digitize the ratio of the pairwise 
sum of the PMT signals over the sum of all four by using the sum as the reference 
voltage for the ADC. This reduces the amount of processing to be done on the data 
and allows the digitize ratios to be fed directly into a LUT for detector assignment. The 
energy thresholding decisions are also made in the LUTs by scaling the desired 
window energies in keV to fit the exact gain for each PMT of each detector. 
Resolution of Crystals 
The shape and arrangement of the elements within a block detector play an essential 
role in determining the energy resolution and efficiency. The light collection determines 
both energy and timing properties of the block detector. For a small number of 
photoelectrons emitted by the photocathode per excitation the output signals from the 
PMTs are low. The standard deviation in the output signal of a PM tube per excitation 
results in a quite broad full energy photopeak in the pulse height spectrum, and an 
improved light collection scheme would provide a better energy resolution [Ger 91], 
this has an aim of the latest generation of PET systems. 
An initial evaluating step was to examine each column and row in turn and to compare 
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the results obtained. Since this feature is not available on the CTI 831 system, we 
needed to exclude all the columns (or rows) apart from the column (or row) of interest. 
This was done by placing 35 mm of lead shield in front of the surface of the columns, 
leaving open the column of interest, this thickness is good enough to attenuate 99.8% 
of 511 keV annihilation gamma rays. The procedure allows the response of each 
column (or row) to be looked at separately. The resolution measurements were made 
by using a 68Ge/68Ga line source, placed in the field of view (FOV) midway between 
detectors separated by 250 mm. Data was collected for each point with an energy 
window setting of 20-250 ADC and the spectra for block BOB1 are shown in Fig 4.19 
and 4.20. 
The spectrum for the total signal output of a block {Fig 4.6} appears to have a rather 
broad photopeak, compared to the energy spectrum of the 511 keV annihilation 
photons obtained for the various columns and rows. The whole block spectrum is 
basically a combination of 32 individual crystal energy spectra. This indicates a large 
variation in the amount of light transferred from the individual crystals to the PMTs. It 
appears that the position of the crystals with respect to the position of the PMTs has 
an important affect on the signal amplitude and the optical coupling improves towards 
the central axis of the detector block. 
Characteristic energy spectra for individual crystals of a single block of the detector 
system were subsequently obtained by the procedure outlined in LUT, four different 
spectra from different row and column positions of a block {Fig 4.22} Al C4, R2C7, 
R3C5, R4C1 are shown {Fig 4.21). Even though these spectra are a combination of 
four PMT signals, they have the usual features of the typical energy spectrum from a 
scintillator such as full energy photopeaks and Compton edge which can be resolved. 
The output of outer crystals like R4C1 and R1 C4 is a fraction of the inner crystals like 
R3C5 or even R2C7 and that could be due to a number of factors, including better 
optical coupling between the inner crystals and the actual area of the PMT 
photocathode. These block detectors were specifically designed to be compatible with 
existing hardware so they could not easily use a BGO array that was smaller than the 
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FIGURE 4.22 Individual elements at various positions indicated. 
face of the available PMT, this results in edge crystals that are poorly coupled to the 
sensitive area of the photocathode resulting in fewer photoelectrons per scintillation 
event [Der 82]. There is also a difference in the number of spillover events between 
inner and outer crystals. This is due to the higher probability of escape of the 
scattered photons out of the detector module for an outer crystal. The energy from 
most of the secondary scattered photons in the inner crystals will be collected by one 
of the adjacent crystals leading to a smaller Compton escape component in their 
spectra. 
The energy peak position for the photopeaks in individual crystal spectra for one of the 
blocks is tabulated {Table 4.51, Gaussian fitting has been used to check the 
acceptability of the peak location for all the spectra. The peak energy position for the 
summed pulse height spectra of BOB1 is at 102 12 ADC {Fig 4.61. The difference in 
the light coupling between the crystals and the characteristics of the crystals, such as 
the light outputs of the PMTs, the gains, the sensitivity, of the photocathode and its 
variations, cause differences in the energy peak location for each of the detector 
crystals. The relative location of the full energy peak for each crystal, or more 
accurately for each PMT indicates the performance of the light collection. There is a 
small difference in the peak locations between the maximum value and the centroid 
of the full energy peak. 
The energy resolutions expressed as percentage and as FWHM for individual crystals 
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are listed for a detector block (Table 4.6). The individual element resolutions within the 
block vary from 18.6 ±3 to 37.3 ±3 %. The resolution of the inner crystals was better 
than that of the edge and corner crystals, which had wider photopeaks and spread in 
light collection. The outer crystals, average energy resolution is 26.9 %±4, in 
comparison with the inner crystals which have an averaged resolution of 20.0 %±4. 
The overall average energy resolution across the detector is 24.1 ±6%. However the 
energy resolution of the summed spectrum of the block was earlier calculated to be 
29.5 ±3% {Table 4.3}. The Modulation (M%) is the measurement of the extreme 
range of variation of the specific parameter across the face of the detector block, 
where (max) and (min) are the maximum and minimum values and M% = ((max - min) 
/ (max + min)) x 100. The resolution modulation of the BOB1 block detector is found 
to be 33%. 
Looking at the response of the individual crystals, it could be seen that the better the 
optical coupling between the crystal and the active area of the PMT photocathode, the 
bigger the signal amplitude and consequently the higher the position where the 
photopeak will be registered. Therefore, depending on the position of each individual 
crystal with respect to the position of the PMTs, its photopeak is registered in a 
different position along the energy axis. 
The photopeak position of individual detector crystals discloses that the outer crystals 
have very poor optical coupling with the PMTs and the coupling improves towards the 
central vertical axis of the detector block. Crystals along the edge of the block detector 
are seen to have consistently a lower full energy photopeak position and a lower pulse 
height than the central crystals. This spread could be attributed to poorer light 
collection at the edge of the PMT since the block of BGO crystals is as large as the 
full face of the PMTs, the edge of the glass envelope which has no photocathode, 
overlaps the edge crystals. The percentage energy resolution reveals the location of 
the most sensitive areas of the PMTs to be beneath the central crystals. The 
photopeak position of all crystal elements within this area seem to be symmetrical. 
The peak height was also examined, this is the number of counts registered at the 
Page8O {P¢, formanae Evaluation with Sing%a} 
photopeak position of each individual crystal spectrum. The relative heights of 
the photopeaks are shown normalized to their average {Table 4.7}. The spread in the 
peak height can partly be attributed to non uniformities in the quantum efficiency of 
the photocathode of the PMTs. PMTs have lower quantum efficiency at the edge of 
the photocathode because of the glass envelope. However, even for uniform sensitivity 
of the photocathode, the location of the elements in relation with the entire face of the 
PMTs will determine the transmission of the light to the photocathode and hence the 
light losses. The relative magnitude of pulse height of the elements show that the 
outer crystals have a lower signal amplitude than the central crystals for the reasons 
explained earlier. The highest amplitudes are seen at the very central crystals of 
columns 4 and 5. These crystals are above the face of the four photocathode 
segments which share their light. They show a high light collection which is probably 
due to the improved light collection scheme and the light loss elimination, employed 
by these detectors. The high amplitude recorded for crystals in column 2,3,6 and 7 
is due to the fact that these crystals are located above the centre of the face of the 
PMT and most of the light is delivered to one PMT, which minimizes losses in the light 
transport. The location of an element is important for the elimination of light losses due 
to geometrical light trapping. 
Since in the 8*4 block the set of crystals (R1 C2, R1 C3, R2C2, R2C3), (R1 C6, R1 C7, 
R2C6, R2C7), (R3C2, R3C3, R4C2, R4C3), (R3C6, R3C7, R4C6, R4C7) are located 
above the centre of the photocathodes of the four PMTs {Fig 4.23}, a comparison of 
the average pulse heights between the tubes is possible. The relative pulse heights 
normalized to their average for each photocathode segment between the tubes 
indicated in Fig 4.21 are in the ratio of 1.01: 0.97: 1.03: 0.98. If the average energy 
deposition on each of the four quadrants of the block is equal, as the block is 
symmetrical around its X and Y axis and the PMTs are properly aligned and equally 
coupled on the face of the blocks then the average signal in each of the four PMTs 
should be equal for the gains equally adjusted. The above deviation of the average 
pulse height between the four PMTs from unity, shows that the PMT in the left and 
right lower quadrant have a drift in their gains, which results in an offset in the Y 
direction of the block. 
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TABLE 4.5 Full energy photopeak position of the crystal elements in a 
block (8*4) in terms of ADC (±2) . 
90 120 103 90 85 95 105 83 
93 133 115 103 103 115 125 90 
88 113 105 100 100 105 118 85 
75 113 103 88 88 95 105 80 
TABLE 4.6 Energy resolution FWHM in terms of ADC (t3) and also 
percentage (%) for each of the crystal elements in a block. 
28.0 28.0 25.0 22.0 22.0 25.0 28.0 31.0 
(31.1) (23.3) (24.3) (24.4) (25.9) (26.3) (26.7) (37.3) 
22.0 25.0 22.0 22.0 22.0 25.0 25.0 25.0 
(23.7) (18.8) (19.1) (21.4) (21.4) (21.7) (20.0) (27.8) 
22.0 22.0 22.0 19.0 19.0 22.0 22.0 22.0 
(24.7) (19.5) (20.9) (19.0) (19.0) (20.9) (18.6) (25.9) 
25.0 25.0 28.0 22.0 22.0 22.0 25.0 25.0 
(33.3) (22.1) (27.2) (25.0) (25.0) (23.2) (23.8) (31.3) 
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TABLE 4.7 Relative peak height distribution of element crystals within a 
block. 
80 87 99 96 88 100 78 82 
101 110 112 123 119 110 104 90 
94 105 115 139 141 108 99 90 
61 89 107 88 93 99 91 89 
R1 
R2 
R3 
R4 
C2 C3 C6 C7 
FIGURE 4.23 Frontal view of the block detector and underlying PMTS. 
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The Detection Efficiency 
Counting efficiencies are usually subdivided into two classes, absolute and intrinsic 
efficiencies. Absolute efficiency is defined as the ratio of the number of pulses 
recorded to the number of radiation quanta emitted by the source. It depends not only 
on the detector properties, but also on the details of the counting geometry. A more 
useful term for comparison of the various detectors is the intrinsic efficiency which is 
defined as the ratio of the number of pulses recorded to the number of radiation 
quanta incident on the detector. The two efficiencies are simply related for isotropic 
sources, in a non-attenuating medium, by the solid angle of the detector seen from the 
actual source position over 4n. 
The intrinsic efficiency of a detector usually depends primarily on the detector material, 
the radiation energy and the physical thickness of the detector in the direction of the 
incident radiation. The detection efficiencies for the four blocks are the total intrinsic 
efficiencies, where the total number of counts for all the spectra is taken with an 
energy window discrimination from 250 keV to 850 keV (preset by CTI). The full 
energy photopeak intrinsic efficiencies, where peaks counts are integrated between 
each individual peak's limits for unscattered events, where peak counts are taken but 
a linear subtraction was performed for each peak, were determined and the tabulated 
results are shown in Table 4.8. Having used a 68Ge/68Ga line source to look at each 
column and row individually for block BOB1, the photopeak intrinsic efficiency was also 
found for each column and row respectively {Table 4.10}. The results of block 
detectors {Table 4.8} show higher efficiencies for board 1 than board 0, this could be 
due to the source not being at the centre but being placed closer to board 1. This 
could also be due to the fact that the blocks on board 1 were opened and resistors 
changed after a failure, although black silicon based sealant was used, we could still 
be getting light in the blocks resulting in higher counts being recorded. It was 
mentioned earlier that the optical coupling between the crystals and the PMTs and the 
location of the crystals in relation with the entire face of the PMTs will affect signal 
amplitudes, also the amount of scatter varies between inner and outer crystals. Higher 
counts recorded for the central columns and rows would result in greater intrinsic 
efficiencies for the inner columns and rows {Table 4.10}. 
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Counting efficiencies are also characterized by the nature of the event recorded. If all 
pulses from the detector are accepted, then it is appropriate to use total efficiency. In 
this case, all interactions no matter how low in energy are assumed to be counted. 
The full energy photopeak efficiency, however, assumes that only those interactions 
which deposit the full energy of the incident radiation are counted. The photopeak 
fraction is defined as the ratio of the number of events in the full energy photopeak to 
the total number of events recorded. In applications where only the photopeak events 
are considered, this ratio must be high. The photopeak fractions obtained are shown 
for each block {Table 4.9}. 
Solid angle calculations 
Knowledge of the solid angle SZ subtended by the block detector or crystals with 
respect to a radioactive source is important in PET when calculating efficiencies. It is 
important to determine the fraction of the radiations emanating from a source which 
is directed towards the face of the detector. Analytical computation techniques for the 
evaluation of the solid angle for many different source to detector geometries are 
available. Approximate solutions can be obtained either by series expansion or by 
numerical integration or using other approximations. A different approach more 
commonly used is to evaluate the solid angle using the Monte Carlo technique [Car 
75]. 
The Monte Carlo method is based on the appropriate modelling of a physical or 
mathematical problem so that with the use of random numbers for the sampling of the 
underlying probability distribution functions, a statistical solution is obtained. Necessary 
in all Monte Carlo calculations is a sequence of uniformly distributed random numbers 
[Kou 82]. The program available read numerical data for the source and detector 
dimensions, the source to detector distance, the detector view at a certain distance, 
the thickness of any intervening materials, the gamma ray energies and the 
corresponding attenuation coefficients of each material [Khr 87]. 
The solid angle was determined for the whole block, rows, columns and individual 
crystals, using a set-up similar to the one employed in the calibration measurements 
Page85 {performance Evaluation with Sing%e} 
TABLE 4.8 Photopeak intrinsic efficiency (%) with individual linear 
subtraction of the continuum for the whole block detectors. 
Board Block Absolute Eff. (%) 
± 0.004 
Intrinsic Eff. (%) 
± 0.5 
0 1 0.387 32.1 
2 0.384 31.8 
1 1 0.474 39.3 
2 0.464 38.4 
TABLE 4.9 Photopeak fraction for each block detector (20-255 ADC). 
Board Block Rel. Efficiency (%) 
t 0.5 
0 1 61.7 
2 51.4 
1 1 61.6 
2 62.6 
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TABLE 4.10 Detection efficiencies for each column and row (for BOB1). 
C 
0 
L 
U 
M 
N 
S 
R 
0 
W 
S 
1 
2 
3 
4 
5 
6 
7 
8 
1 
2 
3 
4 
Absolute Eff (%) 
t 0.003 
0.021 
0.046 
0.056 
0.065 
0.063 
0.057 
0.051 
0.021 
0.083 
0.107 
0.106 
0.086 
Intrinsic Eff (°lo) 
± 0.5 
15.5 
32.3 
39.4 
45.7 
44.6 
40.1 
35.7 
15.1 
28.8 
35.9 
35.6 
29.9 
Page87 {Performance Evaluation with Singles} 
with a 22Na point source at the centre of the FOV 125 mm from each detector. The 
solid angle for the central columns and rows would be different from those at the 
border, although at the distance chosen the difference would be small. The solid angle 
for the block, outer and inner columns, outer and inner rows, and a central crystal 
were found to be 0.1517,0.0172 & 0.0178,0.0361 & 0.0374 and 0.0430 radians 
respectively. 
Energy Discrimination Window 
The block detector system is designed in a way that once the PMT gains have been 
set, the 511 keV energy level is again determined. The lower energy level 
discriminator (LLD) is then set to 250 keV and the upper energy level discriminator 
(ULD) is set to 850 keV. The discriminator settings are also recorded in the setup 
history files and the program continues setting up the next pair of blocks until all 
blocks are initialized. The rationale for this choice may not be clear, especially if one 
looks at the effect of varying the window thresholds on the number of true 
coincidences counted. The rate of counts collected using a block detector was looked 
at using a 68Ge/68Ga line source at a fixed distance in the FOV. The relative 
percentage efficiency of the different settings, normalized to that of the 250-850 keV 
window is shown in Table 4.11. 
Table 4.11 Normalized efficiency for variations of LLD & ULD. 
LLD 
(keV) 
ULD 
(keV) 
Counts 
(%) 
LLD 
(keV) 
ULD 
(keV) 
Counts 
(%) 
200 850 103 250 750 94 
250 850 100 250 850 100 
300 850 95 250 950 101 
350 850 88 250 1050 102 
400 850 LI 79 250 
- 
1150 T 103 
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Looking at the results it could be seen that the LLD and ULD could be altered over a 
large range with reasonable results for use of other radionuclide sources for calibration 
purposes or otherwise. A number of radionuclides emitting different energies were 
employed and the results will be discussed later. It also appears that the range could 
be reduced with little loss in the overall result, for example the LLD threshold could be 
set to 300 keV and the ULD threshold set to 750 keV, with a loss of 10% relative to 
250-850 keV setting. Most of the events rejected by the LLD would be undesirable 
scatter events from the FOV, and those by ULD would be pileup events [Ger 90]. 
Total signal output of a block like {FIg 4.6} with its broad photopeak, is not just the 
sum of spectra from the four PMTs, but corresponds to crystals with different light 
collection efficiency. It may be argued that the total spectrum which is a collection of 
these individual crystal spectra could be misleading, in that an appearance of a 
Compton plateau could actually be due to full energy photopeak events from the 
elements on the outer edge of the array, where light collection is poorest. If one were 
to set the LLD and ULD threshold of the energy discrimination window based on the 
total block spectrum only, the contribution of some crystals would be severely 
depressed. 
Since the energy resolution of the individual crystals in the module is better, It would 
be ideal to use a signal processing technique that allows the setting of individual 
energy discrimination windows centred on the photopeak of each of the 32 crystals in 
the block. Interestingly this is a viable option in the latest generation of CTI PET 
scanners and the benefits of using tight region specific energy discrimination windows 
has been recognized [Nut 95]. These scanners directly digitize the PMT output and 
have hardware on them to perform the pulse shape analysis, this design feature allows 
the system to set individual energy thresholds on each detector element, with the logic 
of the system requiring the simultaneous occurrence of a valid energy and position 
signal before an event is accepted. Alternatively it would be better for a system such 
as the one used (CTI 831) to have two sets of energy thresholds, one for the inner 
crystals which have a higher level of light collection and another for the outer crystals, 
the benefits of such an approach will be made clear. 
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Effects of Pileup Events 
A pileup event occurs when two or more photons strike the face of a block within the 
electronic integration time [Ger 88, Kno 89 a]. Ideally, the pileup signal has a much 
greater amplitude than the signal from a single photon, and it is rejected by energy 
discrimination. Many of the physical requirements for a block detector system like 
ours, such as its finite stopping power due to the small detector element, non uniform 
delivery of light to the photomultipliers, and large energy discrimination windows to 
compensate for poor and non uniform energy resolution, allow many pileup events to 
be accepted as valid data. In detection systems which employ a 2D matrix of crystals 
such as a block detector, the scintillation photons from all crystals are collected and 
processed as a single, composite event during the signal integration time, however, 
at low count rates it is unlikely that more than one crystal will scintillate during this 
integration cycle. 
The analog logic employed to identify the crystal of interaction in block detector 
systems places the apparent location of the interaction at some average of all the 
crystals that absorbed that radiation. When a composite event is generated by the 
pileup of two single events, the apparent coordinates of the composite event are the 
average of those of the two crystals that absorbed radiation, weighted by the energy 
dissipated in each crystal. Depending on the energy discrimination window, the 
composite event could be large enough to fall outside the window and therefore be 
rejected. In this case both of the original events will be lost, reducing the statistical 
quality of the image, and a deadtime correction will be required for any quantitative 
measurements [Ger 88]. However, if the composite event falls within the window and 
not rejected, it will cause mispositioning of valid coincidence events. This leads to loss 
of resolution and contrast in the image and also results in associated partial data loss. 
It should be noted that, since the composite position is at the average location of the 
two detectors that absorbed the photons, the largest misplacement of an event is half 
the distance between edge crystals (19 mm), and most of the time the error would be 
significantly smaller. Additionally, if one assumes that most of the time the 
mispositioned event is in coincidence with a correctly positioned event, the net error 
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projected to the centre of the image is half the overall error. It could however lead to 
placement of events from the outer crystals into inner crystals and a maximum 
misplacement near the centre of the array. Since valid events in an array detector 
occur only in a limited pulse height range for a detector element, by setting different 
pulse height energy ranges for the central or inner, and border or outer crystals, 
events outside these energy ranges would be excluded and consequently a greater 
amount of pileup events could be rejected. The presence of pileup will be examined 
later and ways to eliminate them will be suggested for the extension of this work. 
Detector Response with Gamma-ray Energy 
In order to obtain the energy spectra of various sources under the same conditions for 
the block detector, a number of calibration bead sources were used which included 
133 Ba, 54 Mn, 137Cs, 60Co and 22Na. Each source was placed centrally in the field of view 
of all four blocks at 250 mm from the detector face, using a set-up similar to the one 
employed in the calibration measurements {Fig 4.1 }. An energy spectrum was obtained 
TABLE 4.12 Variations of resolution with gamma-ray energy for the four 
blocks. 
Source Energy 
(keV) 
BOB1 % 
FWHM ±3 
BOB2 % 
FWHM ±3 
B1 B1 % 
FWHM ±3 
B1 B2 % 
FWHM ±3 
Ba -133 356 26.5 23.8 27.4 24.9 
Na -22 511 30.0 27.0 31.1 28.3 
Cs -137 661.6 32.6 29.4 34.0 30.9 
Mn -54 854 36.7 32.9 37.9 34.5 
Co -60 1173 41.4 36.6 42.3 28.3 
Na -22 1275 42.0 37.0 42.6 38.7 
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by setting the discrete ADC window to 5, starting from 30 and finishing at 250, at each 
step data were collected for a set time, and the results obtained were plotted (Fig 
4.24). Gaussian fitting was applied in order to check the acceptability of the full energy 
photopeak for the various energy spectra. 
TABLE 4.13 Variation of absolute and intrinsic efficiencies with gamma- 
ray energy. 
Source Energy 
(keV) 
Efficiency 
±0.004 & ±0.5 
BOB1 BOB2 131131 131 B2 
133Ba 356 Absolute % 0.552 0.539 0.675 0.647 
Intrinsic % 45.7 44.7 55.8 53.6 
22Na 511 Absolute % 0.387 0.384 0.474 0.464 
Intrinsic % 32.1 31.8 39.3 38.4 
137Cs 661.6 Absolute % 0.261 0.248 0.303 0.313 
Intrinsic % 21.6 20.6 25.1 26.0 
54Mn 854 Absolute % 0.164 0.166 0.207 0.216 
Intrinsic % 13.6 13.7 17.1 17.9 
60Co 1173 Absolute % 0.125 0.124 0.152 0.150 
Intrinsic % 10.4 10.3 12.6 12.5 
22Na 1275 Absolute % 0.116 0.114 0.139 0.135 
Intrinsic % 9.7 9.4 11.5 11.2 
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Figure 4.25 Detector resolution (FWHM) versus energy for the four block detectors. 
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Figure 4.27 Intrinsic efficiency versus energy for the four block detectors. 
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The results obtained were taken above 30 ADC which cuts out most of the electronic 
noise detected. The spectra were obtained with the LLD and ULD set according to the 
peak position instead of the preset fixed values normally used. From the acquired 
spectra of the various sources a representative curve of BGO detector resolution as 
a function of energy were obtained {Table 4.12 and Fig 4.25}. Since the efficiency of 
the detector has also been calculated at several energies using calibrated sources, it 
is useful to fit a curve to these points which describes the detector efficiency over the 
energy range between 356 and 1332 keV {Table 4.13 and Fig 4.26-4.27}. 
Discussion 
The whole block energy spectrum was shown to be a combination of the four PMT 
spectra, appearing to have a broad full energy photopeak. Despite the fact that all the 
detector crystals detected the same energy 511 keV gamma rays, their corresponding 
photopeaks appeared at different positions on the ADC axis. The reason for such 
behaviour is suggested to be due to the differences in the optical coupling between 
the crystals and their active areas of the PMTs. Variation in the position of the full 
energy photopeaks of the detector crystals results in the broad spectrum of the whole 
detector block. With a broad energy spectrum, in order to set an energy window for 
the full energy photopeak there must be a compromise between the block data 
collection efficiency and the rejection of part of the Compton continuum. 
Evaluating the performance of the detector block showed significant variations in 
crystal efficiency and energy resolution across the face of the detector block. The 
individual element resolutions within the block vary from 18.6 to 37.3 ±3 %. The 
resolution of the inner crystals was smaller in magnitude to that of the edge and 
corner crystals, and a better detection efficiency was achieved. All the variations seen 
arise from the difference in the optical coupling between the individual crystals and the 
active area of the PMTs and the position of the crystals within the block. 
It is suggested that the new generation of block detectors should use better crystal to 
PMT coupling by designing the detector array to be smaller than the sensitive area of 
the photocathode [You 94]. Tapering the edge crystals away from the front of the 
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module, could restore the detector volume of the edge crystals and bring the 
efficiencies in line with the rest of the module [Dig 90]. Improving the light output from 
the BGO detector will enhance the energy resolution as well as reduce the resolution 
losses from event positioning faced in the LUTs [Dah 85 b]. None of these 
improvements have yet been translated to commercial systems. Finally having 
observed that better optical coupling which leads to efficient light collection represents 
better energy resolution for the inner crystals, the conventional method of setting a 
single energy threshold for energy discrimination of all the detector crystals has to be 
questioned. 
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Chapter 5 Timing Properties of the System 
Time Resolution 
The precise time of arrival of the quantum of radiation in the detector is of a particular 
interest in positron tomography. The accuracy with which the arrival time can be 
obtained depends on the specific detector as well as the electronics used to process 
the signal. The fastest detectors would give the best timing performance, that is, those 
in which the signal charge is collected most rapidly. 
The fundamental measure in time resolution is the time spectrum, this bears a close 
relation to the pulse height spectrum and of great importance is the FWHM of the time 
distribution. When two independent detectors are irradiated by a common radioisotopic 
source which is assumed to emit at least two detectable quanta in true coincidence, 
that is, both radiations arise from the same nuclear event within the source and that 
there is no appreciable time delay between the emission of the two quanta, some 
fraction of all true coincidence events are detected simultaneously in both detectors. 
The time resolution of the coincidence circuit is an index of performance of accuracy 
in time, within which the two simultaneous events can be detected by the detector 
pair. Ideally, when the two opposing detectors are struck by the two annihilation 
photons, they should both trigger the pulse height discriminators at the same time, 
therefore, the presence of a time factor between the two events needs to be 
measured. 
In addition to the coincidence events, each detector will produce typically a much 
larger number of pulses which correspond to the detection of one quantum for which 
there may not be a corresponding coincidence emission, or for which the coincident 
radiation escapes detection in the opposite detector. For these events there can be 
no true coincidence. However, because of their random distribution in time, some 
sequences will occur by chance in which a quantum will strike one detector within a 
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very short time of an unrelated quantum striking the other detector, the intensity of 
these events depend on the rate at which pulses are generated in either detector. 
Time Spectroscopy 
Time spectroscopy involves the measurement of the time relationship between two 
events. A simplified block diagram {Fig 5.11 could represent such a system [Pau 85], 
whereby, a source of time related radiation illuminates both detector and each detector 
output is processed by a time pick-off unit. One signal would be designated the start 
and the other signal the stop. An output signal from a time to amplitude converter 
(TAC), employed here would be a pulse with an amplitude proportional to the time 
interval between input start and stop signals. To insure that the TAC operates within 
its linear range, the stop branch could be delayed for a fixed duration of time. The 
differential amplitude distribution of the TAC pulses could be displayed by a 
multichannel analyzer (MCA) or a similar device as a time spectrum, showing the 
distribution of the time intervals between the start and stop pulses. 
Detector I s- ß+. a- Detector 
Time 
Pick-off 
Time 
Pick-off 
Fixed 
Delay 
Start 
TAC 
stop 
MCA 
FIGURE 5.1 Simplified block diagram of a typical time spectrometer[Kno 
89 a]. 
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When both photons are detected by the two detectors, then each time pick-off 
generates the logic pulse. On the start path, the logic pulse enables the capacitor 
circuit in the TAC unit to begin charging. On the other side, the logic pulse arrives at 
the TAC after a fixed delay, a short period of time, and stops the charging process. 
This amount of charge would then be proportional to the difference between the start 
and stop pulses. 
There could be three sources of error in the time pickoff measurements, walk, drift and 
jitter. Walk is the time movement of the output pulse relative to the input pulse due to 
variations in the shape and amplitude of the input pulse. Drift is the timing error 
introduced by components aging and by temperature variations. Jitter is the time 
uncertainty that is caused by noise and by statistical fluctuations of the signals from 
the detector. In the absence of these errors, the start and stop pulses are always 
separated by the fixed delay value and the TAC always produces a constant amplitude 
output. However, since any time pickoff method will always involve some degree of 
jitter, drift and time walk, the time spectrum displays a peak around the value 
corresponding to the constant amplitude. 
Introducing the fixed delay into the stop channel would move the entire time spectrum 
to the right by an amount equal to the delay, and allows both sides of the peak to be 
recorded. If there were no delay difference between the two branches, the peak would 
be centred about time zero, and therefore only about half of its shape would be 
measured. The peak corresponds to the true coincidences, that is, both photons 
emitted from the same annihilation event within the source and there is no appreciable 
time delay between the emissions. For a case whereby detectors, timing electronics 
and triggering conditions are nearly identical in both branches, then all sources of 
errors mentioned should be symmetric, resulting in a peak that is symmetric. The 
width at FWHM, is often used as a measure of the overall timing uncertainty in the 
measurement system and called the time resolution [Kno 89 a]. Another widely quoted 
specification is the FWTM, which more fairly accounts for tails sometimes observed 
at either extreme of the distribution. The sharper the peak, the better the time 
resolution of the system, and faster the system concerned. 
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Timing Circuits 
Pulse processing systems composed of nuclear instrumentation modules readily 
available, could be used for simple coincident measurements and time spectroscopy. 
If there is no interest in pulse height information, these systems can be designed 
exclusively for their timing properties. When time information of a system is needed 
or when the timing property of the detector material is examined, the process is 
referred to as a fast coincident circuit. Here time pickoff techniques and fast amplifiers 
are used to generate a very short pulse very quickly. When the priority is for pulse 
height information and the timing property is secondary, the system is referred to as 
a slow coincidence circuit. Here the event is processed using conventional and 
somewhat slower shaping techniques designed to best measure its amplitude. 
However, if there is an interest in both pulse height information as well as better time 
resolution, then a combination of both fast and slow circuits is used and such 
arrangements are common in timing measurements as well as in positron tomography. 
An advantage of such a combination of both the slow and fast systems, would be the 
possibility of improvement in the ratio of the true to random coincidences by the use 
of energy selection in the slow part of the circuit to discard any event that cannot 
correspond to the true coincidences. This could be scattered photons or other 
components different from the 511 keV photons such as the 1274 keV gamma rays 
from 22Na. In such arrangements, separate signals for timing and energy are 
simultaneously processed in parallel through the fast and slow branches independently 
so that optimum choices on pulse shaping and time pickoffs could be achieved [Bau 
87]. 
There are different configurations that are suitable, there are systems that operate on 
a slow-fast basis, whereby, the amplitude selection in both coincident channel is made 
before the pulses reach the fast coincident circuit, and there are systems that operate 
on a fast-slow basis, the behaviour of this arrangement is a similar process in which 
both timing and energy selections are carried out in parallel coincidence circuits, but 
timing is performed first. In either case two output signals are taken from the PMTs, 
one in a fast linear pulse from the anode for timing and the fast branch, and the 
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second from a preceding dynode for a tail pulse to serve as a signal for amplitude 
processing in the slow branch [Kno 89 a]. When only one output is available from the 
anode, then the signal is split into the two branches of the system. 
In a slow-fast arrangement, each channel has two branches, one is for timing and the 
other for energy. A fixed delay is inserted in the fast branch in order to compensate 
for the delay that is caused by the energy preamplifier, amplifier and the amplitude 
discriminator in the slow branch. This would ensure that the arrival of both pulses at 
the gate is at the correct time. In each of the coincident channels, the energy pulse 
opens the gate to allow the timing pulse to pass on to the fast coincidence circuit. The 
high resolution required with the proper energy selection is obtained in such a system. 
However, the dead time of a coincidence system in practice is often dominated by the 
shaped pulses that arise at the outputs of the amplifiers, and thus improved 
throughputs could only be realised when operating with very short shaping times in the 
slow channel [Bau 87]. Furthermore, the slow-fast system has the disadvantage of 
requiring an inconveniently long passive delay in each branch of the fast channel. 
In applications in which both timing and pulse height information must be extracted, 
it has become common to arrange the fast-slow instrumentation scheme {Fig 5.2}. In 
this case separate signals for timing and amplitude are processed through the fast and 
slow branches so that optimum choices on pulse shaping, and so on, may be made 
independently to optimise the performance with regard to timing or amplitude 
information. The slow coincidence circuit part of the fast-slow system provides an 
output if the two pulses are energy selected within its time window, and such an 
output can then be used in conjunction with the other output from the fast coincidence 
circuit. By using a TAC unit, the TAC output could then be controlled by the output 
from the slow coincidence unit through a strobing mechanism, which is an output on 
command. Two inputs to the TAC will not provide an output unless they pass the 
energy restriction caused by the slow coincidence circuit. With this fast-slow version, 
the time window of the slow coincidence unit could be left as wide as possible and the 
need for gating and delay units can been omitted since the strobe is used. With such 
a facility both excellent energy selection and timing characteristics could be achieved 
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FIGURE 5.2 The Fast-slow arrangement using TAC [Pau 85]. 
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and the number of units needed for the system is reduced. However, a disadvantage 
could arise at high count rates since the TAC must handle all start-stop pairs 
regardless of their energy or coincidence [Pau 85]. 
The Electronic Setup 
The time resolution of the block detector was measured against another block detector 
using a conventional fast-slow timing circuit {Fig 5.2}. A decaying 68Ge/68Ga line source 
was viewed by the two detectors, each of which provides a fast timing signal and a 
slow energy signal. The anode signal from each tube is fed into a fast scintillation 
preamplifier, and the four preamplifier signals are summed together in an analogue 
fan-in/fan-out summer. The summed signals are fed into the fast branch and a CFDs, 
a time pickoff device set at a low discrimination level just above noise, and the same 
summed signals are also fed into the slow branch and the integrating amplifiers for 
energy discrimination. 
The fast signal from the first detector is fed to a CFD through a buffer amplifier, the 
output of which initiates the conversion cycle of a TAC, and the fast signal from the 
second detector is also fed to a CFD, but in this case the output of the device 
terminates the conversion cycle of the TAC, having been first delayed in order to allow 
the TAC to be operated in its linear range. Therefore, the output of the CFDs before 
it enters the time digitizer is available to us, known as time mark, they form the fast 
start and stop pulses for the TAC in the fast branch, and the delay is basically for 
calibration purposes. The slow signal from each detector is also available to us, after 
it has gone through a summer but before it enters the position digitizer. This is 
furnished through an energy amplifier and the shaped pulses that result are presented 
to a timing single channel analyzer (TSCA), which performs pulse height selection. For 
every shaped pulse that satisfies the amplitude requirements of TSCA, a logic pulse 
is produced by the TSCA for input to a fast coincidence unit. When the time interval 
between a logic input from one branch of the slow channel and a logic input from the 
other branch is less than the resolving time of the fast coincidence unit, a logic pulse 
is sent by the coincidence unit to the strobe input of the TAC. The strobe signal 
instructs the TAC to provide to the MCA a linear pulse which has an amplitude 
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proportional to the duration of the conversion cycle of the TAC. 
Coincidence Time Spectrum 
The coincidence time spectrum obtained between the two blocks of BGO detectors in 
coincidence with an energy window setting around the peak is shown {Fig 5.3}, the 
scale was calibrated by acquiring a second spectrum with an additional 63 ns delay. 
Further measurements were carried out to see the effect of the energy window setting 
on the time resolution (Table 5.1 }, the window is enlarged or reduced, or alternatively 
moved. 
The resulting time spectrum showed a FWHM of 5.8 ± 0.3 ns and a FWTM of 10.8 ± 
0.5 ns when the energy window was set around the peak, the spectrum was tested 
with a Gaussian fit [Pre 90]. This corresponds to initial time resolution measurements 
performed by myself on an identical device at the UCLA Laboratory of Nuclear 
Medicine, results obtained there showed FWHM of 6.0 ± 0.3 ns and FWTM of 11.0 ± 
0.5 ns, however CTI have suggested the time resolution (FWHM) could be as low as 
4.6 ns [Nut 85]. This has not been matched for the analogue CTI 831 [Dig 88] but the 
next generation of PET systems with 48 BGO detector elements and digital 
electronics, have shown better time resolution of 4.5 ns FWHM [Dig 90]. 
The statistical time spread in the production of photoelectrons can be estimated based 
on the scintillation light decay time constant, the average number of photoelectrons 
produced per event and the triggering threshold, the theoretical time resolution is 
calculated to be 6.7 ns FWHM for triggering on the second photoelectron when there 
is an average yield of 150 photoelectrons per event [Lyn 66]. The theoretical 
calculations are further implemented for BGO scintillators in coincidence [ Dah 85 b], 
it is stated that time resolution improves with light output and the best time resolution 
is achieved when the discriminators trigger on the first photoelectron and low 
threshold. Assuming there is no time spread caused by the PMT, for a yield of 150 
photoelectron/events with triggering on the second photoelectron, a time resolution of 
5.8 ns is calculated, this increases to 7.1 ns when triggering occurs on the third 
photoelectron [Dah 85 b]. Our result is consistent with these calculations which do not 
Pagel04 {Timing Properties of the . 
system} 
take into account any losses in resolution due to PMT time spread or the electronic 
circuits involved, assuming that the CFD on the average triggers on the second 
photoelectron. 
There are a number of points to remember, firstly block detectors improve light 
collection relative to conventional single crystal/ single PMT detectors but add several 
new problems. Each detector crystal has a different coupling to the PMT 
photocathodes and yields a different average number of photoelectrons per event. In 
addition, the light is shared among four PMTs, at least for the central crystals, and so 
any difference in transit time between tubes will degrade the time resolution. A further 
point is that the CFD threshold could not be altered and this could affect time 
resolution (particularly FWTM) but we have no control over its setting and CTI have 
not considered the CFD threshold setting. Measurements on coincidence timing as a 
function of CFD threshold [ Dig 90] have found a threshold of approximately 150 mV 
as optimal for such a timing circuit, with too many noise triggered events below this 
point and an increased uncertainty in the arrival time above it. 
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Figure 5.3 Timing spectrum measured with the two detector blocks in coincidence 
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The measurements carried out on the system showed good time resolution, this could 
allow the setting of a narrow coincidence time window which in turn will greatly reduce 
the amount of randoms detected. The coincidence time spectrum shown {Fig 5.3} is 
recorded with the fast-slow system between the two blocks of BGO detectors in 
coincidence, whereby the pulses are energy selected with an annihilation energy 
window of 60 keV, enlarging the energy window to 200 keV increased the time 
resolution FWHM to 6.1 ± 0.2 ns. When comparing the time spectra taken with and 
without energy selection (left open), the time resolution FWHM was seen to deteriorate 
to 6.5 ± 0.2 ns. Furthermore, the ratio of FWTM/FWHM which was close to the 
Gaussian ratio, increases from 1.86 to 1.94 indicating an increase in scatter and the 
random contribution. Also there was a reduction in the number of counts in the 
coincidence peak of the fast-slow spectrum, this is due to the restriction on the input 
pulses for only those of the photopeak energy window. An obvious advantage of the 
energy selection is the improvement in the ratio of true to random coincidences 
leading to a better time resolution, but it does mean the inclusion of a slow branch in 
the instrumentation procedure. 
Table 5.1 Time resolution of a pair of block detectors in coincidence. 
Energy window FWHM ns 
(10.3) 
FWTM ns 
(± 0.5) 
FWTM/ 
FWHM 
520-580 5.8 10.8 1.86 
500-600 5.9 11.2 1.90 
450-650 6.1 11.7 1.92 
open 6.5 12.6 1.94 
Count rate Perjbrmance 
Count rate performance refers to the response of the detection system to increasing 
activity in the field of view. This response should ideally remain linear. However, in all 
detector systems there is a minimum amount of time that must separate two events 
in order to be recorded as separate pulses. This time limit is called dead time of the 
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detection system and is related to the processes in the detectors and the electronics 
of the system. Due to the finite time separation, it is possible that an event will be lost 
because it occurs while the preceding event is still in progress of being recorded. This 
results in dead time losses that become more important at higher counting rates. In 
order to make quantitative measurements, it is necessary to correct for any loss of 
counts from the system being 'busy' or 'dead' during the measurement of another 
event. 
On older PET systems of single crystal single PMT scanners, the primary cause of 
dead time had been noted as the loss of a true detector pair coincidence when a third 
pair was also in coincidence. The triple event was rejected because it was impossible 
to identify the true line of response. This dead time was relatively small and accurately 
characterized and rectified [Ger 88]. On newer PET systems based on block detector 
designs, the primary cause of dead time is the detector system itself with its much 
larger sensitive area per channel, and pileup occurs in which two events strike the 
detector within the electronic integration time. The two events would sum and could 
be rejected by an upper level energy discriminator or could be accepted and result in 
mispositioning of the event, since the composite signal of the two photons does not 
reflect the true location of either event. This type of dead time requires both a 
correction factor for lost events and a correction for mispositioning errors [Ger 90]. 
Deadtime losses in PET are related to both single and coincidence count rates, and 
the analogue and digital designs of the system [Hof 86 a]. Quantitation without 
deadtime correction would lead to underestimation of the activity concentration. This 
becomes more important at high count rate studies using short lived radionuclides 
[Kno 89 b]. 
Two models of dead time behaviour are usually considered, paralyzable and non 
paralyzable responses [Kno 89 a]. Real systems usually present a behaviour of both 
of these models, or are composed of a number of sub systems each of which may 
follow one of the two models [Hol 83]. In the paralyzable model if the second event 
occurs during the integration time of the first although only one count is recorded, the 
dead time of the system for this period t, is further increased by another period ti. In 
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the non paralyzable model the second event is also assumed to be lost, but does not 
increase the dead time from the first event which occurs. The relation between true 
(n) and recorded (m) count rates is described by the following formulae: 
m=n eßT paralyzable 5.1 
m=n non-paralyzable 5.2 1+ nti 
For low count rates (n«1/ ti) the two models predict the same response: 
m=n (1- nti) 
System Deadtime 
5.3 
Count rate response and deadtime is most easily measured by detecting the response 
to a decaying source with a short half life, this could be done for example with a flood 
source filled with18F and the activity allowed to decay while the counts are measured, 
over a period of more than six half lives. However such sources of relatively short half 
life were not available at the University for our work, alternatively we could measure 
the deadtime by looking at two sources, in our case 22Na, and measure them 
for 60000s 
individually and in combination. The measurement is carried outrby counting source 
1, placing source 2 nearby and measuring the combined rate, and then removing 
source 1 to measure the rate due to source 2 alone. In order to keep the scattering 
unchanged, a dummy second source without activity is put in place when the sources 
are counted individually. Because the counting losses are nonlinear, the observed rate 
due to the combined sources will be less than the sum of the rates due to the two 
sources counted individually, and the deadtime can be calculated from the 
discrepancy, assuming a non paralyzable model is applicable (Kno 89 a]. 
Our results are shown {Table 5.2}, giving the deadtime which causes data loss. The 
CTI system has a number of identifiable points in the data collection process which 
cause count rate limitations or deadtime. The relative magnitude of each of these 
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TABLE 5.2 Deadtime measurements 
Board Block Sourcel Source2 Summed Deadtime 
Counts ±0.1 Counts ±0.1 Count/s ±0.1 t 0.15 Ns 
0 1 1074.3 1311.7 2377.8 2.88 
2 1089.4 1336.7 2418.2 2.68 
1 1 1089.0 1336.1 2417.2 2.69 
2 1092.1 1335.0 2419.0 2.75 
(If n n2 and n, 2 are the counting rates with source 1, source 2 and the combined sources then n, + n2 " n12+ nd where nd is lost) 
deadtimes for a particular data collection configuration, depends on the amount of 
activity in the FOV, the amount of scattering or attenuating material, and the 
distribution of activity in the FOV. These include deadtime losses in processing of 
single events, deadtime losses in processing of coincidence events and also deadtime 
losses in data transfer [Ger 88]. Methods of compensation for deadtime loss must take 
into consideration the effect of each deadtime component on the other processes 
giving rise to deadtime losses. For instance deadtime losses in single events will 
reduce the number of coincidence events since a fraction of the losses would have 
been true coincidences. This also means they do not contribute to the coincidence 
deadtime losses. It is therefore necessary to correct for deadtime in a number of 
discrete steps, because many of the corrections require information obtained in the 
previous step. It is normally assumed that the true events occurring in the detectors 
follow Poisson statistics, in which the probability of an event occurring per unit time 
is constant [Kno 89 a]. The effect of the system deadtime would be to remove 
selectively some of the events before they are recorded as counts. Deadtime losses 
therefore distort the statistics of the recorded counts away from a true Poisson 
behaviour and these losses should be calculated and compensated for, if the deadtime 
losses are great then the deviations from the Poisson statistics become much more 
significant. Although our measurements were with low activities, at high activity levels, 
quantitation without deadtime correction would lead to an increasing underestimation 
of the activity concentration. 
In graphical terms, the rate of data loss is the distance between measured curve and 
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the ideal curve. This would represent the number of events lost due to overlapping in 
time of two or more events. If a system behaves in ways described by either the 
paralyzable or a non paralyzable deadtime model and the deadtime is known one 
could analytically calculate the count rates expected. The variation of the measured 
rate m as a function of the true rate n is shown {Fig 5.4}. If the measured curve had 
been determined by monitoring the system response to a regularly varying event rate, 
the ideal curve could have been drawn by linear extrapolation of the low rate portion 
of the measured curve. This is because at low enough rates virtually all events are 
detected and the two curves coincide. A non paralyzable system will approach an 
asymptotic value for the observed rate of Vr, which represents the situation in which 
the system barely has time to finish one dead period before starting another; for a 
paralyzable behaviour the observed rate is seen to go through a maximum. 
The poor count rate performance of the block is a major drawback of the block 
detector system and the main source of deadtime loss for the modern block detectors 
is located in the detector front end, whereas the count rate performance of the older 
scanners was mainly restricted by the speed of the electronics [Kno 89 b]. To 
overcome this limitation, modern PET scanners are equipped with an on line count 
rate loss correction scheme. Comparing the estimated deadtime corrected count rate 
with the expected true count rate, it has been shown that at higher activity levels (over 
2 MBq in the FOV) an accuracy to within a few percent can be achieved [Raj 94]. 
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FIGURE 5.4 Count rate response [Kno 89 a] 
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Discussion 
The BGO detector was first announced as a new candidate for use in PET in 1977 
[Cho 77], but the timing resolution obtained with the early module detectors was found 
to be between 10 and 24 ns FWHM [Hof 86 b]. The time resolution does not only 
depend on the scintillator and the PMT but also on the processing instruments. Fast 
PMTS are always required in timing applications and the processing electronics (ie fast 
amplifiers, discriminators) must show a minimum time jitter; also the number of such 
active components must be minimised in the fast coincidence circuit. Using the 
present BGO block detector system in coincidence with a fast-slow setup, whereby the 
pulses are energy selected with an annihilation energy window of 60 keV, a time 
resolution of FWHM of 5.8 ± 0.3 ns obtained from a Gaussian time distribution curve. 
In essentially all data acquisition systems there is a minimum time required between 
two events for both of them to be successfully recorded. In order to make quantitative 
measurements, it is necessary to correct for any loss of counts arising from the 
system being dead during the measurement of another event. On the single crystal 
single PMT PET scanners [Hof 81] this was relatively small, but with the block detector 
design multiplexing individual detector elements and a substantial increase in the 
LORs considered for coincidence event determination the activity level could become 
a greater limiting factor introducing not only data loss but also mispositioning. On 
average the individual block detector deadtime was found to be 2.75 ± 0.08ps/event, 
which is in good agreement with other investigations [Ger 88, Spi 88]. 
If we approach the PET system as a series of sections or components in a pipeline, 
we could separate the sections as (i) the front end, comprising the detector assembly 
and some pre-processing electronics, (ii) the coincidence processing stage and (iii) the 
transfer stage, where coincidence data must travel before being sorted out. Both the 
time resolution and the deadtime measurements have highlighted the front end of the 
current PET system becoming the section that suffers the most. CTI PET systems [Nut 
95] have acknowledged this and are improving the performance of the block detector. 
Initially flash ADCs are used, performing the processing digitally instead of the present 
analog discrimination for energy thresholding and detector identification. 
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Chapter 6 Coincidence Detection With 
Modular Detectors 
Coincidence Detection 
The detector system provides planar image information by histogramming the 
coincidence lines of response. The number of events from the coincidence lines of 
response are displayed in tabular form, in a grey scale image or in a graphic form. 
When a scintillation is detected the time and location in a block that the scintillation 
has occurred is transmitted over two serial links as eight bit words to the coincidence 
board. The coincidence board receives the serial data from the two buckets and 
determines if a coincidence has occurred. If both buckets indicate that a scintillation 
has occurred, the timing information from the buckets is compared. When the events 
occur within a 12 ns window, the position of the event in each of the detector blocks 
is used to determine the line of response between the two block elements and this 
information is histogrammed in memory. In addition, random correction is performed 
in real time by subtracting one from the line of response of histogrammed data when 
the timing information from the buckets indicate that a random event has occurred 
along that line of response (You 93]. 
Scans were taken using two blocks opposite each other in coincidence, using a 22Na 
calibration source of 1 mm diameter (2 pCi - 74 KBq) placed at the centre of the FOV 
125 mm from each detector face in air. The energy discrimination set between 250 
and 850 keV over 1200 s, and from the number of counts detected by each crystal 
pixel a planar image was produced {Fig 6.1}. The point source was located in front of 
a central crystal (Row3, Columns -R3C5), and the energy spectrum for the target 
crystal along with the energy distribution of the adjacent crystals to its right and left, 
and also at the top and bottom are shown {Fig 6.3 - 6.4}. The results obtained show 
that the target crystal to have an energy resolution of 23% ±1 at 511 keV, and the 
FWHM and FWTM to be 17.8 ± 0.5 and 32.2 t1 in terms of ADC. 
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The energy spectra of the crystals other than the target crystal represents the energy 
spectra of the inter-detector scattered gamma rays. The fraction of counts in the 
scattered peaks (neighbouring crystals) compared to the central crystal are 13.6 & 
13.3 %t0.5 for the two crystals on either side and 3.7 & 3.5 %±0.5 for the crystals 
on top and bottom of the target crystal. The shape of the inter-detector scatter energy 
spectra of the nearby or neighbouring crystals to the target crystal are similar to that 
of the target crystal, but with a significant reduced count. This resemblance is due to 
the fact that the scattered gamma rays detected by the adjacent crystals undergo a 
very small scattering angle, whereafter losing a small amount of their initial energy. 
This makes the energy spectrum of the scattered gamma rays, in the above 
mentioned crystals to peak around 511 keV. For the same reason, not only the 
amount of scattered gamma rays detected in the Compton continuum region is very 
small, but also the distribution is the same for the three mentioned crystals. All the 
above discussion is also valid for the distribution of the inter-detector scattered gamma 
rays in the top and bottom adjacent crystals. 
As the neighbouring degree of the crystals, comprising the detector block, with respect 
to the target crystal increases ie. first, second, third neighbours and so on, the shape 
of the energy distribution of the inter-detector scatter varies. For two remote crystals 
in the row of interest, this is almost flat with no strongly distinguishable energy 
photopeak. The fraction of counts for the remote crystals compared to the target 
crystal are 0.05 %. The coincidence detection of each crystal including the target 
crystal is compared in a 3D representation {Fig 6.5}. 
Non Unfformity of Distribution 
The crystals around the target crystal do not have the same detection efficiency but 
even with normalization, the number of scattered gamma rays detected by the vertical 
adjacent crystals is much less than that of the horizontal adjacent crystals {Fig 6.1 }. 
This is primarily due to the magnitude of the coupling area between the crystals in 
each direction. The detector crystals incorporated in the detector blocks are 
rectangular in shape, their dimensions are 5.62 mm horizontally and 12.85 mm 
vertically and 30 mm in depth. The escape of the scattered gamma rays from the 
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target crystal at any particular scattering angle is uniformly distributed in all directions. 
The amount of scattered gamma rays detected by the proximal crystals would 
therefore be strongly influenced by their coupling area to the crystal of interaction. 
Another factor affecting the amount of the scattered gamma rays detected in the 
neighbouring crystals is their ability to absorb that gamma ray. This ability for the 
crystals of the same material depends on the width of the crystal in the direction in 
which the scattered gamma ray travels. Vertically the crystals are longer and this has 
two effects on the number of scattered events detected by the surrounding crystals. 
The long dimension in the vertical direction stops more gamma rays in the target 
crystals, hence reducing the number of scattered photons entering the adjacent 
vertical crystals. In turn this thickness will help to prevent the scattered gamma rays 
passing into second adjacent vertical crystals, increasing the share of the inter- 
detector scattered events in the vertical crystals in the first neighbourhood. The thinner 
dimension of the crystals in the horizontal direction has the reverse effect. Less 
gamma rays are stopped in the target crystal promoting the amount of the scattered 
photons entering the neighbouring crystals in that direction. Although the influx of the 
scattered gamma rays into the immediate horizontal neighbouring crystal increases, 
the same factor allows more scattered gamma rays to escape from it into the second 
adjacent crystal. 
The difference in the number of the scattered events on either side of the target 
crystal, in both vertical and horizontal directions, may be due to the position of the 
corresponding crystals with respect to the PMTs {Fig 4.23}. The crystals on the bottom 
and left of the target crystal are sharing the same photocathode as the target crystal, 
whereas those on the top and right of the target crystal are located on different 
photocathodes respectively. Apart from the above there are other factors such as the 
energy threshold and the energy resolution of the detector crystals, which could affect 
the number of scattered events detected by various detector crystals encompassing 
the target crystal. 
The smaller dimension of the detector crystals in the horizontal direction was aimed 
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FIGURE 6.1 Coincidence detection of crystals from a point source in air as 
a planar image. 
FIGURE 6.2 Coincidence detection of crystals from a collimated point 
source as a planar image. 
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FIGURE 6.4 ENERGY DISTRIBUTION IN COINCIDENCE DETECTION 
(with crystals on either side of the target crystal vertically). 
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FIGURE 6.6 The 3D representation of coincidence detection of crystals 
from a collimated point source. 
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at providing a better transaxial resolution, but this has been achieved at the cost of a 
higher number of inter-detector scattered events in that direction. If the detector 
crystals were made to have a square face, there would be a significant improvement 
towards achieving a uniform distribution of counts over the whole image matrix. This 
not only makes the coupling area between the detector crystals in both horizontal and 
vertical directions equal, but also, the scattered photons will transverse the same 
thickness from one crystal to another in both directions. 
Collimation of Point Source in Coincidence 
In order to irradiate a chosen single detector crystal (target crystal) while shielding the 
other detector crystals in the block, the procedure discussed earlier {Fig 5.18 bj was 
followed. A 22Na point source was encased between two lead collimators, and the 60 
mm long collimator with the point source at its centre was fixed into a collimator holder 
on the scanner. The scanning rig was adjusted so that the collimator 1 mm hole was 
aiming at the centre of the crystal of interest on either side. The lower and upper 
energy discrimination window were set at 250 and 850 keV respectively. Data were 
collected for each point with a window setting of 20-250 ADC for a counting time of 
1200 s. The set up was used to direct the annihilation photons onto the target crystal 
on row 3 column 5 (R3C5) on either side of the collimator. 
The above procedure is a good way of looking at the effect of inter-detector scatter 
on the spatial resolution of the system, the planar image and the 3D representation, 
comparing the scan of a collimated point source {Fig 6.2 & 6.6} and a scan of a point 
source in air as shown in Fig 6.1 & 6.5. In both cases the transaxial profiles passed 
through the same pixel of interest and then for visual comparison they were 
normalized to the same peak height. 
The image of the collimated point source can not be regarded as completely scatter 
free. The reason is that apart from the number of events in the pixel of interest, the 
rest of the events are the inter-detector scattered events originating from the target 
crystal. Therefore, in the image of the collimated point source, there are inter-detector 
events from the one crystal to the surrounding crystals. Whereas, when a point source 
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in air is imaged all the crystals are exposed to a flux of 511 keV photons, and there 
is an exchange of inter-detector scattering events among all the crystals. In addition 
there is a contribution from the oblique gamma rays which pass through the crystal 
directly viewing the point source to one of the immediate neighbouring crystals. But 
in the scan of the collimated point source there are no such events recorded because 
the collimator would not allow oblique rays to enter the neighbouring crystals. 
The events recorded in the four pixels located in the vicinity of the pixel of interest 
(representing the target crystal in an image matrix) are basically inter-detector 
scattering events and these are discussed later. When two collimated annihilation 
gamma rays interact with two opposite target crystals, the following possibilities may 
arise: a) Both gamma rays deposit all or most of their energies in the primary crystals, 
in which case a true coincident event will be recorded in the pixel corresponding to the 
position of the target crystals. b) One of the target crystals detects the incident gamma 
ray whereas on the opposite side the gamma ray scatters from the primary crystal to 
one of the neighbouring crystals. This condition, in which only one of the gamma rays 
is scattered to a secondary crystal, would be referred to as a single inter-detector 
scatter. c) The two 511 annihilation photons are scattered from their primary crystal 
of interaction into the neighbouring crystals where most of their initial energy is 
absorbed. In this case where both secondary crystals are recognised as the crystals 
of event, a double inter-detector scatter is taken place. 
The four pixels mentioned above are introducing positioning errors in localizing the 
target crystal pixel, the mispositioning caused by such inter-detector scattering event 
is one pixel width or height which is half of the crystal dimensions. Depending on 
whether scattering occurs in the horizontal or vertical directions, the displacement has 
a minimum value of 2.8 mm or a maximum amount of 6.4 mm. 
If the profile of the point source in air and the profile of the collimated point source {Fig 
6.7} is taken transaxially, we find that the FWHM is 3.7 and 2.8 mm ±0.3 mm 
respectively. There is a considerable improvement of almost 25% in transaxial 
resolution in the scan of the collimated point source compared to that obtained for the 
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point source in air, due to the reduction of the scattering events. However since the 
crystal is 5.62 mm tranaxially we should be able to separate crystals within air 
measurements, however this will be examined later. 
Detector Normalization 
The system's efficiency with respect to an energy discrimination window setting needs 
to be observed and the variations in crystal detector efficiencies across the block 
adjusted to produce a uniform response. This is referred to normalization and basically 
compensates for the efficiency differences within a block detector. 
The normalization measurements were made with a flat plane source 100 X 70 x 10 
mm of 68 Ge/68 Ga (1 pCi - 37 KBq) borrowed from the MRC Cyclotron Unit. The 
efficiencies were measured for a 250-850 energy discrimination window, by acquiring 
a scan for a set time, with the plane source placed in the FOV midway between the 
two block detectors. The flood source uniformly illuminates the faces of the two 
coincident block detectors from a distance of 125 mm. Inverting the values of the 
image matrix obtained provides the correction factors for every detector crystal pair 
which could be used to correct for the efficiency variations. The procedure was 
repeated for the other detector pair and the two image matrixes and the planar image 
obtained {Fig 6.8} are shown. The crystal to crystal relative efficiencies of the two 
blocks are also listed {Table 6.1-6.2} and plotted {Fig 6.9}. 
The efficiency variation across the two sets of data are similar with the average value 
for the blocks as 63.4 & 64.2 t 0.3 %. The efficiencies of crystal elements in the two 
sets of coincident blocks, show that the inner crystals to be higher than the outer 
crystals. The inner crystals have an average of 81.4 & 81.2 ± 0.2 % and the outer 
crystals have an average of 52.6 & 54.0 t 0.2 % in the two blocks respectively. 
However, the corner crystal readings are lower in the first case, causing greater 
variation between block elements than the other. Nevertheless, It can be seen that the 
edge crystals are only about 40-60% as efficient as the better inner crystals, with the 
corners achieving the worst 40-50 %. 
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FIGURE 6.8 Coincidence detection of all crystals from a flood source as a 
planar image for the tivo blocks. 
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TABLE 6.1 Relative efficiency % of element crystals within a block (BZ 
coincidence). 
Column-), 
1 Row 
Cl C2 C3 C4 C5 C6 C7 C8 
RI 41.1 50.0 55.9 60.5 62.6 58.7 51.6 39.7 
R2 56.9 68.5 85.4 94.0 100 85.4 74.9 59.4 
R3 56.2 67.4 77.4 84.7 89.5 76.2 69.9 55.9 
R4 37.5 48.6 56.6 61.2 63.5 62.3 53.4 37.5 
TABLE 6.2 Relative efficiency % of element crystals within a block (B2 
coincidence). 
column-+ 
1 Row 
C1 C2 C3 C4 C5 C6 C7 C8 
R1 47.5 50.4 57.6 59.4 57.7 55.7 49.6 49.1 
R2 59.1 77.9 86.8 100 88.5 76.6 62.8 55.5 
R3 58.6 76.6 88.1 93.4 89.6 77.8 56.2 47.7 
R4 49.4 54.2 57.9 60.4 59.8 56.4 50.8 43.3 
A number of factors could account for this difference, firstly as before, there is better 
optical coupling between the inner crystals and the actual area of the PMT 
photocathode as mentioned previously. Spillover is another factor because the inner 
crystals are surrounded by BGO material that is likely to stop any Compton scattered 
photons before they leave the module. The edge crystals have one side open and the 
corners have two sides open for the scattered photons to escape. Another contribution 
to the efficiency differences is the detector area, the edge crystals are trimmed in 
order to fit the detector array into a light-tight shielded case while maintaining the 
same detector pitch from module to module. The crystal specifications from CTI 
indicate the edges are about 10% smaller than the inner crystals {You 93} which both 
reduces the intrinsic efficiency and increases the likelihood of escape for the Compton 
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scattered photon. Finally the detector discrimination levels are based on the total block 
spectrum as mentioned earlier, since the full energy photopeak spectra from the 
crystal elements varies, the contribution of some elements like the corner crystals 
could be severely depressed. 
Since in the 8*4 block the set of crystals (R1 C2, Al C3, R2C2, R2C3), (Al C6, R1 C7, 
R2C6, R2C7), (R3C2, R3C3, R4C2, R4C3), (R3C6, R3C7, R4C6, R4C7) are located 
above the centre of the photocathodes of the four PMTs {Fig 4.23}, a comparison of 
the average pulse heights between the tubes was made earlier with the first block. 
The ratio found with the uniform flood source measurement of detector efficiencies 
1.05: 0.95: 1.07: 0.93 strengthens the previous argument. If the average energy 
deposition on each of the four quadrants of the block is equal, as the block is 
symmetrical around its X and Y axis and the PMTs are properly aligned and equally 
coupled on the face of the blocks then the average signal in each of the four PMTs 
should be equal for the gains equally adjusted. The above deviation between the four 
PMTs from 1, shows that the PMT in the left and right lower quadrants have a drift in 
their gains, which results in an offset in the Y direction of the block. 
j, ý ency variation with energy threshold 
The variation in efficiency across the face of the detector block at different energy 
thresholds was investigated. The flat plane source 100 X 70 x 10 mm of 68 Ge/68 Ga 
(1 pCi - 37KBq) was placed parallel to the face, and midway between the two detector 
blocks 250 mm apart. The efficiencies were measured by acquiring a scan for a set 
time, for various energy threshold settings. The lower energy threshold level LLD, was 
altered from 200 keV to 400 keV in 50 keV increments, while the ULD level setting 
was kept the same 850 keV for every stage. 
Efficiency modulation between the inner and outer crystals in the detector block at 
various energy thresholds is plotted {Fig 6.10). The modulation (M%) is the 
measurement of the extreme range of variation of the specific parameter across the 
face of the detector block. It is defined as M (%) = ((max - min) / (max + min)) X100, 
where max is the maximum value of the parameter and min is the minimum value of 
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the same parameter 
The efficiency modulation slightly reduces within the statistical errors from 39.5% to 
38% ± 0.3% as the energy threshold was changed from 250 to 200 keV . Whereas, 
from 250 keV the efficiency modulation increases steadily from 39.5% to 50% ± 0.4 
at 400 keV. This is due to the faster reduction in the number of detected events by the 
outer crystals, as the energy threshold increases, in comparison with the decline in the 
number of events detected by the inner crystals. The number of detected events by 
the outer crystals at 400 keV threshold is almost 40% of the number of detected 
events at 200 keV, while, the same value for the inner crystals is over 52%. The 
variation in the ratio of the efficiency of the outer crystals over that of the inner crystals 
with respect to the increasing lower energy threshold value of the detector block is 
shown in Fig 6.11. This value decreases from 87.7% ± 0.4 at 200 keV to 66.6% ± 0.5 
at 400 keV energy threshold. 
The investigation has revealed that the crystal efficiency is position dependant and 
varies significantly as the energy threshold changes. These variations in efficiency rely 
on the fact that a greater number of photons which undergo Compton scattering in the 
edge crystals leave the detector block than those scattered in the inner crystals. The 
scattered photons which escape the detector block carry part of the energy of the 
primary photon out of the detector block. Since the acceptance of the detected photon 
as a valid event depends on whether the rest of the energy deposited in the block is 
more than the energy threshold or not, as the energy threshold increases a greater 
number of photons impinging on the edge crystals fall below the energy threshold than 
those impinging on the inner crystals. Therefore, by setting a higher energy threshold 
for scatter removal and spatial resolution improvement as will be discussed later, the 
modulation in efficiency between the edge and the central crystals increase. This will 
lead to an increase in the value of the normalization correction factors which will in 
turn cause the statistical errors to be multiplied by a greater factor. 
The best solution would be to set individual energy discrimination windows centred on 
the photopeak of each detector crystal, this facility has now become available on the 
Page126 {Coin nae Detect on with Modular Datactora} 
5C 
48 
46 
C 
O 
44 
O 
C 42 
e 
w 40 
38 
90 
85 
80 
.., 
0 
75 
m 
W 
70 
Lower Energy Threshold 
Figure 6.10 The efficiency modulation between the inner and outer crystals . 
65 
200 250 300 350 400 
Lower Energy Threshold 
Figure 6.11 The variation in ratio of the efficiency of the outer crystals 
over that of the inner crystals at various energy thresholds. 
200 250 suu Sau 4uu 
Page127 {Coincidence Detection with Modular Detectors} 
newest CTI PET scanners. Alternatively two sets of energy threshold levels could be 
set as proposed earlier, one for the inner and the other for the outer. A higher energy 
threshold set for inner crystals than the outer will decrease the energy modulation 
between the inner and the outer crystals, which apart from the rejection of the 
scattered events will improve the efficiency of the edge and corner crystals reducing 
the need for uniformity correction. 
Effects of Scattering Medium 
Some of the photons emitted from annihilation events within a given LOR will not 
reach the corresponding detectors, as indicated earlier. In most cases 511 keV 
photons in tissue will be removed from the LOR by Compton scattering with change 
of energy and direction. A small fraction will be totally absorbed due to photoelectric 
absorption in the first instance. Consequently, along the LOR, fewer photons are 
measured than are originally emitted and this is termed attenuation. Since the 
attenuation of a source at the centre of the head is normally greater than five fold and 
is even larger than this in the body [Hof 86 a], accurate attenuation correction is 
essential to quantify the local tracer concentration. 
If there are two detectors in coincidence {Fig 6.12} and a source of positron 
annihilation is located in an object of width (d) and the distance from the source to the 
left and right detectors is (a) and (b) respectively, then the attenuation of the point 
source along the LOR can be described by a simple expression and this is termed 
narrow beam attenuation. If the linear attenuation coefficient p is constant, the 
probability of detecting both photons from an annihilation event through the attenuating 
object is given by: 
P=e*"e*b=el(a)=eod 6.1 
Thus the total attenuation of the two photons in the object is only dependant on the 
thickness of the object which the two 511 keV photons will traverse and independent 
of the position of the annihilation point between the detectors. This simplifies the 
correction for attenuation in PET and is an advantage of positron emitters over single 
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photon emitters in terms of quantitative accuracy. 
In the simplified expression, it is assumed that any photon deflected from its initial 
direction would not be detected. However, with a distributed source and an array of 
detectors, photons scattered out of one LOR might be detected in another, and the 
narrow beam attenuation factor may not be strictly appropriate. The acceptance of 
scattered events can lead to errors in the transmission measurement and incorrect 
ACFs. Scatter affects the transmission scan data by causing detector pairs to register 
more events than the linear attenuation coefficients of the material between the 
detectors would predict, making it appear as if there was less attenuation [Dig 89]. 
Acceptance of scattered photons can be minimized by setting discriminator thresholds 
to reject scattered events [Dah 87], and corrected by implementing post acquisition 
corrections based on deconvolution techniques [Ber 83, End 84]. 
FIGURE 6.12 Photon attenuation in PET. 
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Attenuation Correction 
Correction for attenuation can be made by either calculation or direct measurement. 
There are several forms of calculated correction that vary in the complexity of the 
shapes and in the assignment of the attenuation values. The simplest form of 
calculated attenuation used for brain studies is based on an ellipse drawn to fit the 
skull of the patient (estimated from an image without correction), and a single 
attenuation coefficient is assigned to this region [Ber 82]. Since the attenuation is not 
dependent on the depth of the annihilation in the object but rather on the total path 
length the two photons travel through the object, attenuation correction factors (ACFs) 
can be calculated from the dimensions of the ellipse for each projection angle and 
position. The advantages of this method is that it is simple, quick, and only requires 
the emission scan of the patient. It also has the added advantage over the measured 
correction in that it does not add any statistical noise to the corrected emission data 
[Hua 79]. However, because it is calculated, it is only an approximation of the true 
correction, and furthermore, it is restricted to objects with a simple shape and uniform 
attenuation and mispositioning of the ellipse in brain studies can also introduce errors 
[Mue 82]. 
Measured attenuation correction has its founding in the underlying principle that the 
probability of coincidence detection is independent of source depth, it is also 
independent of whether the source is inside or outside the subject. Using this principle 
it is possible to obtain a measure of the attenuation coefficient of a line of response 
by comparing the counts from an external source with and without an object in place. 
A typical measurement is performed by first acquiring a blank scan with only the 
transmission source in the tomograph. This scan is used to determine the number of 
photons detected from the source along each line of response. A second set of data 
is then acquired with the attenuating object in the scanner to measure the number of 
photons transmitted. The ratio of the two measurements provides the attenuation 
factor. 
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This method is often carried out by using an external ring of radioactivity filled with 
68Ge/ 68Ga (positron emitter) with its long half life of 275 days, with the ring 
transmission source remaining stationary during the acquisition [Ber 82]. A feature on 
newer tomographs allows automatic retraction of the ring into a shielded holder after 
the transmission scan is completed and reliable repositioning, as a result, only one 
blank need be acquired for a series of transmission measurements on different 
patients. An alternative is a rod of activity that is rotated around the patient during 
acquisition [Hue 88]. These methods have an advantage over the calculated correction 
in that one is not limited to an object with a particular shape and it takes non 
uniformities in attenuation into account, so it could be used in heart imaging where the 
shape of the chest is fairly complex and the attenuation is non-uniform. There are 
however drawbacks, which include the acceptance of scattered coincidences in the 
transmission scan mentioned earlier, and the degradation of the emission scan by 
statistical noise [Mue 82]. 
Direct measurement of the attenuation correction in a clinical environment is limited 
by the statistical noise which is added to the corrected emission images. In the thicker 
parts of the body, the transmission scan normally has fairly low number of counts in 
each pixel bin of the sinogram [Dig 87]. The number of counts in the transmission data 
can be improved by increasing the source activity or lengthening the transmission 
scanning time. Unfortunately, patient and operator dose considerations and detector 
deadtime limit the source activity that can be used. Increasing the acquisition time for 
the transmission measurement is also undesirable because of patient discomfort and 
the increased possibility of movement. A clinical tomographic unit can only allocate a 
certain amount of scanner time to each patient and that time would be better spent on 
a longer emission acquisition than improving the statistics of the transmission 
measurement. Smoothing is often done to reduce the statistical variations in the blank 
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and transmission scans before the ratio calculation [Dah 87] but the filtering will 
degrade the resolution which can lead to errors in the ACFs [Hua 79]. 
The measured and calculated attenuation correction techniques discussed above may 
be combined to use some advantage of each method [Hua 81 ]. The hybrid method is 
based on a short transmission scan which is reconstructed to produce an image of the 
attenuating object. The transmission image is used to determine the borders of areas 
of more or less constant attenuation and the definition of each area is stored as a 
region of interest. Each region is then assigned an appropriate linear attenuation 
coefficient and projections are taken through the map of attenuation values. This 
method shortens the time necessary to perform the transmission scan, allows the 
operator to describe complicated attenuation shapes, improves the accuracy of the 
emission scan because it does not introduce statistical noise and is not susceptible 
to scatter errors [Mei 93]. 
Imaging with test objects 
Scans were taken with the two blocks opposite each other in coincidence, using a 
68Ge/68Ga line source (6.8 pCi - 251.6 KBq) in air. The line source is of 2 mm diameter 
and of 170 mm length, and was placed vertically in the FOV midway between the 
detectors at 125 mm from each detector face. The energy discrimination was set 
between 250 and 850 keV over 600 s, and from the number of counts detected by 
each crystal pixel a planar image was produced and the coincidence detection of each 
crystal including target crystal are compared in a 3D representation (Fig 6.14}. 
In evaluating scanners, tests should be able to illustrate both strengths and 
weaknesses involved. Phantoms have been a useful tool in comparing different 
tomographs, the effects of different system parameters and operating conditions. In 
order to assess the accuracy of the attenuation correction, performance phantoms are 
usually filled with low activity within three different inserts, air (lung), water (tissue) and 
teflon (bone) (Kar 91]. The cylindrical phantoms simulating patient head have a 200 
mm diameter but animal PET phantoms with a diameter as small as 50 mm have 
been used [Raj 94]. The use of such relatively large phantom sizes was impractical 
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for our system so 50 mm diameter phantoms were employed 
Two 50 mm diameter cylindrical phantoms were made with a height of 140 mm. The 
phantoms were made of perspex instead of water, and one had a 45 mm section at 
the centre filled with teflon (C2F4). Both phantoms have 2 mm holes drilled right 
through the centre to hold the 68Ge/68Ga line source {Fig 6.13}. To asses the accuracy 
of attenuation correction, scans were taken with the two blocks opposite each other 
in coincidence. The phantoms holding the line source (2 mm diameter) were placed 
vertically in the FOV, one by one, midway between the detectors at 125 mm from 
each detector face. The energy discrimination was set between 250 and 850 keV, 600 
s scans were taken and from the number of counts detected by each crystal pixel 
planar images, and 3D representations were produced {Fig 6.15-6.16}. A 25 mm long 
perspex cylinder phantom (50 mm diameter) was also made with a rectangular 26 x 
12 mm hole drilled at the centre to hold the point source frame (Fig 6.13}. Scans were 
taken using the two blocks opposite each other in coincidence, with the 22Na 
calibration source (1 mm diameter) placed at the centre of the FOV, in front of a 
central crystal (R3C5), 125 mm from each detector face. The energy discrimination 
was kept between 250 and 850 keV over 1200 s, and a planar image and a 3D 
representation of the counts (Fig 6.17} produced respectively. 
Using 68Ge/68Ga line source placed horizontally across the FOV, the number of counts 
detected along all lines of response was recorded (blank scan). The process is then 
also performed for the same lines of response with a cylindrical phantom made of 
perspex instead of water with a diameter of 50 mm and a height of 25 mm in position 
(transmission scan). The phantom was placed vertically in the FOV midway between 
the detectors at 125 mm from each detector face, and the energy discrimination 
thresholds were set to 250 and 850 keV, duration of each scan was 600 s. The ratio 
of the counts in the blank scan to those in the transmission scan gives a measure of 
the attenuation coefficient along each line of response. 
To asses the accuracy of attenuation correction at different thicknesses, a further 600 
s scan was taken with the two blocks opposite each other in coincidence and the 
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FIGURE 6.14 Coincidence detection of crystals from a line source in air, 
a) as a planar image and b)as a 3D representation. 
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phantom drilled horizontally (2 mm hole) through the centre to hold the line source in 
place {Fig 6.13}. From the number of counts detected by each crystal pixel a planar 
image and a 3D representation is shown {Fig 6.18}. 
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FIGURE 6.14 Coincidence detection of crystals from a line source in air, 
a) as a planar image and b)as a 3D representation. 
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Teflon phantom a) as a planar image and b) as a 3D representation. 
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FIGURE 6.17 Coincidence detection of crystals from a point source in 
perspex a) as a planar image and b) as a 3D representation. 
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FIGURE 6.18 Coincidence detection of crystals from a line source placed 
horizontally in a perspex phantom a) as a planar image and b) as a 3D 
representation. 
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Image analysis 
By comparing the images of a line source 68Ge/ 68Ga in air {Fig 6.14}, in a perspex 
phantom {Fig 6.15}, and in a teflon phantom {Fig 6.16}, we can see that the photopeak 
count does not decrease the expected amount due to attenuation, this is basically due 
to a considerable contribution of scattering. The source in air is emitting mostly 511 
keV photons although lower energy coincidences are possible due to scattering in the 
scanning rig, however, when the source is placed in the scattering medium (perspex), 
a range of photon energies are incident on the opposing detectors due to scattering 
in the object. In the simplified expression for attenuation, it was assumed that any 
photon deflected from its initial direction would not be detected, this unfortunately is 
not true for the detector system used in PET. 
Throughout this work, a wide photopeak energy window 250-850 keV has been used. 
Wide energy windows are infact useful in situations which encounter low count rate 
detection, such as coincidence measurements as with the present system. For the 
transmission scan measurements where accurate attenuation coefficient values are 
required, a narrow energy window of 400-620 keV has been choisen, in order to 
minimise the contribution of scattered photons in the transmission data. Even so, 
singly scattered photons are accepted up to a scattering angle of 43.70, whereas with 
the wide energy window the angle of acceptance is up to 87.50 
Since the acceptance of the scattered events can lead to errors in the transmission 
measurement and incorrect ACFs, the scatter fraction involved needs to be calculated. 
The scatter fraction is the ratio between scattered and the total (scatter plus 
unscattered) coincidences, and could be found by applying the dual acquisition 
method [Bai 94]. This is based on artificially attenuating the data obtained in air to 
produce scatter free sinograms. Subtraction of the attenuated air data from the line 
source in phantom data will give the scatter component. Thus the scatter fraction can 
be calculated by: 
SF = 
CPh - (C° * AF) 6.3 Cph 
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where CPh and C. are the coincidence count rates for the source in the phantom and 
in air, and AF is the attenuation factor (p= 0.0108 mm-' for perspex and 0.0179 mm" 
for teflon). 
The scatter fraction for the measurements made in perspex was calculated for both 
the line source in perspex and teflon, this was found to be 47.1 ± 2.4 % and 56.0 ± 
2.5 %, the denser the material the greater the amount of scattered photons. The 
scatter fraction drops to 35.4 ± 2.4 % for a point source in perspex due to a smaller 
angle for scatter acceptance. The affect of this scatter on the attenuation correction 
can be shown by finding, the attenuation coefficients of the 50 mm phantoms involved 
for line and point sources, from the data obtained. The attenuation coefficient of 
perspex was found to be0.00597mm'' t0.00004and0.00662±0.00002from the line and 
point source data respectively, when p is 0.0108 mm-'. The scattered photons 
consequently depress the attenuation correction factors relative to the calculated 
values particularly at the centre of the phantom. A profile through the 50 mm 
horizontal line source within the perspex phantom is shown comparing the calculated 
ACFs relative to the scatter corrected ACFs at various phantom thicknesses obtained 
from the transmission and the blank scans (Flg 6.19). 
Further to the post acquisition corrections for transmission scatter including the dual 
acquisition method [Bai 94], deconvolution techniques and subtraction of characteristic 
scatter distribution [Ber 80], the acceptance of the scattered photons in the 
transmission scan can be minimized by setting higher discrimination energy windows 
to reject scatter events [Dah 87] and improving the shielding geometry of the detectors 
[Tho 881. Raising the lower energy discrimination threshold is not sufficient to exclude 
all the scattered radiation without significantly reducing the number of true events 
acquired. Also, addition of septa to the electronic collimation cuts scatter but at the 
cost of reduced efficiency. Scatter corrections with deconvolution techniques and 
subtraction of characteristic scatter distribution are effective but add statistical noise 
and are very time consuming. However, the correction method suggested does not add 
noise to the data, can be easily implemented and has been shown to be effective in 
restoring the attenuation correction factor to values very close to the calculated values. 
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Discussion 
The electronic collimation offered reduces unwanted scattering events, however the 
energy spectra observed from a point source for the crystals other than the target 
crystal represented inter-detector scattered gamma rays. The fraction of counts in the 
scattered peaks (neighbouring crystals) compared to the central crystal were 13.6 & 
13.3 %±0.5 for the two crystals on either side and 3.7 & 3.5 %±0.5 for the crystals 
on top and bottom of the target crystal. The transformation for two remote crystals in 
the row of interest was almost flat with no strongly distinguishable energy photopeak. 
The fraction of counts for the remote crystals compared to the target crystal were 0.05 
%. The inequality in the number of inter-detector scattering events in the vertical and 
horizontal direction was found to be due to the difference in the coupling area between 
the crystals and the thickness of the crystals in these two directions. The proposed 
solution to alleviate this problem is to incorporate crystals with a square base. This will 
provide equal coupling areas between the detector crystals in both horizontal and 
vertical directions. The difference in the number of detected scattered events on either 
side of the target crystal is a result of disharmony in detection efficiency of detector 
crystals, a factor highlighted by the flood source measurements. CTI has not 
addressed this problem completely, the new ECAT EXACT HR block is reported to 
have pseudo-discrete elements cut into a single block, reducing the efficiency variation 
across the block but the detector crystals still do not have a square face [Wie 94]. 
It was shown that the crystal efficiency in addition to being position dependant also 
varies significantly as the energy threshold changes as expected. Since the 
acceptance of the detected photon as a valid event depends on whether the rest of 
the energy deposited in the block is more than the energy threshold or not, then as 
the energy threshold increases a greater number of photons impinging on the edge 
crystals fall below the energy threshold than those impinging on the inner crystals. 
Therefore, by setting a higher energy threshold for scatter removal and spatial 
resolution improvement, the modulation in efficiency between the edge and the central 
crystals increases. This will lead to an increase in the value of the normalization 
correction factors which will in turn cause the statistical errors to be multiplied further. 
The best solution would be to set individual energy discrimination windows centred on 
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the photopeak of each detector crystal, this facility has now become available on the 
newest CTI PET scanners [Nut 95]. Alternatively two sets of energy threshold levels 
could be set, one for the inner and the other for the outer crystals. A higher energy 
threshold set for inner crystals than the outer will decrease the energy modulation 
between the inner and the outer crystals, which apart from the rejection of the 
scattered events will improve the efficiency of the edge and corner crystals reducing 
the need for uniformity correction. 
The measurement of attenuation correction like other methods cannot be considered 
ideal [ Dig 87], but found to be affected by the detection of photons that have been 
Compton scattered in the object being measured. Scatter affects the transmission 
scan data by causing detector pairs to register more events than the linear attenuation 
coefficients of the material between the detectors would predict, making it appear as 
if there was less attenuation. The acceptance of the scattered events can lead to 
errors in the transmission measurement and incorrect ACFs, correcting for scatter 
based on the dual acquisition method [Bai 94] or other ways needs to be effective but 
not increase the noise nor be very time consuming [Dig 89]. 
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Chapter 7 Spatial Distribution and 
Scatter Rejection. 
Spatial Resolution 
The spatial resolution of any imaging system describes how well small objects can be 
imaged and is a measure of the limitations of the system. In PET it determines how 
accurately small regions of activity can be detected. Ideally each point in the object 
would be represented by a point in the image. However, image of a point is always 
smeared out in different directions over an area, the larger this area the worse the 
resolution. The amount of smearing is measured by FWHM of the distribution in terms 
of a point source function (PSF) or of line spread function (LSF). The extent to which 
an imaging system will spread the imaging of a point or a line will govern the minimum 
separation between two points or lines that is necessary to image them as distinct 
objects, and therefore governs spatial resolution. 
The fact that the positron travels some distance before annihilation with an electron 
means that the resulting LOR is not necessarily centred on the point of emission, 
which in turn causes blurring of the final image. The amount of blurring is directly 
proportional to the maximum emission energy for the positron [Cho 75] and the effect 
of positron range on spatial resolution becomes significant if high energy positron 
emitters are employed with imaging systems having a resolution of a few millimetres 
[Phe 75]. The range effect of a number of sources has been measured [Der 79] and 
the spatial distribution found to be sharply peaked and different in shape from a 
Gaussian distribution. The most serious resolution degradation is due to the long tails 
of the distribution and therefore the effects are more apparent in the FWTM than the 
FWHM results. Methods to alleviate or compensate for the effect of positron range 
have been investigated [Der 86, lid 86] but their complexity and potential for artifacts 
and increase noise have prevented their application. The spatial resolution 
measurements in a clinical environment are commonly performed with 18F or 22Na for 
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which the positron range is shorter than other positron emitters, however, 68Ga is not 
an ideal source for spatial resolution due to its long positron range {Table 1.1}. 
The imperfect collinearity of the two 511 keV I-rays created in the positron annihilation 
also degrades resolution. Small deviations from the 1800 angle are due to the non 
zero momentum of the positron-electron pair at the time of the annihilation The effect 
is similar to that of a minimal amount of forward scatter on one of the gamma rays, 
but without the associated energy loss [Hof 78]. Other factors that affect the final 
image resolution are the detector's size, shape and material, effective source size and 
the reconstruction process. 
Positron range and non collinearity are regarded as intrinsic constants since they are 
dictated by isotope type and detector ring diameter. However most resolution 
improving efforts have been directed towards improving the detector intrinsic resolution 
by numerous approaches mentioned earlier. BGO block detectors are the outcome, 
with an emphasis on reduction of detector size (Fig 2.4), by coupling a two 
dimensional array of detectors to a small number of PMTs. Crystal penetration and 
inter-detector scatter has become a problem with a net effect of counter balancing the 
spatial resolution improvement from the smaller crystals. 
Coincidence Data Acquisition 
The spatial resolution measurements were made by scanning a line source of 68Ge/ 
68Ga (T,, = 275 days) due to its availability and long half-life. It is of diameter 2 mm 
encased in a brass tube of 5 mm diameter and of length 170 mm. The brass case 
absorbs charged particles like ß emitted and also ensures that annihilation takes place 
within the source holder not in air. Therefore the positron range is affected by the 
holder and the source appears with a larger effective size. 
The line source was placed vertically in the FOV midway between the two detectors 
and was scanned transaxially in 0.5 mm steps, while the separation between the 
detectors was kept at 250 mm. Data were collected for each point with a window 
setting of 20-250 ADC to cut out the low energy noise, 10 s for singles and 100 s for 
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coincidence counts. Our experimental results are shown {Fig 7.1-7.2} and the 
generated FWHMs and FWTMs are listed {Table 7.1) for both detectors pairs. Axial 
spatial resolution measurements were also obtained with the same line source placed 
horizontally midway between the detectors and scanned axially in 1 mm steps. The 
separation between the detectors, the duration for measurements and the window 
settings were all kept the same as before. The experimental results are plotted and 
shown {Fig 7.3-7.4} and the generated FWHMs and FWTMs and the ratio between 
them are listed {Table 7.2} for both set of coincident detectors . 
The set up of the device as it stands is that the detectors are not quite parallel to each 
other, but situated on a circular area. From the figures it is obvious that the maximum 
number of coincidence events collected depends on the column chosen. This could 
be explained by the uniformity of the detectors, the photomultiplier attachment, the 
problems of diffraction as well as the angle between the detectors. The difference in 
the rate of change, from the edge to the centre, between the FWHM and FWTM of the 
LSF's of the crystals is reflected in the ratio of the FWTM/FWHM which is increasing 
from the edge towards the centre. It could also be seen that at the edge, we have a 
greater tendency towards a Gaussian distribution than at the centre. One could say 
that the outer columns and rows showed slightly better spatial resolution relative to the 
inner ones and this is due to the fact that the outer crystals have less surrounding 
scattering medium. By subtracting the background (scatter) from the spectra, the wings 
would be cut out resulting in improved FWTM and the ratio would be closer to the 
Gaussian value. 
The mispositioning of events are due to both inter-detector scattering, and spread of 
scintillation light from the crystal of interaction to the neighbouring crystals. Since the 
central crystals are surrounded by more scattering medium, ie surrounding crystals, 
the inter-detector scattering is maximum at the central crystals and declines towards 
the edge of the detector block. The effect of inter-detector scattering on the spatial 
resolution is apparent by its contribution to the increase of the FWTM of the LSFs 
towards the centre. Since the depth of inter-crystal slits is increasing from the centre 
to the edge of the block, the spread of scintillation light is maximum at the centre and 
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Figure 7.1 Transaxial Spatial Resolution (Blocki coincidence) 
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Figure 7.2 Transaxial Spatial Resolution (BIock2 coincidence) 
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Figure 7.4 Axial Spatial Resolution (Block 2 coincidence) 
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TABLE 7.1 Transaxial spatial resolution for both block detectors. 
Detector 
pair 
Column FWHM 
±0.4 (mm) 
FWTM 
±0.7 (mm) 
FWTM/ 
FWHM 
Relative 
efficiency 
1 1 4.2 8.2 1.93 0.62 
2 4.3 9.0 2.09 0.70 
3 4.6 10.3 2.24 0.87 
4 4.8 11.2 2.33 1.00 
5 4.7 11.0 2.34 0.87 
6 4.6 10.5 2.28 0.71 
7 4.3 9.5 2.21 0.53 
8 4.2 8.3 1.97 0.31 
2 1 4.1 8.1 1.98 0.30 
2 4.3 9.5 2.21 0.50 
3 4.6 10.4 2.26 0.66 
4 4.9 11.2 2.29 0.89 
5 5.0 11.6 2.32 1.00 
6 4.6 10.5 2.28 0.74 
7 4.3 9.1 2.12 0.70 
8 4.2 8.3 1.98 0.60 
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TABLE 7.2 Axial spatial resolution for both block detectors. 
Detector 
pair 
Row FWHM 
±0.4 (mm) 
FWTM 
±0.7 (mm) 
FWTM/ 
FWHM 
Relative 
efficiency 
11 
1 1 7.9 17.0 2.15 0.61 
2 8.7 20.1 2.31 0.91 
3 8.7 19.9 2.29 1.00 
4 8.0 17.3 2.16 0.64 
2 1 7.7 16.5 2.14 0.66 
2 8.6 19.9 2.31 0.82 
3 8.7 19.8 2.28 1.00 
4 7.7 16.6 2.16 0.56 
is decreasina towards the ou ter crystals. I n contrast to th e central crys tals which are 
viewed by four PMTs, the through slit restricts the scintillation light from the outer 
crystals to only two PMTs allowing better positioning accuracy for the events detected 
by these crystals. Therefore loss of events due to the spread of scintillation light is 
greater for central columns and rows, which contributes to their poorer spatial 
resolution [Dig 90, Sar 94]. The inequality in the spatial resolution and scattering 
events in the vertical and horizontal direction is due to the difference in the coupling 
area between the crystals and the thickness of of the crystals in these two directions. 
Field of view 
Initially before the spatial resolution measurements, it was noticed that the two boards 
each containing two blocks, had different fields of view and were not in coaxial 
position and therefore not directly facing each other (This fact was probably due to an 
accident occuring in moving the system from one laboratory to another, earlier). The 
off axis was measured to be at 25 degrees for a detector separation of 250 mm. This 
offset was corrected by the mechanical workshop but an off axis of 2 degrees remains 
and as a result some distortion is introduced into our measurements. 
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The difference in the field of view and the correction of the offset provided an 
opportunity to make measurements of the spatial resolution during the correction 
process. Initial measurements were made before the correction with the line source 
placed vertically in the field of view between the two detectors at 250 mm and 
scanned transaxially in 0.5 mm steps, data was collected for the central line of crystals 
with a window setting of 20-250 ADC and a duration of 10 s singles and 100 s 
coincidence count for each point. The same measurements were repeated after the 
correction. Our results showed that the off axis had produced a broadening of the LSF 
{Figure 7.5} from 4.7 to 6.9 ± 0.4 mm FWHM and from 11.0 to 15.7 ± 0.7 mm FWTM. 
The effects of offset had also been seen by others [Hof 86 b], where a 15 degree off 
axis is shown to broaden the LSF from 4.6 to 5.8 mm FWHM and from 8.9 to 10.7 mm 
FWTM. The suggested remedy is to use thin septa between adjacent crystals. 
Spatial Response 
The spatial response of a detection system describes how well individual detectors 
can discriminate between different positions of a radioactive source. For a finely 
collimated beam of photons incident on an array block detector, each crystal element 
will give a different output dependent on the position of the source relative to the 
crystal. If the beam is moved across the face of the block, each individual element will 
in turn register a peak when the collimated source is positioned directly in front of it. 
Output will drop as the focus of the incident beam moves away from the elemental 
face. Theoretically the output of the detector element has a peak for a particular 
position of the source which defines the positioning accuracy of that detector, the 
movement will result in an overall response of the detector element relative to the 
source. 
The spatial response measurements were made by scanning a line source of 
68Ge/BBGa (T,, =275 days), of diameter 2 mm encased in a brass tube of diameter 5 
mm and length 170 mm. The line source was placed vertically in the FOV midway 
between the two detectors and was scanned transaxially in 1 mm steps, while the 
separation between the detectors was kept at 250 mm. A lead shield was placed in 
front of all columns other than the one being tested. The positional response of the 
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column was obtained by collecting data for 10 s and a window setting of 20-250 ADC 
for each point. The procedure was later repeated for axial measurements with the 
source positioned horizontally and shielding placed on all but the particular row being 
investigated. The experimental results are shown {Fig 7.6-7.9} and the generated 
FWHMs and FWTMs are listed {Table 7.3 -7.4}. 
Since there are only a finite number of light photons produced per excitation in each 
crystal to be shared between the four PMTs there will be a statistical spread in XPOB 
and Y. Further to the statistical variation in the amount of scintillation light reaching 
the PMTs, Compton scattered photons that spillover into nearby crystals contributes 
to form the two dominant factors that cause mispositioning in the modular detector 
position and/or detector selection process. 
The theoretical scintillation light distribution based on binomial functions mentioned 
earlier showed the limited mispositioning still present under ideal conditions with no 
spillover. In a real detector system mispositioning will be greater and it may not be 
straight forward to determine the optimum detector decision boundaries. The spillover 
events add another source of resolution loss by altering the energy deposition 
distribution within the block detector. Compton scattering can result in some or all of 
the energy being deposited in a crystal further from the one originally entered by the 
annihilation photon. The event positioning and detector determination algorithm 
(equations 3.1 and 3.2} should attempt to minimize both of these sources of 
mispositioning for the best possible spatial resolution and response. 
The difference in signal size and resolution between inner and outer detectors as 
mentioned earlier, is due to a number of factors including the light path out of the 
scintillator and the sensitivity of the photocathode underneath the crystal. The 
scintillation light reaches the PMT photocathodes through a slotted BGO light guide 
that results in unique combinations of PMT signal values for each detector crystal. The 
edge cuts go all the way through so the light from these crystals is spread only 
through the glass envelope of the PMT and transmission through the inter-crystal 
reflector. 
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TABLE 7.3 Spatial response for the columns (block BOBI). 
COLUMN FWHM 
±1 (mm) 
FWTM 
±1.2 (mm) 
FWTM/ 
FWHM 
1 11.2 27.0 2.41 
2 12.4 27.3 2.20 
3 13.6 29.1 2.14 
4 15.0 31.2 2.08 
5 15.5 31.7 2.05 
6 14.4 31.5 2.19 
7 13.4 30.5 2.28 
8 12.1 29.6 2.45 
TABLE 7.4 Spatial response for the rows (block BOB1). 
ROW FWHM 
±1 (mm) 
FWTM 
±1.2 (mm) 
FWTM/ 
FWHM 
1 22.8 46.1 2.02 
2 26.5 50.8 1.92 
3 25.2 49.9 1.98 
4 21.4 49.6 2.32 
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These block detectors were specifically designed to be compatible with existing 
systems and available dual PMTs [Dig 90]. This results in edge crystals that are poorly 
coupled to the sensitive area of the photocathode resulting in fewer photoelectrons per 
scintillation event. It is seen that edges especially the corner crystals produce 
considerably less photoelectrons than the inner crystals [Dig 90], a schematic diagram 
of the photoelectron yield from a point source positioned at the centre of the block, is 
shown with the number of photoelectrons encoded as levels of grey {Fig 7.10}. In 
addition, the scintillation light reaching the PMT may be reduced for the edge crystals. 
Monte Carlo simulations performed have shown that there can be a loss of 20% 
getting light out of the narrow edge crystal relative to one in which light can spread out 
on the way to the photocathodes [Der 82]. 
These measurements were aimed to illustrate the basic ideas of crystal identification 
in the block and also indicate some potential problems such as mispositioning 
although even that differs and is less in the rows than the column due to the sizes 
involved. However to be able to position each event with a high level of confidence as 
much light from each individual detector should be collected and the design of the light 
guide should be such that the overlap between the detectors is minimized. Since four 
sealed block units were used in this study, these factors could not be adjusted. 
Instead the concentration was on the evaluation of the performance and understanding 
of the physical characteristics of the block detector, which would involve other ways 
of looking and measuring the spatial response. 
Figure 7.10 
ý. ., ýýx "; 
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Detected Scatter 
The spatial response shown for our system primarily depends on the size of the 
detectors. However, the major difficulty in achieving both high resolution and high 
detection efficiency is the requirement of a small detector to fully absorb the 511 keV 
photon within its volume, thus, minimising Compton scattered photons and also its 
escape into neighbouring detector crystals. Inter-crystal scatter is therefore of a 
particular interest in block detector systems since it can lead to loss of data or 
mispositioning of scintillation events [Sha 96]. In the case of a true coincidence event 
{Fig 7.11 a} we see the event between two opposite detector crystals, the two 
annihilation photons are only detected by the two opposing detectors; where Et is the 
incident energy level, Es is the scatter energy level and Et, is the threshold energy level. 
Inter-detector scattering is basically of two types: 
The first type of inter-detector scattering leads to multiples or triples {Fig 7.11 b}, here 
one photon is entirely absorbed by one detector crystal whereas on the opposite side 
the 511 keV photon undergoes Compton scattering in the primary crystal of 
interaction, where part of its energy is absorbed. The scattered photon deposits the 
rest of its energy in an adjacent or any other neighbouring crystal. If the amount of 
energy deposited in both detector crystals is high enough to trigger both 
discriminators, the system would not be able to identify the true crystal of event. The 
correct pair in such conditions is ambiguous and the event is rejected, causing a loss 
in the efficiency and an increase in the dead time. 
The second type of inter-detector scattering is forward angle scattering {Fig 7.11 c}, 
in which most of the energy of the primary annihilation photon is carried by the 
scattered gamma ray. The energy absorbed by the primary detector is not high 
enough to trigger the discriminator. Instead only the secondary detector, which is 
wrongly identified as the primary crystal of interaction, registers the event. Since in a 
PET system these kind of events are recorded as true events and are accepted as 
part of the data, it leads to mispositioning and consequently a loss in spatial 
resolution. 
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Several studies of inter-detector scattering have been carried out [Dah 85 b, Ric 87, 
Sar 94, Sha 96], and the methods implemented depends to a great extent, on the 
detector configurations employed which differ in turn according to the number of 
crystals employed per PMT. If we had one PMT coupled to a single crystal we could 
have electronically rejected any event where either coincident gamma ray interacts in 
more than one crystal and the number of rejected events would indicate the amount 
of crosstalk [Der 77]. 
In our system where 32 BGO crystals are coupled to only four PMTs crosstalk 
between two or more neighbouring crystals would not be distinguishable. Also the 
method of identifying the crystal of interaction discussed earlier is such that only the 
detector crystal that has absorbed the biggest part of the energy of the incident 
gamma ray is identified as the true crystal of the event, hence triples cannot occur 
between the crystals within two opposite detector blocks of our system [You 94]. The 
problem will only arise in a detector configuration utilizing more than two detector 
blocks where a gamma ray is scattered from one detector block into an adjacent 
block. Here two crystals from two blocks, if other conditions are met, could be 
identified as the crystal of interaction for only the one incident gamma ray producing 
a triple event [Sar 94]. 
CTI have suggested that the lower discrimination level should be set to 300 keV [You 
93] and the more recent PET systems have the lower discrimination level 
automatically set to above 250 keV [Spi 92]. The method of crystal identification or the 
choosing of the lower energy threshold (250 keV) partially reduces the amount of 
crosstalk. it will reassign the events, which deposit most of their energy in the 
secondary crystal, from triple to a spillover. The result will be a true event if the first 
crystal of interaction receives the biggest share of the energy of the incident gamma 
ray. Hence, the part of the data which is reassigned to true events causes an increase 
in the detection efficiency, while the rest of the data contribute to mispositioning, 
resulting in a worse spatial resolution for the system. This situation in which the triples 
are accepted either as true coincidences (Fig 7.11 b i)}, or as scatter events (Fig 7.11 b 
ii)}, is illustrated. 
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Scatter Rejection 
Scatter is defined as the deflection of photons or particles from their straight orbit. 
There are different kinds of scattering, but generally scattering is divided into coherent 
(elastic) and incoherent (non-elastic) scattering. In the range of gamma energies that 
we are interested, the most significant scattering effects are Compton scattering and 
Rayleigh scattering. Rayleigh scattering is coherent scattering of gamma rays with 
bound atomic electrons and predominates at energies less than 1 MeV and at small 
scattering angles. Compton scattering is inelastic scattering of gamma rays with free 
electrons, in which a photon gives some of its energy to the free electron. This effect 
dominates in the region of 1 MeV (0.5-5 MeV & Z<60) and decreases as energy 
increases. 
lt can be easily seen that as scattering causes the deflection of gamma rays from its 
original straight direction, this is the main reason of blurring in the image. Also the 
scattering problem causes loss of contrast, blurring of the edges and increase in 
apparent radioactivity. Thus in order to have a better quality image, scattering radiation 
must be reduced if not eliminated. This could be done either in the measurement itself 
or afterwards. 
For this reason many techniques have been developed which include subtracting the 
scatter content from the acquired data, but differ in the method of estimating the 
scatter fraction. One solution is to estimate the scatter component through computer 
modelling. This relies on generating a scatter image from simulations of the true 
activity distribution and the surrounding scattering medium through mathematical 
techniques [Eqb 80, Oll 91]. Another method would be to assume that the contribution 
of the scattered photons collected in the lower scattering energy window is a 
reasonable approximation of the scatter contribution to be found in the full energy 
photopeak window [San 82, Jas 84]. This technique requires the acquisition of the 
projection data in two energy windows, one for the primary photopeak events and the 
other for the Compton scattered events. With these, either the subtraction of the 
scattered photons is done first then the scatter free data are used for image 
reconstruction, or both data sets are reconstructed to provide two images for both the 
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primary and scattered photons and then the subtraction is made. 
A further idea which is relevant to a system like ours, where a number of crystals are 
used during measurements, is to use a multiple energy window set on the energy 
spectrum of all detector crystals regardless of the position of their full energy 
photopeak. The main advantage of this scatter rejection method is that it helps to 
reject not only the scattered photons originating from a scattering medium but also 
discriminates against a considerable number of inter-crystal scattered events and 
would bring improvement on spatial resolution [Spi 92]. 
The CTI system being a prototype only allowed the setting of an energy window 
around the sum energy photopeak of the four blocks together, each containing 32 
crystals. This would enable the user to set an energy window at any section of the 
energy spectrum for all the blocks being used, regardless of the position of the full 
energy photopeak of different blocks relative to each other. Furthermore, the total 
block energy spectrum is misleading, what appears to be the Compton plateau of the 
spectrum could actually be photopeak events from crystal elements on the outer edge 
of the block where light collection is poorest. 
Firstly a method was developed allowing the energy window to be set independently 
for each block being used. However, the problem remaining was that the same energy 
window is set for all detector crystals comprising one detector block, regardless of the 
position of their full energy photopeak. This would be ideal if all the detector crystals 
had the same energy resolution. It was seen earlier that the individual detector 
crystals, due to their position within the detector block and also their position with 
respect to the four PMTs, do not have the same physical properties. It was also shown 
that the crystal energy resolution greatly improves towards the inner detector crystals. 
The ideal method for rejecting the scattered gamma rays would be the setting of 
multiple energy windows for each block. With this method one could set an energy 
window for every individual crystal according to its energy resolution, but the hardware 
of our system needs to be upgraded. Flash analog to digital converters (ADCs) are 
Pagel 64 {Spatial Distribution and Scatter Rejection} 
needed to calculate the ratios of energy seen by adjacent PMTs with respect to the 
total energy value from all four PMTs [You 94). The digitized values which identify 
each row and column of the block could be used to find the photopeak energy range 
for each individual crystal in the block. 
However in order not to lose any useful data from the present system, CTI have 
suggested that the energy window to be set according to the energy window of the 
poorest crystals in the detector block, which are the edge crystals [You 94]. If the 
energy threshold is set to 300 keV, then we would still see a great number of 
Compton scattered events collected by the inner-detector crystals. If we compare the 
number of counts under the full energy photopeak for the ideal energy window, set by 
the peak search procedure, around the full energy photopeak of the column of interest, 
with the counts under the full energy photopeak for the energy window proposed by 
CTI, we do not see an improvement but quite the reverse (Table 7.5}. 
TABLE 7.5 Energy window selection and scatter rejection. 
Cl C2 C3 C4 C5 C6 C7 C8 
Peak intg. 211287 289150 295667 329132 316185 263321 252008 229953 
P search ±1350 ±1800 ±1780 ±1750 ±1680 ±1580 ±1570 ±1470 
Peak intg. 222181 378960 333471 353473 338318 296896 322570 240450 
Cod 
proposed ±1420 ±2350 ±2000 ±1880 ±1800 ±1780 ±2000 ±1540 
Scatter 10894 89810 37804 24341 22133 33576 70562 11497 
±1959 ±2960 ±2677 ±2568 ±2462 ±2380 ±2543 ±2129 
Peak intg. 222181 310398 304926 335147 321806 271749 269366 240450 
e s tl" ýective 
se ±1420 ±1930 ±1830 ±1780 ±1710 ±1630 ±1680 ±1540 
Scatter 10894 21248 9259 6015 5621 8428 17358 11497 
±1959 ±2639 ±2553 ±2496 ±2397 ±2270 ±2299 ±2129 
Rejected 0 76.3 75.5 75.3 74.6 74.9 75.4 0 
scatter % ±0.9 ±1.2 ±1.4 ±13 ±1.2 ±0.9 
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This comparison between the number of counts under the full energy photopeak set 
by the peak search procedure and the counts under the full energy photopeak for the 
energy window proposed by CT! {Table 7.5}, reveals that on average 13.7% of the 
data collected under the proposed energy window are unwanted Compton scattered 
events. This value will increase if the radioactive source is placed in a scattering 
medium. 
It has been shown that the crystals, according to their energy resolution and 
sensitivity, can be divided into two groups of outer and inner crystals. The inner 
detector crystals having better energy resolution than the outer. This feature could be 
taken advantage of, in rejecting the scattered events in their Compton continuum. A 
simulation programme was used to examine the raising of the threshold of the energy 
window for the inner crystals while maintaining the same wide energy window, set for 
the whole detector block, around the outer crystals. In this simulation the lower energy 
threshold (LLD) of the inner crystals was raised by 40% of the energy threshold 
chosen for the whole block detector (300+(300*40/1 00)=420 keV) and the upper limit 
of the energy window (ULD) was kept the same for both window settings (850 keV). 
The number of detected events under the full energy photopeak set by the peak 
selective procedure is also shown {Table 7.5}. A subtraction of the number of events 
under the full energy photopeak for the selective energy threshold method from that 
obtained with the peak search energy window settings would give the number of 
Compton scattered events. Comparing the scattered events proposed in this study with 
those achieved with the CTI proposal {Table 7.5}, shows that a considerable amount 
(on average over 75%) of scattered events from the Compton continuum section of 
the inner crystals energy spectra could be further rejected. 
Detection efficiency of the detectors is dependent on the LLD and ULD energy 
discrimination window settings. Implementing the method of setting different energy 
thresholds for the inner and the edge crystals, means having the efficiency of the inner 
crystals at 420 keV threshold with that of the edge crystals at the 300 keV threshold. 
Since the detection efficiency of the inner crystals as shown earlier is more than that 
of the edge crystals, raising the energy threshold for the inner crystals helps to reject 
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unwanted events and decrease the efficiency to a level comparable to that of the edge 
crystals, so this method will also provide better detection uniformity across the face 
of the detector block. 
Implementing the above method will help to reject not only the scattered photons 
originating from a scattering medium but could also discriminate against some inter- 
crystal scattering events. This could in turn bring improvement in the spatial resolution 
uniformity across the face of the detector block. In order to show the advantage of 
employing a mixed energy window, the spatial resolution of a 68Ge/68Ga line source 
placed vertically in the FOV midway between the two detectors and scanned 
transaxially in 0.5 mm steps across a crystal was measured in the same manner as 
mentioned earlier, however the lower energy threshold was altered from the initial 300 
to 420 keV. The resulting LSFs {Fig 7.12} obtained show the FWHM reduced from 
4.7 to 4.2 ± 0.4 mm, basically due to the reduction of the tail, scattering events are a 
source of resolution loss and that has been reduced. Hence, the LSF's of the inner 
crystals could be presented with a 420 keV energy threshold while the outer crystals 
could be obtained with a 300 keV threshold level. 
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Figure 7.12 Energy threshold effect on gamma line spread function of a crystal 
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Currently, for the removal of the efficiency modulation the normalization is performed 
on the image matrix as shown earlier. Since in the efficiency correction process low 
count or noisy pixel values are multiplied by factors greater than one, this inherently 
amplifies the contribution of these noisy pixels to the image. By implementing the dual 
energy window technique, but at the expense of some loss in the efficiency of the 
central crystals, a reasonable uniformity in the measurement is achievable. This will 
reduce the noise contribution arising from the normalization and will enhance the 
image quality and will help for better positioning of the source of coincidence events 
and to perform more accurate quantitative measurements. 
Double D( erentiation 
An alternative in the removal of scatter, is double differentiation or the 2"d derivative 
method [Spy 94 a]. This method is a mathematical solution implemented when 
analyzing the results. A curve in a spatial spectrum could be considered to be a 
function f(x), where x is the position. When double differentiation of f(x) is taken, then 
the normalised curve d2f(x) appears with some reduction in the wings {Fig 7.131. 
The contribution of events due to scatter photons has been studied extensively and 
measured for the 2D acquisition mode by scanning line and point sources [ Spi 92, 
Gro 95], the contribution of scattered events in the reconstructed image and profile, 
although shown to be a small percentage, is marked in the wings extending into the 
central section. The shape of the scattering response function remains similar for both 
sources but the relative level of scattering tails is reduced for the point source. There 
needs to be a reduction of the scattering contribution in the tails without overestimating 
the contribution of scattered events under the source position. The implementation of 
the 2nd derivative method is shown to reduce the magnitude of the tail and should 
therefore help to reduce the scattering radiation involved in the original spectrum. The 
spatial spectra obtained through the double differentiation method are plotted and 
compared with those obtained before double differentiation (Fig 7.14-7.17) and the 
results are listed (Table 7.6-7.7}. 
It could be seen that both FWHM and FWTM derived from the spatial spectra after the 
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implementation of double differentiation, are smaller than the original data. The spatial 
resolution has improved as the amount of scattering is reduced which would result in 
a better quality image, the percentage amount of scatter rejection ranges up to 40%. 
A more important point seen from the data is the considerable reduction in the ratio 
FWTM/FWHM and its leaning towards the Gaussian ratio (1.83), enhancing the image 
by introducing a sharper response functionthis scatter correction technique initiated here 
is worthy of further evaluation. The 2nd derivative method could be implemented as a 
corrective procedure on the data obtained within the LUTs discussed earlier. 
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Figure 7.13 The use of the double differentiation method. 
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TABLE 7.6 Spatial response of columns in mm using 2nd derivative (BOBI). 
FWHM 
±1(mm) 
FWHM 
±1(mm) 
FWTM 
±1.2(mm) 
FWTM 
±1.2(mm) 
FWTM/ 
FWHM 
FWTM/ 
FWHM 
original 2"d der original 2"d der original 2"d der 
1 11.2 9.7 27.0 19.1 2.41 1.97 
2 12.4 11.8 27.3 22.4 2.20 1.90 
3 13.6 13.4 29.1 25.1 2.14 1.87 
4 15.0 14.6 31.2 26.4 2.08 1.81 
5 15.5 14.6 31.7 26.4 2.05 1.83 
6 14.4 13.6 31.5 25.1 2.19 1.85 
7 13.4 12.7 30.5 24.0 2.28 1.89 
8 12.1 10.6 29.6 20.4 2.45 1.92 
TABLE 7.7 Spatial response of rows in mm using 2nd derivative (BOBI). 
Row FWHM 
±l (MM) 
FWHM 
±i (mm) 
FWTM 
±1.2(mm) 
FWTM 
±1.2(mm) 
FWTM/ 
FWHM 
FWTM/ 
FWHM 
original 2nd der original 2"d der original 2"d der 
1 22.8 17.2 46.1 32.2 2.02 1.87 
2 26.5 16.6 50.8 30.7 1.92 1.85 
3 25.2 16.5 49.9 30.4 1.98 1.84 
4 21.4 17.0 49.6 31.8 2.32 1.87 
Page170 {Saiial Dw, -ibuiion and , 
scatter Rejection 
7000 
6000 
5000 
E- 
Z 
0 4000 
U 
3000 
2000 
1000 
0 
12000 
10000 
8000 
6000 
4000 
2000 
130 140 150 160 170 180 190 
POSITION (mm) 
Figure 7.14 Spatial Spectra for Each Column with Double Differentiation Method 
0- 
100 110 120 130 140 150 160 170 180 
POSITION (mm) 
Figure 7.15 Spatial Spectra foeEach Row with Double Differentiation Method 
Pas 
7000 
6000 
5000 
4000 
0 
3000 
2000 
1000 
0 
I 
14000 
12000 
10000 
8000 
z 
D 
Ü 6000 
4000 
2000 
0 
80 
100 1200 1300 1400 1500 1600 1700 1800 1900 2000 
POSITION (mm) 
Figure 7.16 Spatial Spectra for Each Column with Double Differentiation Method 
1uu izu 140 1ou 180 200 220 
POSITION (mm) 
FIGURE 7.17 Spatial Spectra for Each Row with Double Differentiation Method 
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Beta Correction 
In evaluating the performance of the block, inter-crystal scatter has been recognised 
exist and when 32 BGO crystals are coupled to only four PMTs, crosstalk between two 
or more neighbouring crystals would not be distinguishable. By irradiating the blocks 
with betas, crystal to crystal scattering of the 511 keV annihilation photons is 
eliminated, allowing isolated measurement of light sharing and optical properties of 
each block. For a detailed study of the positioning accuracy and scatter in the block 
detector, it was therefore thought desirable to attempt measurements with beta 
particles. The beta minus particles are electrons, and electrons in passing through 
matter lose energy and have a tortuous path through absorbing materials. Large 
deviations in the electron path are possible because their mass is equal to that of the 
orbital electrons with which they are interacting, and a large fraction of their energy 
can be lost in a single encounter. Electrons lose energy, in passing through matter 
due to ionisation and excitation (the collisional losses). Also they may interact with the 
electric field of a nucleus and be decelerated so rapidly that some of their energy be 
radiated away as bremsstrahlung (the radiative losses). The radiative losses are 
always a fraction of the energy losses due to ionisation and excitation but are 
significant only in absorber materials of high atomic number [Kno 89 a]. 
To help isolate some of the resolution components of a block detector system, a pure 
ß" emitter, "'Sr, was used as a radiation source. Absorption of the maximum energy 
2.27 MeV electrons with no gammas, will produce a light output factor of 4.5 times 
larger than the 511 keV annihilation photons [Lev 96], reducing the statistical 
uncertainty in the event positioning. As a starting point in examining the detector 
positioning, the positioning response data from a collimated high energy beta source 
has been shown to give photoelectron statistics consistent with the binomial 
distribution of the 511 keV gamma photopeak events when windowed to approximately 
the same energy range [Dig 90]. However this highlights the spillover component as 
the difference between the distributions, since it only exhibits the effects of the 
statistical variations in the amount of light reaching the PMTs and there will be no 
spillover effect in the beta particles. Nevertheless we expect there to be a small 
amount of attenuation of the ß" energy, by the air and by the shielding of the detector 
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package (0.1 mm mu-metal [You 93]) but some of the betas should reach the 
scintillator with slightly degraded energy. Because of the high atomic number of BGO, 
almost 50% of the beta particles would backscatter out of the detector [Mes 90]. The 
procedure is the same as for the 68Ge/68Ga line source with lead shielding used earlier 
to identify the crystal of interest but further includes a perspex collimator with a 3mm 
exit hole behind which the beta source is placed to minimize bremsstrahlung 
production. It has been stated based on measurements of beta energy spectra with 
a lucite collimator, that bremsstrahlung dominates the betas at lower energies and a 
10: 1 ratio of beta to bremsstrahlung is seen above 1400 keV with virtually no 
bremsstrahlung counts above 2000 keV [Mar 94]. 
The 90Sr source was moved transaxially and axially at 1 mm steps and the positional 
response of the column and row was obtained by collecting data for 30 s and over the 
whole ADC range for each point. The experimental results obtained are plotted and 
compared with those obtained from the 511 keV y-rays. {Fig 7.18-7.21} and the 
generated FWHMs and FWTMs are listed (Table 7.8 -7.9}. The procedure followed 
worked well in identifying the detector column or row of interaction. From the data it 
can be seen that the results of the inner columns is better than the outer columns, and 
the same is true for the rows. This indicates an improvement in the optical coupling 
towards the central axis of the detector block. Furthermore the ratio of FWTM/FWHM 
for beta measurements is less than that of the gamma rays and it approaches the 
Gaussian ratio. This indicates a dramatic reduction of the crosstalk and scattering 
normally registered. If we compare the ratio for betas with those obtained for 
annihilation photons after the implementation of scatter rejection, the beta results are 
even better especially for the central crystals. It is noted that the overlap between the 
spatial response PSFs of adjacent columns or rows is very small compared to the 
overlap of LSFs obtained using 68Ge/68Ga line source. The distribution is much 
narrower than that of the collimated annihilation photon source, due to the reduced 
statistical variation in the position values and the lack of photon spillover. There are 
howeversome background events spread uniformly throughout the detector positioning 
due to the bremsstrahlung contribution. 
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TABLE 7.8 Spatial response for each column using beta negative particles 
FWHM 
±1(mm) 
FWHM 
±1(mm) 
FWTM 
±1.2(mm) 
FWTM 
±1.2(mm) 
FWTM/ 
FWHM 
FWTM/ 
FWHM 
original beta original beta original beta 
1 11.2 9.0 27.0 16.0 2.41 1.78 
2 12.4 8.4 27.3 15.1 2.20 1.80 
3 13.6 8.1 29.1 14.7 2.14 1.81 
4 15.0 7.7 31.2 14.0 2.08 1.82 
5 15.5 7.8 31.7 14.2 2.05 1.82 
6 14.4 8.1 31.5 14.7 2.19 1.81 
7 13.4 8.6 30.5 15.5 2.28 1.80 
8 12.1 9.1 29.6 16.3 2.45 1.79 
TABLE 7.9 Spatial response for each row using beta negative particles. 
Row FWHM 
±1(mm) 
FWHM 
±1(mm) 
FWTM 
±1.2(mm) 
FWTM 
t1.2(mm) 
FWTM/ 
FWHM 
FWTM/ 
FWHM 
original beta original beta original beta 
1 22.8 16.1 46.1 29.0 2.02 1.80 
2 26.5 15.4 50.8 28.0 1.92 1.82 
3 25.2 15.1 49.9 27.5 1.98 1.82 
4 21.4 15.9 49.6 28.6 2.32 1.80 
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Bremsstrahlung produced by electrons penetrating the protective and reflective layers 
of the material in front of the blocks will contribute to the degradation in the beta 
measurements. it is the silicone potting compound inside the shielding that creates 
some problems. Although CTI state this is minimal [Nut 95] they do not give values 
on the basis of difference in block construction. Therefore either the seal has to break 
and blocks opened for a visual and practical measurement, or alternatively we could 
X-ray the blocks, and reveal the position and the thickness of the compound used. If 
the silicon exists at the entrance window of the block detector, this will significantly 
attenuate the energy of the betas passing through the window. On a positive note, the 
technician who opened one of the blocks for repair as mentioned earlier, found a thin 
silicone layer of 1 mm on the sides of the module only. 
Another point to consider is that the ®°Sr source had a large area (15 mm diameter) 
relative to the 3mm diameter collimator hole, and this results in a large number of beta 
particles striking the collimator. Despite the fact that the collimator has a low atomic 
number in order to minimize the production of bremsstrahlung, some was still 
generated. The lead shielding was used to attenuate most of the bremsstrahlung. To 
correct for the remaining bremsstrahlung an estimate of its distribution could be made 
by acquiring a second set of data with the beta particles blocked by the perspex 
collimator. This estimate could be subtracted from the original data at each position, 
but the very low counts recorded in our results deemed it unnecessary. 
Since there is a significant amount of light sharing between crystals, and also 
bremsstrahlung produced by the electrons penetrating the protective material in front 
of the blocks, we have degradation of contrast (contrast between peaks and valleys). 
Where there is apparently good optical isolation, that is the edge crystals, the greatest 
enhancement of contrast is seen for the betas. The difficulties in the optical coupling 
and also in isolating the inter-detector scatter through the use of betas would indicate 
that such scattering is not the dominant factor in mispositioning. The limitations in the 
CTI BGO block detector is not confined to resolution, but detector identification as 
well. 
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Variation of Scatter with Energy Threshold 
The variation of coincidence inter-detector scattering fraction as a function of energy 
threshold level, by targeting a crystal in the centre and exposing the central detector 
crystals to collimated annihilation photons was investigated. Since the scattered 
photons detected by the surrounding crystals have deposited a fraction of their energy 
in the crystal of interaction and have also been attenuated in their passage through 
the detector material, the value of the scatter fraction increases by reducing the 
energy threshold level. The results indicate that the rate of decline in the scatter 
fraction is sharper as the lower energy discriminator is incremented in the higher 
energy region. 
The variation of total, single and double inter-detector scatter fractions as a function 
of energy threshold is plotted (Fig 7.22). The average amount of single scattering over 
the whole range of the energy thresholds, between 200 to 500 keV is 21 %, which is 
4.0 times greater than that of double inter-detector scatter. This is partially due to the 
fact that 511 keV photons are mostly forward scattered, and a high proportion of them 
escape from the target crystal to the immediate adjacent crystals. The other factor 
which contributes to this value is the fact that the probability for which only one 
annihilation gamma ray undergoes Compton scattering is greater than the probability 
for which both gamma rays simultaneously scatter and travel with a maximum 
difference of one crystal dimension. 
The rate of increase in the amount of double scatter is higher than that of the singles 
as the energy threshold is lowered. The ratio of double scatter to single scatter 
increases from about 14 % at 500 key to almost 33% at 200 keV threshold {Fig 7.22}. 
Because double scatter events can occur at positions far from the target crystal, the 
scattered gamma rays contributing to these events could have undergone a large 
scattering angle, or have been attenuated in their track. In either case the scattered 
gamma ray could have lost a significant amount of its energy which will cause it to be 
rejected at higher energy thresholds. Accordingly as the energy threshold is reduced 
it, is quite normal to accept a greater number of double scattered events. 
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Mispositioning 
The problem of mispositioning needs to be addressed in analogue logic systems 
employed to identify the crystal of interaction. If two annihilation events occur at two 
crystal sites, the system could place the apparent location of the interaction at some 
average of all the crystals that absorbed the radiation, leading to a composite event 
shown at the wrong site (Fig 7.23}. In order to investigate mispositioning, a series of 
measurements of coincident events were taken with a pair of line sources (68Ge/68Ga) 
of 2 mm diameter and 170 mm length. The line sources were placed vertically in the 
FOV midway between the two detectors parallel to each other {Fig 7.24} and the 
separation between them was kept at 250 mm. The two line sources were initially 
placed 37 mm apart but this separation was gradually reduced to 6 mm. Coincidence 
data were collected for each point with a window setting of 20-250 ADC for 600 s. 
Mispositioning within the image plane would be seen by plotting the coincidence data 
of the parallel line source measurements (Fig 7.25-7.30), the profiles through the line 
sources as derived from the data are also shown {Fig 7.31-7.361. The planar images 
show the two parallel line sources viewed by detector columns 2&7,2&6,2&5,2&4, 
2&3, and 4&5. It is clearly noticeable that, as the two sources are brought closer to 
each other the valley between the peaks rises, but at the same time, the peaks are 
easily visible and separated out. 
The valley-to-peak ratio of the parallel line source images listed {Table 7.10}, shows 
that the peaks rise as do the valleys, when the two sources are brought closer an 
indication of crosstalk but the ratio remains the same. The valley-to-peak ratio only 
shows an increase when the two line sources are moved to columns 2&4 and 2&3 
suggesting inter-detector scattering and a shift towards the centre. The enhancement 
of the valley between the peaks includes a misplacement factor that cannot be 
separated out from the inter-detector scattering involved. However, this is better shown 
when the images of the two parallel line sources viewed by adjacent columns 2&3 and 
4&5 are compared with each other. There seems to be a grouping of some 
coincidence events towards the centre of the block but this remains quite low to be a 
problem in our measurements and is generally assumed to be negligible at low count 
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Figure 7.23 Origin and fate of two single events in a 8*4 block detector 
Figure 7.24 Setup for the measurement of mispositioning effects. 
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Figure 7.32 Profile of two parallel line sources at different positions 
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TABLE 7.10 Valley to peak ratio of two parallel line sources (±0.01). 
Columns Peak Count Valley count Valley/Peak ratio 
2&7 1143 78 0.07 
2&6 1218 90 0.07 
2&5 1364 96 0.07 
2&4 1615 248 0.15 
2&3 1777 451 0.25 
4&5 1797 799 0.44 
rates [Ger 90]. However, at high count rates, two or more photons could strike the face 
of the block within its integration time causing pileup as mentioned earlier. If the 
composite event is not large enough to fall outside the energy discrimination window, 
it will lead to mispositioning. This could cause the placement of coincidence events 
into incorrect positions leading to coincidence losses from outer to inner detector 
planes. The fraction of events mispositioned by pileup increase linearly with the activity 
in the FOV [Ger 91 ]. However, if the composite event falls outside the energy window 
it would be lost, reducing the statistical quality of the image. 
In order to obtain a measure of the degradation of spatial resolution due to the 
mispositioning and pileup, two parallel line sources (68Ge/68Ga) of 2 mm diameter and 
170 mm length were placed vertically in the FOV midway between the two detectors, 
one behind the other {Fig 7.24}. The separation between the block detectors was kept 
at 250 mm and the two line sources were 6 mm apart. If one looks at the parallel line 
sources along this direction, they overlap and their combined profile can be analysed 
to determine both FWHM and FWTM and compared with the profile of a single line 
source. The results obtained { Table 7.11) demonstrate that mispositioning causes a 
resolution loss in both FWHM and FWTM. Because the degradation of spatial 
resolution increases at higher count rates, this could cause a problem in a clinical 
environment. At present, post data collection techniques to compensate for the related 
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loss of resolution due to pileup is not available but attempts are being made to reject 
pileup events and reduce mispositioning by improving the system hardware and 
individual detector positioning [You 94]. 
TABLE 7.11 Comparison between LSFs of a single and double line sources. 
FWHM (± 0.4mm) FWTM (± 0.7mm) FWTM/FWHM 
Single Line Source 4.3 9.0 2.09 ± 0.8 
Parallel Une Sources 4.7 10.2 2.17 ± 0.8 
Fractional Change 9.3 % 13.3 % 3.8 %±1.1 
Discussion 
The positioning accuracy of the block detector and the algorithms used for identifying 
the crystal of interaction is one of the major concerns in designing PET systems [Wei 
86]. The response of the block detector to a collimated beam of 511 keV photons 
showed a spread around the average positioning values. The distributions from 
adjacent crystals can overlap, leading to possible errors in the event assignment. The 
spatial response of the detector crystals is improving from centre to the edge as the 
values of the FWHM and FWTM of the corresponding LSFs decrease towards this 
direction. This increase is caused by the fact that the central crystals are surrounded 
by more scattering medium and suffer more from the inter-detector scattering. The 
possibility of the spread of the scintillation light to the surrounding crystals is greater, 
since the central crystals are viewed by four PMTs, while the through slits restrict the 
light from the edge crystals to two PMTS. Finally the probability of mispositioning an 
event is higher at the centre than the edge as shown by the binomial Xpos distribution. 
The positioning accuracy and spatial resolution of the block detector is dependant on 
the method of identifying the individual elements in the block [Dah 88]. By creating a 
predetermined digital LUT whereby the regions of interest around each peak are 
obtained and a crystal index is assigned to all points within that region, a better block 
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positioning performance could be achieved. However, by implementing a method like 
the 2nd derivative method as a corrective procedure on the data obtained, resulting in 
a sharper decline of the outer wings of the LSFs, the scattering contribution can be 
reduced. Furthermore, by irradiating the block with betas, crystal to crystal scattering 
of the 511 keV annihilation photons could be eliminated allowing an insight into the 
positioning accuracy of the block. 
Although block detector systems have made high spatial resolution possible at a 
reasonable cost, they are subject to problems of mispositioning. Since a significant 
amount of time must be allowed for the integration of the scintillator light and the 
analog processing signal. Misplacement could occur if two annihilation events are 
detected at two crystal sites concurrently and the block system places a composite 
event at a wrong site, leading to placement of events from the outer to the inner 
planes. The fraction of events that are mispositioned increases linearly with the 
amount of activity in the FOV [Ger 90], but could be assumed to be negligible at low 
count rates. Most of the mispositioning of events are however due to scatter of the 
annihilation photon from one crystal to adjacent crystals. Implementing a number of 
mentioned methods could discriminate against the scattering events, improving the 
spatial resolution and its uniformity across the face of the detector block. 
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Casco e Gamma ray Coincidence 
The -y coincidence method is a technique of direct depth discrimination for observing 
the distribution of radioactivity within a layer of the subject without computerised image 
construction [Boe 82]. The decay of several radioactive isotopes is often followed by 
emission of two or more gamma rays in cascade. If two corresponding gamma rays 
are recorded with coincidence detectors, they must have originated from a well defined 
region in the common field of view, which is determined only by the collimator 
characteristics of the two detectors [Sch 70]. The major problem encountered with 
coincidence scintigraphy has been the reduced sensitivity due to the coincidence 
condition, with long scanning times required [Boe 82]; this needs to be reduced in a 
really practicable technique. 
The idea proposed [Spy 94 a] is to investigate the possibility of using a detector 
system such as a mini PET with multielemental capabilities developed to measure 
quantitatively and non invasively regional in-vivo tissue physiology, biochemistry and 
pharmacokinetics, to collect coincidence data from radionuclides that decay via 
gamma gamma cascade in order to map the activity distribution within a plane without 
computerised image reconstruction process . Although the reduced efficiency arising 
from the coincidence condition could be a problem, the fast electronics involved and 
the use of more than one detector in the scanning rig would make better use of the 
time available for data acquisition and improve detection limits [Spy 95]. 
Neutron Induced Gamma ray Emission Tomography 
There has been considerable interest to determine, not only the elemental composition 
of a biological sample but also the distribution of elements within it. The information 
sought may be related to the structure of the tissue in the particular volume of sample 
analysed or due to function where the uptake, binding and washout of compounds 
under study need to be located and quantified [Spy 96]. 
Page193 {Gamma-Gamma Coincidence} 
The field of neutron activation analysis can be used effectively to determine the 
concentration of a large number of elements by measuring the spectrum of the 
characteristic prompt or delayed gamma rays induced by irradiation. The emitted 
gamma rays are collected obtaining projections at a number of angles around the 
irradiated sample over 3600 and by applying the principles of reconstructed 
tomography, the elemental concentrations in a selected plane through the sample 
could be obtained nondestructively. This method, where either prompt or delayed 
gamma rays are detected in tomographic mode has been termed neutron induced 
gamma ray emission tomography (NIGET) [Spy 83]. NIGET has proved successful in 
providing useful information, especially for the nuclear industry where it has largely 
replaced hazardous invasive techniques [Raw 85]. 
In this Department the application of NIGET to non-destructive testing has created 
considerable worldwide interest. Two tomographic techniques have been developed 
and are being employed to obtain tomographic images of elemental concentrations of 
different matrices. The first method (prompt mode) based on the detection of prompt 
gamma rays emitted by the object during neutron irradiation allows also, the 
distribution of very short lived radionuclides to be imaged [Spy 87 a]. The second 
approach (delayed mode) involves the detection of delayed gamma rays, after 
irradiation, from the resulting unstable nuclides. The delayed mode, for example, has 
been used to determine the variation of neutron induced 24Na within a bone section 
and the extent of the diffusion of a preservative solution through wood by monitoring 
the distribution of arsenic and sodium which form the major constituents of the 
preservative [Spy 87 b]. Also the applicability of using NIGET (delayed mode) and 
gamma ray transmission tomography to study the elemental composition and 
distribution of different biological matrices nondestructively has been investigated [Sha 
94]. The experiments performed have included the in-vitro scanning of a variety of 
salivary duct and gall bladder stones as well normal and pathological human breast 
tissue. 
The main disadvantage of present tomographic systems applied, is that the number 
of elements that can be studied, in one activated specimen, is limited due to the long 
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scanning time required to collect enough emission data to reconstruct a tomographic 
image. Further work on NIGET would be dependent on ways of reducing the scan 
times, so that a practicable technique with multielemental capabilities, could be 
implemented [Spy 95]. 
The best way to approach this is to employ a multiple detector scanning system which 
could improve data acquisition rates to a degree that makes scanning of relatively 
short lived nuclides possible. It is in this context that use of the multi detector mini 
PET system has been proposed. Although this system makes use of coincidence 
circuitry for detecting back to back annihilation photons produced from positron 
emitters, it is suggested that it could be used for collecting data from radionuclides that 
decay by the emission of more than one gamma-ray energy in order to locate the 
radionuclide distributions in an activated sample. There exists a significant number of 
radionuclides, emitting gamma rays in cascade, which merit serious consideration in 
medical applications [Spy 94 b] 
Coincidence Timing 
In our measurements where the two gamma rays are emitted in cascade and the 
coincidence time window is of special interest, the system available does not allow us 
to change the window width [Nut 95] and the detection of the two gamma rays 
considering the intermediate time between the two cascading y rays of interest must 
fall inside the coincidence time window. The basis of the window setting has been 
that, it must be almost twice the timing resolution and about the same as the FWTM 
value. The timing resolution measurements here showed that the FWHM was 5.8 t 
0.3 ns and FWTM was 10.8 t 0.5 ns; the coincidence time window has been set at 
12 ns by CTI [You 93]. 
The basic function of the coincident processor is to determine which crystals have 
registered events within the same coincidence time window and to classify them as 
true coincidences [Bro 81]. The processor polls the bucket electronics in 256 ns 
cycles, to determine the occurrence of valid data, by checking if a flag bit has been 
set. The processor classifies bucket event data as prompt, if the timing marks from the 
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two events fall within the 12 ns coincidence time window. A delayed coincidence 
window is used to determine the number of random or accidental coincidences, here 
one side of the coincidence circuit is delayed with respect to the other by a larger time 
window of 128 ns [Hof 86 b]. The events in the delayed window are used to correct 
for random coincidences in the 12 ns window by on line subtraction during the 256 ns 
clock cycle of the processor. The software provided does not include the ability of 
recording the random rate on line. 
Energy photopeak measurement 
The isotope used in our work was "Co (T, = 5.26 years), it decays entirely by beta 
negative emission 99.88%, which leads to a two energy gamma-ray cascade of 1173 
keV and 1332 keV energies respectively [Led 78]. Approximately 0.12% of the beta 
disintegrations decay directly to the 1332 keV excited state of 60Ni. Therefore to a 
good approximation, it can be assumed that 100% of all beta disintegrations lead to 
the two gamma-ray cascade. An alternative source although not available at the time, 
which could have been used is 75Se, (T,, = 120.4 days), it decays by electron capture 
giving gamma ray cascades at lower energies of 136 and 265 keV (64%), 121 and 
280 keV (18%), and 96 and 303 keV (3%) with about 15% of the decay going directly 
to the ground state without any gamma-ray emission [Led 78]. A table of gamma 
cascade radionuclides which can be induced by neutron activation of biological 
samples or have been proposed for dray cascade studies is included (Table 8.1). 
The 60Co point source was placed at the centre of the FOV, along the central axis of 
the system midway between the two boards, the setup is similar to the calibration 
measurements {Fig 4.1}. By setting a broad window from 30 to 255 ADC a spectrum 
was collected for a set time. The spectrum of a block (BOB2) is shown{Fig 8.1 a}, 
although we can just identify the Compton edge and the two peaks of the isotope, the 
low energy resolution of the BGO detectors meant that we could not clearly distinguish 
between the two photopeaks of 60Co. The calibration curves for each detector shown 
earlier indicated that each block detector has a different energy range but the ADC 
range remains the same at 0-255. Measurement of coincidence events could therefore 
be carried out between two blocks by employing different energy windows for each 
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one, to pick out the peaks of interest. For example by placing two sources together, 
133 Ba and 137Cs which emit gamma rays at 356 keV and 662 keV, different windows 
were set on each board and used to detect the two gamma-rays respectively, resulting 
in a scan with different count rates in each board. 
The two energy windows of the system were employed, with the lower window set at 
130-170 ADC and the upper window set at 190-240 ADC for the opposing blocks in 
.1 b} (FN. ' 
order to detect the two energy photopeaks of 1.17 Mev and 1.33 MeThe energy 
resolution FWHM at the two energies are 36.6 and 37.1 13%. The spectra obtained 
from the two boards and the count rates involved during histogramming picked out the 
two peaks but did not resolve them clearly {Fig 8.2}. The problems remaining are that 
the two full energy peaks are very close to each other and appear at the end of the 
energy range that can be handled by the CTI PET system with 255 ADC being the 
maximum setting (1800 keV for BOB2). By narrowing the energy window also the 
detection efficiency drops and the counting rate is largely dependant on the chosen 
energy windows of the system. 
Image Acquisition 
The results of the previous approaches emphasised that cascade gamma rays can be 
recorded in coincidence and a dual window system could be implemented, However, 
there was poor efficiency because of the high energies of the "Co -f-ray lines. It is 
known that PMT gain plays an important role in the shape of the acquired spectrum, 
this is because it determines the number of counts recorded and therefore the 
efficiency of the detection system. In the case where cascade gamma-rays from a 
BOCo source are being detected, the energy photopeaks appear towards the maximum 
ADC setting, therefore, the gains and the discrimination levels need to be adjusted 
accordingly. The block initialization program set the energy discrimination levels to 250 
and 850 keV, this was done to detect the 511 keV as mentioned earlier. The two 
gamma-ray lines being detected (1.17 MeV and 1.33 MeV) means that the energy 
discrimination levels have to change, in order to avoid significant contribution from the 
one photopeak to the other different energy thresholds were set. The gain, LLD and 
ULD of each board was subsequently acquired for the new threshold levels. 
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Using the data obtained image acquisition of the 60Co point source was attempted. 
The two energy windows of the system were again employed but the lower and the 
upper windows were set to different values for the opposing blocks in order to detect 
the two energy photopeaks of 1.17 Mev and 1.33 MeV, separately. Scans were taken 
with the two blocks opposite each other in coincidence, the angle between the two 
detectors can be set at any value for the coincidence detection, but the most 
convenient angle in our setup is 180°. The 60Co point source (6.4 pCi - 236.8 KBq) 
was placed at the centre of the FOV 125 mm from each detector face in air and a 
scan was collected for a set histogram time. A narrow window of 923-1207 keV (130- 
170 ADC) was set for detectors on board 0 to collect the 1.173 Mev photopeak and 
1292-1564 keV (190-230 ADC) set for detectors on board 1 to collect the 1.332 Mev 
photopeak. The contributions of 1.17 MeV into 1.33 MeV and vice versa is calculated 
to be 10.1% and 5.7% ± 0.2, respectively. Two different methods were used for 
obtaining the contribution factor and shown in Fig 8.3. The planar image and the 3D 
representation of the point source {Fig 8.4} in addition to the tranaxial profile {Fig 8.5} 
are shown. 
The planar image of the point source includes unwanted scattering events, since 
scattering causes the deflection of gamma rays from its original straight direction, the 
scattering problem causes loss of contrast, blurring of the edges and increase in 
apparent radioactivity. Thus in order to obtain a more quantitative image and one of 
better quality, scattering radiation must be reduced if not eliminated. One way of 
estimating the scatter for efficiency corrections in a 'y coincidence system, is to 
acquire an additional image with the two energy windows set separately, one for the 
primary photopeak events and the other for the lower energy scattered events [Ven 
93]. If we assume that the contribution of the scattered photons collected in the lower 
scattering energy window is a reasonable approximation of the scatter contribution to 
be found in the full energy photopeak window [Jas 84], the subtraction of the scattered 
photons is done first then the scatter free data is used for image reconstruction, or 
both data sets are reconstructed to provide two images for both the primary and 
scattered photons and then the subtraction is made. 
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Table 8.1 Radionuclides suitable for y 6y cascade studies 
Nuclide Half-life Gamma-ray 
energies of 
interest (keV) 
Relative 
intensities(%) 
Ir In 
Lifetime of 
intermediate 
state (ns) 
73Se 7.1 hours 361-511 95-100 5 
244Am 10.1 hours 99-43 100-100 0.1 
48Cr 23.0 hours 113-308 95-100 7 
203Pb 2.2 days 279-401 100-85 0.28 
"Br 2.4 days 58-239 35-100 9.3 
199Hg 2.7 days 77-191 100-93 1.9 
120Sb 5.8 days 90-200 99-100 5.5 
181Hf 42.5 days 133-482 99.5-85 10.6 
75Se 120.4 days 121-280 64-84 0.28 
61Co 5.26 years 1173-1332 100-100 0.7(ps) 
13313a 7.20 years 81-356 100-91 6.3 
154 Eu 16.0 years 123-1278 100-100 1.18 
* 75Br 1.6 hours 287-511 49-100 30 
* 204Bi 11.2 hours 375-1203 100-99 260 
* "'In 2.8 days 173-247 100-100 85 
* 2370 6.8 days 59-208 94-89 63 
* 161Tb 6.9 days 26-49 100-62 29 
* 168Tm 85 days 198-448 100-100 110 
* 57Co 270.0 days 14-122 100-89 98 
* 4'Ti 48 years 68-78 100-100 153 
* Lifetime of intermediate state is longer than the coincidence time window. 
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The 60Co point source (6.4 pCi - 236.8 KBq) was placed at the centre of the FOV 125 
mm from each detector face in air as before and a scan was collected for a set 
histogram time with the windows set to 142-1020 keV (20-144 ADC) and 1020-1564 
keV (150-230 ADC) for the two blocks respectively. If the scattered photons are 
subtracted from the original data and the transaxial profile of the two data sets (before 
and after scatter subtraction) are compared {Fig 8.5-8.6}, we find that the FWHM is 
5.7 and 3.5 mm ±0.3 mm, respectively. There is a considerable improvement of almost 
40% in transaxial resolution of the scan, due to the reduction of the scattering events. 
Further narrowing of the two windows will also reduce the scattering in the image but 
results in a lower number of true coincidences detected. The maximum counting value, 
for example in a measurement time of 10 min in one LOR is 59 and in one detector 
block of 32 crystals is 456 counts. With this system better counting statistics would be 
possible if more blocks were used in coincidence either in a single ring or by using two 
or three adjacent detector rings. This will enhance the overall efficiency by increasing 
the detector cross sectional areas and could allow inter ring combinations but with 
greater loss in axial resolution [ Spi 881. The main factor that limits the use of high 
activity in coincidence measurements is the corresponding increase in random pulses 
and dead time {Fig 5.4} [Ger 88]. 
Random Events 
Random events are by definition ones which are from unrelated annihilations. By 
increasing the time window, the probability of measuring a random event also 
increases. The randoms rate of our block detector measurements would be very small 
because of the low activity. This could be approximated [ Raj 94] by the following 
equation: 
R= S1 S2 2ti 8.1 
where S, and S2 are the singles rates on each detector and 2ti is the coincidence time 
window. 
The results of a ten minute scan have shown the total number of coincidence events 
collected by the system to be 0.76 ± 0.2 cps with the random rate calculated as 
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4.5*10' cps. Therefore the random / trues ratio is negligible for the 60Co source activity 
used and is not a problem in our measurements. However with coincidence 
scintigraphy systems that have reduced sensitivity random events pose a major 
problem [Sch 70]. If the number and efficiencies of the coincidence detectors are kept 
constant during the measurement, then the ratio of the true coincidence rate to the 
random coincidences rate has been quoted [Hel 79] to be: 
T1 
_A R 4Ati 
8.2 
where A is the activity of a point source (Bq) in the focus emitting two y rays and 2ti 
is the coincidence time window, T and R are the true and random coincidence rates 
respectively. 
True coincidence events are usually calculated by on line subtraction of random 
events from prompt events. Thus according to equation 8.2, for a point source the 
upper limit of activity (for n, = n, ) would be around 1000 pCi (37 MBq) for the 12 ns 
coincidence time window set. In the case of in-vivo applications there will be activity 
outside the coincidence field so that random pulses will be generated which are not 
considered in equation 8.2. If the activity outside the FOV is 10 times that inside [Hel 
79], the maximum activity of the point source inside the focus must be reduced up to 
a factor of 100 to 10 pCi because the random pulse rate depends on the square of the 
activity. 
Fcienrcy Enhancement 
A feature that is not available on our system is cross plane LOR; if direct LOR are the 
number of coincidences that occur between two directly opposing detectors then cross 
LOR are those coincidences occuring with the remaining detectors in a row or column. 
The new system with its digital front end electronics has been designed to provide fast 
digitization of the PMT signals for digital event sorting without seriously degrading the 
count rate performance. The use of digital data adds a great deal of flexibility to the 
detector determination process through the use of customised digital LUTs. Since in 
order to increase the system sensitivity no septa have been employed between 
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detector planes, an option of 1 NN (Nearest Neighbours), 3NN and 8NN has been 
provided to include other coincidences that are detected {Fig 8.7}. The relative 
increase in efficiency of the system for the three scanning modes to the direct LOR 
has been reported to be by a factor of 1.6,4.26 and 6.80 ± 0.10 respectively [Sar 94]. 
However, by enhancing the tomographic modes, the ability of the system in detecting 
scattered photons increases accordingly resulting in an increase of the recorded 
scatter fraction. Imaging with the new generation PET system with its fast electronics 
which employs a ring or a multi ring of BGO block detectors would further enhance the 
overall efficiency. 
(a) 
(b) 
(c) 
Figure 8.7 Three different coincidence options of a) iNN, b) 3NN and c) 
8NN between opposite crystals. 
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An increase in true coincidence counting rate is also attainable by use of radionuclides 
that emit more than two cascade gamma rays per decay, but separation of various 
peaks would be a problem if very close to each other. The application to NIGET has 
therefore obvious drawbacks, there are few radionuclides produced from capture of 
thermal neutrons that decay by emission of positrons, and even in photoactivation 
analysis where the decay of proton rich radionuclides yield positron emitters, there 
may be a problem in separating isotopes via coincidence detection of annihilation 
events because of similar half lives. 
Setting the window of each coincidence detector over the exact position of the 
photopeak concerned reduces recorded scatter. Recently computer packages have 
become available that allow interactive gamma ray coincidence analysis on small 
computers. This would either allow the user to adjust the window gates that have been 
set until the best results emerges in one uninterrupted working session [Omt 95] or 
allow an automated peak searching and fitting of data by finding all possible coincident 
photopeaks contained in the given gamma ray spectrum [Smi 94]. This will attempt to 
order the cascades based on one or two given y rays, with the condition for a valid 
cascade being that every y ray in the set is in coincidence with every other 'y ray in 
the set. The most intense cascades would be found first, with cascades of decreasing 
strength being produced successively. Such an algorithm may in future be applied to 
a gamma gamma coincidence techniques to improve the detection efficiency. 
Introduction of Collimators 
The use of lead or tungsten septa between neighbouring detectors has long been 
suggested as a remedy for inter-detector scattering in PET systems [Hol 85] but its 
use in gamma-gamma coincidence [Kou 82] using positron emission tomography 
needs to be considered [Spy 95]. However, it should be remembered that the use of 
septa will reduce the geometric efficiency of the system due to the replacement of 
detector materials with septa, and there is a problem of photons scattering from the 
high Z septa into the detector crystals. 
It was earlier stated that, when a point source in air is imaged all the crystals are 
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exposed to a flux of 511 keV photons, and there is an exchange of inter-detector 
scattering events among all the crystals. In addition there is a contribution from the 
oblique gamma rays which pass through the crystal directly viewing the point source 
to one of the immediate neighbouring crystals. Assessing the loss of spatial resolution, 
a collimated beam of annihilation photons was directed toward the centre of two 
opposite detectors (target crystals), all the events detected by the detector crystals 
apart from the target crystal were considered to be inter-detector scattering events. 
The lower energy threshold in PET is normally set to 250 keV [Spi 92], this will 
discriminate not only against the 84 keV characteristic X-rays from the bismuth in the 
BGO crystals, but also the 74 and 85 keV X-rays from the lead collimator induced by 
the 511 keV annihilation photons [Bet 85]. Comparing the scan of a collimated point 
source (Fig 6.2 & 6.6) and a scan of a point source in air (Fig 6.1 & 6.5), the image 
of the collimated point source although not completely scatter free, there was a 
considerable improvement and the transaxial FWHM had reduced from 3.7 mm to 2.8 
mm ±0.3 mm. Importantly, in the scan of the collimated point source there are no such 
oblique gamma ray events recorded because the collimator would not allow oblique 
rays to enter the neighbouring crystals. 
The 'electronic collimation' provided by the coincident detection of two annihilation 
photons (at almost 180°) along the LOR between two opposing detectors is lost in 
cascade detection. This means that the events recorded in the pixels located in the 
vicinity of the pixel of interest (representing the target crystal in an image matrix) {Fig 
8.4} are not just inter-detector scattering events but also true events imaged by 
neighbouring pixels. Physical collimation to define a plane through the object, will have 
to be provided for at least one of the detector blocks set in coincidence, this will in turn 
degrade the absolute efficiency of the system but improve resolution. 
Collimator Design and imaging 
The aim of the experimental setup was to be able to irradiate a chosen detector 
crystal (target crystal) without irradiating any other detector crystal in the block. The 
primary factor in the design of the collimator hole was its ability to confine the incident 
photon within the target crystal, and not allow the direct, non-scattered, gamma rays 
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to penetrate from the primary crystal to the adjacent crystals, provided the incident 
gamma ray is directed towards the centre of the target crystal. 
The maximum thickness of lead that the mechanical workshop could drill a 2.0 mm 
diameter hole was 50 mm, this is thick enough to attenuate 96.0% of the 1332 keV 
and 97.2% of 1173 keV photons. At the far end of the target crystal, the 2 mm 
diameter by 50 mm long collimator hole covers an area which does not extend beyond 
the boundaries of the target crystal. Two separate multi-hole (an array of 8 by 4) lead 
collimators were made for the opposing detector blocks (Fig 8.8}. The collimator holes 
were aligned in front of the detector face using a flood source, the singles and the 
coincidence count checked at every stage. In order to irradiate a particular crystal or 
two opposing crystals in coincidence having adjusted the collimator holes on detector 
crystals, one needs to adjust the point source in order to obtain the best position 
possible for the target crystal. The search for the best position in targeting the centre 
of detector crystals results in the highest number of counts in the target crystal and 
the lowest number of counts in the neighbouring crystals. This was done using the 
scanning rig (Fig 4.18 a) moved in 0.5 mm steps and the coincidence counts checked 
at each step. 
Using the dual energy window procedure outlined, image acquisition of the 60Co point 
source was attempted with the collimators in place. A narrow window of 923-1207 keV 
(130-170 ADC) was set for detectors on board 0 to collect the 1.173 Mev photopeak 
and 1292-1564 keV (190-230 ADC) set for detectors on board 1 to collect the 1.332 
Mev photopeak and the 60Co point source (6.4 pCi - 236.8 KBq) was placed at the 
centre of the FOV 125 mm from each detector face in air. Initially, a 6*103 s histogram 
scan was taken utilizing the four blocks, two opposing each other in coincidence, but 
the collimation was placed on one side only. The planar image and the 3D 
representation of the point source (Fig 8.9} of the two coincident blocks are shown. 
The planar image of the point source still includes unwanted scattering events, 
although there is a marked reduction. The number of counts detected by the 
neighbouring crystals horizontally compared to the uncollimated data has dropped from 
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27% and 17% to only 7.7 and 5.1 %, repectively, of the targer crystal count. However, 
the use of the collimator has reduced the geometric efficiency of the system and some 
scattering of photons detected by surrounding pixels, may also have been caused by 
the high Z collimator. To avoid such errors, physical collimation to define a plane 
through the object, will have to be provided for both detector blocks in coincidence, 
but this would further reduce the efficiency of the system. Following the same 
procedure as above employing the 185-210 ADC and the 225-250 ADC windows, a 
scan was collected for a histogram time of 3*104 s, with both detector blocks in 
coincidence collimated. The planar image and the 3D representation of the point 
source (Fig 8.10} are shown. The sharp image of the 60Co point source obtained using 
the gamma-gamma coincidence technique, has resulted in a dramatic reduction in 
recorded scattering events to background levels as expected. The profile of the three 
data sets (before and after collimation on one and both sides) are shown in Fig 8.11, 
the spatial resolution FWHM is 5.7,3.8 and 2.4 ± 0.2 mm, respectively. The collimator 
reduces recorded scattering events and the transaxial resolution of the scan improves 
by almost 60% when collimators are used on both side. Nevertheless, this has been 
achieved at the cost of efficiency. The absolute efficiency of the block degraded from 
2.28*10-2% when "Co was imaged in coincidence without collimation to 7.30*103% 
when both collimators were employed (Table 8.2}, resulting in a much longer scanning 
time. 
NIGET has hitherto been performed using a single high energy resolution Ge detector, 
which for good spatial resolution requires a long collimator (with typically a1 or 2mm 
diameter aperture), this degrades the absolute efficiency [Spy 95]. The collimator 
geometric efficiency (independent of the energy of the gamma rays) for a 50mm 
collimator length (2mm hole diameter) was found to be _1.2*10"4 for a detector face 
to object distance of 125 mm giving a spatial resolution of FWHM 6.5mm. A spatial 
resolution of FWHM 3mm can be obtained with a1 mm diameter hole collimator at the 
same detector face to object distance but the collimator geometric efficiency drops to 
-3*10-5 [Sha 94]. As the intrinsic efficiency of a Ge detector for the 1.332 MeV energy 
is . 2*10-3, the absolute efficiency of the collimated detector system (-6*10-6 ) is 
comparable to the BGO detector system but the latter allows position sensitive 
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information to be recorded through an 8 by 4 array of detectors. In addition if a poorer 
resolution can be tolerated by using one collimator on the BGO block pair of detectors, 
then the efficiency is considerably greater (1.1 *10-4) than the Ge detector and the 
spatial resolution is of the same order. 
Table 8.2 Block detector efficiency 
Single block 60Co y-y Collimator Collimators 
Coincidence on one side on both sides 
Absolute 1.52*10" 2.28 *10-2 1.1 *10"4 7.3*10-6 
efficiency (%) 
Error ±4*10.3 t2*10-4 ±3*10.5 ±3*10.7 
Discussion 
The yy coincidence technique has been presented as a possible avenue for future 
work. The relatively good detection efficiency of the scintillation blocks and the lack 
of image reconstruction procedure makes such a system attractive for adoption to 
NIGET. However, there are few suitable radionuclides and there may be a problem 
in separating isotopes via coincident detection of annihilation events because of similar 
half lives, this is further complicated in the CTI system by its ADC range and 
associated noise limitations. On the other hand the possibility of counting in 
coincidence, two gamma rays emitted in cascade from the radioactive object is worthy 
of consideration. This does however need alterations to the coincidence resolving time 
window for a number of radionuclides of interest in medical and non-medical use. 
It is also important to note that each individual crystal element in a detector block has 
a different spatial resolution (the FWHM of the spatial response to a point source or 
a line source which is scanned across the face of each crystal element), as well as 
different energy resolution and absolute efficiency. This is due to the position of the 
crystal element in the detector block, central or edge, and its geometric relation to the 
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four PMTs which view the whole detector block. For accurate quantitative 
measurement the characteristics of each crystal element in each block, for all blocks 
employed in the scanner, must be obtained for correction and normalization of 
concentration values. As expected, however, the variations in the overall performance 
from detector block to detector block are smaller. Imaging with the new generation 
PET systems should reduce some of these non-uniformity problems. 
Image enhancement packages could also be applied to the available data, by 
maximising the minimum absolute contrast to noise ratio (CNR) [Sol 92]. This will look 
at each pixel and observe its change with time, recognising signal pixels and noise 
pixels and finding the corresponding CNRs. A composite image is then formed in 
which the smallest signal is enlarged and the CNR is enhanced. The maximum CNR 
filter has its roots in signal processing but has been recently applied to MRI images 
[Sol 96] offering medium enhancement. 
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Sununary and Discussion 
Conclusions 
The traditional way of detecting the annihilation photons in PET has been the coupling 
of a single PMT to each individual detector. Due to the relatively large size of the 
scintillators used in low resolution systems, it was possible to pack a large number of 
detectors without being limited by the PMTs. In high resolution PET the number of 
PMTs had to be reduced due to their relatively large size compared to the individual 
scintillators. CTI1Siemens and other manufacturers have developed block detectors 
whereby, a matrix of 32 small BGO detectors is coupled to four PMTS via a slotted 
light guide. The slots in the light guide are cut in such a way that each of the 32 
detector elements can be identified by a unique combination of signals in the four 
PMTs. 
Block detectors provide PET with the means to perform rapid multiplane studies with 
high accuracy and precision. Reductions can be made in both axial and transaxial 
dimensions of the crystals without the need for smaller photomultipliers. Better optical 
coupling between small detector crystals and larger PMTs, produce higher light 
outputs for faster time resolution and better energy resolution. A smaller number of 
photomultipliers should result in improved reliability, although failure of any one 
photomultiplier will have a more serious effect. A potential problem in the block is the 
gain stability; it was seen that if a drift in one of the four PMTs occur, the performance 
of the detector will be severely affected, causing loss in data as well as mispositioning. 
Current implementation on the present block detector PET system requires a simple 
but yet accurate method of system calibration for balancing the tube gains. It was 
seen that by exposing the block to a flood source of activity, the average pulse height 
in each of the four tubes could be calculated and based on the differences in these 
numbers, threshold or gain readjustments could be made in the calibration process. 
Regular quality control would allow the user to know that a PMT is failing thus allowing 
time to schedule its replacement. 
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Variations in light collection, the photocathode sensitivity and inter-detector scattering 
account for the variations in efficiency, energy and spatial resolution over the face of 
the detector block. Since the outer crystals are positioned over the edge of the PMTs, 
which lead to a relatively poor light collection, and also they view the less sensitive 
area of the photocathode, they have relatively poor energy resolution and their full 
energy photopeaks appear at a position much lower than the central crystals. The total 
energy spectrum for the block appears to have a rather broad photopeak, this is really 
due to the differences in light collection from each crystal. The global spectrum could 
be misleading, in that what appears to be a Compton plateau could be photopeak 
events from the detector elements on the outer edge of the 2D array. The underlying 
spectra from the individual crystals show better energy resolution for the central 
crystals (19% ±3 for a central crystal R3C5), than the outer crystals ( 37.3% ±3 for 
a corner crystal R1 C8), this is basically due to the differences in the optical coupling 
between the crystals and the active areas of the PMTs. 
The low relative efficiency of an outer column (intrinsic efficiency of column 1 is 15.5% 
± 0.5) compared to a central column (intrinsic efficiency of column 4 is 45.7% t 0.5) 
indicated strong non-uniformity, this was confirmed by scanning a plane source. The 
relative low efficiencies of the outer (edge and corner) to the cen al crystals were 
suggested to be the result of escape of incoherently scattered photons out of the 
detector block. These photons cannot be detected by the outer crystals due to the 
small number of crystals that surround them and the rejection of these low energy 
events by the energy threshold set. The efficiency modulation of the crystals as a 
function of the energy threshold showed the dependency of the efficiency of individual 
crystals on the energy threshold and the importance of employing normalization and 
uniformity correction factors which at least have been acquired at the same energy 
threshold as the acquired data. 
It was shown that the lower energy threshold (LLD) and the upper energy threshold 
(ULD) should be altered and set according to the peak position instead of the preset 
fixed values normally used. Furthermore, setting the LLD and ULD threshold of the 
energy discrimination window based on the total block spectrum only, could result in 
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the contribution of some crystals being severely depressed. To take advantage of the 
good energy resolution of the individual crystals, a logical improvement in the block 
system would be to use a signal processing technique that allows the setting of unique 
individual energy discrimination windows centred on the photopeak of each of the 32 
crystals in the block. This however needs directly digitizing the PMT outputs and 
associated hardware to perform the pulse shape analysis. An interim solution would 
be to setup two energy thresholds, one for the inner crystals which have a higher level -x 
of light collection and another for the outer crystals. 
The spatial response of the detector system indicates how well individual detectors 
can discriminate between different positions of a radioactive source. By moving a 2mm 
line source axially and transaxially in 1 mm steps and placing a shield in front of all 
columns/rows other than the one being tested, the spatial response of each 
column/row was also investigated. Variations in the shape of the LSFs and 
deterioration of the FWHM (11.2 ±1 mm for column 1 and 15.5 ±1 mm for column 5) 
and FWTM (27.0 ± 1.2mm for column 1 and 31.7 ± 1.2mm for column 5) as the line 
source was moved towards the central crystals, was caused by two dominant factors, 
the statistical variation in the amount of scintillation light reaching the PMTs and the 
Compton scattered photons that spillover into nearby crystals. The major difficulty in 
achieving both high resolution and high detection efficiency is the requirement of a 
small detector to fully absorb the 511 keV photon within its volume, thus minimising 
Compton scattered photons and also their escape into neighbouring detector crystals. 
Undoubtedly, in determining the geometric dimensions of crystal elements, the amount 
and the effect of inter-detector scatttered events must be seriously considered. CTI are 
now using Monte Carlo simulations of inter-crystal scatter effects for evaluating and 
optimizing the design of the detector systems (Sha 961. 
Implementing the already mentioned dual energy threshold scheme based on utilizing 
a higher energy threshold for the inner detector crystals could reject the scattered 
events which are currently detected in the wide energy window uniformly set for all the 
detector elements, and could also discriminate against inter-crystal scattering events. 
It was also proposed that the reduction of the scattering contribution in the tails without 
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overestimating the contribution of scattered events could be done by implementing a 
double differentiation process. This reduced FWHM (9.7 ±1 mm for column 1 and 14.6 
±1 mm for column 5) and FWTM ( 19.1 ± 1.2mm for column 1 and 26.4 ± 1.2mm for 
column 5) and more importantly the FWTM/FWHM ratio tended towards the Gaussian 
ratio, an indication that the scatter component is reduced in the spatial spectra. To 
verify the contribution of scattered events in the tails of the positioning response 
functions, collimated gamma and beta source data were taken and compared. The 
beta particle results were better especially for the central crystals, the FWHM (9.0 ± 
1 mm for column 1 and 7.8 ±i mm for column 5) and the ratio of FWTM/FWHM for 
beta measurements improved relatively, approaching the Gaussian ratio. Since the 
electrons penetrate less in BGO than the annihilation photons, this allowed better 
detector column/row identification, less overlapping and narrower distributions. Having 
shown that the interactions of the annihilation gamma rays with the imaging detector 
mimic those of the betas, there is potential for beta negative imaging in medical 
applications [Lev 96]. There were however some background events spread uniformly 
throughout the detector positioning due to the bremsstrahlung contribution. With the 
annihilation photon spectra, there needs to be a reduction of the scattering contribution 
and a sharper decline of the outer wings of the LSF. It was proposed that this could 
be done either by the beta generated LUT or by implementing a second derivative 
method predetermined LUT as a corrective procedure on the data obtained, resulting 
in and reducing the scattering contribution. 
When two annihilation quanta simultaneously interact with opposing detectors, within 
a coincidence time window, a coincidence event is registered. The electronic 
collimation offered reduces unwanted scattering events. However the energy spectra 
observed from a point source for the crystals other than the target crystal represented 
inter-detector scattered gamma rays. The fraction of counts in the scattered peaks 
(neighbouring crystals) compared to the central crystal were 13.6 & 13.3 % for the two 
crystals on either side and 3.7 & 3.5 % for the crystals on top and bottom of the target 
crystal. As the neighbouring degree of the crystals, comprising the detector block, with 
respect to the target crystal increased ie. first, second, third neighbours and so on, the 
shape of the energy distribution of the inter-detector scatter varied. The transformation 
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for two remote crystals in the row of interest was almost flat with no strongly 
distinguishable energy photopeak. The fraction of counts for the remote crystals 
compared to the target crystal were 0.05 %. 
The presence of inter-detector scattering was further highlighted by collimating the 
point source on one of the detector crystals in coincidence. The four neighbouring 
pixels introduce positioning errors in localizing the target crystal pixel, the 
mispositioning caused by such inter-detector scattering events would be one pixel 
width or height which is half of the crystal dimensions. When the profile of the point 
source in air and the profile of the collimated point source were taken transaxially, it 
was found that the FWHM reduces from 3.7 to 2.8 mm ± 0.3 mm, a considerable 
improvement of almost 25% due to the reduction of the scattering events. However 
since the crystals are 5.62 mm transaxially we should be able to separate the crystals 
without physical collimation; this was confirmed by using two line source scans. 
An investigation into attenuation was also carried out with the two detectors in 
coincidence but the source located in various phantoms. By comparing the images of 
a line source in air, in a perspex phantom and in a teflon phantom, it was found that 
the measured attenuation data were affected by the detection of photons that have 
been Compton scattered in the object being measured. Scatter affects the 
transmission scan data by causing detector pairs to register more events than the 
linear attenuation coefficients of the material between the detectors would predict, 
making it appear as if there was less attenuation. The scatter fraction involved was 
calculated based on an artificial attenuation process and found to be 47.1 ± 2.4% and 
56.0 ± 2.5% for the two phantoms respectively. Since the acceptance of the scattered 
events causes an underestimation of the attenuation, scatter correction was attempted 
using a horizontal line source perspex phantom. The scatter corrected ACFs were 
found to be in good agreement with calculated ACFs for the varied attenuation 
thicknesses. 
Raising the lower energy discrimination threshold could exclude the scattered radiation 
but would also significantly reduce the number of true events acquired. Addition of 
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septa to the electronic collimation would also cut scatter but at the cost of reduced 
efficiency. Deconvolution scatter correction techniques are available but these add 
statistical noise to the data and are very time consuming, unlike the correction method 
suggested. This has been shown to be effective in restoring the attenuation correction 
factors to values very close to the calculated ones. 
The key advantage and primary motivation of the development of the block and all two 
dimensional array detectors for PET [Cas 86, Wei 86, Ed 87, Min 87] is their potential 
to cost-effectively provide very good spatial resolution with closely spaced tomographic 
image planes, which has meant cutting the block of BGO crystals into even smaller 
detector elements. By scanning a line source axially and transaxially in 0.5 mm steps 
the spatial resolution of each column and row was measured in coincidence (4.2 t 
0.4 mm for column 1 and increasing to 4.8: t 0.4 mm for column 4). The difference in 
the rate of change, from the edge to the centre, between the FWHM and FWTM of the 
LSF's of the crystals is reflected in the ratio of the FWTM/FWHM which is increasing 
from the edge towards the centre, the edge having greater tendency towards a 
Gaussian distribution than the centre. These variations were related to the fact that the 
inner crystals are surrounded by more scattering medium and consequently suffer 
more from inter-detector scattering and the possibility of the spread of the scintillation 
light to the surrounding crystals. The effect of an offset on the spatial resolution was 
also measured. A line source was moved transaxially in 0.5 mm steps between the 
two boards each containing two blocks with different fields of view (25 degrees off 
axis at a separation of 250 mm), and repeated when the offset was corrected by the 
mechanical workshop. The off axis geometry had produced a broadening of the LSF 
from 4.7 to 6.9 ±0.4 mm FWHM and from 11.0 to 15.7 t 0.7 mm FWTM. It was 
however reported that an off axis of 2 degrees remains and as a result some distortion 
would be introduced into our measurements. 
When experimenting with small crystal elements which have dimensions of the order 
of few mm, it is desirable to have thinner line sources for measuring the LSF of the 
detector. The disadvantage of using a commercial sealed line source, is that one has 
to accept its geometric or physical property (ie length, size, the type of radionuclide 
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and the amount of activity) and to prepare the experimental set-up accordingly and 
consequently this could effect the results obtained. In order to overcome this problem 
and to eliminate the introduction of preventable errors into the experimental results, 
preparation of capillary line sources has to be considered. However sealed line 
sources are utilized by most research institutes because of their long half lives and 
positron range like 68Ge, short lived radionuclides like 18F although ideal were not 
available at the Department. 
Reducing the size of the detector crystals in order to achieve better spatial resolution 
is constantly talked about but this would result in an increasing contribution of 
scattered events, a factor that has to be considered and a balance reached. 
Furthermore, increasing the number of crystals by cutting smaller crystals in a single 
detector block requires a bigger number of cuts, reducing the geometric efficiency of 
the system by replacing detector material with cuts or grooves (air). There are a 
number of improvements that are now being implemented by the manufacturers in 
order to increase the positioning accuracy [Nut 95]. Refinement of the manufacturing 
techniques used to make the BGO scintillator material has resulted in better uniformity 
and increased light output, which directly effects the statistical component of the event 
positioning process [You 94]. These improvements are continuing, but not at the rate 
that has occurred in the past, and improvements may eventually be governed by cost, 
not the technology, of making higher quality BGO. In addition, there is an active 
search for new scintillators which may result in a material that combines a high atomic 
number with light output and fast timing properties [Cas 96]. 
A pileup event occurs when two or more photons strike the face of a block within the 
electronic integration time. Many of the physical requirements for a block detector 
system, such as its finite stopping power due to the small detector element, non 
uniform delivery of light to the photomultipliers, and large energy discrimination 
windows to compensate for poor and non uniform energy resolution, allow many pileup 
events to be accepted as valid data. In detection systems which employ a 2D matrix 
of crystals (block detectors), the scintillation photons from all crystals are collected and 
processed as a single, composite event during the signal integration time. However, 
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at low count rates it is unlikely that more than one crystal will scintillate during this 
integration cycle. Misplacement occurs when two annihilation events occur at two 
crystal sites and the system places the apparent location of the interaction at some 
average of all the crystals that absorbed the radiation, leading to a composite event 
shown at the wrong site. This could lead to placement of events from the outer to 
inner planes and a maximum misplacement near the centre of the array. Since valid 
events in an array detector occur only in a limited pulse height range for a detector 
element, by setting different pulse height energy ranges for the central or inner, and 
border or outer crystals, events outside these energy ranges would be excluded and 
consequently a greater amount of pileup events could be rejected. 
Mispositioning was investigated with a series of measurements of coincident events 
from a pair of parallel line sources. As the two line sources were moved ever closer 
to each other the valley between the peaks was raised, but the peaks could still be 
separated. The rising valley between the peaks suggested inter-detector scattering and 
a shift towards the centre. This increase was only noticeable when the images of the 
two parallel line sources were viewed by adjacent columns 2&3 and 4&5 and 
compared with each other, indicating grouping of some coincidence events towards 
the centre of the block. Although misplacement was found to be negligible in our 
measurements, at significantly higher data rates this can become a serious problem 
[Ger 91] and hardware rejection of such pileup events would be a useful consideration 
in future system designs. In order to obtain a measure of the degradation of spatial 
resolution due to mispositioning and pileup, data at ninety degrees relative to that 
used previously were also considered. In the new arrangement the two parallel line 
sources were placed one behind the other 6 mm apart. If one looks at the parallel line 
sources along this direction, they are overlapped and their combined profile compared 
with the profile of a single line source demonstrated a resolution loss in both FWHM 
(by 9.3%) and FWTM (by 13.3%). At present, post data collection techniques to 
compensate for the related loss of resolution due to pileup is not available but 
attempts are being made to reject pileup events and reduce mispositioning by 
improving the system hardware and individual detector positioning. 
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Count rate response and deadtime is most easily measured by detecting the response 
to a decaying source with a short half life, this could be done for example with a flood 
source filled with18F and the activity allowed to decay while the counts are measured, 
over a period of more than six half lives. However such sources of relatively short half 
life were not available for our work and the deadtime was measured by looking at two 
sources individually and in combination and found to be 2.75 ± 0.3 Ps/event on 
average. A maximum singles count rate of about 12000 cps per detector has been 
reported [Ger 88] although the system is usually operating at lower count rates, 
employing a nonparalyzable model the deadtime loss is 3.5%. However, since two 
detectors must be ready to take data for a true coincidence, the probability that both 
detectors are live is required. At 12000 cps the single detector live time is 96.5% and 
therefore, the coincident pair has 93.2% live time or 6.8% deadtime. Quantitation 
without deadtime correction would lead to underestimation of the activity concentration, 
this becomes more important at high count rate studies using short lived radionuclides. 
Coincidence timing is one of the critical issues in PET and is a measure of accuracy 
in time within which two simultaneous events can be detected by the detector pair. In 
order to detect true coincidences it is therefore necessary to set a coincidence time 
window which is larger than the time resolution of the detector system. Ideally, when 
the two detectors are struck by the two annihilation photons, they should both trigger 
the pulse height discriminators at the same time, therefore, the time factor between 
the two events must be measured. The time resolution of the block detector was 
measured against another block detector using a decaying line source and employing 
a conventional fast-slow timing circuit to view a fast timing signal and a slow energy 
signal provided by each detector. The coincidence time spectrum obtained between 
the two blocks of BGO detectors showed a FWHM of 5.8 ± 0.3 ns and a FWTM of 
11.0 ± 0.5 ns when the energy window was set around the peak. The scale was 
calibrated by acquiring a second spectrum with an additional 63 ns delay. The system 
coincidence window of 12 ns is rightly set, if the timing distribution curve is Gaussian, 
more than 98 percent of the true events would fall within the coincidence window from 
a centred point source [Dah 88]. Further measurements were carried out to see the 
effect of the energy window setting on the time resolution, enlarging the window 
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selection increased the time resolution FWHM to 6.1 ± 0.2 ns, but leaving the window 
selection open increased the time resolution FWHM from 5.8 ± 0.2 ns to 6.7 ± 0.2 ns, 
a clear indication that energy selection is necessary. The coincidence time resolution 
of the block detector has dramatically improved relative to its own precursor [Hof 86 
b] and is competitive with other BGO systems [Der 87 a]. The accidental coincidence 
background within the measurements made was very small, however a maximum 
accidental rate equal to 16% of the true count rate has been measured [Hof 87] for 
75 mCi ( 2.77*109 Bq) bolus injection of "O-water. The value of better timing 
resolution is that the magnitude of the accidental coincidence background would be 
reduced. Although the CTI 831 prototype does not, all new CTI block modules 
measure the accidentals in parallel with the trues and subtract them on line [You 94]. 
The feasibility of using a detector system such as the small diameter PET system 
(RAT PET [Raj 94]) with multielemental capabilities to collect coincidence data from 
radionuclides that decay via gamma gamma cascades, in order to map the activity 
distribution was investigated. Using 60Co which emits two gamma rays in cascade of 
energies 1173 keV and 1332 keV and employing the two energy windows of the 
opposing blocks separately in order to detect the two energies, the gain, LLD and ULD 
of each board were varied for higher energy threshold levels. The "Co point source 
was imaged by setting narrow windows of 923-1207 keV (130-170 ADC) and 1292- 
1564 keV (190-230 ADC), and a planar image was obtained but this contained 
unwanted scattering events which causes loss of contrast. There will also be a 
contribution from the other Tray (1.17 MeV into 1.33 MeV and vice versa), this is 
calculated to be 10.1% and 5.7% ± 0.2 % respectively. Recent commercial PET 
scanners allow two energy windows to be set for collection of data, one for the full 
energy photopeak region and the other at a lower energy in order to estimate the 
scattering contribution. The system could be modified by using physical collimation 
(multihole collimator) to define a plane through the object, which improves the spatial 
resolution but will in turn degrade the absolute efficiency of the system. Two separate 
multi-hole (an array of 8 by 4) lead collimators were made for the opposing detector 
blocks. Using the dual energy window procedure outlined, an image of the 60Co point 
source was acquired initially with collimation placed on one side only and then with 
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both detector blocks in coincidence collimated, the spatial resolution improved by 
almost 60% resulting in a reduction of FWHM from 5.7 to 3.8 and then 2.4 ± 0.2 mm, 
respectively. However, this was achieved with a much longer scanning time since the 
absolute efficiency had dropped from 2.28*10-2 %± 4*10-4 to 7.3*10"6% ±3*10-7. 
Suggestions for extension of the work 
The block detector has a number of important immediate advantages and some 
drawbacks in this current implementation; a first step in improvement of the 
performance of the block would be a digital implementation of the system in order to 
realize the full potential of the concept. Using flash ADCs allows performing the 
processing digitally instead of the analogue discriminators used for energy 
thresholding and detector identification. A microprocessor could perform the calculation 
of the positioning parameters, and from data stored in PROMs, it could then determine 
the detector of interaction. In future development, the predetermined LUT for detector 
identification, specific for each block, could be implemented. CTI Siemens have been 
contacted regarding digitization of the present system, this involves upgrading the 
circuit boards and the associated software. CTI have further suggested that the four 
BGO block detectors could also be changed to the new ECAT EXACT HR modular 
blocks [Nut 95]. These have an 8*7 matrix of pseudo-discrete elements cut into a 
single block of BGO measuring approximately 30 mm deep. The individual inner 
elements measure approximately 5.8 mm (axial) by 2.8 mm (transaxial) with a 0.5 mm 
gap between them filled with reflective material, and each block is coupled to two dual 
PMTs, utilizing different light sharing schemes. However, researchers [Tor 94, Wie 94] 
have found a decrease in the ability of these blocks to detect all the scintillation light 
due to elements being long and narrow, and a decrease in photofraction due to being 
small which leads to greater numbers of multiple Compton events in the block, hence 
increasing mispositioning errors. In any case, CTI are seriously considering LSO block 
detectors for the new generation of PET systems [Cas 96]. 
Alternatively, it is proposed by the author that the four integrated PMT signals from the 
block detector could be digitized by the experimental setup shown (Fig 9.1). The 
outputs of the four PMTs in the block are taken through dual spectrometer amplifiers 
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Figure 9.1 Experimental setup for digitizing the four PMT signals from a 
block detector. 
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via delay amplifiers to transient digitizers or charge analog to digital converters 
(ADCs). The outputs of the four PMTs in the block are also taken through a fan in/ fan 
out via a fast preamplifier to a CFD and then via a delay and a digitizer controller to 
the charge analog to digital converters (ADCs). The entire acquisition process can be 
controlled by a PC via a crate controller interface [Lac 96, Ort 96]. 
Dual Spectrometer amplifiers allow energy spectroscopy incorporating automatic 
threshold control operating the sensing circuits and automatic baseline restorer that 
causes the system resolution to be nearly independent of the input counting rates, 
balancing the gains of the PMTs. A 'fan in' adds or combines multiple analogue 
signals for later processing and a'fan out' function makes multiple outputs from one 
or more analogue inputs. A fast preamplifier is an amplifying instrument for fast timing 
applications whereby low level signals which could be affected by noise interference 
are boosted. Discriminators generate precise logic pulses in response to input signals 
exceeding a given threshold, CFDs use a constant fraction of the input pulse to 
precisely determine the timing of the output pulse relative to the input signal. Delays 
and delay amplifiers basically allow signals from different paths to be aligned to arrive 
simultaneously at decision points. A logic unit generates a precise pulse when the 
input generated by a discriminator corresponds to preset logical conditions, the output 
of the module triggers gates the data acquisition system. Charge ADCs are a multi 
channel charge integrating analogue to digital converter, the charge on each individual 
input current pulse which occurs within a given gate interval is collected and then 
digitized. 
The data from each PMT is thus digitized with ADCs capable of digitizing 500K events 
per second. The digitized signals are used to calculate the location of the event and 
its amplitude. The shape or duration of the integrated, global pulse produced by 
summing the four PMT outputs representative of an event could be measured with a 
TAC. Thus each event consists of four energy values, used to determine the event 
position in the matrix (equations 3.1 & 3.2), and one timing value, used to determine 
the shape or duration of the integrated pulse. All the data are stored in list mode to 
allow retrospective analysis, and the entire acquisition process is controlled by a 
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personal computer. At higher activities, pileup mispositions events towards the centre 
of the detector matrix, to the point where no detector pattern could be identified. While 
an appropriate software technique can partially correct for the magnitude of data loss 
caused, in order to reduce the effects of pileup events, hardware rejection needs to 
be considered. Two methods based on different physical properties could be 
investigated utilizing the above setup {Fig 9.1). Firstly, an individual energies method 
based on the fact that valid events occur only in a limited pulse height range for each 
detector element, and by rejecting events outside these energy ranges, many pileup 
events can be rejected. Secondly, a TAC method based on the fact that most pileup 
event pairs have a time differential, which will cause a difference in the shape of the 
signal, which in turn increases the rise time of an integrated signal or the crossover 
time of a bipolar signal from a shaping amplifier. 
A further improvement offered by an upgraded system as suggested above is the 
ability to address the issue of coincidence time window alteration, particularly since 
the time resolution improves when the system is digitized. Reducing the coincidence 
time window would reduce pileup and the mispositioning that results at higher activity 
levels. A hardware issue that has not been addressed in this work is the effect of a 
reduction in the integration time of the pulse output from the photomuItipliers. Such 
time is currently set to 1.2 ps, resulting in 96% energy resolution [Ger 91]. If one were 
to reduce the integration time to 1 ps or less, the energy resolution would worsen, at 
the same time, however, the likelihood of single events pileup would decrease. An 
optimal value for the integration time could be identified so as to achieve the best 
trade-off between energy resolution and pileup. In the future, it is conceivable that the 
integration time might be varied depending on the nature of study, ie for dynamic 
studies, so as to be able to deal with time varying levels of activity in the FOV. 
The most important improvement offered by the upgraded system would be the ability 
to perform optimization of positioning to the attached detector blocks. Firstly, the 
firmware can normalize the four PMT signals so as to produce a uniform position 
spectrum across the block, and secondly, performs histogramming of first position and 
then energy so as to determine the location of the position peaks and energy peaks 
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for each crystal. This would allow the user to identify the 32 regions associated with 
each detector element. The region for each element could be selected by defining 
region of interest (ROI) with the PET data analysis software. This improves positional 
accuracy which differs for outer and central elements and allows signal processing 
techniques to be employed in order to set individual energy discrimination windows 
centred on the photopeak. 
Medical and Nonmedical Applications 
In the last few years a need to perform PET studies in small animals has been 
recognised [Raj 94, Raj 95]. The impetus for a system to carry out 'in-vivo' PET 
studies on small animals to aid the preclinical evaluation of new tracers and the 
interpretation of signals obtained with existing clinical tracers has been given because 
data sets from rodents have generally been obtained postmortem, for example, by 
measuring the radioactivity in brain regions at selected times after intravenous 
injection of the labeled compound. Apart from being an animal-intensive and time- 
consuming procedure, errors arise from this because of interanimal variation. 
Noninvasive acquisition of regional, differential tracer kinetics from individual animals 
would complement and greatly reduce the number of ex-vivo procedures in clinical use 
[Ing 91, Cun 91]. In addition they would facilitate the use of animal models of human 
pathology, providing a unique methodology to study regional tissue functions in single 
animals and provide fundamental biological studies to assist in interpretation of clinical 
PET data. In addition to the use in animal studies, to implement a tracer kinetic model 
for human neurological studies, an arterial input function is normally required, a mini 
PET system offers a non invasive means of measuring the human arterial input 
function [Raj 89, Raj 92]. 
There has been increasing interest in such a dedicated tomographic system with a 
diameter smaller than for clinical scanners with block detectors and high spatial 
resolution [Cut 92). The smaller size of the system would mean smaller number of 
block detectors even if a completed ring was needed, this considerably reduces the 
price, but also allows its placement in a laboratory, as opposed to a clinical 
environment. The portability of the mini PET facilitates transportation of the scanner 
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between research institutes which do not have PET facilities on site. Currently, new 
small diametered PET tomographs are being proposed for use in the drug industry 
with spatial resolution better than 2.5 mm [Cas 96]. 
The medical use of positron emission tomography is well established; it is widely used 
as a research tool to examine functional parameters in the living human body, and has 
gained acceptance as a clinical tool, especially in the management of patients with 
coronary artery disease, degenerative brain disease, epilepsy and cancer [Che 94]. 
The detection system usually forms a ring around the patient, however more recent 
techniques employ rotating arrays of detectors in a partial ring mode (spanning 165° 
of arc), reducing the number of BGO detectors to 46% and hence the cost [Tow 94]. 
Several techniques of non invasive imaging which had been developed principally in 
medicine are now finding an important role in studying industrial processes. Some 
features of PET and in particular mini PET make it also attractive to industrial 
applications. The ability to map flows of fluids in operating engines and other 
engineering systems has long been sought [Haw 86, Lin 87]. Useful penetration of 
structural materials, availability of suitable positron emitting labels and above all, 
simplicity, low cost and portability of a mini PET system, allows such problems to be 
addressed. In an engineering system, the 511 keV annihilation photons can penetrate 
a considerable thickness of metal, providing the possibility of observing tracer 
distributions within the actual process equipment, while the coincident detection of 
pairs of back to back photons avoids the need for cumbersome heavy metal 
collimators. 
In contrast to clinical applications, due to the absence of dose restrictions in industrial 
objects, not only more intense radionuclides could be used, but also the scanning 
times can be longer. This provides an opportunity to improve counting statistics which 
generally leads to images containing more information. Several positron emitting 
isotopes are suitable in principle for industrial applications, however, a positron emitter 
for flow studies needs a chemical form which is compatible with the fluids and other 
materials involved, sufficient activity to give useful images in an acceptable time, and 
a long enough life to cover the duration of the study but not too long to cause residual 
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activity problems in the test object after completion. 68Ga, 18F, and 22Na, are 
convenient and readily transportable positron emitting labels that could be routinely 
used on a mobile camera [Haw 91]. A positron emitter with a half life intermediate 
between 18F and 22Na would be of considerable benefit, and 1241 could be considered 
although the quality of the image mm be degraded by the number of other higher 
energy y-rays emitted by the nuclide. 
Trace element research in obtaining the concentration of elements as well as their 
distribution in a section through the sample under investigation has employed prompt 
and delayed gamma rays detected in tomographic mode. It has been successful in 
providing useful information in both, the nuclear industry where it has largely replaced 
hazardous invasive techniques [Raw 85], and in biological matrices investigating 
nondestructively a variety of salivary duct and gall bladder stones as well normal and 
pathological human breast tissue [Sha 94]. The main disadvantage of present 
tomographic systems applied, is that the number of elements that can be studied, in 
one activated specimen, is limited due to the long scanning time required to collect 
enough emission data to reconstruct a tomographic image. The best way to approach 
this is to employ a multiple detector scanning system which could improve data 
acquisition rates to a degree that makes scanning of relatively short lived nuclides 
possible. It is in this context that use of the multi detector mini PET system is being 
proposed. It is suggested that it could be used for collecting data from radionuclides 
that decay by the emission of more than one gamma-ray energy in order to locate the 
distribution of the radionuclide concentration in an activated sample [Spy 96]. 
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Appendix (Electronic circuit debugging routine) 
Scratch Pad RAM Test (tes(scratch RAM) 
Procedure: 
1. Initialize the RAM pointer to the start of the scratch pad RAM. 
2. Read byte from RAM and save it in local register. 
3. Write AA hex to RAM location. 
4. Read RAM location and compare with AA hex. 
5. If byte is not correct then return with error. Reprt the RAM address, byte written and byte read. 
6. Restore thr RAM byte and increment RAM pointer. 
7. If completed all RAM locations then repeat step 2 through 6 writing 55 hex to RAM. 
Note: Since the scratch RAM hold the C variables, the test does not alter the contents of the RAM. 
RAM nead/wrb test (test RAM_ read write) 
Procedure: 
1. Initialize the RAM pointer to the start of the RAM. 
2. Write AA hex and 55 hex to alternate RAM locations for the entire RAM. 
3. Verify contents of the RAM. 
4. If a byte is not correct then return with error. Report the RAM address, byte written and byte read. 
5. Repeat using steps 2 through 4 writing 55 hex then AA hex to all RAM locations. 
Note: The routine is a destructive write to the RAM contents. 
Sliding bit RAM test (test RAM_sßdil; 
-bit) 
Procedure: 
1. Set the RAM pointer to the RAM location. 
2. Write a zero to the RAM location. 
3. If a byte is not correct then return with error. Report the RAM address, byte written and byte read. 
4. Shift a one to the next byte location. 
5. Repeat steps 3 through 4 until all bits have been tested. 
6. Repeat test sliding a zero through all bit locations. 
Processor decoder test (tsst_processa_decoder) 
Procedure: 
1. The value A5 hex is written to the scratch pad RAM location OFFD hex and 5A hex is written to 
histogram RAM location 4FFD. 
2. The two bytes are then read and verified as well as the EPROM address 21FD hex. 
3. If any of the bytes are not valid then an error is reported. 
Timer cooler test (test timer coixftr) 
Procedure: 
1. Different modes are written to each counter (mode 0 to counter 0, mode 1 to counter 1 and mode 
2 to counter 2). 
2. The counter modes are then read from the counter and verified. 
3. If an error occurs then the counter, byte written and byte read are reported. 
Analog subsection sequencer test (test analogLaequencer) 
Procedure: 
1. All blocks are inhibited. 
2. The position capture latch is read to clear the interrupt line and the processor waits for the one-shot 
A2 
to time out. 
3. The interrupt flag blk flag extinct_test bit is cleared. 
4. The analog subsection sequencer is triggered by writing EB hex then E9 hex. 
5. The interrupt flag is then tested for an interrupt and the test result returned. (Blocks are re-enabled 
and the analog subsection latch returned to run mode). 
RAM address test (test RAM address) 
Procedure: 
1. Zero all locations in RAM. 
2. Write a one the first RAM location. 
3. Shift a one in the RAM address and write the previous byte written to the RAM incremented by 11 
hex for all RAM addressed locations. 
4. If the bytes written to RAM are not correct then return with error and report the RAM address, byte 
written and byte read. 
5. Repeat test by sliding a zero through the RAM address bits. 
Analog subsection data path test (test analog_subsectiion_path) 
Procedure: 
1. Set processor mode latch to system clock, count all events, disable multiples, disable time correction 
and ring 0 (20 hex). 
2. Inhibit all blocks. 
3. Set the analog subsection mode latch to inhibit block, position profile mode, pileup rejector disabled, 
permit position and time register writes and run mode. 
4. Clear the position latch. 
5. Write AA hex to the time latch and D5 hex to the position latch and verify values. 
6. If an error then report the bytes written to the time and position latches and the bytes read. 
7. Repeat steps 5 and 6 writing 55 hex to time latch and AA hex to position latch. 
8. Return the mode latches to the run state and re-enable all blocks. 
Analog subsection position profile histogram mode test (test_position_prroflle_ histogram) 
Procedure: 
1. Inhibit all blocks. 
2. Set processor mode latch to system clock, count all events, disable multiplies, disable time correction 
and ring 0 (20 hex). 
3. Set analog subsection mode to run mode, position histogram mode, pile-up rejector disabled (E9 
hex). 
4. Clear the entire analog subsection RAM. 
5. Slide a one in each bit position of the X ADC DAC, Y ADC DAC, and the energy ADC DAC and 
vwrify the histogram results. 
6. If an error occurs then report the X ADC byte written and read, the Y ADC byte written and read, X 
ADC overflow bit written and read, Y ADC overflow bit written and read, and the energy ADC overflow 
bit written and read. 
7. Repeat steps 5 and 6 sliding a zero through all ADC DAC positions. 
8. Now load the lower half of the analog subsection RAM with CO hex to test the energy discriminator 
bit. 
9. Set all ADC DAC values to zero and trigger the analog subsection RAM sequencer. 
10. If an error is detected then report the bytes written and read. 
Analog subsection energy histogram mode test (test energy_histogram) 
Procedure: 
1. Inhibit all blocks. 
2. Set processor mode latch to system clock, count all events, disable multiples, disable time correction 
A3 
and ring 0 (20 hex). 
3. Set analog subsection mode to run mode, energy histogram mode, pile-up rejector disabled (ED hex). 
4. Clear the entire analog subsection RAM. 
5. Slide a one in each bit position of the X ADC DAC, Y DAC DAC, and the energy ADC DAC and verify 
the histogram results. 
6. If an error occurs then report the energy byte written and read, X ADC overflow bit written and read, 
Y ADC overflow bit written and read, and the energy ADC overflow bit written and read. 
7. Repeat steps 5 and 6 sliding a zero through all ADC DAC positions. 
Run mode histogram test (test run mode_histogram) 
Procedure: 
1. Inhibit all blocks. 
2. Set processor mode latch to system clock, count all events, disable multiples, disable time corection 
and ring 0 (20 hex). 
3. Set analog subsection mode to run mode, pile-up rejector disabled (El hex). 
4. Load the lower analog subsection RAM with count values (crystal values) zero to sixty-three and 
repeat. 
5. Load the upper analog subsection RAM with the same values except append either CO hex for crystal 
values less than 20 hex and 80 hex for crystal values greater than or equal to 20 hex. 
6. Slide a one through all possible combinations or X ADC, Y ADC and energy ADC values. 
7. Test the position, scatter bit and time correction bits (time correct bits should be zero) and report 
values if an error occurs. 
8. Now write 80 hex to the first byte of the lower analog subsection RAM and set all ADC DAC values 
to zero to set the time correction bit 1. 
9. Verify the time correction bit 1 is set. 
10. Write CO hex to the first byte of the lower analog subsection RAM to set both time correction bits. 
11. Verify both time correction bits are set. 
12. Write 40 hex to the first byte of the lower analog subsection RAM to disable the request bit through 
the time correction bits. 
13. Verify that an interrupt does not occur. 
14. Write zero to the first byte of the lower analog subsection RAM to allow request bits and write zero 
to the first byte of the upper analog subsection RAM for energy discrimination. 
15. Verify that an interrupt does not occur. 
16. Return the first byte of the upper analog subsection RAM to CO hex and set each of the ADC 
overflow bits to ensure an interrupt does not occur. 
17. Set the processor mode latch to enable time correction and set all the ADC values to zero. 
18. Allow the analog subsection to trigger and verify the block bits. 
Psuedo activity test (testeudo activity) 
Procedure: 
1. Inhibit all blocks in run mode state. 
2. Load the analog subsection RAM even bytes with count values 0 through 63 and the odd bytes with 
0 through 63. 
3. Set processor mode latch to system clock, count all events, disaable multiples, disable time 
correction and ring 0. 
4. Write 2000 to the rate generator counter. 
5. Reset and enable the pseudo activity counter on the selected block. 
6. Test the first 256 pseudo activity values to be output. If no interrupt is generated then report no 
interrupt else if an error is detected then report the position and time count values. 
7. Turn off the pseudo activity generator and return. I 
Analog subsection decoder test (test analog_subsedton decoder) 
Procedure: 
A4 
1. Inhibit all blocks. 
2. Write the values zero through four to the first byte of the analog subsection RAMs for each analog 
subsection. 
3. Verify the analog subsection RAM bytes. 
4. If an error occurs then report the analog subsection number, the byte written and the byte read. 
Time collection cicuit test (test t me_corredion) 
Procedure: 
1. Write 30 hex to the processor mode latch to enable time correction. 
2. Inhibit all blocks and write C9 hex to the selected analog subsection mode latch to allow it to write 
to the position and time latches. 
3. Read the position capture latch to clear both the time and position capture latches. 
4. Test the time correction addition (127+1) by writing 7F hex the time latch and 80 hex to the position 
latch of the analog subsection. 
5. Read the time capture latch and verify result. If an error is detected then report the time and position 
latches and the time capture latch. 
6. Test the time correction subtraction (0-1) by writing 80 hex the time latch and 80 hex to the position 
latch of the analog subsection. 
7. Read the time capture latch and verify result. If an error is detected then report the time and position 
latches and the time capture latch. 
8. Return the analog subsection to run mode and re-enable all blocks. 
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