INTRODUCTION
A fairly large set of chemical problems focus on the desire to know the value of some property of a substance that is very difficult or even impossible to measure in the laboratory. A well-known example is the evaluation of the octane number of a gasoline.L Many of the properties of a gasoline mixture are relatively easily measured, but measuring octane number for a gasoline requires the running of the gasoline in a special octane engine, an expensive and tedious measurement. It would be helpful--not to mention simpler, faster, and (especially) cheaper--if we could measure something that is easy to measure like a spectrum and determine the octane number from it. The mathematical relation between our measurement--or measurements, because we might make several--and the property desired is all that is needed. We call the "observation" of properties like the octane number indirect because we measure other properties and infer the value of the property of interest through some mathematical relation. Our goal, then, is the indirect observation of a property, for good reasons such as speed and economy.
Other properties have also been determined indirectly, often from infrared or near-infrared (NIR) spectra. Examples of these include the energy content of natural gas samples from infrared spectra, 2 the physical properties of polymers at elevated temperatures from room-temperature NIR spectra, 3 the fusion temperature of coals from their chemical composition, 4 and the sensory qualities of peas from their spectra?
The properties mentioned above can be measured if we are willing to invest the time, effort, and money, but there are also a few properties that cannot be measured directly. These properties are called latent (hidden) properties because they can only be inferred from other measurements. Latent properties may seem artificial to the reader new to the approach presented here, but in fact latent properties abound in chemistry. One latent property that is important to chemists is periodicity. The periodic structure of the chemical elements cannot be measured directly, but it can be inferred from trends in other, measurable properties, as Mendeleev discovered. It can also be discovered by application of many of the chemometric principles discussed below. 6 Molecular evolution--a latent property that is often indirectly probed by comparison of amino acid residues in the cyto-c h r o m e C protein s e q u e n c e s o f plants and a n i m a l s --c a n also be discovered by chemometric methodology. 7 Latent relationships are also c o m m o n in modern analytical chemistry: most of instrumental analysis concerns the discovery and use of latent relationships that exist between some measurable physical property and the concentration o f one or more species in solution. In this sense, analyte concentration is also a latent property because it is rarely measured directly.
The idea o f an indirect relation between a spectrum and a desired property is now well established, but it is actually quite recent. In the early 1980s, a m o n g spectroscopists, Tom a s H i r s c h f e l d and c o l l e a g u e s championed the relationship between near-infrared spectra and properties) and publication o f Harald Martens' thesis research spurred research in indirect relations using ideas from multivariate calibration. 9 Chemometrics is concerned with the discovery o f latent p r o p e r t i e s -or latent v a r i a b l e s , as they are usually c a l l e d --a n d latent relationships in chemical data. Some latent variables are immediately useful in answering chemical questions. Latent properties can also be used to develop indirect relations with other, measurable properties. An overview of the way in which latent variables can be used to extract information from chemical data is the subject of this tutorial.
F I N D I N G L A T E N T V A R I A B L E S
If they cannot be measured, how are we to find latent variables? One way to discover latent properties of data is to be fortunate enough to have a lot of insight into the nature of a particular problem. The discovery of the periodic properties o f the elements or the evolutionary relationships between biological species requires a sizable amount o f data and time, as well as clear thinking. Unfortunately, all these commodities are often in short supply, and a more mechanized method for discovering latent p r o p e r t i e s and relations is needed. We cannot all be Mendeleev or Darwin. We can, however, take a page from the approach used by those with insight and look for similarities and differences within a set of data. F i n d i n g similarities and differences in data can be done in many ways. The most c o m m o n method is to use a two-dimensional plot, as humans are very good at discerning groupings of data in such plots. We humans are less well suited to detecting g r o u p i n g s in t h r e e -d i m e nsional plots, but these are also an effective means of conveying information, especially when they can be rotated in real time. Plotting the data works well when there are only a few m e a s u r e m e n t s i n v o l v e d , but when many measurements must be plotted, one against another, information about latent properties is hard to extract from these plots. It is not possible to correlate so many plots together in our heads. We must either abandon plotting or find more informative variables to plot.
A Few Concepts from Matrix
A l g e b r a . Before we can take advantage of the benefits gained from looking at our data in a different way, we must first learn a little mathematics. F o r t u n a t e l y , we a l r e a d y know most of what we need, under different names, and so most of the b a c k g r o u n d m a t h e m a t i c s c o v e r e d here is terminology. However, we will also need to do a few algebraic operations with matrices. Standard notation for linear algebra will be used throughout this tutorial. Bold, upper-case letters (A) refer to matrices, while plain upper-case letters refer to their elements; thus A~j, refers to the entry in the ith row and jth column o f matrix A. Bold, lowercase letters (a) refer to row vectors, while plain, lower-case letters refer to their elements. The superscript T refers to the transpose operation, so a T is a column vector. The superscript quantity -1 refers to the inverse of a matrix. Plain, lower-case letters are scalars. Further details on the notation, operations, and uses o f linear algebra are available in many standard textbooks. 10.~ t Consider a set o f data defined by values o f three measurements r, c, and t. The plot of the data set collected with the use of some measurable quantities r, c, and t is shown in Fig. 1 . Here, the data are described with the use of these three measured variables as the basis. A basis can be used to describe an arbitrary n-dimensional set o f meas u r e m e n t s -w h i c h we collect and express as a vector (x~, X 2 , X 3 . . . . , x,,)--in terms of a set of n other vectors. For example, we plot the threedimensional data vector x = (3, 5, 6) as 3 * ( 1 , 0 , 0 ) 5 . (0, 1 , 0 ) a n d 6 * (0, 0, 1), where (1, 0, 0) is the unit APPLIED SPECTROSCOPY 15A focal point
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r m e a s u r e m e n t , (0, l, 0) is the unit c m e a s u r e m e n t , and (0, 0, l) is the unit t measurement. We will call this d e c o m p o s i t i o n o f the vector x a projection of x onto the basis vectors we have selected. In a plot, the axis system defines the basis used to represent the data, and the particular basis that we c h o o s e m e r e l y serves to set values for the points in the three-dimensional space used here. It is important to realize that relationships a m o n g the data t h e m s e l v e s will not c h a n g e if we c h a n g e the axes o f the plot; only the coordinates of the data will c h a n g e as the axes change. Note that these three basis vectors are mutually perpendicular--orthog-onaL--because the dot p r o d u c t of two vectors x and y separated by angle 0 is
where [[x[[ is the m a g n i t u d e (the length) o f vector x. Using this rule, we find that, with multiplication of any two o f the above basis vectors, say, ( 1 , 0 , 0 ) . ( 0 , 0 , 1) --0 + 0 + 0 = O, and cos(90 °) = O, these two basis vectors are separated by a 90 ° angle. It also h a p p e n s that the basis vectors have length one, and are normalized. In plotting the (r, c, t) data using three dimensions, we have a p r e s u m p t i o n that the m e a s u r e d variables r, c, and t are independent, but
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the data in Fig. 1 suggest that this is not the case. There seems to be a linear relation b e t w e e n the values of r and c and a relation b e t w e e n r and t. This relation suggests that the m e asurement variables have a high correlation b e t w e e n them b e c a u s e fixing one value (say, r) strongly limits the range o f values p o s s i b l e for c and t. These variables have a great deal of r e d u n d a n c y b e t w e e n them, and are said to be collinear. High collinear-.
ity b e t w e e n v a r i a b l e s --a s m e a s u r e d by their correlation or c o v a r i a n c e -is a strong indication that we m a y be able to find a n e w basis that better c o n v e y s the information present in the data than does the set o f axes defined by our measurements. High collinearity b e t w e e n variables also implies that the data reside in a s u b s p a c e of the full space defined by the measurements. A subspace is defined by s o m e sort of proj e c t i o n o f the data from the full measurement space to a space of lower n u m b e r o f basis vectors (axes). A projection is the p e r p e n d i c u l a r shadow o f one object on another. Figure  2 shows the projection of the (r, c, t) data onto the (c, t) plane. The perp e n d i c u l a r shadows o f each of the t h r e e -d i m e n s i o n a l vectors creates another v e c t o r --i t s projections in the subspace (c, t). In this plot, the two basis vectors (1, 0) and (0, 1) are used to generate the data coordinates for the projections. These vectors serve to define the axes of a twod i m e n s i o n a l s u b s p a c e plot, with (1, 0) defining the unit length in the abscissa and (0, 1) defining the unit length in the ordinate direction. This plot no longer represents the data fully, but instead represents their s h a d o w on the (c, t) plane defining a subspace in this e x a m p l e .
In constructing a new set of basis vectors, one creates a set of latent variables that describe the data. The new basis variables are latent because they no longer are defined by directly m e a s u r e d variables. If the new basis is also orthogonal, all that is done is a rotation o f the original m e a s u r e m e n t axes. Each new basis vector is e x p r e s s i b l e in terms o f a linear c o m b i n a t i o n o f the old, measured variables. F i n d i n g latent variables, then, is straightforward. A n y arbitrary choice o f a set o f basis vectors, f o l l o w e d by a series of re-expressions of the data in terms of the new axes, creates a set of latent variables. However, as in most things that are simple, there is a " c a t c h " . The set of latent variables that we choose m a y not be helpful in letting us learn about the latent relationships in the data. After all, how can we learn anything new by m e r e l y re-expressing the data? We need s o m e direction in c h o o s i n g a useful set o f basis vectors for our re-expression. By " u s e f u l " , we mean that the set o f basis vectors should p r o v i d e m o r e information than we get by m e r e l y plotting a re-labeled set.
To decide on a useful set of basis vectors for describing a data set, we must establish the m e a n i n g of the term " i n f o r m a t i o n " . Increase or decrease in a spectral p e a k as concentration changes w o u l d p r o b a b l y be c o n s i d e r e d " i n f o r m a t i o n " . R e g i o n s of the spectrum where little or no c h a n g e o c c u r r e d as c o n c e n t r a t i o n was varied would carry little or no information. So, from this perspective, " v a r i a t i o n " and " i n f o r m a t i o n " are closely related terms. T h e y are not the same. C o n s i d e r the effect o f noise on the individual spectra. Several spectra taken on the s a m e sample will still show s o m e variation due to noise sources, both random and systematic. This variation is not informative if we seek a latent relation between peak height and concentration. We will take as a working definition the term "information" to mean some variation that is related to the effect under study, and "noise" as variation that is not related to the effect under study. The m × m covariance matrix, cov(A), where
is one way to measure variation in a set of vectors. Here, A is an m X n matrix of data, where the number of samples (m) is presumed to be larger than the number of measurement variables (n), and the matrix function cov(A) will be used to measure variation within a single variable and between variables. The variation within a variable--the variance--resides on the diagonal of this covariance matrix.
If variation is used to help decide on a suitably informative basis set, the axes will be ordered in terms of the amount of variation they explain in the data. The first basis vector should lie along the direction of the largest variation. The second vector must lie along the direction of the next largest that is also orthogonal to the first basis vector. The third vector lies in the direction of next largest variation that is orthogonal to both of the first two basis vectors, and so forth. We stop when we have the same number of new axes as the smaller of either samples or measurements in our data vectors, as this number will define the largest number of independent axes.
The Mechanics of Getting the Basis Set. The group of mathematical methods concerned with getting the set of basis vectors that describe the sources of variation in a set of data are collectively called principal components analysis (PCA) by most authors publishing in the statistics 12 and chemometrics 13 literature. A few authors in chemometrics call these methods factor analysis, TM a name that is usually reserved for a closely related, but different, set of methods used mostly in statistics and in the social sciences. In electrical engineering, authors call the same set of methods the Karhunen-Lo~ve transform. And, finally, the same operation may be familiar to some readers as eigenanalysis or eigendecomposition. PCA by whatever name is now usually accomplished by the singular value decomposition (SVD) algorithm.
All the algorithms start from a measure of the variation present in the raw data. In a group of numbers, variation is measured by the variance (the squared standard deviation), one measure of the spread about the mean of the group. Here, we do not have a single group of numbers, but groups of vectors (such as groups of spectra). It is usual--and convenient-to collect these vectors together, as a matrix. Each of the m spectral row vectors al = {a, ai2 a~3 •. • ai,,} is a row in the m X n spectral matrix A. Next, the matrix A is usually mean-centered; that is, the means of all of the columns are made 0. If the sizes of the numbers in the columns of the matrix differ greatly, the columns can be scaled to make either the variances or the ranges of the numbers in the columns identical. Scaling is often done by dividing each element of a column by the standard deviation or range of that column. Once meancentering and scaling have been done, if desired, the basis vectors of A can be determined from the singular value decomposition algorithm. This algorithm produces the new basis set by finding the three matrices U, S, and V, so that
where the loadings matrix V defines the axis rotations needed to go from the measured data variables to the new basis vectors describing variation. The column vectors of the matrix V are the eigenvectors of the columns of matrix A and are orthogonal and normalized to length 1. Because we took the number of measurement variables n as less than m, the number of independent columns or rows of A can be no larger than n, and there can be only n nonzero eigenvectors in V. Because the loadings are a set of blueprints to create the new basis from the old data, judicious examination of the loadings can sometimes provide insight into the relative importance of measured variables in a data set.
The singular values on the diagonal in the diagonal matrix S tell how much variation (variance) in the data is described by each of the corresponding basis vectors defined by V. These are arranged in order of decreasing size, with the largest singular value at the top of the diagonal (S~,l), the second largest coming next (s2,2), and so forth, down to the smallest singular value at s,,n. The singular values are square roots of the corresponding eigenvalues of A.
The column vectors in matrix U define the eigenvectors of the rows of A. These are orthogonal and normalized to length 1. Matrix U shares the eigenvalues in S with matrix V. It is much more common to think of U as defining the new coordinates of the data in the new basis--called scores--which are given by the product of the m × n matrix U with S. The scores matrix T = U-S is also of dimension m × n, just as A is.
With this approach, we have created a new basis set and have generated a set of latent variables that describe the data. How is this set any different from (i.e., better than) any other of the arbitrary sets that we can create by selecting some basis set to describe the data? This set has the new basis linked to variation in the data. A comparison of Figs. 1 and 3 shows the benefit of using variation in examining the data. There is a clear need for the first and second variation-based axes, as they seem to describe systematic trends in the data, but it might be possible to ignore the third axis, as the spread of data in this direction may be due to random (noise) effects• This observation might suggest that a projec- 
FIG. 3. The three basis vectors obtained by singular value decomposition of the (r, c, 0 data shown in Fig. I. Note the translation (due to centering of the data) and rotation (due to the eigenanalysis) of the axes to generate variation-based axes.
tion of the data onto the first two eigenvectors, as shown in Fig. 4 , would adequately explain any systematic effects, and in fact would improve our understanding of any systematic behavior, because the noise in the data has been reduced in the projection. This approach to describing a data set in terms of important and unimportant variation is known as soft modeling in latent variables.
For the purpose of illustration of some of the features of this approach to modeling the data by variation, consider the f o l l o w i n g data set shown in Fig. 5A . Suppose that there are five noisy measurements of spectra and that we tried to make systematic changes to the chemical system that produced the spectra, but some noise was present. As an example, we will use the well-known spectral data of Lawton and Sylvestre. 15 With
FIG. 4. Projection of the data of Fig. 3 onto the first two eigenvector axes.
18A Volume 49, Number 12, 1995 five mixtures, each measured as 30point visible spectra, there can be at most five sources of variation. Therefore, we have five basis vectors.
In any soft model, the first basis v e c t o r --o r latent variable, because each new basis vector describes a linear combination of the measured variables, but is not itself measura b l e -r e p r e s e n t s the most variation in the data, the second the next most, and so on. Having the sources of variation separated means that they can be examined sequentially for their contribution to the complete data set. If the variation represented by a new latent variable is related to something systematic, we want to know this, but if the variation represented by the new latent variable is due to random or otherwise uninteresting effects, we may not need this variable to describe the systematic (signal) part of the data. With this approach, something new and useful has happened: we have separated out sources of variation. By truncating the set to q (with q < n) axes--this is, by ignoring those basis vectors that do not describe desired, systematic variation--we gain several benefits.
The first benefit is that we reduce the number of variables needed to describe the data. Thirty spectral measurements are converted into two latent variables when the basis to reflect systematic and random variation, as well as basis vectors that describe random variation, is truncated from the model of the data. This effect is often called data compression because the information in the data has been compressed into far fewer variables than we used to measure the data. While the information content of the data plotted in Figs. 5A and 5B is essentially the same, the projection from 30-dimensional measurement space to the two-dimensional latent variable space greatly simplifies analysis of the data set. This projection results from the use of two latent variables to describe the data. The scores--the coordinates in the new coordinate syst e m -a r e plotted in Fig. 5B . The data compression step may be so effective that we can reduce data with many variables into sufficiently few variables to allow 2D or 3D plotting of scores to be used.
The second benefit that we gain by ignoring basis vectors describing random variation is that we increase the signal-to-noise content of the data. When we ignore basis vectors, we ignore a part of the data itself-the part producing the variation described by those basis vectors. Because this part is variation that we believe is irrelevant to what we seek, we decrease the amount of irrelevant information--noise in a s e n s e --b y ignoring these vectors.
With these benefits, it might seem that we get "something for nothing" by changing the way we choose to represent our data. Not so. We are taking advantage of having a lot of data with a good deal of redundancy, and therefore a lot of collinearity. Having correlated variables means that, when we make measurements of the 30 spectral intensities as a function of wavelength, we do not really have 30 independent, orthogonal axes defining the place of our spectral point. When we convert from this correlated axis system to an orthogonal system, we remove the correlation by forcing the new axes to be independent, and this requirement greatly simplifies the data because the correlation present in the spectral data usually allows us to use far fewer axes to represent our spectral point. Thus, a projection of the data into a much lower-dimensional subspace becomes feasible.
There is also a cost associated with ignoring basis vectors, even ones describing what we think is irrelevant variation. Each basis vector describes some source of variation, focal point and, because of accidental correlation of systematic and random components of the data, each basis vector describes some amount of signal and some amount of noise. If we have taken due care in collecting the data, the first few vectors--the ones describing the largest variations-mainly describe signal, but they also describe a very small amount of random variation that is correlated with the signal information. Similarly, the last few vectors--those describing the smallest variations--mainly describe noise variation, but they also describe some small amount of signal that is correlated with the noise variation. Therefore, when we ignore one of these "irrelevant" noise vectors, we ignore mainly noise variation, but we also unavoidably ignore a small amount of signal variation.
fl~. 5. A data set represented as (,4, tap) visible spectra and as truncated scores (B, middle) and (C, bottom) truncated Ioadings. Two latent variables described the systematic components of the spectral data.
Our new representation of the data has far less noise variation than the old representation based on direct measurements, but this new representation also has slightly less signal variation, too. If the term bias is defined as the difference between the true (noise-free) signal and our estimate of that signal, it should be apparent that we have biased our representation of the signal data by ignoring the vectors that mainly describe noise variation. Even with this bias effect, it is generally a very good idea to represent the data with a truncated set of basis vectors that describe variation. The art comes in deciding how many basis vectors are needed to adequately describe the data while also reducing noise effects. This bias/variance trade-off is exactly analogous to the trade-off of band shape and signal-to-noise ratio in noise removal by Savitsky-Golay filtering: too much noise removal distorts the band shape (this increases the bias), while too little retains significant amounts of noise in the data (and the variance of the data increases).
We can write an algorithm that uses this idea to decide how many variation-based vector axes we will choose to ignore in our truncation. A cross-validation method can be used. 16, 17 In this method, one element of the data matrix A is excluded from the analysis and held as a test. The row and column of A with the element to be fitted are removed, then the rest of the data are used to find the variation-based axes as described above. Next, we calculate the fit of the principal component model to the reserved data as a function of the number of principal component axes used in the model. This fit is obtained by truncating one principal component axis at a time, then using the remaining axes to fit the test element by projecting the row and column reserved from A onto the trial basis set. Each element of the matrix A is tested once, and the predictive sum of the squared fit residuals (PRESS) is accumulated as a function of the number of basis vectors used to perform the reconstructions. By finding a minimum in the PRESS relation to the number of axes used in the reconstruction and fitting, one can make a decision about the number of latent variables describing systematic effects in the data. In some cases, the same approach can be used as a way of estimating the values for missing data. Other methods that are occasionally used to find the number of latent variables needed to describe the data include various indicator functions developed by Malinowski TM with the use of a predetermined estimate of the noise, a X 2 test, 12 or even a simple "eyeballimetric" analysis of the signal-tonoise and peak shapes. Figure 5C shows the loadings of the spectral data. The loadings describe the amount each of the original measurements variables is rotated to create the new principal component axis system. The first loading describes the rotation of measured variables to the first principal component, the second loading describes the rotation of data to the second principal component, and so on. In Fig. 5C , there are two loading vectors, which look a little like spectra, because we projected our measurement data onto two new axes. The loadings can be regarded as a measure of the relative importance of the original measured variables in the new latent variable. Careful examination of the loadings can often help in reducing the amount of irrelevant information in a data set, as variables with near-zero loadings in the most important latent variables are not contributing much to the principal component model.
USING LATENT VARIABLES TO DISCOVER LATENT RELATIONSHIPS
Projection and axis rotation are central to many of the more popular chemometric methods. We will discuss the use of these ideas in several applications.
Signal Processing (Data Reconstruction). We can use the new, truncated basis set to reconstruct the original data. This procedure involves a rotation of the projected data back to the original variables. Because we truncated some of the basis vectors when we converted the data to the variation-based axis system, we no longer have axes that, in our opinion, mainly describe noise in the data. Thus, when we rotate the truncated set of axes back, we generate data with higher signal-to-noise ratios, because the noise-containing part of the data does not get projected back onto the original data variables. Of course, if too many axes are ignored, the systematic parts of the reconstructed data will be in error, and the reconstruction will be poor.
Qualitative Analysis (Target Testing). Suppose we have a set of spectra of some unknown mixture of chemical species, where the concentration of the components varies. The spectra could come from transient changes in a mixture, such as those seen across an unresolved chromatographic peak, or from the occurrence of a chemical reaction, or from a spatial change in a mixture, such as depth-resolved changes in species concentrations at a surface. Perhaps we believe that compound Z is present in the mixture. Suppose that we have obtained the spectrum of Z under conditions similar to those that occurred in the measurement of the mixture. We can test for the presence of compound Z by applying the ideas discussed above. If Z is present in the mixture, and its concentration varies systematically, it will contribute to the variationbased basis set. Truncation of that set to remove noise effects will not eliminate the basis vectors describing Z. Then, it is simple to find the rotation vector r that converts the truncated basis set to the trial row vector z. This rotation vector finds another basis that includes the measured spectrum of compound Z as one of the q latent variable axes by a least-squares fit of z to ~', the loadings of the truncated basis set
(4) vector matrix vector Note that the bar, when placed over loadings and scores, is conventionally used in the chemometric literature to refer to truncation of the full set of vectors, not some sort of average. Once the rotation vector r is found, the rotated basis then estimates spectrum z for compound Z. We can judge the adequacy of this partial data reconstruction in much the same way we judge the reconstruction of the entire data set.
Note that this method permits the identification of a single component of a complex mixture, without requiring knowledge of the other components of the mixture. In some cases, it is also possible--with the use of physical constraints such as non-negativity of spectra and concentrations to restrict the range of possible mathematically reasonable solutions--to find suitable rotations of the basis to discover the spectra of components of an unknown mixture. t~ There are also many other ways to extend the target transform approach by incorporating additional information, H,ls but a discussion of these procedures goes beyond the scope of this introductory tutorial.
Quantitative Analysis (Multivariate Calibration). The quantitative analysis of mixtures is by far the most common application of chemometrics today. The two most popular methods, principal components regression (PCR) and partial leastsquares (PLS) regression, are both based on modeling of a set of calibration data with latent variables.
Multivariate calibration is very much like the univariate calibration method used in most instrumental analyses and familiar to most spectroscopists. Both univariate calibration and multivariate calibration are two-step processes: the first step is to establish the calibration relation (the calibration curve), and the second step is to use the calibration relation to predict the concentration of new samples from a measurement of the unknown's response. One difference between univariate and multivariate calibration lies in the nature of the measurement. In univariate calibration, a single point--an absorbance at a particular wavelength, for example--is used to develop the calibration curve and to measure the unknown. In multivariate calibration, many wavelengths are used instead. The use of many calibration wavelengths provides, at least in theory, improved precision in the calibration. Using multiple analytical wavelengths also permits quantitative analysis in the presence of known (calibrated) interferent species, while in univariate analysis, only one species-the analyte--can respond. A second difference between univariate calibration and multivariate calibration arises from the nature of the calibration relation itself. In univariate calibration, a classical model relates the scalar response (usually absorbance) and the concentration of the analyte ai, × = ki, x c i (5) where ki. ~ is the proportionality constant relating the concentration ci of the analyte i to the absorbance al. Here P is an n × k matrix of proportionality constants relating the total absorbance of all k calibrated analytes at n wavelengths to their concentrations. The matrix form of Eq. 6, a consequence of the use of many wavelengths and the ability to deal with several analytes simultaneously, is one difference between the two relations, of course. A more important difference lies in the form of the equation: Eq. 6 implies that concentration is the dependent variable. This form of the calibration relation has several advantages, one being the possibility of calculating the concentration of a single calibrated component in a mixture, rather than all calibrated components. There are also a number of possible disadvantages, however. The usual leastsquares fitting assumptions require that all error reside in concentration rather than in the instrumental response, and this assumption seems contradictory to conventional wisdom about the errors inherent in measuring spectra and in making mixtures of knowns in a quantitative fashion. Judicious truncation makes this assumption very reasonable for spectral data represented by its latent variables.
Two soft modeling methods based on some of the concepts discussed above provide a means for making the error in concentration the dominant error. These are PCR and PLS regression. These two methods have come to dominate the practice of multivariate calibration because of the quality of the calibration models they produce and the relative ease of their implementation in software. Most vendors now provide some sort of multivariate calibration based on PLS with their near-infrared and infrared instruments, and many other commercial data analysis packages offer versions of these methods. Be- Fig. 5 .
FIG. 6. PCR regression vectors for the spectral data in
cause the statistical and geometrical bases of these methods have been fairly extensively discussed at all levels, including fairly introductory treatments ~9,2°, ones oriented specifically to spectroscopists, 21,22 and more a d v a n c e d discussions, 23-z5 only a summary will be provided here. The reader interested in learning more about the theory behind these methods, or in writing software to implement them, is urged to consult the literature cited here for more details. Let's consider principal components regression first. This method uses a linear least-squares regression step to relate the spectral scores--the coordinates of the spectral data in the truncated, variation-based vector set--with the dependent variable of choice
Usually, the dependent variable is concentration, but it can be any measured quantity of interest, such as octane number, if the investigator believes that a relation can be developed. Multivariate calibration using chemometrics is a two-step process, just as is ordinary instrumental analysis with a calibration curve. The first step is generation of the calibra-tion relationship. In this step, mixtures having known concentrations of analytes and other spectrally active species are measured. The scores of these spectra in the variation-based axis system are determined, and the calibration relation is established by least-squares regression of the truncated scores on the dependent variable. p =
T T (T T • T ) -I
The second step in the multivariate calibration is prediction of an unknown from the scores resulting from the projection of its measured response on the truncated basis. This step involves direct application of the calibration relation, written in vector form here, to reflect the fact that we usually predict concentrations in a single sample at a time vector matrix Note that each of the k columns of the regression matrix B defines PCR regression vectors that convert spectra into concentration for a single component of the mixture. The projection operation shown in Eq. 9 points out the major advantage of the inverse model for multivariate calibration: individual calibrated components can be measured independently in mixtures with other calibrated components; there is no need to calculate the concentrations for all components of the mixture. As with PCA, a cross-validation step can be used to select the proper truncation of the soft model. Here, samples from the calibration set can be excluded, a calibration model can be built in their absence, and their concentrations can be predicted by application of Eq. 9. The PRESS statistic can be determined and the minimum PRESS used to select the best predictive model for the calibration data. The P matrix for this predictive model can then be used to predict the desired properties or concentration from any new data that are measured and projected to get their truncated scores. Fredericks 26 discusses the process in considerable detail, and a full set of instructions for developing a multivariate calibration model based on near-infrared spectra with the use of PCR has also appeared? 7
Using the spectral data shown in Fig. 5 , and presuming that these are from a small calibration set, with concentration data consistent with those found in Lawton and Sylvestre's analysis, 15 we can obtain a PCR calibration model for the two components. Figure 6 shows the PCR regression vectors obtained from a cross-validated analysis of the data.
If a regression of the truncated scores of the (r, c, t) data onto some property y were done, what is occurring requires two steps. First, the construction of the new basis occurs, followed by the projection of the two principal component axes onto the axis defining the desired property. The new axis system defining the systematic variation in the (r, c, t)
data is constructed without regard to any information in the (r, c, t) data 22A Volume 49, Number 12, 1995 that might help build a predictive model for property y. The main assumptions in using PCR for multivariate calibration are that (1) the relation between scores and the dependent variable of choice exists and (2) it is linear. Nonlinear PCR calibrations can be developed, 28 however, by suitable augmentation of the scores matrix to reflect the nonlinear terms. There is also a presumption, which is often correct, that a truncation of the latent variables describing apparently irrelevant information is not detrimental to the multivariate calibration. Methods for testing the truncation step for cases when it might be detrimental to the calibration have been reported. 29 The premise of partial leastsquares regression, the second, and most popular, technique for multivariate calibration, is that any rotation of axes of the independent variable is best done simultaneously with the development of a calibration model. The calibration model used in PLS differs from PCR, in that three equations describing the calibration model are needed, instead of the single equation used in a multivariate calibration based on PCR. The rotation of the dependent variable can be done on a single concentration vector for a single component of a mixture (this is called PLS-1) or on a set of concentration vectors for several components (known as PLS-2). The equations for PLS-1 and PLS-2 are very similar, and only PLS-1 is discussed here, as it is by far the more commonly used of the two approaches.
Two of the three equations defining the PLS-1 model concern the projection of the independent and dependent variables to their respective latent variables. For the independent variables--usually called the x-block in PLS literature--the usual decomposition to scores and loadings is written, but in a slightly different notation, plus a residual term E R = T pT nXm nXq qXm matrix matrix matrix + E n × m (10) matrix
Here the x-block scores T and the loadings P are truncated, and their lack of fit to R is reflected in the residual matrix E.
Similarly, the y-block--usually the concentration vector e i for component/--is decomposed to its own scores, loadings, and a residual These equations define an inverse calibration model, and calibration proceeds exactly as is done with PCR. First, a calibration relation is developed by decomposing the spectral data and the concentration vector simultaneously and finding the regression vector b. As with PCR, a minimum in the PRESS statistic as measured by cross-validation is often used to decide on the optimum number of latent variables to keep in the PLS-1 model; note that both the yblock and the x-block are forced to the same number of latent variable descriptors by the modeling. In the second step, an unknown is measured, and its spectrum is projected onto the truncated x-block basis developed earlier. From the truncated x-block scores and the regression defined in Eq. 12, the truncated scores of the predicted y-block are generated. These y-block scores are then projected to the original concentration space, and the estimated concentration is determined. Those for whom the necessary matrix manipulations to implement these steps do not come easily will appreciate a tutorial on the logic and mechanics of the PLS algorithm. 3°
There are many similarities between PLS and PCR methods for multivariate calibration. Both are "soft modeling" methods and both require optimization of the number of latent variables used in the calibration model to minimize the bias and noise in the calibration. However there are also a number of distinct differences. One significant difference arises in a comparison of the two algorithms. The PCR model is calculated in one step. The PLS model usually requires an iterative decomposition of the data to latent variables. Fortunately, the computations to carry out the PLS decomposition are reasonably fast, especially with the newer PLS algorithms that have been reported. 31 Running the PLS algorithm generates a good deal more diagnostic information than is produced from PCR. In addition to the x-block scores and loadings, the y-block also has scores and loadings. The PLS xblock loadings are not necessarily identical to those from PCR because the PLS latent variable axes will be different, to reflect the influence of the y-block as the decomposition proceeds. Those sources with high correlation to the y-block will generate a latent variable that is placed higher in the ranked list, even when the amount of x-block variation they APPLIED SPECTROSCOPY 23A explain is less than other, uncorrelated sources. A comparison of the xblock loadings shown in Fig. 7A and the PCA loadings shown in Fig. 5 gives an idea of the differences for a simple calibration set. The PLS scores shown in Fig. 7B also appear similar to the PCA scores in Fig. 5B , but the sign has reversed. The xblock weights, reflecting the rotation of original variables needed to generate the PLS latent variables, are identical to the x-block loadings in this example. W h e n the x-block loadings and weights differ, it is possible to examine the differences for information about the relative importance of the original data in building a PLS model as opposed to a PCA model. In a PLS model, the interaction of the x-block and yblock decompositions often generates latent variables that are better at capturing information that is relevant to the calibration, and it is not too uncommon to have the PLS model require fewer latent variables (usually one fewer) than the corresponding PCR model. The two methods produce very similar, but not identical, regression vectors, as a comparison of Figs. 6 and 8 shows.
Classifying Samples by Similarity in Latent Properties (Classification). Many latent relationships in
data are not easily expressible in quantitative terms. These relationships might be better examined in terms of the similarity or dissimiliarity of groups of multivariate data. The task for the chemometrician becomes twofold here: (1) Can a useful group structure in multivariate data be discerned, and (2) can the unknowns be classified into a group for the prediction of some latent property? Just as in calibration, the problem reduces to two steps. In the first step, a set of knowns is used to sep- Fig. 5: (A,  top) x-block Ioadings, (B, middle) x-block  scores, and (C, bottom) x-block PLS weights.
FIG. 7. PLS Ioadings and scores for multivariate calibration of data in
arate information and noise sources, and the information sources are combined to build a predictive model. Unlike calibration, there need not be any preconceived structure (i.e., linear relations between x and y) to the model that is to be built. In the second step, the predictive model is used to assign class membership to new data. The construction of suitable models that isolate groups, or classes, of data according to their multivariate properties is known as classification. Applications of chemometrics to chemistry began with this area, and a number of substantial tutorials discuss this subject in detail. [32] [33] [34] [35] [36] The first task in using classification to extract latent properties from a set of data is to identify the classes in the data. The data are generally stored in matrix form for convenience in the subsequent mathematical manipulations needed in classification. Suppose, as an example, we consider classifying medieval glasses, as was done by Massart and coworkers. 37 In this study, a series of m = 50 samples were measured, and values of n = 10 variables (metals analysis by atomic absorption) were determined for each. These values are put in the m × n matrix A. An exploration of the data may reveal groupings, or clusters, in the data, as measured by some similarity metric. Often, to enhance the separation of groups of data in the multivariate space defined by the set of measured data, one transforms the original m e a s u r e m e n t variables. Some dimensions may need to be stretched to accentuate a difference between two groups, while others may need to be shrunk to prevent that axis from dominating the mathematical analysis. The term feature is used in the pattern recognition literature to indicate that such a change of scale of the original measured variable has occurred. The central presumption of classification is this: these groupings in the data, as enhanced by appropriate transformation of the variables, are associated with some underlying structure of the data into classes. To deal quantitatively with Fig. 5 
FrG. 8. PLS regression vectors for the multivariate calibration of data in

. These vectors are very similar to ones found with PCR for this example problem.
such a qualitative relationship in the data, we need a mathematical method for expressing similarity and difference in these data groupings. The most common quantitative measure of similarity between two samples, or objects, is some sort of multivariate distance. We will presume that distance and similarity are equivalent. The transformation of measured variables to features and the selection of a distance metric together define the distances between objects in the data space and provide a quantitative measure of their similarity. The two most popular types of distance are the Euclidean distance, where the distance between samples i and j is du = ~k=l (aik --ajk)2 (14) and a distance corrected for collinearity in the multivariate measurements, known as the Malhalanobis distance, du = X f ( a i -a S ( c o v ( A ) ) -l ( a i -aj) (15) where cov(A) is the covariance matrix defined in Eq. 2. Once a rule is selected for the meaning of a distance from an object to a cluster of objects and a distance from one cluster to another, the similarity can be evaluated for increasingly large clusters of objects, as This evaluation of similarity by repetitively adding an object to a set of data is called hierarchical clustering, or just cluster analysis. The similarities within a set of data are plotted in the form of a dendogram, a graph that indicates the relationships within the data. Figure 9 shows a dendogram for the data set.
Another way of evaluating the natural clustering tendencies of a data set is to use PCA and to plot the scores or the loadings of the latent variables. The scores give the new representation of the objects in the rotated coordinate space, while the loadings give the way in which the axis system has been changed. Clustering within the scores plots is helpful in deciding the membership of classes in the data. As noted previously, PCA is also a very useful means of simplifying a data set so that low-dimension plots can distinguish groupings in high-dimensional, multivariate data. Figure 10 shows a plot of scores from a principal components analysis of the data from Ref. 35 
FIG. 9. Hierarchical clustering of class data from Ref. 37. Euclidean distances were used, with Wards method as determining cluster distances. Note the presence of an outlier (indicated by an arrow on the y-axis) and three diffuse clusters in the data.
clustering of the data and the presence of an outlier sample. Once classes have been assigned, the rules for assigning classes can be generated by examination of a set of data for which the class membership is known. This training set defines the model for the classification. Just as in calibration, it is helpful if the training examples span the regions of interest. Designing a training set for classification is much more difficult than for calibration, however, in part because of the qualitative nature of the problems studied by classification. For this reason, the pre-processing s t e p --f i n d i n g suitable variable transformations and distance metrics--receives more attention. A wide range of methods for systematically devising classification rules have been developed, and the reader is advised to consult reference texts 39.4° for details. In this brief survey, only two of the many classification methods will receive coverage: linear discriminant analysis (LDA) and soft independent modeling of class analogy (SIMCA).
In the analysis of a set of multivariate data with the use of PCA, information is considered to be expressed by variation. In PCA, a new set of axes is sought that maximizes variation along one axis while minimizing the remaining variation oz._ thogonal to it. In classification of nmltivariate data, the information is expressed in terms of the similarity of objects. One way to express similarity is to calculate a distance. Another is to compare the variation of multivariate objects within a class and variation between classes of those multivariate objects.
LDA is a method that uses the squared Malhalanobis distance (Eq. 14) to decide on class membership. Presuming no prior information that would predispose the selection of 
where G is the pooled covariance matrix of all classes, and where ~; is the variable mean vector of class i and f~; is the variable mean of class j. The quantity fj(x) for the object x is calculated for each pair of classes i and j, and the object is assigned to the class with the smallest discriminant function value. Similar expressions can be generated for the cases where the presumptions listed above fail, 39, 40 The L D A classifier creates a set of new axes called canonical variates. These latent variables are selected to maximize differences between different classes. Like principal components, they are lower-dimension projections created from linear combinations of measured variables, and they are ranked according to the amount of information explained by each axis vector. Figure 11 shows the canonical variates for a simple two-class system. Like the loadings from PCA, the weights used to obtain canonical variates from the measured data can provide information on the relative importance of measured variables for the classification.
It is also possible to model each class by principal components analysis. This approach is used in the SIMCA classifier? 4,4° For each class, the multivariate data are centered and scaled as necessary; then a local principal c o m p o n e n t s analysis is used to model the sources of variation in the class. This model is local in that only the sources of variation in the class are modeled, and not all sources of variation in the entire data set. From the local model, confidence envelopes can be constructed, and these can be used to classify data using statistical tests, as we shall see. 
FI6. 11. Linear discriminant axis for separation of two classes. The scores of the class data fall into two groups, and a discriminant boundary can be established between the classes. Note that outlier samples must be classified as class 1 or class 2.
One feature of SIMCA that is helpful in many spectroscopic studies is the fact that a latent variable projection occurs. Thus, high-dimensional objects, which may be described by spectra, can be projected to a much lower-dimensional latent variable space for the classification. As with PCA, the collinearity in the data helps make the reduction in dimension possible, and it is often possible to make use of data with a high variable-to-object ratio in SIMCA. With other classifiers where a projection to a smaller latent variable space does not occur, a high ratio of m e a s u r e m e n t variables to objects makes likely the false classification of data by an incorrect classification rule 4~ that results from accidentally correct classification of the training set. This accidentally correct training is a consequence of using many features in the classification while using relative few training set data, something that is often overlooked in chemometric applications of classification.
The SIMCA method assumes the existence of a principal components (soft) model for each class k. Then, each object in k, x,~, can be described a s 
j-i p -Pk
Once the variances defined in Eqs. 18 and 19 have been calculated, an F-test can be used for detection of outliers from the class model: if the variance (s~) k calculated for some suspicious object i is the " s a m e " as the variance (s02) k, the object is typical of the class members of class k, but if not, it is too distant from the principal components model for the degree of confidence chosen, and it can be considered an outlier to that model and removed from the class. If this outlier is also an outlier for all of the k classes, object i may belong to another, unforeseen category, or it may indicate bad data.
It is simple to extend the outlier detection capabilities of SIMCA to create confidence regions about the axes of the principal c o m p o n e n t models. For one axis, a cylinder is created, while for two axes, a box is created. This confidence region is of- For those classes defined by a single principal component, the confidence region defines a cylinder, while for classes defined by two or three principal components, the confidence region defining the class is shaped like a rectangle or box, respectively. The overlap of classes is detectable by examination of these class uncertainty volumes. A SIM-CA separation of two classes is shown in Fig. 12 . There, some overlap of the confidence volumes is shown, and an outlier in class 2 is apparent, as it falls outside of the SIMCA-box for that class.
Having the meaningful variance of each feature in the class model permits a calculation of the ratio s~/ s~, a "noise-to-signal" ratio for each feature j. As this ratio increases, the class model information available in feature j decreases. The modeling power RJ of feature j is defined in terms of this ratio, Generally a combined £b(j) is calculated by averaging over category pairs for the separation.
Taking care in choosing the data that define each of the S I M C A classes is also helpful in improving classification accuracy. Here, the benefit is a lowered residual variance for all classes defined in the SIMCA model. These "tighter" SIMCA classes are better defined and often better separated. The separation D~,~ of categories k and l in the space is given by the equation
where s~l is the residual variance of objects in class k fit to model l, and s~k is the residual variance of objects in class I fit to model k. As this quantity increases, the separation between classes increases. This metric for seParation of categories is closely related to the discriminating power defined above, except that the residuals used in computing variances in Eq. 23 are taken for all features used in the class model, rather than for a single feature, as used in Eq. 22.
Classification of u n k n o w n data with S I M C A amounts to fitting each of the class models to the unknown object, and finding the best fit. This involves projection of the unknown onto the class models and evaluation of the residuals. For some unknown object x,, Pk x,,j 2,j ~ ~ k + k
--= V j r U u r e u j r = I for the fit by the model for class k. The quality of the fit is measured by application of Eq. 19, and, as before, an F-test can be used to decide if the fit of the object x, to class k is sat-
FIG. 13. Separation of classes in the asymmetric case, where one class envelope is defined (for class 1 here) and a//objects fagging outside of this class are treated as autliers.
isfactory [when (s,]) k ~ (s~)~]. If the F-test is failed, the distance from the object x, to the model for class k, the distance of the unknown to the class model boundary, may be calculated. The result is a set of probabilities of class membership for the unknown, rather than a direct classification. And, it may be that no class model fits the unknown well, so that it is possible to get a result of "none of the above". With any S I M C A classification, the distances of each of the class models to the unknown are calculated, so that even outlier samples can be ranked according to their distance from each of the class models.
SIMCA has been promoted as a means of dealing with a special classification problem known in the literature as the asymmetric case. The asymmetric case consists of a single class with a small confidence volume. Objects that fall within the confidence volume of this class have a fairly narrow range of properties, while those outlier objects that fall outside of the confidence volume may have a wide range of properties. Figure 13 demonstrates the concept behind the asymmetric case. As is apparent from the figure, the asym-metric case refers to a class structure that arises when it is necessary to distinguish "on-spec" material from "out-of-spec" material from multivariate analysis. SIMCA deals well with the asymmetric case because class confidence volumes are set with the use of the Student t statistic, just as any other confidence interval, and because it is not necessary to assign each object to a class. "Out of spec" objects can just be considered outliers from the "in-spec" class model.
Finally, a SIMCA classification can also be regarded as the first step in the quantitative modeling of each class. For example, it may be that each class is believed to be related to some property. Unlike a conventional calibration study, the relation may be different for each class. The SIMCA class model describes the xblock of a possible relation between the property of interest and the multivariate measurements. A PCR calibration developed for each class can then be used to relate class and property in a much more quantitative manner. It is also possible to develop SIMCA class models with the use of the latent variables generated for the x-block by PLS regression. Here, the APPLIED SPECTROSCOPY 29A focal point Level 1: Simple classification into predetermined categories (SIM-CA or LDA). Level 2-0: Level 1 plus outlier detection (SIMCA). Level 2-A: Asymmetric case classification (SIMCA). Level 3:
Level 2 plus prediction of one external property (SIMCA/ PCR or PLS-1). Level 4:
Level 2 plus prediction of more than one external property (SIMCA/PLS-2).
property is directly involved in the SIMCA class modeling. One (PLS-1) or more (PLS-2) properties may be related directly to the SIMCA class by this approach, provided that sufficient data are available and the relationships between properties and class exist. Table ! summarizes the different types of classification that are possible when PCA, PCR, and/ or PLS are used to simultaneously evaluate classification and calibration information on multivariate data.
FUTURE
Once the last resort when simple, univariate data analysis failed, multivariate data analysis by chemometrics is increasingly becoming an expected part of analytical procedures. There is a substantial benefit to be gained from taking advantage of chemometric methods to discover and use the latent relations hidden in data. Chemometrics plays an especially large role in the conversion of spectroscopic measurements to chemical information. For example, near-infrared spectroscopy became feasible as a quantitative technique only when PLS and other chemometric methods were developed for dealing with the overlapped, collinear spectral responses produced by a near-infrared scan.
The field of chemometrics has evolved a good deal from its beginnings in the early 1970s. A glance at the review of fundamental chemometric research 42 that is published every two years shows a wide range of research on the methods surveyed here as well as other every sophisticated mathematical analyses for tasks in the two main areas of chemometrics, multivariate calibration and classification, and it also shows that chemometrics research focuses on other areas of interest to analytical chemists in general and to analytical spectroscopists in particular. Chemometric research in many other areas, ranging from signal processing to artificial intelligence, has a significant impact on the sort of information that is--and, more importantly, that soon will be--available from a spectroscopic measurement. The success of chemometric methods in analysis of data from spectroscopically based measurements has spawned a whole new field, process analytical chemistry, in which the chemometrics is combined with novel sensors to make selective and yet general measurement systems for chemical processes. The field of process analytical chemistry is now the subject of its own review; 43 the reader interested in applications of chemometrics will find this a useful starting point for a search.
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