We consider the iterative solution of linear systems with symmetric saddle point system matrix. We address a family of solution techniques that exploit the knowledge of a preconditioner (or approximate solution procedure) for both the top left block of the matrix on the one hand, and for the Schur complement resulting from its elimination on the other hand. This includes many "segregated" or "Schur complement" iterations such as the inexact Uzawa method and pressure correction techniques, and also many "block" preconditioners, based on the approximate block factorization of the system matrix. An analysis is developed which proves convergence in norm of stationary iterations. It is more rigorous than eigenvalue analyses which ignore nonnormality effects, while being more general than previous norm analyses. The analysis also clarifies the relations that exist between the many members of this family of methods, and offers practical guidelines to select the scheme most appropriate to a situation at hand.
Introduction
We consider linear systems of the form
where the system matrix
is symmetric. We further assume that A is symmetric and positive define (SPD) and that C is nonnegative definite while being positive definite on the null space of B T . These assumptions entail that the system is nonsingular [3] . Relaxing these assumptions, we moreover include cases where K is singular because B T and C have a common null space, while the system (1) is compatible. This often happens with linear systems resulting from the discretization of Stokes problems; see, e.g., [3] . We further refer to this work for an overview of the many applications in which such linear systems arise and the discussion of their algebraic properties, as well as for a general introduction to the different solution methods.
Iterative methods for saddle point linear systems often alternate updates of the first block of unknowns u A ("velocity solves" in the context of Stokes problems) and updates of the second block u C ("pressure corrections" in the same context). That is, each step corresponds to the combination of two or more substeps, in which the different types of unknowns are considered separately-reason for which such approaches are sometimes referred to as "segregated iterations". They are also called "Schur complement approaches" because the updates of the second block u C are based on the approximate solution of the Schur complement system obtained when eliminating the first block of unknowns. Such methods include (inexact) Uzawa [6, 12, 25] , SIMPLE [10, 20] , pressure correction techniques [1, 14] .
These methods are related to the solution process associated with the block factorization of the system matrix
where the (negative) Schur complement S is given by
Block preconditioners are also derived from this factorization. For instance, exchanging A and S in the right hand side of (3) for proper approximations (or preconditioners) M A and M S yields the inexact block factorization preconditioner [2, 26] 
A cruder approximation consists in discarding either the lower or the upper triangular factor, yielding, respectively, the inexact block triangular preconditioner [5, 23] 
and the inexact Uzawa preconditioner
This latter name stems from the fact that using this preconditioner in stationary iterations just implements the inexact Uzawa algorithm [26] . More generally speaking, segregated iterations or Schur complement approaches mentioned above are intimately connected with block preconditioners, as will be further clarified in the next section. For these methods or preconditioners, there exist several careful eigenvalue analyses and related spectral radius assessments which offer a quite complete picture of the situation; see, in particular, [18, 23, 26] . However, as is well known (e.g., [13] ), while the eigenvalue analyses tell something about the asymptotic convergence, they ignore nonnormality effects, and they can therefore not guaranty anything for a modest number of iterations (even with Krylov subspace acceleration).
On the other hand, several works prove monotone convergence of stationary iterations by bounding a well chosen norm of the iteration matrix. However, the state of the art seems less satisfactory than for the spectral radius assessment. The published works we are aware of are all restricted to the case where C = 0 ; see [6, 26] for the inexact Uzawa algorithm and [2, 24, 26] for the inexact block factorization preconditioner. Moreover, norms considered are nonstandard while restrictive assumptions are introduced on M A and M S .
In this paper, we develop a convergence analysis which avoids unnecessarily restrictive assumptions while using a natural norm for the problem; that is, the energy norm · E = (· , E ·) 1/2 associated with the matrix
Thus, for u = u T A u T C T ,
combines the standard energy norm associated with the solution of a system with A (computation of u A when u C is fixed) and the standard energy norm associated with the Schur complement system. For many methods belonging to the family just described, we prove that the iteration matrix T satisfies a relation of the form
where the constants ξ andρ only depend on the parameters that naturally measure how good are the preconditioners M A and M S ; i.e., on
and the related spectral radii
Moreover ξ is moderate and never larger than 3 + √ 5 + O max(ρ A , ρ S ) , whileρ is close to the best spectral radius estimates. This way, we offer a middle ground between eigenvalue analyses which ignore possible nonnormality effects, and analyses focused on monotone convergence proofs.
Regarding assumptions, for some variant of segregated iterations close to the inexact block factorization preconditioner, nothing is needed besides ρ A , ρ S < 1 ; i.e., besides that the preconditioners M A and M S themselves define a convergent iteration for A and S (respectively). For other variants including inexact block triangular, inexact Uzawa and inexact block factorization preconditioners, some assumptions are needed on the largest eigenvalue of M −1 A A ; i.e., on the scaling of M A . However, these assumptions are realistic in the sense that, when they are not satisfied, the convergence may deteriorate or cease.
Of course, all analyzed methods can be combined with Krylov subspace acceleration. This is not considered in this work, because, except for symmetric matrices with SPD preconditioners, it is nearly impossible to obtain rigorous convergence proofs in this context. For Krylov subspace methods that minimize the residual norm, one may use the general argument that the convergence should be at least as fast as with stationary iterations, but we note that this argument remains heuristic if the convergence of stationary iterations is proved in another norm than the residual norm. For the class of problems at hand, this sometimes motivates the use of MINRES combined with a block diagonal SPD preconditioner (not considered in this work), for which a rigorous convergence analysis can be developed; see [21] and the references therein. Nevertheless, the family of methods considered here may lead to faster solution schemes [18] , motivating the development of their convergence analysis.
The remainder of this work is organized as follows. In Section 2 we describe more in detail the iterative schemes under investigation, highlighting their close relationship. Singular systems are discussed in Section 3. The theoretical analysis is developed in Section 4, while Section 5 is devoted to a few illustrative numerical experiments. Concluding remarks are given in Section 6.
Segregated iterations and block preconditioners
A very general form of segregated iterations can be described as follows, where, considering updates of the first block of unknowns, we refer to the inverse preconditioner Y (i)
A . If this latter is nonsingular, we just have Y (i)
but it is not needed to assume this. In particular, this formalism allows us to include cases where either Y (1) A = 0 or Y (2) A = 0 (but not both), meaning in practice that the first (Y (1) A = 0) or the last (Y (2) A = 0) substep is skipped. In this way, we do not need to separately describe schemes with only two substeps.
Execute 1 stationary iteration for u
For the updates of u A , one typically uses Y
(i)
A to approximate A −1 ; i.e., the first and last substeps approximately solve the first block of equations for u A assuming u C is fixed. Regarding the update of u C , one typically uses a preconditioner M S that approximates the Schur complement (4). This is motivated by the observation that, if Y (1) A = A −1 , then the exact u C is provided by solving the Schur complement system; that is, by using M S = S at the second step. Using then again the exact inverse of A as Y (1) A , the last step will provide the exact solution for u A as well; that is, with such "exact" preconditioners the above process just implements the solution of the linear system via the block factorization (3).
When using standard ("inexact") preconditioners, the above process is related with the block preconditioners mentioned in Section 1. This relation is clarified in the following theorem. Before stating it, observe that, since this process combines stationary iterations, the corresponding iteration matrix is the product of the iteration matrices associated with the different substeps; that is, if û T Aû T C T denotes the exact solution of the linear system (1), the matrix T such that
where
and
Theorem 1. Let K be a matrix of the form (2) such that A is an n × n matrix and C is a
A be n × n matrices and M S be a nonsingular m × m matrix.
is nonsingular, there holds
Then, P satisfies
A = 0 , the preconditioner (18) corresponding to substeps 1 and 2 above (substep 3 being skipped) is the inexact Uzawa preconditioner (7) . On the other hand, when Y (1)
A , the preconditioner (18) corresponding to substeps 2 and 3 above (substep 1 being skipped) is the block triangular preconditioner (6) .
However, when Y
A , we do not recover the inexact block factorization preconditioner (5), but a slightly different variant 1
which we refer to as symmetrized inexact Uzawa preconditioner (termed "block symmetric Gauss-Seidel (SGS) preconditioner" in [18] ). Observe that, A and M A being SPD, 2 M −1 A − 1 To implement the inexact block factorization preconditioner, one has to slightly modify the third step of the above procedure into u 
A be any matrices such that Y
Then, there exist a SPD matrix
such that (20) holds. Moreover, (16) implies then
This allows us to state the following theorem, which is clearly inspired by the discussion in [9, Section 3]; see also [26, [18] , where it is proved that inexact Uzawa and block triangular preconditioners lead to the same eigenvalue distribution, which is further related to that associated with the symmetrized inexact Uzawa preconditioner.
A be n × n matrices and M S be a nonsingular m × m matrix. (16) and (17), respectively. Assume that Y
is SPD and such that, letting M A be defined by (21), on has σ M −1
Then, letting M A be defined by (22) , there holds, for any integer m ≥ 2 ,
with P defined by (19) .
and the inexact block triangular preconditioner
2 Compared with the expression appearing in (18), we deliberately reverse the order of the terms Y
A , in view of the needs of Theorem 2 below. satisfy, respectively, for any integer m ≥ 1 ,
and (22) and (25) .
Proof. Straightforward corollary of Theorem 1 and equations (23) .
With this theorem, one sees that the analysis of many methods can be reduced to that of the symmetrized inexact Uzawa preconditioner. This will be exploited in Section 4.
Compatible singular systems
Linear systems (1) arising from Stokes problems are often singular, B T and C having both the constant vector in their null space, while b C is orthogonal to this vector, ensuring that the system is compatible. In practice, compatible singular systems can most often be solved trouble free by the same iterative methods as regular ones. However, formulating the convergence theory in a way that comprises the singular case requires a somewhat heavy formalism, with many cares for tiny details. To avoid this while not excluding an important class of applications, we show in this section that the convergence of the iterative schemes sketched in the previous section is, in the singular case, identical to that of these schemes applied to a regularized version of the problem.
So, assume that B T and C have a common null space, and let V be a rectangular matrix whose columns form a orthonormal basis of this null space. Thus, the general assumption on C is weakened and we only require that it is positive definite on N (B T )\R(V ) . We also assume that the system (1) is compatible; i.e., that V T b C = 0 .
Consider then sequences u
(m)
A , u (m) C generated by the substeps 1-3 sketched in the preceding section, in which one has set u (0)
C , and in which one has exchanged C and M −1 S for, respectively,
are associated with a regular problem satisfying our general assumptions. On the other hand, because 
Hence the convergence of the iterative method for the singular system in the seminorm associated with A and S is exactly the same as that of a companion regular problem in the norm (9) associated with A and S .
Moreover, consider the eigenvalue problem
Let (ν , z) be an eigenpair such that ν = 1 . Hence one has V T z = 0 , implying that
Moreover, multiplying to the left both sides of (28) by
z is a nontrivial vector satisfying (28), as seen by multiplying to the left both sides of (29) by I − V V T . In other words, we have just shown that
Therefore, we may restrict ourselves in the next sections to the regular case (assuming that C is positive definite on the null space of B T ), and, nevertheless, cover singular cases as considered here. To interpret correctly the stated convergence results in such cases, it suffices to exchange the standard definition of ν for (30) and to read the given bound on T m E as a bound on the maximal relative error measured in the semi norm associated with A and S .
Convergence analysis 4.1 Field of values of a class of saddle point matrices
Our analysis is based on a similarity transformation of the iteration matrix: T = H −1 Z H , allowing us to use
Regarding Z , we do not analyze directly its norm, but its field of value (or numerical range)
and corresponding numerical radius
|z| .
This indeed yields a bound on Z m using the well known inequalities Z m ≤ 2 w(Z m ) and w(Z m ) ≤ (w(Z)) m (for any matrix Z).
The matrices Z to be analyzed will have the form Z = I − K , where
with A , C SPD. Observe that, compared with (2), the second block of rows has opposite sign. Hence symmetry is lost but the symmetric part is positive definite, implying that the field of values is in the right half plane [4] . This field of values is further analyzed in the following theorem, which provides the main tools for the convergence analysis developed thereafter. This theorem can be seen as the counterpart of Theorem 4.1 in [18] , where similar inequalities are proved regarding the eigenvalues of K . In general, the inequalities in [18] are somewhat stricter, but the inequality associated with γ is new. (Hence Theorem 4.1 in [18] would be enhanced by adding its counterpart for the eigenvalues.)
There holds
is depicted in yellow (light gray) together with the lines and the circle that define its boundary (only the upper half plane is represented); the dotted line is the half circle centered at origin and with radius equal to the right hand side of (34).
Proof. For any z with z = 1 , λ = z * K z satisfies e(λ) = z * K s z and m(λ) = −ı z * K a z , where the symmetric and antisymmetric parts of K satisfy, respectively,
The first and the last condition in (33) follow immediately, observing that K a = B because
Regarding the third condition, γ e(λ) ≥ ± m(λ) is guaranteed if 
, which we deduce from the relation
To prove (34), we show that its right hand side corresponds to the maximal distance to origin of any boundary point of F(α, ∞, β, γ, ∞) (i.e., F(α, α, β, γ, δ) when skipping the conditions e(1 − z) ≤ α and | m(z)| ≤ δ). The geometry of the problem is depicted on Figure 1 . Note that when β < 2 , the distance to origin along the circle |1 − z − β 2 | = β 2 is increasing with the real part of z . Hence, if the situation is as on the left picture, the maximal distance is d(o, p 1 ) . If it is as on the right picture, the maximal distance correspond to p 2 if it is reached along the circle, and to p 3 if it is reached along the line e(z) = 1 − α . As the distance to origin from p 2 to p 3 along the line m(z) = γ e(1 − z) is either monotonically increasing or monotonically decreasing or first decreasing and next increasing, there are in fact no more possibilities. Thus, when the situation is as on the right picture, the maximal distance to origin of a boundary point of F(α, ∞, β, γ, ∞) is the maximum of d(o, p 2 ) , d(o, p 3 ) . Since the situation of the left picture is characterized by d(o, p 1 ) ≤ d(o, p 2 ) , d(o, p 3 ) and that of the right picture by d(o,
The inequality (34) just translates this result, replacing d(o, p i ) by x 2 i + y 2 i , where x i , y i are obtained by solving the following couples of equations. For x 1 , y 1 :
(
Symmetrized inexact Uzawa preconditioner
We now give our first convergence proof, which also provides the building blocks for the results presented in the next subsections.
Theorem 4 (Analysis of the symmetrized inexact Uzawa preconditioner). Let K be a matrix of the form (2) such that A is an n × n SPD matrix and C is a m × m symmetric nonnegative definite matrix with m ≤ n . Assume that B has rank m or that C is positive definite on the null space of B T . Let P be the preconditioner (19) where M A and M S are SPD matrices. Let µ , µ , ν , ν , ρ A , ρ S be defined by (11), (12), (13), (14) , and assume ρ A , ρ S < 1 . Let F(α, α, β, γ, δ) be the region (33) of the complex plane described by the following parameters:
There holds, for any positive integer m ,
Moreover,
Consider then
The inequality (35) will be obtained by showing that
and that W (Z) ⊂ F(α, α, β, γ, δ) . We first note that, since σ A 1/2 M
We next observe that
have same norm, which is equal to the square root of the norm of
Remembering that E 1/2 L −T E −1/2 = E 1/2 L T E −1/2 this inequality, combined with (39), (40), proves (38) with ξ as in (36).
To prove (35), it remains then only to show that W (Z) ⊂ F(α, α, β, γ, δ) . One has
Let X be an orthogonal matrix that diagonalizes A 1/2 M −1 A A 1/2 ; i.e., such that X T A 1/2 M −1 A A 1/2 X = Λ , where Λ is the diagonal matrix with the eigenvalues of M −1 A A on its diagonal. Note that this matrix also diagonalizes A 1/2 M
We may apply Theorem 3 to this matrix. Moreover, the same matrix was already analyzed during the proof of Theorem 4.3 in [18] , yielding bounds on most quantities involved:
This straightforwardly provides the required result (35) if we can further show that
In this view, observe that, for any z ,
It remains thus only to prove (37). Here we use (34) of Theorem 3, yielding max z ∈ F(α, α, β, γ, δ)
Perhaps the best previous norm estimate for this preconditioner is the one that would be obtained by combining the results in [6, 26] for the inexact Uzawa algorithm with Theorem 2 in Section 2; see Section 4.4 for a short discussion of these results. Regarding eigenvalue analyses, the best spectral radius estimate is given in [18, Corollary 4.5] : ρ(T ) ≤ max(ρ A , ρ S ) . On the other hand, Theorem 7 in Appendix shows that this latter bound is sharp in the two limit cases corresponding to either M A = A or m = n , C = 0 and M S = S . Observe that our bound (37) is thus also optimal in these cases as well. Moreover, it is never much larger than max(ρ A , ρ S ) , and near equal if either ρ A ρ S or ρ S ρ A .
Inexact block factorization preconditioner
The analysis of this scheme cannot be reduced to that of the symmetrized inexact Uzawa preconditioner, but most of the previous proof can be reused.
Theorem 5 (Analysis of inexact block factorization preconditioner). Let K be a matrix of the form (2) such that A is an n × n SPD matrix and C is a m × m symmetric nonnegative definite matrix with m ≤ n . Assume that B has rank m or that C is positive definite on the null space of B T . Let P be the preconditioner (5) where M A and M S are SPD matrices. Let µ , µ , ν , ν , ρ A , ρ S be defined by (11), (12), (13), (14) , and assume ρ A , ρ S < 1 . Let F(α, α, β, γ, δ) be the region (33) of the complex plane described by the following parameters:
Proof. The proof follows that of Theorem 4, in which we have just to exchange everywhere M A for M A , including in the definition of F :
Avoiding to repeat identical steps, we have then
instead of (39) and (40), while the other norm estimates are unchanged. This provides the value of ξ in (43).
Regarding Z , we obtain here W (Z) = W (I − K) with
Again, the proof of Theorem 4.3 in [18] provides for this matrix bounds on λ min ( A) , 
, the parameter α , β and δ have all identical bounds, yielding
with exactly the same arguments. On the other hand,
The inequality (44) follows because ρ 2
. Assuming C = 0 and using the norm (9) with different weights for both terms in the right hand side, the analysis in [2] proves monotone convergence with factor ρ = max(ρ A , 2 ρ S /(1 − ρ S )) . It is therefore better than ours if ρ S is small enough but fails for larger ρ S . This is improved in [24] and further in [26] using a preconditioner dependent norm. However, besides C = 0 , some strict conditions are still needed to get a useful result; for instance, Theorem 5.3 in [26] fails to prove convergence if ρ A = ρ S = 1 2 or if ρ S = √ 2 2
and µ = 1 + ρ S 1+ρ S = √ 2 . (Observe that in the latter case our condition to have (44) holds.)
Nevertheless, this comparison shows that our analysis is suboptimal for small ρ S , at least when C = 0 . This is further confirmed by Theorem 7 in Appendix, which proves ρ(T ) = ρ A when m = n , C = 0 and M S = S . Hence it is likely a shortcoming if the bound (44) is less attractive when the maximum corresponds to the second term (i.e., when ρ S < ρ A 1+ρ A ). On the other hand, if ρ A → 0 , we haveρ → ρ S ; i.e., we recover the optimal result for M A = A (see Theorem 7) .
Regarding the condition µ ≤ 1+ ρ S 1+ρ S to have (44), first note that it is not a requirement on the quality of M S , but a condition on the scaling of M S . Next, this condition is not always necessary to haveρ below 1. For instance, if ρ A = ρ S = 1 2 , using the inequalities associated with α , α , γ and δ , we getρ ≤ √ 13 4 . This is, however, significantly less interesting than ρ 2
4 , but realistic in the sense that, in practice, the convergence may deteriorate or cease when µ ≤ 1 + ρ S 1+ρ S does not hold; see the numerical results in the next section.
Inexact Uzawa and block triangular preconditioners
When µ ≤ 1 , it is straightforward to obtain a convergence proof for both preconditioners (6) and (7), by combining Theorem 4 with Theorem 2 and by supplying an analysis of the norm of the additional terms appearing in the expression of T m . This is, basically, what is done in the next theorem, except that the analysis of these additional terms is grouped with that of the similarity transformation used in the proof of Theorem 4, in order to obtain a better estimate for the constant ξ in (45).
Theorem 6 (Analysis of inexact block triangular and inexact Uzawa preconditioners).
Let K be a matrix of the form (2) such that A is an n × n SPD matrix and C is a m × m symmetric nonnegative definite matrix with m ≤ n . Assume that B has rank m or that C is positive definite on the null space of B T . Let M A and M S be SPD matrices, let µ , µ , ν , ν , ρ A , ρ S be defined by (11), (12) , (13) , (14) , and assume ρ A , ρ S < 1 and µ ≤ 1 .
Let F(α, α, β, γ, δ) be the region (33) of the complex plane described by the following parameters:
There holds, for both preconditioners P defined by (6) and (7)
where m is any positive integer and
Proof. For the clarity of the proof, we adopt the notation of Theorem 2; that is, we exchange M A for M A in the definition of the preconditioner, and let M A be defined by (22) . This entails that, with λ max ( M −1
ρ A (which have to be used here instead of (11) and (13)).
We thus apply Theorem 2 and use (26) to denote the inexact Uzawa preconditioner while defining T by (25) . We obtain, with L , F and Z as in the proof of Theorem 4
. The norm of Z can be analyzed exactly as in the proof of Theorem 4, taking only care to exchange ρ A for √ ρ A in the obtained results. This yields (45) and (47) if we can prove
this will be done by showing that
We proceed similarly for the inexact block triangular preconditioner: applying Theorem 2 yields
, which provides the required results if there holds
Using
We are thus left with the analysis of all terms in the left hand side of (48). We find
Further,
Since the eigenvalues of M Thus we have proved
and check that this latter matrix is nonnegative definite by computing the Schur complement associated with the elimination of the bottom right block:
is the sum of nonnegative definite terms because ∆ is SPD with λ max (∆) ≤ 1 while
We have thus proved
and it remains to analyze F E 1/2 L T T (M −1 A ,0) R −1 . This is more straightforward because
Hence the square norm is equal to the maximum of 1 and
Combining this and the above inequalities yields (48), concluding the proof.
In [6, Theorem 3.1], monotone convergence of the inexact Uzawa algorithm is proved with a factor that is only slightly larger than the right hand side of (47), using a rather exotic norm and assuming C = 0 , ν ≤ 1 and µ ≤ 1 . Using another preconditioner dependent norm, the same bound is recovered in [26] (see Remark 4.4 in this work), as a particular case of a more general result compatible with µ , ν > 1 . However, it is clear from the discussion in [18] that the convergence estimate rapidly deteriorates when µ increases above 1. This is confirmed with Theorem 7 in Appendix, which proves that ρ(T ) ≥ µ − 1 + µ(µ − 1) in the limit case m = n , C = 0 and M S = S . One may then see that convergence is lost as soon as µ ≥ 4/3 .
On the other hand, staying with the condition µ ≤ 1 , the best spectral radius estimate for the inexact Uzawa and block triangular preconditioners is given in [18, Corollary 4.5] (combining results from there and Theorem 2 in [23] 
Here again, see Theorem 7, this result is sharp in the two limit cases corresponding to either M A = A or m = n , C = 0 and M S = S . Hence our bound (47) is optimal in these case as well, while being never much larger than max( √ ρ A , ρ S ) , and near equal if either
Numerical illustration
Here we illustrate our theoretical results with two examples.
In Example 1, we consider the linear systems resulting from the discretization of a time dependent Stokes problem defined on the unit square with Dirichlet boundary conditions for velocities, using for the spatial discretization the marker and cell (MAC) scheme on a uniform staggered grid with mesh size h = 1/40 , and for the time discretization the backward Euler method with time step τ = 1/100 . Since this latter scheme is implicit, a system of the form (1) has to be solved at each time step. Here we consider a sample obtained setting b A to a random vector of unit norm, while b C = 0 .
As is well known, A contains two diagonal blocks, and each of them corresponds to a negative discrete Laplace operator plus a constant stemming from the time discretization. Since this latter term implies strict diagonal dominance, it is consistent to use for M A the symmetrized Gauss-Seidel preconditioner M A = low(A)(diag(A)) −1 upp(A) . However, multigrid techniques can be more efficient, hence we also tested M A as resulting from one application of the preconditioner implemented in the AGMG software package [16] (see [15, 17] for a description of the method). For M S , we selected the Cahouet-Chabard preconditioner [7] which is state-of-the-art for time dependent Stokes problems. Its inverse amounts to a constant plus another constant times the inverse of a negative discrete Laplacian on the pressure space. Here, we further exchange this inverse for one application of the AGMG preconditioner.
In Example 2, we consider the linear system resulting from the finite element discretization of the two-dimensional stationary Stokes problem referred to as Example 5.1.2 in [11] . We use the IFISS software [22] to generate the matrix and the right hand side corresponding to stabilized Q 1 /P 0 finite elements on an underlying 16 × 48 grid. Since the problem is stationary, the two diagonal blocks forming A are negative discrete Laplacians (without additional term). Hence for M A we consider only the AGMG preconditioner. In this example, the Schur complement is tougher to accurately approximate. It is known to be spectrally equivalent to the pressure mass matrix, which is not easy to invert but is well conditioned [11] . A standard approach takes then for M S the diagonal (or lumped) mass matrix; i.e., the diagonal matrix with same row-sum as the true mass matrix.
For the sake of brevity, we keep the description of these settings minimal. In the context of the present study, it is likely more important to have a look at the parameters involved in the theoretical analysis. Computed values are reported in Table 5 , where ω A and ω S refer to the overrelaxation factor applied when using M A and M S (respectively); that is, ω A and ω S are the inverse of the scaling factor applied to M A and M S . Indeed, without rescaling or (over)relaxation (ω A , ω S = 1), all largest eigenvalues are equal to 1, except ν in Example 2. Hence there is room to decrease the corresponding spectral radius by rescaling the preconditioner, and the provided values of ω A and ω S correspond to a rough optimization of ρ A and ρ S . The convergence curves for the three main methods investigated here are reported in Figures 2-4 . One sees that the symmetrized inexact Uzawa preconditioner is the winner or among the winners in all cases. Moreover, as predicted by our bound (37), improving ρ A with rescaling enhances the convergence when ρ A dominates ρ S (Figure 2 ) and has little effect otherwise (Figures 3 and 4) . Conversely, improving ρ S with rescaling enhances the convergence when ρ S dominates ρ A (Figure 3 ) and has little effect otherwise (Figure 2 ).
Regarding the inexact block factorization preconditioner, it is generally as fast as the symmetrized inexact Uzawa preconditioner when our condition µ ≤ 1 + ρ S 1+ρ S to have (44) holds (all pictures except the right pictures on Figure 2 ). Otherwise, it may be competitive (Figure 2 , top right picture), but convergence may also be lost (Figure 2 , bottom right picture).
As expected rescaling M A spoils the convergence of the inexact Uzawa algorithm, which is severely deteriorated in one case (Figure 3 , top right picture) and lost in all other cases (other right pictures). Hence the restriction µ ≤ 1 in our theoretical analysis is a sensible one. Next, again as expected from the theory, this method converges roughly as fast as the more costly symmetrized inexact Uzawa preconditioner if and only if ρ 2 S dominates ρ A . This is what happens in Figure 4 , left picture, and in Figure 3 , top left picture. In this latter case, observe, however, that when rescaling M S (bottom left picture), ρ 2 S still dominates ρ 2 A , but ρ 2 S ≈ ρ A , entailing that this rescaling little helps the inexact Uzawa method while it significantly improves the symmetrized inexact Uzawa preconditioner. 
Conclusions
We have developed a rigorous convergence analysis which applies to many segregated iteration schemes and related block preconditioners. It is more general and more accurate than previous ones, and therefore helps to clarify which conditions are needed for a given scheme to converge, as well as their respective potentialities. The symmetrized inexact Uzawa preconditioner (19) (see Section 2 for its definition as segregated iteration) can be recommended unconditionally, as it converges with near optimal convergence rate as soon as ρ A < 1 and ρ S < 1 .
The inexact block factorization preconditioner (5) has about the same cost per iteration and is often as fast, but it needs to satisfy a scaling condition on λ max (M −1 A A) to be on the safe side. This, in turn, may prevent the improvement of the convergence via a scaling of M A aiming at minimizing ρ A .
The inexact Uzawa algorithm and the closely related block triangular preconditioners (6), (7) need also to satisfy a scaling condition to define a convergent iteration. Although our assumption λ max (M −1 A A) ≤ 1 is likely somewhat stricter than necessary, it is clear that convergence ceases when it is strongly violated. These approaches are further penalized by a less interesting convergence rate, but are cheaper per iteration, as they require only one approximate solve with A where the symmetrized inexact Uzawa preconditioner requires two. They can thus be cost effective, and are in fact recommended if ρ 2 S ρ A . This includes the cases where the Schur complement is tougher to approximate. Opposite to this, if ρ A ρ S , the symmetrized inexact Uzawa preconditioner is likely better despite its higher cost, because its faster convergence can further be enhanced by optimizing ρ A with the rescaling of M A . In intermediate situations, both approach are viable, and which one is most cost effective is likely application dependent.
Appendix: Exact spectral radius in some limit cases Theorem 7. Let K be a matrix of the form (2) such that A is an n × n SPD matrix and C is a m × m symmetric nonnegative definite matrix with m ≤ n . Assume that B has rank m or that C is positive definite on the null space of B T . Let M A and M S be SPD matrices.
(1) If m = n , C = 0 and M S = B A −1 B T = S , then, for the inexact block factorization preconditioner (5) and the symmetrized inexact Uzawa preconditioner (19) there holds
whereas, for the inexact block triangular preconditioner (6) and the inexact Uzawa preconditioner (7) one has ρ I − P −1 K = max 1 − µ , µ − 1 + µ(µ − 1) .
(2) If M A = A , for all four preconditioners defined by (5), (6), (7) , (19) , one has
Proof. To prove (49), we can consider that I − T is similar to the matrix K seen in the proof of Theorem 4 (eq. (41)), where Λ is diagonal with diagonal entries equal to the eigenvalues of M −1 A A , where Λ = Λ for the inexact block factorization preconditioner (5) and Λ = 2 Λ − Λ 2 for the symmetrized inexact Uzawa preconditioner (19) , where C = M Thus, for each eigenvalue λ ∈ σ(M −1 A A) there are two eigenvalues of T , which are equal to the eigenvalues of:
In both cases, the second term has two complex conjugate eigenvalues of unit modulus; that is, the modulus of both eigenvalue is equal to |1 − λ| , proving (49). For (50), we first note that by Theorem 2, the spectral radius of the iteration matrix is necessarily the same for the inexact block triangular and the inexact Uzawa preconditioners (see also [18, Theorem 3.1] ). Hence we may analyze this latter only, for which we find, using I = S −1 B A −1 B ,
Each eigenvalue λ ∈ σ(M −1 A A) leads thus to two eigenvalues of T , which are here equal to the eigenvalues of 1 − λ −λ 1 − λ 1 − λ .
If λ ≤ 1 , there are 2 complex conjugate eigenvalues of modulus √ 1 − λ , whereas, if λ > 1 , the eigenvalues are 1 − λ ± √ λ 2 − λ , proving (50). Regarding (51), we first observe that, when M A = A , there is no more difference between the inexact block factorization preconditioner (5) and the symmetrized inexact Uzawa preconditioner (19) . Moreover, T (A −1 ,0) = T (A −1 ,0) 2 , hence one sees with Theorem 2 that the symmetrized inexact Uzawa preconditioner and both triangular preconditioners lead to the same spectral radius for the iteration matrix. Therefore, we may consider only one of the four preconditioners; e.g., the inexact Uzawa preconditioner, for which T = T (0,M −1 S ) T (A −1 ,0) satisfies
yielding straightforwardly the required result.
