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RECURRENCE FOR SMOOTH CURVES IN THE MODULI
SPACE AND APPLICATION TO THE BILLIARD FLOW ON
NIBBLED ELLIPSES
KRZYSZTOF FRĄCZEK
Abstract. In view of classical results of Masur and Veech almost every element in
the moduli space of compact translation surfaces is recurrent, i.e. its Teichmüller
positive semiorbit returns to a compact subset infinitely many times. In this paper
we focus on the problem of recurrence for elements of smooth curves in the moduli
space. We give an effective criterion for the recurrence of almost every element of
a smooth curve. The criterion relies on results developed by Minsky-Weiss in [9].
Next we apply the criterion to the billiard flow on planar tables confined by arcs of
confocal conics. The phase space of such billiard flow splits into invariant subsets
determined by caustics. We prove that for almost every caustic the billiard flow
restricted to the corresponding invariant set is uniquely ergodic. This answers
affirmatively to a question raised by Zorich.
1. Billiards on elliptical-hyperbolic nibbled tables
We consider a class of pseudo-integrable billiards with piecewise elliptic and hy-
perbolic boundary introduced by Dragović and Radnović in [2]. Let 0 < b < a and
denote by {Cλ : λ ≤ a} the family of confocal conics
x2
a− λ +
y2
b− λ = 1.
If λ < b then Cλ is an ellipse and if b < λ < a then Cλ is a hyperbola. Moreover, Cb
is the horizontal and Ca is the vertical line though the origin.
Denote by Θ the set of sequences (α, β) = ((αi)ki=1, (βi)ki=1) such that
a = α0 > α1 > α2 > . . . > αk−1 > αk = b > βk > βk−1 > . . . > β2 > β1 ≥ β0 = 0.
Let k(α, β) := k. For every (α, β) ∈ Θ let Dα,β be the billiard table in the ellipse C0
so that the boundary of Dα,β contained in the positive quadrant is piecewise smooth
and consists of a chain of arcs of ellipses Cβ1 , . . . , Cβk , hyperbolae Cα1 , . . . , Cαk−1 and
lines Ca, Cb. More precisely, the consecutive corners are intersections of the following
pairs of conics:
(Ca, Cβ1), (Cα1 , Cβ1), (Cα1 , Cβ2), (Cα2 , Cβ2), . . . , (Cαk−1 , Cβk−1), (Cαk−1 , Cβk), (Cb, Cβk).
The positive quadrant of Dα,β looks like stairs whose steps are elliptical-hyperbolic,
see Figure 1.
Let (α++, β++), (α+−, β+−), (α−+, β−+), (α−−, β−−) be sequences in Θ such that
β++1 = β
−+
1 , β
+−
1 = β
−−
1 , β
++
k(α++,β
++
)
= β+−
k(α+−,β+−)
, β−+
k(α−+,β−+)
= β−−
k(α−−,β−−)
.
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Figure 1. The shape of the table Dα,β.
Let
βt := β++1 = β
−+
1 , β
b := β+−1 = β
−−
1 ,
βr := β++
k(α++,β
++
)
= β+−
k(α+−,β+−)
, βl := β−+
k(α−+,β−+)
= β−−
k(α−−,β−−)
.
Denote by γv, γh : R2 → R2 the reflections across the vertical and the horizontal
coordinate axis respectively. For the quadruple (α++, β++), (α+−, β+−), (α−+, β−+),
(α−−, β
−−
) let
D = D(α++,β
++
)(α+−,β+−)
(α−+,β−+)(α−−,β−−)
: = D
α++,β
++ ∩ γhDα+−,β+− ∩ γvDα−+,β−+ ∩ γh ◦ γvDα−−,β−− .
(1.1)
Then every quadrant of D looks like stairs whose steps are elliptical-hyperbolic, see
Figure 2. We call the table D a nibbled ellipse.
Figure 2. The shape of the table D = D(α++,β
++
)(α+−,β+−)
(α−+,β−+)(α−−,β−−)
.
Let us consider the billiard flow (bt)t∈R on the billiard table D which acts on unit
tangent vectors (x, θ) ∈ S1D ⊂ D × S1. The flow (bt)t∈R moves (x, θ) at unit speed
along the straight line through the foot point x ∈ D in direction θ ∈ S1 with elastic
collisions at the boundary of the table (according with the law that the angle of
incidence equals the angle of reflection with respect to the tangent at the collision
point). After reaching any of the corners, the billiard flow dies.
Dragović and Radnović observed in [2] that the phase space S1D of the billiard
flow on D splits into invariant subsets Ss, s ∈ (min{βt, βb}, a] so that the ellipse Cs
RECURRENCE FOR SMOOTH CURVES 3
for min{βt, βb} < s < b or the hyperbola Cs for b < s < a is a caustic1 of all billiard
trajectories in Ss (see Figure 3).
For every s ∈ (0, b) denote by Es the set of external points of the ellipse Cs and for
every s ∈ (b, a) denote by Hs the area between two branches of the hyperbola Cs.
Then every billiard orbit in Ss is trapped in the set D ∩ Es for min{βt, βb} < s < b
or D∩Hs for b < s < a. Therefore, the set of foot points (denoted by Ss) of vectors
in Ss can be identified with D ∩ Es for min{βt, βb} < s < b and with D ∩ Hs for
b < s < a. If max{βt, βb} < s < min{βl, βr} then the set Ss slits into two connected
sets: the upper one S+s and the lower one S−s , see Figure 3.
Figure 3. Invariant subsets of the phase space.
The aim of the paper is to answer affirmatively to the conjecture, raised by Zorich,
that for almost all parameters s all billiard orbits in Ss (or in S±s ) are equidistributed
in Ss (or in S±s resp.).
Recall that an abstract Borel flow (Tt)t∈R on a metric space X is uniquely ergodic
(or all its orbits are equidistributed in X) if there exists a probability Borel measure
µ on X such that for every compactly supported continuous map f : X → C and
every x ∈ X we have
1
T
∫ T
0
f(Ttx)→
∫
X
f dµ.
Then µ is the unique probability invariant measure of the flow (Tt)t∈R.
Theorem 1.1. For every nibbled ellipse D of the form (1.1) and for almost all s ∈
(min{βt, βb}, a) the billiard flow (bt)t∈R on D restricted to any connected component
of Ss is uniquely ergodic.
Recall that the same result was proved in [4] for a special degenerate family
of nibbled ellipses, i.e. for ellipses with a linear obstacle. The first step of the
proof (in [4] and in the present paper) is to consider a special change of variables
σs (introduced in [2]) leading to a polygonal billiard table σs(Ss) with vertical and
horizontal sides. After the change of variables the billiard flow (bt)t∈R on Ss becomes
the directional billiard flow in directions ±pi/4, ±3pi/4 on σs(Ss). Since σs(Ss) is
a rational polygon, the map s 7→ σs(Ss) provides (after an unfolding procedure) a
curve in the moduli spaceM of translation surfaces.
1 Caustic is a curve for which tangent billiard trajectories remains tangent after successive
reflections.
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In [4] the unique ergodicity of the directional flows followed from the fact that
almost every element of the corresponding curve is Birkhoff ergodic for the Teich-
müller flow (gt)t∈R restricted to an appropriate SL2(R)-invariant subsets ofM. In
the present paper we apply a different approach developed in [9].
1.1. Change of variables σs. First notice that each point of the non-negative
quadrant R2≥0 except the focus F+ is the intersection point of two conics Cλ1 , λ1 ∈
[b, a] and Cλ2 , λ2 ∈ (−∞, b]. This gives a coordinate system (λ1, λ2) ∈ [b, a] ×
[−∞, b] \ {(b, b)} in the set R2≥0 \ {F+}. In this coordinate system the elliptic and
hyperbolic arcs forming the boundary of the table are horizontal or vertical linear
segments.
Let e(λ, s) := 1√
(a−λ)(b−λ)(s−λ) . For any s ∈ (−∞, b) let us consider a new
coordinate system in Es ∩ R2≥0 determined by
σs(λ1, λ2) =
(∫ a
λ1
e(λ, s) dλ,
∫ s
λ2
e(λ, s) dλ
)
.
The domain of the new coordinate system is [0, `(s)]× [0, `(s)), where
`(s) :=
∫ a
b
e(λ, s) dλ =
∫ s
−∞
e(λ, s) dλ.
The new coordinate system extends by symmetry to the whole annulus Es, its
domain is the cylinder R/4`(s)Z× [0, `(s)). More precisely, the extended coordinate
chart σs : Es → R/4`(s)Z× [0, `(s)) is determined by
σs|Es∩R≤0×R≥0 = Tr−(`(s),0) ◦ σs ◦ γv, σs|Es∩R≤0×R≤0 = Tr−(2`(s),0) ◦ σs ◦ γh ◦ γv,
σs|Es∩R≥0×R≤0 = Tr−(3`(s),0) ◦ σs ◦ γh,
where Trv is the translation by the vector v.
One can carry out similar construction of a coordinate system in the sets Hs,
s ∈ (b, a) starting from the coordinate system in Hs ∩ R2≥0 given by
σs(λ1, λ2) =
(∫ a
λ1
e(λ, s) dλ,
∫ b
λ2
e(λ, s) dλ
)
.
Then the domain of the coordinate system in Hs ∩R2≥0 is [0, `(s)]× [0, `(s)), where
`(s) :=
∫ a
s
e(λ, s) dλ =
∫ b
−∞
e(λ, s) dλ.
The domain of the extended coordinate system (inHs) is [−`(s), `(s)]×(−`(s), `(s))
and the coordinate chart σs : Hs → [−`(s), `(s)]× (−`(s), `(s)) is determined by
σs|Hs∩R≤0×R≥0 = γv ◦ σs ◦ γv, σs|Hs∩R≤0×R≤0 = γh ◦ γv ◦ σs ◦ γh ◦ γv,
σs|Hs∩R≥0×R≤0 = γh ◦ σs ◦ γh.
Recall that Ss = D ∩ Es for min{βt, βb} < s < b and Ss = D ∩Hs for b < s < a.
Each set Ss is regarded in separate coordinates given by the coordinate chart σs.
Then σs(Ss) is a polygon with vertical and horizontal sides in R2 or in the cylinder
R/4`(s)Z× R. Moreover, by Proposition 5.2 in [2], we have the following result.
Proposition 1.2. For every nibbled ellipse D the billiard flow (bt)t∈T on S1D re-
stricted to Ss, s ∈ (min{βt, βb}, b) ∪ (b, a) is conjugate (by σs) to the directional
billiard flow on σs(Ss) in directions ±pi/4, ±3pi/4.
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A precise description of the polygons σs(Ss) for s ∈ (min{βt, βb}, b) ∪ (b, a) is
presented in Section 5. In Section 3 we supply an appropriate language for this
description.
Formally the directional billiard flow on σs(Ss) in directions ±pi/4, ±3pi/4 acts on
the union of four copies of the polygon, denoted by σs(Ss)pi/4, σs(Ss)−pi/4, σs(Ss)3pi/4,
σs(Ss)−3pi/4. Each copy σs(Ss)θ for θ ∈ {±pi/4, ±3pi/4} represents all unit vectors
pointing in the same direction θ. After applying the horizontal or vertical reflection
(or both) to each copy separately, we can arrange all unit vectors to point to the
same direction pi/4. More precisely, after such transformations, all unit vectors in
σs(Ss)pi/4, γhσs(Ss)−pi/4, γvσs(Ss)3pi/4 and γh ◦ γvσs(Ss)−3pi/4 point to the same direc-
tion pi/4. By gluing corresponding sides of these four polygons, we get a compact
connected orientable surfaceMs with a translation structure ω(s) inherited from the
Euclidian plan. Moreover, the directional billiard flow on σs(Ss) in directions ±pi/4,
±3pi/4 is conjugate to the translation flow in direction pi/4 (denoted by (ϕpi/4t )t∈R)
on the translation surface (Ms, ω(s)). This is an example of using the previously
mentioned unfolding procedure coming from [3] and [5].
A precise description of the polygons σs(Ss) for s ∈ (min{βt, βb}, b) ∪ (b, a) pre-
sented in Section 5, shows that the interval (min{βt, βb}, a) splits into finitely many
subintervals {J : J ∈ J } so that for all s’s form the interior of J ∈ J the surfaces
Ms have the same genus gJ and the map J 3 s 7→ ω(s) is smooth. In view of Propo-
sition 1.2, it follows that we need to prove that for every J ∈ J and for a.e. s ∈ J the
directional flow (ϕpi/4t )t∈R on the translation surface (MgJ , ω(s)) is uniquely ergodic,
where MgJ is a compact connected orientable surface of genus gJ . This observation
allows us to translate the original problem into the language of translational surfaces
and smooth curves in the moduli space of translational surfaces.
2. Translation surfaces
Definition 1. A translation surface is a compact connected orientable topological
surface M , together with a finite set of points Σ (singularities) and an atlas of
charts ω = {ζα : Uα → C : α ∈ A} on M \ Σ such that every transition map
ζβ ◦ ζ−1α : ζα(Uα ∩ Uβ) → ζβ(Uα ∩ Uβ) is a translation, i.e. for every connected
component C of Uα ∩ Uβ there exists vCα,β ∈ C such that ζβ ◦ ζ−1α (z) = z + vCα,β for
z ∈ ζ−1α (C).
For every θ ∈ R/2piZ (we will identify R/2piZ with S1) let Xθ be a tangent vector
field onM \Σ which is the pullback of the unit constant vector field eiθ on C through
the charts of the atlas. Since the derivative of any transition map is the identity, the
vector field Xθ is well defined on M \Σ. Denote by (ϕθt )t∈R the corresponding flow,
called the translation flow on (M,ω) in direction θ. The flow preserves the measure
λω which is the pullback of the Lebesgue measure on C. We will denote by (ϕvt )t∈R
and (ϕht )t∈R the vertical and horizontal flow respectively.
A saddle connection in direction θ is an orbit segment of (ϕθt )t∈R that goes from a
singularity to a singularity (possibly, the same one) and has no interior singularities.
A semiorbit of (ϕθt )t∈R that goes from or to a singularity is called an outgoing or
incoming separatrix. Recall that if (M,ω) has no saddle connection in direction θ,
then the flow (ϕθt )t∈R is minimal, i.e. every its orbit is dense in M .
Given a topological compact connected orientable surface M and its finite subset
Σ ⊂M , denote by Diff+(M,Σ) the group of orientation-preserving homeomorphisms
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ofM which fix all elements of Σ. Denote byM(M,Σ) themoduli space of translation
surfaces with singularities at Σ, i.e. the space of orbits of the natural action of
Diff+(M,Σ) on the space of translation structures on M with singularities at Σ.
The moduli space has a natural structure of complex orbifold (locally the quotient
of a complex manifold by a finite group) described in detail in [11]
On the moduli space the Teichmüller flow (gt)t∈R acts deforming the translation
structure ω in local coordinates by linear maps {[ et 0
0 e−t
]
: t ∈ R} and the rotations
(rθ)θ∈R/Z act by linear maps {
[
cos θ − sin θ
sin θ cos θ
]
: t ∈ R}.
Remark 2.1. Notice that for every (M,ω) ∈M(M,Σ) and any θ ∈ S1 the directional
flow (ϕθt ) on (M,ω) coincides with the vertical flow (ϕvt ) on (M, rpi/2−θω).
Definition 2. A translation surface (M,ω) ∈ M(M,Σ) is called recurrent if there
exists a sequence (tn)n≥1 increasing to +∞ and a compact subset K ⊂ M(M,Σ)
such that gtn(M,ω) ∈ K for all n ≥ 1.
Proposition 2.2 (Masur [7]). If a translation surface (M,ω) is recurrent, then the
vertical flow on (M,ω) is uniquely ergodic.
One of the main aims of the paper is to formulate and prove an effective criterion
for the recurrence of almost every element of a smooth curve in the moduli space
M(M,Σ). More precisely, we deal with a C∞-map J 3 s 7→ ω(s) ∈ M(M,Σ)
(J ⊂ R is a finite interval) and we want to show that (M,ω(s)) is recurrent for
a.e. s ∈ J . In fact, we want to use this type of result for the rpi/4-rotation of
curves mentioned at the end of Section 1.1. Indeed, in view of Remark 2.1 and
Proposition 2.2, if a.e. element of the curve s 7→ rpi/4ω(s) is recurrent, then for a.e.
s the flow (ϕpi/4t )t∈R on (M,ω(s)) is uniquely ergodic.
An archetypical example of the criterion for recurrence is a classical theorem by
Kerckhoff, Masur and Smillie [6] saying that for every compact translation surface
(M,ω) the rotated translation surface (M, rsω) is recurrent for a.e. s ∈ [0, 2pi],
i.e. here we deal with specific curves of the form [0, 2pi] 3 s 7→ rsω ∈ M(M,Σ).
However, this result does not apply to the rpi/4-rotation of curves mentioned at the
end of Section 1.1.
Another important step toward understanding the problem of recurrence was
made by Minsky and Weiss in [8] where recurrence is shown for a.e. element of any
horocyclic arc inM(M,Σ). The ideas developed in [8] were further extended in [9]
to curves well approximated by horocylic arcs and then used to prove a criterion for
a.e. recurrence for curves of interval exchange transformations (see Theorem 2.4).
The main aim of this section is to reformulate and prove Minsky-Weiss criterion in
terms of translation surfaces and their relative homologies (see Theorem 2.11).
The transition from translation surfaces to interval exchange transformations is
obvious and consists in choosing a transversal section to the vertical flow and con-
sidering the map of the first return. Suppose that a horizontal interval I ⊂ M is
a global transversal for the vertical flow (ϕvt )t∈R on (M,ω), i.e. its every infinite
semiorbit meets I infinitely many times. Recall that this condition holds for any
horizontal interval whenever (M,ω) has no vertical saddle connection. The interval
I we identify with the real interval [0, |I|). Denote by Tω,I : I → I the first return
map of the flow (ϕvt )t∈R to I. Then Tω,I is an interval exchange transformation whose
discontinuities belong to incoming separatices.
Every d-interval exchange transformation (IET) is determined by two parameters:
a permutation pi ∈ Sd (Sd is the group of permutations of the set {1, . . . , d}) and
RECURRENCE FOR SMOOTH CURVES 7
λ ∈ Rd>0 as follows. For every Λ = (pi, λ) ∈ Sd × Rd>0 let
bj(Λ) =
∑
i≤j
λi, tj(Λ) =
∑
pi(i)≤j
λi for 0 ≤ j ≤ d.
Then
b0(Λ) = t0(Λ) = 0, bd(Λ) = td(Λ) = |λ| =
d∑
i=1
λi
and
bj(Λ)− bj−1(Λ) = λj, tj(Λ)− tj−1(Λ) = λpi−1(j) for 1 ≤ j ≤ d.
Denote by TΛ = Tpi,λ : [0, |λ|)→ [0, |λ|) the IET so that each interval [bj−1(Λ), bj(Λ))
is translated by TΛ into [tpi(j)−1(Λ), tpi(j)(Λ)), i.e.
(2.1) TΛx = x+ tpi(j)(Λ)− bj(Λ) for all x ∈ [bj−1(Λ), bj(Λ)).
We say that the IET TΛ has a connection if there exist 1 ≤ i, j < d and n > 0 such
that T nΛbi(Λ) = bj(Λ). The IET TΛ is uniquely ergodic if it has no connection and
the Lebesgue measure on [0, |λ|) is the only TΛ-invariant measure. For every n > 0
denote by εn(Λ) the minimal distance between the points T kΛbi(Λ) for 0 ≤ k ≤ n and
1 ≤ i < d. We say that the IET TΛ is of recurrence type if it has no connection and
lim inf nεn(Λ) > 0. Recall that every IET of recurrence type is uniquely ergodic.
Remark 2.3. Suppose that a horizontal interval I ⊂M is a global transversal for the
vertical flow (ϕvt )t∈R on (M,ω). If the flow (ϕvt )t∈R has no saddle connection then
Tω,I has no connection. Moreover, in view of [10, Sect. 3.3] (see [9, Proposition 7.2]
for a qualitative version), the translation surface (M,ω) is recurrent if and only if
the IET Tω,I is of recurrent type.
2.1. Minsky-Weiss approach and its application. Let J 3 s 7→ (M,ω(s)) ∈
M(M,Σ) be a C∞ map. Suppose that for every s ∈ J there exists a horizontal
interval Is in (M,ω(s)) so that Is is a global transversal for the vertical flow on
(M,ω(s)) and s 7→ Is is of class C∞. Assume that all IETs Ts := Tω(s),Is for s ∈ J
exchange d ≥ 2 intervals according to the same permutation pi ∈ Sd. Then there
exists a C∞-map J 3 s 7→ Λ(s) = (pi, λ(s)) ∈ Sd × Rd>0 such that Ts = TΛ(s) for
every s ∈ J . For every s ∈ J we define a piecewise constant function Ls : Is → R by
(2.2) Ls(x) = dds(bj(Λ(s))− tpi(j)(Λ(s))) if x ∈ [bj−1(Λ(s)), bj(Λ(s))).
In view of (2.1), tpi(j)(Λ(s)) − bj(Λ(s)) measures the displacement between x and
Tsx if x ∈ [bj−1(Λ(s)), bj(Λ(s))).
Theorem 2.4 (see Theorem 6.2 in [9]). Let J 3 s 7→ Λ(s) = (pi, λ(s)) ∈ Sd × Rd>0
be a C2-map. For every s ∈ J denote by Ts : Is → Is the IET given by Λ(s)
and let Ls : Is → R be defined by (2.2). Suppose that for a.e. s ∈ J the IET
Ts : Is → Is has no connection and for every Ts-invariant measure µ on Is we have∫
Is
Ls(x) dµ(x) > 0. Then Ts is of recurrence type for a.e. s ∈ J .
Remark 2.5. In [9, Theorem 6.2] the authors deal with any decaying Federer measure
m on the interval J instead of the Lebesgue measure on J . A Borel measure m on
J is decaying and Federer if there are positive constants α, C and D such that for
every x ∈ supp(m), 0 < r, ε < 1 we have
m((x−εr, x+εr)) ≤ Cεαm((x−r, x+r)), m((x−3r, x+3r)) ≤ Dm((x−r, x+r)).
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Since many singular measures are decaying and Federer, the full version of Theo-
rem 6.2 in [9] gives much more subtle information about the set of all s ∈ J for
which the conclusion of the theorem holds. We should emphasise that all forthcom-
ing results are also true when “for a.e. s ∈ J” is replaced by “for m-a.e. s ∈ J”.
Corollary 2.6. Suppose that for a.e. s ∈ J the translation surface (M,ω(s)) has
no vertical saddle connection and
d
ds
(bj(Λ(s))− tpi(j)(Λ(s))) ≥ 0 for every 1 ≤ j ≤ d with
d∑
j=1
d
ds
(bj(Λ(s))− tpi(j)(Λ(s))) > 0.
(2.3)
Then (M,ω(s)) is recurrent for a.e. s ∈ J .
Proof. In view of Theorem 2.4 and Remark 2.3, we only need to show that for a.e.
s ∈ J we have ∫
Is
Ls(x) dµ(x) > 0 for every Ts-invariant measure µ on Is.
Let s ∈ J be such that Ts has no saddle connection and (2.3) holds. By as-
sumption, a.e. s ∈ J satisfies both conditions. Since Ts is minimal, the topological
support of any Ts-invariant measure µ is Is, i.e. the µ-measure of every non-empty
open set is positive. By (2.3), Ls : Is → R is a non-negative function which is
positive on an open interval. Therefore,
∫
Is
Ls(x) dµ(x) > 0.
The final recurrence of Teichmüller orbits follows from Remark 2.3. 
Remark 2.7. Suppose that ` : J → R>0 is a C∞-map. Notice that in Corollary 2.6
the condition (2.3) can be replaced by
d
ds
bj(Λ(s))− tpi(j)(Λ(s))
`(s)
≥ 0 for every 1 ≤ j ≤ d with
d∑
j=1
d
ds
bj(Λ(s))− tpi(j)(Λ(s))
`(s)
> 0.
Indeed, we can rescale all IETs Ts : Is → Is by dividing the length of each interval
Is by `(s) > 0. Then the rescaled IETs are affine conjugate to Ts and satisfy the
condition (2.3).
For every translation surface (M,ω) there exists a holomorphic differential on M ,
also denoted by ω, so that ω = dz in all local coordinates on M \Σ and ω vanishes
on Σ. We also treat ω as a cohomology element in H1(M \Σ,C) or H1(M,Σ,C). We
also deal with real cohomology elements Reω, Imω ∈ H1(M \Σ,R) (H1(M,Σ,R)).
We denote by 〈 · , · 〉 the Kronecker pairing, i.e. 〈η, γ〉 = ∫
γ
η for η ∈ H1 and
γ ∈ H1. Suppose that γ is a vertical saddle connection of length s > 0 on (M,ω).
Then γ can be treated as a relative homology element in H1(M,Σ,Z) and we have
(2.4) 〈ω, γ〉 = is, in particular 〈Reω, γ〉 = 0.
If, for example, 〈Reω, γ〉 6= 0 for every γ ∈ H1(M,Σ,Z), then this ensures the
absence of vertical saddle connections on (M,ω).
Definition 3. Suppose that a horizontal interval I in (M,ω) is a global transversal
for the vertical flow (ϕvt )t∈R. Then Tω,I = TΛ for some Λ = (pi, λ) ∈ Sd × Rd>0. For
every 1 ≤ j ≤ d we denote by ξj = ξj(ω, I) ∈ H1(M,Σ,Z) the homology class of any
loop formed by the vertical orbit segment starting at any x ∈ (bj−1(Λ), bj(Λ)) ⊂ I
and ending at TΛx ∈ I closed by the segment of I that joins TΛx and x.
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Then for every 1 ≤ j ≤ d we have
(2.5) 〈Reω, ξj〉 = bj(Λ)− tpi(j)(Λ).
In view of Corollary 2.6, the formula (2.5) can be useful to prove the recurrence of
(M,ω).
We now give effective formulas to compute 〈ω, γ〉 for γ ∈ H1(M \ Σ,Z) or γ ∈
H1(M,Σ,Z) relied on Čech cohomology. Suppose that P = {Pα : α ∈ A} is a finite
partition of the translation surface (M,ω) into polygons, i.e. P = {Pα : α ∈ A}
is a finite family of closed connected and simply connected subsets of M , called
polygons, such that
(i) for every α ∈ A there exists a chart ζα : Uα → C such that Pα \ Σ ⊂ Uα, ζα
has a continuous extension ζ¯α : Uα ∪Pα → C such that ζ¯α : Pα → ζ¯α(Pα) is
a homeomorphism, ζ¯α(Pα) is a polygon in C and each point from ζ¯α(Pα ∩Σ)
is its corner;
(ii) if Pα ∩ Pβ 6= ∅ then it is the union of common sides and corners of the
polygons Pα, Pβ;
(iii)
⋃
α∈A Pα = M .
We call P a partition of (M,ω) into polygons. Let
intP :=
⋃
α∈A
intPα and ∂P :=
⋃
α∈A
∂Pα.
We denote by dirP ⊂ S1 the set of directions of all sides in the partition P .
Definition 4. Let γ : [a, b]→M be a simple curve (possibly closed) with #γ([a, b])∩
∂P < +∞ and x ∈M . We define a pairing 〈x, γ〉 ∈ C as follows:
• if x does not belong to the curve then 〈x, γ〉 := 0;
• if x = γ(s0) with s0 ∈ (a, b) or x = γ(a) = γ(b) and there exists ε > 0
such that γ(s0, s0 + ε) ⊂ intPα and γ(s0 − ε, s0) ⊂ intPβ then 〈x, γ〉 :=
ζ¯β(x)− ζ¯α(x);
• if x = γ(a) 6= γ(b) and there exists ε > 0 such that γ(a, a+ ε) ⊂ intPα then
〈x, γ〉 := −ζ¯α(x);
• if x = γ(b) 6= γ(a) and there exists ε > 0 such that γ(b− ε, b) ⊂ intPβ then
〈x, γ〉 := ζ¯β(x).
Suppose that the curve γ does not start and does not end in x ∈M . Notice that
if x ∈ intP then 〈x, γ〉 = 0. If x ∈ ∂P \ Σ and γ passes from Pα to Pβ through x
then, by definition,
(2.6) 〈x, γ〉 = ζβ(x)− ζα(x) = vCα,β,
where C is the connected component of Uα ∩Uβ containing x. vCα,β is the displace-
ment of the transfer function between local coordinates (see Definition 1).
Theorem 2.8. Suppose that γ : [a, b]→M is a simple curve with #γ([a, b])∩∂P <
+∞ such that
(i) γ(b) = γ(a) and γ([a, b]) ∩ Σ = ∅ (i.e. [γ] ∈ H1(M \ Σ,Z)), or
(ii) γ(a), γ(b) ∈ Σ and γ((a, b)) ∩ Σ = ∅ (i.e. [γ] ∈ H1(M,Σ,Z)).
Then
〈ω, [γ]〉 =
∑
x∈∂P
〈x, γ〉.
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In particular,
(2.7) 〈Reω, [γ]〉 =
∑
x∈∂P
Re〈x, γ〉.
Proof. Let a = t0 < t1 < . . . < tn−1 < tn = b be a partition of [a, b] such that for
any 1 ≤ j ≤ n there exists αj ∈ A such that γ(tj−1, tj) ⊂ intPαj . Then
〈ω, [γ]〉 =
∫
γ
ω =
n∑
j=1
∫ tj
tj−1
(ζ¯αj ◦ γ)′(t) dt =
n∑
j=1
(
ζ¯αj(γ(tj))− ζ¯αj(γ(tj−1))
)
=
n−1∑
j=1
(
ζ¯αj(γ(tj))− ζ¯αj+1(γ(tj))
)
+ ζ¯αn(γ(tn))− ζ¯α1(γ(t0))
=
n−1∑
j=1
〈γ(tj), γ〉+ ζ¯αn(γ(b))− ζ¯α1(γ(a)).
In the case (i) we can assume that γ(a) = γ(b) ∈ intP . Then α1 = αn and
ζ¯αn(γ(b)) = ζ¯α1(γ(a)). Therefore,
〈ω, [γ]〉 =
n−1∑
j=1
〈γ(tj), γ〉 =
∑
x∈∂P
〈x, γ〉.
In the case (ii) we have γ(a), γ(b) ∈ Σ ⊂ ∂P . As 〈γ(a), γ〉 = −ζ¯α1(γ(a)) and
〈γ(b), γ〉 = ζ¯αn(γ(b)), we have
〈ω, [γ]〉 =
n∑
j=0
〈γ(tj), γ〉 =
∑
x∈∂P
〈x, γ〉,
which completes the proof. 
Definition 5. Suppose that the vertical direction does not belong to dirP . Denote
by:
• D̂ = D̂(ω,P) the set of triples (α, β, C) ( α, β ∈ A and C is a connected
component of Uα ∩Uβ) for which there is a vertical orbit segment {ϕvtx : t ∈
[−ε, ε]} ⊂ C (ε > 0) such that ϕvtx ∈ Pβ for t ∈ [−ε, 0] and ϕvtx ∈ Pα for
t ∈ [0, ε];
• D = D(ω,P) the subset of all triples (α, β, C) ∈ D̂ such that the point x
belongs to the interior of a common side of Pα and Pβ;
• B = B(ω,P) the set of pairs (σ, α) ∈ Σ × A for which σ ∈ Pα and there is
a vertical curve γ : [0, ε] → Pα with γ(0) = σ and ζ¯α(γ(t)) = ζ¯α(σ) + it for
t ∈ [0, ε].
• E = E(ω,P) the set of pairs (σ, β) ∈ Σ × A for which σ ∈ Pβ and there is
a vertical curve γ : [−ε, 0]→ Pβ with γ(0) = σ and ζ¯β(γ(t)) = ζ¯β(σ) + it for
t ∈ [−ε, 0].
Remark 2.9. Suppose that P is a partition of (M,ω) into polygons and θ /∈ dirP .
In a similar way as in Definition 5 we can define the sets Dθ, Bθ and Eθ using orbits
in direction θ instead of vertical orbits.
Let us consider the rotated translation surface (M, rpi/2−θω). Then the rotated
partition rpi/2−θP is a partition of (M, rpi/2−θω) into polygons such that the vertical
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directions does not belong to dir rpi/2−θP and
D(rpi/2−θω,rpi/2−θP) = Dθ(ω,P), B(rpi/2−θω, rpi/2−θP) = Bθ(ω,P),
E(rpi/2−θω, rpi/2−θP) = Eθ(ω,P).
Lemma 2.10. For every (α, β, C) ∈ D̂\D there exists a sequence {(αj+1, αj, Cj)}nj=1
of elements in D such that α1 = β, αn+1 = α and
vCα,β =
n∑
j=1
vCjαj+1,αj .
Proof. Suppose that (α, β, C) ∈ D̂ \ D. Then there is a vertical orbit segment
{ϕvtx : t ∈ [−ε, ε]} ⊂ C such that ϕvtx ∈ intPβ for t ∈ [−ε, 0), ϕvtx ∈ intPα for
t ∈ (0, ε] and x is a common corner of Pα and Pβ. Then there exists δ > 0 such that
• the rectangle R := {ϕvtϕhsx : s ∈ [0, δ], t ∈ [−ε, ε]} ⊂M \ Σ is well defined;
• R does not contain any corner of the partition P other then x;
• ϕv−εϕhsx ∈ intPβ and ϕvεϕhsx ∈ intPα for s ∈ [0, δ].
Let us consider the vertical orbit segment {ϕvtϕhδx : t ∈ [−ε, ε]}. It has finitely many
intersection points with ∂P and all of them are not corners. Let
−ε = t0 < t1 < . . . < tn < tn+1 = ε and β = α1, α2, . . . , αn, αn+1 = α
be elements of A such that
ϕvtϕ
h
δx ∈ Pαj for all t ∈ [tj−1, tj] and 1 ≤ j ≤ n+ 1.
For every 1 ≤ j ≤ n denote by Cj the connected component of Uαj ∩ Uαj+1 that
contains ϕvtjϕ
h
δx ∈ Pαj ∩ Pαj+1 . Then (αj+1, αj, Cj) ∈ D for every 1 ≤ j ≤ n.
Let γ be the boundary (oriented) of the rectangle R. As [γ] ∈ H1(M \ Σ,R) is
the zero homology element, we have 〈ω, [γ]〉 = 0. Therefore, by Theorem 2.8 and
(2.6), we have
0 = 〈ω, [γ]〉 = 〈x, γ〉+
n∑
j=1
〈ϕvtjϕhδx, γ〉 = −vCα,β +
n∑
j=1
vCjαj+1,αj .
which completes the proof. 
Let us come back to a C∞-curve J 3 s 7→ ω(s) ∈ M(M,Σ). Suppose that there
is a finite open cover (Uα)α∈A of M \Σ and for every s ∈ J there exists a partition
P(s) = {Pα(s) : α ∈ A} of (M,ω(s)) into polygons so that Pα(s) \Σ ⊂ Uα for every
α ∈ A and s ∈ J . Moreover, assume that for every α ∈ A the polygon Pα(s) and
the corresponding chart ζsα : Uα → C vary C∞-smoothly with s ∈ J . It follows that
for every connected component C of Uα ∩ Uβ the map
J 3 s 7→ vCα,β(s) = ζsβ(x)− ζsα(x) ∈ C
(x is any element of C) is of class C∞.
Assume that the vertical direction does not belong to dirP(s) for all s ∈ J .
Then the sets D(ω(s),P(s)), B(ω(s),P(s)), E(ω(s),P(s)) (see Definition 5) do not
depend on s ∈ J . Let us consider three finite subsets of C∞(J,C):
D := {s 7→ vCα,β(s) : (α, β, C) ∈ D},
B := {s 7→ −ζ¯sα(σ) : (σ, α) ∈ B},
E := {s 7→ ζ¯sβ(σ) : (σ, β) ∈ E}.
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If s ∈ J is fixed, then
• the values of functions from the family D at the point s indicate all dis-
placements between local coordinates when a vertical upward curve passes
between polygons (through a common side);
• the values of functions from the family B at the point s indicate all opposite
local coordinates of singular points when a vertical upward curve starts at a
singularity;
• the values of functions from the family E at the point s indicate all local
coordinates of singular points when a vertical downward curve starts at a
singularity.
For any pair of C1-maps f, g : J → R we define their bracket [f, g] : J → R by
[f, g](s) = f ′(s)g(s)− f(s)g′(s) for s ∈ J .
Theorem 2.11. Let ` : J → R>0 be a C∞-map. Suppose that
(i) for any f ∈ B, g ∈ E and any sequence (nh)h∈D of numbers in Z≥0 such
that the map f + g +
∑
h∈D nhh is non-zero we have
Re f(s) + Re g(s) +
∑
h∈D
nh Reh(s) 6= 0 for a.e. s ∈ J ;
(ii+) [Reh, `](s) ≥ 0 for all h ∈ D and s ∈ J with∑
h∈D
[Reh, `](s) > 0 for a.e. s ∈ J , or
(ii−) [Reh, `](s) ≤ 0 for all h ∈ D and s ∈ J with∑
h∈D
[Reh, `](s) < 0 for a.e. s ∈ J.
Then (M,ω(s)) is recurrent for a.e. s ∈ J .
Proof. The proof relies on using Corollary 2.6 combined with Remark 2.7. First we
show that for a.e. s ∈ J there is no vertical saddle connection on (M,ω(s)). By
assumption (i), there exists a subset J0 ⊂ J of full Lebesgue measure such that for
every s ∈ J0 if f ∈ B, g ∈ E and (nh)h∈D is a sequence of numbers in Z≥0 with
f + g +
∑
h∈D nhh being non-zero map, then
(2.8) Re f(s) + Re g(s) +
∑
h∈D
nh Reh(s) 6= 0.
We show that for every s ∈ J0 there is no vertical saddle connection on (M,ω(s)).
Indeed, suppose contrary to our claim that γ : [0, τ ] → M is a vertical saddle
connection on (M,ω(s)), i.e. γ(0), γ(τ) ∈ Σ, γ(0, τ) ⊂ M \ Σ and γ′(t) = i for
t ∈ (0, τ) in local coordinates on (M,ω(s)). Then, by Theorem 2.8,
(2.9) iτ = 〈ω(s), [γ]〉 =
∑
x∈∂P(s)
〈x, γ〉.
Let
0 = t0 < t1 < . . . < tn < tn+1 = τ and α1, α2, . . . , αn, αn+1 ∈ A
be such that
γ(t) ∈ intPαj(s) for all t ∈ (tj−1, tj) and 1 ≤ j ≤ n+ 1.
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For every 1 ≤ j ≤ n denote by Cj the connected component of Uαj ∩ Uαj+1 that
contains γ(tj) ∈ Pαj ∩ Pαj+1 . Then
(γ(0), α0) ∈ B, (γ(τ), αn+1) ∈ E, (αj+1, αj, Cj) ∈ D̂
for every 1 ≤ j ≤ n and∑
x∈∂P(s)
〈x, γ〉 =
n+1∑
j=0
〈γ(tj), γ〉 = −ζ¯sα0(γ(0)) +
n∑
j=1
vCjαj+1,αj(s) + ζ¯
s
αn+1
(γ(τ)).
In view of Lemma 2.10, (2.9) and by the definition of sets D , B, E , there exist
f ∈ B, g ∈ E and a sequence (nh)h∈D of numbers in Z≥0 such that
(2.10) iτ =
∑
x∈∂P(s)
〈x, γ〉 = f(s) + g(s) +
∑
h∈D
nhh(s).
Hence
(2.11) 0 = Re〈ω(s), [γ]〉 = Re f(s) + Re g(s) +
∑
h∈D
nh Reh(s).
By (2.10), the map f + g +
∑
h∈D nhh is non-zero. As s ∈ J0, (2.11) contradicts
(2.8). This yields the absence of vertical saddle connections.
Fix α0 ∈ A and for every s ∈ J choose a vertical interval Is ⊂ intPα0(s) so that
the map s 7→ Is is of class C∞. Then for every s0 ∈ J0 (the subset J0 ⊂ J is defined
in the previous paragraph) the interval Is0 is a global transversal for the vertical
flow on (M,ω(s0)). Since s 7→ (M,ω(s)) is a C∞-curve inM(M,Σ) and the choice
of the interval Is in (M,ω(s)) is smooth, for every s0 ∈ J0 there exists ε > 0 such
that for every s ∈ (s0−ε, s0 +ε) the interval Is is a global transversal for the vertical
flow on (M,ω(s)) and the corresponding first return map Tω(s),Is = Ts : Is → Is has
the same combinatorial data (the number of exchanged intervals and permutation)
as Ts0 . It follows that there exists a countable family J of pairwise disjoint open
subintervals in J such that:
(i) the complement of
⋃
∆∈J ∆ in J has zero Lebesgue measure;
(ii) Is ⊂ intPα0(s) is a global transversal for every s ∈
⋃
∆∈J ∆;
(iii) for every ∆ ∈ J all IETs Ts, s ∈ ∆ have the same combinatorial data.
Therefore, it suffices to show that for every ∆ ∈ J and for a.e. s ∈ ∆ the translation
surface (M,ω(s)) is recurrent.
Fix ∆ ∈ J . Then there exist d ≥ 2, a permutation pi ∈ Sd and a C∞-map
∆ 3 s 7→ Λ(s) = (pi, λ(s)) ∈ Sd × Rd>0 such that Ts = TΛ(s) for all s ∈ ∆. In view
of Corollary 2.6 combined with Remark 2.7, we need to show that for a.e. s ∈ ∆ we
have
[bj(Λ(s))− tpi(j)(Λ(s)), `(s)] ≥ 0 for 1 ≤ j ≤ d and(2.12)
d∑
j=1
[bj(Λ(s))− tpi(j)(Λ(s)), `(s)] > 0.(2.13)
For every s ∈ ∆ and 1 ≤ j ≤ d let ξj(s) = ξj(ω(s), Is) ∈ H1(M,Σ,Z) be the
homology element defined in Definition 3. Then, by (2.5),
Re〈ω(s), ξj(s)〉 = bj(Λ(s))− tpi(j)(Λ(s)) for every s ∈ ∆.
Since ξj(s) is the homology class of a loop γjs formed by the segment of the vertical
orbit in (M,ω(s)) starting at any xjs ∈ (bj−1(Λ(s)), bj(Λ(s))) ⊂ Is and ending at
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Tsx
j
s ∈ Is closed by the segment of Is ⊂ intPα0(s) that joins Tsxjs and xjs, by
Theorem 2.8 for every s ∈ ∆ we have
Re〈ω(s), ξj(s)〉 =
∑
x∈∂P(s)
Re〈x, γjs〉
=
∑
(α,β,C)∈D̂
nj(α,β,C)(s) Re v
C
α,β(s),
(2.14)
where nj(α,β,C)(s) is the number of meeting points x ∈ ∂P (s) of γjs with ∂P (s) such
that γjs passes from intPβ(s) to intPα(s) through x and x belongs to the connected
component C of Uα ∩ Uβ.
Take any s0 ∈ ∆. Since the partition P(s0) into polygons has finitely many
corners, for every 1 ≤ j ≤ d we can find xjs0 ∈ (bj−1(Λ(s0)), bj(Λ(s0))) such that
the corresponding loops γjs0 , 1 ≤ j ≤ d do not meet the corners of P(s0). Then we
choose other points xjs for s ∈ ∆ \ {s0} such that the map
∆ 3 s 7→ xjs ∈ (bj−1(Λ(s)), bj(Λ(s)))
is of class C∞ for every 1 ≤ j ≤ d. We deal with the family of corresponding loops
γjs for s ∈ ∆ and 1 ≤ j ≤ d. By the continuity of the maps s 7→ γjs , we can find
ε > 0 such that (s0 − ε, s0 + ε) ⊂ ∆ and for every s ∈ (s0 − ε, s0 + ε) the loops
γjs , 1 ≤ j ≤ d do not meet the corners of P(s). It follows that each map nj(α,β,C) is
constant on (s0−ε, s0 +ε) and the range of the second sum in (2.14) is D. Therefore
for every 1 ≤ j ≤ d there exists a sequence (njh)h∈D numbers in Z≥0 such that
bj(Λ(s))− tpi(j)(Λ(s)) = Re〈ω(s), ξj(s)〉 =
∑
h∈D
njh Reh(s)(2.15)
for all s ∈ (s0 − ε, s0 + ε). It follows that
(2.16) [bj(Λ(s))− tpi(j)(Λ(s)), `(s)] =
∑
h∈D
njh[Reh(s), `(s)]
for all s ∈ (s0 − ε, s0 + ε) and 1 ≤ j ≤ d.
Now assume that the condition (ii+) holds. In view of (ii+), [Reh(s), `(s)] ≥ 0 for
all h ∈ D and s ∈ (s0−ε, s0+ε). Therefore, by (2.16), [bj(Λ(s))−tpi(j)(Λ(s)), `(s)] ≥ 0
for all s ∈ (s0 − ε, s0 + ε) and 1 ≤ j ≤ d. As s0 is an arbitrary element of ∆, it
follows that [bj(Λ(s)) − tpi(j)(Λ(s)), `(s)] ≥ 0 for every s ∈ ∆. It gives (2.12) under
the assumption (ii+).
To complete the proof in this case we need to show (2.13). Suppose, contrary to
our claim, that the subset J1 ⊂ J of all s ∈ J such that
[bj(Λ(s))− tpi(j)(Λ(s)), `(s)] = 0 for every 1 ≤ j ≤ d
has positive Lebesgue measure. By the assumption (ii+), there exist s0 ∈ J0 ∩ J1
and h0 ∈ D such that
[Reh0(s0), `(s0)] > 0 and [Reh(s0), `(s0)] ≥ 0 for all h ∈ D.(2.17)
Let (α0, β0, C0) ∈ D be a triple such that h0(s) = vC0α0,β0(s) for all s ∈ J . For every
s ∈ J choose a common side e0s (without the ends) of Pα0(s) and Pβ0(s) contained
in C0 so that the map s 7→ e0s is smooth.
Since the flow (ϕvt )t∈R on (M,ω(s0)) is minimal, there exists 1 ≤ j ≤ d and xjs0 ∈
(bj−1(Λ(s0)), bj(Λ(s0))) such that the corresponding loop γjs0 has an intersection with
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e0s0 and does not meet any corner of P(s0). As in the first part of the proof, there
exists ε > 0 and a smooth map (s0 − ε, s0 + ε) 3 s 7→ xjs ∈ Is such that for every
s ∈ (s0 − ε, s0 + ε) the corresponding loop γjs does not meet any corner of P(s). It
follows that the map nj(α0,β0,C0) is constant on (s0 − ε, s0 + ε) and takes a positive
value. Therefore there exists a sequence (nh)h∈D of numbers in Z≥0 such that nh0 > 0
and
bj(Λ(s))− tpi(j)(Λ(s)) = Re〈ω(s), ξj(s)〉 =
∑
h∈D
nh Reh(s)
for all s ∈ (s0 − ε, s0 + ε). In view of (2.17), it follows that
[bj(Λ(s0))− tpi(j)(Λ(s0)), `(s0)] =
∑
h∈D
nh[Reh(s0), `(s0)]
≥ nh0 [Reh0(s0), `(s0)] > 0.
This contradicts the fact that s0 ∈ J1 and finishes the proof of (2.13). This completes
the proof under the assumption (ii+).
Now assume that the condition (ii−) holds. Then we consider the reverse curve
−J 3 s 7→ (M,ω(−s)) ∈ M(M,Σ). Since the reverse curve satisfies (i) and (ii+),
the assertion of the theorem follows from the previous part of the proof. 
3. Billiards on tables with vertical and horizontal sides
In the next two sections we deal with the billiard flow in directions ±pi/4, ±3pi/4
on tables with vertical and horizontal sides. More precisely, we consider smooth
curves of such tables. The aim of this part of the paper is to formulate and prove
a criterion (Theorem 4.2) for unique ergodicity of the billiard flow on almost every
table in the curve. The proof of Theorem 4.2 relies on Theorem 2.11.
Denote by Ξ the set of sequences (x, y) = (xi, yi)ki=1 of points in R2>0 such that
0 < x1 < x2 < . . . < xk−1 < xk and 0 < yk < yk−1 < . . . < y2 < y1.
Let k(x, y) := k. For every (x, y) ∈ Ξ denote by P (x, y) the right-angle staircase
Figure 4. Basic polygons P (x, y), P (−x, y), P (x,−y), P (−x,−y).
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polygon on R2 (i.e. with angles pi/2 or 3pi/2) with consecutive vertices:
(0, 0), (0, y1), (x1, y1), (x1, y2), . . . , (xk−1, yk−1), (xk−1, yk), (xk, yk), (xk, 0),
see Figure 4.
Denote by Γ the four element group generated by the vertical and the horizontal
reflections γv, γh : R2 → R2. We extent the action of Γ to the space of finite
sequences of points in R2. The polygons of the form
P (−x, y) = P (γv(x, y)) := γvP (x, y),
P (x,−y) = P (γh(x, y)) := γhP (x, y),
P (−x,−y) = P (γv ◦ γh(x, y)) := γv ◦ γhP (x, y)
are called basic polygons, see Figure 4. We say that:
• γ[(0, 0), (0, y1)] is the long vertical side;
• γ[(0, 0), (xk, 0)] is the long horizontal side;
• γ[(xk, 0), (xk, yk)] is the short vertical side;
• γ[(0, y1), (x1, y1)] is the short horizontal side
of the basic polygon P (γ(x, y)) for γ ∈ Γ.
We deal with billiard flows on right angle connected generalized polygons which
are the union of finitely many basic polygons P (γ(x, y)) for (x, y) ∈ Ξ, γ ∈ Γ so
that some sides of basic polygons are glued by translations.
Denote by P the collection of such generalized polygons for which the sides of
the basic polygons can be glued only in the following four cases:
(V ) we can glue P (x,±y) with P (−x′,±y′) along the long vertical sides if their
lengths are the same;
(H) we can glue P (±x, y) with P (±x′,−y′) along the long horizontal sides if their
lengths are the same;
(v) we can glue P (x,±y) with P (−x′,±y′) along the short vertical sides if their
lengths are the same;
(h) we can glue P (±x, y) with P (±x′,−y′) along the short horizontal sides if
their lengths are the same.
Notice that a generalized polygon P ∈ P is not necessary a polygon in R2, P
should be treated rather as a translation surface with boundary. Translation surface
of this type, called parking garages, and the corresponding billiard flows were already
studied in [1] in the context of Veech dichotomy.
Suppose that a generalized polygon P ∈ P is formed by gluing M ≥ 1 basic
polygons {γmPm(xm, ym) : m ∈ I}, where I is an M -element set of indices of basic
polygons and elements {γm : m ∈ I} in Γ describe their types. Then we write
P =
⊎
m∈I
γmPm(x
m, ym).
We label the m-th basic polygon P (γm(xm, ym)) by the additional subscript m be-
cause many copies of the polygon P (γm(xm, ym)) can be used to create the general-
ized polygon P. The additional subscript helps us to distinguish them.
In order to describe the generalized polygon P fully we define four symmetric
relations ∼V , ∼H , ∼v, ∼h on I which reflect the gluing rules of basic polygons in
P. We let m ∼a m′ if the polygons γmPm(xm, ym) and γm′Pm′(xm′ , ym′) are glued
in accordance with the scenario (a), for a = V,H, v, h. Moreover, if m ∈ I is not
∼a-related to any other element of I then we adopt the convention that m ∼a m.
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Figure 5. An example of a generalized polygon P ∈P with 1 ∼V 2,
4 ∼V 5, 6 ∼V 7, 9 ∼V 10, 5 ∼H 8, 6 ∼H 9, 7 ∼H 10, 2 ∼v 3,
5 ∼v 6,7 ∼v 4, 8 ∼v 9, 1 ∼h 4, 2 ∼h 5, 3 ∼h 6.
For every m ∈ I let km := k(xm, ym). We refer to the collection{I, (γm)m∈I , (km)m∈I , ∼V , ∼H , ∼v, ∼h }
as the combinatorial data of the generalized polygon P ∈P.
Remark 3.1. Suppose that P ∈ P and consider the directional billiard flow on P
in directions Γ(pi/4) = {±pi/4,±3pi/4}. After performing the unfolding procedure
emulating the standard procedure (for rational polygons on R2) coming from [3] and
[5] (roughly presented at the end of Section 1.1) we obtain a translation surface
M(P) ∈M. Then the billiard flow is isomorphic to the directional flow (ϕpi/4t )t∈R on
M(P). Recall that M(P) is glued from four transformed copies of P, i.e. P, γvP,
γhP and γv ◦ γhP. Therefore, the translation surface M(P) has a natural partition
into basic polygons
(3.1) PP = {Pm(γ(xm, ym)) : (m, γ) ∈ I × Γ}.
Gluing rules. The sides of the basic polygons in M(P) are identified by transla-
tions in the following way:
(i) for 1 ≤ i < km the vertical side [(xmi ,±ymi ), (xmi ,±ymi+1)] of Pm(xm,±ym) is
identified with the side [(−xmi ,±ymi ), (−xmi ,±ymi+1)] of Pm(−xm,±ym);
(ii) for 1 < i ≤ km the horizontal side [(±xmi−1, ymi ), (±xmi , ymi )] of Pm(±xm, ym)
is identified with the side [(±xmi−1,−ymi ), (±xmi ,−ymi )] of Pm(±xm,−ym);
(iii) if m ∼V m′ then the long vertical side of Pm(xm,±ym) is identified with the
long vertical side of Pm′(−xm′ ,±ym′);
(iv) if m ∼H m′ then the long horizontal side of Pm(±xm, ym) is identified with
the long horizontal side of Pm′(±xm′ ,−ym′);
(v) if m ∼v m′ then the short vertical side of Pm(xm,±ym) is identified with the
short vertical side of Pm′(−xm′ ,±ym′);
(vi) if m ∼h m′ then the short horizontal side of Pm(±xm, ym) is identified with
the short horizontal side of Pm′(±xm′ ,−ym′).
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Let A := I × Γ and Pα := Pm(γ(xm, ym)) if α = (m, γ) ∈ A.
Remark 3.2. Denote by Σ ⊂ M(P) the set of singular points. Singular points arise
from some corners of Pα, α ∈ A. More precisely, for every α = (m, γ) ∈ A
(i) the corner V αi,i+1 := γ(xmi , ymi+1) ∈ Pα for 1 ≤ i < km is a singular point with
the total angle 6pi;
(ii) the corner V αi,i := γ(xmi , ymi ) ∈ Pα for 1 ≤ i ≤ km is a regular point.
The other corners γ(0, 0), γ(xmkm , 0), γ(0, y
m
1 ) in Pα can be singular or regular points.
More precisely,
(iii) if m ∼V m′ ∼H m′′ ∼V m′′′ ∼H m for some m′,m′′,m′′′ ∈ I then V α0,0 :=
γ(0, 0) ∈ Pα is a regular point, otherwise it is singular;
(iv) if m ∼V m′ ∼h m′′ ∼V m′′′ ∼h m for some m′,m′′,m′′′ ∈ I then V αkm,0 :=
γ(xmkm , 0) ∈ Pα is a regular point, otherwise it is singular;
(v) if m ∼v m′ ∼H m′′ ∼v m′′′ ∼H m for some m′,m′′,m′′′ ∈ I then V α0,1 :=
γ(0, ym1 ) ∈ Pα is a regular point, otherwise it is singular.
For every α ∈ A there is an open set Uα ⊂ M(P) \ Σ such that Pα \ Σ ⊂ Uα
and a chart ζα : Uα → C of the translation atlas of M(P) such that its continuous
extension ζ¯α is equal to the identity on Pα.
Suppose that e is a common side (without ends) of two polygons Pα and Pβ. As
e ⊂ Uα ∩ Uβ, there exists a connected component Ceα,β of Uα ∩ Uβ containing e.
The following result describes all triples (α, β, C) in Dpi/4 = Dpi/4(M(P),PP) (see
Remark 2.9) and the corresponding translation vectors vCα,β.
Lemma 3.3. Every triple (α, β, C) ∈ Dpi/4 is of the form (α, β, Ceα,β), where e a
common side of polygons Pα and Pβ. If C = Ceα,β and e is:
(ih) the horizontal side joining V αj−1,j and V αj,j for 1 < j ≤ km with α = (m, γ),
then β = (m, γh ◦ γ) and vCα,β = 2ymj i;
(iih) the horizontal side joining V α0,1 and V α1,1 (the short horizontal side of Pα),
α = (m, γ) and m ∼h m′, then β = (m′, γh ◦ γ) and vCα,β = (ym1 + ym′1 )i;
(iiih) the long horizontal side Pα, α = (m, γ) and m ∼H m′, then β = (m′, γh ◦ γ)
and vCα,β = 0;
(iv) the vertical side joining V αj,j and V αj,j+1 for 1 ≤ j < km with α = (m, γ), then
β = (m, γv ◦ γ) and vCα,β = 2xmj ;
(iiv) the vertical side joining V αkm,km and V
α
km,0
(the short vertical side of Pα),
α = (m, γ) and m ∼v m′, then β = (m′, γv ◦ γ) and vCα,β = xmkm + xm
′
km′
;
(iiiv) the long vertical side Pα, α = (m, γ) and m ∼V m′, then β = (m′, γV ◦ γ)
and vCα,β = 0.
Proof. By definition, a triple (α, β, C) belongs to Dpi/4 = Dpi/4(M(P),PP) if there
is an orbit segment of the flow (ϕpi/4t )t∈R passing from Pβ to Pα across their common
side e and e ⊂ C. Then vCα,β computes the displacement between local coordinates
in both polygons. Since all sides of the partition PP are only horizontal and vertical,
we will deal only with horizontal. In the vertical case, the reasoning is analogous.
There are three types of horizontal sides: long horizontal sides, short horizontal
sides and sides joining V αj−1,j and V αj,j for 1 < j ≤ km.
If e is a long horizontal side, then all points in e have the same local coordinates
in both polygons. It follows that vCα,β = 0, which confirms (iiih).
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Suppose that e is a side joining V αj−1,j and V αj,j for 1 < j ≤ km and an orbit segment
of the flow (ϕpi/4t )t∈R passes from Pβ to Pα across e. By the gluing rule (ii), we have
Pβ = Pm(±xm, ym) and Pα = Pm(±xm,−ym). Moreover, the local coordinate in Pβ
of any point x ∈ e is of the form t+ iymj , whereas its local coordinate in Pα is t− iymj .
It follows that vCα,β = ξβ(x)− ξα(x) = 2ymj i, which confirms (ih).
If e is a short horizontal side, the arguments are similar. By the gluing rule (v),
we have Pβ = Pm(±xm, ym) and Pα = Pm′(±xm′ ,−ym′) with m ∼v m′. Then for
every x ∈ e we have
vCα,β = ξβ(x)− ξα(x) = t+ iymj − (t− iym
′
j ) = (y
m
1 + y
m′
1 )i,
which confirms (iih). 
The following result describes all pairs (α, σ) in Bpi/4 = Bpi/4(M(P),PP) and
(β, σ) in Epi/4 = Epi/4(M(P),PP) (see Remark 2.9) and the corresponding vectors
−ζ¯α(σ) and ζ¯β(σ) respectively.
Lemma 3.4. Suppose that (α, σ) ∈ Bpi/4. If the singular point σ ∈ Σ is of the form:
(iB) V
α
j,j+1 for 1 ≤ j < km with α = (m, γ), then γ = γh or γv or γv ◦ γh and
−ζ¯α(σ) = −xmj + ymj+1i or xmj − ymj+1i or xmj + ymj+1i respectively;
(iiB) V
α
0,1 with α = (m, γ), then γ = γh and −ζ¯α(σ) = ym1 i;
(iiiB) V
α
km,0
with α = (m, γ), then γ = γv and −ζ¯α(σ) = xmkm;
(ivB) V
α
0,0 with α = (m, γ), then γ = id and −ζ¯α(σ) = 0.
Suppose that (β, σ) ∈ Epi/4. If the singular point σ ∈ Σ is of the form:
(iE) V
β
j,j+1 for 1 ≤ j < km with β = (m, γ), then γ = id or γh or γv and
ζ¯β(σ) = x
m
j + y
m
j+1i or xmj − ymj+1i or −xmj + ymj+1i respectively;
(iiE) V
β
0,1 with β = (m, γ), then γ = γv and ζ¯β(σ) = ym1 i;
(iiiE) V
β
km,0
with β = (m, γ), then γ = γh and ζ¯β(σ) = xmkm;
(ivE) V
β
0,0 with β = (m, γ), then γ = γv ◦ γh and ζ¯β(σ) = 0.
Proof. Since the descriptions of the sets Bpi/4 and Epi/4 result from similar reasoning,
we will focus only on Bpi/4.
By definition, (α, σ) ∈ A × Σ belongs to Bpi/4 if there is an orbit segment of the
flow (ϕpi/4t )t∈R in Pα starting from the singular point σ ∈ Pα. By Remark 3.2, there
are four types of singularities in M(P): V α0,0, V α0,1, V αkm,0 or V
α
j,j+1 for 1 ≤ j < km.
Suppose that σ = V αj,j+1 for some 1 ≤ j < km, where α = (m, γ). Then Pα
is of the form Pm(xm,−ym) or Pm(−xm,−ym) or Pm(−xm,−ym) or Pm(xm, ym).
However, the only corner in Pm(xm, ym) from which an orbit segment in direction
pi/4 comes out is (0, 0), so the case Pα = Pm(xm, ym) cannot occur. In other cases,
local coordinates ζ¯α(σ) are of the form xmj − ymj+1i or −xmj + ymj+1i or −xmj − ymj+1i
respectively, which confirms (iB).
Remaining types of singularities (i.e. V α0,0, V α0,1, V αkm,0) follow by the same argu-
ments and we leave it to the reader. 
4. Smooth curves of billiard tables
Suppose that J 3 s 7→ P(s) ∈ P (J ⊂ R is an open interval) is a C∞-curve of
polygonal tables. Assume that all generalized polygons P(s), s ∈ J have the same
20 K. FRĄCZEK
combinatorial data {I, (γm)m∈I , (km)m∈I ,∼H ,∼V ,∼h,∼v}. Then for every m ∈ I
there exists a C∞-map
J 3 s 7→ (xm(s), ym(s)) ∈ Ξ
so that for every s ∈ J we have
P(s) =
⊎
m∈I
γmP (x
m(s), ym(s))
with the gluing rules of basic polygons given by the four binary relations ∼V , ∼H ,
∼v, ∼h.
The smooth curve of polygons s 7→ P(s) provides a C∞ curve s 7→ M(P(s))
in the moduli space of translation surfaces M. Then for every s ∈ J the surface
M(P(s)) ∈M has a natural partition into basic polygons{
Pm(γ(x
m(s), ym(s))) : (m, γ) ∈ I × Γ}
so that their sides are identified according to the rules described in Remark 3.1.
Let us consider two finite subsets in C∞(J,R>0) given by
XP := {xmj : m ∈ I, 1 ≤ j ≤ km}, YP := {ymj : m ∈ I, 1 ≤ j ≤ km}.
For any sequence (gk)nk=1 of maps in C∞(J,R) denote by |W |((gk)nk=1) the absolute
value of its Wronskian, i.e.
|W |((gk)nk=1)(s) =
∣∣∣ det [ dj−1
dsj−1
gk(s)
]
j,k=1,...,n
∣∣∣.
The following lemma is a straightforward consequence of Lebesgue’s density the-
orem.
Lemma 4.1. Suppose that (gk)nk=1 is a sequence of maps in C∞(J,R) such that
|W |((gk)nk=1)(s) > 0 for a.e. s ∈ J.
Then for a.e. s ∈ J and for every sequence (mk)nk=1 of at least one non-zero integer
numbers we have
∑n
k=1mkgk(s) 6= 0.
Since the absolute value of Wronskian does not depend on the order of the se-
quence, we can also define the absolute value of Wronskian for finite subsets in
C∞(J,R) letting
|W |{gk : 1 ≤ k ≤ n} := |W |((gk)nk=1),
if gk, 1 ≤ k ≤ n are distinct maps.
Theorem 4.2. Let ` : J → R>0 be a C∞-map. Suppose that
(i) |W |(XP ∪ YP ∪ {`})(s) > 0 for a.e. s ∈ J , and
(ii+−) [x, `](s) ≥ 0 and [y, `](s) < 0 for all x ∈XP, y ∈ YP and a.e. s ∈ J , or
(ii−+) [x, `](s) ≤ 0 and [y, `](s) > 0 for all x ∈XP, y ∈ YP and a.e. s ∈ J .
Then for a.e. s ∈ J the translation flow (ϕpi/4t )t∈R on M(P(s)) is uniquely ergodic.
Proof. Since the translation flow (ϕpi/4t )t∈R on M(P(s)) coincide with the vertical
flow on rpi/4M(P(s)) (see Remark 2.1) and the vertical direction does not belong to
dir rpi/4PP(s) for all s ∈ J , we can apply Theorem 2.11 (together with Proposition 2.2)
to the C∞-map J 3 s 7→ rpi/4M(P(s)) ∈ M and to the smooth family of polygonal
partitions rpi/4PP(s) of the translation surface rpi/4M(P(s)) for s ∈ J . We need to
verify the conditions (i) and (ii±) from Theorem 2.11.
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Using Remark 2.9 and Lemmas 3.3-3.4, we can easily localize the corresponding
finite subset D , B, E in C∞(J,C). More precisely,
D ⊂ eipi/4({0} ∪ (XP +XP) ∪ i(YP + YP))(4.1)
B,E ⊂ eipi/4((XP − iYP) ∪ (−XP + iYP) ∪ (({0} ∪XP) + i({0} ∪ YP))).(4.2)
Suppose that f ∈ B, g ∈ E and (nh)h∈D is a sequence of numbers in Z≥0 such
that the map f + g +
∑
h∈D nhh is non-zero. By (4.1) and (4.2), there exist integer
numbers ax for x ∈XP and by for y ∈ YP such that
f + g +
∑
h∈D
nhh = e
ipi/4
( ∑
x∈XP
axx + i
∑
y∈YP
byy
)
.
As the left hand side is a non-zero map, at least one integer number ax or by is
non-zero. By the assumption (i) and Lemma 4.1, for a.e. s ∈ J we have
Re f(s) + Re g(s) +
∑
h∈D
nh Reh(s) =
1√
2
( ∑
x∈XP
axx(s)−
∑
y∈YP
byy(s)
)
6= 0.
Therefore the condition (i) from Theorem 2.11 holds.
In order to verify the conditions (ii±) in Theorem 2.11 we take any non-zero map
h ∈ D . In view of (4.1),
h = eipi/4(x1 + x2) for some x1,x2 ∈XP, or(4.3)
h = eipi/4i(y1 + y2) for some y1,y2 ∈ YP.(4.4)
By Lemma 3.3, there are maps in D of both types (4.3) and (4.4). Moreover,
[Reh(s), `(s)] =
[x1 + x2√
2
, `
]
(s) =
[x1, `](s) + [x2, `](s)√
2
, or
[Reh(s), `(s)] =
[
− y1 + y2√
2
, `
]
(s) = − [y1, `](s) + [y2, `](s)√
2
.
Under the assumption (ii+−), it follows that for all h ∈ D and s ∈ J we have
[Reh(s), `(s)] ≥ 0, and if h is of type (4.4) then [Reh(s), `(s)] > 0 for a.e. s ∈ J .
This gives the condition (ii+) in Theorem 2.11.
Under the assumption (ii−+), we obtain that [Reh(s), `(s)] ≤ 0 for all h ∈ D and
s ∈ J , and if h is of type (4.4) then [Reh(s), `(s)] < 0 for a.e. s ∈ J . This gives the
condition (ii−) in Theorem 2.11.
Therefore, by Theorem 2.11, rpi/4M(P(s)) is recurrent for a.e. s ∈ J . In view
of Proposition 2.2 and Remark 2.1, it follows that the translation flow (ϕpi/4t )t∈R on
M(P(s)) is uniquely ergodic for a.e. s ∈ J . 
5. Unique ergodicity of the billiard flow on D restricted to Ss.
Let us consider the billiard flow on a table
D = D(α++,β
++
)(α+−,β+−)
(α−+,β−+)(α−−,β−−)
.
Without loss of generality we can assume that βt ≤ βb ≤ βl ≤ βr. Recall the phase
space S1D of the billiard flow on D splits into invariant subsets Ss, s ∈ (βt, a).
By Proposition 1.2, if s 6= b then the billiard flow restricted to Ss is topologically
conjugate to the directional billiard flow in directions ±pi/4,±3pi/4 on σs(Ss) ∈P.
For more precise description of every generalized polygon σs(Ss) we need to consider
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the partition J of the interval (βt, a) into open intervals by the points α±±i , β
±±
i
for 1 ≤ i ≤ k(α±±, β±±). For every open interval J ∈J the generalized polygons
σs(Ss), s ∈ J have the same combinatorial data and the map J 3 s 7→ σs(Ss) ∈P
is of class C∞. For every J ∈ J denote by l = l±±J the largest integer number
between 0 and k(α±±, β±±) so that J ⊂ (β±±l , α±±l−1).
The following precise description of σs(Ss) follows directly from the shape of the
set D and the definition of σs.
Proposition 5.1. For every J ∈ J all generalized polygons σs(Ss), s ∈ J belong
to the family P (introduced in Section 3) and are described as follows:
(i) if J ⊂ (βt, βb) then σs(Ss) for s ∈ J consists of two basic polygons
P++(x
++(s), y++(s)), P−+(−x−+(s), y−+(s))
with k(x±+(s), y±+(s)) = l±+J glued according to the rule ++ ∼V −+ and
x±+i (s) =
∫ a
α±+i
e(λ, s) dλ, y±+i (s) =
∫ s
β±+i
e(λ, s) dλ = `(s)−
∫ β±+i
−∞
e(λ, s) dλ
for 1 ≤ i ≤ l±+J ;
(ii) if J ⊂ (βb, b) then σs(Ss) for s ∈ J consists of four basic polygons
P++(x
++(s), y++(s)), P−+(−x−+(s), y−+(s)),
P+−(−x+−(s), y+−(s)), P−−(x−−(s), y−−(s))
glued according to the rules
++ ∼V −+,+− ∼V −− if J ⊂ (βb, βl)
++ ∼V −+, −+ ∼v −−, −− ∼V +− if J ⊂ (βl, βr)
++ ∼V −+, −+ ∼v −−, −− ∼V +−, +− ∼v ++ if J ⊂ (βr, b),
with k(x±±(s), y±±(s)) = l±±J and
x±±i (s) =
∫ a
α±±i
e(λ, s) dλ, y±±i (s) =
∫ s
β±±i
e(λ, s) dλ = `(s)−
∫ β±±i
−∞
e(λ, s) dλ
for 1 ≤ i ≤ l±±J . If J ⊂ (βb, βl) then σs(Ss) is not connected and it is the
union of two polygons: σs(S+s ) glued from P++ and P−+, and σs(S−s ) glued
from P+− and P−−;
(iii) if J ⊂ (b, a) then σs(Ss) for s ∈ J consists of four basic polygons
P++(x
++(s), y++(s)), P−+(−x−+(s), y−+(s)),
P+−(x+−(s),−y+−(s)), P−−(−x−−(s),−y−−(s))
glued according to the rules
++ ∼V −+, −+ ∼H −−, −− ∼V +−, +− ∼H ++
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with k(x±±(s), y±±(s)) = l±±J and
x±±i (s) =
∫ a
α±±i
e(λ, s) dλ for 1 ≤ i < l±±J ,
x±±
l±±J
(s) =
∫ a
s
e(λ, s) dλ = `(s) =
∫ b
−∞
e(λ, s) dλ,
y±±i (s) =
∫ b
β±±i
e(λ, s) dλ for 1 ≤ i ≤ l±±J .
Figure 6. All possible types of the polygon σs(Ss).
For every s < a denote by ∆s ⊂ R the domain of λ 7→ e(λ, s) = 1√
(a−λ)(b−λ)(s−λ) .
If s < b then ∆s = (−∞, s) ∪ (b, a) and∫
∆s
e(λ, s) dλ = 2
∫ a
b
e(λ, s) dλ < +∞.
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If b < s < a then ∆s = (−∞, b) ∪ (s, a) and∫
∆s
e(λ, s) dλ = 2
∫ b
−∞
e(λ, s) dλ < +∞.
Take an interval J ∈ J and an open interval D such that D ⊂ ∆s for every
s ∈ J . Denote by ξD : J → R>0 the map given by ξD(s) =
∫
D
e(λ, s) dλ. Then ξD is
a C∞-map such that
(5.1)
dk
dsk
ξD(s) =
(2k − 1)!!
2k
∫
D
e(λ, s)
(λ− s)k dλ for all k ≥ 1, s ∈ J.
Fix an interval J ∈J . Then the family of polygons σs(Ss), s ∈ J is determined
be a C∞-map J 3 s 7→ P(s) ∈P. In view of Proposition 5.1, we have the following
result.
Corollary 5.2. For every interval J ∈J there exist
a > α1 > α2 > . . . > αm > b > βn > . . . > β2 > β1 ≥ 0 with J ⊂ (βn, αm)
such that if J ⊂ (βt, b) then
XP ∪ {`} = {` = ξ(b,a), ξ(αi,a) : 1 ≤ i ≤ m}, YP = {`− ξ(−∞,βj) : 1 ≤ j ≤ n}
and if J ⊂ (b, a) then
XP ∪ {`} = {` = ξ(−∞,b), ξ(αi,a) : 1 ≤ i ≤ m}, YP = {ξ(βj ,b) : 1 ≤ j ≤ n}.
Lemma 5.3 (Lemma 3.3 in [4]). Let f : (c1, c2) ∪ (c3, c4) → R>0 (−∞ ≤ c1 <
c2 < c3 < c4 ≤ ∞) be a positive continuous function with finite integrals
∫ c2
c1
f(λ) dλ
and
∫ c4
c3
f(λ) dλ. If {Ai : 1 ≤ i ≤ k} is a family of pairwise disjoint subintervals of
(c1, c2) ∪ (c3, c4), then we have
det
[∫
Ai
f(λ) dλ
(λ− s)j−1
]
i,j=1,...,k
6= 0 for every s ∈ (c2, c3).
As a consequence, in view of (5.1), we obtain the following result.
Corollary 5.4. Suppose that Di, 1 ≤ i ≤ k is a family of pairwise disjoint open
intervals such that
⋃k
i=1Di ⊂ ∆s for all s ∈ J . Then
|W |((ξDj)kj=1)(s) > 0 for all s ∈ J.
Lemma 5.5. Suppose that D1, D2 are disjoint open intervals such that D1∪D2 ⊂ ∆s
for all s ∈ J . Then
[ξD1 , ξD2 ](s) < 0 for all s ∈ J if D2 < D1 < J or J < D2 < D1,
[ξD1 , ξD2 ](s) > 0 for all s ∈ J if D2 < J < D1.
Proof. In view of (5.1), we have
[ξD1 , ξD2 ](s) =
1
2
∫
D1×D2
(
e(λ1, s)e(λ2, s)
λ1 − s −
e(λ1, s)e(λ2, s)
λ2 − s
)
dλ1dλ2
=
1
2
∫
D1×D2
e(λ1, s)e(λ2, s)(λ2 − λ1)
(λ1 − s)(λ2 − s) dλ1dλ2.
Since for all λ1 ∈ D1, λ2 ∈ D2, s ∈ J we have λ2 − λ1 < 0 and (λ1 − s)(λ2 − s) > 0
if D2 < D1 < J or J < D2 < D1 and (λ1 − s)(λ2 − s) < 0 if D2 < J < D1, this
implies the required inequalities. 
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Theorem 5.6. For every J ∈ J we have |W |(XP ∪ YP ∪ {`})(s) > 0 for every
s ∈ J . Moreover, for all x ∈XP, y ∈ YP and s ∈ J we have
[x, `](s) ≤ 0 and [y, `](s) > 0 if J ⊂ (βt, b),
[x, `](s) ≥ 0 and [y, `](s) < 0 if J ⊂ (b, a).
Proof. The proof relies on Corollary 5.4, Lemma 5.5 and the fact the both the
Wronskian W and the bracket [ · , · ] are alternating multilinear forms.
Case J ⊂ (βt, b). In view of Corollary 5.2, J ⊂ (βn, b) and for every s ∈ J we
have ` = ξ(b,a) and
|W |(XP ∪ YP ∪ {`})(s) = |W |(ξ(α1,a), . . . , ξ(αm,a), `− ξ(−∞,β1), . . . , `− ξ(−∞,βn), `)(s)
= |W |(ξ(α1,a), . . . , ξ(αm,a), ξ(b,a), ξ(−∞,β1), . . . , ξ(−∞,βn))(s)
= |W |(ξ(α1,a), ξ(α2,α1), . . . , ξ(αm,αm−1), ξ(b,αm), ξ(−∞,β1), ξ(β1,β2), . . . , ξ(βn−1,βn))(s).
Since the intervals
(−∞, β1), (β1, β2), . . . , (βn−1, βn), (b, αm), (αm, αm−1), . . . , (α2, α1), (α1, a)
are pairwise disjoint, by Corollary 5.4, we have |W |(XP∪YP∪{`})(s) > 0 for every
s ∈ J .
By Corollary 5.2, if x ∈XP then x = ξ(αi,a) for some 1 ≤ i ≤ m or x = ` = ξ(b,a).
Since J < (b, αi) < (αi, a), by Lemma 5.5, for every s ∈ J we have
[ξ(αi,a), `](s) = [ξ(αi,a), ξ(b,αi)](s) < 0.
As [`, `] = 0, we obtain that [x, `](s) ≤ 0 for all x ∈XP and s ∈ J .
By Corollary 5.2, if y ∈ YP then y = ` − ξ(−∞,βj) for some 1 ≤ j ≤ n. Since
(−∞, βj) < J < (b, a), by Lemma 5.5, for every s ∈ J we have
[`− ξ(−∞,βj), `](s) = −[ξ(−∞,βj), ξ(b,a)](s) = [ξ(b,a), ξ(−∞,βj)](s) > 0.
Therefore, [y, `](s) > 0 for all y ∈ YP and s ∈ J .
Case J ⊂ (b, a). In view of Corollary 5.2, J ⊂ (b, αm) and for every s ∈ J we
have ` = ξ(−∞,b) and
|W |(XP ∪ YP ∪ {`})(s) = |W |(ξ(α1,a), . . . , ξ(αm,a), ξ(β1,b), . . . , ξ(βn,b), ξ(−∞,b))(s)
= |W |(ξ(α1,a), ξ(α2,α1), . . . , ξ(αm,αm−1), ξ(−∞,β1), ξ(β1,β2), . . . , ξ(βn−1,βn), ξ(βn,b))(s).
Since the intervals
(−∞, β1), (β1, β2), . . . , (βn−1, βn), (βn, b), (αm, αm−1), . . . , (α2, α1), (α1, a)
are pairwise disjoint, by Corollary 5.4, we have |W |(XP∪YP∪{`})(s) > 0 for every
s ∈ J .
By Corollary 5.2, if x ∈XP then x = ξ(αi,a) for some 1 ≤ i ≤ m or x = ` = ξ(−∞,b).
Since (−∞, b) < J < (αi, a), by Lemma 5.5, for every s ∈ J we have
[ξ(αi,a), `](s) = [ξ(αi,a), ξ(−∞,b)](s) > 0.
As [`, `] = 0, we obtain that [x, `](s) ≥ 0 for all x ∈XP and s ∈ J .
By Corollary 5.2, if y ∈ YP then y = ξ(βj ,b) for some 1 ≤ j ≤ n. Since (−∞, βj) <
(βj, b) < J , by Lemma 5.5, for every s ∈ J we have
[ξ(βj ,b), `](s) = [ξ(βj ,b), ξ(−∞,βj)](s) < 0.
Therefore, [y, `](s) < 0 for all y ∈ YP and s ∈ J . 
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Proof of Theorem 1.1. By Proposition 1.2, for every s ∈ (min{βt, βb}, b)∪ (b, a) the
billiard flow on D restricted to Ss is topologically conjugated to the directional
billiard flow in directions ±pi/4, ±3pi/4 on the polygon σs(Ss) ∈ P. Moreover,
for s ∈ (min{βt, βb},min{βl, βr}) the polygon σs(Ss) is the union of two connected
polygons σs(S+s ) and σs(S−s ). To conclude the proof we need to show that for every
open interval J of the partitionJ and for a.e. s ∈ J the flow (ϕpi/4t )t∈R onM(σs(Ss))
(or M(σs(S±s )) if J ⊂ (min{βt, βb},min{βl, βr})) is uniquely ergodic.
By Theorem 5.6, for every J ∈ J the map J 3 s 7→ σs(Ss) ∈ P (or J 3
s 7→ σs(S±s ) ∈ P if J ⊂ (min{βt, βb},min{βl, βr})) has the form s 7→ P(s) with
|W |(XP ∪ YP ∪ {`})(s) > 0 for every s ∈ J and for all x ∈ XP, y ∈ YP and s ∈ J
we have
[x, `](s) ≤ 0 and [y, `](s) > 0 if J ⊂ (βt, b),
[x, `](s) ≥ 0 and [y, `](s) < 0 if J ⊂ (b, a).
Applying Theorem 4.2 this gives the required conclusion. 
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