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In this paper we conclude the analysis started in [J.M. Arrieta,
A.N. Carvalho, G. Lozada-Cruz, Dynamics in dumbbell domains I.
Continuity of the set of equilibria, J. Differential Equations 231
(2006) 551–597] and continued in [J.M. Arrieta, A.N. Carvalho,
G. Lozada-Cruz, Dynamics in dumbbell domains II. The limiting
problem, J. Differential Equations 247 (1) (2009) 174–202 (this
issue)] concerning the behavior of the asymptotic dynamics of a
dissipative reaction–diffusion equation in a dumbbell domain as
the channel shrinks to a line segment. In [J.M. Arrieta, A.N. Carvalho,
G. Lozada-Cruz, Dynamics in dumbbell domains I. Continuity of
the set of equilibria, J. Differential Equations 231 (2006) 551–597],
we have established an appropriate functional analytic framework
to address this problem and we have shown the continuity of
the set of equilibria. In [J.M. Arrieta, A.N. Carvalho, G. Lozada-
Cruz, Dynamics in dumbbell domains II. The limiting problem,
J. Differential Equations 247 (1) (2009) 174–202 (this issue)],
we have analyzed the behavior of the limiting problem. In this
paper we show that the attractors are upper semicontinuous and,
moreover, if all equilibria of the limiting problem are hyperbolic,
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1. Introduction
This paper is concerned with the continuity of the asymptotic dynamics of a dissipative reaction–
diffusion equation in a dumbbell type domain as the channel degenerates to a line segment. Here we
conclude the analysis started in [3], where we studied the continuity of the equilibria, and contin-
ued in [4], where we studied the limiting problem. We refer to the introduction in [3] for a broad
perspective of the problem.
More precisely, we consider a reaction–diffusion equation of the form
⎧⎨
⎩
ut −u + u = f (u), x ∈Ωε,
∂u
∂n
= 0, x ∈ ∂Ωε, (1.1)
where, for N  2 and ε ∈ (0,1], Ωε ⊂ RN is a typical dumbbell domain; that is, two disconnected
domains, denoted by Ω , joined by a thin channel, denoted by Rε . The channel Rε degenerates to a
line segment as the parameter ε approaches zero, see Fig. 1. We refer to [3, Section 2], for a com-
plete and rigorous deﬁnition of the dumbbell domain that we are considering. We mention that the
channels Rε considered here are fairly general and are not required to be cylindrical. We refer to [15]
for a general study on the behavior of solutions of partial differential equations in thin domains and
to [11] for an analysis of the nonlinear dynamics of (1.1) in thin domains.
The limit “domain” consists of the ﬁxed part Ω and the line segment R0. Without loss of general-
ity, we may assume that R0 = {(x,0, . . . ,0): 0< x< 1}, see Fig. 2 of [4].
The limit equation is given by
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
wt −w + w = f (w), x ∈Ω, t > 0,
∂w
∂n
= 0, x ∈ ∂Ω,
vt − 1
g
(gvx)x + v = f (v), x ∈ (0,1),
v(0) = w(P0), v(1) = w(P1),
(1.2)
where w is deﬁned in Ω , v is deﬁned in R0 and P0, P1 are the points where the line segment touches
the boundary of Ω . Observe that the boundary conditions of v in (0,1) are given in terms of a con-
tinuity condition, so that the whole function (w, v) is continuous in the junction between Ω and R0.
The function g : [0,1] → (0,∞) is a smooth function related to the geometry of the channel Rε ,
more exactly, on the way the channel Rε collapses to the segment line R0, see [3]. For instance,
if the channel is given by Rε = {(x, εx′): (x, x′) ∈ R1}, for some ﬁxed reference channel R1, then
g(x)= |{x′: (x, x′) ∈ R1}|N−1, where | · |N−1 is the (N − 1)-dimensional Lebesgue measure, see [3].
In [3] we have studied how the equilibria of (1.1) behave as the parameter ε tends to zero. Since
the spaces to which the equilibria belong also vary with ε, we developed an appropriate functional
analytical setting to compare these functions as well as deal with this singular perturbation problem.
We have constructed the family of spaces U pε , 0< ε  1, in Ωε , which is the space Lp(Ωε) with the
norm
‖uε‖pU pε =
∫
Ω
|u|p + 1
εN−1
∫
R
|uε|p .
ε
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Observe that the integral in Rε has the weight 1/εN−1, which ampliﬁes the effect of a function in
the channel. As observed in [3] a constant function in Rε will converge to zero if we do not introduce
the appropriate weight (1/εN−1). In this setting, we showed that the appropriate limit space should
be U p0 = Lp(Ω)⊕ Lpg (0,1); that is, (w, v) ∈ U p0 iff w ∈ Lp(Ω), v ∈ Lp(0,1). The norm in U p0 is given by
∥∥(w, v)∥∥p
U p0
=
∫
Ω
|w|p +
1∫
0
g|v|p .
If Aε : D(Aε) ⊂ U pε → U pε is given by Aε(u) = −u + u for 0< ε  1, and A0 : D(A0) ⊂ U p0 → U p0 is
given by A0(w, v)= (−u+u,− 1g (gvx)x + v), we proved in Proposition 2.7 of [3] that A−1ε
ε→0−→ A−10 .
Moreover, considering the equilibria of (1.1) and (1.2), in an abstract way, as the solutions of
Aεu = Fε(u), ε ∈ [0,1],
with Fε being suitable Nemitskiı˘ maps, or as ﬁxed points of the nonlinear maps A−1ε ◦ Fε : U pε → U pε ,
we showed the convergence of the equilibria, see Theorem 2.3 of [3]. Also, if the equilibria of the
limiting problem (1.2) are hyperbolic, we proved the convergence of the resolvent of linearizations
around the equilibria and the convergence of the linear unstable manifolds.
In [4] we studied in detail the properties of the limiting problem in terms of generation of linear
singular semigroups by the operator A0, local well-posedness and existence of attractor for the as-
sociated singular nonlinear semigroup. We also show that, when all equilibria are hyperbolic, the
attractor of the limiting problem (which is not gradient) can be characterized as the union of the
unstable manifolds of the equilibria.
As we mentioned in the introduction of [3], our ﬁnal objective is to compare the whole dynamics
of problems (1.1) and (1.2). That is, to prove the continuity of the attractors as ε tends to zero. To
accomplish this goal, we proposed an agenda based on a deep and thorough study of the linear part
of the problems consisting on the study of the convergence properties of the resolvent operators.
That agenda was established in the introduction of [3] and consisted of six items. The ﬁrst three were
covered in [3].
In this paper we consider the last three items of that agenda and complete the analysis. Hence, we
show the convergence of the resolvent operators (λ+ Aε)−1 to (λ+ A0)−1 and use this information to
obtain the convergence of the linear semigroups. With the variation of constants formula and the con-
vergence of linear semigroups we show the convergence of the nonlinear semigroups, from which the
upper semicontinuity of the attractors follows easily. This is done in a very similar manner as in [2].
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libria and of its linear unstable manifolds, we show the convergence of the local nonlinear unstable
manifolds of equilibria. Using the gradient-like structure of the limiting equation we prove lower
semicontinuity (and therefore the continuity) of the attractors.
Next, we describe contents of the paper. In Section 2 we recall the general setting of the problem
and state the main results of this paper; that is, the upper and lower semicontinuity of the attractors.
In Section 3 we study the convergence of the resolvent operators associated with the linear operators
obtaining rates of convergence of equilibria and of resolvent operators associated to the linearizations
around equilibria. Based in the resolvent estimates obtained in Section 3, we analyze in Section 4 the
convergence of the linear semigroups. In Section 5 we obtain the continuity of the nonlinear semi-
groups and the upper semicontinuity of the attractors. In Section 6 we prove that the local unstable
manifolds behave continuously as ε tends to zero, under the assumption that all the equilibria of the
limiting problem are hyperbolic. The continuity of local unstable manifolds is the key step to show the
continuity of the attractors. Finally in Section 7, we analyze the continuity properties of the attractors
in other norms.
2. Setting of the problem and statement of the main results
The setting is the same as the one we established initially in [3]. We recall some of the terminology
which will be needed to study the continuity of attractors.
Consider the spaces U pε and U
p
0 deﬁned in Section 1, see also [3]. Let 0 < ε  1 and let
Aε : D(Aε)⊂ U pε → U pε , 1 p <∞, be the linear operator deﬁned by
D(Aε)=
{
u ∈ W 2,p(Ωε): u ∈ U pε , ∂u/∂n = 0 in ∂Ωε
}
,
Aεu = −u + u, u ∈ D(Aε). (2.1)
Also, for p > N2 , let A0 : D(A0)⊂ U p0 → U p0 be the operator deﬁned by
D(A0)=
{
(w, v) ∈ U p0 : w ∈ D
(
ΩN
)
, (gv ′)′ ∈ Lp(0,1), v(0) = w(P0), v(1) = w(P1)
}
, (2.2)
A0(w, v)=
(
−w + w,− 1
g
(gv ′)′ + v
)
, (w, v) ∈ D(A0), (2.3)
where ΩN is the Laplace operator with homogeneous Neumann boundary conditions in L
p(Ω) with
D(ΩN )= {u ∈ W 2,p(Ω): ∂u∂n = 0 in ∂Ω}.
We note that, for p > N2 we have that D(
Ω
N ) is continuously embedded in C(Ω). In that case, the
functions in D(ΩN ) have well-deﬁned traces at P0 and P1.
Recall that we have deﬁned in [3] the operator Mε :U
p
ε → U p0 , as follows
ψε → (Mεψε)(z) =
{
ψε(z), z ∈ Ω,
1
|Γ zε |
∫
Γ zε
ψ(z, y)dy, z ∈ (0,1), (2.4)
where Γ zε = {y: (z, y) ∈ Rε}. It is easy to see, from Fubini–Tonelli Theorem and Hölder inequality,
that Mε is a well-deﬁned bounded linear operator with ‖Mε‖L(U pε ,U p0 ) = 1.
Also consider the family of extension operators Eε : U p0 → U pε deﬁned by
Eε(w, v)(x) =
{
w(x), x ∈Ω,
v(s), (s, y) ∈ Rε. (2.5)
It is very easy to see that ‖Eε(w, v)‖U p = ‖(w, v)‖U p .ε 0
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in [4], the operator A0 generates a singular semigroup in U
p
0 that we will denote by {e−A0t : t  0},
see [4].
We rewrite (1.1) and (1.2) in the abstract form
{
u˙ε + Aεuε = fε(uε),
uε(0) = uε0 ∈ U pε
(2.6)
and
{
u˙ + A0u = f0(u),
u(0)= u0 ∈ U p0 .
(2.7)
With respect to the nonlinearity f , we will assume that
(i) f : R → R is a C2 function,
(ii) | f (u)| + | f ′(u)| + | f ′′(u)| C1 for all u ∈ R.
Remark 2.1. From the point of view of studying the asymptotic dynamics (continuity of attractors),
the assumption (ii) does not imply any restriction on the nonlinearities. Since we are assuming that f
is dissipative, under the usual growth assumptions, the attractors are bounded in L∞(Ωε) uniformly
with respect to ε ∈ [0,1] (see [5]) and one may cut the nonlinearities to make them satisfy the above
assumptions (see Remark 2.2 of [3]).
Under these assumptions, the nonlinear semigroups {Tε(t): t  0} in U pε associated with (2.6) and
the singular semigroup {T0(t): t  0} in U p0 , p > N/2, associated with (2.7), have compact global
attractors Aε ⊂ U pε and A0 ⊂ U p0 respectively (see [4]). In general, the attractors lie in more regular
spaces and in particular, from comparison arguments, they lie in U∞ε and U∞0 .
The following concept of E-convergence has been proved to be very appropriate when dealing
with sequences of functions in different spaces, see [3,7,16].
Deﬁnition 2.2. We say that a sequence {uε}ε∈(0,1] , uε ∈ U pε , Eε-converges to u0 ∈ U p0 if ‖uε −
Eεu0‖U pε
ε→0−→ 0 (see (2.5) for the deﬁnition of Eε). We write this as uε E−→ u0.
This notion of convergence can be extended to sets in the following manner (see [7]).
Deﬁnition 2.3. Let Aε ⊂ U pε , ε ∈ [0,1], and A0 = A ⊂ U p0 . Denote by dist(·,·) the metric induced by
the norm in U pε , ε ∈ [0,1], i.e. dist(uε, vε)= ‖uε − vε‖U pε .
(1) We say that the family of sets {Aε}ε∈[0,1] is Eε-upper semicontinuous at ε = 0 if
sup
uε∈Aε
dist(uε, EεA) ε→0−→ 0.
(2) We say that the family of sets {Aε}ε∈[0,1] is Eε-lower semicontinuous at ε = 0 if
sup
u∈A
dist(Eεu,Aε) ε→0−→ 0.
Remark 2.4. In order to show the upper or lower semicontinuity of sets, the following characteriza-
tions are useful:
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then {Aε} is Eε-upper semicontinuous at zero.
(2) If A is compact and for any u ∈ A there is a sequence {uε} with uε ∈ Aε , which Eε-converges
to u, then {Aε} is Eε-lower semicontinuous at zero.
With all these concepts in mind, our main result is the following.
Theorem 2.5. The family of attractors {Aε}ε∈[0,1] is Eε-upper semicontinuous at ε = 0 in U pε for every
1 p <∞.
Moreover, if every equilibria of the limit problem is hyperbolic, then the family of attractors is also Eε-lower
semicontinuous at ε = 0 in U pε for every 1 p <∞.
Remark 2.6. Observe that once the statement of Theorem 2.5 is shown for a particular p  1, then
from the boundedness of the attractors in U∞ε and U∞0 , it will also be proved for all 1 p <∞.
Now consider the spaces U1,2ε = W 1,2(Ω)⊕ W 1,2(Rε) with the norm
‖uε‖2U1,2ε = ‖uε‖
2
W 1,2(Ω) +
1
εN−1
‖uε‖2W 1,2(Rε) (2.8)
and U1,20 = W 1,2(Ω)⊕ W 1,2(0,1) with the norm
∥∥(w, v)∥∥2U1,20 = ‖w‖2W 1,2(Ω) +
1∫
0
g
(|vx|2 + |v|2).
Observe that the spaces U1,2ε do not coincide algebraically with the spaces W 1,2(Ωε) since we are
allowing the functions of U1,2ε to be discontinuous at ∂Ω ∩ ∂Rε .
We also prove that
Theorem 2.7. The family of attractors {Aε}ε∈[0,1] is Eε-upper semicontinuous at ε = 0 in U1,2ε .
Moreover, if every equilibria of the limit problem is hyperbolic, then the family of attractors is also Eε-lower
semicontinuous at ε = 0 in U1,2ε .
3. Convergence of resolvent operators
In this section we analyze the convergence of the resolvent operators associated to the elliptic
operators Aε deﬁned in Section 2, that is, we study the convergence of (Aε + λ)−1 → (A0 + λ)−1 as
ε → 0 with λ in some region of the complex plane.
The convergence of resolvent operators is used, in Section 4, to analyze the convergence properties
of the linear semigroups e−Aεt → e−A0t as ε → 0, with the aid of the expression
e−Aεt = 1
2π i
∫
Γ
eλt(Aε + λ)−1 dλ, t > 0,
where Γ is an appropriate unbounded curve in the complex plane.
Moreover, since we need to analyze also the convergence properties of the linear semigroups as-
sociated to linearized equations around equilibria, that is e−(Aε− f ′(u∗ε))t to e−(A0− f ′(u∗0))t as ε tends
to 0, where u∗ε and u∗0 are equilibria for (2.6) and (2.7), respectively, we will also need to study the
convergence properties of the resolvent operators (Aε + Vε + λ)−1 → (A0 + V0 + λ)−1 as ε → 0 for
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obtain some rates of convergence of the equilibria u∗
 to u∗0.
We have divided the section in several subsections. In Section 3.1, we analyze the convergence
of the resolvent operators for a ﬁxed potential and in Section 3.2 we analyze the case of a poten-
tial which depends on the parameter ε. In Section 3.3 we obtain some rates of convergence of the
equilibria and use these rates to obtain the convergence of the resolvent operators of the linearized
operators around the equilibria.
3.1. Rate of convergence of resolvent operators: The case of a ﬁxed potential
Consider a complex potential V0 = (VΩ, V R0) ∈ U∞0 . Often, we write V0 for EεV0 ∈ L∞(Ωε). Con-
sider also the operator in L(Lp(Ωε)) and in L(U p0 ) which is the multiplication by the potential V0. We
denote this operator again by V0, that is, V0(uε)≡ (EεV0)uε ≡ V0uε and V0(w, v) = (VΩw, V R0 v).
Let us assume that Reσ(A0 + V0) > δ > 0. It follows from of [3, Proposition 3.13, Corollary 3.14]
that, for all suitably small ε, Reσ(Aε + V0) δ > 0.
The operator Aε + V0 is sectorial and the following estimate holds.
∥∥(λ+ Aε + V0)−1∥∥L(Lp(Ωε))  C|λ| + 1 , for λ ∈Σθ, (3.1)
where Σθ = {λ ∈ C: |arg(λ)|  π − θ}, 0 < θ < π2 and C is a constant that does not depend on ε,
although it depends on p and blows up as p → ∞. This estimate follows from the fact that the
localization of the numerical range in the complex plane can be done independently of ε, see [14].
We know that, for any 0 < ε  1, the operator Aε + V0 is a sectorial operator in U pε and the
following result holds.
Lemma 3.1. For any bounded linear operator J : Lp(Ωε)→ Lp(Ωε) we have
‖ J‖L(U pε )  ‖ J‖L(Lp(Ωε),U pε )  ε
−N+1
p ‖ J‖L(Lp(Ωε)). (3.2)
Proof. The proof of this result follows immediately from the norm estimate
‖ · ‖U pε  ε
−N+1
p ‖ · ‖Lp(Ωε), (3.3)
which follows directly from the deﬁnition of the norm in U pε . 
In particular, from Lemma 3.1 and from estimate (3.1), we have that for all λ ∈Σθ
∥∥(λ+ Aε + V0)−1∥∥L(U pε )  ∥∥(λ+ Aε + V0)−1∥∥L(Lp(Ωε),U pε )  C ε
−N+1
p
|λ| + 1 , for λ ∈ Σθ . (3.4)
As for the limit problem, from [4], we have the following result.
Proposition 3.2. The operator A0 + V0 deﬁned by (2.2) has the following properties
(i) D(A0 + V0) is dense in U p0 ,
(ii) A0 + V0 is a closed operator,
(iii) A0 + V0 has compact resolvent, and
(iv) A0 + V0 : D(A0 + V0) ⊂ U p0 → U p0 is such that ρ(A0 + V0) ⊃ Σθ where Σθ = {λ ∈ C: |arg(λ)| 
π − θ}, 0< θ < π2 , and for p  q> N2 ,
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for each 0<α < 1− N2q − 12 ( 1q − 1p ) < 1 and λ ∈ Σθ ,
(v) if B0 is the realization of A0 in C(Ω)⊕ Lp(0,1)we have that B0 is a sectorial operator in C(Ω)⊕ Lpg (0,1)
with compact resolvent. Therefore −B0 generates an analytic semigroup e−B0t in C(Ω)⊕ Lpg (0,1).
The following result is crucial to the remaining results in this section and to the whole program
of the paper.
Proposition 3.3. If p > N and 2 q<∞, there is a constant C , independent of ε, such that
∥∥A−1ε fε − Eε A−10 Mε fε∥∥H1(Ω)⊕H1(Rε)  CεN/2‖ fε‖U pε , (3.8)∥∥A−1ε fε − Eε A−10 Mε fε∥∥Lq(Ωε)  CεN/q‖ fε‖U pε , (3.9)
and
∥∥A−1ε fε − Eε A−10 Mε fε∥∥Uqε  Cε1/q‖ fε‖U pε , (3.10)
for all fε ∈ U pε .
Proof. The inequality (3.8) was proved in Proposition A.8 in [3]. This estimate is the key estimate for
[3] and also for the complete analysis we are performing in the dumbbell domains.
Observe that in particular, from (3.8), we obtain that
∥∥A−1ε fε − Eε A−10 Mε fε∥∥L2(Ωε)  CεN/2‖ fε‖U pε . (3.11)
From [3, Lemma A.11], for p > N/2 we have
∥∥A−1ε fε∥∥L∞(Ωε)  C‖ fε‖U pε . (3.12)
Also we know that if p > N/2, ‖A−10 Mε fε‖L∞(Ω)⊕L∞(0,1)  C‖Mε fε‖Lp(Ω)⊕Lp(0,1) then
∥∥Eε A−10 Mε fε∥∥L∞(Ωε)  C‖ fε‖U pε , (3.13)
which implies that
∥∥A−1ε fε − Eε A−10 Mε fε∥∥L∞(Ωε)  C‖ fε‖U pε . (3.14)
For q  2, (3.9) follows from (3.11) and (3.14) and interpolation. The estimate (3.10) follows from
(3.9) and (3.3). 
To obtain the resolvent convergence of Aε + V0 we strongly use the previous result and the fol-
lowing uniform (with respect to ε) estimate.
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and, for each p > N2 , there is a constant C , independent of ε, such that∥∥Eε(A0 + V0)−1Mε∥∥L(Lp(Ωε))  C . (3.16)
Proof. Statement (3.15) follows from ‖Eε‖L(U p0 ,U pε ) = ‖Mε‖L(U pε ,U p0 ) = 1 (see [3]) and from Proposi-
tion 3.2.
For (3.16) we proceed as follows. Let fε ∈ Lp(Ωε) and uε = (wε, vε)= (A0 + V0)−1Mε fε , then
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−wε + wε + VΩ(x)wε = fε, Ω,
∂wε
∂n
= 0, ∂Ω,
− 1
g
(
g(vε)s
)
s + vε + V R0(s)vε = Mε fε, (0,1),
vε(0) = wε(P0), vε(1) = wε(P1).
Since p > N2 , we have that
‖wε‖Lp(Ω)  C‖ fε‖Lp(Ω) and ‖wε‖C(Ω)  C‖ fε‖Lp(Ω).
In particular |wε(P0)| + |wε(P1)| C‖ fε‖Lp(Ω) . Also
‖vε‖Lp(0,1) 
∣∣wε(P0)∣∣+ ∣∣wε(P1)∣∣+ ‖Mε fε‖Lp(0,1)
and
‖Eεvε‖Lp(Rε) = ε
N−1
p ‖vε‖Lp(0,1)  ε
N−1
p
(∣∣wε(P0)∣∣+ ∣∣wε(P1)∣∣)+ ε N−1p ‖Mε fε‖Lp(0,1)

∣∣wε(P0)∣∣+ ∣∣wε(P1)∣∣+ ‖ fε‖Lp(Rε)
 C‖ fε‖Lp(Ωε),
where we have used that ‖Mε fε‖Lp(0,1)  ε−
N−1
p ‖ fε‖Lp(Rε) . The proof is now complete. 
The next two lemmas are resolvent identities which allow us (together with the previous lemma)
to transfer information from the resolvent convergence of Aε to the resolvent convergence of Aε + V0.
Lemma 3.5. If (A0 + V0) and (Aε + V0) are both invertible the following identity holds
(Aε + V0)−1 − Eε(A0 + V0)−1Mε
= [I − (Aε + V0)−1V0](A−1ε − Eε A−10 Mε)[I − EεV0(A0 + V0)−1Mε]. (3.17)
Proof. Since (I − (Aε + V0)−1V0)(I + A−1ε V0)= I , the identity (3.17) is equivalent to
(
A−1ε − Eε A−10 Mε
)(
I − EεV0(A0 + V0)−1Mε
)
= (I + A−1ε V0)((Aε + V0)−1 − Eε(A0 + V0)−1Mε). (3.18)
234 J.M. Arrieta et al. / J. Differential Equations 247 (2009) 225–259Using that V0(A0 + V0)−1 = I − A0(A0 + V0)−1 and expanding the left-hand side of (3.18) we have
(
A−1ε − Eε A−10 Mε
)(
I − EεV0(A0 + V0)−1Mε
)
= A−1ε − A−1ε EεV0(A0 + V0)−1Mε − Eε A−10 Mε + Eε A−10
(
I − A0(A0 + V0)−1
)
Mε
= A−1ε − A−1ε EεV0(A0 + V0)−1Mε − Eε(A0 + V0)−1Mε.
On the other hand, using that A−1ε = (I + A−1ε V0)(Aε + V0)−1 and expanding the right-hand side of
(3.18), we have
(
I + A−1ε V0
)(
(Aε + V0)−1 − Eε(A0 + V0)−1Mε
)
= A−1ε − Eε(A0 + V0)−1Mε − A−1ε EεV0(A0 + V0)−1Mε,
which proves (3.18). 
In a very similar way we also have
Lemma 3.6. If (A0 + V0) and (Aε + V0) are both invertible, the following identity holds
(Aε + V0)−1 − Eε(A0 + V0)−1Mε
= [I − Eε(A0 + V0)−1V0Mε](A−1ε − Eε A−10 Mε)[I − V0(Aε + V0)−1]. (3.19)
Proof. The proof is similar to the one provided for the previous lemma. 
We are now ready to prove the main results of this section.
Proposition 3.7. If p,q> N, (A0 + V0) : D(A0)⊂ U p0 → U p0 has bounded inverse and fε ∈ U pε , then∥∥(Aε + V0)−1 fε − Eε(A0 + V0)−1Mε fε∥∥Lq(Ωε)  CεN/q‖ fε‖U pε , (3.20)
where C depends on ‖(A0 + V0)−1‖L(U p0 ,U p0 ) and on ‖V0‖L∞ , but not on ε or fε .
Proof. Let us start pointing out that if (A0 + V0) is invertible, from [3] we also have that (Aε + V0)
is invertible for all suitably small ε. Hence (3.20) makes sense.
Adding and subtracting the appropriate term in (3.17) we have
(Aε + V0)−1 − Eε(A0 + V0)−1Mε
= (−(Aε + V0)−1 + Eε(A0 + V0)−1Mε)V0(A−1ε − Eε A−10 Mε)(I − V0Eε(A0 + V0)−1Mε)
+ (I − Eε(A0 + V0)−1MεV0)(A−1ε − Eε A−10 Mε)(I − V0Eε(A0 + V0)−1Mε).
Let us ﬁrst estimate
Θε =
(
(Aε + V0)−1 − Eε(A0 + V0)−1Mε
)
V0
(
A−1ε − Eε A−10 Mε
)(
I − V0Eε(A0 + V0)−1Mε
)
.
Note that, from inequalities (3.10) and (3.9) we have that
∥∥A−1ε − Eε A−10 Mε∥∥ p p  Cε1/p and ∥∥A−1ε − Eε A−10 Mε∥∥ p q  CεN/q.L(Uε ,Uε ) L(Uε ,L (Ωε))
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‖V0‖L(Lq(Ωε))  C‖V0‖L∞(Ωε) and ‖V0‖L(U pε )  C‖V0‖L∞(Ωε),
it follows from (3.15) that
‖Θε‖L(U pε ,Lq(Ωε))  Cε1/p
∥∥(Aε + V0)−1 − Eε(A0 + V0)−1Mε∥∥L(U pε ,Lq(Ωε)),
where C = C(‖V0‖L∞(Ωε)) is independent of ε. Choosing ε0 such that Cε1/p  12 , for all ε ∈ [0, ε0],
we have that
∥∥(Aε + V0)−1 − Eε(A0 + V0)−1Mε∥∥L(U pε ,Lq(Ωε))
 2
∥∥(I − Eε(A0 + V0)−1MεV0)(A−1ε − Eε A−10 Mε)(I − V0Eε(A0 + V0)−1Mε)∥∥L(U pε ,Lq(Ωε)).
Now, from (3.15) and (3.16) there is a constant C , independent of ε, such that
∥∥(I − V0Eε(A0 + V0)−1Mε)∥∥L(U pε )  1+ C‖V0‖L∞(Ωε),∥∥(I − Eε(A0 + V0)−1MεV0)∥∥L(Lq(Ωε))  1+ C‖V0‖L∞(Ωε).
Therefore, using (3.9),
∥∥(Aε + V0)−1 − Eε(A0 + V0)−1Mε∥∥L(U pε ,Lq(Ωε))  CεN/q,
where the constant C depends on ‖V0‖L∞(Ωε) . This shows the proposition. 
3.2. Rate of convergence of resolvent operators: The case of a varying potential
We are going to study now the convergence properties of resolvent operators of the form (Aε +
Wε)−1 to (A0 + W0)−1, where Wε converges to W0 in a sense to be speciﬁed. We need to perform
this study since we want to compare the resolvent operators of the linearizations around equilibria.
Hence, we will have a family of equilibria u∗ε which will converge to an equilibria of the limiting
problem u∗0 and we will need to consider the operators Aε − f ′(u∗ε) and A0 − f ′(u∗0) and analyze the
convergence properties of their resolvent.
Having this in mind, let us consider the following setting for the potentials,
(H) Vε ∈ L∞(Ωε), V0 = (VΩ, V R0) ∈ U∞0 be two potentials which satisfy that |Vε|, |V0| a for some
a> 0 and such that for N < q<∞ we have
ε
−N+1
q ‖Vε − EεV0‖Lq(Ωε) → 0, as ε → 0. (3.21)
Denote by Wε = Vε + a, W0 = V0 + a = (VΩ + a, V R0 + a) so that Wε and W0 are positive and
they also satisfy an estimate like (3.21) substituting Vε and V0 by Wε and W0 respectively.
As we did in Section 3.1, let us identify the potentials Wε , W0 with their corresponding multipli-
cation operators.
With this notation and writing Λε = Aε + Wε , we have that the operator Λε is sectorial and the
following estimate holds
∥∥(λ+Λε)−1∥∥L(Lp(Ωε))  C , for λ ∈Σθ, (3.22)|λ| + 1
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(that follows form the fact that the localization of the numerical range in the complex plane can be
done independently of ε), however it depends on p and blows up as p → ∞, see [14].
We know that, for any 0< ε  1, the operator Λε is a sectorial operator in U pε and the following
result holds.
Lemma 3.8. For all λ ∈Σθ we have that
∥∥(λ+Λε)−1∥∥L(U pε )  ∥∥(λ+Λε)−1∥∥L(Lp(Ωε),U pε )  C ε
−N+1
p
|λ| + 1 . (3.23)
Proof. It follows immediately from (3.22) and from Lemma 3.1. 
The following result follows easily from the properties of resolvent operators. It is crucial to obtain
convergence properties for resolvent operators from the convergence properties of Λ−1ε to Λ−10 .
Lemma 3.9. As an immediate consequence of (3.5)–(3.7), there is a constant C such that, for all λ ∈ Σθ ,
p  q> N2 and 0<α < 1− N2q − 12 ( 1q − 1p ) < 1
∥∥Eε(λ+Λ0)−1Mε∥∥L(Uqε,U pε )  C|λ|α + 1 , (3.24)∥∥Eε(λ+Λ0)−1Mε∥∥L(C(Ωε),L∞(Ωε))  C|λ| + 1 , (3.25)
and
∥∥Eελ(λ+Λ0)−1Mε∥∥L(C(Ωε),U pε )  C, (3.26)
where C is a constant that does not depend on ε.
We have now the following key result, which is analogous to Propositions 3.3 and 3.7.
Proposition 3.10. For p,q> N and fε ∈ U pε we have
∥∥Λ−1ε fε − EεΛ−10 Mε fε∥∥Lq(Ωε)  C(ε Nq + ‖Wε − EεW0Mε‖Lq(Ωε))‖ fε‖U pε (3.27)
with C independent of ε and fε .
Proof. Let fε ∈ U pε and let uε =Λ−1ε fε = (Aε + Wε)−1 fε . Consider the auxiliary function, u˜ε = (Aε +
EεW0)−1 fε , i.e.,
⎧⎨
⎩
−uε + uε + Wεuε = fε, Ωε,
∂uε
∂n
= 0, ∂Ωε, (3.28)⎧⎨
⎩
−u˜ε + u˜ε + W0u˜ε = fε, Ωε,
∂ u˜ε = 0, ∂Ωε. (3.29)
∂n
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⎧⎨
⎩
−u¯ε + u¯ε = | fε|, Ωε,
∂uε
∂n
= 0, ∂Ωε.
Applying Lemma A.11 of [3], we have that
‖u¯ε‖L∞(Ωε)  C‖ fε‖U pε , for p > N/2, (3.30)
which implies
‖u˜ε‖L∞(Ωε)  C‖ fε‖U pε .
Next, observe that
uε = (Aε + EεW0)−1 fε + (Aε + EεW0)−1(EεW0 − Wε)uε,
u0 = (A0 + W0)−1Mε fε.
Hence,
‖uε − Eεu0‖Lq(Ωε) 
∥∥(Aε + EεW0)−1 − Eε(A0 + W0)−1Mε fε∥∥Lq(Ωε)
+ ∥∥(Aε + EεW0)−1(Wε − EεW0)uε∥∥Lq(Ωε)
 Cε
N
q ‖ fε‖U pε + C¯
∥∥(Aε + EεW0)−1∥∥L(Lq(Ωε))‖Wε − EεW0‖Lq(Ωε)‖uε‖L∞(Ωε)
 C˜
(
ε
N
q + ‖Wε − EεW0‖Lq(Ωε)
)‖ fε‖U pε ,
where we have used (3.20) and the fact that there is a constant C , independent of ε and of q ∈ [1,∞],
such that ‖(Aε + W0)−1‖L(Lq(Ωε))  C . This shows the lemma. 
As an immediate corollary, we have
Corollary 3.11. For p,q> N we have
ε
− N−1q ∥∥Λ−1ε − EεΛ−10 Mε∥∥L(U pε ,Lq(Ωε)) → 0, as ε → 0. (3.31)
Proof. We just need to apply the previous proposition and hypothesis (H). 
Now consider a compact subset K of the complex plane which is contained in the resolvent set of
the operator Λ0. Let c(K ) be a positive constant such that
sup
λ∈K
∥∥(λ+Λ0)−1∥∥L(U p0 ,U p0 )  c(K ).
Also, let Σθ := {z ∈ C : |arg(z)| π − θ}, for 0< θ < π/2.
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as ε → 0 such that for each λ ∈ K ∪Σθ and 0< ε  ε0 we have
ε
− N−1q ∥∥(λ+Λε)−1 − Eε(λ+Λ0)−1Mε∥∥L(U pε ,Lq(Ωε))  C(1+ |λ|1−α)η(ε), (3.32)
where 0<α < 1− N2p < 1.
Proof. Observe ﬁrst that the spectrum of the operators Λε and Λ0 are subsets of [1,+∞). Hence, if
λ ∈Σθ both (λ+Λε)−1 and (λ+Λ0)−1 make perfect sense for 0< ε  ε0.
Moreover, by the compact convergence of A−1ε → A−10 , the convergence of Wε → W0 and since
‖(λ + Λ0)−1‖L(U p0 ,U p0 ) = ‖(λ + V0 + A0)
−1‖L(U p0 ,U p0 )  c(K ) for each λ ∈ K which is a compact set
in C , we have that (λ + Aε + Vε) and (λ + Aε + V0) are invertible for 0 < ε < ε0 and λ ∈ Λ0 and
‖(λ+Λε)−1‖L(U p0 ,U p0 )  c˜(K ), for some constant c˜(K ) and for all λ ∈ K . If this is not the case, then we
could get a sequence of εn → 0 and λn → λ˜ ∈ K such that ‖(λn +Λεn )−1‖L(U p0 ,U p0 ) → +∞. But this is
in contradiction with the compact convergence of (λn +Λεn )−1 to (λ˜+Λ0)−1, see Lemma 4.7 of [3].
Hence, with this argument and with (3.22) and (3.24) we obtain
∥∥λ(λ+Λε)−1∥∥L(Lq(Ωε))  C, for λ ∈ K ∪Σθ, (3.33)∥∥Eελ(λ+Λ0)−1Mε∥∥L(U pε ,U pε )  C(1+ |λ|1−α), for λ ∈ K ∪Σθ (3.34)
with 0<α < 1− N2p < 1. Applying Lemma 3.5 with Λ0 in place of A0 and λ in place of V0, we have
∥∥(λ+Λε)−1 − Eε(λ+Λ0)−1Mε∥∥L(U pε ,Lq(Ωε))

∥∥I + λ(λ+Λε)−1∥∥L(Lq(Ωε))∥∥Λ−1ε − EεΛ−10 Mε∥∥L(U pε ,Lq (Ωε))
∥∥[I − Eελ(λ+Λ0)−1Mε]∥∥L(U pε )
 C
(
1+ |λ|1−α)∥∥Λ−1ε − EεΛ−10 Mε∥∥L(U pε ,Lq (Ωε))  Cε
N−1
q
(
1+ |λ|1−α)η(ε),
where η(ε) = ε− N−1q ‖Λ−1ε − EεΛ−10 Mε‖L(U pε ,Lq(Ωε)) → 0 as ε → 0 by Corollary 3.11. This proves the
proposition. 
Remark 3.13. The results of Proposition 3.12 also hold for the operator Aε instead of Λε , that is with
Wε = W0 = 0.
Corollary 3.14. In the conditions of Proposition 3.12, we have the following estimates
∥∥(λ+Λε)−1 − Eε(λ+Λ0)−1Mε∥∥L(U pε ,Uqε)  C(1+ |λ|1−α)η(ε), (3.35)∥∥(λ+Λε)−1∥∥L(U pε ,Uqε)  C(1+ |λ|1−α). (3.36)
Proof. To prove (3.35) we just use that ε−
N−1
q ‖ · ‖L(U pε ,Lq(Ωε))  ‖ · ‖L(U pε ,Uqε) in (3.32). To prove (3.36)
we just use (3.35) and (3.24), to obtain
∥∥(λ+Λε)−1∥∥L(U pε ,Uqε)  C(1+ |λ|1−α)η(ε)+ C|λ|α + 1  C
(
1+ |λ|1−α),
as we wanted to show. 
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ensure the uniform convergence of the integrals deﬁning them and will allow us to pass to the limit.
3.3. Rate of convergence of hyperbolic equilibria and of its linearizations
In this subsection we will obtain rates of convergence of hyperbolic equilibria which, besides being
interesting by themselves, show that if we consider the potentials Vε = − f ′(u∗ε), V0 = − f ′(u∗0) then
hypothesis (H) from Section 3.2 is satisﬁed, with a = sup{| f ′(s)|: s ∈ R}. This will ensure that all the
results from Section 3.2 apply for Λε = Aε − f ′(u∗ε)+ a and Λ0 = A0 − f ′(u∗0)+ a.
Proposition 3.15. Let u∗0 be a hyperbolic equilibrium for (1.2) and (from the results in [3]) let u∗ε be the se-
quence of hyperbolic equilibria for (1.1) satisfying that u∗ε E-converges to u∗0 . Then, for q> N, we have
∥∥u∗ε − Eεu∗0∥∥Lq(Ω)  Cε Nq (3.37)
and
ε
− N−1q ∥∥u∗ε − Eεu∗0∥∥U pε → 0, as ε → 0. (3.38)
Proof. Let u∗0 = (w∗0, v∗0) be a hyperbolic equilibrium point for (1.2) and u∗ε an equilibrium point for
(1.1) with ‖u∗ε − Eεu∗0‖U pε
ε→0−→ 0. For V0(x)= − f ′(u∗0(x)), we write
u∗ε = (Aε + V0)−1
(
f (u∗ε)+ V0u∗ε
)
and u∗0 = (A0 + V0)−1
(
f
(
u∗0
)+ V0u∗0).
Hence, taking norms in Lq(Ω), we get
∥∥u∗ε − Eεu∗0∥∥Lq(Ω) = ∥∥(Aε + V0)−1( f (u∗ε)+ V0u∗ε)− Eε(A0 + V0)−1( f (u∗0)+ V0u∗0)∥∥Lq(Ω)

∥∥((Aε + V0)−1 − Eε(A0 + V0)−1Mε)( f (u∗ε)+ V0u∗ε)∥∥Lq(Ω)
+ ∥∥Eε(A0 + V0)−1Mε[ f (u∗ε)− V0u∗ε − Eε( f (u∗0)+ V0MεEεu∗0)]∥∥Lq(Ω)
 CεN/q
∥∥ f (u∗ε)+ V0u∗ε∥∥Lq(Ωε)
+ ∥∥Eε(A0 + V0)−1Mε[ f (u∗ε)− Eε f (u∗0)− V0(u∗ε − Eεu∗0)]∥∥Lq(Ω)
 CεN/q + ∥∥Eε(A0 + V0)−1Mεzε∥∥Lq(Ω),
where zε = f (u∗ε) − f (u∗0) + V0(u∗ε − u∗0) and we have used Proposition 3.7, the boundedness of f ′
and that u∗ε is also bounded in the sup norm uniformly in ε.
We have
∣∣zε(x)∣∣= ∣∣ f (u∗ε(x))− f (u∗0(x))+ f ′(Eεu∗0(x))(u∗ε(x)− Eεu∗0(x))∣∣

∣∣[ f ′(χ∗ε (x))− f ′(Eεu∗0(x))](u∗ε(x)− Eεu∗0(x))∣∣,
where χ∗ε (x)= θ(x)u∗ε(x)+ (1− θ(x))Eεu∗0(x) and 0 θ(x) 1, x ∈ Ωε .
Using that | f ′(·)| C we have
‖zε‖Lr(Ω)  C
∥∥u∗ε − Eεu∗0∥∥ r , ∀1 r +∞.L (Ω)
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‖zε‖Lr(Ω) 
∥∥ f ′(χ∗ε )− f ′(Eεu∗0)∥∥Ls(Ω)∥∥u∗ε − Eεu∗0∥∥Lt (Ω), 1r = 1s + 1t .
But
∥∥ f ′(χ∗ε )− f ′(Eεu∗0)∥∥L∞(Ω)  C,∥∥ f ′(χ∗ε )− f ′(Eεu∗0)∥∥L1(Ω)  C∥∥χ∗ε − Eεu∗0∥∥L1(Ω)  C∥∥u∗ε − Eεu∗0∥∥L1(Ω).
Hence, using interpolation ‖ f ′(χ∗ε )− f ′(Eεu∗0)‖Ls(Ω)  C‖u∗ε − Eεu∗0‖1/sL1(Ω) . So
‖zε‖Lr(Ω)  C
∥∥u∗ε − Eεu∗0∥∥1/sL1(Ω)∥∥u∗ε − Eεu∗0∥∥Lt (Ω)  C∥∥u∗ε − Eεu∗0∥∥1+ 1sLt (Ω).
But if we deﬁne wε = Eε(A0 + B)−1Mεzε , we know from (3.16) that
‖wε‖Lq(Ω)  C‖zε‖Lr(Ω), for some r < q.
Hence we can choose 1r = 1s + 1q (t = q, 1s = 1r − 1q > 0). So
∥∥Eε(A0 + B)−1Mεzε∥∥Lq(Ω)  C‖zε‖Lr(Ω)  C∥∥u∗ε − u∗0∥∥1+ 1r − 1qLq(Ω) .
Hence
∥∥u∗ε − u∗0∥∥Lq(Ω)  CεN/q + C∥∥u∗ε − u∗0∥∥1+ 1r − 1qLq(Ω) .
Since we know that ‖u∗ε − u∗0‖Lq(Ω) → 0 (since ‖u∗ε − u∗0‖U pε → 0 as ε → 0) then ‖u∗ε − u∗0‖Lq(Ω) 
CεN/q , which shows the ﬁrst statement of the lemma. For the second one, we just realize that
∥∥u∗ε − u∗0∥∥Lq(Ω) + ∥∥u∗ε − u∗0∥∥Lq(Rε)  CεN/q + Co(ε N−1q )= o(ε N−1q ).
That is,
ε
− N−1q ∥∥u∗ε − u∗0∥∥Lq(Ωε) → 0, as ε → 0. 
Corollary 3.16. In the conditions of Proposition 3.15, if we denote by Vε = − f ′(u∗ε), V0 = − f ′(u∗0) and
a = sup{| f ′(s)|; s ∈ R}, then hypothesis (H) from Section 3.2 is satisﬁed. Hence, all the results of that section
can be applied to the case where the potentials are given by Vε = − f ′(u∗ε) and V0 = − f ′(u∗0).
Proof. Since
‖Vε − EεV0‖Lq(Ωε) =
∥∥ f ′(u∗ε)− Eε f ′(u∗0)∥∥Lq(Ωε)  ‖ f ′′‖L∞(R)∥∥u∗ε − Eεu∗0∥∥Lq(Ωε) = o(ε N−1q ),
the result follows. 
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In this section we analyze the convergence properties of the linear semigroups generated by the
operators Aε + Vε , A0 + V0 where the potentials Vε , V0 satisfy hypothesis (H) from Section 3.2. Later
on we will be interested in applying the results from this section to the semigroups generated by Aε ,
A0 and also by Aε − f ′(u∗ε) and A0 − f ′(u∗0), where u∗ε , u∗0 are hyperbolic equilibria of the perturbed
and limit problem respectively.
As in Section 3.2, let Wε = Vε + a> 0, W0 = V0 + a> 0 (see hypothesis (H)) and Λε = Aε + Wε ,
Λ0 = A0 + W0.
As we have already seen in [4], the operators −A0, −(A0 + V0) and −Λ0 do not generate strongly
continuous semigroups in U p0 . Nonetheless they generate certain singular semigroups as we brieﬂy
recall.
Let Σθ = {λ ∈ C: |arg(λ)|  π − θ}, 0 < θ < π2 and let Γ be the boundary of Σθ oriented such
that the imaginary part grows as λ runs in Γ . Notice that the semigroups generated by −Λ0 and by
−(A0 + V0) are related by a multiplicative factor of the form eat .
Proceeding as in [4] we deﬁne
e−Λ0t = 1
2π i
∫
Γ
eλt(λ+Λ0)−1 dλ, t > 0. (4.1)
Then, e−Λ0t satisﬁes the semigroup properties but strong continuity fails at t = 0 for data which
are not suﬃciently smooth. Nonetheless, several of the properties of analytic semigroup will still hold
for suﬃciently regular data. We say that {e−Λ0t : t  0} is the semigroup generated by −Λ0 and do
not make any allusion to continuity. We refer to [4] for a detailed study of the semigroup generated
by −Λ0.
In what follows we recall some simple properties of the semigroup {e−Λ0t : t  0} that we will
employ later in this paper.
The next result investigates the singularity of {Eεe−Λ0tMε: t > 0} at t = 0 in L(U pε ). Its proof is a
consequence of Proposition 3.12 and (4.1).
Lemma 4.1. For any p  q > N2 and for 0< α < 1− N2q − 12 ( 1q − 1p ) < 1, there is a constant C , independent
of ε, such that
∥∥Eεe−Λ0tMεu∥∥U pε  Ctα−1‖u‖Uqε , t > 0, u ∈ Uqε, (4.2)
and
∥∥Eεe−Λ0tMεu∥∥U pε  C‖u‖U∞ε , t > 0, u ∈ U∞ε . (4.3)
From Lemma 3.8 it follows that −Λε generates an analytic semigroup {e−Λεt : t  0} in U pε given
by
e−Λεt = 1
2π i
∫
Γ
eλt(λ+Λε)−1 dλ, t > 0, (4.4)
where Γ ⊂ ρ(−Λε) is the boundary of Σθ oriented such that the imaginary part grows as λ runs
in Γ . Note that Γ is independent of ε. It follows from (3.22), (3.23) and (4.4) that the following
estimates hold
∥∥e−Λεt w∥∥U pε  Cε −N+1p ‖w‖U pε , t  0, w ∈ U pε , (4.5)∥∥e−Λεt w∥∥ p  C‖w‖Lp(Ωε), t  0, w ∈ Lp(Ωε), (4.6)L (Ωε)
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∥∥e−Λεt w∥∥U pε  C‖w‖U∞ε , t  0, w ∈ U∞ε , (4.7)
for some constant C > 0 that does not depend on ε. That is, the linear semigroup eΛεt is bounded in
L(Lp(Ωε)) uniformly with respect to ε.
We analyze now the convergence properties of the semigroups. To accomplish this task we will
use extensively the resolvent estimates of the previous section applied to the integral expression of
the semigroup.
Proposition 4.2. There are γ > 0, β ∈ R, p,q > N and function ρ : [0,1] → [0,∞) with ρ(ε) ε→0−→ 0 such
that
∥∥e(Aε+Vε)t − Eεe(A0+V0)tMε∥∥L(U pε ,Uqε)  Ceβtt−γ ρ(ε), t > 0. (4.8)
Proof. Observe ﬁrst that e−(Aε+Vε)t − Eεe−(A0+V0)tMε = eat(e−Λεt − Eεe−Λ0tMε), so that it is suﬃcient
to prove an estimate of the type (4.8) for the difference e−Λεt − Eεe−Λ0tMε .
Since
e−Λεt − Eεe−Λ0tMε = 1
2π i
∫
Γ
(
(λ+Λε)−1 − Eε(λ+Λ0)−1Mε
)
eλt dλ, (4.9)
it follows from Proposition 3.12 that
ε
− N−1q ∥∥e−Λεt − Eεe−Λ0tMε∥∥L(U pε ,Lq(Ωε))  C2π
∣∣∣∣
∫
Γ
(
1+ |λ|1−α)∣∣eλt∣∣dλ∣∣∣∣η(ε)
 Ct−(2−α)η(ε)
and consequently
∥∥e−Λεt − Eεe−Λ0tMε∥∥L(U pε ,Uqε)  Ct−(2−α)η(ε).
On the other hand, by comparison (maximum principle) we have
∥∥e−Λεt − Eεe−Λ0tMε∥∥L(U∞ε )  ∥∥e−Λεt∥∥L(U∞ε ) + ∥∥Eεe−Λ0tMε∥∥L(U∞ε )  C .
Noting that ‖ · ‖Uqε  c‖ · ‖U∞ε for some c > 0 independent of ε, it follows that
∥∥e−Λεt − Eεe−Λ0tMε∥∥L(U∞ε ,Uqε)  C .
By interpolation (see [8, Theorem 6.27])
∥∥e−Λε − Eεe−Λ0tMε∥∥L(U p¯ε ,Uqε)  Ct−θ(2−α)ηθ (ε),
where p  p¯ <∞ and 0 θ  1. Taking θ small we can make θ(2− α) < 1.
That is
∥∥e−Λεt − Eεe−Λ0tMε∥∥ p¯ q  Ct−γ η(ε)θ , γ < 1.L(Uε ,Uε)
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which shows the result with ρ(ε) = η(ε)θ and β = a. 
Let us consider now a real number b with the property that there exists a δ > 0, small, such that
[b − δ,b + δ] ∩ σ(−(A0 + V0)) = ∅. That is, the spectrum of the operator −(A0 + V0), which is all
real, is divided in two parts, σ+0 which is above b + δ and it is a ﬁnite set and σ−0 which is below
b − δ and it is an inﬁnite set (a sequence that goes to −∞). From the continuity properties of the
spectrum (see [3]), we have that for ε small enough [b − δ,b + δ] ∩ σ(−(Aε + Vε)) = ∅ and the
spectra of −(Aε + Vε), which is also real, is divided in two parts σ+ε , above b + δ and σ−ε , below
b − δ. Moreover, we can choose a ﬁxed closed curve Γ +b ⊂ {z ∈ C: Re(z) b + δ} which encloses σ+ε
for all 0 ε  ε0 for some ε0 small. Moreover, we denote by Γ −b = {z ∈ C: arg(z − (b − δ)) = π − θ}
for some 0< θ < π/2.
We decompose U pε using the projection
Q +ε = Q (σ+ε )=
1
2π i
∫
Γ +b
(λ+ Aε + Vε)−1 dλ. (4.10)
Proposition 4.3. For p,q> N large enough, we have that there are constants C > 0, γ < 1, independent of ε
and a function ρ(ε), with ρ(ε) → 0 as ε → 0, such that for t > 0
∥∥e−(Aε+Vε)t(I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)  Cebtt−γ ρ(ε), (4.11)∥∥Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)  Cebtt−γ , (4.12)∥∥e−(Aε+Vε)t(I − Q (σ+ε ))∥∥L(U pε ,Uqε)  Cebtt−γ . (4.13)
Proof. We have
e−(A0+V0)t
(
I − Q (σ+0 ))= 12π i
∫
Γ −b
(
λ+ A0 + V0(x)
)−1
eλt dλ.
Plugging norms and using estimate (3.5) we get
∥∥e−(A0+V0)t(I − Q (σ+0 ))∥∥L(U p0 ,Uq0) 
∣∣∣∣ 12π
∫
Γ −b
|eλt |
1+ |λ|1−α dλ
∣∣∣∣
and elementary integration shows∥∥e(A0+V0)t(I − Q (σ+0 ))∥∥L(U p0 ,Uq0)  Cebtt−α, (4.14)
which shows (4.12) with γ = α.
In a similar way,
e−(Aε+Vε)t
(
I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε
= 1
2π i
∫
Γ −
((
λ+ Aε + Vε(x)
)−1 − Eε(λ+ A0 + V0(x))−1Mε)eλt dλ.
b
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∥∥e−(Aε+Vε)t(I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)
 1
2π
∣∣∣∣
∫
Γ −b
∣∣eλt∣∣∥∥(λ+ Aε + Vε(x))−1 − Eε(λ+ A0 + V0(x))−1Mε∥∥L(U pε ,Uqε) dλ
∣∣∣∣
 1
2π
∫
Γ −b
∣∣eλt∣∣(1+ |λ|1−α)dλη(ε)dλ
 C
2π
ebtt−(2−α)η(ε),
where we have applied Proposition 3.12. Therefore,∥∥e−(Aε+Vε)t(I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)  Cebtt−(2−α)η(ε). (4.15)
This estimate does not show yet the proposition since the exponent 2 − α > 1. We will do an
interpolation argument to conclude with the correct estimate. For this, let us see now that Q (σ+ε ) :
U pε → U pε satisﬁes ‖Q (σ+ε )‖L(U pε ,U pε )  C independent of ε. To see this, just observe that
Q
(
σ+ε
)= 1
2π i
∫
Γ +b
(λ+ Aε + Vε)−1 dλ.
Applying now the estimate of Proposition 3.12, we obtain that
∥∥(λ+ Aε + Vε)−1∥∥L(U pε ,U pε )  C,
for λ ∈ Γ −b and with C independent of ε. From this last expression and using the boundedness of Γ −b
we get ‖Q (σ+ε )‖L(U pε ,U pε )  C , for all 0 ε  1.
Moreover, for the limit semigroup and for 0< t  1, we obtain from (4.14)
∥∥Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)  Ct−α.
Hence for 0< t  1, we get that
∥∥e−(Aε+Vε)t(I − Q (σ+ε ))∥∥L(U pε ,Uqε)  ∥∥e−(Aε+Vε)t∥∥L(U pε ,Uqε)(1+ ∥∥Q (σ+ε )∥∥L(U pε ,U pε )),
C
(∥∥e−(Aε+Vε)t − Eεe−(A0+V0)tMε∥∥L(U pε ,Uqε) + ∥∥Eεe−(A0+V0)tMε∥∥L(U pε ,Uqε)) C(t−γ + t−α+1),
where we are using the bounds given by Proposition 4.2.
Hence, for 0< t  1,
∥∥e−(Aε+Vε)t(I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)  Ct−γ¯ , (4.16)
where γ¯ =max{γ ,1− α}.
Interpolating (4.15) and (4.16) we obtain, for 0< t  1,
∥∥e−(Aε+Vε)t(I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)

(
Ct−(2−α)η(ε)
)θ (
Ct−γ¯
)1−θ  Ct−(2−α)θ−(1−θ)γ¯ η(ε)θ ,
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θ)γ¯ < 1, we obtain the estimate for 0< t  1.
Now for t  1, from (4.15) we get
∥∥e−(Aε+Vε)t(I − Q (σ+ε ))− Eεe−(A0+V0)t(I − Q (σ+0 ))Mε∥∥L(U pε ,Uqε)  Cebtη(ε).
Putting together both estimates, we prove (4.11). To prove (4.13) we just use (4.11) and (4.12). This
concludes the proof of the proposition. 
We also have
Corollary 4.4. For the case Vε = V0 ≡ 0 and with b ∈ (−1,0) a ﬁxed number, we have that Q (σ+ε )≡ 0 for ε
small enough and we have
∥∥e−Aεt − Eεe−A0tMε∥∥L(U pε ,Uqε)  Cebtt−γ ρ(ε).
Remark 4.5. Observe that we can consider the case where V0 = − f ′(u∗0), Vε = − f ′(u∗ε) with u∗0 and
u∗ε hyperbolic equilibria satisfying u∗ε converging to u∗0 (see [3]). In this case, we can always apply
Proposition 4.3 with b < 0, a number dividing the spectrum among the stable part, that is with
negative real part, and the unstable spectrum, that is with positive real part.
Let us conclude the section with the following useful uniform estimates of the semigroup on the
linear unstable manifold:
Proposition 4.6. There are constants C  1 and β > 0 such that
∥∥e−(Aε+Vε)t Q +ε ∥∥L(Uqε,U pε )  Ceβt, t  0.
Proof. Observe that
e−(Aε+Vε)t Q +ε =
∫
Γ +
eλt(λ+ Aε + Vε)−1 dλ.
Using (3.36) and noticing that the curve Γ + is bounded, we have
∥∥e−(Aε+Vε)t Q +ε ∥∥L(Uqε,U pε )  C
∣∣∣∣
∫
Γ +
∣∣eλt∣∣dλ∣∣∣∣ Ceβt,
which shows the result. 
5. Continuity of nonlinear semigroups and upper semicontinuity of attractors
Now that we have obtained in the previous section the continuity of linear semigroups we proceed
to obtain the continuity of nonlinear semigroups using the variation of constants formula. After we
obtain the continuity of nonlinear semigroups we will proceed to obtain the upper semicontinuity of
the family of attractors {Aε: ε ∈ [0,1]}.
To this end we will follow the ideas in [1] that relate the continuity of the linear semigroups
with the continuity of the nonlinear semigroups for dissipative parabolic equations by using the vari-
ation of constants formula. This in turn will imply the upper semicontinuity of the attractors and the
stationary states.
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formula
Tε(t,uε)= e−Aεtuε +
t∫
0
e−Aε(t−s) fε
(
Tε(s,uε)
)
ds. (5.1)
If Eε denotes the set of stationary states (2.6), ε ∈ [0, ε0], it has been obtained in [3, Section 5]
that {Eε: ε ∈ [0, ε0]} is upper semicontinuous at ε = 0 in U pε ; that is,
sup
u∗ε∈Eε
[
inf
u∗0∈E0
{∥∥u∗ε − Eεu∗0∥∥U pε }
]
→ 0, as ε → 0. (5.2)
We are now in position to prove the following result.
Proposition 5.1. There exist a 0  γ < 1 and a function c(ε) with c(ε) ε→0−→ 0 such that, for each τ > 0 we
have
∥∥Tε(t,uε)− EεT0(t,Mεuε)∥∥U pε  M(τ )c(ε)t−γ , t ∈ (0, τ ], uε ∈ Aε, ε ∈ (0, ε0]. (5.3)
Moreover, the family of attractors {Aε: ε ∈ [0, ε0]} is upper semicontinuous at ε = 0 in U pε , in the sense that
sup
uε∈Aε
[
inf
u0∈A0
{∥∥uε − Eεu0∥∥U pε }
]
→ 0, as ε → 0. (5.4)
Proof. To prove this result we follow [1,7]. Notice that the nonlinear semigroups Tε(t) are given by
(5.1). Hence, estimating Tε(t,uε)− EεT0(t,Mεuε) and with some elementary computations we obtain
∥∥Tε(t,uε)− EεT0(t,Mεuε)∥∥U pε

∥∥e−Aεtuε − Eεe−A0tMεuε∥∥U pε
+
t∫
0
∥∥(e−Aεt − Eεe−A0tMε) fε(Tε(s,uε))∥∥U pε ds
+
t∫
0
∥∥Eεe−A0t(Mε fε(Tε(s,uε))− f0(T0(s,Mεuε)))∥∥U pε ds, ε ∈ [0, ε0].
Note that
t∫
0
∥∥Eεe−A0t(Mε fε(Tε(s,uε))− f0(T0(s,Mεuε)))∥∥U pε ds
=
t∫
0
∥∥Eεe−A0t(Mε fε(Tε(s,uε))− MεEε f0(T0(s,Mεuε)))∥∥U pε ds
=
t∫ ∥∥Eεe−A0tMε( fε(Tε(s,uε))− fε(EεT0(s,Mεuε)))∥∥U pε ds,0
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Lemma 4.1 we have, for 0< t  τ ,
∥∥Tε(t,uε)− EεT0(t,Mεuε)∥∥U pε  Cebtt−γ ρ(ε)‖uε‖U pε + Cρ(ε)
t∫
0
(t − s)−γ eb(t−s)∥∥ fε(Tε(s,uε))∥∥U pε
+ C
t∫
0
(t − s)α−1∥∥Tε(s,uε)− EεT0(s,Mεuε)∥∥U pε .
But since we have uniform bounds in L∞(Ωε) of all the attractors, the ﬁrst two terms in the above
inequality can be bounded by Cρ(ε)t−γ . The result now follows applying the singular Gronwall’s
lemma (see [12]).
To show the upper semicontinuity of the attractors Aε , we notice ﬁrst that by the uniform L∞(Ωε)
bounds of the attractors we have
⋃
0εε0
MεAε
is a bounded set in U∞0 . Hence, by the attractivity properties of A0, for a ﬁxed η > 0 there exists a
time τ > 0 such that
distU p0
(
T0(τ )(Mεϕε),A0
)≡ inf
ϕ∈A0
∥∥T0(τ )(Mεϕε)− ϕ∥∥U p0  η, ∀ϕε ∈ Aε, 0 ε  ε0,
which implies that
distU pε
(
EεT0(τ )(Mεϕε), EεA0
)
 η, ∀ϕε ∈ Aε, 0 ε  ε0.
Using the convergence of the nonlinear semigroups (5.3) with t = τ , there exists ε1 > 0 such that
for 0< ε  ε1,
∥∥Tε(τ ,ϕε)− EεT0(τ ,Mεϕε)∥∥U pε  η, ∀ϕε ∈ Aε, 0 ε  ε1.
Hence,
distU pε
(
Tε(τ ,ϕε), EεA0
)
 η, ∀ϕε ∈ Aε, 0 ε  ε1.
From the invariance Aε we have that
distU pε (ϕε, EεA0) η, ∀ϕε ∈ Aε, 0 ε  ε1,
which implies (5.4). 
Remark 5.2. Observe that Proposition 5.1 proves the upper semicontinuity part of Theorem 2.5.
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We already know that, if all equilibrium points of (2.7), which is the abstract version of (1.2), are
hyperbolic then they are all isolated and there is only a ﬁnite number of them, say E0 = {e10, . . . , em0 }.
In this case, we also know that there is an ε0 > 0 such that the set of equilibria of (2.6), which is
the abstract version of (1.1), Eε = {e1ε, . . . , emε } for all 0 < ε  ε0 and eiε E−→ ei0 for 1  i  m (see
Theorem 2.3 of [3]). Moreover, we also know that the linear unstable manifolds associated to eεj
converge to the linear unstable manifold of eεj , see Theorem 2.5 of [3]. For each e
j
ε ∈ Eε , ε ∈ [0,1], we
deﬁne its unstable manifold
Wu
(
e jε
)= {ηε ∈ U pε : there is a global solution ξε :R → U pε of (2.6) with ξε(0) = ηε
such that ξε(t)
t→−∞−→ e jε
}
,
and its δ-local unstable manifold as
Wuδ
(
e jε
)= {ηε ∈ B(e jε, δ)⊂ U pε : there is a global solution ξε :R → U pε of (2.6) with ξε(0)= ηε,
ξε(t) ∈ B
(
e jε, δ
)
, ∀t  0, and ξε(t) t→−∞−→ e jε
}
.
These deﬁnitions are standard and we refer to [9] for further properties of local unstable manifolds.
In this section we show that the local unstable manifolds of e jε , for j = 1, . . . ,m ﬁxed, behave
continuously with ε in U pε .
Proposition 6.1. Assume that e0 ∈ E0 is hyperbolic; that is, 0 /∈ σ(A0 − f ′(e0)I). By Theorem 5.8 and Ex-
ample 5.9 in [3], there are δ > 0 and ε0 such that there is a unique eε ∈ Eε with ‖eε − Eεe0‖U pε < δ, for all
0 ε  ε0 . Then, there is δ > 0 such that
distU pε
(
Wuδ (eε), EεW
u
δ (e0)
)+ distU pε (EεWuδ (e0),Wuδ (eε)) ε→0−→ 0,
that is,
sup
uε∈Wuδ (eε)
inf
u0∈Wuδ (u0)
‖uε − Eεu0‖U pε + sup
u0∈Wuδ (u0)
inf
uε∈Wuδ (eε)
‖uε − Eεu0‖U pε → 0, as ε → 0.
Before proving this result, let us see how we can proceed to give a proof of our main result,
Theorem 2.5.
Proof of Theorem 2.5. The upper semicontinuity has already been proved in Proposition 5.1 from Sec-
tion 5. Observe that to obtain the upper semicontinuity of the attractors, we have used the continuity
of the nonlinear semigroups, but no gradient structure of the ﬂows have been used.
To obtain the lower semicontinuity, we need to show that for each ϕ0 ∈ A0 we have a sequence of
ϕε ∈ Aε , with the property that ‖ϕε − Eεϕ0‖U pε → 0 as ε → 0. To accomplish this, we follow similar
arguments as the one developed in [9,10] or [2].
We are assuming that each equilibrium of the limiting problem E0 is hyperbolic. This implies that
we have a ﬁnite number of them and that the ﬂow T0(t) has a gradient structure, see [4] and in
particular, given ϕ0 ∈ A0 it will lie in the unstable manifold of some e0 ∈ E0. This implies that there
exist an element φ0 ∈ Wuδ (e0) and a τ > 0 such that T0(τ ,φ0) = ϕ0, where δ > 0 is the one from
Proposition 6.1. Using the continuity of the local unstable manifolds obtained in Proposition 6.1, we
have that there exists a sequence of elements φε ∈ Wuδ (eε) such that ‖φε − Eεφ0‖U pε → 0. But, from
the invariance of the attractor Aε under the ﬂow Tε , we have ϕε = Tε(τ ,φε) ∈ Aε . Moreover,
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∥∥Tε(τ ,φε)− EεT0(τ ,φ0)∥∥U pε

∥∥Tε(τ ,φε)− EεT0(τ ,Mεφε)∥∥U pε + ∥∥EεT0(τ ,Mεφε)− EεT0(τ ,φ0)∥∥U pε
 M(τ )τ−γ c(ε)+ ∥∥T0(τ ,Mεφε)− T0(τ ,φ0)∥∥U p0 ,
where we are using (5.3) and the fact that ‖Eε‖L(U p0 ,U pε ) = 1.
The continuity of the map T (τ , ·) : U p0 → U p0 , the fact that ‖φ0 − Mεφε‖U p0 → 0 as ε → 0 and that
c(ε)→ 0, shows that ‖ϕε − Eεϕ0‖U pε → 0 as ε → 0. This concludes the proof of Theorem 2.5. 
Proof of Proposition 6.1. Let {eε} with eε ∈ Eε , ε ∈ [0,1], be such that ‖eε − Eεe0‖U pε
ε→0−→ 0. Rewriting
(2.6) for wε = uε − eε to deal with the neighborhood of eε we arrive at
wt + Aεw − f ′ε(eε)w = f (w + eε)− f (eε)− f ′ε(eε)w. (6.1)
Let us denote by V0 = − f ′(e0), Vε = − f ′(eε). Using the hyperbolicity of e0, eε we consider b < 0
and deﬁne σ+ε , Q (σ ∗ε ) as in (4.10), see Remark 4.5.
Decomposing (6.1) with the aid of projection Q (σ+ε ) and denoting by A˜ε the restriction of Aε + Vε
to the kernel of Q (σ+ε ), by Bε the restriction of Aε + Vε to the range of Q (σ+ε ) and making S−1ε v =
Q (σ+ε )w , z = (I − Q (σ+ε ))w we rewrite (6.1) as
v˙ + Bεv = Q
(
σ+ε
)
Fε(Sεv, z),
z˙ + A˜εz =
(
I − Q (σ+ε ))Fε(Sεv, z), (6.2)
where Fε(0,0) = 0 and F ′ε(0,0) = 0. Proceeding as in Example 5.9 in [3] we have that, given ρ > 0
there is a δ > 0 such that
∥∥Fε(Sεv, z)∥∥Uqε < ρ,∥∥Fε(Sεv, z)− Fε(Sε v˜, z˜)∥∥Uqε < ρ(‖v − v˜‖Rn + ‖z − z˜‖U pε ), (6.3)
for all (v, z) ∈ Bδ(0,0) and for all ε ∈ (0,1]. Since we are interested only in the behavior of the
solutions near (0,0) we cut Fε outside Bδ(0,0) in such a way that it satisﬁes (6.3) globally.
Proceeding as in [2,7] we can show that for a suitably small ρ > 0, there is an unstable manifold
for eε
Sε = {(v, z): z =Σ∗ε (v), v ∈ Rn},
where Σ∗ε : Rn → Ker(Q ε) is bounded and Lipschitz continuous. Furthermore
sup
v∈Rn
∥∥Σ∗ε (v)− EεΣ∗0 (v)∥∥U pε ε→0−→ 0.
Let us sketch the proof of existence of the unstable manifold as a graph and prove its continuity.
Let Σε : Rn → Ker(Q ε) be such that
|||Σε||| := sup
v∈Rn
∥∥Σε(v)∥∥U pε  D, ∥∥Σε(v)−Σε(v˜)∥∥U pε  L‖v − v˜‖Rn . (6.4)
If vε(t)=ψ(t, τ ,η,Σε) denotes the solution of
dvε + Bεvε = Fε
(
Sεvε,Σε(vε)
)
, for t < τ, vε(τ )= η,dt
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Φ(Σε)(η)=
τ∫
−∞
e− A˜ε(τ−s)
(
I − Q (σ+ε ))Fε(Sεvε(s),Σε(vε(s)))ds, ε ∈ [0,1], (6.5)
in the class of Lipschitz maps Σε : Rn → Ker(Q ε) which are globally bounded with bound D and
globally Lipschitz with Lipschitz constant L.
Note that, from (4.13),
∥∥Φ(Σε)(η)∥∥U pε =
τ∫
−∞
ρC(τ − s)−γ e−b(τ−s) ds, (6.6)
and for suitably chosen ρ we have that |||Φ(Σε)||| D .
Next, suppose that Σε and Σ˜ε are functions satisfying (6.4), η, η˜ ∈ Rn and denote vε(t) =
ψ(t, τ ,η,Σε), v˜ε(t)=ψ(t, τ , η˜, Σ˜ε). Then,
vε(t)− v˜ε(t)= e−Bε(t−τ )(η− η˜)+
t∫
τ
e−Bε(t−s)Q ε
[
Fε
(
Sεvε,Σε(vε)
)− Fε(Sε v˜ε, Σ˜ε(v˜ε))]ds,
and
∥∥vε(t)− v˜ε(t)∥∥Rn  Ceb(t−τ )‖η− η˜‖Rn
+ C
τ∫
t
eb(t−s)
∥∥Q ε Fε(Sεvε,Σε(vε))− Q ε Fε(Sε v˜ε, Σ˜ε(v˜ε))∥∥Rn ds
 Ceb(t−τ )‖η− η˜‖Rn
+ ρC
τ∫
t
e−b(t−s)
(∥∥Σε(vε)− Σ˜ε(v˜ε)∥∥U pε + ‖vε − v˜ε‖Rn)ds
 Ceb(t−τ )‖η− η˜‖Rn
+ ρC
τ∫
t
eb(t−s)
(∥∥Σε(v˜ε)− Σ˜ε(v˜ε)∥∥U pε + (1+ L)‖vε − v˜ε‖Rn)ds
 Ceb(t−τ )‖η− η˜‖Rn
+ ρC
τ∫
t
eb(t−s)
(
(1+ L)‖vε − v˜ε‖Rn + |||Σε − Σ˜ε|||U pε
)
ds
 Ceb(t−τ )‖η− η˜‖Rn
+ ρC(1+ L)
τ∫
eb(t−s)‖vε − v˜ε‖Rn ds + ρC |||Σε − Σ˜ε|||U pε
τ∫
eb(t−s) ds.t t
J.M. Arrieta et al. / J. Differential Equations 247 (2009) 225–259 251Let φ(t)= e−b(t−τ )‖vε(t)− v˜ε(t)‖Rn . Then,
φ(t) C‖η− η˜‖Rn + ρC
τ∫
t
eb(τ−s) ds|||Σε − Σ˜ε|||U pε + Cρ(1+ L)
τ∫
t
φ(s)ds.
By Gronwall’s inequality
∥∥vε(t)− v˜ε(t)∥∥Rn
[
C‖η− η˜‖Rn eb(t−τ ) + ρC
τ∫
t
eb(t−s) ds|||Σε − Σ˜ε|||U pε
]
e−ρC(1+L)(t−τ )

[
C‖η− η˜‖Rn + ρCb−1|||Σε − Σ˜ε|||U pε
]
e−ρC(1+L)(t−τ ).
Thus,
∥∥Φ(Σε)(η)−Φ(Σ˜ε)(η˜)∥∥U pε
 C
τ∫
−∞
(τ − s)−γ e−b(τ−s)∥∥Fε(Sεvε,Σε(vε))− Fε(Sε v˜ε, Σ˜ε(v˜ε))∥∥L2(Ωε) ds
 ρC
τ∫
−∞
(τ − s)−γ e−b(τ−s)(∥∥Σε(vε)− Σ˜ε(v˜ε)∥∥U pε + ‖vε − v˜ε‖Rn)ds
 ρC
τ∫
−∞
(τ − s)−γ e−b(τ−s)[(1+ L)‖vε − v˜ε‖Rn + |||Σε − Σ˜ε|||]ds.
Using the estimates for ‖vε − v˜ε‖Rn we obtain
∥∥Φ(Σε)(η)−Φ(Σ˜ε)(η˜)∥∥ ρC(1− γ )
[
b−1+γ + ρC(1+ L)
b(b−ρC(1+ L))1−γ
]
|||Σε − Σ˜ε|||
+ ρC
2(1+ L)(1− γ )
(b − ρC(1+ L))−1+γ ‖η− η˜‖Rn .
Let
IΣ(ρ)= ρC(1− γ )
[
b−1+γ + ρC(1+ L)
b(b − ρC(1+ L))1−γ
]
and
Iη(ρ)= ρC
2(1+ L)(1− γ )
(b − ρC(1+ L))1−γ .
It is easy to see that, given θ < 1, there exists a ρ0 such that, for ρ  ρ0, IΣ(ρ)  θ and Iη(ρ)  L
and
∥∥Φ(Σε)(η)−Φ(Σ˜ε)(η˜)∥∥ p  L‖η− η′‖Rn + θ |||Σε − Σ˜ε|||. (6.7)Uε
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satisfy (6.4) into itself. Therefore, it has a unique ﬁxed point Σ∗ε =Φ(Σ∗ε ) in this class. The invariance
follows in the usual manner.
The fact that the graph is the whole unstable manifold follows (taking the limit as t0 tends to −∞)
from the following: If w(t) = (v(t), z(t)), t ∈ R, is a global solution of (6.1) which is bounded as
t → −∞, there are constants M˜  1 and ν > 0 such that
∥∥z(t)−Σ∗ε (v(t))∥∥U pε  M˜(t − t0)−γ e−ν(t−t0)∥∥z(t0)−Σ∗ε (v(t0))∥∥U pε , t0 < t. (6.8)
The proof of (6.8) can be carried out following the steps in the proof of (A.8) in [6], using the singular
Gronwall’s inequality instead of the usual one, and noting that ε can be considered ﬁxed for this
purpose.
It remains to prove the continuity of the unstable manifolds. This is accomplished in the following
manner. If 0 ε  ε0 is such that the unstable manifold is given by the graph of Σ∗ε , 0 ε  ε0, we
want to show that
sup
η∈Rn
∥∥Σ∗ε (η)− EεΣ∗0 (η)∥∥U pε = ∣∣∣∣∣∣Σ∗ε − EεΣ∗0 ∣∣∣∣∣∣.
It follows from Proposition 4.3 that
∥∥Σ∗ε (ηε)− EεΣ∗0 (η)∥∥U pε

τ∫
−∞
∥∥e− A˜ε(τ−s)(I − Q (σ+ε ))Fε(Sεvε,Σ∗ε (vε))− Eεe− A˜0(τ−s)(I − Q (σ+0 ))F0(S0v0,Σ∗0 (v0))∥∥U pε ds

τ∫
−∞
∥∥e− A˜ε(τ−s)(I − Q (σ+ε ))[Fε(Sεvε,Σ∗ε (vε))− Eε F0(S0v0,Σ∗0 (v0))]∥∥U pε ds
+
τ∫
−∞
∥∥[e− A˜ε(τ−s)(I − Q (σ+ε ))− Eεe− A˜0(τ−s)(I − Q (σ+0 ))Mε]Eε F0(S0v0,Σ∗0 (v0))∥∥U pε ds

τ∫
−∞
∥∥e− A˜ε(τ−s)(I − Q (σ+ε ))[Fε(Sεvε,Σ∗ε (vε))− Fε(Eε(Sεv0,Σ∗0 (v0)))]∥∥U pε ds
+
τ∫
−∞
∥∥[e− A˜ε(τ−s)(I − Q (σ+ε ))− Eεe A˜0(τ−s)(I − Q (σ+0 ))Mε]Eε F0(S0v0,Σ∗0 (v0))∥∥U pε ds
 C
τ∫
−∞
eb(τ−s)(τ − s)−γ ∥∥Fε(Sεvε,Σ∗ε (vε))− Fε(Eε(S0v0,Σ∗0 (v0)))∥∥Uqε ds
+ Cρ(ε)
τ∫
−∞
eb(τ−s)
∥∥Fε(Sεvε,Σ∗ε (vε))∥∥C(Ωε) ds
 ρCb−1ρ(ε)+ ρCbγ−1(1− γ )∣∣∣∣∣∣Σ∗ε − EεΣ∗0 ∣∣∣∣∣∣
+ ρC(1+ L)
τ∫
e−b(τ−s)(τ − s)−γ ‖vε − v0‖Rn ds. (6.9)−∞
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‖vε − v0‖Rn 
τ∫
t
∥∥e−Bε(t−s) − e−B0(t−s)∥∥∥∥Fε(Sεvε,Σ∗ε (vε))∥∥Rn ds
+
τ∫
t
∥∥e−B0(t−s)∥∥∥∥Fε(Sεvε,Σ∗ε (vε))− F0(S0v0,Σ∗0 (v0))∥∥Rn ds
 ρMb−1
[
o(1)+ ∣∣∣∣∣∣Σ∗ε −Σ∗0 ∣∣∣∣∣∣]+ ρC(1+ L)
τ∫
t
eb(t−s)‖vε − v0‖Rn ds.
Therefore
‖vε − v0‖Rn  ρCb−1
[
o(1)+ ∣∣∣∣∣∣Σ∗ε −Σ∗0 ∣∣∣∣∣∣]e−ρC(1+L)(τ−t),
which shows that
sup
η∈Rn
∥∥Σ∗ε (η)−Σ∗0 (η)∥∥U pε ε→0→ 0.
This proves the result. 
7. Continuity of attractors in other norms
In this section we study the continuity of attractors in other norms and very specially in the
norm of the space U1,2ε , see (2.8). This continuity is obtained as a consequence of the regularization
properties of the nonlinear semigroups. As a matter of fact, in many instances the attractors Aε , A0
live in better spaces Xε and X0 respectively for which the linear map Eε : X0 → Xε is well deﬁned as
well. We would like to give conditions that, once the continuity of the attractors in U pε is obtained,
will guarantee the continuity results for the attractors in these better spaces. In fact, the following
result holds.
Proposition 7.1. If there exists a τ > 0 ﬁxed such that for each sequence of εn → 0, φεn ∈ Aεn and φ0 ∈ A0
with ‖φεn − Eεnφ0‖U pεn → 0 implies that∥∥Tεn (τ ,φεn )− Eεn T0(τ ,φ0)∥∥Xεn → 0, (7.1)
then the upper semicontinuity of the attractors in U pε implies the upper semicontinuity in Xε and the lower
semicontinuity of the attractors in U pε implies the lower semicontinuity of the attractors in Xε .
Proof. Assume we have a family of ϕε ∈ Aε . From the invariance of the attractors under the semi-
group Tε , we have that there exist φε ∈ Aε with Tε(τ ,φε)= ϕε .
If the attractors are Eε-upper semicontinuous in U
p
ε , we have that for each sequence εn → 0,
there will exist a subsequence, that we still denote by εn and an element φ0 ∈ A0 such that
‖φεn − Eεnφ0‖U pεn → 0 as εn → 0. With (7.1) we get that if we deﬁne ϕ0 = T0(τ ,φ0), we have‖ϕεn − Eε−nϕ0‖Xεn → 0, which shows the Eε-upper semicontinuity in Xε .
Assume now that the attractors are Eε-lower semicontinuous in U
p
ε . If ϕ0 ∈ A0 and if we deﬁne
φ0 ∈ A0 with T0(τ ,φ0)= ϕ0, then there will exist a sequence of φε ∈ Aε with ‖φε − Eεφ0‖U pε → 0 as
ε → 0. Using (7.1) again, we get that ‖ϕε − Eεϕ0‖Xε → 0 which shows the Eε-lower semicontinuity
in Xε . 
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Proof of Theorem 2.7. We will apply Proposition 7.1, proving ﬁrst that
∥∥Tεn (τ ,φεn )− Eεn T0(τ ,φ0)∥∥U1,2εn → 0,
for some τ > 0 ﬁxed, sequences εn → 0, φεn ∈ Aεn and φ0 ∈ A0 with ‖φεn − Eεnφ0‖U pεn → 0.
Observe ﬁrst that
∥∥Tεn (τ ,φεn )− Eεn T0(τ ,φ0)∥∥U1,2εn

∥∥Tεn (τ ,φεn )− Eεn T0(τ ,Mεφεn )∥∥U1,2εn + ∥∥EεT0(τ ,Mεφεn )− Eεn T0(τ ,φ0)∥∥U1,2εn (7.2)
and for a ﬁxed τ > 0,
∥∥EεT0(τ ,Mεφεn )− Eεn T0(τ ,φ0)∥∥U1,2εn  ∥∥T0(τ ,Mεφεn )− T0(τ ,φ0)∥∥U1,20 → 0
since T0(τ , ·) :U p0 → U1,20 is continuous, see [4].
To estimate the ﬁrst term of the second line of (7.2) we use the variation of constants formula
(5.1) for ε ∈ [0,1] and with simple computations we obtain
∥∥Tε(t, φε)− EεT0(t,Mεφε)∥∥U1,2ε

∥∥e−Aεtφε − Eεe−A0tMεφε∥∥U1,2ε +
t∫
0
∥∥(e−Aε(t−s) − Eεe−A0(t−s)Mε) fε(Tε(s, φε))∥∥U1,2ε ds
+
t∫
0
∥∥Eεe−A0(t−s)Mε( fε(Tε(s, φε))− fε(EεT0(s,Mεφε)))∥∥U1,2ε ds, ε ∈ [0, ε0]. (7.3)
But note that Aε ⊂ C(Ωε) for 0< ε  ε0, A0 ⊂ C(Ω)⊕C([0,1]) and that we have uniform bounds
in these spaces.
If we are able to obtain the following two estimates:
∥∥e−Aεt − Eεe−A0tMε∥∥L(C(Ω)⊕C(R¯ε),U1,2ε )  Ct−γ ν(ε), t > 0, (7.4)
for some 0 γ < 1 and with ν(ε) → 0 as ε → 0, and
∥∥e−A0t∥∥L(U p0 ,U1,20 )  Ct−β, t > 0, (7.5)
for some 0  β < 1, then using (7.4) and (7.5) in (7.3) and using the convergence of the nonlinear
semigroup in U p0 we obtain that ‖Tε(t, φε)− EεT0(t,Mεφε)‖U1,2ε → 0 as ε → 0.
The proof of (7.5) is in [4, Remark 3.2].
Hence we just need to show (7.4). To obtain this estimate we need some extra resolvent esti-
mates, similar to the ones obtained in Section 3.1. To that end we introduce the continuous extension
operator
ECε :C(Ω)⊕ C(0,1) → C(Ωε)
(wε, vε) → ECε (wε, vε)=
{
wε, x ∈ Ω, Z ,
v˜ , x ∈ R ,
(7.6)ε ε
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v˜ε(x)= vε(s)+ hε(s)
(
wε(0, y)− vε(0)
)+ hε(1− s)(wε(1, y)− vε(1)), x= (s, y) ∈ Rε, (7.7)
and the function hδ(s)= h( sδ ), where h : R+ → [0,1] is a C∞ function such that
h(s)=
{
1, for s ∈ [0,1/4],
0, for s 3/4
and |h′(s)| C .
Observe that with this deﬁnition ECε (wε, vε) is always a continuous function in Ωε if (wε, vε) ∈
C(Ω)⊕ C(0,1). Moreover, if (wε, vε) ∈ U1,20 then ECε (wε, vε) ∈ H1(Ωε).
We also need the following lemmas whose proofs will be provided later.
Lemma 7.2. Let λ ∈ ρ(Aε)∩ ρ(A0), then the following holds
(λ+ Aε)−1 − Eε(λ+ A0)−1M =
(
I − λ(Aε + λ)−1
)(
A−1ε − ECε A−10 Mε
)(
I − λEε(A0 + λ)−1Mε
)
+ (I − λ(Aε + λ)−1)(ECε − Eε)(A0 + λ)−1Mε.
Lemma 7.3. There is a constant C > 0 such that for each λ ∈ Σθ we have
∥∥(ECε − Eε)(A0 + λ)−1Mε∥∥L(C(Ω)⊕C(R¯ε),H1(Ω)⊕H1(Rε))  C ε
N
2
1+ |λ| 12
,
∥∥(I − λ(Aε + λ)−1)(ECε − Eε)(A0 + λ)−1Mε∥∥L(C(Ω)⊕C(R¯ε),H1(Ω)⊕H1(Rε))  CεN/2. (7.8)
Lemma 7.4. There is a constant C > 0, independent of ε, such that
(i) ‖Eε(I − λ(A0 + λ)−1)Mε fε‖C(Ω)⊕C(R¯ε)  C‖ fε‖C(Ω)⊕C(R¯ε) ,
(ii) ‖(I − λ(Aε + λ)−1)gε‖H1(Ωε)  C‖gε‖H1(Ωε) .
Lemma 7.5. There exists a constant C > 0 such that for all λ ∈ Σθ and all fε ∈ C(Ω)⊕ C(Rε),
∥∥((Aε + λ)−1 − Eε(A0 + λ)−1Mε) fε∥∥H1(Ω)⊕H1(Rε)  CεN/2‖ fε‖C(Ω)⊕C(Rε). (7.9)
Clearly, from Lemma 7.5 and the expression of the differences of the semigroups in terms of the
integral of the difference of the resolvents as in (4.9), we have that there is a constant C > 0 such
that
∥∥e−Aεt − Eεe−A0tMε∥∥L(C(Ω)⊕C(R¯ε),H1(Ω)⊕H1(Rε))  CεN/2t−1. (7.10)
On the other hand,
∥∥e−Aεt − Eεe−A0tMε∥∥L(L∞(Ωε),H1(Ω)⊕H1(Rε))

∥∥e−Aεt∥∥L(L∞(Ωε),H1(Ω)⊕H1(Rε)) + ∥∥Eεe−A0tMε∥∥L(L∞(Ωε),H1(Ω)⊕H1(Rε))

∥∥e−Aεt∥∥L(L2(Ω ),H1(Ω )) + ∥∥e−A0t∥∥L(U p ,H1(Ω)⊕H1(0,1))  Ct−β, (7.11)ε ε 0
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any η < 1,
∥∥e−Aεt − Eεe−A0tMε∥∥L(L∞(Ωε),H1(Ω)⊕H1(Rε))  CεηN/2t−(η+(1−η)β). (7.12)
Choosing N−1N < η < 1 so that ηN/2> (N − 1)/2, the result follows with γ = η + (1− η)β < 1. This
shows estimate (7.4) and the theorem is proved. 
Remark 7.6. We may also obtain the convergence of the attractors in some other norms. As a matter of
fact if K is a compact subset of Ω \ {P0, P1} we can easily obtain uniform bounds of all the attractors
for instance in C1,η(K ). This estimate may be obtained with an appropriate cut-off function and using
standard regularity properties of the nonlinear semigroups (we are far away from the channel Rε).
Hence, since we have obtained already the continuity (lower or upper) of the attractor in Lp(K ),
with the compact embedding of C1,η(K ) in C1,η
−
(K ) we also get the continuity (lower or upper) in
C1,η
−
(K ).
We provide now the proofs of the different lemmas we have stated above.
Proof of Lemma 7.2. This lemma is obtained in a similar way as Lemma 3.5. 
Proof of Lemma 7.3. Let fε ∈ C(Ω) ⊕ C(R¯ε) and deﬁne Kε := (ECε − Eε)(A0 + λ)−1Mfε = z˜ε − zε ,
where z˜ε = EC(A0 + λ)−1Mfε and zε = Eε(A0 + λ)−1Mfε .
Observe that (A0 + λ)−1Mfε = (wε, vε) where
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−wε + λwε = fε, x ∈Ω,
∂wε
∂n
= 0, x ∈ ∂Ω,
− 1
g
(gvε s)s + λvε = Mfε, s ∈ (0,1),
vε(0) = wε(0), vε(1) = wε(1),
(7.13)
v˜ε(s, y) = vε(s) + hε(s)(wε(0, y)− vε(0)) + hε(1 − s)(wε(1, y) − vε(1)), ∀(s, y) ∈ Rε and zε(s, y) =
vε(s), ∀(s, y) ∈ Rε .
Also note that since Kε ≡ 0 in Ω , we have ‖Kε‖H1(Ω)⊕H1(Rε) = ‖Kε‖2H1(Rε) . Moreover,
‖Kε‖2L2(Rε)  2
ε∫
0
∫
Γ sε
∣∣hε(s)∣∣2∣∣wε(0, y)− vε(0)∣∣2 dsdy
+ 2
1∫
1−ε
∫
Γ sε
∣∣hε(1− s)∣∣2∣∣wε(1, y)− vε(1)∣∣2 dsdy
 C2εN‖wε‖2C(Ω).
Now note that h′ε(s)= ε−1h′(x/ε), h′ε(1− s)= −ε−1h′((1− s)/ε). Hence, with similar estimates as
above,
‖∇Kε‖2L2(Rε)  2
ε∫
0
∣∣h′ε(s)∣∣2
∫
Γ s
∣∣wε(0, y)− vε(0)∣∣2 dsdy
ε
J.M. Arrieta et al. / J. Differential Equations 247 (2009) 225–259 257+ 2
1∫
1−ε
∣∣h′ε(1− s)∣∣2
∫
Γ sε
∣∣wε(1, y)− vε(1)∣∣2 dsdy
+ 2
ε∫
0
∣∣hε(s)∣∣2
∫
Γ sε
∣∣∇ywε(0, y)∣∣2 dsdy + 2
1∫
1−ε
∣∣hε(1− s)∣∣2
∫
Γ sε
∣∣∇ywε(1, y)∣∣2 dsdy
 CεN‖wε‖2C1(Ω),
where we have used that
∫ ε
0
∫
Γ sε
r ds dy = O (εN ).
The following estimates hold (see [13]), for some C > 0,
‖wε‖C(Ω) 
C
|λ| + 1‖ fε‖C(Ω), (7.14)
‖wε‖C1(Ω) 
C
|λ|1/2 + 1‖ fε‖C(Ω). (7.15)
Using (7.15) we have that
‖Kε‖H1(Rε)  C
εN/2
|λ|1/2 + 1‖ fε‖C(Ω), (7.16)
which shows the ﬁrst inequality of (7.8).
On the other hand we also have that
∥∥λ(Aε + λ)−1Kε∥∥H1(Ωε)  |λ| 1|λ|1/2 + 1‖Kε‖L2(Rε)  C ε
N/2
|λ|1/2 + 1‖ fε‖C(Ω) (7.17)
and
∥∥(I − λ(Aε + λ)−1)(ECε − Eε)(A0 + λ)−1Mfε∥∥H1(Ω)⊕H1(Rε)
 ‖Kε‖H1(Ω)⊕H1(Rε) +
∥∥λ(Aε + λ)−1Kε∥∥H1(Ωε)
 C ε
N/2
|λ|1/2 + 1‖ fε‖C(Ω). 
Proof of Lemma 7.4. It follows easily from the deﬁnition of the extension Eε and of the projection Mε ,
that ‖Eε‖L(L∞(Ω)⊕L∞(0,1),L∞(Ωε)) = 1 and ‖Mε‖L(L∞(Ωε),L∞(Ω)⊕L∞(0,1))  1. Hence,
∥∥Eε A0(A0 + λ)−1M∥∥L(L∞(Ωε),L∞(Ωε))  C∥∥A0(A0 + λ)−1∥∥L(L∞(Ωε)⊕L∞(0,1)). (7.18)
Let f = ( fΩ, f R0) ∈ C(Ω)⊕ L∞(0,1) be such that
(A0 + λ)−1 f = (w, v), (7.19)
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−w + λw = fΩ, in Ω,
∂w
∂n
= 0, in ∂Ω,
− 1
g
(gvs)s + λv = f R0 , in (0,1),
v(0) = w(0), v(1) = w(1).
(7.20)
Proceeding as in the proof of Proposition 3.2(iv), we have that
‖w‖C(Ω) 
C
|λ| + 1‖ fΩ‖C(Ω), ‖v‖C(Ω) 
C
|λ| + 1
(‖ fΩ‖C(Ω) + ‖ f R0‖C(0,1)).
Since A0(A0 + λ)−1 = I − λ(A0 + λ)−1, then
∥∥A0(A0 + λ)−1 f ∥∥C(Ω)⊕L∞(0,1) = ∥∥ f − λ(A0 + λ)−1 f ∥∥C(Ω)⊕L∞(0,1)
 ‖ f ‖C(Ω)⊕L∞(0,1) + C‖ f ‖C(Ω)⊕L∞(0,1)
 C˜‖ f ‖C(Ω)⊕L∞(0,1).
Applying this to (7.18), we have that
∥∥Eε A0(A0 + λ)−1M∥∥L(L∞(Ωε),L∞(Ωε))  C, (7.21)
where C is independent of λ and ε.
Part (ii) is immediate from the fact that Aε is positive and self-adjoint. 
Proof of Lemma 7.5. The proof follows from Lemmas 7.2–7.4 and statement (3.8) from Proposi-
tion 3.3. 
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