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Abstract Higher-order effects in three-wave resonant interaction of a surface wave, with a pair of
interfacial waves in a two-layer fluid, are studied theoretically. Following an initial rapid growth, the
interfacial waves approach a steady state of constant amplitude. An explicit solution is presented for
transition to the ultimate state of the interaction. It is shown that for interaction in a wave flume, it is
necessary to include a 2nd pair of the interfacialwaves, resulting froma reflection of the original pair in the
analysis. The effects of different parameters on the dynamics of the interaction are investigated. The results
indicate that a faster initial growth does not necessarily lead to larger ultimate amplitude. Also, there are
two angles, at which the interfacial waves continue to grow at an initial growth rate, possibly leading to
wave breaking. The results are in qualitative agreement with previous experimental observations.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Interaction of a surface wave, with sub-harmonic interfacial
waves in a two-layer fluid, was the subject of studies by
Wen [1], Hill [2], and Jamali [3]. The applications varied from the
mixing of fluid mud with clear water, caused by surface wave
motion over a sediment bed [4,5] to excitation of interfacial
waves at the interface of fresh and saline water [6]. The
interaction was found to be an effective mechanism for the
growth of interfacial waves from noise levels [3]. The generated
interfacial waves have close frequencies, which are about half
of the surface wave frequency, so these waves are considered
sub-harmonic waves to the surface wave. They also propagate
in opposite directions, so they form a standing wave pattern
at the interface (Figure 1). Initially, the interfacial waves grow
exponentially. However, the growth becomes slower as the
interfacial waves gain amplitude. At some point, the waves
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Open access under CC BY-NC-ND license.stop growing, such that in the long run, the waves oscillate
with constant amplitude. The final amplitude of the waves
was seen to be high enough in many circumstances to cause a
considerable mixing of the two layers [3,5].
Weakly-nonlinear resonance interaction analysis is the
standard method for studying waves interacting resonantly
(see [7] for a review). The technique is based on a multiple-
scale perturbation solution of the governing equations under
known resonance conditions [8]. The 2nd-order solution has
been successfully used to predict the initial growth of the
interfacial waves noted above [3,9]. Hill and Foda [9] predicted
that the growth is limited to narrow bands of frequency,
density difference, and the direction angles of interfacial
waves. However, Jamali et al. [10] showed, theoretically
and experimentally, that the interaction takes place within
a wide range of each parameter. The second stage of the
interaction takes place when the interfacial waves have grown
considerably. Laboratory observations [3] indicate that the
amplitude of the interfacial wave pattern becomes oscillatory
after reaching a maximum, following initial growth, and then
decays to a constant value. This behavior of interfacial waves is
not predictable by the 2nd-order theory, and the calculations
need to be carried out at a higher order [3].
The long-term behavior of the waves can be predicted by
a 3rd-order interaction analysis. The calculations are daunt-
ing and, hence, very limited results are available. Hill [11]
considered the nonlinearity up to the 3rd order for a spe-
cial case of interaction in an inviscid two-layer fluid with a
deep lower layer, when the interfacial wave numbers are sym-
metric with respect to the surface wave direction. Hill’s re-
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in a wave flume [3].
sults indicated that the interfacial wave amplitudes are oscilla-
tory in the long term. Tahvildari and Jamali [12] included vis-
cous effects and presented a 3rd-order analysis of the inter-
action in a horizontally infinite fluid. They showed that the
oscillatory behavior of the interfacial amplitude dies out be-
cause of viscosity, and the waves attain constant amplitude
in long time. In both these studies, the interaction was as-
sumed to occur between a surface wave and a pair of inter-
facial waves. However, there are potentially two pairs of in-
terfacial wave, which can be in resonance with the surface
wave. These pairs are mirror images of each other, with re-
spect to the direction of the surface wave, and have equal
initial growth rates. Having equal chances of excitation, they
are expected to appear simultaneously. Jamali [3] reported si-
multaneous excitation of the two pairs in all his experiments
in a wave flume. The initial growth rate, which is obtained
from the 2nd order analysis, is indifferent to the existence of
the additional pair. However, the interaction between the two
pairs affects the long-term behavior of the waves and needs to
be considered at the 3rd order of analysis. This marks the moti-
vation for the present study.
In this study, the long-term behavior of 4 interfacial waves is
explored, theoretically. A 3rd-order nonlinear wave interaction
analysis is carried out to study the effects of different para-
meters, such as surface wave frequency, density difference,
and direction angle, of interfacial waves on the establishment
of ultimate, steady-state wave motion. Using an asymptotic
analysis, we study the establishment of the interfacial waves
and obtain a closed-form solution for transient and ultimate
states of interfacial waves.
The structure of the paper is as follows. In Section 2, we
present the 3rd-order interaction analysis. We discuss the
results in Section 3. Concluding remarks are given in Section 4.
2. Theory
In this section, we derive the interaction equations for
a surface and two pairs of interfacial wave up to the 3rd
order of nonlinearity. We consider a two-layer incompressible
fluid with a free surface. The coordinate system is located at
the undisturbed interface, such that x and y axes are in the
horizontal plane and z is vertical (Figure 2(a)). We assume the
fluid is inviscid, so the flow is potential in both layers. Later,
we remove this restriction and include the damping effects of
viscosity in the analysis. The depths of the upper and lowerlayers are h and d, respectively, and the total depth is H . The
specific weights of the upper and lower layers are γ ′ and γ ,
respectively. The surface wave is denoted by the index 0, the
interfacial waves in the first pair by the indices 1 and 2, and
the interfacial waves in the 2nd pair by the indices 3 and 4
(see Figure 2(b)). The combination of 4 interfacial waves results
in a three-dimensional standing wave pattern at the interface,
as observed by Jamali [3] (see Figure 1). The horizontal angles
between the surface wave and interfacial waves 1 and 2 are θ1
and θ2, respectively. ξ , η are displacements of the free surface
and the interface, respectively. The waves satisfy the resonance
conditions:
ω0 = ω1 + ω2, k0 = k1 + k2 (1)
and:
ω0 = ω3 + ω4, k0 = k3 + k4 (2)
where k = (kx, ky) and ω are wave number and frequency,
respectively, and are related by a dispersion relation from
linear analysis (e.g. [3]). The index i, i = 0 to 4, refers to
waves i. Following the standard method for wave interaction
analysis [13], we obtain the following equations for slow
variation of wave amplitudes with time.
da0
dt
= iα0b1b2 + iα0b3b4 + iα11a0a¯0a0 + iα12b1b¯1a0
+ iα13b2b¯2a0 + iα14b3b¯3a0 + iα15b4b¯4a0 − β0a0
db1
dt
= iα1a0b¯2 + iα21a0a¯0b1 + iα22b1b¯1b1 + iα23b2b¯2b1
+ iα24b3b¯3b1 + iα25b4b¯4b1 − β1b1
db2
dt
= iα2a0b¯1 + iα31a0a¯0b2 + iα32b1b¯1b2 + iα33b2b¯2b2
+ iα34b3b¯3b2 + iα35b4b¯4b2 − β2b2
db3
dt
= iα3a0b¯4 + iα41a0a¯0b3 + iα42b1b¯1b3 + iα43b2b¯2b3
+ iα44b3b¯3b3 + iα45b4b¯4b3 − β3b3
db4
dt
= iα4a0b¯3 + iα51a0a¯0b4 + iα52b1b¯1b4 + iα53b2b¯2b4
+ iα54b3b¯3b4 + iα55b4b¯4b4 − β4b4 (3)
where bi is the complex amplitude ofwave i at the interface,βi is
damping coefficient, and αi and αij, i, j = 1 to 5, are interaction
coefficients. Note that bib¯i = |b2i | in the above. The interaction
and damping coefficients are real. In this analysis, we focus
on three-wave interactions and do not consider higher-order
interactions, e.g., four-wave interaction between the interfacial
waves. The derivation of Eq. (3) is discussed in the Appendix.
The 2nd-order coefficients, α0, α1 and α2, were calculated by
Jamali [3], and their asymptotic expressions are given in [6].
αij’s are obtained from 3rd order analysis. It should be noted
that Eq. (3) is not correct for the special cases of θ1 = θ2 = 0
(2D interaction) and θ1 = −θ2 (symmetric configuration of two
waves in a pair, with respect to the surfacewave). In these cases,
waves 1 and 3, as well as waves 2 and 4, are in resonance with
surface waves, and the respective interaction terms need to be
added to Eq. (3). As an alternative method for bypassing the
problem for these special cases, we can ignore waves 3 and 4
by setting b3 = b4 = 0 in Eq. (3), which is equivalent to the
3-wave models of Hill [11] and Tahvildari and Jamali [12].
Certain symmetry relations hold between the interaction
coefficients; these are: α41 = α21, α42 = α24, α43 = α25, α44 =
α22, α45 = α23, α51 = α31, α52 = α34, α53 = α35, α54 =
α32, and α55 = α33. As a result, the last two equations
M. Fazeli, M. Jamali / Scientia Iranica, Transactions A: Civil Engineering 19 (2012) 225–233 227Figure 2: (a) The two-layer configuration; and (b) directions of surface and interfacial waves.become identical to the first two, and assuming the same initial
conditions, we obtain b1 = b3, b2 = b4. As a result, the system
of equations for the interfacial waves reduces to:
db1
dt
= iα1a0b¯2 + iα21a0a¯0b1 + i(α22 + α24)b1b¯1b1
+ i(α23 + α25)b2b¯2b1 − β1b1
db2
dt
= iα2a0b¯1 + iα31a0a¯0b2 + i(α32 + α34)b1b¯1b2
+ i(α33 + α35)b2b¯2b2 − β2b2. (4)
The 1st terms on the right sides of Eq. (4) represent surfacewave
forcing for excitation of the interfacial waves. The last terms
correspond to viscous damping, and the rest represent the non-
linear frequency shifts due to wave interactions. In particular,
the terms of form bib¯ibi represent the self-induced frequency
shifts of wave i. The first and last terms are responsible for the
initial growth of the interfacial waves, as shown by Jamali [3].
As waves 1 and 2 become large in amplitude, the 3rd-order
terms become as important as the 2nd-order terms. This limits
the extent to which the interfacial waves can grow. In the long
term, the waves oscillate with a constant amplitude, such that
dρ1/dt = 0 and dρ2/dt = 0, where ρ1 = |b1| and ρ2 =
|b2|. Solving these equations simultaneously gives the ultimate
amplitudes of the interfacial waves. The expressions for the
interaction coefficients are extremely long and are impossible
to be presented here. However, approximate expressions are
given shortly.
In Figure 3, we present our solution for the inviscid example
of Hill [11] in which the lower layer is infinite, and H = 10.2m,
d = 10 m, T0 = 0.9 s, density difference = 100 kg/m3, a0 =
0.575 cm, and θ1 = −θ2 = 84.5° corresponding to a symmetric
configuration of interfacial waves with respect to the direction
of the surface wave. These values correspond to dimensionless
parameters, k0H = 50.7, a0/H = 0.00057, and δ = 1−γ ′/γ =
0.09. Both the current analysis and Hill’s solution gave b1 = b2,
and their results for surface and interfacial wave amplitudes
agree very well. The reason for the slight difference between
the two results for the maximum interfacial wave amplitude isFigure 3: Comparison of the present analysis with the results of Hill [11];
H = 10.2 m, d = 10 m, T0 = 0.9 s, density difference = 100 kg/m3 , and
a0 = 0.575 cm. θ1 = −θ2 = 84.5°. The dash lines (-.-) correspond to the
present 3rd order analysis and the bold line (_) to the analysis of Hill [11].
that Hill [11] assumed an infinite lower layer, while we used a
large value for the lower layer depth. Thus, the difference is just
amatter of round-up errors. As the energy content of the surface
wave is much greater than that of the interfacial waves, the
surfacewave amplitude changes slightly during the interaction.
The interfacial waves initially grow exponentially, which can be
predicted by the 2nd order analysis. The 3rd analysis shows the
waves stop growing after awhile, due to higher-order nonlinear
effects. Because of the inviscid fluid assumption, the interfacial
amplitude remains oscillatory and does not reach a steady
state. Maximum interfacial amplitude occurs at t = 125 s, and
the amplitude oscillates with a period of 200 s between the
maximum 0.32 cm and the minimum 0.10 cm.
Viscous damping affects the long-term behavior of the
interfacial waves substantially. Consider the case where H =
16 cm, d = 4 cm, T0 = 1 s, δ = 0.04, θ = 75°, ν = 10−6 m2/s
and a0 = 1 cm, where ν is the kinematic viscosity of the
fluid. The magnitude of the complex amplitude of interfacial
wave 1, i.e. ρ1 = |b1|, is compared with that from the inviscid
theory in Figure 4. Both analyses gave |b1| ≈ |b2|. It is seen
that unlike the inviscid analysis,which predicts interfacialwave
oscillation about a mean value, the viscous analysis predicts
laboratory observation in which the interfacial waves attain a
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H = 16 cm, d = 4 cm, T0 = 1 s, density difference= 40 kg/m3 , and θ1 = 75°,
ν = 10−6 m2/s, and a0 = 1 cm. (b) Plot of ρ − ρu versus time to show the
transition to the ultimate amplitude.
constant amplitude in long time. The wave amplitude reaches
its maximum value right after initial exponential growth. The
amplitude then decays to its ultimate amplitude, ρu, with an
oscillating behavior, with period Tu (Tu ≫ T0). Consequently,
the transition to the ultimate amplitude, ρu, can be modeled as
(ρ− ρu) ∝ e−µ t sin(ωut +ψ), whereµ is the decay rate of the
amplitude to the ultimate value, ωu = 2π/Tu is the frequency
of oscillation in the transition stage andψ is the phase constant.
The expressions for the interaction coefficients, αij, are ex-
tremely long. In the following, we use an asymptotic technique
to obtain simple expressions for these coefficients. The asymp-
totic results are useful in showing some important properties of
the interaction.
In many applications, the density difference is small.
Asymptotic analysis of the equations in terms of the small
parameter, δ = 1 − r = 1 − γ ′/γ , is a useful technique
to find closed-form expressions for the interaction coefficients
(see [6]). In the present problem, the independent parameters
are δ, ω0, θ1, d, a0 and H , and the dependent parameters are
k1, k2, k0,ω1, ω2, θ2, b1 and b2. Jamali et al. [6] showed that
k0 = O(1), ω0 = O(1), ω1 ∼ ω2 = O(1), k1, k2 = O(1/δ),
and the dispersion relation for the interfacial waves becomes:
ω2 = gk δ
2− δ + O(δ). (5)
As δ → 0, k1d, k2d → ∞, and the interfacial waves become
deep-water waves in both layers.Without loss of generality, we
assume k0,x = k0 and k0,y = 0, where K0 = (k0,x, k0,y). From
the solution of the resonance conditions,
k1 ∼ k2 = k0 tanh(k0H)2δ + O(1),
ω1 ∼ ω2 = ω02 + O(δ),
θ2 = π + θ1 + 2 sin(θ1)tanh(k0H) δ + O(δ
2)
(6)and from the interaction analysis, the 2nd-order interaction
coefficients are given by Jamali et al. [6]:
α1 ∼ α2 ∼ α0/(2δ)
∼ ω
3
0csc h(k0H)((−3+ cos(2θ1)) cosh(k0d) coth(k0H)+ 2 sinh(k0d))
8g
+O(δ). (7)
Waves 3 and 4 have the same properties and 2nd-order inter-
action coefficients as waves 1 and 2, respectively. Following the
same procedure, we obtain the leading-order expressions for
the 3rd-order interaction coefficients in Eq. (4), as follows. The
damping coefficients are given by Eq. (A.11).
α21 = ω50 cos(θ1)csc h(k0H)3{(−51+ 2 cos(2θ1)) cosh((2d− H)k0)
+ 4(4+ cos(2θ1)) cosh(k0H)
+ (−53+ 2 cos(2θ1)) cosh((2d+ H)k0)
− 12 cos(θ1) cosh(k0d)2 sinh(k0H)}/(128g2δ) (8a)
α31 = −ω50 cos(θ1)csc h(k0H)3{(−51+ 2 cos(2θ1)) cosh((2d− H)k0)
+ 4(4+ cos(2θ1)) cosh(k0H)
+ (−53+ 2 cos(2θ1)) cosh((2d+ H)k0)
+ 12 cos(θ1) cosh(k0d)2 sinh(k0H)}/(128g2δ) (8b)
α22 = α33 = − ω
5
0
8g2δ2
(8c)
α23 = α32 = ω
5
0
4g2δ2
(8d)
α24 = α35 = ω
5
0(−2− 4 cos(2θ1)+ 4 cos3(θ1))
8g2δ2
(8e)
α25 = α34 = ω
5
0(−2+ 4 cos(2θ1)+ 4 sin3(θ1))
8g2δ2
. (8f)
It is worth noting that coefficients α24, α34, α34 and α35, which
represent the interaction of the 2nd interfacial wave pair with
the 1st pair, are non-zero and not equal to any of α22, α23, α32
and α33, which represent the self-interaction of the 1st pair.
This implies that we cannot use symmetric configuration of the
two pairs about the surface wave number, in order to write the
interaction equations in terms of a0 and amplitudes of just one
pair.
By setting b2 = b3 = b4 = a0 = 0 in Eq. (3), we arrive
at equation db1/dt = α22|b1|2b1. This represents the correction
−α22 = 4ω51|b21|/(g2δ2) to frequency of a single, progressive
interfacialwave.We can compare this to thedispersion relation,
ω2 = gk(γ − γ ′)(1 + 0.5(2|b1|k)2)/(γ + γ ′), as obtained by
Hunt [14] from the 3rd-order Stokes theory of a progressive
interfacial wave. For small density differences, Hunt’s equation
reduces to the nonlinear frequency correction,ω1|b1|2k21, which
is the same as given by our interaction theory.
As the surface wave has much more energy than interfacial
waves, the surfacewave amplitude, a0, can be taken as constant.
Therefore, the evolution equation for the surface wave is not
needed, and we can work with Eq. (4) from now on. The
numerical solution of Eq. (4), with asymptotic coefficients, gives
|b1| ∼ |b2|. Consequently, we can combine the two equations
of Eq. (4) to obtain:
db
dt
= iαa0b¯+ iαˆ|a0|2b+ iα˜|b|2b− βb (9)
where b = √b1b2, α = (α1 + α2)/2, αˆ = (α21 + α31)/2,
β = (β1+β2)/2, and α˜ = (α22+α23+α24+α25+α32+α33+
M. Fazeli, M. Jamali / Scientia Iranica, Transactions A: Civil Engineering 19 (2012) 225–233 229Figure 5: (a) Comparison of the exact and asymptotic solutions for density differences of 15, 40, and 80 kg/m3 when H = 16 cm, d = 4 cm, T0 = 1 s, θ1 = 75°,
ν = 10−6 m2/s and a0 = 1 cm. (b) Time variation of the amplitude in the transition interval for density difference of 15 kg/m3 .α34 + α35)/2. α, αˆ, β , and α˜ are real with α > 0, αˆ < 0, β > 0.
From Eqs. (8),
αˆ = −3ω
5
0 cos
2(θ1) cosh(k0d)2csc h2(k0H)
32g2δ
, (10a)
α˜ = ω
5
0
8g2δ2
(−3+ 4 cos3 θ1 + 4 sin3 θ1). (10b)
It is seen that αa0b¯ = O(ε2), αˆa20b = O(ε3/δ) and α˜ b2b¯ =
O(ε3/δ2). As a result, the frequency shift, due to interaction
with the surface wave, is much smaller than that due to mutual
interaction of interfacial waves. Thus, the term, iαˆa20 b, can be
ignored. Moreover, α˜ = 0 at θ ≈ 33.2° and 56.8°. This means
that at these angles, the 3rd-order terms vanish, and unless
there is another mechanism for limiting the amount of energy
transfer from the surface wave, the interfacial waves continue
to grow exponentially, as far as the 3rd-order analysis remains
valid. We will further discuss this important result, later on.
In Figure 5(a), we compare the numerical solutions of the
asymptotic equation (Eq. (9)), and themodified exact equations
(Eqs. (3)) for H = 16 cm, d = 4 cm, T0 = 1 s, θ = 75°,
ν = 10−6 m2/s and a0 = 1 cm, for the three density differences
of 15, 40 and 8 kg/m3. It is seen that when the density
difference decreases, the asymptotic solution approaches the
exact solution. From the exact solution, µ = 0.0433 s−1,
0.0206 s−1 and 0.0180 s−1 for δ = 0.015, 0.04 and 0.08,
respectively. These are comparable to µ = 0.0424, 0.0208
and 0.0183 s−1 from the asymptotic analysis. In Figure 5(b), we
compare the exact and asymptotic solutions for the transition
stage for δ = 0.015. A close match between the solutions
confirms the validity of the asymptotic analysis for density
differences up to 40 kg/m3, which covers the range observed
in most natural systems.
Exact solutions of interaction equations, in general, are
available in terms of Elliptic Jacobi functions (e.g. [11]).
However, a better understanding of the interaction is obtained
by an approximate solution of Eq. (9). In short time, when b
is small, the 3rd-order terms are negligible and the solution isgiven by:
b(t) ≈ b0eΓ t (11)
where Γ = α|a0| − β is the initial growth rate. The growth
rate is higher for larger surface wave amplitude. In long time,
the 3rd-order terms become important. By setting b = ρ eiϕ in
Eq. (9), where ρ and ϕ are the magnitude and argument of the
complex wave amplitude, respectively, we obtain the following
equations for ρ and ϕ:
dρ
dt
= αa0ρ sin(2ϕ)− ρβ
dϕ
dt
= αa0 cos(2ϕ)+ αˆa20 + α˜ρ2.
(12)
A typical phase plot of Eq. (12), i.e. the plot of the vector field
(dρ/dt, dϕ/dt), as a function of (ρ, ϕ), is given in Figure 6. From
Eq. (12), the vector field has a period of π , with respect to ϕ,
so it is plotted only for −π/2 ≤ ϕ ≤ π/2. It is seen that
for all initial values, the problem reaches the same steady state
amplitude, bu = ρueiϕu . Also, the larger the initial amplitude,
the greater is the maximum amplitude the wave gains before
approaching the steady state. On the other hand, for larger
initial amplitude, there are more oscillations before reaching
the ultimate amplitude. The steady state solution is obtained
from solving system dρ/dt = 0 and dϕ/dt = 0. The solution is:
sin(2ϕu) = β
α|a0| , ρ
2
u =
±

α2|a20| − β2 + |aˆa20|
α˜
. (13)
Of the two solutions for ρu, the one with a positive value is ac-
ceptable. From Eq. (13), ρu is independent of the initial ampli-
tude and increases with surface wave amplitude. The ultimate
amplitude decreases with viscous damping. To calculate Tu and
µ, we expand ρ and ϕ around the steady-state solution, i.e:
ρ = ρu + ρ1, and ϕ = ϕu + ϕ1, (14)
where ρ1 ≪ ρu and |ϕ1 | ≪ |ϕu|. By substituting Eq. (14) in
Eq. (12) and ignoring small terms, we have:
d
dt

ρ1
ρuϕ1

=

0 −2α˜ρ2u − 2αˆa20
2α˜ρ2u −2β

ρ1
ρuϕ1

. (15)
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dϕ
dt ) in ρ − ϕ plane for H = 16 cm, d = 4 cm,
T0 = 1 s, density difference = 40 kg/m3 , θ1 = 75°, ν = 10−6 m2/s, and
a0 = 1 cm; ρu = 0.00467 m.
Assuming an oscillatory solution of the form eiλt for the above
system, we obtain λ as:
λ = βi±

4|a0|2α2 − 5β2 − 4αˆ|a0|2

α2|a0|2 − β2. (16)
As a result,
ωu = 2π/Tu =

4|a0|2α2 − 5β2 − 4αˆ|a0|2

α2|a0|2 − β2
andµ = β . It is interesting to note that the decay rate of the in-
terfacial wave amplitude in the transition stage is equal to the
wave damping rate. Hence, the higher the viscosity, the faster
the transition to the final state is. For the density difference of
15 kg/m3 in Figure 5, Eqs. (13) and (16) give ρu = 0.002 m,
µ = 0.0424 s−1 and Tu = 20.25 s, which are in close agree-
ment with the exact values, ρu = 0.001998m,µ = 0.0467 s−1,
Tu = 20.30 s. For some combinations of parameter, ωu may be-
come imaginary, and the transition to the ultimate state is by
exponential decay without oscillation.
3. Results
In this section, we present the results for a laboratory-scale
case in which H = 16 cm, d = 4 cm, T0 = 1 s, δ = 0.04,
θ = 75°, ν = 10−6 m2/s and a0 = 1 cm. This configuration is
typical of the experiments in a flume of width 0.3m. The results
to follow are based on the numerical solution of the exact
equations. All cases were run for the same initial amplitudes.
Time histories of ρ for different surfacewave amplitudes are
shown in Figure 7. Both the initial growth rate and the ultimate
amplitude increase with a0, as indicated by Eqs. (11) and (13).
The damping rate is independent of amplitude, so the decay
rate of the amplitude in the transition stage is the same for
all cases. The oscillation frequency, ωu, increases with surface
wave amplitude.
Surface wave frequency has a profound effect on the behav-
ior of the interfacial waves. Time variations of the interfacial
wave amplitude for different surface wave frequencies, repre-
sented by k0H , are presented in Figure 8. The ultimate ampli-
tude for k0H = 0.7 is greater than that for k0H ≈ 1.2, butFigure 7: Time variation of the interfacial wave amplitude for different a0/H;
H = 16 cm, d = 4 cm, T0 = 1 s, density difference= 40 kg/m3 , θ1 = 75° and
ν = 10−6 m2/s.
Figure 8: Variation of the interfacial wave amplitude with time for various
k0H for H = 16 cm, d = 4 cm, density difference = 40 kg/m3 , θ1 = 75°,
ν = 10−6 m2/s and a0 = 1 cm.
the corresponding initial growth rates have an opposite rela-
tion. This implies that a faster-growing interfacial wave does
not necessarily result in higher amplitude, ultimately.
The initial growth and ultimate amplitude of the interfacial
waves change with density difference (Figure 9(a), (b)). The
ultimate amplitude increases monotonically with density, with
a maximum at δ = 0.15. This range covers the values
observed in natural systems. On the other hand, the maximum
initial growth takes place around δ = 0.04, corresponding to
the density difference between fresh water and typical ocean
water. These confirm that a higher initial growth rate does not
necessarily result in larger ultimate amplitude. Wave damping
is high for density differences of 10 kg/m3(δ = 0.01) and less,
and, as a result, the interfacial waves are not excited [3].
From laboratory observations of the interaction in a wave
flume [3], the interfacial waves grow at the maximum possible
angle to the surface wave. This is consistent with the results in
Figure 10(a), when the interfacial waves have a higher initial
growth rate when they are more oblique to the surface wave.
An interesting finding is that around θ = 34° and 51.7°, the
ultimate wave amplitude becomes very large (Figure 10(b)).
This can be explained by noting that around these angles, α˜
(given by Eq. (10b)) vanishes, or the nonlinear frequency shifts
from different waves cancel out. This implies that the waves
stay at perfect resonance at these angles after initial generation,
so the energy transfer to the interfacial waves continues at the
same rate as at the initial stage. It should be noted, however,
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dimensionless density differences for H = 16 cm, d = 4 cm, T0 = 1 s,
θ1 = 75°, ν = 10−6 m2/s and a0 = 1 cm. (b) Plot of ρu/a0 as a function of
the dimensionless density difference δ.
that the present theory has a limited range of validity with
respect to the wave amplitudes. Higher nonlinear effects and
other physical factors come into play when the interfacial
waves acquire large amplitudes. Therefore, it is anticipated that
the growth eventually stops even though the waves may have
gained such a large amplitude that it causes them to break.
At this point, it is worth illustrating the difference between
the 3-wave interaction containing only one interfacial wave
pair, and the 5-wave interaction involving two interfacial wave
pairs. The result of the simulations for the 3-wave interaction,
by setting b3 = b4 = 0 in Eq. (3), is plotted in Figure 10(b) in
addition to the results for the 5-wave interaction. Clearly, there
is a considerable difference between the two analyses, with the
three-wave interaction analysis failing to predict the optimal
resonant cases of θ1 = 34° and 51.7°.
4. Concluding remarks
The long-time behavior of sub-harmonic interfacial waves
resonantly generated by a surface wave was studied, theoreti-
cally. Although the interaction is a three-wave type, two pairs of
interfacial wave, which are images of each other, with respect
to the direction of the surface wave, are involved, due to their
equal chance of excitation by the surface wave. The frequency
change, due to nonlinearity, shifts the waves away from a state
of perfect resonance, which, as a result, slows down the growthFigure 10: (a) Variation of the interfacial wave amplitudewith time for various
directional angles θ1 of the interfacialwave 1 forH = 16 cm, d = 4 cm, T0 = 1 s,
density difference=40 kg/m3 , ν = 10−6 m2/s and a0 = 1 cm. (b) Plots ofρu/a0
as a function of θ1 .
rate of the interfacial waves. This continues until there is a bal-
ance between the rate of energy transfer from the surface wave
through semi-resonant interaction and the rate of energy dis-
sipation by viscosity. The interfacial waves will eventually os-
cillate with constant amplitude, which is consistent with the
experimental observation of Jamali [3].
We used an asymptotic analysis to obtain useful information
about the transition stage of the interaction and presented
explicit expressions for the ultimate amplitude of the interfacial
waves. The results suggest that the interfacial waves do
not necessarily acquire their maximum ultimate amplitudes
when they have the fastest initial growth rate. The effects of
different parameters on the dynamics of the interaction were
investigated.
The subject still demands further study. When nonlinear
frequency shifts cancel out, the interfacial waves grow without
limit. Note that this result is valid only to the 3rd order of
wave amplitude, and the growth may become limited later by
higher nonlinear effects or other physical factors. However, we
still expect the interfacial waves to acquire large amplitudes
when the frequency-shift cancellation takes place at the 3rd
order. This can serve as a mechanism to bring an interfacial
wave to breaking by a surface wave and has implications in the
study ofmixing in lakes andoceans. The cancellation takes place
when the parameters are tuned, such that the α˜ in Eq. (10b)
becomes zero. Careful experimentation is needed to confirm
this possibility.
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higher-order terms and four-wave interaction between the
interfacial waves. This is a daunting task, and resorting to a
numerical technique, such as spectral methods [15], is one
choice. Of particular interest is the highly nonlinear behavior of
the interfacial waves at breaking, and the maximum amplitude
the interfacial waves can gain in such a system.
Appendix
The velocity potentials for the lower and upper layers are
denoted by φ(x, y, z, t) and φ′(x, y, z, t), respectively, which
satisfy the Laplace equation in the respective domains. At the
free surface, the kinematic and dynamic boundary conditions
are, respectively:
ξt + φ′xξx + φ′yξy = φ′z z = h+ ξ(x, y, t) (A.1)
φ′t +
1
2
(φ′x
2 + φ′y2 + φ′z2)+ gξ = 0 z = h+ ξ(x, y, t) (A.2)
where g is gravity acceleration, ξ is the displacement of the
free surface, and the subscripts denote the derivatives. At the
interface, the kinematic boundary conditions are:
ηt + φ′xηx + φ′yηy = φ′z z = η(x, y, t) (A.3)
ηt + φxηx + φyηy = φz z = η(x, y, t) (A.4)
where η is the displacement of the interface. The dynamic
boundary condition is given by:
γ ′

φ′t +
1
2
(φ′x
2 + φ′y2 + φ′z2)+ gη

= γ

φt + 12 (φ
2
x + φ2y + φ2z )+ gη

z = η(x, y, t). (A.5)
At the bed, φz = 0.
Taking the typical wave slope ε to be small, we expand the
equations in terms of ε and solve them up to the 3rd order
using a perturbation method. First, using Taylor’s expansion,
we transfer the boundary conditions at the free surface and the
interface to z = h and z = 0, respectively. For example, after
transferring the combined kinematic and dynamic boundary
conditions of the interface to z = 0, we obtain:
(φtt + gφz)+ r(φ′tt + gφ′z)
= r
2
{φ′x2 + φ′y2 + φ′z2}t −
1
2
{φ2x + φ2y + φ2z }t
+ g{η(φx − rφ′x)}xg{η(φy − rφ′y)}y
+{η(φtz − rφ′tz)}t −

η2
2
(φtzz − rφ′tzz)

t
−{(φxφxz + φyφyz + φzφzz − r(φ′xφ′xz
+φ′yφ′yz + φ′zφ′zz))η}t + g

η2
2
(φxz − rφ′xz)

x
+ g

η2
2
(φyz − rφ′yz)

y
+ O(ε4); z = 0 (A.6)
where r = γ ′/γ . Next, the unknowns are expanded as a
perturbation series in ε:ξ(x, y, t) =
4
i=0
aiei(ki.x−ωi t) +
4
i=0
4
j=0
ξij(x, y, z)
+
4
i=0
4
j=0
4
k=0
ξijk(x, y, z)+ complex conjugate
φ(x, y, z, t) =
4
i=0
φi(x, y, z, t)+
4
i=0
4
j=0
φij(x, y, z, t)
+
4
i=0
4
j=0
4
k=0
φijk(x, y, z, t)
+ complex conjugate. (A.7)
Similar expansions are used for η and φ′. ai is the complex
amplitude of wave i at the free surface, x = (x, y) and
i = √−1. Terms with indices i, ij, and ijk are of orders ε, ε2
and ε3, respectively. Following the standard wave interaction
analysis [13], we assume that the wave amplitudes are slow
functions of time, as follows:
da0
dt
= iα0b1b2 + iα0b3b4 + iα11a0a¯0a0 + iα12b1b¯1a0
+ iα13b2b¯2a0 + iα14b3b¯3a0 + iα15b4b¯4a0
db1
dt
= iα1a0b¯2 + iα21a0a¯0b1 + iα22b1b¯1b1 + iα23b2b¯2b1
+ iα24b3b¯3b1 + iα25b4b¯4b1
db2
dt
= iα2a0b¯1 + iα31a0a¯0b2 + iα32b1b¯1b2 + iα33b2b¯2b2
+ iα34b3b¯3b2 + iα35b4b¯4b2
db3
dt
= iα3a0b¯4 + iα41a0a¯0b3 + iα42b1b¯1b3 + iα43b2b¯2b3
+ iα44b3b¯3b3 + iα45b4b¯4b3
db4
dt
= iα4a0b¯3 + iα51a0a¯0b4 + iα52b1b¯1b4 + iα53b2b¯2b4
+ iα54b3b¯3b4 + iα55b4b¯4b4
(A.8)
where bi is the complex amplitude of wave i at the interface.
The interaction coefficients, αi and αij, i, j = 1 to 5, turn out to
be real. αij’s are obtained from the 3rd order analysis, with αi’s
obtained at the 2nd order.
The derivation of α32, which is obtained from the solution
at O(b1b¯1b2), is briefly discussed here. Potentials φ and φ′ at
O(b1b¯1b2), i.e. φ′11¯2 andφ11¯2, satisfy the Laplace equation in the
respective domains. Substituting Expansions (A.7) in Eq. (A.6),
and collecting O(b1b¯1b2) terms gives:
(φ11¯2)tt + g(φ11¯2)z − r((φ′11¯2)tt + g(φ′11¯2)z)
= m211¯2eiθ2 − (gˆ2(z)− r fˆ2(z))
d2b2
dt2
eiθ2
+ 2iω2 db2dt (gˆ2(z)− r fˆ2(z))e
iθ2; z = 0 (A.9)
where θ2 = k2.x − ω2t , m211 2 is a forcing term resulting
from products of 1st and 2nd order terms, and fˆ2(z) and
gˆ2(z) are given by φ′2(x, y, z, t) = b2 fˆ2(z)eiθ2φ2(x, y, z, t) =
b2gˆ2(z)eiθ2 . The first and second derivatives of b2 with time give,
respectively, terms α32 and α2α0b1b1b2 at O(b1b¯1b2), and the
right hand side of Eq. (A.9) may be written as:
m2112e
iθ2 +2iω2α32b1b1b2(gˆ2(z)− r fˆ2(z))eiθ2 −α2α0b1b1b2
(gˆ2(z)−r fˆ2(z))eiθ2 . Next, we substituteφ′11 2 = f112(z)eiθ2b1b1b2
and φ11¯2 = g11¯2(z) eiθ2b1b¯1b2 in Eq. (A.9) and obtain:
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g
∂g112
∂z
− ω22g112

− r

g
∂g112
∂z
− ω22f112

= m2112eiθ2 + 2iω2α32b1b1b2(gˆ2(z)− r fˆ2(z))eiθ2
−α2α0b1b1b2(gˆ2(z)− r fˆ2(z))eiθ2; z = 0. (A.10)
By applying the same procedure to the other boundary condi-
tions, we obtain a system of two ordinary differential equations
with corresponding boundary conditions. As (ω2, k2) comprise
an eigenvalue solution of the associated homogeneous system
at O(b1b¯1b2). A non-secular solution exists only if the forcing
functions are orthogonal to the homogenous solution of the cor-
responding adjoint system. By applying the appropriate solv-
ability condition, coefficient α32 is obtained. Using a similar
technique, the rest of the 3rd order coefficients in Eq. (A.8) are
obtained. The calculations are very long and complicated, and
‘‘Mathematica’’ was used for that purpose.
We now add the effects of viscosity to the interactionmodel.
We assume that the fluid is weakly viscous, and follow Davis
and Acrivos [16] to include the damping effects of viscosity
by adding the term −βibi to the right sides of Eq. (A.8),
where βi is the damping coefficient of wave i. Jamali [3]
showed that for a weak viscosity, this method yields the same
result as given by a viscous interaction analysis in which the
evolution equations are derived from viscous equations of
motion. Theoretically, when fluid is weakly viscous, viscous
effects are confined to thin boundary layers at the interface and
the solid boundaries, and the flow can be considered potential
outside the boundary layers. This is equivalent to breaking fluid
velocity into rotational and irrotational components. A well-
knownmethod to solve flow problems of this sort is to calculate
the potential flow outside the boundary layer andmatch it with
the solution for the viscous flowwithin the boundary layer (see
the recent book on the subject by [17]). In the present problem,
Eq. (A.8) are the solution of the irrotational (potential flow) part.
We can similarly solve the viscous equations of motion within
each boundary layer, for which the potential flow provides the
boundary condition at the edge of the boundary layer. From
the solution at O(ε), the damping coefficient for each wave
can be computed and the interaction equations are modified as
described above.
In a flume, the four interfacial waves evolve as a three-
dimensional standing wave [6]. Using the boundary-layer
solution at O(ε), the following expression is obtained for the
damping rate of a standing interfacial wave with wave number
k = (kx, ky) and frequency ω in a flume with width B.
β = √νω(csc h(|k|d)2((B|k|3 − 2 d|k|k2y
+ (2|k|2 − k2y)(−1+ δ))(2− δ)+ (B|k|3 + (2|k|2 − k2y)
× (2− δ))(1− δ) cosh(2|k| d)
+ (B|k|3(1− δ)+ (2|k|2 − k2y)(2− δ))
× sinh(2|k| d))/(2√2 B|k|2(2− δ)
× (1− δ + coth(|k|d)) (A.11)where ν is kinematic viscosity of fluid. The expression for the
damping coefficient in an open medium is obtained by taking
B →∞.
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