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Abstract—The fifth generation (5G) communication scenarios
such as the cellular network and the emerging machine type
communications will produce massive small packets. To support
massive connectivity and avoid signaling overhead caused by
the transmission of those small packets, this paper proposes a
novel method to improve the transmission efficiency for massive
connections of wireless uplink channel. The proposed method
combines compressive sensing (CS) with power domain NOMA
jointly, especially neither the scheduling nor the centralized
power allocation is necessary in the method. Both the analysis
and simulation show that the method can support up to two or
three times overloading.
I. INTRODUCTION
The fifth generation (5G) system is supposed to provide
high quality communication service for a series of scenarios,
for example, enhanced mobile broadband and massive machine
type communications [1]. Massive terminals in these scenarios
will produce huge data traffic. Besides, the data packets to
be delivered are usually very short, i.e., small packets [?],
[3], especially in the uplink. In order to offer higher spectrum
efficiency and support massive connectivity, non-orthogonal
multiple access (NOMA) schemes have attracted great interest,
both from the academia and industry [4], [5].
Typical NOMA schemes include sparse code multiple ac-
cess (SCMA) [6], multi-user shared access (MUSA) [7] and
power domain NOMA [8], etc. Both SCMA and MUSA
achieve multiplexing in code domain, while power domain
NOMA attains multiplexing in power domain. All of them can
realize multi-user detection (MUD) and overloading. However,
the SCMA faces the challenges of high-dimensional code
design and exponential growth of recovery complexity, and
the MUSA faces the challenge of improving the recovery
accuracy. Compared with code domain NOMA, power domain
NOMA usually has a lower complexity as the number of users
increases [9]. There are many works for downlink power do-
main NOMA [10]–[12], etc. While in this paper we pay more
attention to uplink power domain NOMA. Ding et.al proposed
a general NOMA framework for both downlink and uplink
transmission by applying the concept of signal alignment in
[13], but it focused on power allocation for the two-users pair,
and it is not applicable for massive connectivity. Zhang et
al. proposed an uplink power control scheme in [14] with
center controlled and back-off scheme, thus signaling can not
be avoidable for scheduling, which introduces the large latency
at the same time.
In the services of small packet, especially for grant-free
uplink transmission, there is an issue that the users’ activity
or instantaneous system loading is not readily known to the
receiver. Compressive sensing (CS) [15] is a promising tech-
nique to estimation parse signals and support MUD [16]. [17]
proposed a compressive sensing based (CS-based) massive
access scheme for small packets for uplink wireless channel,
which is simply referred to herein as SPMA. The system is
modeled as a block-sparsity pattern with unknown sparsity
level. Block precoding is employed at each single-antenna user
equipment (UE), and interference cancellation based block or-
thogonal matching pursuit (ICBOMP) algorithm is developed
at the base station (BS). Simulation results demonstrated the
effectiveness of the CS-based scheme in small packet services.
We should mention that this CS-based method can also be
regarded as a special code-based access scheme, which spreads
each symbol to whole time-frequency resource with dedicated
precoding vector. However, the overloading is not considered
in SPMA.
In this paper, combining CS with power domain NOMA, we
propose a joint domain based massive access for small packet
traffic of uplink wireless channel, named as JSPMA later. In
the proposed algorithm, for users, the messages are precoded
by different precoding matrices. Besides, users gather into
several groups based on their own channel amplitudes, users in
the same group transmit messages with the same power, while
the transmission power of adjacent groups are gradually de-
graded with a certain step. For BS, it detects and distinguishes
users based on ICBOMP algorithm and then carries out
successive interference cancellation (SIC) for next detection.
The proposed method can greatly enlarge overloading factor
and reduce the signaling overhead for uplink many-access
system.
Notation: Vectors and matrices are denoted by boldface
lowercase and uppercase letters, respectively. The 2-norm
of a column vector v is denoted ‖v‖2, which equals to√
vHv, and vH denotes its conjugate transpose. For a subset
I ⊂ [N ] := 1, 2, · · · , N and matrix A := [A1,A2, · · · ,AN ]
consisting of N sub-matrices with equal size, where := means
definition. AI stands for sub-matrices of A whose block indices
are in I. Given two sets I1 and I2, I1 \ I2 := I1 ∩ Ic2. The
Kronecker product ⊗ is required with the use of the column
stacking operator vec(·), and (mk ) is the binomial coefficient
for m ≥ k.
II. SYSTEM MODEL
We consider an uplink system with N mobile users, each
with a single antenna, and a BS with M antennas. When a
terminal is admitted to the network, it becomes an online user.
We assume that there are Na active users, out of the total N
online users, transmitting their data to the BS simultaneously.
It is not required Na be known a priori or Na < M . Actually
in practical systems, Na is usually unknown and it is possible
that Na ≥M .
Since the lengths of small packets are usually shorter than
T , the number of symbols of every frame, we extend their
lengths by precoding to fully utilize the available resources.
Let sn ∈ Cd×1 denote the symbol vector to be transmitted by
user n (Un), with d < T (n = 1, 2, · · · , N ). User n applies a
precoding to sn to yield,
cn = Pnsn (1)
where Pn is a T × d complex precoding matrix. We assume
that Pn is normalized such that each column has 2-norm equal
to 1.
The n-th user will send data cn with transmission power
ρn, so the data sent by the n-th user is expressed as
xn =
√
ρnPnsn (2)
The observation at the BS is given by
Y =
N∑
n=1
hnx
T
n + Z =
N∑
n=1
hn
√
ρns
T
nP
T
n + Z (3)
where Y is the noisy measurement of sizeM×T , hn ∈ CM×1
represents the complex channel response from the n-th user
towards to the BS. Z ∈ CM×T stands for the additive Gaussian
noise matrix. Without loss of generality, each element of hn,
sn and Z is assumed to be a zero-mean and unit-variance
variable.
Applying the column stacking operator on both sides of
above equation,
vec(Y) =
N∑
n=1
(Pn ⊗ hn)√ρnsn + vec(Z) (4)
Define y := vec(Y), z := vec(Z), Bn := Pn ⊗ hn,
B := [B1,B2, · · · ,BN ] , s := [sT1 , sT2 , · · · , sTN ]T and sρ :=
[
√
ρ1s
T
1 ,
√
ρ2s
T
2 , · · · ,
√
ρN s
T
N ]
T . Then (4) can be rewrite as
y = Bsρ + z (5)
In our method, each UE determines its transmission power
according to its own channel amplitude information, respec-
tively. The BS, as in [17], will recover the small packets by
ICBOMP algorithm. The ICBOMP is developed from the well
known sparse recovery algorithm BOMP. It takes use of the
error correction and symbol detection of the communication
packets to improve its recovery performance. Readers can find
more details in [17].
Remark 1: when ρ1 = ρ2 = · · · = ρn = ρ0, n ∈ [Na],
where ρ0 is the mean of transmission power, the proposed
model reduces to the original SPMA.
III. POWER ALLOCATION POLICY
A. power domain NOMA in uplink
Without loss of generality, we assume Ia = [Na] and
‖h1‖2 ≥ ‖h2‖2 ≥ · · · ≥ ‖hn‖2 ≥ · · · ≥ ‖hN‖2. Indices
from Na + 1 to N are for the inactive users. For every user
n, the unordered random variable hHn hn follows a chi-squared
distribute with 2M degrees of freedom. The probability den-
sity function (PDF) f(x) and cumulative distribution function
(CDF) F (x) of unordered hHn hn are given as follows,
f(x) = exp(−x) x
M−1
(M − 1)! (6)
F (x) = 1− exp(−x)
M−1∑
k=0
xk
k!
(7)
both of which hold for x ≥ 0, and are zero when x < 0. By or-
der statistics, the PDF of the ordered hHn hn (n = 1, 2, · · · , Na)
is given as
fn(x) = n
(
Na
n
)
FNa−n(x)[1 − F (x)]n−1f(x) (8)
the mean E{hHn hn} can be computed based on the above PDF.
During iteration, we can simply assume that the first Na
iterators select all the Na active users and the selection order
is based on the descending order of their hHn hn. To keep order
statistics, ρn needs meet following condition generally (Proof
is omitted here due to space limitation).
ρih
H
i hi ≥ ρjhHj hj ∀1≤i<j≤Na (9)
With i.i.d. complex-Gaussian inputs, to find the (instanta-
neous) mutual information between the input and the output of
the point-to-point MIMO channel, the most common approach
is expressing the achievable rate in terms of the singular values
of the propagation matrix [18]. In (5), B is not a i.i.d random
matrix due to ordered hn, so we need to normalize Bn by
dividing the 2-norm of hn,
y = Bsρ + z
= [P1 ⊗ h1, P2 ⊗ h2, · · · ,
PN ⊗ hN ] [√ρ1sT1 ,
√
ρ2s
T
2 , · · · ,
√
ρN s
T
N ]
T + z
=
[
P1 ⊗ h1‖h1‖2 , P2 ⊗
h2
‖h2‖2 , · · ·
PN ⊗ hN‖hN‖2
]

√
ρ
1
sT1 ‖h1‖2
...√
ρ
2
sT2 ‖h2‖2
...√
ρ
N
sTN‖hN‖2
+ z
= B˜s˜+ z
(10)
where
B˜ =
[
P1 ⊗ h1‖h1‖2 P2 ⊗
h2
‖h2‖2 · · · PN ⊗
hN
‖hN‖2
]
and
s˜ = [
√
ρ1‖h1‖2sT1 ,
√
ρ2‖h2‖2sT2 , · · · ,
√
ρN‖hN‖2sTN ]T
B˜ can be regarded as an MT ×Nd random matrix, whose
entries are 0-mean and 1MT -variance i.i.d. complex Gaussian
variables. When the precoding matrices are randomly gener-
ated with zero mean for each entry, such approximation shows
good accuracy for large M .
In the following, we consider the process of demodulation in
the n-th iteration. We assume that N1 users have been detected
and N2 out of N1 (N2 ≤ N1) users have been correctly
demodulated, so there are N ′ = N1 − N2 users stuck in
the detected queue yet. The indices of N1 selected users, N2
demodulated users and N ′ stuck users form sets ∧N1 , ∧N2
and ∧N ′ , respectively. With perfect cancellation performed,
the received signal is updated to
y˜ = y− B˜∧N2 s˜∧N2 (11)
for N ′ users,
y˜ = B˜∧N′ s˜∧N′ + z (12)
where z = B˜Ia\∧N1 s˜Ia\∧N1 + z. Then, the the signal to
interference plus noise ratio (SINR) of n-th user (SINRn) can
be driven as
SINRn =
1
E{ 1λ}ρnh
H
n hn
d
MT
∑Na
j=n+1 ρjh
H
j hj + 1
(13)
where E
{
1
λ
}
in the numerator is the mean value of the inverse
of N ′d eigenvalues of (B˜
H
∧
N′
B˜∧
N′
). The denominator consists
of two parts, in which the former is the interference from
residual active users, and the latter is the noise power.
Define η := N
′d
MT ∈ (0, 1), by asymptotic result in Theorem
2.35 of RMT in [19] which is also a good approximation for
reasonably small-scale matrix dimensions, the eigenvalues of
(B˜
H
∧N′
B˜∧
N′
) have empirical distribution
fη(x) =
1
2piηx
√
(x− a)(b − x) (14)
for x ∈ [a, b], and a = (1−√η)2, b = (1 +√η)2.
With the help of [20], E
{
1
λ
}
is evaluated as follows
E
{
1
λ
}
=
∫ b
a
1
x
fη(x)dx =
MT
MT −N ′d (15)
Inserting (15) into (13), then
SINRn =
(MT−N ′d)
MT ρnh
H
n hn
d
MT
Na∑
j=n+1
ρjh
H
j hj + 1
(16)
B. users gather into groups
Owning to massive active users, it becomes too difficult
to assign different power to different users. To simplify the
calculation, we divide every K active users into a group with
the descending order of hHh, then the amount of groups L
can be easily computed out,
L =
Na
K
(17)
Remark 2: Usually an accurate estimate of Na is not
available, but taking into account that it changes slowly, we can
regard the estimated results of previous superframe as current
Na.
Fig.1 demonstrates that how a UE confirms its group
according to its own channel amplitude. Where the split points
hHh
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Fig. 1. Split points of user grouping on hHh
xl−1 and xl for l-th group can be calculated by formula (6)
and following equation.∫ xl−1
xl
f(x)dx =
1
L
(18)
where l ∈ [1, L], and x0 =∞, xL = 0 for first group and last
group, respectively.
Without losing generality, we assume user indices of l-th
group are (l−1)K+1, (l−1)K+2, · · · , lK . Meanwhile, we
can use group number l and intra-group number k to represent
a certain user as follows.
U(l−1)∗K+k = Ul,k
l ∈ [1, L] k ∈ [1,K] (19)
Further, we assign users in the same group with the same
power βl. that is, ρl,1 = ρl,2 = · · · = ρl,K = βl. Take l = 1
for an example, the user indices of first group are 1, 2, · · · ,K
and ρ1,1 = ρ1,2 = · · · = ρ1,K = β1, obviously they are top
K strongest users.
Now we consider that the total power of the uplink is
limited, i.e
L∑
l=1
Kβl = Naρ0 (20)
where ρ0 is the mean of transmission power.
To keep order statistics, (9) becomes
βih
H
i,khi,k ≥ βjhHj,k′hj,k′
∀1 ≤ i < j ≤ L k, k′ ∈ [1,K] (21)
Further, we assume that βl = β1q
(l−1), (0 < q ≤ 1 means
stronger users adopt more transmission power). Especially
when q = 10−δ, (δ ≥ 0). i.e.,
βl = β110
−δ(l−1) (22)
which means there exist gradually degraded with a step of
10δ dB. Based on (20) and (22), once δ was known, β1 can
be calculated out as
β1 =
{
Lρ0(1−10
−δ)
1−10−δL
δ 6= 0
1 δ = 0
(23)
then we can get βl with (22) and (23).
Assuming perfect SIC is carried out at BS, the SINR of
k-th uesr in l-th group is then
SINRl,k
=
(MT−N ′d)
MT βlh
H
l,khl,k
d
MT
L∑
l0=l+1
{
βl0
∑K
k0=k+1
hHl0,k0hl0,k0
}
+ 1
=
(MT−N ′d)
MT β110
−δ(l−1)hHl,khl,k
d
MT
L∑
l0=l+1
{
β110−δ(l0−1)
∑K
k0=k+1
hHl0,k0hl0,k0
}
+ 1
k ∈ [1,K] l ∈ [1, L]
(24)
Based on the law of large numbers, we can use order statis-
tics E
{
hHl0,k0hl0,k0
}
to replace hHl0,k0hl0,k0 due to massive
connectivity.
The BER of the symbol of interest is given by
BERl,k = Q1(SINRl,k) (25)
BER =
∑L
l=1
∑K
k=1 BERl,k
Na
(26)
and FER yields
FERl,k = Q2(SINRl,k) (27)
FER =
∑L
l=1
∑K
k=1 FERl,k
Na
(28)
where Q1(·) or Q2(·) is a function of SINR depending on
channel coding and modulation mode.
Throughout this paper, analysis of symbol demodulation is
based on quadrature phase shift keying (QPSK) modulation
scheme. Then
BERl,k = Q(
√
SINRl,k) (29)
where Q function is defined as
Q(x) =
∫ ∞
x
e−u
2/2
√
2pi
du (30)
For massive small packets, FER is an important merit of the
quality of communications. We plot a standard FER curve of
single user, which can be regarded as Q2(·) here. See Fig.2.
Intuitively, larger δ will help us to alleviate interference
from other active users, at the same time, larger δ will decrease
the power allocated to the users with smaller amplitude of
channel gain, thus the performance of such users will be
degraded. We should face the question how to select the proper
δ to balance the performance of all active users. Due to the
SNR(dB)
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Fig. 2. FER-SNR of single user with (2,1,7)Convolutional-QPSK
iteration invovled, it is very hard for us to get the closed form
of FER and BER with δ. In this paper, we use Monte Carlo
Method to search the optimal δ with equation (24), (25) and
(27). In each simulation, we assume users always be detected
one by one in descending order of hHn hn in the iteration,
see details in the Algorithm 1, where OKrate[m] denotes the
probability of successful recovery for the m-th user. Note that
N ′ here could be a decimal, and ∧N ′ indicates the set of
indices of all stuck users.
Algorithm 1 Theoretical Simulation of FER
Input: M , N , Na, d, T , K , L, δ, random channel vectors,
mean transmission power ρ0, FER-SNR function Q2(·);
1: Initialization: FER[n] = 0, OKRate[n] = 0,1 ≤ n ≤ Na;
2: calculate transmission power ρn based on h
H
n hn, 1 ≤ n ≤
Na;
3: for n ∈ {1, 2, · · · , Na} do
4: calculate N2 ⇐
∑n
i=1OKRate[i]
5: calculate N ′ = n−N2 − 1;
6: for m ∈ ∧N ′ ∪ n do
7: calculate SINRm
SINRm =
(MT −N ′d)ρm(hHmhm)
d
∑Na
j=n+1 ρj(h
H
j hj) +MT
8: re-obtain FER[m] = Q2(SINRm)
9: update OKRate[m]
⇐ OKRate[m] + (1 − OKRate[m]× (1− FER[m]))
10: end for
11: end for
Output: FER =
∑
Na
n=1
FER[n]
Na
Remark 3: In JSPMA, L and δ are parameters depended
on the number of total active users in each transmission.
As pointed out before, since the change of traffic load is
slowly in ms level, which is the duration time of super frame.
BS can decide the L and δ based on last transmission and
broadcast these two paramenters to all online users at the
beginning of each super frame. With these two parameter and
estimated amplitude of channel gain, active user can decide
its transmission power distributely.
IV. NUMERICAL RESULTS
The simulations study for verifying the proposed scheme are
presented in this section. In all simulations, we assume that
the BS equipped with M = 8 antennas and UEs use QPSK
for data modulation, and the (2,1,7) convolutional coding is
selected as the channel code. Channel vectors are i.i.d complex
Gaussian with 0-mean and unit-variance for each element. The
Na active users are chosen uniformly at random among all
N online users. We choose information bits of every packet
d = 200 and the frame length T = 5d to be a multiple of the
maximum length of short messages. Consequently, there are
8× 5 = 40 shared orthogonal resources.
We make comparison between our proposed JSPMA and
simple SPMA in two cases where the amount of active users
are 80 and 120 out of 1280 online users, respectively. The
number of users per groupK is 10. Accordingly, we get L = 8
for 80 active users and L = 12 for 120 active users.
Note, that different Na usually corresponds to different best
δ. In our simulation, we first we find the best δ for Na = 80
is 0.12, while δ = 0.14 suits Na = 120 very well, and to
ensure the robust stability, we choose δ = 0.14 for Na = 80
and δ = 0.16 for Na = 120.
To verify our propose algorithm, we choose same Pn, and
the number of iterations in basic ICBOMP process is set equal
to the number of active users Na, i.e., if there are 80 active
users out of 1280 online users, the iterations is set to 80.
Further, in order to show there is no need to know other users’
channel state at UE, the center-controlled scene where the BS
sorts all users’ channel gain and arranges their power based
on their rank is simulated as a reference.
The results show that our proposed algorithm can dramat-
ically enhance our system performance includes BER, FER,
UDSR, and overloading factor, especially when Na get higher.
Test case 1: Fig.3 shows USDR performances of JSPMA
and simple SPMA. The results show that JSPMA improves the
performance of UDSR greatly in both Na = 80 and Na = 120
case. For SPMA, UDSR is about 40% and 25% with Na = 80
and Na = 120 respectively in whole region. As a comparison,
for JSPMA, when Na = 80, UDSR is about 98% even greater
than 98% at ρ0 = 0 dB and then increases to 100% when
ρ0 ≥ 2 dB. When Na = 120, UDSR is about 70% at ρ0 = 0
dB and then increases to 100% when ρ0 ≥ 7 dB.
Test Case 2: Fig.4 shows that there exist BER error floors
about 10−2 in both cases of Na = 80 and Na = 120
for SPMA, which indicates that when the amount of active
users get higher, the throughput of uplink wireless channel is
interference limited, due to the interference among users plays
as the key performance-limiting factor. While our proposed
algorithm can dramatically improve BER performance with
reducing from 10−2 to 10−6 at ρ0 = 6 dB when Na = 80, and
reaching 10−4 at ρ0 = 8 dB when Na = 120. The results also
demonstrate that JSPMA works very well without knowing
others’ channel vectors at any UE, the gap between distributed
JSPMA and centre controlled JSPMA is as small as 0.5 dB
for both cases.
Test Case 3: The FER performances of JSPMA and SPMA
are compared in Fig.5. The results show that SPMA can not
recover any transmitted packets. The FER performances are
always equal to 1 in the whole range [0, 12] dB of ρ0 for both
cases where Na = 80 and Na = 120. By contrast, with the
help of power assignment, JSPMA shows much more better
performance than SPMA. Frame error rate is less than 10−3
when Na = 80 at ρ0 = 5 dB. Even for Na = 120, the FER
can drop rapidly when ρ0 becomes greater, which proves that
our algorithm can get better effect with the number of active
users increasing.
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Fig. 3. UDSR of SPMA and JSPMA
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Fig. 4. BER of SPMA and JSPMA
V. CONCLUSION
In this paper, we introduce the power domain technique
into existing SPMA and propose a new joint domain based
massive access for small packets of uplink wireless channel.
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Fig. 5. FER of SPMA and JSPMA
In the proposed algorithm, users gather into several groups
based on their own channel state. Users in the same group
transmit messages with the same power, while there exists
a certain degradation between any two adjacent groups. BS
detects and distinguishes users based on ICBOMP algorithm
and then carries out SIC for next detection. The results show
that, compared with original SPMA, JSPMA can improve
system performance including BER, FER and UDSR greatly.
what’s more, due to it is a distributed method, the signaling
overhead and latency are greatly reduced. There are 120 active
users simultaneously communicating with BS with 40 shared
orthogonal resources in our system, hence the overloading
factor is up to 300%. We also compare our distributed method
with center-controlled method, the results show that there is
only a very narrow gap between two methods. It is worth
noting that our current power assignment is not optimal, we
aim to make a balance of power allocation between strong
users and weak users and continue to investigate the optimal
value of Na and the optimal power ρn to guarantee overall
system performance.
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