Abstract GOCE is ESA's gravity field mission and the first satellite ever that measures gravitational gradients in space, that is, the second spatial derivatives of the Earth's gravitational potential. The goal is to determine the Earth's mean gravitational field with unprecedented accuracy at spatial resolutions down to 100 km. GOCE carries a gravity gradiometer that allows deriving the gravitational gradients with very high precision to achieve this goal. There are two types of GOCE Level 2 gravitational gradients (GGs) along the orbit: the gravitational gradients in the gradiometer reference frame (GRF) and the gravitational gradients in the local north oriented frame (LNOF) derived from the GGs in the GRF by point-wise rotation. Because the V X X , V Y Y , V Z Z and V X Z are much more accurate than V XY and V Y Z , and because the error of the accurate GGs increases for low frequencies, the rotation requires that part of the measured GG signal is replaced by model signal. However, the actual quality of the gradients in GRF and LNOF needs to be assessed. We analysed the outliers in the GGs, validated the GGs in the GRF using independent gravity field information and compared their assessed error with the requirements. In addition, we compared the GGs in the LNOF with state-of-the-art global gravity field models and determined the model contribution to the rotated GGs. We found that the percentage of detected outliers is below 0.1% for all GGs, and external gravity data confirm that the GG scale factors do not differ from one down to the 10 −3 level. Furthermore, we found that the error of V X X and V Y Y is approximately at the level of the requirement on the gravitational gradient trace, whereas the V Z Z error is a factor of 2-3 above the requirement for higher frequencies. We show that the model contribution in the rotated GGs is 2-35% dependent on the gravitational gradient. Finally, we found that GOCE gravitational gradients and gradients derived from EIGEN-5C and EGM2008 are consistent over the oceans, but that over the continents the consistency may be less, especially in areas with poor terrestrial gravity data. All in all, our analyses show that the quality of the GOCE gravitational gradients is good and that with this type of data valuable new gravity field information is obtained.
Introduction
Since October 2009 GOCE delivers gravitational gradients (GGs) along the orbit. These Level 2 gravitational gradients in the instrument frame are used in combination with the GOCE GPS tracking data to model the Earth's gravitational field (Pail et al. 2011) . In addition, the gravitational gradients themselves may be used in Earth science applications with or without rotation to, for example, a local north oriented frame, e.g. (Pedersen and Rasmussen 1990; Mikhailov et al. 2007 ). The goal of this paper is to show how the GOCE Level 2 gravitational gradients are computed and to assess their quality and information content. As input the Level 1b gravitational gradients are being used (Frommknecht et al. 2011 ).
We will first summarize in Sect. 2 the preprocessing of the gravitational gradients in the gradiometer reference frame (GRF), which is the instrument frame fixed to the satellite. The method is discussed in detail in (Bouman et al. 2009 ) and is briefly summarized here. We will focus on the results with real data and discuss their performance. Second, we will address the rotation of the gravitational tensor from the GRF to the local north-oriented frame (LNOF). The GOCE gravitational gradients V X X , V Y Y , V Z Z and V X Z are more accurately measured than V XY and V Y Z , where the accurate gravitational gradients have the smallest error in the measurement band (MB) between 5 mHz and 0.1 Hz. A rotation from the GRF to any other frame will in principle project part of the larger V XY and V Y Z error onto the other gravitational gradients in the rotated frame, see (Müller 2003) . In addition, the 1/f GG error for longer wavelengths may leak into the MB after tensor rotation (Bouman 2007) . The method to circumvent these problems is described in Sect. 3. In brief, the GOCE V XY and V Y Z GGs as well as the signal of all GGs below the MB are replaced with gravitational gradients from a GOCE gravity field model. We will address how to combine the GOCE GGs and model GGs. Furthermore, we will study how much of the original observed GOCE GGs is contained in the rotated GGs as compared with the model GGs. The GGs in the LNOF are assessed and compared with GRACE-based gravity field information.
Gravitational gradient preprocessing

Preprocessing at the high-level processing facility
The main goal of the GOCE mission is to provide a model of the Earth's mean gravity field (ESA 1999) , and therefore the GOCE gravitational gradients need to be corrected for temporal gravity field variations. Also outliers that may occur in the GOCE gravitational gradients need to be searched for and detected in the preprocessing step (Bouman 2004) . Along with the external calibration of the gravitational gradients , their error needs to be assessed (Bouman and Koop 2003) . The steps for GG preprocessing therefore are 1. Correction for temporal gravity field variations; 2. Outlier detection and flagging; 3. External calibration and error assessment.
These preprocessing steps lead to corrected and calibrated Level 2 GGs in the GRF, which are one of the GOCE final products (EGG_NOM_2). These GGs are input to the gravity field analysis as well as to the frame transformation, which leads to GGs in the LNOF (EGG_TRF_2). The frame transformation, or tensor rotation, is discussed in Sect. 3, whereas the GOCE gravity field analyses are covered in (Pail et al. 2011) . See also Förste et al. 2007; Migliaccio et al. 2004; Pail and Plank 2004) . The different steps of the GG preprocessing method are summarized in Sect. 2.2, for a detailed description, see (Bouman et al. 2009 ).
Gravitational gradients in the gradiometer reference frame
Corrections for temporal gravity field variations
We discern tidal and non-tidal temporal gravity field variations. For the tidal GG correction, we consider a number of tidal effects acting on the gradiometer, which are all second-order derivatives of the astronomical tide-generating potential: the indirect solid Earth tide deformation potential, the self attraction and loading deformation potential and the pole tide potential. For the non-tidal GG correction we take into account the most prominent high-frequency signals from atmospheric and oceanic mass variations as well as seasonal variations derived from a GRACE gravity field time series. For the latter, it is assumed that it contains information about seasonal time variable gravity signal from all other sources (continental water, ice mass variations and solid Earth mass variations). In our processing chain, a set of gravity potential correction coefficients is computed for every 6 h, which further is used to compute gravitational gradient corrections for all six tensor elements. For a more complete description of the temporal gravity field variations and how they are computed see (Bouman et al. 2009 ). The gravitational gradient temporal gravity field signals are in general very small at GOCE altitude compared with the GG signal and error. As an example, Fig. 1 displays the gravitational gradient trace and the gravitational gradient temporal V Z Z corrections for 1 November 2009. The gravitational gradient trace is not zero due to the errors in the diagonal gravitational gradients. Thus, the temporal gravitational gradient signals are about two orders smaller or more than these errors at all frequencies.
Outlier detection
The GGs data screening method adopted for the diagonal GGs V X X , V Y Y and V Z Z is based on three tests:
1. The trace of the gradient tensor is zero (Laplace condition); 2. the difference between the observed GGs and gradients from a selected global model is zero (test on GG anomalies); and 3. the difference between cubic spline interpolated and observed GG anomalies from (2) is zero (spline test).
If the trace test indicates a data point as an outlier and this is confirmed by one or both of the other two tests, it is flagged as such (Bouman 2004) . For the off-diagonal components V XY , V Z and V Y Z , the trace test is not applicable. Therefore, to flag an off-diagonal component as an outlier, both tests on the GG anomalies must indicate an outlier to flag the data point as such. Flagged data points are discarded in the external calibration and error assessment. Should the number of flagged data points be larger than a certain threshold, e.g. 1% of daily arcs, then the automated process is put on hold and the data will be examined in more detail. The detected outliers are indicated in the external calibrated GG file (EGG_NOM_2) by a flag. If less than five consecutive epochs are detected as outliers, then the EGG_NOM_2 file will contain a fill-in value, see (Gruber et al. 2007 ). Details on the outlier detection algorithm as well as the performance of the single tests and their combination can be found in (Bouman 2004; Bouman et al. 2009 ).
In this section we present statistics on outliers in the GOCE GG data collected in the period 31 October 2009 to 26 June 2010. Only a few outliers were detected, nearly all in the diagonal terms V X X , V Y Y and V Z Z . The mean number of outliers detected within a week in these GGs is, respectively, 253, 156 and 327, which represents 0.04, 0.03, 0.06% of the weekly data (sampling rate is 1 s, 1 week has 604,800 epochs). The mean number of outliers stays stable in time. In Table 1 we can see that the standard deviations of these means are small. The off-diagonal terms are almost not flagged and the mean of detected outliers is about 6 per week for the V X Z component. Bouman et al. (2009) found that for simulated GOCE data the Type I error is 0.02% for the diagonal gravitational gradients and 0.00% for the off-diagonal gravitational gradients. These numbers are very close to what we find here for real data and therefore a large part of the detected outliers is probably a Type I error, that is, the observation is not an outlier but resides in the tail of the distribution.
As mentioned earlier, the criteria to flag a data point as outlier are different for diagonal and off-diagonal terms. The trace test and the difference test detect, respectively, about 1,800 and 3,000 epochs per week, which is much more than the spline test with a mean of detected outliers around 15. The trace and the difference tests flag different epochs because the number of detected outliers is much less than that indicated by the individual tests. An analysis of the flagged data points shows that data with high and sharp peaks are flagged. In addition, sometimes data are flagged that are not obvious outliers but as the total percentage of flagged data points is small, the percentage of incorrectly flagged data points will be small as well. Slow and smooth oscillations are hard or impossible to detect with our method, even if they have a relatively high amplitude (up to a few E), which can be the case after a data gap triggering a Kalman reinitialisation.
Besides this quantitative analysis, it is interesting to pay attention to the geographical distribution of these outliers. It appeared that no general pattern can be observed. The outliers are randomly located over the orbits, as illustrated by Fig. 2 . 
External calibration using a global gravity field model
Three different methods are used in the external calibration of the GOCE GGs. The baseline method is the calibration using a global gravity field model, which is used to compute model GGs at satellite level and these GGs serve as reference values for the GOCE GGs to determine, for example, GG scale factors (discussed in this section). A second calibration method uses GOCE SST data and GOCE GGs to estimate the spherical harmonics of a global gravity field model, truncated at degree and order 80, together with calibration parameters (see Sect. 2.2.4). The third calibration method uses terrestrial gravity data. Least-squares collocation (LSC) is used to compute GGs at satellite altitude from the gravity data in selected regions. These GGs serve as reference values with which the GOCE GGs may be calibrated (see Sect. 2.2.5).
The external calibration using a global gravity field model determines scale factors between the measured gravitational gradients, internally calibrated, corrected for temporal effects and outliers flagged and the modeled gravitational gradients calculated with the EIGEN-5C model. Because of the 1/f behaviour of the measured gravitational gradients error, these GGs and the modeled GGs are high-pass filtered (Butterworth, second order). Initially, different filter cut-off frequencies were used in the range between 0.1 and 1 mHz. However, based upon our experience with the science data of GOCE, we now consider higher cut-off frequencies, which are 2, 3, 5 and 7 mHz. The scale factors calculated with the latter present the best consistency across weeks. Hence, four series of scale factors (for each cut-off frequency, a series of six scale factors, and one per GG component) are calculated for each period. The one that minimizes the standard deviation of the trace in the MB is considered to be optimal. It is these values that we present here from the beginning of the science mode period 31 October 2009 of GOCE up to 26 June 2010. In the default process the scale factors are calculated based upon 1 week of data. They also can be calculated with less data if a complete week is not available, but such results are not presented here. Figure 3 shows the optimal scale factors versus time. There is one plot for each of the six gravitational gradient components. The time, from 31 October 2009 to 26 June 2010, is indicated in GPS seconds. Some scale factors are missing because they could not be calculated because of missing data. In January and May 2010, two shakings of the satellite were done by ESA to determine new internal calibration parameters and therefore no data were available for these days and no weekly scale factors could be determined. Some daily ones were calculated but are not included in this plot. In February 2010, GOCE did not provide any data because of a telemetry problem. The plots confirm the good consistency of the optimal scale factors across the weeks.
The scale factor consistency is also due to the fact that the GGs are high-pass filtered and not affected much by slow oscillations such as Kalman reinitialisation oscillations triggered by a data gap, which occurred twice in the studied time window: in November 2009 and April 2010. It appears that only the V X Z GG scale factors are affected. When analysing the GG data it is not obvious why V X Z is affected and the diagonal GGs not, but it may be caused by the smaller signal power in V X Z as compared with the diagonal GGs, which may make V X Z more susceptible to Kalman reinitialisations. The two erroneous V X Z scale factors have similar size because the GG scale factors are not allowed to exceed certain lower and upper bounds that were set based on requirements to the gradiometer.
The optimal scale factors for the four accurate GGs (V X X , V Y Y , V Z Z and V X Z ) provide results very close to one, Table 2 . The mean value of the optimal scale factors for each of the diagonal components is 1.0014, 1.0015 and 1.0007, respectively. Moreover the standard deviation is small, between 5 × 10 −4 and 8 × 10 −4 . For the V X Z component, the mean value is also close to 1 if we drop the two extreme values of November 2009 and April 2010: then, the mean value becomes 1.0031 and the standard deviation 4.3 × 10 −3 . Thus, the external calibration confirms the scale factors of the accurate GGs to 10 −3 as they are provided after L1b processing (Frommknecht et al. 2011) . The V XY and V Y Z axes are the less accurate gravitational gradients. The optimal scale factors still have a mean value around one but the standard deviation is relatively large, in the order of 1.5 × 10 −2 .
Validation of gradiometer observations by GPS
The combination of Satellite-to-Satellite Tracking (SST) observations acquired by the GOCE on-board Global Positioning System (GPS) receiver and Satellite Gravity Gradient (SGG) observations allows the estimation of several calibration parameters together with the Earth's gravity field. The SST and SGG observations are both complementary and supplementary regarding the observation of the Earth's gravity field, where the SST observations predominantly provide information for the long-to-medium spatial scales (40,000 down to 500 km) and the SGG observations for the mediumto-short spatial scales (from >1,600 to <100 km). Thus, a partial overlap in sensitivity can be identified, which allows for the (implicit) validation of the SGG observations when estimating gravity field parameters from the combination of these observation types. The gradiometer validation by GPS consists of two modules (Visser 2007) . The first module is based on a classical orbit determination process, where calibration and gravity field parameters are included in the estimation process. It is assumed that the GPS SST observations are first reduced to a time series of highly accurate Cartesian X , Y and Z coordinates in an Earth-centred, pseudo-inertial reference frame. For GOCE, these time series are obtained from a kinematic orbit determination (Bock et al. 2010) . These time series then serve as observables for the first module. Normal equations will then be formed for a combined least-squares estimation of dynamic orbit and accelerometer calibration parameters and gravity field coefficients based on the numerical integration of the variational equations (Visser et al. 2001 ). For GOCE, use can be made of the common-mode accelerations to represent the remaining non-gravitational accelerations left by the Drag-Free Control (DFC). These common-mode accelerations are the averages of the in-line observations by each pair of accelerometers. These combinations need to be properly scaled and corrected for constant or slowly drifting offsets (referred to as biases). Typically, orbit determinations are done for daily arcs and the associated normal equations are combined afterwards for the estimation of common parameters, e.g. static gravity field coefficients. This leads to a set of estimated parameters that consists of daily initial conditions for the GOCE orbit (position and velocity at start time), a common-mode bias and scale factor for each gradiometer axis and gravity field parameters in the form of spherical harmonic coefficients. In addition, empirical accelerations are estimated to absorb dynamic modelling errors. The second module provides the normal equations for gravity field coefficients and SGG calibration parameters from the three diagonal SGG components along the satellite orbit, where a precise orbit solution is used for the geo-location. The attitude of the satellite is derived from observations collected by the on-board star trackers, enhanced by angular accelerations observed by the gradiometer.
The first module is built around the NASA/GSFC GEODYN software (Pavlis et al. 2006 ) and the second module is based on in-house developed software (Visser 2007) . The implementation for the High-Level Processing facility aims at a validation with minimal latency. Therefore, the data period and maximum spherical harmonic degree of estimated gravity parameters are limited. The GOCE orbit has a repeat period of 61 months with 20-day sub-cycles. Therefore, the baseline period for the validation was taken equal to 20 days, which already provides a homogeneous global coverage as a function of longitude. For each 20 days a gravity field model complete to degree and order 80 was estimated. The additionally estimated parameters consisted of orbital initial conditions (6 per day), common-mode bias and scale factor parameters for all three axes of the gradiometer (3 per day), 1-cycle-per-orbital-revolution (CPR) empirical accelerations (4 per day) and one set of scale factors for the diagonal gravitational gradients (
for the each period of 20 days (Table 3) . It has to be noted that by the high-pass filtering, possible biases are eliminated and in fact become unobservable and are thus not estimated.
As stated earlier, the SST observations were first reduced to time series of kinematic position coordinates. Given the latency requirements, use was made of the Rapid Science Ocean tides FES2004 (Lyard et al. 2006) Temporal gravity HPF atmosphere and oceans 3rd bodies JPL DE403 planetary ephemeris (Standish et al. 1995) Non-gravitational GOCE common-mode accelerations from gradiometer Orbit (RSO) solutions, which have a claimed precision of better than 7 cm for each direction (Bock et al. 2010) . The weighting of the associated normal equations is consistent with this precision level. The SGG observations and associated observation equations were high-pass filtered using an inverse sinc filter with a stabilizing Hann window (Harris 1978) . The resulting normal equations are thus consistent with the applied filtering scheme. The lower frequency cutoff was taken equal to 0.4 mHz or 2 CPR, which leads to an elimination of the larger part of the predominantly lowfrequency SGG observation errors. However, the frequency cut-off does allow for the retrieval of low-degree gravity field coefficients, as will be shown below, and an overlap in sensitivity with the SST observations is thus guaranteed. Please note that the design measurement bandwidth for the gradiometer is 5-100 mHz, but a wider spectrum was used to enhance the overlap in sensitivity with the SST observations. The assumed standard deviation (used for weighting the normal equations) for the filtered SGG observations was taken equal to 5 mE, which is comparable with the noise level in the measurement bandwidth. The two modules described earlier were first used standalone to test their correctness and proper implementation. First, daily precise orbit determinations were conducted, where the kinematic RSO orbit solutions (with 20 s time step) were fitted. Only the orbit parameters and the common-mode accelerometer biases and scale factors (Table 3) were estimated, or 16 parameters per day. A three-dimensional orbit fit of around 25 cm was obtained, reflecting the quality of the prior gravity field modeling and common-mode accelerations. However, this result is based on fixing the common-mode scale factors to 1. It was found that the remaining non-gravitational accelerations are very small due to the DFC leading to large excursions of the estimated scale factors if unconstrained. In fact, this was already shown by simulations, cf. (Visser 2007) . Therefore, these scale factors were also fixed to 1 when forming the normal equations for the gravity field estimation, but the observation equations did include the partial derivatives to these scale factors. This will allow the estimation of these scale factors when summing and solving these normal equations (see below). Based on a 30-day test period in June 2010, the common-mode biases (unconstrained estimation) were found to be quite stable, especially for the X direction (Table 4) . It has to be noted that in the case of a combined orbit and gravity field parameter determination from both SST and SGG observations, i.e. when the associated normal equations are summed, corrections for the common-mode scale factors are estimated as well. It can thus be stated that for the scale factors of the common-mode accelerometer observations, the implemented method more serves as a validation that the in-flight calibration has been done correctly, i.e. good orbital fits are obtained when the scale factors are taken equal to 1. For example, when not using the common-mode accelerations by taking a scale factor equal to 0, the orbital fit increases typically from 25 to more than 60 cm three-dimensionally, and also much larger values are obtained for the empirical accelerations (increasing from typically below 10 nm/s 2 to more than 70 nm/s 2 ).
Based on the assumption that the scale factors for all gradiometer SGG observations are already well calibrated by the in-flight procedure and can be kept fixed, the gravitational gradients can be used directly for gravity field retrieval. A 20-day test period was selected covering 28 May to 16 June 2010 and a full 80 × 80 gravity field recovery was estimated from scratch (i.e. a priori coefficients equal to zero, including J 2 ) using the three high-pass filtered diagonal gravitational gradient components (decimated to one observation per 20 s). The resulting gravity field is displayed in Fig. 4 in terms of gravity field anomalies: the global match with the pre-launch ITG-Grace2010s model (Mayer-Gürr et al. 2010 ) is equal to 3.9 mGal compared with a signal magnitude of 20.2 mGal. The dominant part of the gravity field retrieval error is concentrated at the very low degrees. For example, the estimated J 2 coefficient has a relative error of 0.005 (two significant digits) leading to a gravity anomaly error of already more than 2 mGal. Still, it is fascinating that the J 2 coefficient can be derived to this accuracy level from the GOCE SGG observations. In fact, a large part of the gravity field retrieval error displays a rather systematic pattern, which is aligned to a large extent with the orbital ground track (Fig. 4, bottom) . This is probably due to remaining systematic (correction) errors outside of the design gradiometer measurement bandwidth (5-100 mHz), e.g. small uncertainties in the exact orientation of the gradiometer reference frame, low-frequency errors in the centrifugal accelerations, etc. Also, it has to be noted that aliasing will occur due to the truncation at degree and order 80. Taking all this into account, the SGG-only solution displayed in Fig. 4 is of remarkably good quality.
Finally, the gravity field and gradiometer calibration parameters were estimated simultaneously by summing the normal equations derived from the kinematic orbit solutions and SGG observations. The 80×80 gravity field coefficients, common mode biases and gradiometer scale factors were fully unconstrained, whereas a Bayesian constraint of 0.01 was applied to the estimation of common-mode scale factors. A total of nine 20-day arcs could be identified in the period staring at 1 November 2009 and ending at 16 June 2010 with a-de facto-uninterrupted stream of GPS SST, star tracker and gradiometer observations. Thus, nine sets of SGG scale factors were estimated and 9 × 20 = 180 sets of daily common-mode biases and scale factors.
The mean and RMS-about-mean values of these parameters are included in Table 4 . The scale factors for the diagonal SGG observations are within 0.01 from 1. In fact, the associated RMS-about-mean values indicate that the scale factors are not significantly different from 1. The same might be concluded for the common-mode scale factors. However, possible deviations from 1 for these scale factors were limited by the Bayesian constraints. The formal errors for the common-mode X and Z scale factors were found to be very close to the Bayesian constraint of 0.01, meaning that these factors were hardly determined from the observations. For the common-mode Y factor, the formal error was about 0.008 meaning that this factor was determined by the observations to some extent and still is very close to 1. The commonmode bias could be estimated with a very high consistency level for the X direction and to a lesser extent for the Y and Z directions. The RMS-about-mean values for the commonmode biases are comparable to the formal errors for all three axes, showing the consistency between the results and the estimation process.
Terrestrial gravity data
The method of GG calibration with terrestrial data is described in (Bouman et al. 2009 ) and will here merely be outlined and some results presented. The calibration is based on the gravity data from four regions selected because of available high-quality gravity data and smoothly varying gravity anomalies (Arabelos and Tscherning 1998) . The four areas are located in Northern Europe, Canada and Australia, and their geographical distribution is shown in Fig. 5 . The area sizes are chosen approximately in the order of 12 • ×12 • . This allows flybys of 200 s duration in each area, which corresponds to the lower part of the MB of 5 mHz. The calibration method was originally intended to determine GG bias, tilt and SF using LSC (least squares collocation), see (Arabelos and Tscherning 1998; Bouman et al. 2004) , which requires the use of a band wise unrestricted GGs and for data distributed over a period of, e.g. 14 days, which would include crossover quality checks and implicit utilization of the Laplace equation. However, as it became clear that the GOCE GGs would be significantly affected by low-frequency noise at a level not compliant to the LSC solution, the approach was changed to handle filtered data. The use of filtered data eliminated the possibility of estimating parameters other than SFs and also eliminated LSC from the direct parameter estimation process.
An alternative method was investigated where GGs are predicted from the terrestrial data with LSC and upward continued to GOCE height. A time series of model GGs are produced and the upward continued GGs replace the model GGs in the calibration areas. This hybrid dataset and the GOCE GGs are band-pass filtered (5-100 mHz) with a sinc filter and for each track crossing the calibration areas SFs for all six GOCE GGs are estimated. Statistics of 750 crossings from the period 19 January to 6 June 2010 are presented The calibration with terrestrial data in its present form represents a 'high frequency' GG validation method where larger SF deviations must be expected, but which in general should produce results comparatively close to 1. With the present calibration area size and geographic distribution, approximately three sets of GG SFs are computed each day and can in case of excesses rapidly indicate a malfunction or a calibration issue. The results from the period January to June 2010 shown in Fig. 6 indicate that the SF results seem to be more diffuse at the end of the period (May to June).
In (Bouman et al. 2009 ) it is discussed in more detail which filtering methods are optimal for the GG filtering, and also the determination of the optimal band pass limits have been discussed frequently regarding the GG calibration. A remarkable result is therefore that SF results calculated for unfiltered GOCE GGs-with only the mean value removed-are equally good or even better than the results for filtered GG. See Fig. 7 in which the SFs for filtered and unfiltered GGs for the period 1 May to 6 June 2010 are shown (only V X X and V Z Z are shown). This indicates that a significant part of the low-frequency noise on the gradients is simply represented as a GG bias for short time intervals.
Gravitational gradient assessment
The GOCE Level 2 gravitational gradients in the GRF (EGG_NOM_2) contain temporal corrections, flags for outliers and the GG scale factors are calibrated/validated using external gravity data. Figure 8 shows a typical example of the Level 2 GGs in the GRF for three orbital revolutions on 1 November 2009. Clearly, the GG signals have a period of 1 CPR. The mean of the GG signals differs significantly from model predictions due to the biases on the measured GGs. Especially the less accurate GGs V XY and V Y Z obtain unrealistic values and exhibit larger noise levels as expected.
The errors of the diagonal gravitational gradients have been assessed using a GOCE Quick-Look (QL) gravity field model (Mayerhofer et al. 2010) . GGs V X X , V Y Y and V Z Z from November and December 2009 have been combined with GOCE GPS tracking data to estimate a global gravity field model in terms of spherical harmonic coefficients up to degree and order 200. The GG error assessment is based on an analysis of the GG residuals, i.e. the differences between the measured GGs and those computed with the QL model. 20 mE/Hz 1/2 or higher. The reason for this higher noise level is not well understood and is under investigation. In the lower MB, between 5 and 10 mHz, the requirement on the GG trace is such that the error is allowed increase to reach 100 mE/Hz 1/2 at 5 mHz. The errors of all three diagonal gravitational gradients are below this requirement in the lower MB. Below the MB the errors increase as 1/f, with f the frequency.
Rotation of the gravitational tensor
The GOCE Level 2 gravitational gradients are delivered in two versions, with the product names EGG_NOM_2 and EGG_TRF_2. The GGs in the instrument frame, the GRF, were discussed in detail in Sect. 2. The GGs in an Earthrelated frame, the LNOF (local north oriented frame), will be discussed here. On the one hand, we will assess the quality of these gravitational gradients and show their information content. On the other hand, we will show and discuss the contribution of the GOCE and model GGs in the LNOF. The X -axis of the LNOF points North, the Y -axis West and the Z -axis in negative radial direction.
Limitations and solutions
A direct point-wise rotation of the GOCE GG from the GRF to the LNOF, or any other frame, would project the larger GG error of V XY and V Y Z onto the other GGs. A method that would not have this disadvantage is a point-wise rotation with the GOCE V XY and V Y Z GGs replaced by model GGs, for example computed with a GOCE-only global gravity field model (Pail et al. 2011 ). Because of the 1/f behaviour of the GG error below the MB, leakage effects may occur. That is, as a result of the frame transformation, long wavelength errors in the GRF may leak to higher frequencies in the LNOF. The signal below the MB for all GGs is therefore also replaced by model signal, for example from a GRACEbased global gravity field model. The idea is to keep as much as possible the GOCE GG signal in the MB, while the signal below the MB is replaced with model GG signal (Bouman 2007; Fuchs and Bouman 2011) . The combination of GOCE GGs in the MB and model GGs below the MB requires that the former are high-pass filtered, whereas the latter are low-pass filtered with the complementary filter. An important parameter that needs to be set is the cut-off frequency of the filter. Fuchs and Bouman (2011) discuss different methods to choose the cut-off frequency. It is based on the estimation of the actual MB, that is, the frequency range in which the GG signal to error ratio is maximal.
Because the GOCE V XY and V Y Z GGs in the GRF are replaced by model GGs, the GGs in another reference frame will be a linear combination of GOCE GGs and model GGs also in the MB. For example, if we rotate from the GRF to the LNOF around the Z -axis, the V X X GGs in the LNOF will be a combination of GOCE V X X and V Y Y GGs in the GRF and model V XY GGs in the GRF. As long as these model GGs in the MB are derived from GOCE-only or GOCE-based gravity field models, this is not necessarily a problem. It is, however, of interest to assess how much the GOCE GGs contribute in the rotated frame and how much the model GGs. This depends on the size of the rotation angle and on the size of the different GG signals (in the MB). We address this issue in the next section.
Gravitational gradients in the LNOF
In contrast to the GGs in the GRF (Fig. 8) , all six GGs in the LNOF have realistic values as Fig. 10 displays. The GGs in the LNOF are shown for a time period of about 4.5 h (three orbital revolutions). The reason is simply that the long wavelength signal comes from a global gravity field model and not from the measured gradients. In addition, the less accurate V XY and V Y Z GGs are also determined by a global gravity field model. Note that the qualification 'realistic' does not imply that there are no outliers present in the GGs in the LNOF. Although we tried to detect and flag all outliers a small percentage of small outliers may remain, see Sect. 2.
The diagonal GGs of the rotated gravitational gradient tensor are evaluated using three state-of-the-art global gravity field models, EIGEN-5C, ITG-GRACE2010 and EGM2008 (Förste et al. 2008; Mayer-Gürr et al. 2010; Pavlis et al. 2008) . EIGEN-5C and EGM2008 combine GRACE data and tracking data of other satellites with terrestrial gravity data and satellite altimeter data, ITG-GRACE2010 is based on satellite data only. ITG-GRACE2010 is complete to spherical harmonic degree and order N = 180, EIGEN-5C to N = 360, and EGM2008 has spherical harmonic coefficients up to degree and order N = 2,190. Model GGs were computed along the GOCE orbit in the LNOF from all three models using the spherical harmonic coefficients up to degree and order N = 180 (ITG-GRACE2010) or 360 (EIGEN-5C and EGM2008). The differences of these GGs with respect to the GOCE GGs were computed and these differences were averaged in bins of 0.5 • (EIGEN-5C and EGM2008) or 2 • (ITG-GRACE2010). These binned averaged differences are shown in Figs. 11,12, 13 and 14 for V X X , V Y Y , V Z Z and V X Z respectively, for EIGEN-5C and EGM2008, and in Fig. 15 for ITG-GRACE2010. The differences were band-pass filtered, which emphasizes the MB where the largest impact of GOCE is expected.
For all three diagonal gravitational gradients the agreement over the oceans between GOCE and EIGEN-5C/EGM 2008 is good. One exception is the region South of Australia and Northern Canada for V Y Y . These differences do not represent real gravity signal but are probably related to a drift in differential scale factors and can largely be reduced by adjusting the in-flight calibration parameters (Bouman et al. 2010) . The agreement between GOCE and EIGEN-5C or EGM2008 over the continents is not so good. Especially in regions where the terrestrial gravity data are known to be of poor quality or not existing, the GOCE and model values are quite distinct. The differences with EIGEN-5C are largest not only in Antarctica, the Himalayas and South-East Asia, but also in Africa and South America. The differences with EGM2008 are the largest in Africa, the Himalaya and South America and to some extent also Antarctica and South-East Asia. Part of these differences may be caused by a sub-optimal weighting of terrestrial gravity data in EGM2008 as discussed in (Förste et al. 2010) . In any case, GOCE seems to deliver new valuable gravity field information.
The differences between GOCE and ITG-GRACE2010 are homogeneous in general (note the different colour scales in Fig. 15 compared with Figs. 11, 12, 13, 14) . Exceptions are the non-gravitational signatures in V Y Y close to the magnetic poles as discussed above, as well as the trackiness for high latitudes, especially visible in the V Y Y and V Z Z differences. The latter are probably caused by the well-known presence of trackiness in GRACE-only solutions, such as ITG-GRACE2010, in North-South direction.
The model content in the GGs in the LNOF is estimated by a separate rotation of GOCE and model gravitational gradients (both sets filtered as described above) and by computing the relative model contribution to the total GG signal confined to the MB (Fuchs and Bouman 2011 ). The relative model contributions in the LNOF are shown in Table 6 for V X X , V Y Y , V Z Z and V X Z . The largest rotation from GRF to LNOF is around the Z -axis. Therefore, the relative model content in V Z Z is only 2%. The rotation from GRF to LNOF is large towards the poles where the GRF follows the transition from ascending to descending tracks and vice versa. Thus, the relative model content for the other GGs is largest towards the poles. In addition, the model content in V Y Y is larger than for V X X because the rotation around roll (X -axis) is larger than the rotation around pitch (Y -axis) and the V Y Y signal energy in the MB above 12 mHz is smaller compared with V X X (Fuchs and Bouman 2011) . Again it should be noted that the rotated GGs are a combination of GOCE and model values and are therefore biased towards the model that was used. This should be kept in mind when these rotated gravitational gradients are used in, for example, gravity field determination.
Conclusions
The GOCE Level 2 gravitational gradients are available in two reference frames: the gradiometer reference frame (GRF) and the local north-oriented frame (LNOF). The GGs in the GRF are derived from the Level 1b GGs by computing and applying temporal corrections, searching and flagging outliers and external calibration of the GGs. The temporal corrections are very small and well below the estimated error level of the gravitational gradients. The percentage of detected outliers is very small, below 0.1% for all GGs. Typical outliers that are not detected are due to slow oscillations in the GG data caused by Kalman reinitialisation after data gaps in the Level 1b processing. Three different external calibration methods have been used to determine GG and/or CM scale factors. Using global gravity field models, we are able to confirm that the GG scale factors do not differ from one down to the 10 −3 level. This is confirmed by the external calibration with terrestrial gravity and GOCE SST data. The CM scale factors do not seem to differ from one to the 10 −2 to 10 −3 level.
Spectral densities of the assessed errors of the diagonal gravitational gradients show that the error of V X X and V Y Y in the GRF is approximately at the level of the requirement on the gravitational gradient trace in the upper MB, whereas these GG errors are somewhat below the requirement on the trace in the lower MB. The latter is also true for V Z Z , but in the upper MB the error is a factor of 2-3 above the requirement. The exact reason is under investigation. For all three diagonal GGs the error increases as 1/f below the MB.
The GGs in the LNOF are derived from those in the GRF by point-wise tensor rotation. Because the accuracy of V XY and V Y Z is much less than that of the other GGs, the less accurate GGs are replaced by model values computed with a GOCE-only gravity field model. Also the GG signal in the GRF below the MB of the accurate GGs is replaced by model signal because of the 1/f error increase. The Z -axes of the GRF and LNOF almost coincide and the model contribution to V Z Z in the LNOF is about 2% on average. For the other accurate GGs the rotations between GRF and LNOF are much larger. Consequently, also the model contribution in the LNOF is larger, up to 35% on average for V Y Y .
A comparison of the LNOF gravitational gradients with model gravitational gradients from EIGEN-5C and EGM2008, for a period of 10 weeks, shows good consistency over the oceans. Over the continents the consistency can become less, especially in areas with poor terrestrial gravity data. The large differences in these areas with EGM2008 may confirm that the weighting of the terrestrial gravity data in EGM2008 was not optimal. Gravitational gradient differences GOCE-ITG-GRACE2010 are quite homogenous except for trackiness at high latitudes and V Y Y close to the magnetic poles. The latter is probably related to drift in the gradiometer differential scale factors, whereas the former is probably caused by the well-known trackiness in the GRACE-only gravity field solutions.
