In network systems, a job with a large amount of work-requirement is usually divided into multiple tasks to achieving parallel computing. However, if any task is failed due to random task failures or server failures, the entire job cannot be complete. In traditional redundant computing, copies of tasks are initiated whenever the tasks are found to be failed. This is not an efficient approach from the perspective of the performance. Real-time parallel computing is more high-efficient, which makes tasks and their copies run simultaneously. In this paper, to evaluating the reliability of such a job, we first describe a complicated parallel and redundant computing environment as multiple minimal-job spanning trees (MJST) consisting of tasks and servers. Then, we design two operators of MJSTs to systemically analyze complicated failure correlations among multiple MJSTs. Finally, an algorithm based on the Bayesian theorem is presented to evaluate the reliability of a parallel job with real-time parallel computing. Illustrative examples are provided.
Introduction
Network systems (e.g. cloud computing systems) have become increasingly important for integrating various computing resources via the Internet. In the network system, there exists an important kind of job that has high computational complexities, e.g., big data processing. Such a job is usually divided into multiple tasks to be executed on heterogeneous servers in parallel. However, parallel computing also brings a negative effect on reliability. That is, if any task is failed due to random task failures or server failures, the entire job cannot be complete. Therefore, redundant computing can be adopted to achieve fault tolerant. However, in traditional redundant computing, copies of tasks are initiated whenever the tasks are found to be failed. This is not an efficient approach from the perspective of the performance. Due to the network system having a large amount of resources, it can realize more high-efficient redundant computing, i.e., tasks and their copies run simultaneously [1] .
Random task failures, server failures, and complicated failure correlations (i.e., failures of a server inevitably result in the tasks hosted on it to be failed simultaneously) make the reliability of such a redundant parallel job hard to be evaluated by adopting some existing reliability models [2, 3, 4] . For example, although our prior research [5] proposed a reliability model to investigate failure correlation between co-located tasks and the host server, it cannot be directly applied or extended to the scenario described in this paper since complicated network structure and redundant parallel computing are not taken into account.
Instead, this paper systemically studies a reliability model for a parallel job with real-time redundant computing. The primary innovation of the model is that it simplifies the complicated network structure to a set of multiple MJSTs. Then, we propose an extended expression pattern that expresses a MJST to a set of two-filed records. Then, two important operators of MJSTs are designed to analyze failure correlations among multiple MJSTs systemically. Finally, an evaluation algorithm based on the Bayesian theorem is presented to obtain the probability distribution of random job completion time, which can be used to calculate the reliability of the redundant parallel job.
Real-Time Redundant Computing in the Star-Structured Network
In principle, the network system has an operating system to perform the centralized management of a large amount of heterogeneous resources. The real-time redundant computing of a parallel job can be realized by the operating system with the following steps: 1) the operating system receives a parallel job, and becomes the start and terminal point to execute the job; 2) it divides the job into multiple tasks and creates copies for the tasks (since each copy is essential a task, in the following content, we also use term 'task' which sometimes means a copy); 3) all the tasks are sent to heterogeneous servers to be executed simultaneously. Fig. 1 shows a scenario where a parallel job is redundantly executed in the star-structured network. Figure 1 . A scenario that a parallel job is redundantly executed in the star-structured network Suppose there are servers that are assigned to run the job, and the job is divided into tasks. As shown in Figure 1 , and . Parameters and are the failure rates of server and task , respectively. The entire job has work requirement , which can be quantified as the number of instructions that need to be processed. Since the job is divided into tasks in total, the work requirement of task is , and equation is satisfied. Failure times of server and task follow exponential distributions with failure rates of and , respectively. Failures of different servers are assumed to be independent. Meanwhile, consider that recent isolation techniques (particularly, the cloud virtualization technique) are widely adopted in the network system, failures of different tasks including co-located tasks are also assumed to be independent.
Reliability Model
If task is assigned to server , its computational speed can be obtained as , where and are the maximal CPU frequency of the server and the percentage of CPU resources occupied by the task. Let denote the fault-free execution time of task , it can be derived by .
Extended Expression Pattern of a MJST
A minimal job spanning tree (MJST) is a minimal possible combination of necessary elements that guarantee the execution of the entire job. The elements in a MJST include different tasks and their host servers. Given a concrete job execution strategy expressed in the form of ( ), the total number of all possible MJSTs is . For example, as shown in Fig. 1 , the job execution strategy is ( , , ), and .
Let represent the element set of MJST . The extended expression pattern of MJST is given as (1) where ( ) is the th element in expressed as a two-filed record. and are the identifier and the fault-free execution time of the element. As seen in (1), the former elements are different tasks, and the rest elements are servers occupied by running those tasks. If a server hosts multiple tasks, its fault-free execution time is the maximal value of the fault-free execution times of the co-located tasks. Suppose is the fault-free execution time of , it can be derived as , where . Let represents the probability that all elements in set do not fail during their fault-free execution times. From (1), it can be obtained by (2) 
Two Operators of MJSTs to Analyze Failure Correlations Among Multiple MJSTs
Let denote the events that MJST is not failed during time , that is, . We design two operators to find critical element sets that result in event , respectively. The corresponding operations of MJSTs are given as follows.
• Operation 1:
Definition: and are the element sets of MJSTs and , respectively. Operator ' ' is used to found the critical elements that do not affect the run of MJST , but decides if MJST is complete. is realized by: for all , 1) if element identifier cannot be found in , then let ; 2) else get the faultfree execution time of in , and suppose it is . If , then let .
• Operation 2: Definition: and are two element sets that do not affect the run of MJST . Operator '+' is used to found the critical elements that decide if the event happens. is realized by: 1) for all , if element identifier cannot be found in , then let ; else get the fault-free execution time of in (suppose it is ). Let and delete from . 2) For all , let .
Use operations 1 and 2, we can find all critical element sets that result in events . For example, element set resulting in event can be obtained by first getting , , according to operation 1. Then, can be derived by using operation 2 iteratively.
Reliability Evaluation based on the Bayesian Theorem
After finding all possible MJSTs (i.e., , , …, ), we present an algorithm to evaluate the reliability of the parallel job with real-time redundant computing. The algorithm is based on the Bayesian theorem, which is described as follows.
• Step 1: Sort element sets , , …, in an increasing order of their fault-free execution times (i.e., ), and make element sets that have an identical fault-free execution time constitute a group. Suppose there are groups in total ( ), and is the fault-free execution time of group ( ). After grouping , , …, , the fault-free execution time of the groups are strictly increasing in , i.e., .
• Step 2: Suppose is random job completion time. For the minimal value of (i.e., ), we can first derive , where is the event that at least one of the MJSTs from group finishes the job. Suppose there are MJSTs in group ( ). Event can be expressed as . Now, using the Bayesian theorem on conditional probability, can be written as (3)
• Step 3: The other probability for ( ) can be calculated by , where is the event that none of the MJSTs from group finishes the job. Note that can be expressed as . Therefore, can be calculated by (4)
• Step 4: As seen in (3) and (4), there exists a form of probabilities that is hard to be calculated directly, i.e., . For calculating probabilities having such a form, we can use (5) In (5), the critical element sets resulting in all the events (i.e., ) can be obtained by using operations 1 and 2. Having the critical element sets, all probabilities in (5) can be calculated from (2). Now, substitute (5) into (3) and (4), and can be calculated, respectively.
•
Step 5: The reliability of the parallel job with real-time redundant computing is defined as the probability of job completion. Denoted it as , which be derived as (6)
Numerical Examples
To begin the experiments, the parameters first need to be estimated. The processing speed of a SN can be measured by mapping the CPU frequency onto the MIPS rating. The reliability parameters (i.e., the failure rates of servers and tasks) can be obtained by letting the operating system accumulates two indices: the total running time ( ) and the number of failures ( ) of individual tasks and servers. Then, according to maximum likelihood estimation, the operating system can estimate the failure rates of the individuals by calculating [6] .
Take the scenario of Fig. 1 as an example. The estimated parameters of tasks and servers are listed in Table 1 . As shown in Figure 1 , the job execution strategy is , , . We can find nine MJSTs in total (i.e.,
). According to the parameters given in Table 1 , the fault-free execution time of all elements in each MJSTs can be calculated. Then, the extend expression patterns of all MJSTs can be derived from (1), which is listed in Table 2 . The identifiers in an extended expression have two forms: means task is assigned to server , and is host server . Having the fault-free execution times of the MJSTs, we can divide them into three groups: with , with , with . According to the algorithm described in section 3.3, we first calculate . From (3), it can be written as (7) We can use the algorithm's step 4 to calculate all probabilities in (7). For example, to calculate , we can use the operation presented in section 3.2 to find the critical element set, that is, . Then, . After calculating all probabilities in (7), is derived as 0.7822. Now, we can further calculate the other probabilities . For example,
which can be calculated as 0.0961, and can also be derived as 0.1127. Finally, the reliability of the redundant parallel job shown in figure 1 is evaluated as . For verifying the correction of the proposed reliability model, we also design a simulation experiment based on the Monte Carlo method, which simulates the entire execution process of the job. Figure 2 illustrates root-mean-square errors (RMSE) of simulation results derived by running the simulation program at different times. As shown in the figure, RMSE of the expected job completion time (i.e., ) decreases with the increase of the simulation times, which means statistical results are very close to the theoretical result evaluated by the proposed model (the RMSE is almost 0.0001s when the simulation times is larger than 10000). This effectively proves that our theoretical model is justified. 
Conclusions
In this paper, we proposed a theoretical model for evaluating the reliability of a parallel job with real-time redundant computing. Theoretical modeling is always a critical research filed that can contribute to providing important information to various applications in realistic environments. For example, it can help the operating system make an optimal job execution strategy. There are many studies focused on building the theoretical model for analyzing the reliability metric. For example, Jung et al. applied a theoretical model emphasizing network delay for a parallelized task [7] . Ke et al. also proposed a theoretical model considering network topology, network traffic, and data size for a parallelized task processed by the MapReduce mechanism [8] . Bahaga and Madisetti presented a reliability model capturing numerous failures of a Hadoop system with a large number of machines [9] . However, those models do not consider real-time redundant computing, and cannot be directly applied or extended to the scenario described in this paper.
In fact, reliability evaluation is not trivial but important, since it has a significant effect on other metrics, such as performance and energy consumption. Our prior work proposed a flexible modeling approach based on the Bayesian theorem for evaluating performability metric, which depicts random performance is seriously affected by reliabilityperformance correlation [10] . Our prior work has also investigated reliability-energy correlation for a big data task, which shows that reliability factors also make the energy consumption metric become a complicated random variable [11] . But those works do not consider the important common caused failure of co-located tasks caused by failures of the host server. The reliability model presented in this paper can effectively fix this lack, and can further connect with performance models or energy consumption models for building a more comprehensive reliability-performance-energy correlation model. Due to various application environments, redundant parallel jobs in the network system may become more complicated. For example, precedence constraints on tasks can make failures of a task possibly affect other tasks. Extending the proposed reliability model to more complicated application environments will be studied in our future work.
