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Non-technical summary
In economic studies, it is often necessary to use discrete choice models with more than two alternatives of a qualitative variable. Examples are the analysis of the choice of living arrangements, of the brand choice of consumers, of the choice of modes for the journey to work, of the household portfolio choice, or the analysis of employment reactions of firms.
Multinomial probit models (in contrast e.g. to the restrictive multinomial logit models) are particularly suitable for the examination of such economic problems because of the flexible structure. For a long time, the application of flexible one-or multiperiod multinomial probit models was restricted because of the appearing multidimensional integrals. The use of such approaches has become numerically feasible, however, since the investigation of simulated estimation methods. With regard to the empirical application of flexible one-and multiperiod multinomial probit models, the simulated maximum likelihood method (SMLM), e.g. the simulated counterpart of the maximum likelihood method (MLM) (including the so-called GHK simulator), seems to be preferable. The asymptotic properties of the SMLM estimator as well as the properties with finite numbers of observations and with finite numbers of random draws in the GHK simulator have been investigated in the past. Such studies are essential to handle estimation results in the empirical work.
Often, the absolute estimated values are not the focus of empirical applications, but it is more interesting to know if the choice of an alternative depends on certain explanatory variables or on certain contemporary and/or intertemporal relationships. Based on the classical MLM, such problems can be examined with z-tests as special cases of classical test procedures. In a flexible one-or multiperiod multinomial probit model, however, the MLM, and thus the ztest, can be computationally infeasible because of the underlying multidimensional integrals.
According to the inclusion of simulators in the MLM, classical test procedures can also be associated with simulation methods. By embedding a simulator in the z-test, one gets the simulated z-test. The asymptotic properties of simulated classical tests in general have been investigated in the past, too. But, in view of the empirical application of simulated z-tests, the properties with finite sample sizes and with finite amounts of random draws in the GHK simulator are again more important than the asymptotic properties.
Hence, within the framework of Monte Carlo experiments, this paper systematically compares different versions of the simulated z-test (using the GHK simulator) in one-and multiperiod multinomial probit models. In this context, deviations between the shares of type I errors and the basic significance levels are examined as well as the number of type II errors.
In view of empirical applications, the number of observations and the number of random draws in the GHK simulator are varied. One important finding is that, in the flexible probit models, the tests on parameters of explanatory variables mostly provide robust results in contrast to the tests on variance-covariance parameters. Overall, neither the amount of random draws in the GHK simulator nor the choice of a certain version of the simulated z-test have a strong influence on the results. This finding refers to the conformity between the shares of type I errors and the basic significance levels as well as to the number of type II errors. In contrast, the number of type II errors in the simulated z-tests on variancecovariance parameters is reduced by increasing the sample size. Effects of misspecifications on simulated z-tests only appear in the multiperiod multinomial probit model. In this special case, the inclusion of the concept of the quasi maximum likelihood theory in the simulated z-test provides comparatively more favourable results.
Introduction
In economic examinations, it is often necessary to study discrete choice models with more than two alternatives of a qualitative variable. Examples are the analysis of the choice of living arrangements, the brand choice of consumers, the choice of modes for the journey to work, the choice of the practice location of general practitioners, or the household portfolio choice. Due to the flexible structure, multinomial probit models (in contrast e.g. to the restrictive multinomial logit models) are particularly suitable for the investigation of such economic problems. In particular, any intertemporal relationship which has an important influence on economic decisions can be modelled in this approach. Due to the increasing availability of panel data that include qualitative variables in several periods, such multiperiod multinomial probit models (MMPM) are likely to be applied more frequently in the future.
For a long time, the application of flexible one-and multiperiod multinomial probit models was restricted because of the underlying multidimensional integrals. The use of such approaches has become numerically feasible, however, since the investigation of simulated estimation methods (see e.g. Lerman and Manski, 1981 , McFadden, 1989 , Börsch-Supan and Hajivassiliou, 1993 , Keane, 1994 , Hajivassiliou and McFadden, 1998 . In fact, such simulated (classical) estimations were already used in empirical applications of multinomial probit models (for the economic problems mentioned above see , Chintagunta, 1992 , Bolduc, 1994 , Bolduc et al., 1997 , Asea and Turnovsky, 1998 .
By combining classical estimation methods and simulators, several approaches are possible.
With regard to the empirical use of multinomial probit models, the simulated maximum likelihood method (SMLM), e.g. the simulated counterpart of the maximum likelihood method (MLM), including the so called GHK simulator, seems to be preferable. On the one hand, this can be explained by the favourable numerical properties of the SMLM and the high precision of the GHK simulator. This simulated estimator is extremely practicable, too, since the common software packages can be used for the implementation, merely supplemented by the GHK simulation of the multidimensional integrals in the choice probabilities. In particular, this simulated estimation method was recently implemented directly in some software packages (e.g. GAUSSX and LIMDEP). More examples of the empirical use of the SMLM, including the GHK simulator, in multinomial probit models are Börsch-Supan and Pfeiffer, 1992 , and Bolduc et al., 1996 The asymptotic properties of simulated classical estimation methods in general and of the SMLM in particular have been well known for a long time. Furthermore, within the framework of Monte Carlo experiments, properties of the SMLM have been investigated with finite numbers of observations and with finite numbers of random draws in the GHK simulator (see e.g. Keane, 1994 , Lee, 1995 , 1997a , Hyslop, 1999 , Inkmann, 2000 , on binary multiperiod probit models, Börsch-Supan and Hajivassiliou, 1993 , Geweke et al., 1994 , Mühleisen, 1994 , Stern, 2000 , on one-period multinomial probit models, Geweke et al., 1997, on the MMPM, Ziegler and Eymann, 2001 , on one-and multiperiod multinomial probit models). Such systematic analyses are essential to handle estimation results in the empirical work.
But it is not only the absolute estimated value that is the focus of many empirical applications of probit models. Often, it is more interesting to know if the choice of an alternative depends on certain explanatory variables as well as on certain contemporary and/or intertemporal relationships. Based on the classical MLM, such problems can be examined with z-tests as special cases of classical test procedures. In a flexible multinomial probit model, however, the MLM, and thus the z-test, can be computationally infeasible because of the underlying multidimensional integrals. According to the inclusion of simulators in the MLM, classical test procedures can also be associated with simulation methods. By embedding a simulator in the z-test, one gets the simulated z-test. Simulated classical tests in general are discussed, and their asymptotic properties are derived, in the basic work of Lee (1999) . But, in view of empirical applications of simulated z-tests, the properties with finite sample sizes and with finite numbers of random draws in the GHK simulator are again more important than the asymptotic properties.
Such simple simulated counterparts of the z-test were calculated regularly in the previous empirical SMLM estimations of probit models (see e.g. the literature cited above). The problem of the inclusion of simulators is left entirely unconsidered in these applications, however. In particular, it is often unclear which specific version of the simulated z-test is used. Despite the application in the empirical work, simulated z-tests in probit models (to my knowledge) have not been systematically examined yet in the literature. Even analyses of z-tests based on the MLM estimation are rare (so e.g. Guilkey and Murphy, 1993, on the binary multiperiod probit model). The only Monte Carlo experiments about simulated classical test procedures are available in Lee (1997b Lee ( , 1999 . Indeed, only selected probit models are tested in these articles, but tests on single parameters are ignored.
Hence, within the framework of Monte Carlo experiments, the goal of the present paper is to provide a systematic comparison of different versions of the simulated z-test in multinomial probit models representative of the applications. In this context, the deviations between the shares of the type I errors and the basic significance levels are considered as well as the number of the type II errors. The versions of the simulated z-test differ in the various simulated estimations of the information matrix. The three most important approaches are examined (see Lee, 1999) . The first version uses the simulated Hessian matrix of the simulated loglikelihood function. The second estimation of the information matrix is constructed by the simulated counterpart of an outer product of gradient vectors of the simulated loglikelihood function. The third version is derived from the quasi maximum likelihood theory according to White (1982) . This estimation of the information matrix includes the Hessian matrix as well as the gradients of the simulated loglikelihood function.
Due to the favourable properties, the GHK simulator is included in the SMLM estimation as well as in the various estimations of the information matrix. Thus, the Monte Carlo experiments in this paper try to give practical evidence about the handling of simulated z-tests (including the GHK simulator) in multinomial probit models. One important purpose of the present paper is the examination if the third version of the simulated z-test provides comparatively more preferable results (particularly when misspecified probit models are used) because the inclusion of the concept of the quasi maximum likelihood theory in simulated classical tests seems to outperform the other examined simulated classical tests in the experiments of Lee (1999) .
Furthermore, in view of empirical applications, the number of observations and the number of random draws in the GHK simulator are varied in this paper. In contrast, Lee (1999) only examines one sample size. This makes statements about the effect of different numbers of observations on the results of simulated classical tests impossible. In particular, Lee only examines binary multiperiod probit models, but he does not analyze the empirically important multinomial probit models. In contrast, the present paper compares for the first time test results in one-and multiperiod multinomial probit models. The experimental design allows the inclusion of contemporary and (in the MMPM) intertemporal relationships. Due to the different results (in the flexible models), the comparative examination distinguishes between hypotheses about the coefficients of the explanatory variables and hypotheses about the variance-covariance parameters.
The organization of this paper is as follows. In the second section, the SMLM estimation in a flexible MMPM is explained. In the third section, simulated z-tests are described. In the fourth section, the design of the Monte Carlo experiments is illustrated. The Monte Carlo results are discussed in the fifth section, and in the last section, some conclusions are drawn.
2 Simulated maximum likelihoood estimation in multiperiod multinomial probit models
The origin of the microeconomic derivation of the MMPM (as well as of other discrete choice models) is that an agent chooses among a finite number of mutually exclusive alternatives of a qualitative variable in each of the considered time periods. In this paper, the following hypothetical utility function of observation i for alternative j in period t is examined: . . . , N ; j = 1, . . . , J; t = 1, . . . , T
In this function, z ijt = (z ijt1 , . . . , z ijtK ) is a (K-dimensional) vector with alternative specific attributes weighted by the parameter vector γ = (γ 1 , . . . , γ K ) . Below, the z ijt are summarized in the (J · K-dimensional) vector z it = (z i1t , . . . , z iJt ) , and then the z it are subsumed in the (T · J · K-dimensional) vector X i = (z i1 , . . . , z iT ) . One arrives at the MMPM if the stochastic components ε ijt are:
The (J · T -dimensional) random vectors ε i (i = 1, . . . , N ) are independent among each other and are independent of all X i . Different versions of the MMPM result from various restrictions about Σ. If Σ is the identity matrix, one arrives at the specific multiperiod multinomial independent probit model. But in particular, a flexible structure of Σ, and thus, a flexible approach of the MMPM according to is considered in the following.
Here, the stochastic utility components ε ijt permit any contemporary correlation between the alternatives j = 1, . . . , J as well as time invariant stochastic effects and intertemporal autoregressive relationships (see also Ziegler and Eymann, 2001) :
For t = 0, 1, . . . , T it is η ijt ∼ N V (0; σ 2 η j ), whereby the η ijt are uncorrelated over all periods. For t = 1, . . . , T it is (∀j, j ) cov(η ijt , η ij t ) = σ η jj . The ρ j (whereby |ρ j | < 1) are termed autocorrelation coefficients for category j. Further on, it is α ij ∼ N V (0; σ 2 α j ) with cov(α ij , α ij ) = σ α jj , whereby the α ij and the ν ijt are uncorrelated with each other. Finally, the components of the variance-covariance matrix Σ of ε i (i = 1, . . . , N ; j, j = 1, . . . , J; t, t = 1, . . . , T and t ≥ t ) are:
With respect to the formal model identification, in the Monte Carlo experiments of this paper the coefficients σ 2 η J and σ 2 η J−1 are restricted to the value one and the coefficients σ η jJ (∀j = J) are restricted to the value zero. Upon consideration of the multiperiod approach, the variance-covariance parameters of the stochastic effects σ 2 α J and σ α jj (∀j = j ) as well as the autocorrelation coefficient ρ J are restricted to the value zero (for the formal identification of multinomial probit models, see also Bolduc, 1992 , Bunch, 1991 , Dansie, 1985 . Notice that in the basic SMLM estimations of this paper, instead of the variances σ 2 η j (j = 1, . . . , J − 2) and σ 2 α j (j = 1, . . . , J − 1), the corresponding standard deviations σ η j and σ α j are included. Furthermore, instead of the covariances σ η jj (j, j = 1, . . . , J − 1; j = j ), the corresponding correlation coefficients corr(η ijt , η ij t ) = σ η jj /σ η j σ η j are included.
Accordingly, in the Monte Carlo experiments, the formulation of the null hypotheses refer to these transformed parameters.
Below, all free and estimating coefficients (i.e. the parameters of the explanatory variables and, in the flexible approach, the variance-covariance parameters) of the examined probit models are summarized in the vector θ = (θ (1) , θ (2) , . . .). According to the stochastic utility maximization hypothesis (see e.g. Börsch-Supan, 1987: 12 ff), the observation i chooses category j in period t if j maximizes the utility under all J alternatives of the qualitative variable. Over time, every observation can choose J T different category sequences in a multiperiod consideration. Thus, in regard to a chosen category sequence s, an observation has to choose a particular alternative in every period. In the flexible MMPM, the resulting probability P is (θ) that observation i chooses category sequence s is a (J − 1) · T -dimensional integral.
As J and/or T grow, the computation of these multidimensional integrals is not feasible with deterministic numerical integration methods. Instead, the choice probabilities P is (θ) can be approximated quickly and well with (unbiased) stochastic simulation methods, i.e. with R repeated transformed draws of pseudo random numbers (see e.g. the overviews in Hajivassiliou et al., 1996 , Vijverberg, 1997 . A simulated choice probability P is (θ) can be obtained by including such a simulator. In comparative Monte Carlo experiments, it has been shown that the GHK (Geweke-Hajivassiliou-Keane) simulator (see Börsch-Supan and Hajivassiliou, 1993 , Geweke et al., 1994 , Keane, 1994 outperforms other simulation methods for approximating the true probability (see also Mühleisen, 1994) . Hence, in this paper, only the GHK simulator is considered.
By connecting an (unbiased) simulation method and the MLM, one obtains the SMLM (see e.g. Gouriéroux and Monfort, 1996: 41 ff) . Below, all explanatory variables are subsumed in the vector X i , and the (
whereby s ∈ S, and S represents the set of all potential J T category sequences. By embedding the simulator P is (θ) in the MLM approach and considering N independent observations (Y i , X i ) in the MMPM, one obtains the particular SMLM estimator:
Below, the true unknown and estimating parameter vector is termedθ = θ (1) ,θ (2) , . . . .
Simulated z-tests
Statistical hypotheses about several componentsθ (q) (q = 1, . . . , dim θ) ofθ are tested in this paper. Thus, the null hypotheses have the appearance:
To examine such problems, the z-test as a special case of the Wald test (see e.g. Gouriéroux and Monfort, 1995: 84 ff) is the classical approach. The basis for this test procedure is the classical MLM estimation. But due to the existence of multidimensional integrals in the flexible MMPM, the MLM, and thus the z-test, is computationally not feasible if J and/or T are sizable. Corresponding to the inclusion of simulators in the MLM, such simulation methods can also be connected with classical test procedures (see Lee, 1999) . Specifically, by embedding an (unbiased) simulator in the z-test, one obtains the simulated z-test. The test statistic is:
SM LM
Note that the computation of SZT depends on the SMLM estimatorθ SM LM . In addition, in the flexible MMPM, more simulations have to be performed in the context of var θ (q)
and thus in the context of the estimation of the information matrix .
The GHK simulated estimation of the information matrix takes place in different ways in this paper. The first approach uses the Hessian matrix, the second approach uses the outer product of gradient vectors of the simulated loglikelihood function. Corresponding to the quasi maximum likelihood theory (see White, 1982) , the third approach includes the gradients as well as the Hessian matrix of the simulated loglikelihood function. The three versions of the test statistic of the simulated z-test derived in these ways are referred to as SZT 1 , SZT 2 and SZT 3 . Note that the gradients of the simulated loglikelihood function are calculated analytically in the computation of the various simulated z-test statistics. Indeed, these gradients are differentiated numerically (by using the GAUSS module OPTMUM).
Neither the inclusion of a specific (unbiased) simulator nor the inclusion of a specific (consistently simulated) estimation of the information matrix in the simulated Wald test in general and in the simulated z-test in particular have any influence on the asymptotic properties (see Lee, 1999) . The asymptotic properties of the simulated classical test procedures differ from the asymptotic properties of the unsimulated classical test procedures, however. This can particularly be ascribed to the different asymptotic properties between the underlying MLM and SMLM estimators (see also Gouriéroux and Monfort, 1991 , Hajivassiliou and Ruud, 1994 , Lee, 1995 . The analyses of Lee (1999) implicate that under H 0 , the test statistic SZT asymptotically has a normal distribution with mean √ λ and variance 1, if lim N →∞ √ N R = c, in which R is the number of pseudo random draws in the considered simulator, c is a finite constant, and λ is a noncentrality parameter that arises from the noncentral χ 2 distribution of the test statistics of simulated classical test procedures. If c = 0, then λ = 0, and thus the asymptotic properties of the unsimulated test procedures are reached so that under H 0 , the test statistic SZT asymptotically has a standard normal distribution.
When the simulated classical test procedures are applied to the empirical work, the asymptotic properties become less interesting again. Thus, the properties with finite numbers N of observations and with finite numbers R of random draws in the included simulator are much more important. Remember that in the following Monte Carlo experiments about simulated z-tests, the GHK simulator is considered exclusively. This choice refers to the underlying SMLM estimation as well as to the simulated estimation of the information matrix. Furthermore, it refers to the analysis of independent probit models, too, although the problem of multidimensional integrals does not appear in that approach, even if J and/or T are high.
This strategy ensures that the influences of the model specification on the test results can be exclusively examined.
Design of the Monte Carlo studies
The following Monte Carlo experiments try to give practical evidence about the handling of simulated z-tests in one-and multiperiod multinomial probit models. As an example of the one-period multinomial probit model, the one-period four-alternative probit model is examined (this model is e.g. applied in Bolduc et al., 1996) . In contrast to the consideration of a simpler one-period three-alternative probit model, in such a model, a more complex analysis of simulated z-tests on variance-covariance parameters is possible since in the oneperiod three-alternative approach, only two coefficients of the contemporary correlations can maximally be estimated. As an example of the MMPM, the five-period three-alternative probit model is considered (this model is e.g. applied in Börsch-Supan and Pfeiffer, 1992, and . Besides the common empirical application of such a MMPM, this choice results from the acceptable computing time, too. A strong increase of the number T of periods and/or the number J of alternatives would lead to calculating time problems.
In all experiments, 200 replications of the data generating process (DGP) are considered.
It should be mentioned that this number is rather small for a systematic examination of test procedures. However, due to the long computing time, it was not possible to use many more replications of a DGP, even for the considered probit models. Furthermore, the strict investigation of the conformity with the underlying significance levels is not focussed in this paper, but the comparative analysis of the various versions of the simulated z-test, of several multinomial probit model specifications, and of different test problems are. In addition, the influence of the sample size N and of the amount R of random draws in the GHK simulator is studied. In this respect, 200 replications of the DGP are sufficient to draw many conclusions.
The tested null hypotheses are
Based on the DGP explained below, these formulations of the null hypotheses guarantee that deviations between the shares of type I errors and the basic significance levels as well as numbers of type II errors can be investigated. According to the 5% and 10% quantiles of the standard normal distribution, the relative frequencies of the rejected null hypotheses in all 200 replications of the DGP are examined. The outcomes are derived from the three versions SZT 1 , SZT 2 and SZT 3 of the simulated z-test statistic which refer to the particular simulated variance estimations.
The DGP in the considered flexible multinomial probit models are the same as in Ziegler and Eymann (2001) . In this article the SMLM estimations of these specific probit models are exclusively investigated. By considering the same DGP in the present paper, relations between the basic SMLM estimates and the simulated z-tests on these parameters can be examined. In the experiments, the same (pseudo) random generated explanatory variables are used in all replications of the DGP (even for different numbers R of random draws in the GHK simulator). The explanatory variables generated at lower N are included in the SMLM estimation when the number N of observations is increased. By comparison, the random draws for deriving the GHK simulator are modified for any observation over the 200 replications of the DGP. But when N or R are increased successively, the random draws generated at lower N or R are included correspondingly.
Experiment one: One-period four-alternative probit model
Firstly, the following one-period multinomial probit model is examined (i = 1, . . . , N ; j = 1, . . . , 4):
The two alternative specific attributes are (i = 1, . . . , N ; j = 1, . . . , 4):
In the DGP, the values of the parameters of these attributes are:
In regard to the variance-covariance parameters of the DGP, on the one hand, the independent probit model is examined and, on the other hand, contemporary correlations are considered (since T = 1, it follows α ij = ρ j = 0; ∀j), so thaṫ
The SMLM estimation is undertaken either in the independent probit model or in the flexi- 
Experiment two: Five-period three-alternative probit model
Concerning the analysis of panel data, the following MMPM is examined (i = 1, . . . , N ; j = 1, . . . , 3; t = 1, . . . , 5):
In view of intertemporal relationships (see also the examinations in Geweke et al., 1997) , the two alternative specific attributes are (i = 1, . . . , N ; j = 1, . . . , 3; t = 1, . . . , 5):
In regard to the variance-covariance parameters of the DGP, on the one hand, the independent probit model is examined, and on the other hand, various contemporary and intertemporal correlations are considered, so thaṫ σ η j = 1 (j = 1, . . . , 3)ċorr(η ijt , η ij t ) = 0 (j, j = 1, . . . , 3; j = j ) σ α j = 0 (j = 1, . . . , 3)
The In the table, the analysis of the tested null hypothesis H 0 :γ 1 = 0, and thus the analysis of the number of the type II errors, is clear (sinceγ 1 = 1 in the DGP, the validity of the alternative hypothesis H 1 is considered here). Independent from the number N of observations and the number R of random draws in the GHK simulator, as well as independent from the various versions of the simulated z-test statistic, the null hypothesis is correctly rejected without In contrast to the aforementioned analysis, the testing of H 0 :γ 2 = 0, and thus the analysis of the deviations between the shares of the type I errors and the basic significance levels, is slightly more sophisticated (sinceγ 2 = 0 in the DGP, the validity of the null hypothesis H 0 is considered here). If the DGP is characterized by the one-period four-alternative independent probit model (see the upper part of table 1), the shares of the rejected H 0 have an excellent conformity with the underlying significance levels, in particular for N = 2000. Note that this result holds despite the small number of 200 replications of the DGP. Neither R nor the various simulated z-test statistics have a systematic influence on the relative frequencies.
If the DGP consists of contemporary correlations, the shares of the incorrectly rejected null hypotheses H 0 :γ 2 = 0 are below the underlying significance levels (see the lower part of 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 R = 10γ 2 = 0 0.030 0.030 0.080 0.075 0.030 0.035 0.060 0.050 N = 1000γ 1 = 0 1.000 1.000 1.000 1.000 1.000 0.995 1.000 0.995 R = 50γ 2 = 0 0.030 0.025 0.065 0.095 0.025 0.020 0.055 0.065 N = 1000γ 1 = 0 1.000 1.000 1.000 1.000 1.000 0.990 1.000 0.995 R = 200γ 2 = 0 0.030 0.025 0.075 0.080 0.030 0.030 0.055 0.055 N = 2000γ 1 = 0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 R = 10γ 2 = 0 0.050 0.050 0.110 0.110 0.015 0.010 0.025 0.035 N = 2000γ 1 = 0 1.000 1.000 1.000 1.000 1.000 0.980 1.000 0.980 R = 50γ 1 = 0 0.050 0.050 0.100 0.105 0.015 0.010 0.035 0.040 type II error ever occur (sinceγ 1 = 1 in the DGP, the validity of the alternative hypothesis H 1 is considered here again). But also if the DGP consists of contemporary correlations, the null hypothesis is only sporadically incorrectly maintained (applying the test statistic Overall, it should be emphasized that in the considered one-period four-alternative probit model, the simulated z-test on γ 2 is affected by the underlying DGP. If the DGP is characterized by the independent probit model, the relative frequencies of the incorrectly rejected H 0 :γ 2 = 0 are close to the basic significance levels. In contrast, if the DGP consists of contemporary correlations, the corresponding frequencies are below the basic significance levels. The last result holds in the misspecified independent probit model, too. Thus, no specific effects of the model misspecification on the testing of H 0 :γ 2 = 0 arise here. Note that by using the various test statistics SZT 1 (in the independent probit model) as well as SZT 2 and SZT 3 , the shares of the type I errors (independent of N , R and the underlying DGP) are very similar.
Simulated z-tests on the variance-covariance parameters
The simulated z-tests on the variance-covariance parameters in the flexible one-period fouralternative probit model give more mixed results. 
This allows the examination of the conformity between the shares of type I errors and the basic significance levels. In contrast, the validity of the various alternative hypotheses H 1 is considered on the right side of the table. Here, the DGP consists of contemporary correlations withσ η 1 = 1.5,σ η 2 = 0.5 anḋ Indeed, the simulated z-tests on these variance parameters (in contrast to the simulated z-tests on the coefficients of the explanatory variables) show differences between the use of the test statistics SZT 2 and SZT 3 . When SZT 2 is used, the share of the incorrectly rejected null hypotheses, in particular for N = 1000, is noticeably below the basic significance levels. The application of SZT 3 has a better conformity, however. But also the testing of H 0 :ċorr(η i11 , η i21 ) = 0 shows for N = 1000 different shares of the type I errors when test, provides hereby slightly more robust results concerning the conformity with the basic significance levels. In contrast, R has again no systematic effects.
Differences occur in particular between the simulated z-tests on the coefficients of the explanatory variables (see table 2) and the simulated z-tests on the variance-covariance parameters when the number of the type II errors is analyzed. On the right side of table 3, incorrectly maintained null hypotheses about the parameters of the contemporary correlations arise repeatedly. The smallest number of type II errors, independent of N and R, occurs in the testing of H 0 :ċorr(η i11 , η i31 ) = 0. H 0 :σ η 1 = 1 is also frequently correctly rejected, in particular for N = 2000. In contrast, for N = 1000, the testing of H 0 :ċorr(η i11 , η i21 ) = 0, and particularly the testing of H 0 :σ η 2 = 1 lead to many type II errors. Again, R has no systematic influence, whereas the increase of N always generates an increase of the correctly rejected null hypotheses.
By comparison, the test statistic SZT 2 provides a higher number of correct rejections of Just as the analysis of H 0 :γ 1 = 0 in the one-period four-alternative independent probit model (see table 1), according to table 4 , this null hypothesis is also correctly rejected in the five-period three-alternative independent probit model in all 200 replications of the DGP. Again, the analysis of H 0 :γ 2 = 0 is more sophisticated. According to the upper part of and SZT 3 again. Note that for a small number N = 250 of observations, in this correctly specified five-period three-alternative independent probit model, the conformity between the relative frequencies and the underlying significance levels is more accurate than the (good) conformity in the correctly specified one-period four-alternative independent probit model for moderate N = 1000 (see the upper part of table 1).
In contrast, if the DGP consists of contemporary and intertemporal correlations, the shares of the incorrect rejection of H 0 :γ 2 = 0 are (partially noticeably) higher than the basic significance levels. Thus, strong impacts on the test results occur in the misspecified fiveperiod three-alternative independent probit model. Whereas R, again, has no systematic influence on the frequencies of the type I errors, an increase of N mostly decreases the number of the incorrect rejection of H 0 :γ 2 = 0, but to a minor degree. In contrast, the choice of the version of the simulated z-test statistics has stronger effects. When SZT 3 is applied, the shares of the incorrect rejection of H 0 :γ 2 = 0 are closer to the basic significance levels in comparison to the use of SZT 1 , and in particular to the use of SZT 2 . Hence, in this misspecified independent probit model, the inclusion of the concept of the quasi maximum likelihood theory in the simulated z-test is preferable. But note that even by applying SZT 3 , the relative frequencies of the type I errors are, without exception, all higher than the underlying significance levels.
Simulated z-tests on the parameters of the explanatory variables
In order to avoid misspecifications, contemporary and intertemporal correlations should be taken into account in the five-period three-alternative probit model. In this context, simulated z-tests on the parameter of the explanatory variables are examined now. In view of the conformity between the shares of the type I errors and the basic significance levels, the testing of H 0 :γ 2 = 0 also provides robust outcomes (sinceγ 2 = 0 in the DGP, the validity of the null hypothesis H 0 is considered here again). Contrary to the flexible one-period four-alternative probit model (see and SZT 3 have a systematic influence. Furthermore, R still has no specific effects.
Simulated z-tests on the variance-covariance parameters
The simulated z-tests on the variance-covariance parameters in the flexible five-period threealternative probit model lead again to substantially more mixed results. Based on the significance levels 5% and 10%, table 6 reports the shares of the rejected null hypotheses about the coefficients of the contemporary, time invariant and autoregressive correlations.
amined again. On the left side of the table, the validity of the various null hypotheses H 0 is considered. Thus, the DGP is characterized by the five-period three-alternative independent probit model withσ η 1 = 1,ċorr(η i1t , η i2t ) =ρ 1 =ρ 2 = 0. This allows the analysis of the conformity between the shares of type I errors and the basic significance levels. It should be taken into account that under the consideration of the null hypotheses H 0 :σ α 1 = 1 and H 0 :σ α 2 = 1, this analysis is not possible for the two parameters of the stochastic effects, since it isσ α 1 =σ α 2 = 0 in the DGP. On the right side of table 6, the validity of the various alternative hypotheses H 1 is considered. Here, the DGP consists of contemporary and intertemporal correlations withσ η 1 = 1.5,ċorr(η i1t , η i2t ) = 0.5,σ α 1 = 1.5,σ α 2 = 0.5,ρ 1 = 0.8, ρ 2 = 0.5. Thus, the number of type II errors can be examined.
According to the left side of table 6, in regard to the conformity with the basic significance levels, more instabilities occur in comparison with the simulated z-tests on the parameters of the explanatory variables (see table 5 ). Independent of N and R, the relative frequencies of the incorrect rejection of H 0 :σ η 1 = 1 are always below the underlying significance levels, in particular when SZT 2 is used. In contrast, when H 0 :ċorr(η i1t , η i2t ) = 0 is tested, the corresponding shares never fall below the theoretical values 5% and 10%. With regard to the shares of the incorrect rejection of H 0 :ρ 1 = 0 and H 0 :ρ 2 = 0, values above as well as below the basic significance levels arise. When the last two null hypotheses are tested, the application of SZT 3 leads to noticeably higher shares of the type I errors than the application of SZT 2 . Overall, in respect to the conformity with the basic significance levels, no general advantage of one version of the simulated z-test statistic can be derived. Furthermore, N and R have no systematic influence on the numbers of the type I errors.
In contrast, the increase of the sample size N (for the same amount R of random draws in the GHK simulator) leads again (as expected) always to a decrease of the numbers of the type II errors (see the right side of table 6). Indeed, like in the simulated z-tests on the variancecovariance parameters in the flexible one-period four-alternative probit model (see the right side of table 3), incorrectly maintained null hypotheses repeatedly occur. Again, these results contradict the outcomes when hypotheses about the coefficients of the explanatory variables are tested (see table 5 ). It can be recognized that the testing of H 0 :ρ 2 = 0 causes, without exception, more type II errors than the testing of H 0 :ρ 1 = 0. This finding is not surprising, however, since in the DGP it isρ 1 = 0.8, butρ 2 = 0.5 Furthermore, the increase from R = 10 to R = 50 leads (for the same N ) to an increase in the number of the correct rejections of the null hypotheses mentioned at last. It should be noted, however, that using SZT 2 (for N = 250) the share of the incorrectly maintained H 0 :ρ 1 = 0 rises if the number of random draws in the GHK simulator increases from R = 50 to R = 200. Generally, the increase of R often causes an increase of the number of the type In the context of the simulated z-tests on the coefficients of the explanatory variables, N and R have no effects on the numbers of the type II errors, too. In the one-period four-alternative probit model as well as in the five-period three-alternative probit model, the null hypothesis H 0 :γ 1 = 0 is almost always correctly rejected. This result holds in the correctly specified probit models as well as in the misspecified independent probit models. It can not be proved that these test results can be transferred to other probit models, however. It is plausible that the outcomes are strongly influenced by the parameter formations in the DGP, in particular byγ 1 = 1. In the future, more investigations on this test problem are desirable.
Furthermore, the results refer to multinomial probit models which exclusively include alternative specific explanatory variables. Own unpublished studies have shown that the added SMLM estimation of coefficients of individual specific explanatory variables (which do not vary between the alternatives) can be less precise and less stable than the SMLM estimation of coefficients of alternative specific variables (for the problem of the identification of the estimation of one-period multinomial probit models which exclusively include individual specific explanatory variables, see also Keane, 1992, or the application in Rennings et al., 2001) .
Thus, it is not clear if simulated z-tests on parameters of individual specific explanatory variables lead to similar results as simulated z-tests on parameters of alternative specific explanatory variables. Since the inclusion of individual specific explanatory variables in probit models occurs in empirical applications, a systematic examination of simulated z-tests on such parameters would be very desirable in the future.
In the misspecified five-period three-alternative independent probit model, the shares of the incorrect rejection of H 0 :γ 2 = 0 are noticeably higher than the underlying significance levels.
In this case, the inclusion of the concept of the quasi maximum likelihood theory (according to White, 1982) in the test statistic SZT 3 of the simulated z-tests is preferable. Hence, in comparison to the use of the test statistics SZT 1 and SZT 2 , the conformity between the relative frequencies of the type I errors and the basic significance levels can be noticeably improved. In contrast, in the misspecified one-period four-alternative independent probit model, such differences between the various versions of the simulated z-test do not exist.
Indeed, in order to avoid misspecifications in the empirical application, flexible models should be used, e.g. the flexible one-period four-alternative probit model or the flexible five-period three-alternative probit model. With regard to the conformity between the shares of the type I errors and the basic significance levels in simulated z-tests on the coefficients of the (alternative specific) explanatory variables, the use of SZT 3 (surprisingly) does not yield substantial advantages in these approaches. In contrast, the application of SZT 1 can not be suggested because of the repeatedly occurring numerical problems. It should be remarked that such computational problems do not appear in the independent probit models, but in the empirically more important flexible multinomial probit models.
The results of the tests on variance-covariance parameters permit no clear recommendations of a specific version of the simulated z-test statistic, too. On the one hand, the use of SZT 3 seems to provide (as expected) more robust results in the flexible one-period four-alternative probit model. But, with regard to the deviations between the shares of the type I errors and the basic significance levels, as well as with regard to the numbers of the type II errors, this finding does not hold for all formulated hypotheses. In particular, compared to the use of SZT 2 , the use of SZT 3 is not systematically preferable in the flexible five-period three-alternative probit model.
In contrast, a clear result is the substantially less stable testing of the hypotheses about the parameters of the contemporary and (in the five-period three-alternative probit model)
intertemporal correlations compared with the testing of the hypotheses about the coefficients of the (alternative specific) explanatory variables. This finding corresponds to the likewise substantially less stable SMLM estimation of the variance-covariance parameters compared with the SMLM estimation of the parameters of the explanatory variables (see Ziegler and Eymann, 2001) . Consequently, a strong relation between the underlying SMLM estimations of the coefficients and the corresponding simulated z-tests on these coefficients exists here.
Concerning the number of the type I errors in the testing of the hypotheses about the variance-covariance parameters, very uneven values occur when the various simulated ztest statistics are applied. It should be emphasized that besides the choice of SZT 2 and SZT 3 , the number N of observations as well as the number R of random draws in the GHK simulator have surprisingly no systematic influence on the conformities between the shares of the incorrectly rejected null hypotheses and the basic significance levels. In contrast, the underlying SMLM estimation of the variance-covariance parameters with lower R and N provides stronger biases than the corresponding SMLM estimation with higher R and N (see also Ziegler and Eymann, 2001) .
The instability of the simulated z-tests on the variance-covariance parameters particularly arises for the amounts of the type II errors. For all variations of N and R, hypotheses about the parameters of the contemporary and intertemporal relationships are very often incorrectly maintained in the examined flexible multinomial probit models. These outcomes contradict the results in the simulated z-tests on the coefficients of the (alternative specific) explanatory variables. Note that in the simulated z-tests on the variance-covariance parameters, R again has no systematic effect on the numbers of the type II errors. Only if hypotheses about the autocorrelation coefficients are tested, an increase of R (for the same N ) often (but not without exception) leads to an increase in the numbers of the correctly rejected null hypotheses.
In contrast, an increase of the number N of observations always has a positive effect on the numbers of the correct rejections of the null hypotheses. Thus, in the examined flexible oneand multiperiod multinomial probit models, a rise of N leads to a partly substantial decrease in the numbers of the type II errors when the simulated z-tests on the variance-covariance parameters are undertaken. According to the remarks above, this finding indicates that an increasing number N of observations could also reduce the amount of the incorrectly maintained null hypotheses about the coefficients of the explanatory variables if the DGP is characterized by other parameter constellations. Hence, a systematic analysis of this problem would be desirable in the future, too.
