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In this paper, we propose an approach for object position estimation using known camera location and motion parameters.
For a rotorcraft with inertial-guidance systems, the information about camera state is continuously available as the rotorcraft moves.
This information can thus be used to facilitate the processes of motion estimation and scene reconstruction. For example, the location of the focus of expansion (FOE) in the image plane can be readily determined.
In addition, we assume the image acquisition rate is high enough that an image feature will not move by more than a few pixels in the next image frame. Such closely sampled images will minimize the correspondence problem between successive images. The forward moving camera situation is the worst case in depth estimation because the optical flow in the image is small compared to other motion cases.
We overcome this
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problem by integrating information over a long sequence of images. As imageframes are accumulated, the baseline betweenthe current frame and the first frame increases, which givesbetter motion estimates. Baker and Bolles [Baker89, Bolles87] (1) the one which satisfies the position estimate; (2) the one which is in the direction away from the FOE and is nearest; and (3) the one which is in the direction towards the FOE and is nearest. The main reason to include (3) as a legal match is to compensate the feature detection noise.
These three criteria will also determine the weights in the position estimation (see Section 4). Fig. 5 where w k is the weight and t is the current time.
J is to be minJmiz_ to obtain a least squares estimate. The weight will be determined by the result of matching.
It is defined
as:
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We use incremental weighted least squares for estimating the 3D position of the features being tracked.
The main reason for that is its simplicity. Kalman f'dtering is another choice as described in [Matthies89].
However, we would like to demonstrate that using our feature tracker, a simple estimation method can still achieve accurate estimates.
As we know, the line-of-sight determined by the camera center and the image feature position will also pass through the 3D position of the world feature. As time elapses, we can obtain for a certain feature a set of lines-of-sight which, theoretically, will intersect at its true 3D position.
However 
