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Abstract. The paper deals with an algorithm of texturing of 
the surface of 3D human head model. The proposed algo-
rithm generates a texture consequently of several camera 
frames of the input video sequence. The texture values from 
the camera frames are mapped on the surface of the 3D 
human head model using perspective projection, scan line 
and 3D motion estimation. To decrease the number of  
camera frames a filling of empty places by a simple inter-
polation method has been done in the texture plane.  
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1. Introduction 
MPEG-4 [1] has shortly come up with a clear position 
in favor of detailing special classes of synthetic objects, 
which were considered of particular importance in audio-
visual scenes. Among these, the human face has deserved 
major attention and specific parameters have been stan-
dardized for its calibration and motion. Besides calibration 
and motion of a generic 3D human head model in order to 
allow a photo-realistic appearance of the model a texture 
have to be mapped to its surface. The texture is similar to 
a still image and can be compressed by any technique suit-
able for compression of still images [2]. While a texture, 
extracted from the single frontal view camera frame of the 
input video sequence, is very simple on the other side 
a texture obtained by 3D scanner is full one.  
The paper presents an algorithm of texturing of the 
surface of a specific 3D wire frame model using a combi-
nation of textures from several camera frames. Such a way 
we keep possibility of generation of more complex texture 
from the input video sequence without the need of a 3D 
scanner.  
2. An Algorithm of Texturing 
The texture gives 3D human head model the final ap-
pearance and represents color values of surface points. The 
textured 3D human head model should be the same as a 
real human head in the input video sequence, therefore its 
texture must be obtained from the video sequence. Tex-
turing of the surface of 3D human head model is based on 
mapping of the texture values of the points in a texture 
plane to the corresponding ones on the surface. Assuming 
constant luminance conditions we can obtain the texture 
for whole surface of 3D human head model from a few 
frames. 
If motion parameters Θh, Θv, Θr, th, tv, tr of the 3D hu-
man head model [3] are known then the moved model 
point M΄=(h΄, v΄, r΄)T is perspective projected to the corre-
sponding one (i’,j’) in a frame. Afterwards the texture 
value of the nearest point to (i’,j’) on the frame lattice is 
assigned to the initial model point M=(h, v, r)T. Note that 
we do not know the coordinates of all surface points, be-
cause only the vertices define the 3D human head model in 
the model coordinate system (MCS). For obtaining a 
texture for the whole surface of the 3D human head model, 
first its polygonal structure is projected polygon by 
polygon to the frame. Then the inside of each polygon of 
the 3D human head model in MCS is projected to the one 
of the corresponding polygon in the frame (Fig. 1). 
 
Fig. 1. Projection of a polygon of 3D human head model from 
MCS to the frame. 
By the scan line algorithm [4] we can obtain consequently 
coordinates (i’,j’) of all lattice points inside of each pro-
jected polygon in the frame. The relationship between the 
coordinates (i’,j’) and the initial ones (h,v,r) of the corre-
sponding model point for the known 3D motion parameters 
Θh, Θv, Θr, th, tv, tr is given by a linear system of two 
equations [3] 
Frame 
j 
i 
v 
h r 
MCS 
RADIOENGINEERING, VOL. 13, NO. 4, DECEMBER 2004 45 
⎥⎦
⎤⎢⎣
⎡
−++−−
−+−−−=
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎦
⎤⎢⎣
⎡
−−Θ−−Θ−Θ−Θ+−
−−Θ−−Θ−−Θ+Θ
)'()'(
)'()'(
)'()'()'(
)'()'()'(
00
00
000
000
jjttfjjd
iittfiid
r
v
h
jjfjjfjjf
iifiifiif
rhx
rvy
vxhrxvx
hyhyrvy
 
 (1) 
where fx and fy are the scaled focal lengths of a camera, and 
d is the distance between the centers of MCS and camera 
coordinate system (CCS). Rewriting eq.(1) to the matrix 
form we get 
DMC =  . (2) 
The number of unknowns in eq. (1) is bigger than the 
number of equations therefore it is impossible to compute 
the coordinates (h,v,r) exactly by it. The (h,v,r) of a surface 
point of a polygon in MCS can be substituted by its bary-
centric coordinates (b1,b2,b3) [5] as follows 
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or in the matrix form 
BSM=  , (4) 
where (h1,v1,r1); (h2,v2,r2); (h3,v3,r3) are the coordinates of 
the polygon vertices in MCS. In general, for barycentric 
coordinates it is valid 
1321 =++ bbb  , (5) 
3,2,1  ,1 0 =≤≤ ibi  . (6) 
From eq. (2) and (4) we get the system of two linear 
equations 
DBSC =)(  . (7) 
If C S=E then eq. (7) in conjunction with eq. (5) gets the 
system of three linear equations with three unknown 
barycentric coordinates (b1,b2,b3)  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
1111
2
1
3
2
1
232221
131211
d
d
b
b
b
eee
eee
 , (8) 
or in the matrix form 
GBE =  . (9) 
For the coordinates (i’,j’) of an inner point of the 
polygon in the frame we can compute the barycentric coor-
dinates (b1,b2,b3) of the corresponding inner point of the 
polygon on the surface of the 3D human head model from 
eq. (9). Finally, by eq. (3) from (b1,b2,b3) we get the coor-
dinates (h,v,r) of the surface point in MCS to which the 
texture value from (i’,j’) in the frame will be assigned. 
Assuming known 3D motion parameters Θh, Θv, Θr, 
th, tv, tr in a frame of the input video sequence, the pro-
posed algorithm of texturing of the surface of a polygon 
(triangle) of the 3D human head model includes 6 steps: 
1 3D moving of vertices of the polygon. 
2 Perspective projection of the rotated and trans-
lated vertices of the polygon on the frame. 
3 Scan line algorithm to obtain integer coordinates 
(i’,j’) of the inner points of the projected polygon 
in the frame. The coordinates of polygon vertices 
in the frame are in the float format. 
4 Computing of barycentric coordinates (b1,b2,b3) 
by eq. (9) of the corresponding surface point for 
each point (i’,j’) from the third step.  
5 Getting coordinates (h,v,r) of the inner point of 
the polygon on the surface of the 3D human head 
model by eq. (3) from barycentric coordinates 
computed in the fourth step. 
6 Finally we assign the texture value of the point 
(i’,j’) in the frame to the corresponding surface 
point with coordinates (h,v,r). 
The algorithm of texturing of the surface of the 3D 
human head model is done polygon by polygon. We cannot 
generate a texture of the whole surface only from one 
frame of the input video sequence because in each frame 
only a particular part of the human head is seen. Therefore 
a texture for the whole surface of 3D human head model is 
generated by a combination of textures from a few frames 
of the input video sequence [6]. The combined texture is 
stored in the texture plane in a decoder, where it is used for 
texturing of the surface of the 3D human head model. Then 
the proposed algorithm of texturing is composed of a 
generation of the texture plane and mapping of its texture 
content on the surface of the 3D human head model. 
In a decoder the texture plane is empty by the 
beginning of generation. The extracted texture value for the 
surface point M=(h, v, r) of the 3D human head model will 
be assigned to the projected point in the texture plane with 
cylindrical coordinates 
round(v)s =  , (10) 
))/arctan(( rhmroundt =  , (11) 
where m is a horizontal scale of the texture plane and 
round means round operator. If there is no texture value at 
the projected position (s,t), the extracted texture value is 
stored at this position. Otherwise, the following equation is 
used to incorporate the new texture value into the texture 
plane  
SMM YYY αα +−= )1(  , (12) 
where YM is a texture value in the texture plane, YS is an 
extracted one from the frame, and α is the blending factor. 
It is set α=1.0 if there is no previous texture value in a 
texture plane, and α=0.5 otherwise. 
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3. Simulation Results 
The proposed algorithm of texturing of the surface of 
3D human head model Candide [7], [8] was verified for the 
input video sequence Claire of 166 frames of the size 
288x352 pels. Before texturing of the surface of 3D model 
Candide it was calibrated according to the reference frame 
of the video sequence Claire. Afterwards calibration of a 
camera has been done for which we get the scaled focal 
lengths fx=8752 and fy=1072 pels assumed the distance 
d=10000 pels between CCS and MCS [3].  
In Fig. 2a there is a texture generated by the proposed 
algorithm only from the first frame of the video sequence 
Claire together with the polygonal mesh of 3D human head 
model Candide. The horizontal scale of the texture plane 
was set up on the value m=80. At the beginning of 
generating of a texture there are lots of empty places in the 
texture plane which are consequently filled in by next 
frames of the video sequence Claire, as it is seen in Fig. 2b. 
Another way how to reduce empty places in the texture 
plane is by decreasing of its horizontal scale which is seen 
in Fig. 2c as m=30. For small horizontal scales m generated 
textures are more continuous without empty places but on 
the other side texture values are multiple updated as 
follows out from eq. (12). It is caused by projection of the 
same number of texture values on the texture plane with 
different horizontal scales. Better solution is keeping the 
horizontal scale big enough and filling empty places of a 
texture generated after a number frames of the video 
sequence Claire, by using interpolation method. In Fig. 2d 
we have the interpolated texture obtained from the one in 
Fig. 2b by the average interpolation over the window of the 
size 3x3 pels.  
The texture from Fig.2d generated of 40 selected 
frames of the video sequence Claire after the average inter-
polation with the horizontal scale m=80 has been used for 
texturing of the surface of 3D model Candide. In Fig. 3 
there is a frame of the video sequence Claire together with 
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Fig. 2. Generated textures from a) the first frame, m=80, b) 40 frames, m=80, c) 40 frames, m=30, d) 40 frames, m=80 after average 
interpolation.
the textured 3D model Candide perspective projected on 
the synthesized frame. The textured 3D model Candide in 
the synthesized frame was created by 3D motion of the 
model Candide according to the motion of the real human 
head in the frame of video sequence Claire, then by its 
perspective projection on the synthesized frame and map-
ping of the texture values from the plane of generated tex-
ture in Fig. 2d. 
The error measure that we used for its evaluating was 
the peak signal noise ratio (PSNR), which is defined as 
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In this equation Iorig(i,j) is the luminance component of pel 
in the original camera frame with values from 0 to 255, and 
Isynth(i,j) is the corresponding value in the synthesized frame. 
N denotes the number of pels in facial area. The PSNR 
between each original and synthesized frames computed in 
facial area is in Fig. 4 and its average value is 20,9 dB. 
 
Fig. 3. A frame of videosequence Claire and the textured 3D 
model Candide perspective projected on the synthesized 
frame. 
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Fig. 4. PSNR between original and synthesized frames by using 
the textured 3D model Candide. 
For comparison, the PSNR for the reconstructed video 
sequence Clair that has been generated using only the sin-
gle frontal view frame for texturing of the model Candide 
is also shown in Fig.4 at the same calibration and 3D mo-
tion parameters [3]. It is seen from Fig.4 that virtual quality 
measured by PSNR increases in average about 2,5 dB if we 
use more complex texture composed of 40 camera frames 
by the proposed algorithm.  
Texturing of the surface of the 3D human head model 
assumes the knowledge of 3D global motion parameters. In 
general, the quality of the generated texture depends on the 
accuracy of 3D motion estimation, the horizontal scale, the 
number of selected frames used for its generation and the 
interpolation method. 
4. Conclusion 
In this paper we have presented the algorithm of tex-
turing of the surface of the 3D human head model for 
MPEG-4. The proposed algorithm consequently extracts 
textural information from several camera frames of the 
input video sequence. The texture values from the camera 
frames are mapped on the surface of the 3D human head 
model using perspective projection, scan line and 3D mo-
tion estimation. To decrease the number of camera frames 
a filling of empty places by the average interpolation 
method has been done in the texture plane. Since only the 
incrementally updated texture information is transmitted 
during the whole session, the bandwidth requirement is 
very small. This approach, in comparison with the previous 
schemes, has the advantages of larger permissible viewing 
angle of virtual scenes and higher virtual image quality. 
The experimental results of texturing of the surface of the 
3D human head model Candide show acceptable quality of 
the synthesized video sequence Claire. Further increasing  
of quality can be achieved by animation and more complex 
wire frame model of the human head. 
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