Study Objectives: Although sleep deprivation has long been known to negatively affect cognitive performance, the exact mechanisms through which it acts and what cognitive domains are affected most is still disputed. The current study provides a theory-driven approach to examine and explain the detrimental effects of sleep loss with a focus on attention and cognitive control.
Introduction
Sleep deprivation (SD) can have profound behavioral and physiological effects, including changes in brain networks, synapses, and even intrinsic neuronal membrane properties [1] [2] [3] [4] [5] , resulting in severe health-related, occupational, and societal consequences [6, 7] . Its physical consequences have been investigated rigorously over several decades; yet, its effects on higher cognitive functions are still under discussion [8] . Deterioration of sustained attention appears to be the most consistent negative effect of SD [8] [9] [10] [11] , possibly due to the decrease of general central nervous system (CNS) arousal [12, 13] . In contrast, the more automatic or bottom-up processes seem to be less affected by the changes in the CNS arousal [12] . The impact of SD on higher cognitive functions provides a less consistent picture though [8, 9] . This is partly because the more demanding cognitive tasks used to assess higher cognitive functions are more engaging too [8, 14] , which therefore introduces confounding factors such as motivation, task complexity, and difficulty. Another important factor that hampers inferences regarding the specificity of detrimental cognitive effects driven by SD is rooted in the impurity of cognitive tasks [9] . Task performance in any given task usually relies on the interplay of several processes, such as early sensory perception, vigilance, basic attentional mechanisms, working memory, and decision making. These cognitive mechanisms can be classified regarding the degree to which they are driven in an automatic or bottom-up as opposed to a top-down manner, with the latter showing stronger reliance on cognitive capacity [14] .
Cognitive control serves as an umbrella term for processes enabling the adaptation of goal-directed behavior in a fast and ever-changing environment [15] . The ability to sustain or shift attentional focus, update working memory, monitor behavioral outcomes, and to initiate or inhibit actions are some of its core processes. As with most cognitive mechanisms, the different cognitive control processes can be placed on a continuum that characterizes them as automatic and bottom-up-driven, or strategic and top-down-driven. Here, we studied the effects of SD on different behavioral and electroencephalographic parameters acquired in context of a stop signal task to assess different cognitive subcomponents. Specifically, we tried to differentiate potential impairments in sustained attention, early automatic control, and late top-down or strategic aspects of cognitive control as represented in the stop signal task.
The stop signal task offers an opportunity to study both rather automatic and cognitively demanding processes associated with response inhibition in a single experimental paradigm. The primary task is a choice reaction time task that reflects sustained attention by asking participants to differentiate and respond to a set of target stimuli. The average response speed as well as the number of omission errors provides an index of task engagement and the efficacy of sustained attention. In a low number of trials, the imperative go stimulus is succeeded by a stop stimulus that signals the participants to suppress or stop the planned response. The performance on stop trials is believed to rely on an individual's inhibitory speed, usually assessed via the stop signal reaction time (SSRT), which approximates the time needed to stop an already initiated response and is usually considered a relatively stable and automatic component of cognitive control [16] .
Event-related potentials (ERPs) commonly associated with rather automatic processing in context of response inhibition tasks are the N200 and the error-related negativity (ERN) [17, 18] . The fronto-medial N200 is a negative deflection that peaks around 200 ms after the no-go or stop stimulus [19] . The N200 seems to indicate conflict monitoring alongside or in support of the inhibitory process, but has also been connected to novelty detection [19] . The anterior midcingulate cortex (aMCC) has most consistently been identified as its neural source [20] . The conceptually and phenomenologically similar ERN is a frontomedially pronounced negative deflection peaking between 50 and 100 ms after an erroneous response [21] . The ERN most likely also originates from the anterior or midcingulate cortex (ACC/MCC) [21, 22] and is supposedly reflecting automatic conflict detection comparable to the N200 [18, 23] .
The N200 and the ERN are followed by positively peaking ERPs, the P300 and P e , respectively. Both usually peak about 150 ms after the preceding negativity and are most pronounced at central electrodes [24] . In context of response inhibition tasks, both of these ERPs seem to be generated by a larger cortical network, including the inferior frontal cortex, precentral and parietal cortex, and regions of the caudal midcingulate or posterior cingulate cortex [20, 25] . The functional roles of processes underlying the P300 and P e are less clear than that of their negative-going counterparts. Regarding the P300, some have proposed that the mechanisms underlying this ERP play a crucial part in motor inhibition [25, 26] , whereas others have suggested it to play a more general role in information integration, transmitting information related to conscious access, attentional modulations, or postresponse adaptations [24, 27, 28] . The P e , on the other hand, has been associated with the integration of information regarding the error-likelihood of a response as well as the more conscious evaluation of errors [29, 30] . The common element currently seems to be that these positive ERPs seem to reflect rather late conscious or cognitively demanding processes, as opposed to early and more automatic processing.
Lastly, stop signal tasks also provide behavioral markers for strategic adjustments in response to unexpected events such as errors or the occurrence of stop stimuli. Post-error slowing (PES) refers to the slowing of reaction times seen after erroneous responses compared with response times after correct responses [31] . Similarly, post-stop slowing (PSS) refers to the slowing of reaction times in go trials subsequent to stop as opposed to go trials [32] . These post-stop adjustments are likely to reflect changes in the prioritization of the task's gorelative to it is stop-goal. Although it has been shown that the need for behavioral adjustments may be signaled by the more automatic conflict-or error-monitoring system, the behavioral adaptations themselves seem to be rather strategic in nature as indexed by their sensitivity to explicit information on task and trial context [33, 34] .
The available studies investigating changes in the previously listed ERPs after SDs report decreased N200 or P300 latencies/ amplitudes in a go/no-go task [35] [36] [37] [38] , and reduced ERN [38] [39] [40] or P e amplitudes [39, 41] , although the latter has not been consistently replicated [38, 40] . So far, only a single study utilized the stop signal task in healthy participants to assess the effects of SD on the associated behavioral markers, which found decreased SSRTs after SD. However, no information about go reaction times was provided; thus, it remains unclear whether the longer SSRTs may have been driven by prolonged reaction times [42] . The PES has been assessed in a flanker task, indicating a reduction in behavioral post-error adaptations [40, 41] . The most consistent behavioral finding seems to be a strong reduction in performance related to sustained attention or vigilance as indexed by slowed reaction times or increased error rates in context of rather monotonous task constellations [9, 43] . In sum, there are no previous studies that assessed all these phenomena within the same and therefore comparable task context, and the data acquired from different response inhibition or related tasks provide a somewhat heterogeneous picture, leaving it open to what degree the reported inconsistencies are driven by task differences.
It has been hypothesized that the reported impairments in higher cognitive functions may largely result from failures in sustained attention [10] . Performance in tasks probing sustained attention often is impaired due to increased attentional lapses, which not only may cause prolonged reaction times and increased numbers of omission errors, but they may further disrupt functions that rely on the integration of information across trials. In their recent review, Krause et al. (2017) support this view by reporting that functional magnetic imaging (fMRI) studies not only show lower degrees of activation in the task-general frontoparietal network, but also suggest problems with the downregulation of the default mode network [44] . These findings imply genuine problems not only with sustained attention per se, but also impairments regarding the top-down control of attention and the regulation of the interplay of relevant brain networks. In contrast to the default mode and fronto-parietal networks, neither single fMRI studies nor recent reviews suggest a strong impact of SD on the more "cognitive" or dorsal portions of the ACC/MCC [44] [45] [46] . Thus, those regions that are considered to be the main generators of the N200 or ERN and that are associated with more automatic monitoring aspects of cognitive control seem to be less prone to detrimental effects of SD. Furthermore, some studies suggest a differential impact of SD on more automatic compared with top-down regulated or consciously driven aspects of attention. This dissociation is assumed to result from decreased vigilance and seems evident at both the behavioral [47] and the electrophysiological level [48, 49] .
In conclusion, one might suspect that, when the task context is kept constant, behavioral and ERP indices of sustained attention and top-down control may exhibit a stronger impairment due to SD than those associated with rather automatic aspects of cognitive control. To test this notion, we collected behavioral and EEG data during stop signal task performance after at least 24 hr of wakefulness and on two control appointments. We expected a general decline in task performance as indicated by increased go reaction times and reduced accuracies after SD, likely driven by a general decline in the ability to uphold sustained attention. We further assumed that processes associated with top-down control and strategic changes of behavior would be affected by SD. We therefore expected robust reductions in the amplitudes of the P300 and P e , as well as the PES and PSS. In contrast, the rather automatic aspects of cognitive control and response inhibition were expected to be less vulnerable to the lack of sleep. Thus, potential changes in the N200, ERN, or SSRT are likely to be less severe after merely 24 hr of SD.
Methods

Participants
Participants were recruited through advertisements in social media. All participants provided written informed consent prior to study participation. Potential participants were screened and excluded if they reported that they suffered from any psychological, neurological, or sleep disorder. Furthermore, they were informed about the procedure and the potential risks of SD. Overall, 26 participants (14 females) went through the initial screening. One of the participants withdrew from the study due to personal reasons and one participant's SD data were not usable because of a misunderstanding of the task requirements. Thus, the final sample consisted of 24 participants (12 females; mean age: 24 ± 3 years). All participants filled out the Pittsburgh Sleep Quality Inventory to assess their sleep quality in the preceding month to the start of the experiment [50] . Half of the participants (n =12) showed good sleep quality (lower general score than 5), whereas the rest of the participants were in the poor sleep quality range (scores between 5 and 9). Thus, individual differences in sleep quality were equally distributed in the sample. The participants were instructed to maintain a regular sleep schedule (sleep between 11:00 pm and 7:00 am) and to refrain from alcohol intake and napping the day before the experiments. Caffeine consumption was also restricted; however, participants who reported habitual caffeine intake were allowed to drink a caffeinated beverage as they usually would do on an average day to prevent caffeine withdrawal effects [51] . In those cases, caffeine was consumed as part of a light breakfast between 07:00 am and 07:30 am and was restricted to one cup of a caffeinated drink at about 1 hr before the experiment. All participants had normal or corrected-tonormal vision. All participants received 400 NOK compensation after completing the three experimental sessions. Healthy snacks and beverages were provided in the morning and during the SD night. The experiment was approved by the Internal Research Ethics Committee of the Department of Psychology at the University of Oslo and followed guidelines in accordance with the Declaration of Helsinki.
Procedure
Although SD has a relatively strong impact on brain activity already after 24 hr, proper control conditions need to be implemented. To avoid confounding effects of the circadian system, we recorded the experiments on three occasions approximately at the same time in the morning. Also, since it is well established that there are individual differences in the vulnerability to the effects of SD [52] , we used a within-subject design to control for this natural interindividual variability.
The experiment involved three separate appointments for each participant, and all measurement sessions took place around the same time in the morning. There were two control sessions and one session after SD in order to ensure sufficient control conditions. The sessions were recorded after (1) a normal night of sleep at home (baseline condition), (2) a night sleeping in the laboratory (maximally rested condition), and (3) a night awake in the laboratory to complete a total of 24 hr of SD (SD condition). The order of the sessions was counterbalanced across the participants.
The baseline session was recorded after the participants spent a night at home and where they followed their normal nighttime routine, whilst trying to stay within a regular sleep schedule between the hours of 11:00 pm and 07:00 am. The participants arrived at the laboratory at 08:00 am. Following the EEG electrode preparation, which took approximately 45-60 min, eyes open and eyes closed resting state EEG was recorded for approximately 5 min each. Then, the participant proceeded with the Stop Signal Task, which took 30-45 min. A transcranial magnetic stimulation protocol was also included at the end of each session; however, the data are not reported here and we will therefore not elaborate on it. The whole procedure took approximately 150 min. For the maximally rested sessions, the participants arrived in the laboratory approximately 10 min before 11:00 pm and spent the night before the experiment in a laboratory room, where complete darkness and minimal noise was ensured. They were instructed to avoid the use of phones or electronic devices, and they were left alone in the room for the entire night. In the morning, they were woken up by an experimenter at 07:00 am. After a light breakfast, the same procedure as described for the baseline session was repeated starting around 07:30 am. Finally, for the SD session, the participants were asked to arrive at 11:00 pm in the laboratory to spend the night awake accompanied by an experimenter. Participants were allowed to use a computer, watch movies, play games, and do light physical activity during the night. In the morning, the same procedure was conducted as in the baseline and maximally rested sessions. Between each session, there was a resting period of at least five consecutive nights.
Data acquisition
EEG was recorded using multichannel EEG amplifiers (BrainAmp, Brain Products GmbH, Germany) with 64 passive electrodes placed according to the international 10-10 electrode system. Two EOG electrodes were positioned below the right and beside the left eye to record horizontal and vertical eye movements. The reference and ground electrodes were placed on the forehead. The electrode impedances for all electrodes were kept under 10 kΩ. The data were recorded with an online low-pass filter at 1000 Hz and sampled at 5000 Hz. The BrainVision Recorder (Brain Products GmbH, Germany) software was used for recording.
For the stop signal task, participants were seated approximately 50 cm away from the computer screen. Visual stimuli were presented centrally on a 1280 × 1024 resolution screen using the E-Prime 2.0 software (Psychology Software Tools, Inc.). The task was to respond to a centrally presented green arrow (go signal) pointing either left or right with a corresponding button press. The left and right arrows were equiprobable. In 25% of the cases, a blue arrow (stop signal) followed the green one. In those cases, the participant had to withhold the response. Before the task, the instructions, which emphasized the importance of both speed and accuracy, were presented on the screen. After that, a training session was implemented during which the participants were observed by the researcher to see if they understood the task. The participants completed nine blocks of 80 trials each, and one block with 90 trials, resulting in 810 trials in total, with 610 go and 200 stop trials. The trials were presented in a random order. Between the blocks, participants were able to take self-paced breaks and drink water to help to maintain their attention. After each block, the participants received feedback on their reaction times in the form of a text on the computer screen saying either "Well done!" or "Be faster!" if the average reaction time on the block was below or above 500 ms, respectively.
Every trial began with a gray screen and a black fixation cross in the middle of the screen with a duration jittering between 1000 and 1500 ms. The go signal appeared for 100 ms and as a valid response, the participants had to push the correct button within the next 1000 ms. In stop trials, the delay between stop signal and go signal onset is called the stop signal delay (SSD). The SSD was manipulated according to the performance in order to achieve an error rate of approximately 50%. The starting SSD was set to 250 ms, and the upper and lower SSD limits were 100 and 800 ms, respectively. If the participant successfully stopped their response, the SSD increased in steps of 50 ms until an error was committed, in which case the SSD started to decrease in steps of 50 ms.
Data processing
The preprocessing of the EEG data was conducted in MATLAB R2016a (The MathWorks Inc., Natrick, United States) using the EEGLAB v14.0.0 toolbox [53] . For the behavioral data, go reaction times, go accuracies, and stop accuracies were extracted. Furthermore, the SSRT was calculated using the integration method since the error rates showed high variance in our data and the integration method is more reliable under such conditions [54] . To assess PES, the reaction times of the correct go trials following an erroneous response to a stop signal were compared with the reaction times in trials subsequent to correct go trials [31] . Post-stop signal slowing was examined in a similar fashion except that reaction times in correct go trials were compared for preceding correct stop and correct go trials.
The EEG data were first low-pass filtered at 200 Hz, re-referenced to average reference, and down-sampled to 500 Hz sampling rate. As band-pass filter, the EEGLAB built-in basic finite response filter was applied between 0.1 and 40 Hz. Then, 3 s long epochs around all relevant stimulus and response events were extracted, visually inspected, and epochs with extensive amount of noise were removed from the data. Next, an independent component analysis (ICA) was applied to the epoched data. Components representing eye-movement and excessive muscle activity were identified by visual inspection and these components were removed. Trials were considered valid if the participant pushed the correct button in case of go trials and if the participant successfully withheld the response in case of stop trials. Valid go and valid stop trials were extracted from −200 to 800 ms around the stimulus of interest (go stimulus for valid go trials and stop signal for valid stop trials). A baseline correction was computed using the 200 ms prestimulus interval for go and stop trials. In case of an erroneous response to a stop signal, false alarm trials were extracted from −600 to 800 ms around the response. These trials were baseline corrected relative to a time window from −600 to −400 ms prior to the response.
Mean amplitudes and 50% absolute area latency values were extracted for the N200, P300, ERN, and P e . To extract the mean amplitudes, the local minima or maxima (depending on the polarity of the relevant ERP) were visually identified on the grand average ERP across all conditions and subjects. Then, time windows of 40 ms for early and 160 ms for late ERPs were selected and centered around the peak of each ERP. These windows were chosen such that they cover about a third of the highest values of the ERP, thereby compensating for differences in the frequency content of the ERPs as well as for potentially occurring latency differences between sessions. The following windows were determined according to the above-mentioned protocol: 212-252 ms for the N200, 280-440 ms for the P300, 6-46 ms for the ERN, and 144-304 ms for the P e . It has been proposed that the 50% fractional area latency is a more robust and more reliable estimate of ERP latency [55] . Since SD has been reported to reduce the amplitudes of the ERPs, one could argue that the local minimum or maximum do not necessarily reflect the latency of the ERP accurately. The area of the ERP was calculated using the sum of the absolute value of the amplitudes. For the 50% fractional area latencies, the same windows were applied as in the calculation of mean amplitudes.
One common problem with ERP analyses of stop signal tasks is that the rapid sequential presentation of go and stop signals in stop trials may result in temporally overlapping neural responses. Although the jittering between the onsets of the go and the stop stimuli usually counters the contamination of post-stop ERPs by go-locked activity, it is still important to check for this potential contamination. We therefore also used the ADJAR technique to check the validity of the standard ERP analyses. ADJAR corrects for the overlap of closely spaced consecutive EEG events [56, 57] . In short, the go response-locked ERP was subtracted from the go stimulus-locked ERP at each response time and weighted by the number or responses for this given response bin. Then, the thereby corrected go ERP was used to remove overlapping activity in response to go stimuli from the stop signal-locked ERP. To do so, the go-locked activity was subtracted from stop-locked activity based on SSD subranges (in steps of 100 ms), again using the weighted averages for each SSD bin. This procedure therefore leaves us with a stop signal locked ERPs corrected for potential overlap of the preceding go-locked activity. On these ERPs, we computed the same statistics as for the standard ERP analyses, thus using the same time windows for the amplitude and latency measures. The analyses of the ADJAR-corrected stop ERPs replicated the results of the standard ERP analysis, thus indicating that the effects observed in standard stop-locked ERPs were not induced by confounding EEG activity related to the processing of the preceding go stimuli. Since the ADJAR analyses thus merely replicate the standard ERP analyses, we will refrain from reporting them here.
Statistical analysis
All dependent variables were analyzed using a repeatedmeasures analysis of variance (ANOVA). Behavioural data were compared between the three sessions (sleeping at home or baseline [B] , sleeping in the laboratory or maximally rested [MR] , and SD) using a single within-factor Session. We examined the go reaction times, the SSRT, the SSD, and the go and stop accuracies. In case of the PES and post-stop signal slowing (PSS), 3 × 2 factorial repeated-measures ANOVA were used with the factors Session (B, MR, SD) and Trial-Type (correct go vs. false alarm/correct stop).
Mean amplitudes and 50% area latencies of the ERPs were also examined by means of repeated measures ANOVAs. For the mean amplitudes, we used a 3 × 3 × 3 factorial model with the following factors: Session (B, MR, SD), Anterior2posterior (frontal, central, parietal), and Left2right (left, midline, right). For the Anterior2posterior and Left2right factors, the following electrodes were selected: F3, Fz, F4, C3, Cz, C4, P3, Pz, P4. In cases of N200 and P300, we examined go and stop trials separately as we were specifically interested in the impact of SD. The latencies were compared in a similar fashion, except that the analyses only included those electrodes where the components were most pronounced. Thus, Fz was used for the analyses of the N200 and ERN, and Cz for the P300 and P e . In all cases, Session (B, MR, SD) was used as a single factor in repeated-measures ANOVA.
Statistical analyses were conducted with the IMB SPSS Statistics 22 software. In cases of violations of the sphericity assumption as assessed by Mauchly's test, GreenhouseGeisser corrections were applied and the corrected p values are reported. Post hoc tests were calculated to follow up and guide the interpretation of main effects and interactions. Bonferroni corrections were applied to correct for multiple comparisons.
Results
Sustained attention
An overview of the behavioral variables can be found in Table  1 . Although the mean go reaction times increased after SD compared with the two control conditions, the difference was not significant (F (1.42,32.68) = 2.349, η The peak amplitudes and latencies of all EEG variables are listed in Table 2 . Go-related N200 amplitudes also showed a significant main effect of Session (F (2,46) = 22.393, η 2 p = .493, p < .001), as they were less negative after SD compared with the two control sessions (both p < .001). Similarly, the latencies of go-N200s were significantly delayed after SD (F (2, 46) 
Automatic control
SSRTs did not change significantly due to SD (F (1.29,29 .66) = 1.41, η reflected that mid-frontal amplitudes were negative, whereas mid-parietal amplitudes were positive. N200 latencies in stop trials were not affected by SD (F (2,46) = 2.456, η = .551, p < .001). Post hoc tests revealed that mean amplitudes of the ERN were significantly more negative at the frontal region than at the central (p < .001) and parietal regions (p < .001). Stoprelated ERPs are shown in Figure 2 .
Top-down control
PES was evident as increased reaction times following false alarms relative to correct go trials across all sessions as indicated by a main effect of Trial-Type (F (1,23) = 58.917, η = .390, p < .001) with smaller P300 amplitudes after SD relative to both the baseline (p < .001) and maximally rested sessions (p = .002). SD also affected P300 topographies as indicated by the interactions = 176, p = .005), with largest impacts of SD seen in central regions. The latency of the P300 in stop trials showed no significant effect (Session: F (2,46) = 1.480, η 2 p = .060, p = .238). P e amplitudes exhibited a significant main effect of Session (F (2, 46) = 13.608, η 2 p = .372, p < .001). The P e after SD was significantly smaller than in the other two conditions (baseline: p < .001; maximally rested: p = .001). The P e was most pronounced at central electrodes as indicated by significant main effects of Anterior2posterior (F (2,46) = 27.680, η = .607, p < .001). On the anterior-posterior axis, P e amplitudes were larger at central regions compared with frontal (p < .001) and parietal areas (p < .001). In addition, the midline region showed significantly larger P e -s compared with the left (p < .001) and right sides (p < .001). P e latencies were not significantly affected by SD (Session: F (2,46) = 2.538, η 2 p = .094, p =.104). Error-related ERPs are shown in Figure 3 .
Discussion
We examined the effects of 24 hr of SD on the behavioral and ERP correlates of response inhibition. We found the expected dissociation such that SD strongly affected behavioral and EEG indices of sustained attention and top-down control, whereas indices of automatic control seemed rather unaffected.
The impact on sustained attention was demonstrated by the observation that go-accuracies as well as the go-related N200 and P300 were reduced after SD relative to the control conditions. Furthermore, the go-N200 exhibited a marked delay after SD. Reaction times to go-stimuli were expected to be prolonged, and indeed the mean value increased, although the effect did not reach statistical significance. Nonetheless, in sum these effects suggest that the processing of repetitive target stimuli, which heavily draws on the capability to sustain attention, was diminished at both the behavioral and neural levels. Similarly, the ERP correlates of top-down control showed high vulnerability to sleep loss. We found that the P300 to stopstimuli and the Pe were reduced after a night of SD relative to both control conditions. However, the corresponding behavioral changes were not apparent. Although we found significant slowing in response to stop-and erroneous-events (the PSS and PES, respectively), SD seemed to contribute to a general slowing of reaction times and showed no specificity with regard to these behavioral markers of performance monitoring. In contrast to the domains of sustained attention and top-down control, all markers associated with automatic aspects of cognitive control, such as the SSRT or the N200 in stop trials or the ERN, did not show signs of deteriorated efficacy after prolonged wakefulness. For this study, we decided to classify both PES and PSS as markers of top-down control due to their association with strategic adjustments of behavior [32] . Admittedly, we did so knowing that a definite classification of PES and PSS may be difficult to uphold, since the relative weighting of the contributions of conscious and automatic processes to these phenomena is still under discussion. In fact, it has been argued that both bottom-up and top-down processes differentially contribute to behavioral adaptations across trials. Gevers et al. (2015) , for example, tested the notion that both bottom-up and top-down factors shape the congruency sequence effects (CSE) observed in the Stroop task [58] . The CSE is conceptually similar to the PSS and PES and reflects smaller interference effects for the current trial when the previous one was an incongruent compared with a congruent trial. In the Stroop task, the authors argue, both stimulus and response priming (or repetition; automatic) as well as conflict adaptation (top-down) could contribute to the CSE, and they further tested whether any of the two aspects was more susceptible to SD. Interestingly, their results indicated that "top-down cognitive control mechanisms are altered by sleep deprivation, whereas bottom-up mechanisms remain essentially unchanged" [58] . This suggests that more finegrained analyses may be able to further decompose PES and PSS into their automatic and bottom-up versus rather topdown constituents.
The results reflect the usefulness of the approach to specify and test cognitive subcomponents through the combination of functionally dissociable behavioral and EEG indices, instead of merely relying on relatively few behavioral lump measures associated with coarse functional interpretations. Here, we are now able to specify that SD exerts its most pronounced detrimental effects on sustained attention as well as P300 and P e that both reflect aspects of top-down control. This further supports the notion that at least mild SD predominantly affects cognitively demanding as opposed to automatic processes. Previous studies utilizing divided attention tasks provided mixed results with studies showing both significant declines and no changes in multitask performance [8, 9, 11] . However, Chua et al. compared multitasking conditions with different cognitive loads of go/no-go tasks and found an interaction of SD with task-load such that performance decreases were amplified under conditions of highest cognitive load [59] . Furthermore, Trullijo et al. demonstrated that top-down attentional control is more vulnerable to SD than bottom-up driven attentional processes in a selective attention task [48] . Because of their cognitive impurity, behavioural measures derived from experimental tasks can be hard to interpret. This is certainly true for go/no-go tasks as measures of inhibitory capabilities. In contrast to the stop signal task, in which an already initiated response has to be withhold, the processes following a no-go stimulus that lead up to a "non-response" can be more varied. It has been shown that the degree of motor cortical activation in a go/no-go task, and consequently its inhibitory load, strongly depends on factors such as the intertrial interval and the relative percentage of no-go to go trials [60] . Thus, the go/no-go task only seems to be an appropriate indicator of inhibitory capabilities when intertrial intervals are short, and the percentage of no-go trials is low, which contrasts with the parameters applied most commonly. Here, we more directly tested inhibitory capabilities through the estimation of the SSRT while at the same time structuring all dependent variables in accordance with their best fitting cognitive domain. Our data suggest that inhibition in itself was not affected by SD, as opposed to other cognitive functions with a higher reliance on cognitive and attentional resources. Altogether, this opens the possibility that the previously reported "inhibitory deficits" as seen in go/no-go tasks may rather reflect functional impairments in other topdown domains as a consequence of lack of sleep.
Lack of sleep is a major contributor to work-related and traffic incidents [7, 61] . Our findings corroborate that these may be partly due to lapses in sustained attention, but the results additionally suggest that more effortful and cognitively demanding functions appear to be equally affected by lack of sleep. This implies that the costs of sleep disturbances associated with poor decision making and management may currently be underestimated. Additionally, SD is a hallmark of a number of mental health problems that are characterized by disturbances in higher cognitive functions [62] . Currently, there is a clear knowledge gap regarding the interaction and dependence of primary cognitive symptoms of specific disorders and secondary impairments of cognition as a consequence of sleep problems. Given the detrimental effects SD has on higher cognitive functions as observed in this study, it is likely that part of the variability in cognitive functioning seen in psychiatric patient populations is actually rooted in disturbed sleep. Finally, our results indicate that bottom-up mechanisms appear to be more resilient to sleep loss and may, thus, potentially compensate for the reduced top-down control to a certain extent.
There are some additional aspects of this study that deserve further consideration. Firstly, caffeine consumption prior to the experiment was allowed for participants with strong habitual caffeine consumption. This is an important matter since caffeine consumption can antagonize the detrimental effects of the SD [63] . However, effects similar to those of SD have also been reported with caffeine withdrawal [51] . Thus, consumption as usual was allowed to prevent that detrimental effects of caffeine withdrawal may wrongly be attributed to SD. It is also worthwhile to consider an additional long-term monitoring and more objective assessment of sleep quality using sleep diaries or actigraphy [39, 58] . Our two control conditions in combination with SD under observation, as well as the counter-balancing of these sessions, make it unlikely that other sleep disturbances outside of our control may have caused the observed effects. Yet, it may be insightful to test for potential interactions of habitual sleep patterns and acute SD.
Conclusion
The current study investigated the consequences of 24 hr of SD on a variety of cognitive processes as captured during performance of a stop signal task. We found that indicators of sustained attention, such as go-accuracies and go-related ERPs, as well as markers of top-down control, such as P300 and P e , were robustly affected by SD indicating a decline in cognitive capabilities. More automatic processes, however, such as response inhibition as quantified via the SSRT, or performance monitoring aspects associated with the stoprelated N200 and the ERN seemed more resilient against detrimental effects of SD. In light of these findings and the obvious task impurities inherent in most experimental paradigms, more studies should follow a multimethodological approach to derive cognitively more specific dependent variables through the combination of behavioral and neurophysiological measurement techniques. Conflict of interest statement. None declared.
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