Hadamard's inequality and Trapezoid Rules for the Riemann–Stieltjes integral  by Mercer, Peter R.
J. Math. Anal. Appl. 344 (2008) 921–926
www.elsevier.com/locate/jmaa
Hadamard’s inequality and Trapezoid Rules
for the Riemann–Stieltjes integral
Peter R. Mercer
Department of Mathematics, Buffalo State College, NY 14222, USA
Received 29 October 2007
Available online 19 March 2008
Submitted by M. Iannelli
Abstract
We obtain Midpoint and Trapezoid Rules for the Riemann–Stieltjes integral which engender a natural generalization of
Hadamard’s integral inequality. Error terms are then obtained for this Riemann–Stieltjes Trapezoid Rule and other related quadra-
ture rules.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Hadamard’s inequality; Hermite–Hadamard inequality; Trapezoid Rule; Riemann–Stieltjes integral
1. Introduction
For f continuous (say) on [a, b], the Midpoint Rule is the approximation
b∫
a
f (t) dt ∼= f
(
a + b
2
)
[b − a].
The Trapezoid Rule is the approximation
b∫
a
f (t) dt ∼= f (a) + f (b)2 [b − a].
Under certain circumstances there is a very nice—and useful—relationship between these rules, as follows.
Hadamard’s inequality (or the Hermite–Hadamard inequality). If f is a convex function (e.g. f ′′  0) on [a, b] then
we have
f
(
a + b
2
)
[b − a]
b∫
a
f (t) dt  f (a) + f (b)
2
[b − a].
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Rule is the approximation
b∫
a
f dg ∼= f
(
a + b
2
)[
g(b) − g(a)],
and the RS Trapezoid Rule is the approximation
b∫
a
f dg ∼= f (a) + f (b)2
[
g(b) − g(a)].
The Midpoint and Trapezoid Rules are classical. The RS Midpoint and RS Trapezoid Rules above are surely the most
obvious quadrature rules for the Riemann–Stieltjes integral which reduce to the classical ones when g(t) = t . These
have been used and studied by a good number of authors (e.g. [1,2,4–8]).
It is natural to wonder whether an analogous Hadamard’s inequality holds in the Riemann–Stieltjes context. That
is: If f is a convex function (e.g. f ′′  0) and g is increasing on [a, b] then
is f
(
a + b
2
)[
g(b) − g(a)]
b∫
a
f dg  f (a) + f (b)
2
[
g(b) − g(a)] true?
The answer is “no.” Take [a, b] = [0,1] and f (t) = t2. Letting g(t) = √t shows the that the left-hand inequality does
not hold in general, and letting g(t) = t5/2 shows that the right-hand inequality does not hold in general.
Obviously there are many plausible Riemann–Stieltjes Midpoint and Trapezoid Rules (i.e. they reduce to the clas-
sical rules when g(t) = t). The first objective of our investigation is to find correct ones—correct in the sense that they
engender a generalization of Hadamard’s inequality. Once these are found we explore further our Riemann–Stieltjes
Trapezoid Rule, obtaining error terms for it and other related quadrature rules.
2. Quadrature rules for a generalized Hadamard’s inequality
Looking for a Trapezoid Rule for the RS integral, we seek numbers A and B such that
b∫
a
f dg ∼= Af (a) + Bf (b)
is equality for f (t) ≡ 1 and for f (t) = t (as happens for the classical Trapezoid Rule). That is,
b∫
a
1dg = A + B and
b∫
a
t dg = Aa + Bb.
Solving these for A and B , we obtain our RS Trapezoid Rule:
b∫
a
f dg ∼= [G − g(a)]f (a) + [g(b) − G]f (b),
where
G = 1
b − a
b∫
a
g(t) dt.
Looking for a Midpoint Rule for the RS integral, we seek A ∈R and c ∈ [a, b] such that
b∫
f dg ∼= Af (c)a
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b∫
a
1dg = A and
b∫
a
t dg = Ac.
Solving these for A and c, we obtain our RS Midpoint Rule:
b∫
a
f dg ∼= f (c)[g(b) − g(a)],
where c satisfies
b∫
a
g(t) dt = g(a)[c − a] + g(b)[b − c], i.e. c = bg(b) − ag(a) −
∫ b
a
g(t) dt
g(b) − g(a) .
It is worth pointing out here that such a c indeed exists. This is precisely the Second Mean Value Theorem for integrals:
If g is increasing on [a, b], then there exists c ∈ [a, b] such that ∫ b
a
g(t) dt = g(a)[c − a] + g(b)[b − c].
As hoped, these two quadrature rules do furnish a generalization of Hadamard’s inequality, as follows.
Theorem 1. Let g be continuous and increasing, let c satisfy
b∫
a
g(t) dt = g(a)[c − a] + g(b)[b − c],
and let
G = 1
b − a
b∫
a
g(t) dt.
If f ′′  0, then we have
f (c)
[
g(b) − g(a)]
b∫
a
f dg 
[
G − g(a)]f (a) + [g(b) − G]f (b).
Proof. Our argument is motivated in part by [3]. We begin with the right-hand inequality. Let h(t) = g(t) − G, so
that H(t) = ∫ t
a
h(u)du satisfies H(a) = H(b) = 0. So by writing
b∫
a
f dg − [g(t) − G]f (t)∣∣b
a
=
b∫
a
f d(g − G) − [g(t) − G]f (t)∣∣b
a
,
then using integration by parts (twice), then using H(a) = H(b) = 0, we see that this
= −
b∫
a
(g − G)df = −
b∫
a
f ′ dH =
b∫
a
H df ′ − f ′H ∣∣b
a
=
b∫
a
H(t)f ′′(t) dt.
We claim that H  0. Then by hypothesis f ′′  0 and so
b∫
a
f dg − [g(t) − G]f (t)∣∣b
a
 0,
which would prove the right-hand inequality.
924 P.R. Mercer / J. Math. Anal. Appl. 344 (2008) 921–926To prove the claim, let τ ∈ (a, b) be provided by the First Mean Value Theorem for integrals: g(τ) = G. (τ is
unique because g is increasing.) For x ∈ [a, τ ] we have
H(x) =
x∫
a
(
g(u) − G)du 0,
since g is increasing. For x ∈ (τ, b] we have
H(x) =
τ∫
a
(
g(u) − G)du +
x∫
τ
(
g(u) − G)du = −
b∫
τ
(
g(u) − G)du +
x∫
τ
(
g(u) − G)du
= −
b∫
x
(
g(u) − G)du = −
b∫
x
g(u)du + G(b − x)−g(x)(b − x) + G(b − x) 0
(again because g is increasing) so the claim is proved.
For the left-hand inequality, we begin instead with
h(t) =
{
g(t) − g(a), if t ∈ [a, c],
g(t) − g(b), if t ∈ (c, b].
Here again, H(t) = ∫ t
a
h(u)du clearly satisfies H(a) = 0. But also
H(b) =
c∫
a
(
g(u) − g(a))du +
b∫
c
(
g(u) − g(b))du =
b∫
a
g(u)du − g(a)[c − a] − g(b)[b − c] = 0,
by our choice of c. We use integration by parts again (twice), and H(a) = H(b) = 0, to obtain
b∫
a
f dg − f (c)[g(b) − g(a)]=
b∫
a
H(t)f ′′(t) dt.
This time we claim that H  0. Then by hypothesis f ′′  0 and so
b∫
a
f dg − f (c)[g(b) − g(a)] 0,
which would prove the left-hand inequality.
To prove the claim we first let x ∈ [a, c]. Then
H(x) =
x∫
a
(
g(u) − g(a))du 0,
since g is increasing. And for x ∈ (c, b], we have
H(x) =
c∫
a
(
g(u) − g(a))du +
x∫
c
(
g(u) − g(b))du
=
x∫
a
g(u)du − (c − a)g(a) − (x − c)g(b)
=
b∫
g(u)du − (c − a)g(a) −
b∫
g(u)du − (x − c)g(b)a x
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b∫
x
g(u)du − (x − c)g(b) (by our choice of c)
= g(b)(b − x) −
b∫
x
g(u)du 0,
again since g is increasing. So our second claim is proved, which completes the proof of the theorem. 
We remark that the above arguments yield a proof of Hadamard’s inequality, upon setting g(t) = t . In this case,
G = c = (a + b)/2.
3. Error terms for RS Trapezoid Rules
Being a little more careful in the proof of Theorem 1 we obtain the following expression for the error in our RS
Trapezoid Rule, which reduces to the classical Trapezoid Rule error estimate when g(t) = t .
Theorem 2. Suppose that f ′′ and g′ are continuous on [a, b] and that g is monotonic there. Let G = 1
b−a
∫ b
a
g(t) dt .
Then there exist η,σ ∈ (a, b) such that
b∫
a
f dg − [G − g(a)]f (a) − [g(b) − G]f (b) = −f ′′(η)g′(σ ) (b − a)3
12
.
Proof. With h(t) = g(t) − G and H(t) = ∫ t
a
h(u)du, we obtained in the proof of Theorem 1,
b∫
a
f dg − [g(t) − G]f (t)∣∣b
a
=
b∫
a
H(t)f ′′(t) dt.
Now if g is monotonic then H does not change sign on [a, b]. (In fact H  0 or H  0 according to whether g′  0
or g′  0 respectively.) So by the First Mean Value Theorem for integrals, there is η ∈ (a, b) such that
b∫
a
f dg − [g(t) − G]f (t)∣∣b
a
= f ′′(η)
b∫
a
H(t) dt.
Applying the classical Trapezoid Rule to
∫ b
a
H(t) dt , the right side above
= f ′′(η)
[
H(a) + H(b)
2
(b − a) − H ′′(σ ) (b − a)
3
12
]
,
for some σ ∈ (a, b). But H ′′ = g′, and again H(a) = H(b) = 0, so we have
b∫
a
f dg − [g(t) − G]f (t)∣∣b
a
= −f ′′(η)g′(σ ) (b − a)
3
12
,
as desired. 
The quadrature rule in Theorem 2 requires knowledge of G. In many applications this is not an obstacle, however if
G is indeed unknown we may use instead its classical Trapezoid Rule approximation. Doing this leads to the following
error estimate for the RS Trapezoid Rule mentioned in Section 1, and explains the appearance of g′′ in the estimate.
The result has already been obtained by other authors, but by using Lagrange interpolation, which is less elementary
than the treatment here.
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exist ξ, τ, η, σ ∈ (a, b) such that
b∫
a
f dg − f (b) + f (a)
2
[
g(b) − g(a)]= [g′′(ξ)f ′(τ ) − f ′′(η)g′(σ )] (b − a)3
12
.
Proof. Here we approximate G with the classical Trapezoid Rule
G = 1
b − a
b∫
a
g(t) dt = g(a) + g(b)
2
− g′′(ξ) (b − a)
2
12
,
for some ξ ∈ (a, b). Then Theorem 2 gives
b∫
a
f dg = [G − g(a)]f (a) + [g(b) − G]f (b) − f ′′(η)g′(σ ) (b − a)3
12
= g(b) − g(a)
2
f (a) + g(b) − g(a)
2
f (b) + g′′(ξ) (b − a)
2
12
[
f (b) − f (a)]− f ′′(η)g′(σ ) (b − a)3
12
= f (a) + f (b)
2
[
g(b) − g(a)]+ g′′(ξ)f ′(τ ) (b − a)3
12
− f ′′(η)g′(σ ) (b − a)
3
12
,
for some τ ∈ (a, b), by the Mean Value Theorem. 
If we use the Midpoint Rule G = g(a+b2 ) + g′′(ξ) (b−a)
2
24 instead of the Trapezoid Rule in the proof of Theorem 3
above (which is prudent if g is convex or concave, for example) we similarly obtain yet another Trapezoid Rule for
the Riemann–Stieltjes integral, as follows.
Theorem 4. Suppose that f ′′ and g′′ are continuous on [a, b] and that g is monotonic there. Then there exist
ξ, τ, η, σ ∈ (a, b) such that
b∫
a
f dg −
[
g
(
a + b
2
)
− g(a)
]
f (a) −
[
g(b) − g
(
a + b
2
)]
f (b) =
[
1
2
g′′(ξ)f ′(τ ) − f ′′(η)g′(σ )
]
(b − a)3
12
.
For the sake of comparison with Theorem 4, we close by pointing out that the RS Trapezoid Rule in Theorem 3
may be written as
b∫
a
f dg −
[
g(a) + g(b)
2
− g(a)
]
f (a) −
[
g(b) − g(a) + g(b)
2
]
f (b) = [g′′(ξ)f ′(τ ) − f ′′(η)g′(σ )] (b − a)3
12
.
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