1. Introduction. Let K[z] be the set of formal power series over a ring K with indeterminate z. For ease of exposition, we restrict K to be the ring of n x n matrices, though a more general setting is possible [3] .
Let d Piz) denote the degree of a matrix polynomial Piz) and ord Ziz) the order of a formal power series Z(z), i.e. For a block column vector V, V is the block reciprocal vector: V = JV.
[0] denotes an empty matrix, i.e. matrix of dimension n x 0, Ox« or 0x0 as will be appropriate.
If Siz) is a formal power series or a polynomial, then by S (without an argument) we mean the corresponding block column vector of its coefficients. We will give algorithms to find the solutions of (2) Unless stated otherwise, the nomenclature will have to be understood in block sense wherever appropriate, e.g. a row will refer to a block row, triangular will mean block triangular, etc. Here and in the following, the right-hand side (RHS) of = will be an abbreviation for the left-hand side (LHS) where obvious identifications must be made.
The matrices H-are Hankel matrices; and if we rename fk + i +¡ as ny-, / = 0, 1, ..., then we have the following nesting property for the family HHj+i - 'l2j+2 With i/0 = V Vj = IVl ■■■h2j+l\
The recursive solution of the family of Hankel systems (3) can be found as in the scalar case (see [5] , [6] for details), and you have that for / = 0, 1,2, ..., with D^y-= diag(0r, ,r, ..., ^r) and i/^ unit upper triangular. The factorization (5f) corresponds to the one proposed by Rissanen [13] .
Notice that (6) thus that But now, unlike in the scalar case, i/jy-=£ LN in general.
The above result can be summarized as follows: The ¿-and R-denominators make up the triangular factors of H^ , while part of the corresponding residuals make up the triangular factors of HN itself. Notice also that (6) expresses the biorthogonality of the reversed ¿-and ./?-denominators.
Besides the LDU factorization of HN, given in (5) and (50, we could also look for a UDL factorization of this Hankel matrix. The triangular factors that appear then are not nested as are the triangulars in (5) . All the nonzero elements depend upon N Suppose we have (8) H The paradiagonal Vk for /c < 0 can be computed in two ways. Either we first compute the inverse formal power series F(z)_1, and then the recursion (4) can be used unaltered or we change the initial conditions of (4) and use the F(z) series again. with the last row of Y0 equal to I. Remark that Y0 is found by simple solution of a triangular system, which corresponds to finding the first -k + 1 terms of the formal series for F(z)_1. Back to k > 0 now. (4) gives recursively the denominators in Vk, but we could use the same recursion coefficients for the computation of the residual columns. This follows e.g. from (5). The recursion coefficients in (4) only depend upon the diagonal and lower diagonal of LNDN, defined in (5). Thus, it seems more natural to compute the columns of LNDN than to compute the columns of UN. This corresponds to a continued fraction approach [4] . The recursion follows directly from (4) and (5) and can be found e.g. in [13] . It is not different from the scalar case [5] , [6] . We in fact then compute the RCF ui + l and vi+, as in (9) and r¡ and r\ are the first two elements in A¡. It is an easy exercise to rewrite this algorithm as a "row-by-row" algorithm so that one need not fix N beforehand and that the increase of N to N + 1 only requires the computation of an additional row. Such an algorithm in the ¿-version can be found in [13, (2.9) ].
In the following we will refer to the recursion (4) as an algorithm to compute the upper-triangular factor UN for H^1, where HN is some given Hankel matrix. Similarly, the recursion (10) will be referred to as an algorithm to compute the lowertriangular factor LNDN of (5) for a given Hankel matrix HN. This proves the assertion about Y^ given after relation (8).
The recursion (4) now falls apart into two steps alternating between Vk and Vk±1 with ± = sign k. For more details consult [5] . Remark that the duality emanating from the algorithms (4) and (10) for Vk, computing the triangular factor in the LHS (denominators) resp. RHS (residuals) of (5), becomes, when using similar algorithms for Efc, a duality between denominators (LHS) and numerators (RHS). The algorithm (4) for E_k ik > 0) using the ^(z)-1 series thus computes the RHS triangular factor of (5) The corresponding ¿-version of (15) Instead of the LDU factorization of 7^ and ^r as given in (16), we could also look for an UDL factorization, viz. From the second factorization in (15) we see that the Q¡ are R-denominators for row Lk + l with a comonic normalization and P¡ the corresponding Ä-numerators.
A similar ¿-dual is (18) ffÜNT=NDNL.
Comparing (15), (16), (17) and (18) and using JTj^J = TN, we get
from which we conclude that doing the LDU factorization of 7^ requires in fact the same computations as the UDL factorization of T*N and conversely.
Note also e.g. that ¿^ = /NU~ J, where LN contains the R-residuals for Lk as columns and NU contains reversed ¿-denominators for Lk + 1 as rows, etc.
With the notations already introduced we have 
which expresses the biorthogonality of {¡Q}q and ÍQ¡}o w.r.t. 7^ [2] . We are now able to derive a lot of alternative algorithms for (14) . The recursion r*+S coefficients of (14) depend on the diagonal elements in DN and DN (see (15) ). In (14) they were found as inner products. We could now replace one or two of the inner products by recursions for the columns of LNDN or of UNDN. The way this is done is trivial and in the style of the derivation of (10). Computing both LNDN (residuals) and UNDN (numerators) by recursion makes the explicit evaluation of UN, or what is the same LN (both contain the same denominators), superfluous. This would be a continued fraction algorithm as given in [4] .
If we want to compute two adjacent rows Lk and Lfc + i, then we have several possibilities like sawtooth variants, etc. [6] . The most elegant is probably (see also, [1] , [13] , [15] , [18] (23b) ri+, = r, -rpf % = rf(7 -ß,at). Some further simplification is possible. Using the persymmetry of NT~ , it is possible to find that (see [1] ) ¡p = p¡ and ¡r = r¡. So that (23) and (230 can be summarized in the following scheme that is to be executed in parallel. This scheme computes the triangular factors of T^1 and jv^-1 ; see (21). It is like the algorithm in [1] and is a generalization of the block Levinson algorithm [11] , [17] which computes row L0 in a Laurent-Padé table [10] and in that case also reduces to the recursion for the Szegó orthogonal polynomials [14] , [9] , [7] . A continued fraction-like approach [4] gives the extension of the ladder-form analog [12] of the Levinson algorithm, and this computes the triangular factors of TN and NT themselves.
A derivation of the algorithm can be found in [13] e.g. We will do the work over again because it will give a better insight in what is happening in Padé terms.
Set AN -LNDN with LNDN as in (15) . Thus, AN contains R-residuals; and if we call its elements a^, then From (24) we obtain the 7y. and r¡, but to find the other two coefficients p¡ -¡p and P; = ¡r, needed to compute a¡, ßt, ¡a and ¡ß, we have to do another factorization. Indeed, the coefficients p¡ and p¡ are found from the factorization (17), i.e.
Vn=Bn (=ÜnDn).
BN contains the R-numerators for row k + 1. We number the elements of BN in reverse order, so that Herein we compute the left triangular factors in the UL factorization of TN = T^k+ 1^Ar' and fN = 7,[fc+2/iVl and the left triangular factors in the LU decomposition of TN and TN = T^k^N'. The right triangular factors in these decompositions are obtained when using a similar scheme for the left residuals and numerators. As before, we can apply the algorithm on the series Fiz)-1 to obtain recursions for columns or vertical sawteeth in the Padé table.
6. Conclusion. Via a matrix factorization interpretation of recursive matrixPadé algorithms, there is no problem to carry over all the algorithms from the scalar case, provided the matrix-Padé table is normal.
Some variants of the algorithms given by Akaike [1] and Rissanen [13] for the factorization of Toeplitz matrices are given a Padé interpretation. In this way we obtain generalizations of the Levinson-Wiggins-Robinson [11] , [17] algorithm and the so-called ladder form algorithm [12] 
