In this paper, we propose a generalized form of Sichel distribution which is obtained by mixing the Poisson distribution with the extended generalized inverse Gaussian distribution. This distribution models over dispersed, zero-inflated and heavy-tailed count data sets. These characteristics are examined with respect to the dispersion, zero-inflation and the third central moment inflation indices. Examples are provided to compare the extension with several other existing models including the Poisson-inverse Gaussian and the Sichel distributions.
Introduction
It is well known that count data often shows over dispersion relative to Poisson distribution for which variance equals the mean. Over dispersion means that the variance is greater than the mean and a common 1 : 0 = δ H i.e. the data follows a Sichel distribution. Section 5 contains the fitting of the proposed model to a simulated data set and two well-known data sets from the literature. Finally, some conclusion and comments are presented in Section 6.
The Generalized Sichel Distribution
Let Y be a random variable with support on nonnegative real numbers. Then the probability density function of the extended generalized inverse Gaussian (EGIG) distribution is given by is the modified Bessel function of the third kind with index ν . Here we follow the notation adopted by Gupta and Viles [9] . We adopt a similar domain of variation for the parameters to that given by Jørgensen [12] , that is , the EGIG model reduces to the generalized inverse Gaussian (GIG) model which has been studied in detail by Jørgensen [12] . Other special and limiting cases of Eq. 
which can be written as
The generalized Sichel probabilities may be computed from Eq. (2) by numerical integration or by using the infinite series form in Eq. (3) where computation of the ) (z K ν is facilitated by the recurrence relation
The generalized Sichel distribution has mean ( )
. Consequently, an expression for the index of dispersion can be written as 
Shape and Properties of the Generalized Sichel Distribution
The generalized Sichel distribution is a flexible model which is able to model data with zero-inflation, over dispersed and long-tailed data. Three examples of the generalized Sichel pmf plots are given in Figure 2 to illustrate the versatility of the shape of the distribution. We examine the shape of the generalized Sichel distribution in terms of the zero-inflation index and the third central moment inflation index as defined by Puig and Valero [20] . For the generalized Sichel distribution, both the zero-inflated and the central moment indices are dependent on the mean and they are obtained using numerical computation.
Zero-inflation index
The zero-inflation index of a non-negative integer random variable X with mean µ and proportion of zeros p 0 is defined as [20] ). The Poisson random variable has a zero-inflation index of 0, and a zero-inflated random variable will have a positive zero-inflation index. It is known that any mixed Poisson random variable is zero-inflated. Thus it is of interest to know the amount of zero-inflation.
We plot the zero-inflation index versus index of dispersion for the negative binomial (NB), Poisson inverse Gaussian (PIG) and generalized Sichel (GS) distributions in Figure 3 . The zero-inflation index for NB and PIG are independent of the mean of the distribution and it can be expressed as
, respectively, where ID is the index of dispersion. We consider the cases when mean = 5 and mean = 15 for the generalized Sichel distribution, representing small and large mean, respectively. When over dispersion is small, all three distributions are similar. The zero-inflation index of the generalized Sichel distribution increases with the value of its mean. When the mean is small, the generalized Sichel's zero-inflation index is closer to that of the PIG than the NB distribution. In general, the generalized Sichel distribution has the flexibility of having a larger zero-inflation index than that of the PIG. The generalized Sichel distribution is flexible in modelling the presence of extra zeros, since it has a zero-inflation index which can be higher than the NB distribution. 
Discriminant ratio
Ong and Muthaloo [18] have discussed the role of the discriminant ratio which is defined as In Figure 4 (a), we compare the graph of Q(k) versus k for the PIG distribution (δ = 1, λ = -0.5) and the generalized Sichel distribution. By varying the value of δ , the discriminant ratio varies considerably especially at large values of k. The difference is most prominent for k larger than 10.
From the graphs in Figure 4 (b), we note that the generalized Sichel distribution has a longer tail compared to the Sichel distribution. The trend is similar to that in Figure 4 (a). As such, the parameter δ adds flexibility to the generalized Sichel distribution, enabling the distribution to model data with a very long tail.
Third central moment inflation index
The third central moment inflation index of a nonnegative discrete random variable X describes the skewness of the distribution and is obtained as
, where 3 µ is the third central moment of X. This index takes the value 0 for the Poisson distribution.
In Figure 5 we plot the third central moment inflation index versus over dispersion for the NB, PIG and generalized Sichel (GS) distributions. For the GS distribution, the plot is given for three different values of the mean, i.e. 5, 10, 15. The index for the NB and PIG distributions take the values 2(ID) 2 -ID -1 and 3(ID) 2 -3(ID), respectively. The coefficient of skewness is positive for all three distributions. For small over dispersion, all of the distributions are similar to each other. As the index of dispersion increases, the coefficient of skewness of all the distributions increases. For the GS distribution, as the mean increases, the coefficient of skewness decreases. Moreover, GS distribution with larger means are closer to the NB than the PIG. The GS distribution with a small mean has more probability mass distributed at the tail extending to the right relative to the NB and PIG distributions. This further suggests that the generalized Sichel distribution is able to model long-tailed data better. In order to obtain the likelihood score equations, we derive the partial derivatives of the log-likelihood function using the generalized Sichel pmf based on Eq. (2). As such,
Then the partial derivatives are Journal
, and the derivatives of the modified Bessel function of the third kind is obtained by differentiating its integral representation
Since the pmf of the generalized Sichel distribution is complicated, ML estimation can be done using numerical optimization methods such as the simulated annealing algorithm discussed by Goffe et al. [4] . Simulated annealing is a stochastic-type global optimization algorithm which is able to work with functions which are not smooth or having many local maxima or minima.
Akaike Information Criterion
The Akaike Information Criterion (AIC) is a model selection criterion to choose from several competing models for a particular data set. It is calculated as AIC = -2 log L + 2p, where log L in the formula is the maximized log-likelihood value and p is the number of parameters. The AIC penalizes the model with more parameters. Based on this criteria, the model which the smallest AIC value is selected as the best model.
Hypothesis testing
The generalized Sichel distribution nests the Sichel distribution. As such, of particular interest would be hypothesis test for the additional parameter, which we shall name as the Sichel test. For the Sichel test, the hypotheses can be written as 1 :
Hypothesis testing procedures such as the likelihood ratio test, score test and Wald test can be performed based on the likelihood function. Under the null hypothesis, the likelihood ratio test and score test are asymptotically equivalent. We employ the score test which has the advantage of being simpler to compute since it requires only the restricted maximum likelihood estimates, which corresponds to those of the Sichel model for the Sichel test in Eq. (9) . The score test statistic is
, where the score
is being evaluated at the null hypothesis, i.e. . The score test statistic T has an asymptotic chi-square distribution with one degree of freedom.
Applications
To examine the suitability of the model for zero-inflated, over dispersed and long-tailed data sets, we fit one simulated data set and two well-known data sets from the literature with our proposed model and compare it with related mixed Poisson distributions and zero-inflated Poisson distribution. In terms of mixed Poisson distributions, we compare the model fitting of the generalized Sichel distribution with the negative binomial (NB), Poisson-inverse Gaussian (PIG) and Poisson-generalized inverse Gaussian (Sichel) (PGIG) distributions. The NB, PIG and PGIG distributions can be derived as a special case of the generalized Sichel distribution. The pmf of the NB, PIG and PGIG distributions used in this model fitting are given below.
Mixed Poisson Distribution
Probability mass function Parameter Domain Negative binomial (NB)
Besides the mixed Poisson distributions, we also fitted the two real data sets to the zero-inflated Poisson (ZIP) distribution since the high proportion of zeros in both data sets suggests that some of these may be structural zeros. The pmf of the ZIP distribution is defined as
The ML estimates together with their maximized log-likelihoods are presented in Table 1 . The standard error for the parameters of the generalized Sichel distribution are obtained from the observed information matrix defined in Section 4.3. The observed frequency and the fitted distributions are presented in Tables 2, 3 
Simulated data
In this section, we illustrate the application of the generalized Sichel distribution with a simulated data set with very long tail. The Malayan butterfly data is a well-known example in the literature on long-tailed data, see Ref. 6 . However, the frequencies after k = 25 are grouped hence the individual observations at the tail is lost. We simulate a long-tailed data using the estimated parameters of the Malayan butterfly data and compare the model fit of the NB, PIG, PGIG and generalized Sichel distributions. The mean and variance of the simulated data set are 10.6990 and 22.7307, respectively. The minimum value of the data set is 0, whilst the maximum is 224. A plot of the simulated data is given in Figure 6 . The data set has a high zero count and a very long tail. During the model fitting, frequencies after k = 50 are grouped. The model fitting results are presented in Table 2 . For presentation purposes, observations after 20 have been displayed as groups. From the table, the generalized Sichel distribution gives the best fit to the data in terms of both chi-square goodness-of-fit statistic and AIC value. The generalized Sichel distribution fits well on not only the observations at the tail but also the zero counts. 
Real data
We present in Table 3 the fit for Tröbliger's data which has been published in 1961 (as cited by Gathy and Lefèvr [3] ) on the frequency of the number of claims. This data set has an 87% proportion of zeros. It has a mean of 0.1434 with standard deviation 0.4031, thus giving a dispersion index of 1.1328. For this data, the generalized Sichel distribution provides a good fit amongst the four mixed Poisson distributions based on the p-value of the chi-square goodness-of-fit test. We note that the PIG and PGIG (Sichel) distributions, which are simpler, also give a good fit for this over dispersed data set with small counts. In this case, fitting the generalized Sichel distribution eliminates the need for piece-wise treatment in the empirical modelling of the data. The fit for data on number of injuries sustained in 10,000 accidents in the United States in 2001 (as cited in Kadane et al. [13] ) is presented in Table 4 . It has a mean of 0.7073, standard deviation 1.0020 thus yielding a dispersion index of 1.4194. Its proportion of zeros is at 54%. The generalized Sichel distribution gives a significantly better fit on this data in terms of its AIC values and chi-square goodness-of-fit statistic, compared to the other mixed Poisson distributions considered here.
All of the data sets cited here do not fit well to the zero-inflated Poisson distribution (the last column of Tables 3 and 4 ). This is due to a poor fit on the counts at the right tail of the data although it fits the zero counts very well. We also attempted to fit the data sets with the zero-inflated negative binomial (ZINB) distribution. However, the iterative method used to estimate the ZINB parameters failed to converge. This convergence failure is a common problem with the ZINB and it was also noted by Famoye and Singh [2] . Moreover, we observe that for all of the data sets cited here, the negative binomial predicted a higher frequency of zeros than which is observed, hence it may not be necessary to fit the ZINB model at all. As such, the generalized Sichel model can serve as an alternative to model zero-inflated count data.
Hypothesis testing
The hypothesis testing results for the Sichel test are presented in Table 5 . At a significance level of α = 0.05, the null hypothesis is not rejected for the Trobliger's data but is rejected for the accident injuries data. This conclusion corroborates the analysis of our model fitting results discussed in the preceding section. 
Some Conclusion and Comments
The generalized Sichel distribution presented in this paper, is an extension of the Sichel (PGIG) distribution.
It has one additional parameter, δ , which makes it more flexible for modelling count data sets having zeroinflation as well as overdispersion. The proposed distribution has an advantage of eliminating a piecewise treatment when fitting a data set to the NB, PIG and PGIG distributions since these are its special cases. We hope that the model, proposed in this paper, will provide a viable alternative to analyze count data sets which exhibit similar characteristics.
