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PRESCRIBING GAUSSIAN AND GEODESIC CURVATURE ON
DISKS
SERGIO CRUZ-BLA´ZQUEZ AND DAVID RUIZ
ABSTRACT. In this paper we consider the problem of prescribing the
Gaussian and geodesic curvature on a disk and its boundary, respectively,
via a conformal change of the metric. This leads us to a Liouville-type
equation with a nonlinear Neumann boundary condition. We address
the question of existence by setting the problem in a variational frame-
work which seems to be completely new in the literature. We are able to
find minimizers under symmetry assumptions.
1. INTRODUCTION
The problem of prescribing the Gaussian curvature on a compact surface
Σ under a conformal change of the metric is a classical one, and dates back
to [3, 20]. Let us denote by g the original metric, g˜ the new one and eu the
conformal factor (that is, g˜ = eug). This problem reduces to solving the
problem
−∆gu+ 2Kg = 2Kg˜eu,
where Kg, Kg˜ denote the curvature with respect to g and g˜, respectively.
The solvability of this equation has been studied for a long time, and it is
not possible to give here a comprehensive list of references.
If Σ has a boundary, then boundary conditions are in order. Homoge-
neous Dirichlet and Neumann boundary conditions have already been con-
sidered in the literature. In this paper our aim is to prescribe not only the
Gaussian curvature in Σ, but also the geodesic curvature on ∂Σ. In this case
we are led with the boundary value problem:{ −∆gu+ 2Kg = 2Kg˜eu in Σ,
∂u
∂n + 2hg = 2hg˜e
u/2 on ∂Σ,
(1.1)
where hg, hg˜ are the geodesic curvatures of ∂Σ relative to g, g˜, respectively.
Some versions of this problem have been studied in the literature. The
case hg˜ = 0 has been treated by A. Chang and P. Yang in [6]. Moreover,
the case Kg˜ = 0 has been treated in [5, 21, 23]. There is also some progress
in the blow-up analysis, see [2, 9], although a complete description of the
phenomenon is still missing.
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The case of constantsKg˜, hg˜ has also been considered. For instance, Bren-
dle ([4]) uses a parabolic flow to show that this problem admits always a
solution for some constant curvatures. By using complex analysis tech-
niques, explicit expressions for the solutions and the exact values of the
constants are determined if Σ is a disk or an annulus, see [17, 19]. The case
of the half-plane has also been studied, see [22, 14, 31]. However, the case
in which both curvatures are not constant has not been much considered.
In [8], some partial existence results are given, but they include a Lagrange
multiplier which is out of control. Moreover, a Kazdan-Warner type of ob-
struction to existence has been found in [18]. In a forthcoming work, the
case ofK < 0 in domains different from the disk is treated, and also a blow-
up analysis is performed, see [25]. At present, as far as we know, those are
the only works considering non-constant curvatures.
The higher dimensional analogue of this question (that is, prescribing
scalar curvature of a manifold and mean curvature of the boundary) has
been more studied. The case of zero scalar curvature and constant mean
curvature is known as the Escobar problem, in strong analogy with the
Yamabe problem. In this regard, see [1, 10, 11, 12, 13, 15, 16, 26], and the
references therein.
Integrating (1.1) and applying the Gauss-Bonnet Theorem, one obtains
ˆ
Σ
Kg˜e
u +
ˆ
∂Σ
hg˜e
u/2 = 2piχ(Σ). (1.2)
In this paper we shall consider the case in which χ(Σ) = 1. By the Uni-
formization Theorem, we can pass via a conformal map to a disk, obtaining
Kg˜ = 0, hg˜ = 1. Taking this into account we can consider the problem:
{ −∆u = 2Keu in D2,
∂u
∂η + 2 = 2he
u/2 on S1, (1.3)
where now K, h are the curvatures to be prescribed.
Generally speaking, the case of a disk is specially challenging because of
the non-compact action of the group of conformal maps of the disk, as hap-
pens in the Nirenberg problem for Σ = S2. This issue has been only treated
in [5] for K = 0 (see also [9]). A blow-up analysis in this case for non-
constant K, h is yet to be done, and will be the target of further research.
In this paper, as a first step in the understanding of the problem, we shall
impose symmetry conditions onK, h in order to rule out this phenomenon.
This idea goes back to Moser ([28]) for the Nirenberg problem.
Let G be a symmetry group of D2 without fixed points on S1, that is, for
each x ∈ S1 there exists g ∈ G such that g(x) 6= x. We say that a function f
is G−symmetric if f(x) = f(g(x)) for all g ∈ G and for all x in the domain
of f .
Our main results is the following.
Theorem 1.1. Let K : D2 → R, h : S1 → R be Ho¨lder continuous, nonnegative
andG−symmetric functions, not both of them identically equal to 0. Then problem
(1.3) admits a solution.
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We can also deal with changing sign curvatures K, h, as long as their
negative part is small:
Theorem 1.2. LetK0 : D2 → R, h0 : S1 → R be Ho¨lder continuous, nonnegative
andG−symmetric functions, none of them identically equal to 0. Then there exists
ε > 0 such that problem (1.3) admits a solution for any Ho¨lder continuous and
G−symmetric functions K, h with ‖K −K0‖L∞ + ‖h− h0‖L∞ < ε.
One of the main goals of this paper is to find an original variational set-
ting to this problem, which we think is natural and could be of use in fu-
ture research on the topic. Let us be more specific. We define the parameter
ρ :=
´
D2 Ke
u = 2pi − ´S1 heu/2. In order to fix ideas, let us assume that both
K, h are nonnegative functions; by (1.2), 0 < ρ < 2pi.
We shall show that (1.3) is equivalent to:
−∆u = 2ρ Keu´
D2 Ke
u in D2,
∂u
∂η + 2 = 2(2pi − ρ) he
u/2´
S1 he
u/2 on S1,
(2pi−ρ)2
ρ =
(
´
S1 he
u/2)
2
´
D2 Ke
u for 0 < ρ < 2pi.
(1.4)
Observe that problem (1.4) is now invariant under addition of constants
to u, and ρ is here an unknown. This formulation may seem rather artificial
but it has the advantage of being related to the critical points of the energy
functional:
I(u, ρ) =
1
2
ˆ
D2
|∇u|2 − 2ρ log
ˆ
D2
Keu + 2
ˆ
S1
u− 4(2pi − ρ) log
ˆ
S1
heu/2
+ 4(2pi − ρ) log(2pi − ρ) + 2ρ+ 2ρ log ρ. (1.5)
We highlight the fact that the functional above depends on the couple
(u, ρ), where u ∈ H1(D2) and ρ ∈ (0, 2pi). The form of this energy functional
seems to be completely new in the related literature.
If we freeze the variable ρ, the form of this functional is adequate for
the use of Moser-Trudinger type inequalities (or Onofri-type inequalitites)
which are already available also for boundary terms. Indeed, by interpolat-
ing these inequalities we will show that I is bounded from below. We will
gain coercivity in the u variable by imposing symmetry, as first done by
Moser in [28]. Finally, we will need to exclude the possibility of obtaining
minima at the endpoints ρ = 0 or ρ = 2pi. Those limit cases correspond to
the problem in which K = 0 or h = 0, respectively, so some study of these
cases is needed. By energy estimates we can assure that the minimum is
attained at ρ ∈ (0, 2pi), concluding the proof.
If either K or h changes sign the above approach fails. We shall also
give in Theorem 3.4 a more general result; as a corollary, and making use
of a compactness result for minima of the functional I , we will obtain the
perturbation result stated in Theorem 1.2 .
The rest of the paper is organized as follows. In Section 2 we set the
notation and the variational formulation of the problem. After that, an
analysis of the properties of the energy functional is performed by means
of Moser-Trudinger type inequalities. Section 3 is devoted to the proof of
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Theorem 1.1, for which we first need to address the limiting cases ρ = 0 and
ρ = 2pi. A more general version is also given. Finally, the proof of Theorem
1.2 is completed in Section 4.
2. VARIATIONAL SETTING
2.1. Notations. Let us first set some notations. Given a set A ⊂ X in a
metric space, we denote:
(A)r = {x ∈ X : dist(x,A) < r}.
Regarding the integrals, in this paper we shall consider only the Lebesgue
measure and we drop the element of area or length, that is, we shall only
write
´
D2 Ke
u or
´
S1 he
u/2. We also use the symbol
ffl
f to denote the mean
value of f , that is,  
Σ
f =
1
|Σ|
ˆ
Σ
f.
In our estimates we sometimes write C to denote a positive constant,
independent of the variables considered, that may change from line to line.
2.2. Variational formulation. As commented in the introduction, we will
consider the functional I given by (1.5) and defined on the space
X× (0, 2pi) =
{
u ∈ H1(D2) :
ˆ
D2
Keu > 0,
ˆ
S1
heu/2 > 0
}
× (0, 2pi).
With the purpose of clarifying the notation, for a fixed ρ ∈ (0, 2pi) we call
Iρ to the functional u → I(u, ρ) defined for every u ∈ X. We should notice
that the functionals Iρ are invariant under the addition of constants.
Lemma 2.1. X is nonempty if and only if K and h are positive somewhere.
Proof. We reduce ourselves to prove that ifK and h are positive somewhere
then X is nonempty, as the reciprocal is immediate. AsK is continuous and
there exists x0 ∈ Int(D2) such that K(x0) > 0, then there exists r > 0 such
that ({x0})r ∩ S1 = ∅ and K(x) > 0 for all x ∈ ({x0})r.
Moreover, we know that there exists x1 ∈ S1 satisfying h(x1) > 0, and
again by continuity we get s > 0 such that h(x) > 0 for all x ∈ ({x1})s ∩ S1.
It is not restrictive to assume ({x0})r ∩ ({x1})s = ∅. We call Ωr0 := ({x0})r
and Ωs1 := ({x1})s and consider a cutoff function ϕ ∈ H1(D2) satisfying
ϕ(x) =

a if x ∈ Ωr/20 ,
b if x ∈ Ωs/21 ,
0 if D2\ (Ωr0 ∪ Ωs1) ,
where a and b are real constants to determine. We see that:ˆ
S1
heϕ/2 =
ˆ
Ω
s/2
1 ∩∂D2
heϕ/2 +
ˆ
(
Ωs1\Ωs/21
)
∩∂D2
heϕ/2 +
ˆ
∂D2\Ωs1
heϕ/2
≥ eb/2
ˆ
Ω
s/2
1 ∩∂D2
h+
ˆ
∂D2\Ωs/21
h = C1e
b/2 + C,
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being C1 > 0 and C ∈ R. We can choose b large enough so thatˆ
S1
heϕ/2 > 0.
Furthermore,ˆ
D2
Keϕ =
ˆ
Ω
r/2
0
Keϕ +
ˆ
Ω
s/2
1
Keϕ +
ˆ
D2\(Ωr0∪Ωr1)
Keϕ +
ˆ
Ωs1\Ωs/21
Keϕ
+
ˆ
Ωr0\Ωr/20
Keϕ ≥ ea
ˆ
Ω
r/2
0
K − ebC2‖K‖∞ + C = C ′1ea − C ′2eb + C.
So we can also set a big enough so thatˆ
D2
Keϕ > 0.

Let us point out that the Euler-Lagrange equation of I is given by (1.4),
which is a reformulation of (1.3), in view of next Lemma:
Lemma 2.2. Problems (1.3) and (1.4) are equivalent.
Proof. In order to check that every solution of (1.3) is a solution of (1.4)
we just need to take ρ =
´
D2 Ke
u = 2pi − ´S1 heu/2 > 0. Reciprocally, if
u ∈ X solves (1.4), applying the invariance under addition of constant of
that problem we have, for any C ∈ R :
−∆(u+ C) = 2ρ Ke
u+C
eC
´
D2 Ke
u
,
∂(u+ C)
∂η
+ 2 = 2(2pi − ρ) he
u/2
e
C
2
´
S1 he
u/2
.
If we want u+ C to solve (1.3), we need C ∈ R such that
eC =
ρ´
D2 Ke
u
, e
C
2 =
(2pi − ρ)´
S1 he
u/2
.
The third equation of (1.4) tells us that both conditions are actually the
same. Thus, it is enough to choose C = log ρ− log ´D2 Keu. 
2.3. Moser-Trudinger inequalities. The Moser-Trudinger inequalities (see
[6, 27, 28, 30]) and their variations are useful tools to deal with the non-
linear terms of exponential type which appear in our functional. In partic-
ular we are interested in weaker versions of these inequalities, also called
Onofri type inequalities.
Theorem 2.3. Let Σ be a compact surface with C1 boundary. Then there exists a
constant C ∈ R, depending only on Σ, such that
log
ˆ
Σ
eu ≤ 1
16pi
ˆ
Σ
|∇u|2 + C ∀u ∈ H10 (Σ), (2.1)
and
log
ˆ
Σ
eu ≤ 1
8pi
ˆ
Σ
|∇u|2 +
 
Σ
u+ C ∀u ∈ H1(Σ). (2.2)
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The first inequality is classical, whereas the second is given in [6, Propo-
sition 2.3 and subsequent corollary]. In both cases the constant is optimal.
In order to address the non-linear boundary terms of the functional I ,
we will use an analogous version of Theorem 2.3 for the boundary of a
compact surface that can be found in [21], for instance.
Proposition 2.4. Let Σ be a compact surface with C1 boundary. Then there exists
a constant C > 0, depending only on Σ, such that
log
ˆ
∂Σ
eu ≤ 1
4pi
ˆ
Σ
|∇u|2 +
 
∂Σ
u+ C, ∀u ∈ H1(Σ).
In the case of the disk, the above inequality is the so-called Lebedev-
Milin inequality (with C = 0, see for instance [29, equation (4’)]).
By interpolating the previous inequalities we will obtain a lower bound
for the functional I . First, we notice that inequality (2.2) can be manipu-
lated so that the mean value of u in ∂Σ replaces the mean in Σ.
Corollary 2.5. Let Σ be a compact surface with C1 boundary. There exists a
constant C ∈ R, only depending on Σ, such that
log
ˆ
Σ
ev ≤ 1
8pi
ˆ
Σ
|∇v|2 +
 
∂Σ
v + C ∀v ∈ H1(Σ).
Proof. We consider the problem{ −∆w = −4pi|Σ| in Σ,
∂w
∂η =
4pi
|∂Σ| on ∂Σ.
(2.3)
Let us point out that (2.3) is solvable inH1(Σ) because
´
∂Σ
4pi
|∂Σ| = −
´
Σ
4pi
|Σ| =
4pi. We fix a solution w of (2.3) and apply (2.2) to v + w, obtaining:
log
ˆ
Σ
ev ≤ 1
8pi
ˆ
Σ
|∇v|2 + 1
4pi
ˆ
∂Σ
∂w
∂η
v − 1
4pi
ˆ
Σ
(∆w)v +
 
Σ
v + C.
Finally, we use that w solves (2.3):
log
ˆ
Σ
ev ≤ 1
8pi
ˆ
Σ
|∇v|2 +
ˆ
∂Σ
v −
 
Σ
v +
 
Σ
v + C
=
1
8pi
ˆ
Σ
|∇v|2 +
ˆ
∂Σ
v + C.

In a similar way one can obtain a modified version of Proposition 2.4 in
which the mean value of u on Σ substitutes the mean on ∂Σ.
Corollary 2.6. Let Σ be a compact surface withC1 boundary. There existsC ∈ R,
only depending on Σ, such that
log
ˆ
∂Σ
eu ≤ 1
4pi
ˆ
Σ
|∇u|2 +
 
Σ
u+ C ∀u ∈ H1(Σ).
The combined use of the inequality (2.3) and Corollary 2.5 allows us to
prove that I is bounded from below in H1(D2).
Proposition 2.7. There exists a constant C ∈ R such that Iρ(u) ≥ C for every
u ∈ X and every ρ ∈ [0, 2pi].
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Proof. Let us define f : (0, 2pi)→ R as the correction term in (1.5), that is
f(ρ) = 4(2pi − ρ) log(2pi − ρ) + 2ρ+ 2ρ log ρ.
It is clear that
lim
ρ→0
f(ρ) = 8pi log(2pi), lim
ρ→2pi
f(ρ) = 4pi + 4pi log(2pi).
Then, f can be continuously extendended to the compact [0, 2pi]. Thus,
there exists a constant M > 0 such that |f(ρ)| ≤ M for all ρ ∈ [0, 2pi].
Moreover, since K and h are continuous, there exist M1,M2 ∈ R such that
log
ˆ
D2
Keu ≤ log
ˆ
D2
eu + C, log
ˆ
S1
heu/2 ≤
ˆ
S1
eu/2 + C.
Then, for every a, b ∈ R:
Iρ(u) ≥ 1
2
ˆ
D2
|∇u|2 − 2ρ log
ˆ
D2
eu − 4(2pi − ρ) log
ˆ
S1
eu/2 + 2
ˆ
S1
u+ C
=
8pi − 2a− b
16pi
ˆ
D2
|∇u|2 + a
8pi
ˆ
D2
|∇u|2 + b
16pi
ˆ
D2
|∇u|2
− 2ρ log
ˆ
D2
eu − 4(2pi − ρ) log
ˆ
S1
eu/2 + 2
ˆ
S1
u+ C.
As the functional I is invariant under the addition of constants, we can
assume that
´
Σ u = 0 and apply Corollary 2.5 and Proposition 2.4 taking
a = 2ρ and b = 4(2pi − ρ), obtaining:
Iρ(u) ≥ −2ρ
 
S1
u− 2(2pi − ρ)
 
S1
u+ 2
ˆ
S1
u+ C = C.
We highlight that the constant C does not depend on ρ. 
Proposition 2.7 states that the functional I is bounded from above, but
we do not have coercivity. The reason for that is the non-compact action of
the conformal group of the disk. This effect appears also in the Nirenberg
problem in the sphere, for instance, and makes the problem rather difficult.
We will show now that we can gain coercivity by restricting ourselves
to spaces of symmetric functions. In order to do that, we introduce local
versions of the inequalities above. These results are known as Chen-Li type
inequalities (see [7] for more details).
Proposition 2.8. Let Σ be a compact surface with C1 boundary, Σ1 ⊂ Σ and
δ > 0 such that (Σ1)δ ∩ ∂Σ = ∅. Then, for every ε > 0, there exists a constant
C ∈ R depending on ε and δ such that
16pi log
ˆ
Σ1
eu ≤
ˆ
(Σ1)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + C, ∀u ∈ H1(Σ) with
ˆ
Σ
u = 0.
The details of the proof of this precise statement can be found in [24,
Proposition 2.2], for instance, but the idea dates back to [7]. Roughly speak-
ing, one applies (2.1) to the function u multiplied by a cut-off function in
Σ1.
If the function u has mass in several separated regions satisfying the
hypothesis of the propositions above, the obtained bounds improve by a
factor of the number of such regions. This information is collected in the
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following corollary (see for instance [24, Lemma 2.4] for the case l = 2; the
case of general l is analogous).
Corollary 2.9. Let Σ be a compact surface withC1 boundary, l ∈ N and Σ1, . . . ,Σl ⊂
Σ for which there exists a δ > 0 such that (Σi)δ ∩ (Σj)δ = ∅ if i 6= j. Assume that
there exists γ ∈ (0, 1l ) such that´
Σi
eu´
Σ e
u
≥ γ, ∀i = 1, . . . , l.
Then, for every ε > 0 there exists a constant C ∈ R depending on ε, δ and γ such
that
8lpi log
ˆ
Σ
eu ≤
ˆ
Σ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + C, ∀u ∈ H1(Σ) with
ˆ
Σ
u = 0.
Using the same techniques we can give a localized version of the Propo-
sition 2.4.
Proposition 2.10. Let Σ be a compact surface with C1 boundary, and Γ1 ⊂ ∂Σ.
Then, for every ε, δ > 0 there exists a constant C ∈ R depending on ε and δ such
that
4pi log
ˆ
Γ1
eu ≤
ˆ
(Γ1)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + C, ∀u ∈ H1(Σ) with
ˆ
Σ
u = 0
Proof. Following [7], we consider a cutoff function gδ : Σ→ [0, 1] satisfying
gδ =
{
1 if x ∈ Γ1,
0 si x ∈ Σ\(Γ1)δ/2.
We have gδu ∈ H1(Σ), hence we can apply Corollary 2.6:
4pi log
ˆ
Γ1
eu = 4pi log
ˆ
Γ1
egδu ≤ 4pi log
ˆ
∂Σ
egδu
≤
ˆ
Σ
|∇(gδu)|2 + 4pi
 
Σ
gδu+ C. (2.4)
Then,ˆ
Σ
|∇(gδu)|2 =
ˆ
Σ
u2|∇gδ|2 + 2
ˆ
Σ
gδu〈∇u,∇gδ〉+
ˆ
Σ
(gδ)
2|∇u|2
≤ Cδ
ˆ
Σ
u2 + 2
ˆ
Σ
gδu|∇u||∇gδ|+
ˆ
(Γ1)δ
|∇u|2. (2.5)
The central term can be bounded using Cauchy’s inequality, obtainingˆ
Σ
gδu|∇u||∇gδ| ≤ Cδ
ˆ
Σ
u|∇u| ≤ Cε,δ
ˆ
Σ
u2 + ε
ˆ
Σ
|∇u|2. (2.6)
Combining (2.5) and (2.6):ˆ
Σ
|∇(gδu)|2 ≤
ˆ
(Γ1)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + Cε,δ
ˆ
Σ
u2. (2.7)
Also, we have the following bound for the mean value of gδu on ∂Σ: 
Σ
gδu ≤
 
Σ
1
2
((gδ)
2 + u2) ≤ 1
2
 
Σ
(gδ)
2 +
1
2|Σ|
ˆ
Σ
u2 ≤ Cδ + C
ˆ
Σ
u2. (2.8)
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Now, apply both inequalities (2.7) and (2.8) to (2.4) to get:
4pi log
ˆ
Γ1
eu ≤
ˆ
(Γ1)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + Cε,δ
ˆ
Σ
u2 + C. (2.9)
Finally we address the term
´
Σ u
2.
Let a ∈ R, η = |{x ∈ Σ : u(x) ≥ a}| and (u−a)+ = max{0, u−a}. Clearly,
u ≤ (u− a)+ + a. We now apply formula (2.9) to the function (u− a)+:
4pi log
ˆ
Γ1
eu ≤ 4pi log
(
ea
ˆ
Γ1
e(u−a)
+
)
≤ 4pia+ log
ˆ
Γ1
e(u−a)
+
≤ 4pia+
ˆ
(Γ1)δ
|∇(u− a)+|2 + ε
ˆ
Σ
|∇(u− a)+|2 + Cε,δ
ˆ
Σ
(
(u− a)+)2
≤ 4pia+
ˆ
(Γ1)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + Cε,δ
ˆ
Σ
(
(u− a)+)2 .
(2.10)
By means of Sobolev, Ho¨lder and Poincare´-Wirtinger inequalities:
ˆ
Σ
(
(u− a)+)2 = ˆ
{x∈Σ: u(x)≥a}
(
(u− a)+)2 ≤ η1/2(ˆ
Σ
(
(u− a)+)4)1/2
≤ η1/2‖(u− a)+‖2H1(Σ) ≤ Cη1/2
ˆ
Σ
|∇u|2. (2.11)
Again by Poincare´-Wirtinger inequality:
aη ≤
ˆ
{x∈Σ: u(x)≥a}
u ≤
ˆ
Σ
|u| ≤ C
(ˆ
Σ
|u|2
)1/2
≤ C
(ˆ
Σ
|∇u|2
)1/2
.
(2.12)
From (2.12), using Cauchy’s inequality:
a ≤ θ
ˆ
Σ
|∇u|2 + C
2
η2θ
, ∀θ > 0. (2.13)
Mixing (2.10), (2.11) and (2.13):
4pi log
ˆ
Γ1
eu ≤ 4piθ
ˆ
Σ
|∇u|2 +
ˆ
(Γ1)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + Cε,δη1/2
ˆ
Σ
|∇u|2 + C,
and it is enough to take θ = 14pi and η
1/2 ≤ εCε,δ to conclude. 
Corollary 2.11. Let Σ be a compact surface withC1 boundary, l ∈ N and Γ1, . . . ,Γl ⊂
∂Σ for which there exists a δ > 0 such that (Γi)δ ∩ (Γj)δ = ∅ if i 6= j. Moreover,
assume that there exists γ ∈ (0, 1l ) such that´
Γi
eu´
∂Σ e
u
≥ γ, ∀i = 1, . . . , l. (2.14)
Then, for every ε > 0 there exists a constant C ∈ R, depending on ε, δ and γ,
such that
4lpi log
ˆ
∂Σ
eu ≤
ˆ
Σ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + C, ∀u ∈ H1(Σ) with
ˆ
Σ
u = 0.
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Proof. First, we apply to each Γi the previous result, obtaining
4pi log
ˆ
Γi
eu ≤
ˆ
(Γi)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + C.
Using (2.14), we obtain:
4pi log
ˆ
Γi
eu ≥ 4pi log
ˆ
∂Σ
eu + C.
Then,
4pi log
ˆ
∂Σ
eu ≤
ˆ
(Γi)δ
|∇u|2 + ε
ˆ
Σ
|∇u|2 + C.
Finally, summing on i ∈ {1, . . . , l}:
4lpi log
ˆ
∂Σ
eu ≤
ˆ
⊔
i(Γi)
δ
|∇u|2 + εl
ˆ
Σ
|∇u|2 + C
≤
ˆ
Σ
|∇u|2 + εl
ˆ
Σ
|∇u|2 + C.

We have just seen that the more regions the mass of a function is sepa-
rated in, the better bounds we obtain using the local versions of the Moser-
Trudinger inequalities. If a H1(D2) function is concentrated in an interior
point of the disk, Proposition 2.8 gives us a lower bound which is sufficient
to achieve coercivity, but that is not the case when a function concentrates
around a boundary point. To avoid this we will restrict ourselves to con-
sider functions satisfying a symmetry condition guaranteeing that a func-
tion cannot concentrate around a single point of the boundary. Hence we
will obtain coercivity by interpolating 2.9 and 2.11 with l = 2.
FIGURE 1. If a symmetric function concentrates around x ∈
S1, then it also concentrates around g(x) for all g ∈ G.
We let G be a subgroup of the orthogonal transformation group of D2
such that the set of fixed points on S1 under the action of G is empty, in
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other words,
{x ∈ S1 : g(x) = x ∀g ∈ G} = ∅.
For instance, we can take G as the group of rotations generated by g(z) =
e
2pii
k z, as well as the dihedral groups Dk (k ∈ N, k > 1).
In the sequel, K and h will be assumed to be G−symmetric functions,
and we denote H1G(D2) = {u ∈ H1(D2) : u ◦ g = u ∀ u ∈ G}, and:
XG = {u ∈ X : u ◦ g = u ∀g ∈ G}.
As in Lemma 2.1 we observe that if K and h are G-symmetric functions
somewhere positive, then XG is not empty.
Proposition 2.12. Given ρ ∈ [0, 2pi], the functional Iρ is coercive on XG, that is,
Iρ(u)→ +∞ (‖u‖H1(D2) → +∞, u ∈ XG).
Proof. Take a sequence (un) in XG. We know that Iρ is invariant under the
addition of constants, so we can assume that
´
D2 un = 0 for every n ∈ N.
We have
Iρ(un) ≥ 1
2
ˆ
D2
|∇un|2 − 2ρ log
ˆ
D2
eun − 4(2pi − ρ) log
ˆ
S1
eun/2 + 2
ˆ
S1
un + C.
Then, for any a, b ∈ R one has:
Iρ(un) ≥ 16pi − 2a− b
32pi
ˆ
D2
|∇un|2 + a
16pi
ˆ
D2
|∇un|2 + b
32pi
ˆ
D2
|∇un|2 + 2
ˆ
S1
un
− 2ρ log
ˆ
D2
eun − 4(2pi − ρ) log
ˆ
S1
eun/2.
We can now apply Corollaries 2.9 and 2.11 with l = 2:
Iρ(un) ≥ 16pi − 2a− b
32pi
ˆ
D2
|∇un|2 + a log
ˆ
D2
eun − aε
ˆ
D2
|∇un|2 + b log
ˆ
S1
eun/2
− bε
ˆ
D2
|∇un|2 − 2ρ log
ˆ
D2
eun − 4(2pi − ρ) log
ˆ
S1
eun/2 + 2
ˆ
S1
un + C.
Choosing a = 2ρ and b = 4(2pi − ρ) and applying the trace inequality:
Iρ(un) ≥
(
1
4
− ε
)ˆ
D2
|∇un|2 − 2C2‖un‖H1(D2) + C, C2 > 0.
Finally, taking ε small enough and using the Poincare´-Wirtinger inequality
we obtain
Iρ(un) ≥ C1‖un‖2H1(D2) − C2‖un‖H1(D2) + C, C1, C2 > 0. (2.15)
Again, we remark that the constant C1 is independent of ρ. 
3. PROOF OF THEOREM 1.1 AND ITS GENERALIZATION
We begin this section considering the limiting cases ρ = 0 and ρ = 2pi.
These cases have their own interest, as will be shown, but their study will
be useful also for the proof of Theorems 1.1, 1.2 and 3.4.
Observe that:
I(u, 0) =
1
2
ˆ
D2
|∇u|2 + 2
ˆ
S1
u− 8pi log
ˆ
S1
heu/2 + 8pi log(2pi), (3.1)
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and, as K does not play any role, it can be defined on the bigger space
X1 =
{
u ∈ H1(D2) :
ˆ
S1
heu/2 > 0
}
⊃ X.
The critical points of I0 on X1 are weak solutions of the problem −∆u = 0 in D
2,
∂u
∂η + 2 = 4pi
heu/2´
S1 he
u/2 on S1,
which is clearly equivalent to the problem of prescribing Gaussian curva-
ture K = 0 and geodesic curvature h, that is,{ −∆u = 0 in D2,
∂u
∂η + 2 = 2he
u/2 on S1.
(3.2)
Under the hypothesis that h is G-symmetric, we can seek a minimizer of
I0 on the space of symmetric functions
X1G =
{
u ∈ X1 : u ◦ g = u ∀g ∈ G} .
Theorem 3.1. Let h : S1 → R be a Ho¨lder continuous, somewhere positive
G−symmetric function. Then Problem (3.2) admits a solution as a minimum of I0
on X1G.
Proof. The functional is bounded from below as seen in Proposition 2.7, so
there exists
α = inf
u∈X1G
I0(u).
Let (un) be a minimizing sequence in X1G, that is, I0(un) → α. By Proposi-
tion 2.12 we know that I0 is coercive so un is bounded in the H1(D2) norm
and we can assume that, there exists u0 in H1(D2) such that, up to a subse-
quence, un ⇀ u0. Then, we also haveˆ
S1
un →
ˆ
S1
u0,
ˆ
S1
heun/2 →
ˆ
S1
heu0/2.
Combining this information with the fact that the function u→ ´D2 |∇u|2 is
weakly lower semicontinuous, we have I0(u0) ≤ α. It is easy to check that´
S1 he
u0
2 > 0, because if we had
´
S1 he
un/2 → 0 then I0(un) → +∞, which
contradicts that un is minimizing. Also, notice that weak convergence re-
spect symmetry, so u0 is a G−symmetric function. 
Analogously, we can consider the functional related to the limiting case
ρ = 2pi,
I(u, 2pi) =
1
2
ˆ
Σ
|∇u|2 + 2
ˆ
S1
u− 4pi log
ˆ
D2
Keu + 4pi + 4pi log(2pi). (3.3)
defined on the space
X2G =
{
u ∈ H1G(D2) :
ˆ
D2
Keu > 0
}
⊃ XG.
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One can check that its variation with respect to u produces weak solutions
of the problem { −∆u = 4pi Keu´
D2 Ke
u in D2,
∂u
∂η + 2 = 0 on S
1,
which is equivalent to the problem of prescribing geodesic curvature h = 0
and Gaussian curvature K:{ −∆u = 2Keu in D2,
∂u
∂η + 2 = 0 on S
1.
(3.4)
A trivial adaptation of the proof of Theorem 3.1 gives the following:
Theorem 3.2. Let K : D2 → R be a Ho¨lder continuous, somewhere positive
G−symmetric function. Then Problem (3.2) admits a solution as a minimum of
I2pi on X2G.
Remark 3.3. The existence result of Theorem 3.1 is known, see for instance [23].
We have not found a explicit statement of the existence result of Theorem 3.2, but
we guess that it must be also known. However in this section we have reinterpreted
those solutions as minimizers of I0 and I2pi, respectively. This will be of use in what
follows.
Let us now conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. If K = 0 or h = 0, then we are under the assumptions
of Theorem 3.1 or Theorem 3.2. Then, we can assume that bothK and h are
positive in some point and non-negative. In this case, XG = X1G = X2G =
H1G(D2).
By Proposition 2.12, there exists (uˆ, ρˆ) ∈ H1G(D2)× [0, 2pi] a minimizer for
I . We conclude if we exclude the possibilities ρˆ = 0 or ρˆ = 2pi.
Assume that ρˆ = 0. Observe that in this case, uˆ is a minimizer for I(·, 0).
Then,
I(uˆ, 0) ≤ I(uˆ, ρ) = I(uˆ, 0)− 2ρ log
(ˆ
D2
Keuˆ
)
+ 4ρ log
(ˆ
S1
heuˆ/2
)
+8pi log
(2pi − ρ
2pi
)
− 4ρ log(2pi − ρ) + 2ρ+ 2ρ log ρ.
But observe that, as ρ → 0, the main term above is 2ρ log ρ, which is neg-
ative. This gives a contradiction that excludes the case ρˆ = 0. One can
exclude the case ρˆ = 2pi in an analogous way.

The proof of Theorem 1.1 can be adapted to a more general setting as
follows:
Theorem 3.4. Let K and h be Ho¨lder continuous G−symmetric functions that
are positive somewhere. We define
S0 =
{
u ∈ X1G : I0(u) = min
X1G
I0
}
, S2pi =
{
u ∈ X2G : I2pi(u) = min
X2G
I2pi
}
.
If S0 ∩ XG and S2pi ∩ XG are nonempty, then (1.3) admits a solution.
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Clearly, Theorem 1.1 is an immediate consequence of Theorem 3.4. No-
tice also that the sets S0 and S2pi of the hypotheses are nonempty because
of Theorems 3.1 and 3.2.
Proof. The proof follows the same energy comparison argument than above,
but a couple of details are worth to be written down. First, the existence of
a minimizer is not clear a priori. Then let (un, ρn) ∈ XG × (0, 2pi) be a
minimizing sequence, that is, I(un, ρn) → inf I . Clearly un is bounded in
H1G(D2) by Proposition 2.12, but its weak limit uˆ could fall outside XG.
If ρn → ρˆ ∈ (0, 2pi), from the fact that I(un, ρn) is bounded we obtain:
0 < ε <
ˆ
D2
Keun < C, 0 < ε <
ˆ
S1
heun/2 < C,
for some ε > 0, C > 0. As a consequence un ⇀ uˆ ∈ XG and we are done.
Assume now that ρn → 0. If n is sufficiently large we have the estimate:
I(un, ρn) ≥ −2ρn log
(ˆ
D2
Keun
)
− 4(2pi − ρn) log
(ˆ
S1
heun/2
)
+ C.
Notice that
lim inf
n→∞ −2ρn log
(ˆ
D2
Keun
)
≥ 0.
Thus, − log (´S1 heun/2)must be bounded from above, which means that
0 < ε <
ˆ
S1
heun/2.
Now, we write:
I(un, ρn) = I(un, 0)− 2ρn log
( ˆ
D2
Keun
)
+ 4ρn log
(ˆ
S1
heun/2
)
+8pi log
(2pi − ρn
2pi
)
− 4ρn log(2pi − ρn) + 2ρn + 2ρn log ρn.
From this we deduce that:
inf I = lim
n→∞ I(un, ρn) ≥ lim infn→∞ I(un, 0) ≥ I(u0, 0),
where u0 ∈ S0 ∩ XG. But, as in the proof of Theorem 1.1,
I(u0, 0) > I(u0, ρ),
for small values of ρ. This contradiction shows that ρn cannot converge to
0. In an analogous way we can exclude its convergence to 2pi.

4. A PERTURBATION RESULT
In this section it is necessary to specify the dependence of I on the curva-
ture functions K and h, so we are writting I(u, ρ) = I[K,h](u, ρ). We begin
with a compactness result:
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Lemma 4.1. Let (Kn) and (hn) be sequences of Ho¨lder continuousG−symmetric
functions, defined on D2 and S1 respectively, such that
Kn → K uniformly in D2 and K ∈ C0,α(D2),
hn → h uniformly on S1 and h ∈ C0,α(S1).
Let us consider a sequence (un), where each un is a solution of the problem{ −∆u = 2Kneu in D2,
∂u
∂n + 2 = 2hne
u/2 on S1, (4.1)
satisfying
ρn =
ˆ
D2
Kne
un > 0,
ˆ
S1
hne
un/2 > 0, ∀n ∈ N. (4.2)
Assume that I[Kn, hn](un, ρn) is uniformly bounded from above. Then un ⇀ u∞
on H1(D2), being u∞ a solution of the problem{ −∆u = 2Keu in D2,
∂u
∂n + 2 = 2he
u/2 on S1. (4.3)
Proof. First, we notice that ‖Kn −K‖∞ → 0 and ‖hn − h‖∞ → 0 imply that
for every ε > 0 there exists n0 ∈ N such that, for n ≥ n0:
‖Kn‖∞ < ‖K‖∞ + ε, ‖hn‖∞ < ‖h‖∞ + ε.
Hypothesis (4.2) gives us 0 < ρn < 2pi for all n ∈ N. Then, for n ≥ n0 we
have the following bound:
I[Kn, hn](un, ρn) ≥ I(‖K‖∞ + ε, ‖h‖∞ + ε)(un, ρn).
And then, by Proposition 2.12, there exist constants C1, C2 > 0, indepen-
dent of n, such that
I[Kn, hn](un, ρn) ≥ C1‖un‖2H1 − C2‖un‖H1 + Cε.
Taking into account the hypothesis that I[Kn, hn](un, ρn) is uniformly bounded
from above we have immediately that un is bounded in the H1(D2) norm.
Hence, up to a subsequence we can assume that there exists u∞ ∈ H1(D2)
such that un ⇀ u∞.
Then, it is known that 2Kneun → 2Keu∞ and 2hneun/2 → 2heu∞2 on Lp
for 1 ≤ p < +∞, and that 〈∇un, w〉 → 〈∇u∞, w〉 for all w ∈ H1(D2). In
particular
un|S1 → u∞|S1 in L2(S1).
We now pass to the limit in the weak formulation of (4.1):ˆ
D2
〈∇un,∇v〉 − 2
ˆ
D2
Kne
unv + 2
ˆ
S1
v −
ˆ
S1
hne
un/2v = 0. (4.4)
for all v ∈ H1(D2). As a consequence u∞ is a weak solution of (4.3). By
standard regularity estimates u∞ is indeed a classical solution.

The next step is to check that, when considering a sequence of minimum
type solutions, the hypothesis of Lemma 4.1 are automatically satisfied.
Observe that under our hypotheses I[Kn, hn](·, ·) → I[K,h](·, ·) pointwise
in X× (0, 2pi).
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Then, if (un, ρn) is a sequence of minimum type solutions of (4.1),
lim sup
n→+∞
I[Kn, hn](un, ρn) = lim sup
n→+∞
min
X×(0,2pi)
I[Kn, hn](·, ·) ≤ min
X×(0,2pi)
I.
Where the previous inequality is due to the fact that (fn) converging point-
wise to f implies limn→+∞ inf fn(y) ≤ inf f(y).
Proof of Theorem 1.2. We apply Theorem 3.4 to the problems{ −∆u = 2Keu in D2,
∂u
∂η + 2 = 2he
u/2 on S1
for which we need that the limiting problems
(P 1K)
{ −∆u = 2Keu in D2
∂u
∂n + 2 = 0 on S
1 , (P
2
h )
{ −∆u = 0 in D2
∂u
∂η + 2 = 2he
u/2 on S1
admit minimum type solutions, u1 and u2 respectively, verifyingˆ
D2
Keu2 > 0,
ˆ
S1
heu1/2 > 0.
By contradiction, take Kn and hn Ho¨lder continuous functions converg-
ing uniformly to K0 and h0. We can assume that n is large enough so that
Kn and hn are somewhere positive, so that solutions for the limiting prob-
lems in the form of minimizers can be found via Theorems 3.1 and 3.2.
Now, take (u˜n) a sequence of minimum type solutions of the problems
(P 1Kn) and (uˆn) a sequence of minimum type solutions of the problems
(P 2hn) such that
either
ˆ
D2
Kne
uˆn ≤ 0, or
ˆ
S1
hne
u˜n/2 ≤ 0, ∀n ∈ N. (4.5)
By Lemma 4.1 we know that uˆn ⇀ uˆ and u˜n ⇀ u˜, solutions for the limiting
problems (P 1K0) and (P
2
h0
). Taking limit when n→ +∞ in (4.5) we obtain:
either
ˆ
D2
K0 e
u˜ ≤ 0, or
ˆ
S1
h0 e
uˆ/2 ≤ 0,
which is a contradiction since both K0 and h0 are nonnegative functions
somewhere positive. 
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