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1. INTRODUCTION 
Consider the Hamiltonian system of ordinary differential equation 
i = $H, , 
0 -I 
f = (I 0 13 U-1) 
where x = (p, q), p, 4 E UP, and H: UP + R. A basic question of interest in 
the study of Hamiltonian mechanics is the existence of periodic solutions of (1 .l) 
on a given energy surface. Simple examples show that there need not exist 
any periodic orbits [l]. Some recent results of a positive nature were proved 
simultaneously by A. Weinstein [2] and the author [3]: 
THEOREM 1.2. Let HE C1(R2”, R) with H-l(l) a manifold which is dzyeo- 
nzoyphic to S2n-1 under radial projection. Thelz (1.1) possesses a periodic solution 
on H-l(l). 
Weinstein actually obtained the special case in which H-I( 1) bounds a convex 
region and H E C2. A key step in his proof is the following theorem which is of 
independent interest: 
THEOREM 1.3. Let H(p, q) = K(p, q) + V(q) where KE C2(R2”, R), VE 
C2(W, R) and satisfy: 
(V,) rfD = (PER” 1 - co < V(q) < l}, then VQ # 0 on aD. 
(V,) There exists a C2 dz#eonzorphism Z/J of Iw” to [Wn such that the open unit 
ball, B,(O), in [w” is dzfleomorphic to D. 
(KJ FOF each q E p, K(0, q) = 0 and K(p, q) is ezyen and strictly convex inp. 
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(Ka) For fixed q E P and p E 9+-l, 
l& WP, 4) > 1 - WI). 
Then there exists a T > 0 and a solution x = (p, q) of (1.1) such that q(O), q(T) E 
aDandq(t)~DforO<t<T. 
Since H(z(t)) E 1 for this solution, p(0) = p(T) = 0. Extending p as an 
odd function and q as an even function about 0 and T and using (Ka) then gives 
a 2 T periodic solution of (1.1). 
Weinstein’s proof of Theorem 1.3 is based in part on earlier work of Seifert 
[4] on the special case of K(p, q) = L’aij(q)pipi where (aij(q)) is a positive 
definite matrix uniformly for q ED. Roughly speaking ,the solutions of Theorem 
1.3 are determined as geodesics for the Riemannian metric K of Seifert or the 
Finsler metric K of Weinstein. 
A rather different procedure was used to prove Theorem 1.2 in [3]. (See also 
[5] for another proof). In this paper we will show how the method introduced 
in [3] can be applied to treat (1.1) under a weakened version of (K-J. To state it, 
for a, b E 5P, let (a, b)88n denote the usual lP inner product of a and b. If CJJ’: 
l&P x RB ---f RY, CJJ = 9(x, y), then yz denotes the Frechet derivative of F with 
respect to X, etc. 
THEOREM 1.4. Let ft(p, q) = K(p, q) + T’(q) zuheve K E c([W*B, R), 5’~ 
C1(W, R), V satisj?es (Vl) - (V,), and K satisJies 
W. For q E a, K(O, 4) = 0 and (P, K,(P, q))an z=- 0 for P f 0, 
and (K,). Then (1.1) p assesses a periodic solution on H-l(l). 
Remark 1 S. It is straightforward to verify that (Kl) - (KJ and (V,) - (V,) 
impIy that H-I( 1) contains a compact manifold, A?’ which bounds an open set 0. 
Moreover if (p, q) E 0 and q E D, then 0, = (p E lFP j (p, q) E 0’) is a star-shaped 
region in 1w”. Also if q E D and H(p, q) = 1, then (p, 4) E A’. 
In Section 2, by making a canonical transformation, the proof of Theorem 
1.4 will be reduced to the special case of D = B,(O). This transformation 
reduces the smoothness of H by one derivative, but fortunately if D = B,(O), 
H need only satisfy H G Cl@! 2n, R) for our proof. Some further modifications 
are made to H in Section 2 converting it to a more suitable Hamiltonian for our 
methods. Finally in Section 3 we prove Theorem 1.4 for the modified problem. 
Following [3], the basic idea is to obtain a solution of (1.1) on H-I( 1) as a critical 
point of the action integral 
A(x) = j-“” (P, P&a dt (1.~1 
subject to the constraint 
0 
1 a7 -- 
.r 27r 0 
H(x) dt = 1. (1.7) 
5w/33/3-5 
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Here z(t) = (p(t), q(t)) E E = (l~V,a(Sr))~~~, i.e. E is the Hilbert space of 2% 
tuples of 21~ periodic functions which together with their first derivatives are 
square integrable. Any critical point a of A subject to (1.7) and having a non-zero 
Lagrange multiplier X will be a 2~ periodic solution of 
2 = h$H, . (1.8) 
Since (1.8) is a Hamiltonian system, H(x(t)) = constant so (1.7) shows z(t) E 
H-l(l). After rescahng t, x becomes a 27rA periodic solution of (1.1). 
We do not know a direct way to find critical points of A in E under the con- 
straint (1.7). Therefore we use the approximation procedure of [3]. This involves 
restricting A to finite dimensional submanifolds of (1.7) and finding critical 
points of the approximate problem together with strong enough estimates to pass 
to a limit and find a solution of (1.8). 
An interesting open question in the setting of Theorems 1.2, 1.3, or 1.4 is 
whether stronger statements can be made about the number of distinct periodic 
orbits on level sets of H. E.g. if H consists of a positive definite quadratic part + 
higher order terms at x = 0, a theorem of Weinstein ([l] or [6]) asserts the 
existence of at least n distinct periodic solutions on H-l(c) for all sufficiently 
small c > 0. 
2. THE MODIFIED PROBLEM 
We begin this section by reducing the proof of Theorem 1.4 to the following 
result: 
THEOREM 2.1. Let H(p, q) = K(p, q) + V(q) where K E C1(fFP”, R), V E 
Cl(R*, R) and K, Y satigy 
(Vi) 0 < v < 1 in B,(O), V = 1 arad V* # 0 on zI,(O) 
(G) For 4 E W), a4 4) = 0 and (p, UP, 4))an > 0 ifp # 0 
(Ki) For q E B,(O) and p E P-l, 
i+& K(~P, q) > 1 - V(q). 
Then (1 .l) possesses a pembdic solution on H-l( 1). 
To carry out the reduction of Theorem 1.4 to Theorem 2.1, suppose the 
hypotheses of Theorem 1.4 are satisfied. We extend 9 to a canonical transforma- 
tion of Rzn to Ran in a standard fashion [7]. Set q = #(Q) and p = (#o(Q))-rP 
where &T denotes the transpose of the matrix & The transformation (P, Q) + 
(p, q) is canonical if and only if 
L?‘$-Ep = $, (2.2) 
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Due to our choice of p, this will be the case if and only if #o(Q)!)‘(@/aQ) is a 
symmetric matrix. To verify the symmetry, set Q = ~(4) where 9) = #-” and 
p = vqTP. Let C&i denote the element in the ith row and jth column of a. Then 
where @ = (dq), J’)w = (Q, P)w and @” is the corresponding matrix of 
second partial derivatives. The symmetry of @” then shows i and j can be 
interchanged in (2.3) and therefore the transformation is canonical. Thus (1.1) 
transforms to a new Hamiltonian system 
where 
Note in particular that P E C1(Rn, II%) and satisfies (Vi). Moreover .I? E cl(FP, R) 
-observe the loss of a derivative-z(O, Q) = 0, and by (KJ for j Q 1 < I 
and P f 0, 
(P, &JR,, = 1 PiI& = C PiKpj $, 
2 
= ; PiK,j (gji, = (P, &JOB” > 0 
i,j 
so I? satisfies (Ki). Lastly (K;) obtains since 
liLi @P, Q) = hi K(q!@, #(Q)) > 1 - t;(Q) 
for j Q 1 < 1 and P # 0 via (K,): 
Thus to prove Theorem 1.4, it suffices to prove Theorem 2.1. Henceforth 
we assume the hypotheses of Theorem 2.1 are satisfied. Let AZ! be as in Remark 
1.5 with D replaced by B,(O) so A! is a compact C1 manifold in &P. 
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LEMMA 2.5. Let g E C1(Wn, W), R-l( 1) = A?, and R, # 0 on A!. If c(t) 
satisfies 
% = YJWJ (2.6) 
and i(O) E A!, then there is a reparameterization z(t) of 5 which satisfies (1.1). 
In. particular if c(t) is periodic, so is z(t). 
Proof. This is Lemma 3.1 of [5]. If H, fl E C2, the proof follows immediately 
from the facts that (1.2) and (2.6) are Hamiltonian systems so the corresponding 
flows remain on A! and that Hz(x) = /3(z) gz(z) for x E A! where 0 # p E 
Cr(A?‘, IQ). For the Cl case, a bit more care must be taken. See [5]. 
On the basis of Lemma 2.5, to find a periodic solution of (1.1) on A’, it 
suffices to find a suitable R and find a periodic solution for (2.6) on A. Such 
a function Ei will be constructed next. It possesses properties which are more 
amenable to the variational approach taken in Section 3 than does H. 
By (Vi);>, there are constants 8, ill > 0 such that 
(liT,(!?), 4)3 ~VP) 2 ; (2.7) 
if 1 - 26 < / q / < 1 + 26. Moreover by (Vi) again, there is a p = p(S) > 0 
such that if 
V(q) > 1 - /A and I 4 I d 1+ 26, then 1 q 1 > 1 - 6. (23) 
Next observe that since K(0, q) = 0, there exists p1 = ~~(8) > 0 such that 
K(PY 4) < l-42 if I P I <ccl and I q I < 1+ 2% W) 
Finally note that there is a constant AZ1 > 0 such that 
A! c {x E [w”” / 1 x I < M,}. (2.10) 
We can further assume that if / p / > fig, and / q / < 1, 
mWW, q), I P I”) > 1. (2.11) 
For a, b E IR and a < b, let x(s; a, b) E C”(R, R) such that x(s; a, b) = 1 if 
s ,( a; = 0 if s > b; and dx/ds < 0 if a < s < b. Set 
Xl(P) = 1 -x(lPl;+l)~ 
x2(q) = x(1 4 I; 1 - 3, 1 - S), 
x3(q) = x0 Q I; 1, 1 + a)? 
x4( P> = x(1 P I; MI + 1, nil + 2). 
(2.12) 
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Now we define functions V, K, H as follows 
VP, 9) = Xl(P) x&d %f) + (1 - x2(d) x3(4) %z) + PlU - x3(4)) I Q I”, 
@P, P> = x4(P) x&l) K(PY Q) + PZU - x*(P)) I P Ia> 
WP3 cl) = RPP, 4) + q’(p, 4), (2.13) 
where px , pa > 0 are free for the moment. The functions xa - xJ, ensure that 
&z) grows like 1 z j2 for large j z 1 and the x1 term forces v(p, 4) = 0 if i p / < 
~12 and 14 j < 1 - 28. 
LEMMA 2.14. For p1 , pz s@iciently large, 
1” (p, gv(z))Rn > 0 with strict inequality if p # 0 and j q / < 1 + 8. 
2” (P, ~p(~)>~~~ 2 2p2 i p I2 if I p I b AI1 + 2. 
3” Ifp = 0, (4, JQO, q))~” = (4, v*(O, Q))~~ > 0 with strict inequality ;f 
/Qj>l-8. 
Proof. 
(P, KM,,n = x*(P) Xd!?)(P~ &M)a~ + 2P2U - x4(P)) I P I2 (2.15) 
+ (x367) w4 - P2 I P I”)(P, X*JJ@z + x2(4) VCJ)(P> XrzJ&z 
from which 1” and 2” follow via (2.12) (Vi), and (Ki) provided that pa is suffi- 
ciently large. To prove 3”, note that for p = 0, 
(9, JMA 4.)&p = (47 ~&I Q&p = (1 - x2(4))k, ~&N,~ 
f (( 1 - xm w7) - Pl I 4 I “X4, x31) W” 
+ 2P,O - x&N I Q I2 (2.16) 
so 3” follows as above if pr is sufIiciently large. 
Henceforth we assume p1 , pz are large enough so that the inequalities in 
Lemma 2.14 are valid. 
LEMMA 2.17. R-l(l) = A’. 
Proof. Suppose first that j p I > p1 . Then x1(p) = 1. If in addition g(z) = 1, 
then 3” of Lemma 2.14 and the form of $Z implies that / 4 1 < 1. Hence X&J) = 1 
and 
1 = xdP> Kc4 + PZU - x4cp)) I P I2 +- WI). (2.18) 
We can assume p2 3 1 so by (2.1 l), (2.18) cannot be satisfied if j p j > Ml . 
Hence j p / ,( A!.$ , x*(p) = 1, and H(z) = 1. Since j Q I < I, if follows that 
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z = (p, q) E A. Conversely if 1 p j >, pL1 and x E J&‘, then x4(p) = 1 = x3(q). 
Therefore if(x) = H(x) = 1. 
Next suppose that 1 p ] < p1 . Hence x4(p) = 1. If g(z) = 1, 1 q j < 1 so 
x2(q) = 1 and 
BY (2% 
1 = W) + (Xl(P) X2(Q) + (1 - x2(4))) ~(d- (2.19) 
1 - PI2 
vk) > Xl(P) x2(4) + (1 - x2(4)) a l - p’ 
Therefore 1 q 1 > 1 - 6 by (2.8) and x2(q) = 0. Hence H(x) = 1 and z E Jk’ 
as above. Conversely if 1 p f < iu, and .Z E A, x4(p) = 1 = x3(p) and 
m4 = k’(x) + (Xl(P) x2(4) + (1 - x2(4))) w* 
As above K(x) < p/2 implies x2(q) = 0 and R(x) = H(x) = 1. 
Lemmas 2.5 and 2.17 reduce the proof of Theorem 2.1 to finding a periodic 
solution of (2.6) on J&’ with A defined by (2.13). We shall determine such a 
solution but before doing so it is convenient to make one further modification 
to i7. Set 
Note that 
If,(z) = ET(z) + E 1 p 12. (2.20) 
(2.21) 
for all z E R2n. Our goal now is to find a periodic solution of 
i = j-iTEZ (2.22) 
on H:‘(l) for all small E > 0 and let E --+ 0 to get a periodic solution of (2.6) 
on JZ. 
3. THE EXISTENCE PROOF 
Suppose x(t) is a periodic solution of (2.22). Since its period T is a priori 
unknown, it is convenient to make the change of time variable t-(2nfT)t = A-% 
so that (2.22) becomes 
2 = AJqz (3-l) 
with z now a 21~ periodic function. The parameter h must be determined in the 
course of the proof. 
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Set E = (W*2(S))2n and for z E E, let 
Define 
S = {x E E 1 Y((x) = 1). 
As was noted in the introduction, any critical point of 
A(z) = [“” ( p, &pa dt 
“0 
on S with a nonzero Lagrange multiplier provides a solution of (3.1) on H:‘(l). 
Since we know of no direct method to find such critical points, we begin with an 
approximation argument. 
Let e, ,..., e,, denote the usual orthonormal basis in &P and set 
E, = span((smjt)e, , (COS jt)e, j 0 <j < m, 1 < k < 24 
and S,, = S n E, . 
LEMMA 3.2, S,,, is a compact Cl manifold which bounds a neighborhood of 0 
in E, . 
Proof. For x, 5 E E, , if !P’(z)c denotes the Frechet derivative of Y at z 
acting on 5, 
Hence by (2.21), 
(3.3) 
(3.4) 
If p = 0, by 3” of Lemma 2.14, 
W4(0, Q) > 0 
unless jl q(t)l& < 1 - 6. But then 
(3.5) 
so (0, q) 6 S, . Hence ?P’(a) # 0 for x E ,Ym and by the implicit function theorem, 
$, is a C1 manifold in E, . 
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Next observe that if x E E, and jl z IIE = 1, 
as Y -+ CO. Hence S,, is compact. Lastly observe that for (0, 4) E E, with 
]I 4 11~ = 1, by (3.5)-(3.6) there is a unique Y = r(q) such that Y(0, Y@ = 1. 
Since y(P, 4) 3 W, q), (3.4) then shows if II q lb -c Q/II q II& (if q f 0) 
and jJp jlL2 = 1, there is a unique s = s(p, 4) > 0 such that Y(y(sp, 9) = 1. 
It follows that S,, bounds a neighborhood of 0 in E, which for fixed q is star- 
shaped with respect to p. The lemma is proved. 
Next we exploit some invariance properties inherent in our spaces and 
operators. Let Em+, E,-, EO denote respectively the subspace of ES?, on which A 
is positive definite, negative definite, and null. It is easy to represent these spaces 
explicitly, namely 
E” = span{e, I 1 < K < 2n}, 
E,+ = span{(sin jt)e, - (co~jt)e~+~ , (cos jt)e, + (~injt)e~+~ I 1 <j < WZ, 
l<k<n} 
E,- = span{(sin jt)e, + (cosjt)elc+la , (cos jt)e, - (sin$)e,+, [ 1 < j < m, 
1 <k <a}. 
These subspaces are orthogonal under the L2 inner product and are invariant 
under the family of mappings z(t) --+ z(t + T) for all 7 E [0, 27r]. 
This family of mappings induces an S action on Em (see [8] or [3]). ,4 coho- 
mological index theory for compact Lie group actions developed in [g] can be 
applied to our setup here. Let &,E denote the family of subsets of E,\(O) which 
are invariant under the above Sr action, i.e. B C GYP, implies z(t + T) E B for 
all r E [0, 2~~1 whenever x(t) E B. A mapping f: E, -+ E, will be called equi- 
variant iff: 8, + 8, . Similarly a mapping g: E,,z -+ R will be called equivariant 
if g(x(t + T)) = g(z(t)) for all 7 E [0, 2n] and x E E, . Note that A and Y are 
equivariant mappings. 
LEMMA 3.7. There is an index theoqr, i.e. a mapping i: &m -+ N U (001 which 
possesses the following properties: If B, B E gnz , 
1” i(B)<coifandonlyifBnEU= a. 
2” If there is an f E C(B, B) with f epuivaviant, then i(B) < i(B). 
3” i(B u fi) < i(B) + i(B). 
4” If F is an invariant subspace of E,+ @ E,,- and Y is the boundary of a 
bounded open invariant neighborhood of 0 in F, then i(9) = 8 dim F. 
5” If B IZ 6, with i(B) > mn, F is an invariant subspace of EPz containing 
EO and having dim F 3 2mn + 2n + 2, then B n F # a. 
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Proof. The definition of the index and proofs of 1” -- 4” as well as other 
properties of index can be found in Section 6-7 of [8] and 5” is Lemma 1.24 
of [3]. 
An immediate consequence of Lemma 3.1 is 
LEMMA 3.8. i(&, n Em-) = ~272. 
Proof. Since dim E,- = 2mn and E,,- is an invariant subspace of I&+ @ E,-, 
Lemma 3.2 implies SW,. n E,, is the boundary of an open neighborhood 52 
of 0 in E,-. The equivariance of !P implies 52 E &, . Hence the result follows 
from 4” of Lemma 3.7. 
At this point is convenient to further assume that H (and therefore ir,) E 
C2(R2fi, R). We will return to the Cl case later. Since A is an equivariant mapping 
defined on S,,, E 8, , there is a standard method for trying to find critical values 
of A Is, . Define 
Yj.wc = inf max A(z), 
BCS, BEB 
1 < j < mn. 
i(B)$ 
(3.9) 
LEMMA 3.10. M,,,~ is a negative critical value of A is, , I <j < mn. 
Proof. Since i(S,,% n Ewz-) = mn, 
Since H E C2, the remainder of the proof is standard. See e.g. Lemma 1 .I6 in [3]. 
Not all of the critical values obtained in Lemma 3.10 are of use to us. E.g. 
since B Is is not bounded from below, ~r,~ -+ -00 as m + CD. Accordingly 
we focus our attention on c, = Y,,,%*,~,~ . Heuristically c,, is the largest negative 
critical value that A Is, possesses. Let z, be a critical point corresponding to c,, ~ 
i.e. r2(x,,,) = c, and 
for all [ E E, . To obtain a solution of (3.1), we will find upper and lower bounds 
for c, , for X, , and finally bounds for Ij x, ljE . These estimates will be deter- 
mined in the following series of lemmas. 
LEMMA 3.12. There are constants CQ , o/~ < 0 and independent of m such that 
Moreover there is an Ed > 0 such that if E E (0, E,,], 01~ and 0~~ are independent of E. 
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Proof. Since rr,(O) = 0, (2.13) h s ows there is a constant A& > 0 and 
independent of E such that 
for all I E IF”. Choosing x = x(t) E S, (3.14) yields 
Hence 
(3.15) 
for. all .z E S provided that 0 < E < E,, < Ms which choice we make. Similarly 
(2.13) shows if ps = min(p, , pa), there is a constant 01~ > 0 and independent 
of E such that 
rr,(?z) > $ ( x 12 - a3 
for all x E IW. Again choosing z = a(t) E S in (3.16) gives 
(3.16) 
(3.17) 
Thus we have upper and lower bounds for z E S independent of E E (0, ~~1. 
To get the bounds for c, , note first that the form of A and IX,,- imply 
G,, < zEynE- -4.4 < ma444 I .Z E iL-, II 2 II6 = Al,> (3.18) 
m m 
= -?rM33 SE cd., d. 
To get the lower bound, let 
F = Em+ 0 EO @ span((sin t)e, + (CDS t)e,+, , (cos t)eI - (sin t)erc+3. 
Then dim F = 2wzn + 2n + 2, F > E”, and F is an invariant subspace of E, . 
Thus by 5” of Lemma 3.7, if B E S, and i(B) > wz, then B n F # 0. Choosing 
any.5 E B n F shows 
(3.19) 
Since (3.19) holds for all B C S in satisfying i(B) > ‘~2n, (3.17) and (3.19) yield 
c,, >, Frin A > min{A(.s) 1 z E F, 11 z (IL” = M4} 
WI 
zxz -al!&” E 
(3.20) 
a 1' 
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Remmk 3.21. We now show how to treat the case in which H and therefore 
H, is merely assumed to belong to C1(iiP, [w). Let V&), K,(X) be sequences of 
functions which converge uniformly in the C1 norm to V and K respectively on 
((p, 4) E IfP 1 / p j < M2 + 2, 1 Q / < 1 + S>. Replacing IT and K by Vk ) 
Kk: respectively in (2.13) and (2.20) defines functions if,(z), R&Z) where 
&,(z) -+ R&z) uniformly in the Cr norm on lR*fi as k -+ co. Set 
Then Yk is equivariant on E,,& and Y, + Y in the Cr norm uniformly on I& 
Moreover (3.4)-(3.6) show that for large k, Y-l(l) is a C2 compact manifold 
in & which is the boundary of a bounded neighborhood of 0. By the C2 case, 
for each such k, 
R 
YAwa = inf max ,4(z), 
mq(l) ZEB 
1 < j < mn 
i(B)>j 
is a negative critical value of A [ y;l(I)nE,.. We will only study err,” = Y&,~,?~ . 
Let .z,,~ be a corresponding critical point. Smce these critical points are uniformly 
bounded in the finite dimensional space Em and Yk + Y uniformly in C1 on I$,, , 
a subsequence of z,l converges to a critical point z, of A on S, . Define c,, = 
a(.~,) so by definition c, is a critical value of A on S, . An inspection of the 
proof of Lemma 3.12 shows the estimates (3.14)-(3.17) with S replaced where 
appropriate by Y;‘(l) can be assumed independent of k as well as m and E. 
Hence the bounds (3.18) and (3.20) hold for c,,~~ independently of nz, E: and 
large k. Letting k + 00, we see (3.13) holds for c,, . 
For the remainder of the proof of Theorem 2.1, we assume we are in the 
HE C1 case. The next lemma provides E dependent bounds for hnl . 
LEMMA 3.22. There are constants ,& , /I2 < 0 and independent of m suciz that 
Proof. From (3.11) with z,, = (& , qm) and 5 = (pm, O), we find 
.P?r 
cm = I ( P,, , 4dwn dt = L 
-0 s 
2a 
(Pm t %hJ)Rn dt. (3.24) 
0 
Since c, < 0, (2.21) h s ows A,, < 0. Moreover by (3.24), (2.15), and (3.12) 
F < iI& + 2(p, + E> Ma2 
111. 
which together with (3.13) gives the upper bound for A,, . 
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A lower bound fur X, is more difficult to obtain. In fact we will only obtain 
an indirect estimate. Thus suppose h,+ - co as m -+ 00 along some subsequence. 
Since by (2.21), 
the integrals 
(3.25) 
tend to 0 as m--t co along some subsequence. But (3.25) consists of five non 
negative terms (see 2.25), so each term tends to 0 as m + c(j. In particular 
E Ij p,, /IL’ + 0 and if 
T,(U) = measure(t E [0, 24 1 pm(t) 3 01, 
then for all u > 0, ~,~(a) + 0 as m -+ co along our subsequence. Since 
1 = w4 = &- loZr [x4( Pm> xd4m) RZ%) 
+ P2U - xdP.mN I P?n I” + E I Pm I2 + X,(Pm) X2(sn) V%r) 
+ (1 - x2bzmN x&m) %iJ + P# - xd~m)) I sn I”1 4 (3.26) 
it easily follows that the first four terms on the right hand side of (3.26) tend 
to 0 as m-+ ~3. Moreover choosing [ = (0, pm) in (3.11) yields 
x xna(snNp + &dl - x&n:)) Iqnz I”1 dt- (3.27) 
Since K(0, a) = 0, K,(O, 4) = 0 and the first two terms on the right hand side 
of (3.27) go to 0 as m--t co along our subsequence. Likewise as in (3.26) the 
next two terms in (3.27) tend to 0 as m -+ co. The remaining four terms are non 
negative and since the left hand side of (3.27) tends to 0, each of these terms also 
goes to 0 as m - co. In particular 
s 
2s (1 - x&m)) I sn I2 dt - 0 
0 
(3.28) 
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and 
(3.29) 
as n-l ---f c.c. On examining (3.26) again and using (3.28), we conclude that 
(3.30) 
as wz -+ 00. But (1 - x2(s)) x3(s) is nonzero only for 1 - 26 < s < 1 + 6. 
Hence by (2.7) and (3.30), 
(3.30 
as m -+ co along our subsequence, contrary to (3.29). Consequently there must 
exist & as in the statement of the lemma. 
One final estimate is required: 
LEMMA 3.32. There is a constant M, > 0 and independent of m such that 
II %n KE < A&. 
Proof. Using (3.11) with 5 = (a, --&J and the Schwarz inequality yields 
II %I lip < I L I II fLbn~l!~~ - (3.33) 
Since ii,(x) grows at most linearly in z, the bound for ji z, !jE now follows from 
(3.17), (3.33), and (3.23). 
Combining the estimates given in the above lemmas now gives an existence 
result. 
LEMMA 3.34. There emits a solution (&, x,) of (3.1) with z, E cl(S1, RF”> 
and Ef,(zJt)) Es 1. 
Proof. Lemmas 3.22 and 3.32 and the Sobolev imbedding theorem imply that 
along some subsequence z,, -+ x, weakly in E and strongly in L* and A, -+ A, < 0 
where (A, , z,) satisfies (3.11) for all 5 E UrnEN Em . Hence z, E 5’ and is a weak 
solution of (3.1) with h = h, . It readily follows that X, satisfies (3.1) pointwise a.e. 
But since R&x,) is continuous, z, must be continuously differentiable. Hence x, 
is a classical solution of (3.1). Lastly RF(.zE) = constant since (3.1) is a Hamiltonian 
system. Therefore z, E S implies that gJ.zJ = 1. 
It remains to let E -+ 0 and obtain a solution of 
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on A’ which via previous remarks will then complete the proof of Theorem 2.1. 
We begin with E independent a priori bounds for (A, z) for 27~ periodic solutions 
of (3.1) on A%?‘. Recall that q, was defined in Lemma 3.12, p in (2.8) and AI, 
in (2.10). 
LEMMA 3.35. Let (h, z) be a soktim of (3.1) with 2: E c1(9, b!?), A(x) = 
c < 0, and RE(xC) z 1. If or = min(q, , ~/2il!lrs) and E E [0, Q], then the;r.e are 
constants M, - MS > 0 and independent of E such that 
Proof. As earlier if x = (p, q), 
(3.36) 
(3.37) 
Ifz&) = 1, IQ 1 < 1 via e.g. Lemma 2.17 and the definition of ir, . Moreover 
the form of PE implies 1 p j < Al, . Hence the integrand on the right hand side 
of (3.37) is bounded from above by a constant independent of E from which the 
upper bound for h follows. 
To obtain the lower bound, let 
r(0) = measure{t E [0,2n] 1 / p(t)1 > G}. 
Then 
where 1r (resp. .&) denotes the integral over the set in which / p(t)1 < u (resp. 
I Ml 3 4 c d u-r CT is free for now. The bounds for 1 p I, 1 q ( on H;‘(l) imply 
that there is a constant M > 0 such that 
I(% E&>)p I B M (3.39) 
for all E E [0, q,] and x = (p, q) E H;r(l). Therefore (3.38)-(3.39) imply that 
i 3 I, - T(U)M. (3.40) 
Choosing 
u < PIP, (3.41) 
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xx(~) = 0 and 
~(~> = 1 = fqp, 41+ (1 - x2(4)) %z) + E I P P- (3.42) 
Hence by (2.9), our choice of E, (3.42), and (2.8), 1 q j > 1 - 6. Consequently 
x2(q) = 0 and the integrand in the 1, term is 
Since K&O, q) = 0, W(U) --f 0 as u -+ 0. Thus by (2.9) and (2.7) for 0 < pFLI/2r 
4 3 (2v - T(U)) (f - W(U)). 
Further choose 0 such that 
Then 
w(u) < f . 
II > (27r - T(U)) ; 
and by (3.40) 
f > -y - T(U) (M + g. 
Thus if 
If? on the other hand, T(U) > 5, by (3.37) and (3.42), 
(3.43) 
(3.44) 
(3.453 
(3.46) 
352 PAUL H. RAEtINOWITZ 
In any event, (3.45)-(3.46) show 
where 0 is now fixed and satisfies C3.41) and (3.34). Thus (3.47) provides the 
desired lower bound on A. 
Finally the differential equation (3.1) coupled with our upper and lower 
bounds for X and the pointwise bounds for z(t) yield the bound for 11 z j&l . 
Completion of proof of Theorem 2.1. Let E + 0. The bounds (3.36) and (3.13) 
which hold for c, = A(z,) together with the differential equation (3.1) show a 
subsequence of (A, , 2;) converge to a classical solution (A, z) of 
2 = h,yTrz (3.48) 
with x 2~ periodic and x E A!. 
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