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Agricultural research has been a focus for academia and industry to improve
human well-being. Given the challenges in water scarcity, global warming, and increased
prices of fertilizer, and fossil fuel, improving the efficiency of agricultural research has
become even more critical. Data collection by humans presents several challenges
including: 1) the subjectiveness and reproducibility when doing the visual evaluation, 2)
safety when dealing with high toxicity chemicals or severe weather events, 3) mistakes
cannot be avoided, and 4) low efficiency and speed.
Image analysis and machine learning are more versatile and advantageous in
evaluating different plant characteristics, and this could help with agricultural data
collection. In the first chapter, information related to different types of imaging (e.g.,
RGB, multi/hyperspectral, and thermal imaging) was explored in detail for its advantages
in different agriculture applications. The process of image analysis demonstrated how
target features were extracted for analysis including shape, edge, texture, and color. After
acquiring features information, machine learning can be used to automatically detect or
predict features of interest such as disease severity. In the second chapter, case studies of
different agricultural applications were demonstrated including: 1) leaf damage
symptoms, 2) stress evaluation, 3) plant growth evaluation, 4) stand/insect counting, and
5) evaluation for produce quality. Case studies showed that the use of image analysis is
often more advantageous than visual rating. Advantages of image analysis include
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increased objectivity, speed, and more reproducibly reliable results. In the third chapter,
machine learning was explored using romaine lettuce images from RD4AG to
automatically grade for bolting and compactness (two of the important parameters for
lettuce quality). Although the accuracy is at 68.4 and 66.6% respectively, a much larger
data base and many improvements are needed to increase the model accuracy and
reliability.
With the advancement in cameras, computers with high computing power, and the
development of different algorithms, image analysis and machine learning have the
potential to replace part of the labor and improve the current data collection procedure in
agricultural research.
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Chapter 1: Image analysis to improve data collection in agricultural research
Introduction
Agricultural research has been a focus for academia and industry with a targeted
goal of improving human well-being. As the world population continues to increase,
approximately 80% of the population will be living in urban areas with an even higher
demand for food (Kalantari et al. 2017). The rapidly growing population also intensifies
competition and exploitation of land, water, and other natural resources (Gupta et al.
2020). Given the challenges, such as water scarcity (Mancosu et al. 2015) and global
warming (Cline 2008), improving the efficiency of agricultural research has become even
more critical. Researchers consider experimental design, planting, applications, data
collection, data analysis, and report writing. The processes of experimental design,
planting, and applications have been greatly improved with advanced software, high-tech
planters, and sprayer technology. However, data collection is often the least developed
and most labor intensive. This is partly due to agricultural research dealing with diverse
crops and growing conditions. In addition, testing different chemicals such as herbicides,
pesticides, fungicides, and growth regulators requires measuring very different
parameters.
Data collecting in agricultural field research presents several challenges. First,
humans are subjective when visually evaluating severity such as pest damage, disease
infection, or herbicide efficacy. Even with proper training, raters can still be biased, and
data collected might not be representative of the actual treatment. Koch and Hau (1980)
demonstrated individuals can be biased to a preferred value when doing disease severity
assessment. Accurate measurement of disease severity is important in making decisions
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for treatment, disease forecasting, estimating yield loss, and for evaluating disease
resistance in variety development (Bock et al. 2020). Inaccuracies can sabotage the
research process, change research direction, and impact grower profitability. Bock et al.
(2009) assessed citrus canker foliar symptoms by comparing 28 human raters
(experienced and inexperienced) with standardized image analysis using 200 digital leaf
images that ranged from 0 to 37% infected area. Lesion number, percent necrotic area
(%N), and total percent chlorotic + necrotic area (%CN) were measured. Results showed
that raters were biased and tend to overestimate %N and %CN when the range is over
8%. Thus, estimates of leaves with greater lesion numbers will result in an overestimation
of %N and %CN. Bock et al. (2009) also showed that some raters were innately more
accurate than others.
Another challenge involves the safety associated with data collection. Humans are
fragile when exposed to extreme environmental conditions and toxic agricultural
chemicals. Sending researchers to collect data in these situations can put them in potential
danger or make them uncomfortable. For example, organophosphates are pesticides
widely used in agriculture to protect crops. Exposure to organophosphates could induce
cardiovascular, reproductive, and nervous system effects (Hung et al. 2015, MirandaContreras et al. 2013, Rosenstock et al. 1991, Wesseling et al. 2002).
A challenge that impacts data quality and efficiency relates to the fact that
humans are fallible and can have limited attention spans. When collecting data, through
boredom or distraction, mistakes cannot be avoided all the time. The fallibility and errors
made by researcher are well documented by Kovacs et al. (2021). Common errors include
accidently overwriting data, recording data incorrectly (e.g., making typos), and
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incorrectly copying and pasting data sets. In addition, after long hours of scoring plants
fatigue can impact the quality of data. These factors can lead to large intra-rater
variability in rating scores, thus resulting in reduced accuracy and reproducibility (Naik
et al. 2017).
Finally, human evaluation and data collection can be slow. Sending researchers to
collect data can be time consuming. Chung et al. (2016) studied the accurate detection of
Fusarium fujikuroi for two rice cultivars. Because the symptoms of this disease are
complex and vary with the cultivar, accurate identification of infected plants by visual
inspection is difficult and time consuming. Chung et al. (2016) used image analysis and
machine learning for disease detection. They showed these methods to be faster and more
effective, and they were able to distinguish infected and healthy seedlings with an
accuracy of 87.9% using image analysis and positive prediction at 91.8% using machine
learning.
To address these challenges, image analysis could be one solution to help
researchers with these data collecting challenges. This chapter provides fundamental
information on using imaging, spectral properties, and image analysis to improve the
quality and efficiency of collecting agricultural data in the field.

Imaging
Image Sensors
When visible light strikes an object, it is either absorbed, reflected, or transmitted
according to the light property and the nature of the material (Manickavasagan and
Jayasuriya 2014). If visible light is reflected from an object, a digital camera can receive
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that light and convert the light into electrical signals (Gómez-López and Bhat 2021).
These electrical signals are proportional to the light intensity and translated into digitized
data that are stored in the computer as a digital image. Imaging involves acquiring spatial
and temporal data from an object (Garini et al. 2006). Visible light images are the most
common images used for image analysis.
Digital cameras will contain one of two main types of light sensors, chargecoupled device (CCD) or complementary metal oxide semiconductor (CMOS). Both
CCD and CMOS cameras are silicon-based and use the photoelectric effect to create
electrical signals from light. CCD sensors use a linear array configuration while CMOS
sensors use a multiple array configuration (Gómez-López and Bhat 2021). In CCD
sensors, every pixel’s charge is transferred to a single output node to be converted to
voltage, buffered, and sent off chip as an analog signal (Sonka et al. 2014). CCD sensors
have the advantage of producing a clearer picture but has higher battery consumption,
and the single output node often results in overheating. In CMOS sensors, each pixel has
its own charge-to-voltage conversion. With each pixel doing its own conversion,
uniformity is lower, but it is also massively parallel, allowing for higher total bandwidth
and speed (Sonka et al. 2014).

Image Projection
An image is a projection of a three-dimensional scene into a two-dimensional
projection plane. The illumination source can be sunlight or other light sources, and the
amount of incident illumination can be represented as i(x, y). The amount of illumination
reflected by the scene element can be represented as r(x, y). Then, the image captured by
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the sensor is expressed as a continuous function of two coordinates in the projection
plane: f(x, y) = i(x, y) * r(x, y) (Figure 1.1) (Mishra et al. 2017). In each position (x, y) in
the projection plane, f (x, y) is the light intensity at this point. During the digitization
process, the function f (x, y) is sampled into a matrix with M rows and N columns also
known as spatial sampling (Balter 1993). The smallest sampling point in the grid
corresponds to picture element or pixel in the digital image. The pixel is the smallest
observable unit in the image. Every pixel in an image has a coordinate x/y or i/j) that
identifies its location within the image grid creating the spatial layout of an image. For
example, in Figure 1.2, the green pixel in the example has the coordinate of (1,0), the
yellow pixel has the coordinate of (4,2), and the white pixel has the coordinate of (2,3).

Figure 1.1. The process of image projection of a three dimensional scene onto a
two dimensional projection plane (figure modified from Mishra et al. 2017).
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Figure 1.2. Pixel coordinates in the two-dimensional matrix (figure
source: https://web.stanford.edu/class/cs101/image-1-introduction.html).

Electromagnetic Spectrum
Different types of imaging can be used for specific purposes. To evaluate the
various applications of imaging, it is important to understand the basics of the
electromagnetic spectrum.
The electromagnetic spectrum consists of different electromagnetic radiation,
which by definition is “a form of oscillating electrical and magnetic energy capable of
traversing space without benefit of physical interconnections” (Herter 1985). As
electromagnetic radiation passes through space, the distribution of the radiant energy
forms the electromagnetic spectrum. Electromagnetic radiation behaves as waves with
the properties of wavelength () and frequency (). A shorter wavelength with higher
frequency possesses higher energy but travel shorter distances (e.g., x-ray). A longer
wavelength with lower frequency possesses lower energy but will travel longer distances
(e.g., radio waves). The most relevant wavelengths for imaging fall in the visible
spectrum and beyond to include the near-red and infrared wavelengths. The human eye
can detect the visible light range from 400-700 nm in wavelength, and this is fundamental
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to visible light imaging. This visible region is found between the ultraviolet (100-400 nm)
and infrared regions (700-1000 nm) (Figure 1.3).

Figure 1.3. Electromagnetic spectrum showing the visible spectrum from 400-700 nm in
wavelength (figure source: https://www.geeksforgeeks.org/electromagnetic-spectrum/).

Hyperspectral Imaging

Hyperspectral imaging has been used extensively in remote sensing and widely
explored by NASA for geophysical research (Goetz 2009). Hyperspectral imaging
technology can engage with reflected, transmitted, emitted, and diffusely scattered light
(Wieme et al. 2022). It provides a continuous measure of the electromagnetic radiation
across a wide range of wavelengths, typically in the wavelength range of 400–2500 nm
(Wieme et al. 2022). The wavelengths measured are continuous and contiguous with a
narrow bandwidth (typically below 10nm). This enables detection of subtle changes in
biochemical and biophysical attributes of the crop plants and their different physiological
processes (Sahoo et al. 2015). Hyperspectral imaging is the integration of conventional
imaging and spectroscopy (Gowen et al. 2007). For a hyperspectral camera, conventional
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imaging captures the spatial information at every pixel of the image, I(x,y), and the
spectrometer provides the spectral information at each pixel I(λ). Combined, the spectral
image is described as I(x,y,λ) as a hypercube (Figure 1.4). It can be viewed as an image
I(x,y) at each wavelength λ, or as a spectrum I(λ) at every pixel (x,y) (Garini et al. 2006).

Figure 1.4. Spectral image data represented as a data cube
(figure source Garini et al. 2006).
At each wavelength the image data provides the spatial distribution of the spectral
intensity. This wealth of data collected enables one to analyze samples more
comprehensively (Long et al. 2023). Hyperspectral imaging has demonstrated a wide
range of uses in agriculture. Some of these include: predicting yield (Pradhan et al. 2014,
Wang et al. 2008), measuring chlorophyll content (Gao et al. 2021, Ji-Yong et al. 2012),
predicting nitrogen use efficiency (Olson et al. 2022, Wang et al. 2019), detecting and
measuring disease (Bock et al. 2010, Lowe et al. 2017, Moghadam et al. 2017), and water
stress (Kim et al. 2015, 2011). However, due to the extensive amount of spatial and
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spectral data, these data inevitably contain noise and redundant information (Long et al.
2023). Several classification or regression analysis methods have been used to handle the
data, such as principal component analysis, partial least squares discriminant analysis,
support vector machine, artificial neural network, radial basis function network, and knearest neighbors (Long et al. 2023).
Hyperspectral imaging has been widely used in food safety for assessment of
fungal damage. Shahin and Symons (2011) used
hyperspectral imaging in the visible-NIR (4001000nm) wavelength range to detect Fusariumdamaged wheat kernels. In this range, Fusariumdamaged kernels have higher reflectance because
of the white or pinkish fungal tissue on the kernel
surface. Peiris et al. (2009) found short
wavelength infrared (SWIR) at 1000-1700nm
was good at detecting changes in moisture,
carbohydrate, and protein content in wheat
kernels. Fusarium-damaged wheat kernels contain

Figure 1.5. Differences between
hyperspectral and multispectral imaging
(figure source Giannoni et al. 2018).

less water, carbohydrates, and proteins which are
easy to separate by wavelength. Hyperspectral imaging has also been implemented in
measuring vegetable and fruit maturity, firmness, soluble content, inner bruises etc.
(Gómez-López and Bhat 2021).
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Multispectral Imaging
Multispectral imaging is facilitated by collecting spectral signals at a few discrete
bands, each spanning a broader spectral range from tens to hundreds of nanometers (Lu et
al. 2020). The differences between hyperspectral and multispectral imaging are illustrated
in Figure 1.5 (Giannoni et al. 2018). Multispectral imaging generally measures a few
distinct spectral channels, often in the red, blue, green, near infrared (NIR), short-wave
infrared (SWIR), or infrared (IR) wavelengths. Since multispectral imaging does not
measure contiguous spectral bands, researchers are limited to evaluating differences in a
small number of the positions in the wavelength range (Lowe et al. 2017).
To be most useful, the wavelengths included in the multispectral cameras should
represent key areas on the electromagnetic spectrum. One example that uses strategic
wavelengths would be to determine the Normalized Difference Vegetation Index
(NDVI). NDVI is commonly used to measure the health of vegetation. Healthy
vegetation contains more chlorophyll which absorbs red and blue light and reflects near
infrared (NIR) and green light. Calculation of NDVI uses measurements from red (660
nm) and NIR (770 nm) wavelengths in the following formula:
𝑁𝐷𝑉𝐼 =

(𝑁𝐼𝑅 − 𝑅𝐸𝐷)
(𝑁𝐼𝑅 + 𝑅𝐸𝐷)

A large number of indices have been established that provide diverse measures of
reflectance characteristics. Another index used in monitoring plant health is the
photochemical reflectance index (PRI). This index estimates the ratio of carotenoid to
chlorophyll that can aid in estimating photosynthetic light use efficiency by using the
increase in green reflectance at the wavelength around 550nm (Gamon et al. 1992). PRI
(Sims and Gamon 2002) is estimated using the formula:
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𝑃𝑅𝐼 = (𝑅531 − 𝑅570 ) × (𝑅531 + 𝑅570 )
One common index used for leaf rust disease severity (LRDSI) was developed by
Ashourloo et al. (2014) that has shown accuracy of 89% in detecting the disease. The
formula requires the measurement of wavelength R605 and R455:
𝐿𝑅𝐷𝑆𝐼 = 6.9 ×

𝑅605
− 1.2
𝑅455

Another common index focuses on changes in the sudden increase in reflectance
at the red and near infrared border. The ‘red edge’ is the bandwidth from 690-740nm
where the visible spectrum ends, and the near infrared starts. This region shows a large
change in spectral response for green plant materials because chlorophyll strongly
absorbs wavelengths up to around 700 nm (Lowe et al. 2017). Study by Fernández et al.
(2020) showed the red and red-edge spectral region can help detecting potato late blight
at the leaf and canopy levels.

Thermal Imaging
Thermal imaging is a branch of remote sensing dealing with acquisition,
processing, and interpretation of data acquired primarily in the thermal infrared (TIR)
region of the electromagnetic spectrum (Ishimwe et al. 2014). Remote sensing in the
thermal infrared range measures radiation emitted from the subject. The thermal infrared
region covers wavelengths from 3 to 35 µm. Wavelengths from 3-5 µm overlap with
solar reflection, and wavelengths from 17-25 µm are still not well researched (Ishimwe et
al. 2014). Thus, wavelengths from 8-14 µm have been used in thermal remote sensing
since it is the most representative and least affected by atmospheric absorption (Kant et
al. 2009). Infrared thermal imaging can be applied in the field where there are
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temperature differences. In agriculture, thermal imaging can be used to predict water
stress in crops (Cohen et al. 2012), irrigation scheduling (Roopaei et al. 2017), disease
detection such as citrus greening (Sankaran et al. 2013), detection of serious pests such as
red palm weevils (Ahmed et al. 2019, Golomb et al. 2015), predicting yield (Elsayed et
al. 2017, Pradawet et al. 2022), and bruise detection in fruits and vegetables (Ishimwe et
al. 2014). As plants are heated by radiation, they transpire to prevent overheating. If
plants do not have enough water or heating exceeds the transpiration rate, plants are
water stressed (Kacira et al. 2005) and their temperature becomes elevated.
The empirical crop water stress index (CWSI) is used to measure plant water
stress (Idso et al. 1981) by using the differences between foliage or canopy temperature
(Tc) and air (Ta) temperature and vapor pressure deficit (kPa) (Figure 1.6). Depending on
the specific cultural condition and crop, an upper and lower limit needs to be established.
The upper limit (Tc -Ta) is established using data collected from severely stressed plants.
The lower limit (non-water stressed baseline), (Tc -Ta) is collected from well-watered
plants.
(𝑇𝑐 −𝑇𝑎 )−(𝑇𝑐 −𝑇𝑎 )𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡

𝐶𝑊𝑆𝐼 = (𝑇 −𝑇
𝑐

𝑎 )𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 −(𝑇𝑐 −𝑇𝑎 )𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡

Figure 1.6. Empirical demonstration of the
calculation of crop water stress index (CWSI)
(figure source Kacira et al. 2005).

𝐵𝐴

=𝐶𝐴
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The values for CWSI range from 0 to 1. Values close to 0 represent plants that are well
watered, and values close to 1 represent severely stressed plants (Kacira et al. 2005).
For disease detection using thermal imaging, temperature is generally negatively
correlated with transpiration rate (Lindenthal et al. 2005). Diseased plants will increase
stomatal closure, and this often leads to decreased transpiration rate and increased leaf
temperature. Lindenthal et al. (2005) used digital infrared thermography to image downy
mildew (Pseudoperonospora cubensis) infection on cucumber leaves. They found that
leaf temperature during downy mildew development of infected leaves were considerably
higher than the healthy ones. The maximum temperature difference within a thermogram
of cucumber leaves allowed the discrimination between healthy and infected leaves
before visible symptoms appeared (Lindenthal et al. 2005). Other pathogens have also
shown increases in temperature during infection. This includes thermal imaging of
tobacco plants infested with tobacco mosaic virus (Chaerle et al. 1999, 2001).
Surprisingly, some pathogens can suppress stomatal closure resulting in decreased
temperature compared with healthy plant. For example, the fungus, Cercospora beticola,
infested on tobacco plants caused decrease in temperature (Chaerle et al. 2004). Bacterial
pathogens, such as P. syringae and Xanthomonas campestris pv. campestris also
suppressed stomatal closure at early stages of infection to promote entry into leaf tissue
(Bunster et al. 1989, Gudesblat et al. 2009). Thus, thermal imaging has great potential to
identify different types of plant disease, but temperature changes can be pathogen
specific on different plants (Mutka and Bart 2015).
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Digital Image Properties
Digital images include color (intensity) information. The simplest example would
be binary images where there are only two colors, and each color is represented by one
number (0 for black and 1 for white). Bit depth refers to the color information stored in
an image. Typically, the bit depth is used to determine the color of a single pixel in an
image (Gómez-López and Bhat 2021). For example, 8 bit is 28 or 256 colors, and 16 bit is
216 or 65536 colors. One bit would be the lowest color (binary image) which is 21 (2
colors: black and white). Grayscales range in color from black (0) to white (at maximum
of 255) according to the signal level. As the bit depth increases, the greater the color
options. Also, as the bit depth increases, the file size of the image also increases because
more color information has to be stored for each pixel in the image.
Spatial resolution is determined by density of the pixels and the optical resolution
of the camera used to capture the image. The optical resolution is dependent on sampling
frequency or number of pixels utilized to construct a digital image. This quantity is
dependent upon how finely the image is sampled during acquisition or digitization, and it
is highly dependent on the hardware capability of the camera (Davidson 2016). Image
brightness (or luminous brightness) is a measure of intensity after the image has been
acquired with a digital camera or digitized by an analog-to-digital converter.
A color model is a method to specify and visualize color numerically in digital
images. Depending on the type of the image processing applications, researchers require
to select proper color spaces (Asmare et al. 2009). Each color model has advantages for
analyzing specific types of images. Common color models include RGB (red, green,
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blue), CMY (cyan, magenta, yellow), HSI (hue, saturation, intensity), and L*a*b*
(lightness, red/green value, blue/yellow value).
The RGB model is an additive color model that uses transmitted light to display
colors (Yam and Papadakis 2004). Three primary colors channels (red, green, and blue)
are used per pixel with various intensity values for each (range from 0 to 255). Figure 1.7
illustrates examples of the proportion and intensity for each pixel. This model is
commonly used for televisions, computer screens, digital cameras, and scanners that
produce colored pixels by red, green, and blue electron guns which “bombard” the
phosphorus pixels (Dwairi et al. 2010). The RGB color model is similar to how humans
perceive color in the retina (Yam and Papadakis 2004).

Figure 1.7. Pixel coordinates and RGB intensity values for the RGB color model
(figure source: https://web.stanford.edu/class/cs101/image-1-introduction.html).
The CMY model is subtractive and device dependent which cyan, magenta, and
yellow inks are applied to a white surface and subtracts some color from the white
surface and create the final color (Kour 2015). This model is mostly used in
painting/printing (Dwairi et al. 2010). The color components cyan, magenta, and yellow
each have values in the range from 0 to 255 like in RGB imaging (Kour 2015).
According to the CMY model, equal amounts of cyan, magenta, and yellow ink should
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produce black. However, this process can result in over consumption and the black color
created is not pure (Mete and Topaloglu 2009). Because of that, the fourth color
component K is added. K represents the color black and has a range from 0 to 1 (0 is no
and 1 is yes). In this case, the new model is called the CMYK model.
The HSI model is the improved version of RGB model because it is user oriented
(Kour 2015). The components for the HSI model are hue, saturation, and brightness. Hue
defines the color itself. Hue is attributed with the dominant wavelength in a mixture of
light waves where the dominant color is perceived by an observer (Dwairi et al. 2010).
Values for the hue axis vary from 0 to 360 degrees. Saturation represents the amount of
color diluted with white light. This model separates the luminance component from the
chrominance component. The chrominance component depends on how humans perceive
this color spectrum (Kour 2015). In the HSI model, the S varies from 0 to 1 and Intensity
varies from 0 (black) to 1 (white) (Kour 2015).
The L*a*b* model is an international standard for color measurement developed
by the Commission Internationale d’Eclairage (CIE) in 1976 (Yam and Papadakis 2004).
The L*a*b* model consists of a luminance or lightness component (L* range from 0 to
100) along with two chromatic components (a* and b* both range from -120 to +120)
(Yam and Papadakis 2004). The a* component ranges from color green to red and the b*
component ranges from blue to yellow. The L*a*b* model is device independent and
provides consistent color regardless of the input or output device such as digital camera
or scanner (Yam and Papadakis 2004). Each of these models has an algorithm used in
image processing applications (Ibraheem et al. 2012).
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Image formats are generally separated based on their status as compressed and
uncompressed images. The most common compressed image is the Joint Photographic
Experts Group (JPEG) image, and the most common uncompressed image is the Tagged
Image File Format (TIFF) image. Image compression includes lossy and lossless
compression. Lossy compression creates smaller files by discarding excess image data
from the original image. The excess image data removed includes details that are too
small for the human eye to differentiate, but it retains its close approximation to the
original image (Morkel et al. 2005). JPEG images undergo lossy compression image, and
repeated use and re-saving can severely deteriorate the image quality. Lossless
compression images never remove any information from the original image, but they
represent the data in mathematical formulas (Morkel et al. 2005). Thus, the integrity of
the original image is maintained, and decompressed images are bit-by-bit identical to the
original image input. Graphical Interchange Format (GIF) and 8-bit BMP (Windows
bitmap file) are the examples of the lossless compression.
TIFF images are well-known uncompressed images. This is because TIFF files
include multiple “chunks” of data called “tags” which convey the image information. The
70 different tag types in the TIFF file ensure the level of complexity and allows great
flexibility between viewings (Wiggins et al. 2000). For image analysis, saving as a TIFF
is the safe and wise choice because this is a lossless format, and all data are preserved.
TIFF can support the full range of image sizes, resolutions, and color depths (Wiggins et
al. 2000). File sizes change based on the format used to save images, and this might be an
issue when processing images on computers with lower RAM. Typically, saving as a
TIFF will have bigger file size compared to saving as a JPEG. For example, the file size
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of a TIFF at pixel dimension of 320 X 240 at 24- BIT is about 10 times higher than
saving as a JPEG.
For most digital cameras, GPS coordinates are now automatically captured when
a picture is taken. The GPS location can be very useful when mapping the picture into the
research plot area by using remote sensing software like QGIS or ArcGIS. In agricultural
research, GPS can be used for pest and disease scouting, yield mapping, field boundary
mapping, soil sampling and property mapping, and weeds and pests mapping (Shamshiri
2009). This can be beneficial for researchers to locate where the picture was taken and
assign it to a plot or specific research site.
Image Acquisition
The quality of the picture is the most important part in approaching image
analysis. The desired detail in an image may be impossible to identify if image quality is
too low. Examples of this include over exposure, excess shadows, distracting debris, or
depth of field and focusing issues. High quality images can decrease the time taken for
image processing and reduce the complexity in the image processing steps (Vithu and
Moses 2016). Following are several considerations for capturing quality images. These
are based on the personal experience at Research Designed for Agriculture (RD4AG,
Yuma, AZ) when doing image analysis of field acquired images.

Control of the Background
Color contrast is important when selecting backgrounds. For example, when
taking pictures of green plants, it is much easier to use black as a background. However,
excessive light reflection from black backgrounds might show more as blue and make it
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difficult to segment out these areas in image analysis. Using a pink background was
found to be easier since it is rare to see pink in plants, especially in vegetable fields. In
addition, it is important to keep the background clean because dust, dirt, and plant debris
can create noise in the image analysis process. Another issue in controlling image quality
is to establish methods to maintain the consistency of the image framing. This is
particularly important when comparing images from plot to plot or from sampling time to
sampling time. Using a selfie stick set at a consistent height enables taking repeat images
at the same height. Before taking the first image set, mark the spot at each plot to ensure
the image will be taken at the same spot throughout the growing season (Figure 1.8).

Figure 1.8. Using a selfie stick with the
camera mounted will ensure taking images at
the same height (image by Xinzheng Chen).
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Control of Lighting Conditions
Use of natural or supplemental lighting can be critical for taking quality pictures.
For example, taking pictures early or late in the day might reduce the brightness of the
image making it easy to separate the plant from the background in the image analysis
process. Depending on the light angle, shadows from the photographer or the equipment
can be an issue as well. To address this difficulty, a mobile image cart with the camera
mounted on top to control the distance and a shade cloth to provide shade and uniform
lighting can be used (Figure 1.9).

Figure 1.9. Using a mobile cart to take images in the
field. Taking images for Downy Mildew evaluation on
melon leaves (left). Images for quality evaluation of
iceberg lettuce for compactness (right). Note camera is
mounted to control distance and shade cloth for
controlled lighting (image by Xinzheng Chen).
One problem of using the mobile cart with a camera mounted on top with a
clicker is the difficulty in previewing the picture. If focus or framing issues are not
noticed in the field, valuable sampling images may be unusable. Connecting a small
preview screen to the side of the cart can be an improvement for real time monitoring of
the image quality.

21
Control of Object Features
When doing destructive sampling (e.g., leaf sampling for disease or pest
infestation) taking images of the sampled leaves can be challenging. Leaves are not
completely flat, and this unevenness can be an issue in lighting, exposure, and focus of
the entire leaf. Using non-glare glasses to hold down the leaves can be a better solution.
Process of Image Analysis
General processes for image analysis include image acquisition, processing,
segmentation, and feature extraction (Grande 2012, Klukas et al. 2014). As discussed
previously, image acquisition is the process of acquiring digital images. The mechanism
converts the reflected light from an object to electrical signals and digitizes the image.
During this process, controlling background, lighting conditions, and object features are
important to ensure the image quality.
Image Processing
Image processing is the process of denoising or using filters to increase sharpness
and highlight the image features. It is critical so that useful information can be obtained
from the image by having sufficient contrast between the image features and the
background (Grande 2012). The image histogram is a bar chart that graphically
represents the shades of tone that make up the digital photograph (Evening 2007). An
image histogram is produced by recording the number of pixels at a particular shade of
gray. A basic grayscale uses 256 shades of gray to describe all the shades from black (0
value) to white (255 value). Figure 1.10 is an example of grayscale for iceberg lettuce.
Histogram manipulation can improve the contrast between the image features and the
background by equalization (Figure 1.11). This operation stretches dense parts of the
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histogram, where contrast is low and condenses sparse parts of the histogram, where
contrast is high (Łabędź et al. 2021). If the histogram shows a bias toward the lower
intensity gray levels, then transformation to achieve a more equitable sharing of pixels
among the gray levels would enhance or alter the appearance of the image (Awcock and
Thomas 1995). This can be done by stretching or compressing gray levels without any
alteration in the structural information in the image (Awcock and Thomas 1995).
If an image has insufficient information for extracting the image features,
brightness of the image can be altered. Brightness can be adjusted by adding or
subtracting a certain value to the gray level of each pixel (Sinecen 2016). Contrast of an
image can be changed by multiplying pixel gray values by a certain amount in certain
ranges of the histogram (Sinecen 2016).

Figure 1.10. Histogram of a grayscale iceberg lettuce showing the
distribution of gray level intensity
(image by Xinzheng Chen and histogram created by
MATLAB (MATLAB 2022a, The MathWorks, Inc., Natick,
Massachusetts, United States).
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Figure 1.11. Histogram manipulation by equalizing gray level to
increase the contrast of the object (figure source Sinecen 2016).

Segmentation
Segmentation is the process of dividing a digital image into multiple homogenous
regions by grouping pixels based on similarity in intensity, texture, or color. This divides
an image into regions that can be more representative and easier to analyze. Such regions
may correspond to individual surfaces, objects, or natural parts of objects (Khattab et al.
2014). Gorzelany et al. (2008) used binary image segmentation to detect defects such as
bruises, frost damage, and scab on apple surface with average classification accuracy at
96% in the experiment. Mizushima and Lu (2013) developed an automatically adjustable
algorithm that segmented color images using a linear support vector machine and Otsu’s
thresholding method for apple sorting and grading. Using color image segmentation,
Burgos-Artizzu et al. (2009) developed an image analysis system that estimated the
percentages of weeds, crop, and soil present in the image, and this allowed for the
assessment of weed pressure for making herbicide treatment decisions.
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Multiple disease detection and severity estimation were also done by color
segmentation. Qin et al. (2016) used color segmentation and pattern recognition
algorithms to identify different alfalfa leaf diseases, including common leaf spot
(Pseudopeziza medicaginis), rust (Uromyces striatus), leptosphaerulina leaf spot
(Leptosphaerulina briosiana), and cercospora leaf spot (Cercospora medicaginis).
Combined with a support vector machine model, the recognition accuracies were high at
97.64%. Figure 1.12 shows an example on the natural senescence of
Arabidopsis that was thresholded and segmented in MATLAB by calculating the pixel
values and differentiating the proportion of yellow and green in a pie chart. This enabled
the estimation of senescence levels.

Figure 1.12. Color segmentation of natural senescence of Arabidopsis based on color green and yellow
and pie chart showing the proportion of yellow and green pixels
(figure credit Professor Sruti Das Choudhury and image processed by Xinzheng Chen).
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Feature Extraction
Feature extraction is the process of defining a set of features in the image that can
be efficiently analyzed and classified (Saxena and Armstrong 2014). These features can
include shape, edge, texture, color, etc. (Khirade and Patil 2015). Weis et al. (2009)
identified crops and weeds into species based on their shape. Plant shape varied between
species allowing classification algorithms to distinguish them. However, the shape of a
target can vary at different sizes or growth stages requiring extensive training to
accurately distinguish them. Pérez et al. (2000) used color and shape features successfully
to distinguish weeds from the crop with comparable results to human classification. This
paper also showed the feasibility of conducting weed surveys in the field by using feature
extraction to estimate the relative leaf area of weeds (i.e., weed leaf area/total leaf area of
crop and weeds) while moving across the field. Wirth (2004) provided examples of using
different features in shape analysis and measurement including length, width, area, edge
roughness, circularity, and ellipticity (Figure 1.13). The leaf image features were used by
a colleague at RD4AG, Connor Osgood, to separate different baby leaf lettuce varieties
(Figure 1.14).
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Figure 1.13. Features commonly used in shape analysis and measurement
(figure is adapted from “Shape Analysis and Measurement” by Michael A. Wirth 2004,
University of Guelph).
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Figure 1.14. Using shape features in baby leaf lettuce to identify and separate each
variety (figure credit Connor Osgood).
Edge detection is a useful tool to define the edge of an object. An edge is most
often defined as an abrupt change in some image feature such as brightness or color
(Martin et al. 2004). The most common approach for edge detection is to look for
discontinuities in image brightness. This includes simple methods using the first or
second derivative models, such as Sobel, Prewitt (Lipkin 1970), Laplacian of Gaussian,
and Canny (Hou et al. 2022, Yu et al. 2021). More advanced learning-based methods
(Dollár and Zitnick 2015, Hallman and Fowlkes 2015) can predict boundaries more
precisely by utilizing various gradient information such as color, brightness, texture and
depth (Dollár and Zitnick 2015, Martin et al. 2004, Ren and Bo 2012). Mustafa et al.
(2008) used edge detection to determine banana size and, together with color, changes in
banana quality.
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Texture can be defined as a function of spatial variation of the brightness intensity
of the pixels (Tuceryan and Jain 1993). The specific distribution pattern and the
dispersion intensity of the pixels are used in image analysis to identify texture (Tuceryan
and Jain 1993). The gray-level co-occurrence matrix is the algorithm frequently used by
researchers to extract texture features in an image (Lurstwut and Pornpanomchai 2017).
This algorithm considers the spatial distribution of the gray levels in the neighborhood
and calculates texture feature values (Mousavirad et al. 2012). Texture features have been
widely used in object recognition. Ehsani Rad and Kumar (2010) used a gray-level cooccurrence matrix to extract texture features from 390 leaves and classified them into 13
kinds of plants. Using texture and color features together with histogram matching
allowed researchers to classify different tomato leaf diseases (Hlaing and Maung Zaw
2018). Texture measurement based on curvelet transformation were used to characterize
fruit surface texture on lemon and guava to aid in evaluating skin damage (Khoje et al.
2013). Combined with support vector machine, a classification algorithm, an automatic
fruit grading system was developed with 96% accuracy.

Image Analysis Software
Image analysis software allows the user to read the image, extract digital
information, and manipulate it mathematically if necessary (Shajahan 2019). In 2018,
there were about 70 software packages for image processing (Wikipedia, 2018). Most of
these were commercial packages that operated by the ‘click and run’ feature, but with
limited features that were not suitable for processing batches of images or customizing
the operations (Shajahan 2019).
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MATLAB (The MathWorks, Inc., Natick, Massachusetts, United States) is a
commercial software package that is user friendly for programming with great flexibility
to customize and automate image analysis operations. However, MATLAB is usually
used in academic institutions and specialized industry because of its high license cost
(Shajahan 2019). ImageJ and PlantCV are two well-known open-source image processing
software packages. ImageJ is Java-based and platform-independent with various toolbar
and menu options, and it provides automatic running capabilities through macro and
plugin coding (ImageJ, 2022). For macros developing to run batches, the scripting
language is ImageJ Macro. PlantCV is an open-source, open-development suite of
analysis tools capable of analyzing high-throughput image-based phenotyping data
(Fahlgren et al. 2015). GitHub was used as a platform to organize the PlantCV
community by integrating version control, code distribution, documentation, issue
tracking, and communication between users and contributors (Perez-Riverol et al. 2016).
PlantCV uses Python which is a high-level language widely used for both teaching and
bioinformatics (Dudley and Butte 2009, Mangalam 2002).
Image Analysis and Machine Learning
ImageJ is a user-friendly software allowing quick and simple image analysis such
as color segmentation, edge detection, and shape analysis. However, more complex
evaluation including measuring more than one parameter requires machine learning.
After image analysis is used to extract useful data from an image, the data can be
fed into machine learning algorithms for classification. Machine learning is based on
computational statistics and analysis used to develop algorithms to learn and make
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predictions from image data (Kersting et al. 2016). A flow diagram of the machine
learning process is shown in Figure 1.15 (Liakos et al. 2018).

Figure 1.15. General machine learning progress (figure source Liakos et al. 2018).

Machine learning in general can be divided into two categories: supervised
learning, and unsupervised learning. Supervised machine learning uses labeled datasets.
The labeled datasets, for example, can be a set of disease images that have been graded
previously by professionals. These labeled datasets will then be used to “supervise”
algorithms to classify data or make accurate predictions (Mahesh 2019). The most
common supervised machine learning algorithms include decision tree, naïve bayes, and
support vector machine (Ray 2019, Rehman et al. 2019). Decision tree was used by Yang
et al. (2003) to distinguish different tillage methods and residual levels with accuracy of
89% and 98% respectively using hyperspectral imaging. Granitto et al. (2002) used naïve
bayes to classify 57 different species of weed seeds and the test data had the accuracy of
99.2%. Support vector machine was used by Ebrahimi et al. (2017) to classify pests of
strawberry and automatic detection of thrips with the accuracy of 97.75%.
Unsupervised learning does not have previously labeled datasets and uses
methods of clustering (k-means clustering) that rely on structural patterns in the data. K
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clustering can cluster pixels into groups of similar pixels. K refers to the number of
groups in an image. K-mean clustering was used by Zhang et al. (2017) on cucumber leaf
images. Based on the disease pixel segmentation and classification, the disease detection
had overall accuracy of 85.7%. Study by Liming and Yanchao (2010) used k-mean
clustering to extract strawberry fruit characteristics (i.e., shape, size, and color) and were
able to sort them into different grades with the overall accuracy of 91%.
Challenges of Image Analysis
Image analysis has great potential to enhance the collection of useful data with
high efficiency. However, there are many challenges when dealing with plants growing in
the field.
Extrinsic factors include complex backgrounds and lighting conditions. Complex
background can make segmentation difficult. This is particularly challenging when taking
plant images with significant green elements in the background or with the presence of
other plants, leaves, and soil (Barbedo 2016). Ideally, all images should be captured
under the same lighting conditions. However, images taken in the field will deal with
various lighting conditions that are affected by time of day, position of the sun with
respect to the leaf, and overcast conditions.
Intrinsic factors are more complex. Take plant disease as an example, some
symptoms might not have well defined boundaries that blend with healthy tissue making
it hard to separate. Diseases at different stages can have very different characteristics.
Diseases, stressors, or toxicities might share similar symptoms that are not easy to
differentiate. In addition, plants infested by multiple diseases can create “hybrid”
symptoms. Other limiting factors for adoption of image analysis in agriculture includes

32
high cost of the equipment (e.g., hyperspectral cameras, drones, and controlled lighting
apparatus). The complexity of data analytics software and the amount of data that is
generated requires extensive computing power and data storage capabilities (Omari et al.
2020).
Summary
Image analysis has tremendous application potential in agriculture research. The
electromagnetic spectrum contains different electromagnetic radiation that categorizes
images into RGB, spectral, and thermal images. Each kind of imagining has advantages
that make it suitable for different applications in agricultural research. Digital images
include information of an object and selecting the proper color model can help better
visualize the information numerically. When taking an image in the field, image quality
can be improved by controlling the background, lighting conditions, and object features.
Image analysis includes image processing, segmentation, and feature extraction. Two
important image processing methods, histogram manipulation and brightness alteration,
help improve the contrast of an object from its background. Segmentation is the process
of dividing an image into regions that are representative and easier for analysis. Feature
extraction further defines those regions based on shape, edge, texture, and color to
provide more information on the image feature (e.g., disease, deficiency, stress, etc.).
Combined with machine learning, information can be used for disease detection,
classifying plant species, and grading fruit among other applications. Image analysis
provides many advantages in agricultural research, however, there are challenges in
image analysis. The challenges include complex background and lighting conditions in
the field, disease symptoms that are not well defined, and the high cost of the equipment.
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With the improvement of cameras, image analysis software, and machine learning
algorithms, image analysis will keep improving and make agricultural research more
efficient. Chapter 2 will provide case studies using image analysis in applied agricultural
research.
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Chapter 2: Applications using image analysis in applied agricultural research
Introduction
Digital image analysis has gained in popularity in the past few years especially
with advances in cameras, computing power, and analysis methods (Dougherty 2009,
Zhao et al. 2016). The application of digital image analysis has been widely used in the
medical field to diagnose cancer (Jain and Patil 2014), tumors (Bauer et al. 2013), and
cardiovascular disease (Heiberg et al. 2010). However, application in agriculture is not as
extensively explored. At present, agricultural research mostly requires highly trained
researchers to go to the field, collect data, and make evaluations, such as the impacts of
nutrient deficiency, water and salt stress, and pest and disease infestation (Camargo and
Smith 2009). These evaluations need to be done in a timely manner for early detection
and to make management decisions for efficient crop production (Shajahan 2019).
Historically, evaluations have been done by visual observation and follow protocols that
are subjective, tedious, time-consuming, and require manual data entry (Shajahan 2019).
During the process, errors cannot be avoided, and this could alter the research results or
even future research direction. Image analysis could be one solution to mitigate these
issues as the approach is objective, quick, reproduceable, and easy to apply (Shajahan
2019).
In this chapter, application of image analysis for different agriculture research will
be explored. Leaf damage is the most common symptom observed on an unhealthy plant.
Symptoms could be caused by disease (Jermini et al. 2010), pest (Xu et al. 2007), nutrient
deficiency (Jeyalakshmi and Radha 2017) or toxicity (Sotiropoulos et al. 2002), and even
certain herbicide injuries (Chen 2021). All these are important in crop production,
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breeding for resistance, or testing for chemical efficacy. Stress detection is important for
crop production, and yield goals can be hindered by water stress (Skirycz and Inzé 2010),
salinity stress (Läuchli and Grattan 2007), and even heavy metal toxicity (Hagemeyer
2004). In addition, global warming, climate change, and industrial pollution could
intensify current plant stress due to its impact on plants, soils, and microbial communities
(Zandalinas et al. 2021). Thus, stress detection and quantification will be an area explored
using image analysis.
Monitoring plant growth is the foundation for any farming system to ensure crop
productivity with minimum input (such as fertilizer and water) and harvesting in a timely
manner for optimum quality (Li et al. 2020). Parameters such as leaf area, shoot dry
weight, and relative growth rate are commonly used in research to characterize plant
growth in response to different environmental changes (Li et al. 2020). Measuring leaf
area can be useful in making decisions in optimizing supplemental light in indoor
production (Barbosa et al. 2015, Shimizu et al. 2011) based on the light interception by
the leaves. Estimating shoot dry weight can help to maximize economic return as it is
closely related to fresh biomass (Chaimala et al. 2020). Relative growth rate is useful for
comparing different plant cultivars for selecting better genotypes (Boyer 1982). Often,
these parameters are ignored in the commercial system because they are hard to measure
based only on visual assessments and the requirement for destructive sampling (Li et al.
2020). Therefore, using a non-destructive tool for measuring plant growth characteristics
is important. Image analysis is one solution due to its high sensitivity to identify small
growth differences in plants (Li et al. 2020).
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Plant stand counts are crucial for farmers to evaluate seed germination rate and
the plant uniformity (Shirzadifar et al. 2020). Early detection of poor stands in the field
can help farmers make decisions on replanting or taking other actions on the defective
zones (Shirzadifar et al. 2020). Traditional methods for manual stand counts are time
consuming, labor intensive, and error-prone (Pathak et al. 2022). To solve the problem,
high spatial resolution images taken by unmanned aerial vehicles (UAV) can be used by
combining image analysis and computer vision algorithms to evaluate plant stand count
(Pathak et al. 2022).
Pest counting is another area important in the integrated pest management (IPM)
paradigm to decide economic injury levels and economic thresholds. For example,
soybean aphids (Aphis glycines) is a serious pest that causes enormous soybean yield loss
in the U.S. (Shajahan et al. 2017). Soybean farmers are advised to apply insecticide when
populations exceed an economic threshold of 250 aphids per plant (Hodgson et al. 2012,
Johnson et al. 2009). To quantify aphids numbers, traditionally, counting is done
manually by trained experts through visual inspection (Shajahan et al. 2017). However,
this process is time-consuming, labor intensive, and easy to make errors due to visual
fatigue (Shajahan et al. 2017). Thus, digital imaging and computer vision could be a
reliable alternative for manual pest monitoring and counting (Shajahan et al. 2017).
Lastly, the quality of agricultural produce has been graded by human inspection
based on color, texture, and size (Sahitya et al. 2021). This inspection process is tedious,
time consuming, and costly, which could cause delay in transportation (Sahitya et al.
2021). Image analysis algorithms to classify fruit and extract key features such as size,
color, texture, and shape could aid processing plants in efficiently sorting for quality
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produce (Sahitya et al. 2021). These image analysis techniques require extra steps of
machine learning based on convolutional neural network (CNN) (Sahitya et al. 2021) or
other type of neural network analysis (Rafiq et al. 2016). Rafiq et al. (2016) provided
examples of grading the quality of tomatoes based on color and size to classify the
ripening stage. The objective for this chapter is to broaden the understanding of image
analysis used in different areas of agriculture areas including: 1) leaf damage symptoms,
2) stress evaluation, 3) plant growth evaluation, 4) stand/insect counting, and 5)
evaluation for produce quality.
Quantifying Leaf Damage Symptoms
In general, leaf damage symptoms can result from plant diseases, pest infestation,
nutrient deficiencies or toxicities, and even certain herbicide injury. Plant disease is a
major threat for the agriculture industry, thus, early detection with a proper treatment
plan is crucial to prevent significant yield reduction. In addition, being able to quantify
disease is important for determining crop loss, establishing disease thresholds for
decision making, improving knowledge for disease epidemiology, and evaluating the
effect of pesticide treatments or cultivar differences in host-plant resistance (Chaimala et
al. 2020).
Visual Rating of Leaf Damage
Identification of crop diseases and quantifying disease severity are usually done
by highly trained experts through visual examination, and these experts often rely on their
knowledge and experience (Singh et al. 2020). Rating for disease severity level is a hard
task and usually time consuming. Even with proper training, raters cannot avoid bias that
can lead to variable results (Stewart and McDonald 2014). Bock et al. (2009) conducted
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citrus canker foliar symptoms assessment comparing 28 human raters (experienced and
inexperienced) with standardized image analysis using two hundred digital leaf images
ranging from 0-37% infected area. Results showed researchers overestimated percent
necrotic area (%N), and percent chlorotic + percent necrotic area (%CN) when there were
more lesion numbers on the leaves. However, the average from the 28 rates was close to
the actual ratings determined from image analysis. Visible imaging and hyperspectral
imaging on the other hand are highly reliable especially under controlled conditions
(Bock et al. 2020). Sarkar et al. (2021) also demonstrated that visual ratings could not
avoid personal scoring bias when selecting drought tolerance peanut lines from thousands
of the breeding lines.
For disease visual grading, the use of standard area diagrams (SAD) has shown
improved accuracy and reliability. For SAD, a set of illustrations is used to demonstrate
incremental percent severity values (Nutter et al. 1993). The SADs are designed to aid
raters to accurately interpolate the percent severity between the guide reference pair most
closely resembling the specimen in question (James 1971). Domiciano et al. (2013)
designed SAD sets that included images of wheat leaves with distinct disease severities
(0-1, 1, 5, 10, 20, 30, 40, 50, 60, 70, and 83%) of spot blotch (Figure 2.1(a)). Results
from 12 raters without experience in evaluating plant disease showed improved accuracy
and reliability in estimating spot blotch severity on wheat leaves. Similar research using
SADs was done on soybean rust (Franceschi et al. 2020) (Figure 2.1(b)), bacteria spot on
tomatoes (Duan et al. 2015) (Figure 2.1(c)), and bacterial blight on eucalyptus trees
(Borges et al. 2020) (Figure 2.1(d)). All showed improved accuracy and reliability for
inexperienced raters who used SADs when rating for disease severity.
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(a)

(b)

(c)

(d)

Figure 2.1. Standard area diagrams (SAD) for accessing different plant diseases: (a)
Spot blotch severity on wheat leaves (figure source Domiciano et al. 2013); (b) Rust
(Phakopsora pachyrhizi) severity on soybean (Glycine max) leaves (figure source
Franceschi et al. 2020); (c) Disease severity estimation of Xanthomonas euvesicatoria
race T1 on tomato leaves (figure source Duan et al. 2015); (d) Bacterial blight (Erwinia
psidii) severity on eucalyptus trees (Eucalyptus grancam × Eucalyptus urophylla) (figure
source Borges et al. 2020).

RGB Imaging for Leaf Damage Estimation
Image analysis can be applied to analyze reflectance in the visible spectrum for
plant disease. Visible spectrum image analysis is usually done by measuring the number
of pixels that are pre-defined as diseased compared with pixels that are pre-defined as
healthy (Bock et al. 2020). Custom systems using color transformation are the simplest
methods for visual image analysis. For analysis, the first step is to create a binary mask to
remove background, use color segmentation to isolate regions of interest, and then use
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algorithms to quantify disease symptoms. Contreras-Medina et al. (2012) used these
methods to estimate common plant disease symptoms such as chlorosis, necrosis, leaf
deformation and mosaics. They provided visualization of these symptoms on bean
(Phaseolus vulgaris), pepper (Capsicum annum), and pumpkin plants (Curcubita pepo)
(Figure 2.2-2.5). They also provide algorithms specific to quantify each symptom.
The algorithm used to quantify pumpkin chlorosis (Figure 2.2) is based on color
analysis. The algorithm was separated into two stages. The first stage was to calculate the
extent of yellowing of the leaf. Then, the image was sectioned into four and the average
yellowing of the four sections was calculated. This established whether the chlorosis was
generalized or localized.

Figure 2.2. Visualization of chlorosis on a pumpkin leaf: a) healthy leaf with
homogeneous green color; b) pumpkin leaf with localized chlorosis; c) pumpkin
leaf with generalized chlorosis (figure source Contreras-Medina et al. 2012).
The algorithm for necrosis (Figure 2.3) was also based on color analysis by using
the green and blue components of the RGB image. The green component is used to
isolate the necrotic area of the leaves because it provides a good color contrast between
necrotic and non-necrotic tissues. The blue component is utilized to calculate the total
leaf area because it is less sensitive to symptoms such as chlorosis and offers a better
differentiation of leaf from the background.
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Figure 2.3. Visualization of necrosis on pumpkin leaf: a) healthy leaf with homogeneous
green color; b) non-chlorotic pumpkins leaf with necrotic areas (black); c) chlorotic
pumpkin leaf with necrotic areas (figure source Contreras-Medina et al. 2012).
The presence of leaf deformations can also be determined by using RGB image
analysis (Figure 2.4). The symptoms usually show changes in the shape or form of the
plant leaf with twisted, deformed, or distorted leaves. This can be caused by plant
pathogens, mineral nutrition deficiencies, insect feeding, or herbicide injuries. Figure 2.4
shows the contours of pepper leaves that range from healthy (a) to severely deformed (c).

Figure 2.4. Leaf deformation symptom: a) healthy pepper leaf with
no deformations; b) pepper leaf with few deformations; c) pepper leaf
with severe deformation (figure source Contreras-Medina et al. 2012).

Evaluation of leaf deformation used a color-based algorithm that involved the
blue component described previously as it is less sensitive to other symptoms that could
add error in quantifications. The sphericity index from Pratt (2001) enabled quantification
of the shape of an object. The formula requires measurement of leaf area (A) and the
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perimeter of the leaf (p). The deformation index (I) can then be calculated based on the
Pratt (2001) formula:
𝑝2
𝐼=
4𝜋𝐴
After calculating the deformation index, the value of healthy and unhealthy (deformed)
leaves can be quantified and compared for the severity of deformation.
The mosaic algorithm is based on the extent of leaf venation (Figure 2.5). It is
assumed that severe mosaic symptoms will have greater leaf venation, and this can be
quantified by using edge detection to measure the extent of leaf venation. The blue
component will be used as it is better able to represent leaf area. However, this will
require having light shining from the back of the leaves to more clearly capture leaf
venations.

Figure 2.5. Mosaic symptom generally caused by plant viruses. (a) healthy
bean leaf with no mosaic symptom. (b) unhealthy bean leaf with low
density mosaic symptom. (c) unhealthy bean leaf with high density of
mosaic symptoms (figure source Contreras-Medina et al. 2012).

Using Spectral Sensors for Disease Identification
Multispectral and hyperspectral imaging allows capturing wavelengths beyond the
capability of typical RGB cameras. Hyperspectral cameras can assess narrow
wavelengths in the visible spectrum from 400-700 nm, near-infrared (NIR) range from
700 to 1,000 nm, and the shortwave infrared wavelengths range from 1,000 to 2,500 nm
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(Mahlein et al. 2018). Multispectral cameras are not as complex and sophisticated and
cover a much more restricted range of wavelengths most often in the RGB and NIR
ranges. However, both are capable of detecting differences in plant reflectance and
identifying plant disease. For disease detection, the visible and near infrared regions
(400–1000 nm) provide the most reflectance information (Bock et al. 2020).
The optical properties of leaves are determined by: 1) light transmitted through
the leaf, 2) light absorbed by the leaf as impacted by leaf structures and chemical makeup
(e.g.; pigment, water, sugar, lignin, and amino acid content), and 3) light reflected
directly from leaf surface or reflected from internal leaf structures (Mahlein 2016)
(Figure 2.6(a)). The visible range is characterized by strong absorption of light by
photosynthetic pigments in a green leaf. The optical properties at the infrared range are
affected by leaf cellular structure and internal structure (fraction of air spaces) (Carter
and Knapp 2001, Jacquemoud and Ustin 2001). The shortwave infrared range is sensitive
to water content and the composition of leaf chemicals in leaves such as chlorophyll and
dry matter when the leaf wilts (Carter and Knapp 2001, Jacquemoud and Ustin 2001).
Mahlein (2016) demonstrated changes in reflectance from leaves can result from the
development of plant pathogens. These changes were explained by highly specific
impairments in leaf structure and chemical composition such as chlorophyll, toxins, and
degradation enzymes of the leaf tissue during the pathogenesis of powdery mildew, rust,
and leaf spots (Figure 2.6(b)). Biotrophic fungi such as powdery mildew and rust have
little impact on tissue structure and chlorophyll composition during the early infection
stages. However, later in disease development both powdery mildew and rust produce
fungal structures on the leaf surface that influence the optical properties of the plant
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(Mahlein 2016). Perthotrophic pathogens that cause leaf spots often induce degradation
of tissue due to pathogen specific toxins or enzymes that cause necrotic lesions (Mahlein
2016).
(a)

(b)

Figure 2.6. (a) The interaction between light and leaf depending on leaf
structural and chemical properties; (b) Disease infection can alter leaf
structural and chemical properties (figure source Mahlein 2016).

Unique spectral signatures related to specific disease can be detected by
measuring reflectance wavelength patterns with a hyperspectral camera. Wahabzada et al.
(2015) provided examples of using hyperspectral imaging to differentiate barley disease
net blotch, rust, and powdery mildew (Figure 2.7). Creating archetypal signatures that
extract disease specific spectral signatures over time, allow for better differentiation
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between different developing stages of the diseases (Wahabzada et al. 2015). By using
Metro Maps based on the hyperspectral dynamics, Wahabzada et al. (2015) demonstrated
disease progress under different wavelengths such as visible near infrared (VNIR) and
short-wave infrared (SWIR). Separation can be clearly seen in the VNIR region for net
blotch, rust, and powdery mildew and net blotch can be easily separated in the SWIR
region (Figure 2.8).

Figure 2.7. Spectral signature of barley leaf disease net blotch, rust, and powdery
mildew (figure source Wahabzada et al. 2015).
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Figure 2.8. Disease progression via Metro Maps of hyperspectral dynamics. Barley leaf
disease net blotch, rust, powdery mildew can be clearly separate based on signature wave
band in the VNIR and SWIR region (figure source Wahabzada et al. 2015).
Rumpf et al. (2010) used hyperspectral data to detect cercospora leaf spot, leaf
rust, and powdery mildew disease on sugar beets even before the symptoms appears. This
is done by inoculating sugar beets with each disease and measuring wavelength from 400
to1000nm at different times until 20 days after the inoculation. Support Vector Machine
was used to classify each wavelength corresponding to each different disease. Support
Vector Machine is a powerful classification method based on statistical learning theory
(Vapnik 1998). In general, classification algorithm finds patterns in empirical data and
classifies them into different classes (Rumpf et al. 2010). Apan et al. (2004) demonstrated
Hyperion imagery can detect orange rust disease in sugarcane crops. The Hyperion
sensor is carried by the National Aeronautics and Space Administration (NASA) Earth
Observing 1 satellite (Ungar 2001). It is the first spaceborne hyperspectral instrument to
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acquire both visible near infrared (VNIR 400-1000 nm) and shortwave infrared (SWIR
900-2500 nm) spectra. Hyperion images 256 pixels with a nominal resolution of 30 m on
the ground over a 7.65-km swath (Datt et al. 2003). Apan et al. (2004) showed the
combination of the visible near-infrared bands and the moisture-sensitive short-wave
infrared band (1660 nm) increased the separability of rust-affected areas.
Stress Detection Through Imaging Analysis
Crop yields rely on a suitable environment and growing conditions. Under prolonged
stress, crop growth and yield will be compromised (Gaspar et al. 2002). In the United
States, some major crops including corn, wheat, soybean, sorghum and oats only
achieved 22% of their genetic potential yield due to unsuitable growing conditions
(Boyer 1982, Taiz et al. 2015). Breeding and better crop management will enhance crop
productivity for growers. In addition, global warming, climate change, and industrial
pollution could intensify plant stress and affect crop productivity. Image analysis can be
used to measure the severity of different stresses. For water stress, hyperspectral or
thermal sensors can visualize the stress levels and be used for efficient irrigation
scheduling. In this section, we will explore how image analysis can be applied in
different scenarios to detect stresses.
Detecting Iron Deficiency with RGB Imaging
Soybean is an important row crop in the U.S. But iron deficiency chlorosis is a
yield-limiting abiotic stress that is common on calcareous soils with high pH (Naik et al.
2017). Naik et al. (2017) used RGB image analysis to evaluate soybean iron deficiency
severity. This image analysis followed the following framework: 1) image acquisition, 2)
image processing, 3) feature extraction, and 4) classification and machine learning. For
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image acquisition, images were taken using Canon EOS REBEL T5i camera, and the
whole canopy was included in the field of view of the camera. Image processing included
three steps. First, white balance and color calibration were applied to ensure color
uniformity for all the images collected. Then, segmentation was used to crop out the
soybean plant from the background by removing pixels that were neither green nor
brown. Lastly, noise and outlier removal were done to remove things like plant debris and
soil from the image. Feature extraction was based on the color signatures (e.g., chlorosis
is yellow; necrosis is brown) (Figure 2.9). Each pixel of the processed image belonging to
the canopy was classified as either green, yellow, or brown. For each image, the
percentage yellow (%Y) is calculated as %Y= (Area of yellow)/ (Area of total) *100 and
percentage brown (%B) is calculated as %B= (Area of brown)/ (Area of total) *100. Then
a rating scale of 1-5 for iron deficiency chlorosis was established based on the %B on the
leaves (Figure 2.10).

Figure 2.9. Feature extraction of soybean plants with iron deficiency
chlorosis (top). The bottom left image represents leaf areas yellow in
color. The bottom right image represents leaf areas brown in color
(figure source Naik et al. 2017).
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Figure 2.10. Iron deficiency chlorosis severity visual rating scale
from 1-5 (figure source Naik et al. 2017).
Ten different classification algorithms were used in rating iron deficiency
chlorosis including decision trees, random forests, naïve bayes, linear discriminant
analysis, quadratic discriminant analysis, support vector machine, k-nearest neighbors,
gaussian mixture model, and hierarchical classification. Results showed the best classifier
to be the hierarchical classifier that produced a mean accuracy of approximately 96%.

Drought Stress Detection
Plant phenotyping can be used to contrast genotypes that are tolerant to drought
stress. Casari et al. (2019) used thermal and RGB cameras to identify corn genotypes
with drought tolerance. Both thermal and RGB images were taken at different time
intervals by using a UAV. Thermograms displayed temperature distribution in the maize
canopies, and the RGB images enabled extraction of plant leaf pixels to identify plant
pixels in the thermograms (Figure 2.11). For maize, studies have shown drought tolerant
genotypes have lower canopy temperatures likely due to its higher stomatal conductance
to cool down plants (Romano et al. 2011, Zia et al. 2013). The frequency histogram of the
canopy pixel temperatures can be segmented and extracted based on thermal images and
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then used to compare corn genotypes for drought tolerance (Figure 2.12). Based on
thermal and RGB images, Casari et al. (2019) was able to select corn genotypes with
drought tolerance that are better than the traditional phenotyping by visual examination.
This research indicates thermography may be applied to screening maize lines for
drought tolerance (Casari et al. 2019).

Figure 2.11. RGB (A, B) and thermal images (C, D) of drought stressed maize. Top
row (A, C) and left row (B, D) of maize are drought tolerant (figure source Casari et
al. 2019).
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Figure 2.12. Frequency histograms of canopy temperatures for control and
drought stressed maize plant. Four different varieties were compared at both
4th day (A-D) of drought and 12th day of drought (E-H). Better separation can
be seen at the 12th day of drought where F is the least drought tolerance and G
is the most drought tolerance (figure source Casari et al. 2019).
Simplex volume maximization (SiVM) is another technique that has gained
popularity in early detection for drought stress. This technique is done by using data
clustering to automatically evaluate hyperspectral signatures (Thurau et al. 2010). The
algorithm allows fast calculation of massive datasets, and it calculates how similar each
spectrum is to the already defined healthy or stressed spectral signatures. Spectral

62
signatures from healthy and stressed plants were clustered into those two classes. When
measuring spectral reflectance from new samples, similar signatures were classified
based on the pre-learned sample signature (Lowe et al. 2017). Römer et al. (2012) used
the SiVM technique to test drought stress on potted barley plants and corn plots. By
comparing this method with the well-known vegetation indices such as Normalized
Difference Vegetation Index (NDVI), photochemical reflectance index, red edge
inflection point index, and carotenoid reflectance index, SiVM was able to detect early
drought stress more effectively even though the effects on leaf and canopy reflectance
were subtle. NDVI is highly corelated to green-leaf density and vigor, and it is generally
used as a proxy for the status of aboveground biomass (Ji and Peters 2003).
Photochemical reflectance index is derived from narrow-band spectroradiometers, and it
is commonly used as an indicator of photosynthetic efficiency (Garbulsky et al. 2011).
Chlorophylls and carotenoids are the main pigments of green leaves, and they are
important for photosynthesis in plant (Gitelson et al. 2002). Red edge inflection point
index is widely used to estimate chlorophyll concentrations (Gitelson et al. 2002). The
carotenoid reflectance index is widely used to estimate carotenoid concentrations in the
plant (Gitelson et al. 2002). All of these can be used to indirectly observe plant water
status.

Salt Stress Detection
The soil salinity issue is one of the major limitations affecting crop productivity
worldwide (Yang and Yen 2002). High salinity can stunt plant growth by reducing cell
expansion, decreasing protein synthesis, and accelerating cell death (Yang and Yen
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2002). Hyperspectral imaging techniques have been extensively used to reveal levels of
salinity in soil and canopy by measuring the spectral reflectance (Sytar et al. 2017). In
hyperspectral imagery, mixed pixels are a result of mixture of more than one distinct
substance. This could be due to low spatial resolution that disparate material can jointly
occupy a single pixel or distinct materials are combined into a homogeneous mixture
(Keshava and Mustard 2002). Spectral unmixing is the process of decomposing the
spectral signature of a mixed pixel into their corresponding components (Shi and Wang
2014). These pure spectral signatures are called endmembers (Garg 2020). By doing
spectral unmixing using hyperspectral imaging from the soil, it was found saline
endmembers showed higher reflectance at 800nm, and broad absorption at 1450 and
1900nm (Sytar et al. 2017). These spectral signatures are useful for mapping fields with
high salinity. Lara et al. (2016) used hyperspectral imaging to evaluate water salinity
effects on lettuce. At different salinity levels, three wavelengths in visible and red edge
regions (675, 710 and 745 nm) consistently demonstrated the salinity effect on lettuce
leaves. Thus, the author proposed the level salinity index (LSI) to quantify the salinity
stress on plant (LSI= [(R675 + R745)/2]-R710). This index-based model is simple and easier
to apply and allows implementation with less expensive multispectral devices (Lara et al.
2016).
The ultraviolet (UV) range (200–380 nm) has also been investigated in efforts to
detect plant salt stress. A few works have shown plant molecules such as flavonoids and
phenolic compounds have better absorption in the UV range (Bhattacharya et al. 2010,
Giusti et al. 2014). A previous study has shown barley seedlings under salt stress have
increased flavonoids and total phenolic compounds (Ali and Abbas 2003). Brugger et al.
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(2019) demonstrated the first research using hyperspectral sensors that focus on the UV
range to detect salt stress in barley. Plants under biotic stress have characteristic spectral
signatures in the UV-range that are able to establish correlations to secondary plant
metabolites (e.g., flavonoids and total phenolic compounds) (Brugger et al. 2019). This
allows detection of salt stress. However, there are constraints to generating quality data in
the lower spectral regions. This is due to overlapping spectral signatures that make is
hard to quantify the specific plant molecules.
Plant Growth (Vigor) Evaluation
Plant growth (vigor) can be a useful indicator to justify the efficiency of using
fertilizer and irrigation and the positive or negative impacts of other agricultural inputs
(growth regulators, pesticides, etc.). Additionally, measuring plant growth can provide
plant breeders phenotype data for selecting superior genotypes. Image analysis using
RGB cameras or spectral sensors can provide effective and efficient measurement of
plant vigor and growth.

RGB Imaging
The simplest measure of plant growth from RBG images is measuring the green
pixels (i.e., the plant) relative to the background (soil, fabric, container, etc.) (Paruelo et
al. 2000, Stewart et al. 2007). RGB images can be taken by digital cameras or smart
phones, and image analysis can be done on ImageJ (an open resource software).
On ImageJ, the key for image analysis is to select the correct color threshold to
separate the plant from the background and then create a binary mask of the plant
(Agehara 2020) (Figure 2.13). Non-target plants (i.e., weeds) present in the photo can be
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removed using the paintbrush tool in ImageJ. At the end, those green pixels can be
analyzed and quantify as area. Area change at different times can then represent growth
or percentage growth.

Figure 2.13. Overhead canopy images of various crops converted to binary images
using ImageJ for canopy cover measurement (figure source Agehara 2020).

The key to obtaining effective images for analysis and comparison is to always set
the camera at same height and location relative to the target when taking images at
different times. When taking pictures in the field, variable lighting conditions can shade
parts of the plant canopy and make it hard to include coverage of the entire plant. This
requires the use of software such as Adobe Lightroom to enhance the colors so all the
green pixels can be detected in the image analysis.
Canopeo is the mobile smart phone application that was developed in the
MATLAB programming language (Mathworks, Inc., Natick, MA) and uses RGB color
values (Patrignani and Ochsner 2015). The analysis is based on the selection of the pixel
ratios of R/G, B/G (Liang et al. 2012, Paruelo et al. 2000) and the excess green index
(Chen et al. 2010, Richardson et al. 2007). The excess green index contrasts the green
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portion of the spectrum against red and blue to distinguish vegetation from soil
(Komarkova et al. 2020). The formula for excess green index is (2*G – (R+B))
(Larrinaga and Brotons 2019). The image analysis uses these selected pixels to create a
binary mask to measure the area covered by the plant. Canopeo also has the capability to
reduce noise by removing isolated green pixels. In addition, Canopeo can detect all green
parts of plants exposed to sunlight, and a great portion of shaded leaves. SamplePoint is a
manual pixel classification program developed by Booth et al. (2006), and it is often used
for field ground cover measurement. The pixel-level accuracy of Canopeo was evaluated
by using SamplePoint as the “gold standard” (i.e., best available benchmark). Patrignani
and Ochsner (2015) showed Canopeo correctly classified 90% of pixels of what is
classified by SamplePoint. However, Canopeo’s image processing speed was 75 to 2500
times faster than SamplePoint.

Spectroradiometer Imaging
Spectroradiometers provides fast and non-destructive estimations of green biomass
and chlorophyll content at canopy level (Aparicio et al. 2000). However, most of them
are expensive and usually only carry passive sensors (i.e., depends on external source
such as sunlight) (Cabrera-Bosquet et al. 2011). Until recently, the cost effective and easy
to handle spectroradiometers such as GreenSeekerTM (NTech Industries Inc., Ukiah,
California, USA) with active sensors (i.e., carries its own light source) have been widely
adopted to measure plant growth in the field. The GreenSeekerTM has an integrated
optical sensor that uses light emitting diodes (LED) to generate red and near infrared
(NIR) light and measures reflected wavelengths that enable calculation of the normalized
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difference vegetation index (NDVI). Computation of NDVI measures the differences
between NIR (770nm) and red reflectance region (660 nm) using the formula:
NDVI = [(NIR-RED)/(NIR+RED)]
NDVI values represent absorption of red light by plant chlorophyll and the
reflectance of NIR by water filled leaf cells (Govaerts and Verhulst 2010). NDVI has
proven very useful because it correlates positively with intercepted photosynthetically
active radiation and the nitrogen content in plants (Chen and Brutsaert 1998). Because of
this, NDVI measured by handheld spectroradiometers can provide good representation of
plant growth especially in small plot studies measuring the same plot at different time
points. From personal research experience at RD4AG, measuring NDVI using
GreenSeekerTM is a good indicator of plant growth (vigor), especially with fertilizer
studies using different levels of nitrogen. NDVI can also be a good indicator when
working with herbicide injury (pre-post emergence) by measuring the greenness of small
plots.
Image Analysis for Counting
Counting is often important in agricultural research. Counting insects is crucial in
developing and using economic injury levels and economic thresholds. It is also a
common method to estimate pesticide efficacy. Plant stand counts are important for
breeder to evaluate plant emergence and estimate uniformity. All of these were
traditionally done by manually counting, but this is labor intensive, time consuming, and
increases the chance to make mistakes. Thus, image analysis methods were explored to
improve counting accuracy and speed.
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Insect Counting
Insect counting is a common method used for evaluating pesticide efficacy.
Research Designed for Agriculture (RD4AG) is a commercial contract research company
located in Yuma, AZ, U.S. that undertakes numerous pesticide efficacy trials. The
company developed an efficient method for counting whiteflies after the application of
different pesticides. Leaf disks were collected from treatment plants at different time
points by using leaf punches (MIDCO Global, Kirkwood, MO, United States) with ½”
disk size (1.27cm). The punched leaf tissues were collected into a 50 ml centrifuge tube
that was labeled corresponding to the plot number, kept in an ice chest, and carried back
to the office for counting. Whitefly nymphs and eggs were counted on the underside of
the leaf because that is where whiteflies generally lay eggs. The process requires
experienced technicians to count under the microscope, but the process is very tiring and
time consuming. To improve the process, Connor Osgood (Research Agronomist II)
came up with the idea of using a printer scanner to scan multiple leaf disks to create a
digital image with high resolution. This enabled counters to do the counting at their own
comfort and pace without the use of microscopes. This creates a backup for checking the
counting, but it also provides flexibility in scheduling since leaf disks will deteriorate if
kept in the refrigerator for more than 2 days.
The imaging process is done by using Epson Perfection V370 photo scanners
(Seiko Epson Co., Nagano, Japan) that connected into a computer. The punches from
each plot are placed onto a predefined grid on the scanner glass and a plot ID label is
made visible in the image (Figure 2.14).
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Figure 2.14. Scanning set up using Epson Perfection V370 photo scanner. Figure
on the left is the working station using up to 5 scanners at one time. Figure on the
right is the demonstration of the predefined grid on the scanner glass with plot ID
labeled (figure credit: Connor Osgood).
Images are then scanned at a high resolution of 4,800 pixels-per-inch. The
scanned image can be saved as an unedited raw TIFF, or JPEG. Each scanner can scan 8
plots worth of leaf disks (20 disks per plot). Scanning at high resolution made is easy for
raters to identify whiteflies eggs and nymphs, but it also creates massive files around
250Mb for an image including 8 plots (Figure 2.15).

Figure 2.15. Figure on the leaf showed an example of a scanned image including 8 plots
of disks. Figure on the right showed the high resolution made is easy to identify nymphs
and eggs (figure credit: Connor Osgood).
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To separate the large image into separate plots, ImageJ has the built-in feature for
splitting images into equal squares which can break the big 250Mb size into smaller (1830) Mb for individual plot images. This splitting process can be done using the macro
function in ImageJ and running on batch to split automatically (Figure 2.16).

Figure 2.16. The splitting processes using ImageJ to split an image to equal
squares (figure credit: Connor Osgood).
This counting process is a rudimentary example with minimal use of image
analysis, but it does demonstrate the advantages of imaging. Using the scanner method
can reduce labor needs by about 50%. In the future, machine learning can be used to
identify and count nymphs and eggs.

Insect Counting Using Machine Learning
The black pine bast scale (Matsucoccus thunbergianae) is a serious pest that
causes widespread damage to black pine (Choi et al. 2019, Hong et al. 2021). Monitoring
the occurrence and the population of M. thunbergianae is done by employing pheromone
traps. However, counting insects is labor intensive. Hong et al. (2021) tested the use of
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deep learning counting algorithms for evaluating pheromone trap images. Pheromone
traps were collected in the field and photographed in the laboratory. Convolutional neural
networks have shown high performance for tasks such as classification, detection, and
segmentation of objects in images (He et al. 2017, Krizhevsky et al. 2017, Simonyan and
Zisserman 2015). The convolutional neural networks tested in Hong et al. (2021) were
Faster R-CNN Resnet 101, EfficientDet D4/D0, Retinanet 50, and SSD Mobilenet v.2.
The resolution for the image was 6000 X 4000 pixels, but the size of M. thunbergianae
was only 60 X 60 pixels which can lead to a decrease in detection performance. Because
the cropped image has a larger object size relative to the image size than the uncropped
image, the detection performance can be increased by cropping. Thus, the entire 6000 X
4000 image was cropped into smaller windows under the condition of 12 X 8 and 6 X 4.
The detector set included the training and validation set, and these were used for training
object detection. Test sets were used for optimizing detection. The counting set was
counted by a person skilled in counting and used for evaluating the counting accuracy of
the detection model.
Under two cropping conditions, counting accuracy was estimated at 95% or more
in most models. Common detection errors included false negatives and false positives
(Figure 2.17). False negative errors were more common than false positive errors. False
negatives were due to several insects overlapping, or the shape of the insect was unclear.
This can be hard for even the trained expert to detect. False positives are due to counting
a shape that was similar to M. thunbergianae or detecting a portion of the M.
thunbergianae, such as a wing (Figure 2.17 (d)).
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Figure 2.17. Detection errors found in convolutional neural networks. Box in red showed
correct detection. The blue box in (a) to (c) were false negatives due to overlapping of
insects or shape is unclear. (d) showed as false positive where wings were detected as M.
thunbergianae (figure source Hong et al. 2021).
Similar research was done using convolutional neural networks that automatically
segmented and counted aphid nymphs on Bok choy leaves (Chen et al. 2018). Automatic
counting based on segmentation showed high precision (96%). The correlation between
the automated and manual counting was high (R2 = 0.99). This showed that insect
counting using convolutional neural networks can be applied for other species of pests.
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Plant Stands Counts
Plant stands counts are used to estimate emergence and plant uniformity. For
farmers, early detection of uneven emergence can help make decisions for replanting
(Shirzadifar et al. 2020). Image capturing devices such as unmanned aerial vehicles, high
definition cameras, and even cell phone cameras offer new ways to collect information
and use for analysis (Khaki et al. 2022). A recent study by Shirzadifar et al. (2020) used
RGB images collected with unmanned aerial vehicles (UAV) to estimate corn stand
count. This study did image mosaicking using AgiSoft PhotoScan™ software (AgiSoft
LLC, St. Petersburg, Russia) to create an RGB image for the whole field. The image
processing and analysis was done using MATLAB (Mathworks, MA, USA). Two image
analysis methods were used to estimate corn stand count.
The first method used excess green or the excess green index. This was done with
a simple algorithm that identifies green pixels (vegetation) in an image. Plant chlorophyll
absorbs red and blue wavelengths but reflects the green component (Shirzadifar et al.
2020). The new grey scale image was constructed using the excess green index equation:
Excess green index = (2G - (R+B))
where pixel values range from 0 to 1. Plant pixels were equal or higher than an index of
0.2, and other objects (e.g., soil and residue) possessed index values less than 0.2. Based
on their pixel values, plant pixels were segmented out from the background by creating a
binary image. The morphological operation was then applied on the binary image to
remove the noise around the plants. This is a function on MATLAB that remove the tiny
objects by considering the pixels surrounding each pixel. The tiny objects will be
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removed if the surrounding pixels did not have the same value. The label function on
MATLAB numbered each object (plant) to count the total plant stand.
The second method used unsupervised machine learning with a k-means
clustering-segmentation algorithms. The k-means clustering method divided objects into
a specific number (k) of cluster groups by calculating and assigning each pixel to a
specific cluster based on the similarity in pixel intensity. This separates pixels into
different groups such as plants, bare soil, and residue. The morphological operation was
also done in this method to remove the noise around the plants, and the label function
was applied to perform the total plant stand count.
The results showed the k-means method had better accuracy at counting corn
plants than the excess green index. The mean accuracy of the excess green index across
three fields was around 46%, but the accuracy of k-means was around 91%.
Quality and Size Evaluation
Agricultural produce such as vegetables and fruits require evaluation for quality
and sorting for size before selling to the consumers. The efficiency and effectiveness of
evaluation and sorting are important to ensure the quality standards which determine the
marketability of the produce (Jarimopas and Jaisin 2008). Thus, having a rapid,
consistent, effective, and robust method is necessary (Arjenaki et al. 2013). Issues related
to grading include high labor costs, labor fatigue, inconsistency, and low precision. In
addition, there are differences in personal perception of quality and scarcity of the trained
labor to perform grading (Arjenaki et al. 2013). The key features inspectors are looking
for include size, color, texture, shape, or wounding/injury on the surface. All the
information can also be extracted by using image analysis and machine learning to

75
automate the evaluation processes. Machine learning can accurately identify the internal
and external characteristics for agricultural produce including the degree of maturity,
size, defects, moisture, and nutrients (Chen et al. 2002). This section will explore the
application aspects of image analysis and machine learning.

Surface Defect Detection and Grading
Li et al. (2002) developed a computer imaging method to detect apple surface
defects. The imaging system contained two CCD monochromatic cameras mounted
above and below a conveyor in a lighting chamber. The conveyor was composed of fruit
cups without bottoms. Two mirrors were fixed on both sides of the conveyor which
allowed images to be taken on all four sides. The camera above the conveyor took three
side views of an apple (top and two sides), and the camera below the conveyor took the
bottom view of the apple. This imaging system was able to inspect multiple apples on the
conveyor simultaneously on the four sides of each apple while it was traveling on the
conveyor.
The algorithm developed for detecting surface defects included image processing,
defect segmentation, stem-calyx recognition, and defect area calculation and grading.
Image processing allowed the grader to remove the background. Apples are spherical in
shape, and this results in changes of the image intensity across the apple. The changes of
the image intensity caused the intensity values of the normal surface to be lower than the
intensity of the defect on the surface of the fruit. Reference apple images were developed
for defect segmentation. Subtracting the normalized testing image from the normalized
reference image following threshold processing allowed easily extracting the defects.
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During the defect inspection process, the stem and calyx can be mistaken as a defect.
Thus, the stem-calyx concave area must be distinguished from the true defects. This
process was achieved by fractal features and artificial neural network. After identifying
the stem-end and calyx areas of the apple, defect areas were segmented and calculated for
grading (Figure 2.18). The test results show that the accuracy of the network classifier
was over 93%, proving its effectiveness. Similar evaluation for surface defects was also
demonstrated on tomatoes by Arjenaki et (al. 2013). This study used a different algorithm
with detection accuracy of 84.4%.

Figure 2.18. Defects segmentation. (a), (c), (e), and (g)
were original images; (b), (d), (f), and (h) were segmented
defects (figure source Li et al. 2002).

77
Sorting for Maturity and Size
Fruits are generally sorted for quality and maturity level before transport to
different standards of markets at different distance. This allows farmers to optimize
profits. Color grading is often used by graders to sort for maturity (Lee et al. 2011).
Shape is another common measurement used for produce quality evaluation. For
example, fresh produce like potato needs to be uniform and regular in shape as well as
free from defects to gain reasonable share in the highly competitive markets (ElMasry et
al. 2012). Both color and size can be extracted from digital images, and this allows
grading by using image analysis and machine learning.
Grading mango (Mangifera indica L.) quality involves evaluating color and size.
Nandi et al. (2014) proposed an automated mango sorting and grading system consisting
of a motor driven conveyer belt, image chamber with a light source supply, and CCD
camera mounted on top. Images captured by the camera were evaluated by the color
algorithm that automatically classified the fruit base color into four different maturity
levels: raw (M1), semi-mature (M2), mature (M3), and over mature (M4). The sorting
unit consists of four solenoid valves driven by respective drive units, that are controlled
by the computer and sort mangos into appropriate bins. The authors used blue as the color
of the conveyer belt because blue does not naturally occur in mangoes, and blue is one of
the three channels in the RGB color model. This makes it easier to separate the
background from the mango in the image. Five varieties of mango with different maturity
levels (M1, M2, M3, and M4) are demonstrated in Figure 2.19.
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Figure 2.19. Five varieties mango with different
maturity levels. Each row represented a different
variety and each column (a) to (d) representing
different maturity as M1, M2, M3, and M4 respectively
(figure source Nandi et al. 2014).
The color classification was done using Gaussian Mixture Model which calculates
differences of average R, G, and B values of the entire mango. Estimation of these
parameters was used to predict the maturity level. The size of the mango is estimated by
quantifying the number of pixels that cover the fruit image and the size estimated. The
fruits are categorized as small, medium, big, and very big depending on the number of
pixels of the binary image of the mango. Finally, fuzzy logic techniques were used to sort
and grade the mango fruit. The classification accuracy compared for the system and the
average of three experts for five varieties of mango had almost identical results.
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Summary
Image analysis paired with machine learning provides versatility and robustness
when compared with manual visual evaluation. For RGB leaf damage images, image
analysis using color threshold, segmentation, and binary methods are useful to evaluate
symptoms such as chlorosis, necrosis, leaf deformation, and mosaics. Multispectral and
hyperspectral imaging based on reflectance are good for early detection, identification
and separating different diseases. Plant stress displayed in distinct color can be easily
analyzed using RGB imaging but certain stresses such as water or salt are better using
thermal or spectral imaging. Plant growth generally is evaluated based on the green
reflectance using RGB imagining or measured by hand-held spectroradiometer that
measures NDVI. Counting insects or plants depends on machine learning to identify
specific features using classification algorithms such as convolutional neural network and
support vector machine. Algorithms are able to mimic how humans learn and classify
objects. However, mistakes can still occur if object features are difficult to detect, two
objects overlapped, or only part of the object is detected. Quality and size evaluation is
the hardest to do in the field and is mostly applied in commercial sorting lines. Two
examples on production line methods were explored using RGB imaging combined with
machine learning for classification on defects and sizes. Case studies in this chapter
showed image analysis is more advantageous than visual rating. The advantageous of
these methods include objectivity, speed when automated, and more reproducible and
reliable results. With the advancement in cameras, computers with high computing
power, and the development of different algorithms, image analysis and machine learning

80
have the potential to replace part of the labor and improve the current data collection
procedures in agricultural research.
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Chapter 3: Machine learning grading for lettuce bolting and compactness
Introduction
Lettuce (Lactuca sativa L.) is a major fresh vegetable and is commonly used in
salad mixtures and sandwiches. The United States has the largest production of lettuce as
a salad crop, and produced 22% of the world’s lettuce supply (Mou 2008). Yuma County,
Arizona is known as the “Lettuce Capital of the World” or “Winter Salad Bowl” for its
renowned winter-grown lettuce from November through March. Arizona State University
lists the three major lettuce types growing in Yuma County are iceberg, romaine, and
baby leaf. In 2010, lettuce production included approximately 50,000 acres of iceberg
followed by approximately 30,000 acres of romaine varieties, and approximately 25,000
acres of baby leaf varieties (USDA, National Agricultural Statistics Service, Arizona).
The winter lettuce production in Arizona was worth about $321 million (USDA, National
Agricultural Statistics Service, Arizona).
Research Designed for Agriculture (RD4AG) is a commercial contracted
agriculture research company located in Yuma, Arizona. Romaine lettuce has been
widely used at RD4AG to test the efficacy of growth stimulators together with reduced
rates of fertilizers. The important quality factors for data collection in romaine are
compactness and bolting. Compactness is the measurement of the internal density of the
head that is closely related to shelf life. More compact lettuce has better quality and
longer shelf life compared with less compacted ones. Bolting is another quality feature
measured in romaine that measures the future flower stalk at the “butt” end of the head.
Bolted lettuce is unmarketable due to its bitter taste. At RD4AG, both measurements are
done by slicing the lettuce through the middle and looking at the inner features. For
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compactness, a 1-5 rating scale is based on the heart and leaf tightness. The five levels
are: 1) very immature, just heading, the center is open; 2) leaves in center are smaller and
the head is open; 3) starting to mature but leaves on top are mostly open and individually
identifiable; 4) fully mature and commercially desirable, head is weighty and full; and 5)
overmature, leaves at the top are pushing way out of the head (Figure 3.1). For the 1-5
bolting rating, the shape and length of the “butt” end of the head are the main
identification features. The five levels are: 1) not bolting— butt rounded and an inch or
less in length; 2) older—round, butt 1.5-2 inches in length; 3) starting to bolt, butt is
starting to point and the pointed butt is 1.5-2 inches in length; 4) continue bolting and the
pointed butt is 2 or 3 inches long and elongating; and 5) not marketable— pointed butt is
3.5 inches long and obviously bolting (Figure 3.2). In commercial grading, compactness
rating at 3 and 4 are marketable where bolting rating at 1 to 3 are considered marketable.
Imaging is adopted at RD4AG by taking images of the sliced lettuce heads in the
field by using a photo cart. Typically, 10 lettuce heads are included for each plot to
ensure representative sampling. Images are saved for later evaluation by trained and
experienced raters. However, this grading process is laborious and time-consuming.
Training and testing people on grading requires time to ensure accuracy. This is
important because grading for either compactness or bolting has five levels and the
middle levels from two to four share similarities that can be hard to distinguish.
Convolutional neural networks (CNN) are complex models used for machine
learning and classification. The neural networks can increase the probability of correct
classifications with adequately large data sets of images (i.e., hundreds to thousands of
measurements, depending on the complexity of the problem under study) for training
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(Kamilaris and Prenafeta-Boldú 2018). CNN consists of input, convolutional, pooling,
and fully connected layers (O’Shea and Nash 2015). The input layer will hold the pixel
values of the image. The convolutional layer contains a set of filters that are used for
feature extraction. This layer deals with the spatial redundancy by weight sharing. Weight
sharing is a way to reduce the number of parameters while allowing for more robust
feature detection. During the training process, the spatial redundancy is reduced and
features will become more exclusive and informative (Santosh et al. 2022). The pooling
layer will reduce the dimension of the input images by combining those spatial
redundancies as specific features and move to the next layer (Djordjevic 2021). The
pooling process is important in reducing the processing speed. Fully connected is the last
layer that takes in the feature information from the previous layers and assigns weights to
predict the correct label (Basha et al. 2020, Schmidhuber 2015). CNN has been used in
multiple areas in agriculture. Kussul et al. (2017) used CNN for crop type classification
that had 94.6% accuracy to classify the crop type of wheat, maize, soybean, sunflower,
and sugar beet. Xinshao and Cheng (2015) used 3980 images that contained 91 types of
weed seeds for training, and the trained model was able to classify them individually at
90.96% accuracy. CNN techniques were used in fruit counting by multiple researchers
including Rahnemoonfar and Sheppard (2017) to predict the number of tomatoes in
images. Chen et al. (2017) used CNN to count the number of apples and oranges in
images, and Sa et al. (2016) for identify and counting of sweet peppers and melons.
Thus, a potential solution using CNN image machine learning will be explored in
this chapter. Two individual Convolution2D models will be separately trained for grading
bolting and compactness of romaine lettuce heads. The objective is to test the accuracy of
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each trained model and explore if the model can potentially replace visual grading
typically done by professionals.
Materials and Method
Images used for romaine lettuce machine learning were acquired at RD4AG.
These images were taken in the field using a mobile cart with a camera mounted on top.
For each image, 10 heads of lettuce from the same plot were laid in a 25 grid. Each
lettuce head had been graded for compactness and bolting, and those data were used as
labeled data for training the model. Because there are 10 heads of lettuce included in each
image, each lettuce head needed to be cropped out as an image of a single lettuce head.
However, due to differences in the grid layouts and overlap of leaves between heads
across different trials or images, it was often difficult to obtain uniform images of the
various heads.
Images of individual lettuce heads were manually cropped using the screenshot
function on the laptop. After that, each cropped lettuce image was standardized at
100100 pixels. These images were labeled for either compactness or bolting based on
the grading assigned by the professionals. Labeling will enable the CNN model to
recognize each image in the training process.
For each level from one to five, 20 images were used for training, and an extra
five images were held out to be used for validation. However, through four trials of over
4000 lettuce heads, only three heads were found that rated 1’s for bolting or compactness.
Of these, two heads were used for training and one for validation. Bolting ratings of 5’s
included only six lettuce heads; thus, three heads were used for training and three heads
for validation. The training images were fed into the CNN algorithm for training, and a
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specialized model for either bolting or compactness prediction was acquired.
Convolution2D was used for training, and based on training images, different layers for
feature extraction were created. Feature extraction from an image included the processes
of convolutional, pooling, and fully connected. After the identification model was
developed, validation images were input into each model to determine the accuracy of
prediction. The model established a rating prediction for each head that was expressed as
the probability for each rating. Thus, the highest probability rating was determined to be
its predicted rating.
Results and Discussion
The prediction model for compactness showed total accuracy for the validation
group of 66.6% (14/21) (Table 3.1). Mistakes were observed in prediction for 1-, 2-, and
4-ratings. The prediction for 1-rating was wrong, likely due to only having 2 images for
training and 1 for validation. There were errors in the prediction for 2-ratings likely
because features extracted were not representative and can be mistaken for other levels
that share similar features. In addition, the four false classifications for 4-ratings were
likely due to similar features between 4- and 5-ratings. The prediction model for bolting
showed total accuracy for the validation group of 68.4% (13/19) (Table 3.2). All
prediction errors were observed in grading for 3-, 4-, and 5-ratings. The errors in
prediction were likely due to the similarities shared among the three closely related
levels.
The accuracy was based on the number of correct predictions out of the total. The
CNN model made predictions based on the probability for that rating. Since there were
five levels for each quality measurement (compactness or bolting), by random chance,
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there would be a 20% chance for each of the five ratings. However, even after the model
training, the probability for any rating among the five levels was still not significantly
higher than 20% with the highest being approximately 24%. Although the accuracy looks
moderate, approaching 70%, for each model, the range of probabilities to support a
prediction is not adequate.
Issues related to low accuracy could be because the number of images used for
training was not enough and the feature information across the various ratings was
inadequate. Many more images will be needed for training the features used to classify
the different rating levels to make predictions. From our preliminary model, we suggest
having at least a hundred training images at each rating level. The quality of several
images had variable shading which also resulted in poor feature extraction. For both
compactness and bolting training, there were very limited images representing either 1 or
5. Acquiring those images could improve the accuracy and the range of predictions of all
levels. Purposely harvesting lettuce early or late can help acquire those images. In
addition, the images used for this training model were not intended for image analysis,
and the lighting and grid for placing lettuce heads varied. Cropping lettuce was extremely
difficult using the automatic cropping software because of the varied grids. Manual
cropping of lettuce heads using screenshots is also not ideal and reduced the quality of
the images. We also observed debris, overlapping lettuce leaves, and soil particles on the
images which all could contribute to the inaccuracy in the prediction models. Lastly, an
accurate rating matched with the corresponding image is crucial. Poor accuracy by the
rater could result in inaccuracy used in training models. Cross checking the rating among
the raters could reduce the inaccuracies.
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In summary, there is huge potential in using machine learning to automatically
grade lettuce bolting and compactness. However, placing heads on a consistent grid,
regularly cleaning for debris, and avoiding lettuce overlay could help improve the lettuce
image quality for more effective cropping and training. Cross-checking the training data
among raters could also improve the model accuracy. In addition, the development of a
reasonable model will require many more images for compactness and bolting training at
all rating levels, but especially at 1 and 5 levels.
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Figure 3.1. Five levels rating for compactness with three representative lettuce heads for each
level (a) compactness of 1; (b) compactness of 2; (c) compactness of 3; (d) compactness of 4;
and (e) compactness of 5 (figure credit: RD4AG).
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Figure 3.2. Five levels rating for bolting with three representative lettuce heads for
each level (a) bolting of 1; (b) bolting of 2; (c) bolting of 3; (d) bolting of 4; and (e)
bolting of 5 (figure credit: RD4AG).
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Table 3.1. Validation images for compactness model prediction.
Number of
compactness
tested
1
2

3

4

5

Total accuracy

Number of
correct
estimates
Wrong
Correct
Correct
Correct
Wrong
Wrong
Correct
Correct
Correct
Correct
Correct
Correct
Wrong
Wrong
Wrong
Wrong
Correct
Correct
Correct
Correct
Correct

Chance of
correct
prediction
0/1
3/5

5/5

1/5

5/5

14/21
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Table 3.2. Validation images for bolting model prediction.
Number
of bolting
tested
1
2

Number of
correct
estimates
Correct
Correct
Correct
Correct
Correct
Correct
3
Correct
Correct
Correct
Wrong
Wrong
4
Correct
Correct
Wrong
Wrong
Wrong
5
Correct
Correct
Wrong
Total accuracy

Chance of
correct
prediction
1/1
5/5

3/5

2/5

2/3

13/19
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