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a b s t r a c t
In this paper we consider the stochastic differential equation (SDE) population model
dx(t) = diag(x1(t), . . . , xn(t))[(b+ Ax(t))dt + σdB(t)]
for n interacting species. The main aim is to study the stationary distribution of the solution. It is known
(see e.g. Bahar and Mao (2004) [2] and Mao (2005) [6]) if the noise intensity is sufficiently large then the
population may become extinct with probability one. Our main aim here is to find out what happens if
the noise is relatively small. In this paper we will show the existence of a unique stationary distribution.
We will then develop a useful method to compute the mean and variance of the stationary distribution.
Computer simulations will be used to illustrate our theory.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Population systems are always subject to environmental noise.
It is therefore necessary to reveal how the noise affects the
population systems. Population systems under environmental
noise described by stochastic differential equations (SDEs) have
recently been studied by many authors, for example, [1–10]. In
particular, Mao et al. [7] revealed an important fact that the
environmental noise can suppress a potential population explosion
while Takeuchi et al. [10] showed a surprising effect of colour
noise to a predator–prey system. More recently, Deng et al. [11]
showed that noise can suppress or express exponential growth of
a population.
In this paper we consider the SDE model
dx(t) = diag(x1(t), . . . , xn(t))[(b+ Ax(t))dt + σdB(t)]
for n interacting species. It is known (see e.g. [2,6]) if the noise is
sufficiently large then the population may become extinct. More
recently, Pang et al. [9] studied the asymptotic properties when
the noise is relatively small. Although many estimates obtained
in their paper [9] indicate strongly the existence of a stationary
distribution, it is an open problem. The main aim of this paper is to
give a positive answer to this open problem.Wewill then develop a
useful method to compute themean and variance of the stationary
distribution. Computer simulations will be used to illustrate our
theory.
2. SDE Lotka–Volterra model
Throughout this paper, unless otherwise specified, we let
(Ω,F , {Ft}t≥0, P) be a complete probability spacewith a filtration
E-mail address: x.mao@strath.ac.uk.
{Ft}t≥0 satisfying the usual conditions (i.e. it is right continuous
and increasing while F0 contains all P-null sets). Let B(t) =
(B1(t), . . . , Bn(t))T be an n-dimensional Brownian motion defined
on this probability space. We also denote by Rn+ the positive cone
in Rn, that is Rn+ = {x ∈ R
n : xi > 0 for all 1 ≤ i ≤ n}. If A is
a vector or matrix, its transpose is denoted by AT . If A is a matrix,
its trace norm is denoted by |A| =

trace(ATA)whilst its operator
norm is denoted by ‖A‖ = sup{|Ax| : |x| = 1}. If A is a symmetric
matrix, its smallest and largest eigenvalue are denoted by λmin(A)
and λmax(A), respectively.
The classical Lotka–Volterra model (see e.g. [12–15]) for n
interacting species is described by the n-dimensional differential
equation
dx(t)
dt
= diag(x1(t), . . . , xn(t))[b+ Ax(t)], (2.1)
where
x = (x1, . . . , xn)T , b = (b1, . . . , bn)T , A = (aij)n×n.
Recall that the parameter bi represents the intrinsic growth rate of
species i. In practisewe usually estimate it by an average value plus
an error term. If we still use bi to denote the average growth rate,
then the intrinsic growth rate becomes
bi + errori.
Let us consider a small subsequent time interval dt , during which
xi(t) changes to xi(t)+dxi(t). (We use the notation d· for the small
change in any quantity over this time interval when we intend
to consider it as an infinitesimal change.) Accordingly, Eq. (2.1)
becomes
dxi(t)
dt
= (bi + errori)x(t)+
n−
j=1
aijxixj
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for 1 ≤ i ≤ n, that is
dxi(t) = xi(t)

bi +
n−
j=1
aijxj

dt + xi(t) errori dt. (2.2)
According to the well-known central limit theorem, the error term
errori dt may be approximated by a normal distributionwithmean
zero and variance β2i dt . That is,
errori dt ∼ N(0, β2i dt).
Taking into account that these errori dt, 1 ≤ i ≤ n, may correlate
to each other, we may represent them by an n-dimensional
Brownian motion B(t) = (B1(t), . . . , Bn(t))T as follows
errori dt =
n−
j=1
σijdBi(t),
where dBi(t) = Bi(t+dt)−Bi(t) and σij’s are all real numbers such
that
n−
j=1
σ 2ij = βi, 1 ≤ i ≤ n.
Hence Eq. (2.2) becomes the Itô SDE
dxi(t) = xi(t)

bi +
n−
j=1
aijxj

dt + xi(t)
n−
j=1
σijdBi(t),
that is, in the matrix form,
dx(t) = diag(x1(t), . . . , xn(t))[(b+ Ax(t))dt + σdB(t)], (2.3)
where σ = (σij)n×n thatwill be called the noise intensitymatrix. For
more biological motivation on this type of modelling in population
dynamics we refer the reader to [2,11,3–5]. We should mention
that such an idea of stochasticmodelling has also been usedwidely
in mathematical finance, for example, in the Nobel prize winning
model, i.e. the geometric Brownian motion (see e.g. [16]).
In this paper we will use a lot of quadratic functions of the form
xTAx for the state x ∈ Rn+ only. Therefore, for a symmetric n × n
matrix A = (aij)n×n, we recall the following definition
λ+max(A) = sup
x∈Rn+,|x|=1
xTAx,
whichwas introduced by Bahar andMao [2]. Let us emphasise that
this is different from the largest eigenvalue λmax(A) of thematrix A.
To see thismore clearly, let us recall the nice property of the largest
eigenvalue:
λmax(A) = sup
x∈Rn,|x|=1
xTAx.
It is therefore clear that we always have
λ+max(A) ≤ λmax(A).
In many situations we even have λ+max(A) < λmax(A). For example,
for
A =
[
−1 −1
−1 −1
]
,
wehaveλ+max(A) = −1 < λmax(A) = 0. On the other hand,λ
+
max(A)
does have many similar properties as λmax(A) has. For example, it
follows straightforward from the definition that
xTAx ≤ λ+max(A)|x|
2
∀x ∈ Rn+
and
λ+max(A) ≤ ‖A‖.
Moreover
λ+max(A+ A1) ≤ λ
+
max(A)+ λ
+
max(A1)
if A1 is another symmetric n × n matrix. For more properties of
λ+max(A) please see [2,17].
In this paper we will consider the SDE model (2.3) with initial
value x(0) = x0 ∈ Rn+. As this SDEmodels the sizes of the n species
in the system, its solution should not only be nonnegative but will
also not explode to infinity at any finite time. Although the classical
theory of SDEs (see e.g. [18,19,16]) is not applicable directly to this
SDE, it has become quite standard to establish the existence-and-
uniqueness theorems for such type of SDEs (see e.g. [2,16]). We
therefore only state the following theorem but omit its proof.
Theorem 2.1. Assume that there are positive numbers c1, . . . , cn
such that
λ+max(C¯A+ A
T C¯) ≤ 0, (2.4)
where C¯ = diag(c1, . . . , cn). Then for any given initial value x0 ∈ Rn+,
there is a unique solution x(t) to Eq. (2.3) on t ≥ 0 and the solution
will remain in Rn+ with probability 1, namely x(t) ∈ R
n
+ for all t ≥ 0
almost surely.
In the sameway as Bahar andMao [2] did, we can also show the
following result on the extinction.
Theorem 2.2. Let condition (2.4) hold. Assume also that λ+max(Q ) <
0, where Q = (qij)n×n is defined by
qij = bi + bj −
n−
k=1
σikσjk.
Then for any initial value x0 ∈ Rn+, the solution of the SDE model
(2.3) obeys
lim sup
t→∞
1
t
log(|x(t)|) < 0 a.s.
that is the population will die out exponentially with probability one.
It is easy to see that λ+max(Q ) < 0 if
n−
k=1
σikσjk > bi + bj, 1 ≤ i, j ≤ n. (2.5)
This shows clearly that if the noise is sufficiently large, the popu-
lation will become extinct.
The interesting question is: what happens if the noise is not so
strong? Is there a stationary distribution? If yes, can we compute
its mean vector and covariance matrix? In the following sections
we will answer these questions one by one.
3. Stationary distribution
Our aim in this section is to study the existence of a unique
stationary distribution of the solution. To be more precise, let
Px0,t(·) denote the probability measure induced by x(t)with initial
value x(0) = x0, that is
Px0,t(A) = P(I(t) ∈ A), A ∈ B(R
n
+),
where B(Rn+) is the σ -algebra of all the Borel sets A ⊆ R
n
+.
If there is a probability measure µ(·) on the measurable space
(Rn+,B(R
n
+)) such that
Px0,t(·)→ µ(·) in distribution for any x0 ∈ R
n
+,
we then say that the SDE model (2.3) has a stationary distribution
µ(·) (see e.g. [20,17]). To show the existence of a stationary
distribution, let us first cite a known result from Has’minskii [20,
pp. 118–123] as a lemma.
Lemma 3.1. The SDEmodel (2.3) has a unique stationary distribution
if there is a bounded open subset G of Rn+ with a regular (i.e. smooth)
boundary such that its closure G¯ ⊂ Rn+, and
Author's personal copy
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(i) infx∈G λmin(diag(x1, . . . , xn)σσ Tdiag(x1, . . . , xn)) > 0;
(ii) supx0∈K−G E(τG) < ∞ for every compact subset K of R
n
+ such
that G ⊂ K , where τG = inf{t ≥ 0 : x(t) ∈ G} and throughout
this paper we set inf∅ = ∞.
To show the existence of a unique stationary distribution, we
need to impose some conditions. First of all, in contrast to (2.5), we
impose the following condition
n−
k=1
σ 2ik < 2bi, 1 ≤ i ≤ n (3.1)
to make it more precise what we mean by saying that the noise is
not so strong. We also assume that
σ is a non-singular matrix. (3.2)
Moreover, we will need some condition on matrix A. We assume
that
− A is a non-singularM-matrix. (3.3)
By the definition of M-matrices (see e.g. [21,17]), we first observe
that the matrix A has the property
aii < 0, aij ≥ 0, 1 ≤ i, j ≤ n, i ≠ j. (3.4)
From the point of population systems, thismeans that each species
enhances the growth of the other. This type of ecological interac-
tion is known as facultative mutualism (see e.g. [13,7]). Moreover,
non-singular M-matrices have many very nice properties. In par-
ticular, condition (3.3) is equivalent to one of the following:
(a) There is a positive-definite diagonal matrix C¯ = diag(c1, . . . ,
cn) such that−(C¯A+ AT C¯) is a positive-definite matrix.
(b) For any y ∈ Rn+, the linear equation y + Ax = 0 has a unique
solution x ∈ Rn+.
Property (a) shows that
λ+max(C¯A+ A
T C¯) ≤ λmax(C¯A+ AT C¯) < 0. (3.5)
By Theorem 2.1, we hence observe that under condition (3.3), for
any given initial value x0 ∈ Rn+, there is a unique solution x(t) to
the SDE model (2.3) on t ≥ 0 and the solution will remain in Rn+
with probability 1. The following theorem describes its stationary
distribution.
Theorem 3.2. Under conditions (3.1)–(3.3), the SDE model (2.3) has
a unique stationary distribution.
Proof. Let N be a sufficiently large number. Let G be an bounded
open subset of Rn+ with a regular boundary such that
{x ∈ Rn+ : 1/N ≤ xi ≤ N for all 1 ≤ i ≤ n} ⊂ G ⊂ G¯ ⊂ R
n
+,
where G¯ is the closure of G.
Let us first verify condition (i) in Lemma 3.1. Define
Ax = σ Tdiag(x1, . . . , xn) for x ∈ G¯.
Clearly, λmin(ATxAx) ≥ 0. If λmin(A
T
xAx) = 0, then there is an
ξ = (ξ1, . . . , ξn)
T ∈ Rn such that |ξ | = 1 and
ξ TATxAxξ = 0.
This implies that Axξ = σ Tdiag(x1, . . . , xn)ξ = 0. By condition
(3.2) as well as x ∈ G¯, we see that ξ = 0 but this contradicts the
fact that |ξ | = 1. We must therefore have that λmin(ATxAx) > 0.
Noting that λmin(ATxAx) is a continuous function of x ∈ G¯, we have
inf
x∈G
λmin(ATxAx) ≥ min
x∈G¯
λmin(ATxAx) > 0.
We have therefore verified condition (i) in Lemma 3.1.
To verify condition (ii) in Lemma 3.1, we let C¯ = diag(c1, . . . ,
cn) be the positive-definite diagonal matrix for (3.5) to hold. By
condition (3.1), we can find a number θ ∈ (0, 1) such that
(1+ θ)
n−
k=1
σ 2ik < 2bi, 1 ≤ i ≤ n. (3.6)
Define a C2-function V : Rn+ → R+ by
V (x) = CT x+
n−
i=1
x−θi ,
where CT = (c1, . . . , cn). Let x(t) be the solution of the SDE model
(2.3) with initial value x(0) = x0 ∈ Rn+. By the Itô formula (see
e.g. [18,19,16]), we have
dV (x(t)) = LV (x(t))dt +

xT (t)C¯ − θ(x−θ1 , . . . , x
−θ
n )

σdB(t),
(3.7)
where LV : Rn+ → R is defined by
LV (x) = xT C¯b+ 0.5xT (C¯A+ AT C¯)x− θ(x−θ1 , . . . , x
−θ
n )Ax
−
θ
2
n−
i=1

2bi − (1+ θ)
n−
j=1
σ 2ij

x−θi .
Recalling (3.4), which is guaranteed by condition (3.3), we then
have
LV (x) ≤ xT C¯b+ 0.5xT (C¯A+ AT C¯)x+ θ
n−
i=1
|aii|x
1−θ
i
−
θ
2
n−
i=1

2bi − (1+ θ)
n−
j=1
σ 2ij

x−θi .
Setting λ+max(C¯A+ A
T C¯) = −λ, which is negative, we compute
xT C¯b+ 0.5xT (C¯A+ AT C¯)x+ θ
n−
i=1
|aii|x
1−θ
i
≤ |C¯b||x| − 0.5λ|x|2 + θ |trace(A)|(1+ |x|)
= θ |trace(A)| + (|C¯b| + θ |trace(A)|)|x| − 0.25λ|x|2 − 0.25λ|x|2
≤ κ − 0.25λ|x|2,
where
κ = θ |trace(A)| +
1
λ
(|C¯b| + θ |trace(A)|)2.
We hence obtain that
LV (x) ≤ κ − 0.25λ|x|2 −
θ
2
n−
i=1

2bi − (1+ θ)
n−
j=1
σ 2ij

x−θi .
It is therefore easy to see that for a sufficiently large N ,
LV (x) ≤ −1 for all x ∈ Rn+ − G. (3.8)
Now let x0 ∈ Rn+ − G be arbitrary and let τG be the stopping time
as defined in Lemma 3.1. Moreover, for every r > |x0|, define the
stopping time
ρr = inf{t ≥ 0 : |x(t)| > r}.
It then follows from (3.7) and (3.8) that
0 ≤ V (x0)− E(t ∧ τG ∧ ρr), ∀t > 0.
Letting r →∞ and then t →∞we obtain that
E(τG) ≤ V (x0), ∀x0 ∈ Rn+ − G.
This immediately implies condition (ii) in Lemma3.1. The assertion
hence follows from Lemma 3.1. The proof is complete. 
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4. Mean and covariance of stationary distribution
In this sectionwewill denote byµ(·) the stationary distribution
of the SDE model (2.3) and x(t) its solution with initial value
x0 ∈ Rn+. If we know the mean vector and covariance matrix of
the stationary distribution, we know asymptotically the mean and
variance of xi(t), the size of each species and these are important
and useful information on population systems.
The ergodic theory on the stationary distribution (see e.g. [20,
Theorem 5.1 on page 121]) shows that if f : Rn+ → R is integrable
with respect to µ(·), then
lim
t→∞
1
t
∫ t
0
f (x(s))ds =
∫
R
n
+
f (y)µ(dy) a.s. (4.1)
for every x0 ∈ Rn+. If we can show that
∫
R
n
+
|y|2µ(dy) <∞, (4.2)
then both mean vector µ¯ = (µ¯1, . . . , µ¯n)T and covariance matrix
Σ = (Σij)n×n of the stationary distribution, namely
µ¯ =
∫
R
n
+
y µ(dy) and Σ =
∫
R
n
+
(y− µ¯)(y− µ¯)Tµ(dy) (4.3)
are well defined. In this case, the ergodic theory stated above
implies that
lim
t→∞
1
t
∫ t
0
x(s)ds = µ¯ a.s. (4.4)
and
lim
t→∞
1
t
∫ t
0
(x(s)− µ¯)(x(s)− µ¯)Tds = Σ a.s. (4.5)
for every x0 ∈ Rn+. In the case when µ andΣ cannot be computed
analytically, these provide us with a useful way to compute µ and
Σ approximately by simulating a single sample path of the solution
with any initial value x0 ∈ Rn+. In the case when µ and Σ can be
computed analytically, these provide us with a useful way to test
the efficiency of a numerical scheme.
It is therefore critical to show if (4.2) holds or not. For this
purpose, let us first present a lemma.
Lemma 4.1. Assume that there are positive numbers c1, . . . , cn such
that
− λ := λ+max(C¯A+ A
T C¯) < 0, (4.6)
where C¯ = diag(c1, . . . , cn). Then for any initial value x0 ∈ Rn+,
lim sup
t→∞
1
t
∫ t
0
|x(s)|2ds ≤
8|C¯b|2
λ2
a.s. (4.7)
Proof. Define V : Rn+ → R+ by V (x) = Cx, where C =
(c1, . . . , cn). The Itô formula shows
V (x(t)) = V (x0)+
∫ t
0
xT (s)C¯[b+ Ax(s)]ds+M(t), t ≥ 0, (4.8)
where
M(t) =
∫ t
0
xT (s)CσdB(t)
is a continuous local martingale (in fact, it is a martingale as we
can show that E|x(t)| is bounded in the same way as [11] did). The
quadratic variation ofM(t) is
⟨M(t)⟩ =
∫ t
0
|xT (s)C¯σ |2ds ≤
∫ t
0
‖C¯σ‖2|x(s)|2ds. (4.9)
By the exponential martingale inequality (see [16, Theorem 7.4 on
page 44]), we have
P

sup
0≤t≤k
(M(t)− 0.5α⟨M(t)⟩) >
2
α
log k

≤
1
k2
, k = 1, 2, . . . ,
where α = λ/(4‖Cσ‖2). An application of the well-known
Borel–Cantelli lemma then yields that for almost all ω ∈ Ω there
is a random integer k0 = k0(ω) ≥ 1 such that
sup
0≤t≤k
(M(t)− 0.5α⟨M(t)⟩) ≤
2
α
log k whenever k ≥ k0.
That is,
M(t) ≤
2
α
log k+ 0.5α⟨M(t)⟩
for t ∈ [0, k], k ≥ k0, almost surely. Substituting this into (4.8) and
then making use of (4.8) and condition (4.6), we obtain that
V (x(t)) ≤ V (x0)+
2
α
log k+
∫ t
0

|C¯b||x(s)| −
3λ
8
|x(s)|2

ds
for t ∈ [0, k], k ≥ k0, almost surely. Therefore
λ
8
∫ t
0
|x(s)|2ds ≤ V (x0)+
2
α
log k
+
∫ t
0

|C¯b||x(s)| −
λ
4
|x(s)|2

ds
≤ V (x0)+
2
α
log k+
|C¯b|2t
λ
for t ∈ [0, k], k ≥ k0, almost surely. Consequently, for almost all
ω ∈ Ω , if k ≥ k0 and k− 1 ≤ t ≤ k,
1
t
∫ t
0
|x(s)|2ds ≤
8
(k− 1)λ

V (x0)+
2
α
log k+
|C¯b|2k
λ

.
Letting t →∞ and hence k→∞we obtain
lim sup
t→∞
1
t
∫ t
0
|x(s)|2ds ≤
8|C¯b|2
λ2
a.s.
which is the desired assertion (4.7). The proof is complete. 
Theorem 4.2. If conditions (3.1)–(3.3) hold, then (4.2) holds, namely
the second moment of the stationary distribution is finite. Conse-
quently, both (4.4) and (4.5) hold and
∫
R
n
+
|y|2µ(dy) ≤
8|C¯b|2
λ2
.
Proof. If (4.2) does not hold, then
lim
k→∞
∫
R
n
+
|y|2ISk(y)µ(dy) = ∞, (4.10)
where Sk = {x ∈ Rn+ : |x| ≤ k} and ISk is its indicator function. Fix
any x0 ∈ Rn+. By the ergodic theory of the stationary distribution
(see e.g. [20, Theorem 5.1 on page 121]), we see that
lim
t→∞
1
t
∫ t
0
|x(s)|2ISk(x(s))ds =
∫
R
n
+
|y|2ISk(y)µ(dy),
∀k ≥ 1. (4.11)
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Let Ω1 ⊂ Ω with P(Ω1) = 1 such that (4.7) and (4.11) hold for
every ω ∈ Ω1. Now, pick up any ω ∈ Ω1. By (4.10) and (4.11),
there is a k¯ = k¯(ω) and T1 = T1(ω) such that
1
t
∫ t
0
|x(s, ω)|2ISk¯(x(s, ω))ds > 1+
8|C¯b|2
λ2
, ∀t ≥ T1. (4.12)
On the other hand, by (4.7), there is a T2 = T2(ω) > 0 such that
1
t
∫ t
0
|x(s, ω)|2ds < 1+
8|C¯b|2
λ2
, ∀t ≥ T2. (4.13)
Let T = T1 ∨ T2. It then follows from (4.12) that
1
T
∫ T
0
|x(s, ω)|2ISk¯(x(s, ω))ds > 1+
8|C¯b|2
λ2
which implies clearly that
1
T
∫ T
0
|x(s, ω)|2ISk(x(s, ω))ds > 1+
8|C¯b|2
λ2
, ∀k ≥ k¯. (4.14)
Noting that {x(t) : 0 ≤ t ≤ T } is bounded, we can find a k1 ≥ k¯ for
{x(t) : 0 ≤ t ≤ T } ⊂ Sk1 . Hence, by (4.14),
1
T
∫ T
0
|x(s, ω)|2ds =
1
T
∫ T
0
|x(s, ω)|2ISk1 (x(s, ω))ds > 1
+
8|C¯b|2
λ2
. (4.15)
But this contradicts (4.13). Therefore (4.2) must hold and the other
assertions follow from the ergodic theory and Lemma 4.1. The
proof is complete. 
The following theorem gives an explicit formula for the mean
vector of the stationary distribution in terms of systemparameters.
Theorem 4.3. If conditions (3.1)–(3.3) hold, then the mean vector of
the stationary distribution defined by (4.3) has the explicit form
µ¯ = (−A)−1ξ, (4.16)
where ξ = (ξ1, . . . , ξn)T with
ξi = bi −
1
2
n−
j=1
σ 2ij .
Before the proof, it is useful to point out that ξ ∈ Rn+ by
condition (3.1) whence we have µ¯ ∈ Rn+ by the property (b) of
theM-matrix (−A) on page 6.
Proof. Fix any initial value x0 ∈ Rn+. The Itô formula shows that
log(xi(t)) = log(xi(0))+ ξit +
n−
j=1
∫ t
0
aijxj(s)ds
+
n−
j=1
∫ t
0
σijdBj(s)
for t > 0 and 1 ≤ i ≤ n. Dividing both sides by t and then letting
t → ∞, we obtain, by Theorem 4.2 and the strong law of large
numbers for martingales (see [16, Theorem 3.4 on page 12]) that
lim
t→∞
1
t
log(xi(t)) = ξi +
n−
j=1
aijµj a.s.
We claim that the left-hand side term must equal to 0 almost
surely. Otherwise, it is either positive or negative. In the case when
it is positive, xi(t) tends to infinity which contradicts Lemma 4.1.
In the case when it is negative, then
ξi +
n−
j=1
aijµj < 0
and xi(t) tends to 0 exponentially whence µi = 0 and
ξi +
n−
j=1
aijµj ≥ ξi > 0,
a contradiction. Hence what we claimed must hold, namely
ξi +
n−
j=1
aijµj = 0, 1 ≤ i ≤ n.
That is, in the matrix form,
ξ + Aµ¯ = 0.
This implies the required assertion (4.16). Theproof is complete. 
The following theorem gives a characteristic for the covariance
matrix of the stationary distribution.
Theorem 4.4. If conditions (3.1)–(3.3) hold, then the covariance
matrix Σ = (Σij)n×n of the stationary distribution defined
by (4.3) obeys
biµ¯i +
n−
j=1
aij(Σij + µ¯iµ¯j) = 0, 1 ≤ i ≤ n. (4.17)
Proof. Fix any x0 ∈ Rn+. It follows directly from the SDE model
(2.3) that
xi(t) = xi(0)+ bi
∫ t
0
xi(s)ds+
n−
j=1
∫ t
0
aijxi(s)xj(s)ds+Mi(t)
(4.18)
for t > 0 and 1 ≤ i ≤ n, where Mi(t) =
∑n
j=1
 t
0 xi(s)σijdBj(t).
By Lemma 4.1, it is easy to see the quadratic variation of the
martingaleMi(t) obeys
lim sup
t→∞
⟨Mi(t)⟩
t
<∞ a.s.
Hence, by the strong law of large numbers of martingales,
lim
t→∞
Mi(t)
t
= 0 a.s.
Moreover, by Lemma 4.1 and the ergodic theory, we have
lim
t→∞
1
t
∫ t
0
xi(s)xj(s)ds =
∫
R
n
+
yiyjµ(dy) = Σij + µ¯iµ¯j.
Hence we can divide both sides of (4.18) by t and then let t →∞
to obtain that
lim
t→∞
xi(t)
t
= biµ¯i +
n−
j=1
aij(Σij + µ¯iµ¯j) a.s. (4.19)
This implies the required assertion (4.17) because it is easy to show
that limt→∞
xi(t)
t = 0 a.s. The proof is therefore complete. 
Unfortunately, the n equations in (4.17) are not enough to
determine n(n + 1)/2 unknown numbers Σij (bearing in mind
that Σ is symmetric) unless in the 1-dimensional case (n = 1).
However, they are useful in practise. For example, they can be used
to test the efficiency of a numerical scheme. Let us illustrate this
point by examples in the next section.
5. Examples and computer simulations
Example 5.1. Let us first consider the scalar case, namely n = 1.
In this case, the SDE model (2.3) reduces to a scalar equation
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Fig. 5.1. (Left) Computer simulation of a single path of x(t)with initial value x(0) = 2.5 using the EMmethod with step size∆ = 0.01. (Right) The histogram of the path.
dx(t) = x(t)[(b− ax(t))dt + σdB(t)], (5.1)
where b, a, σ are all positive numbers and B(t) is a scalar Brownian
motion. We assume that b > 0.5σ 2. The theory established in
the previous sections shows that this SDE model has a unique
stationary distributionµ(·) on (0,∞)with the mean and variance
given by
µ¯ =
b− 0.5σ 2
a
and Σ =
µ¯(b− aµ¯)
a
(5.2)
respectively.
As a numerical example, let us set b = 3, a = 1, σ =
0.2. Compute µ¯ = 2.98 and Σ = 0.0596. To verify these
theoretical results as well as to test the efficiency of the numerical
scheme, we perform a computer simulation of 100,000 iterations
of a single path of x(t) with initial value x(0) = 2.5 using the
Euler–Maruyama (EM) method (see e.g. [16]) with step size ∆ =
0.01, which is shown in Fig. 5.1 (Left). The sample mean and
variance of these 100,000 iterations are 2.982912 and 0.05918271,
respectively. These are very close to the theoretical mean and
variance above. These not only support the theoretical results
but also show the efficiency of the EM method. We can hence
use the EM method to produce the approximate distribution
for the stationary distribution. The histogram of the 100,000
iterations is shown in Fig. 5.1 (Right), which can be regarded as
an approximated p.d.f. of the stationary distribution. Moreover,
sorting the 100,000 iterations into sorted data from the smallest to
the largest one, the 2500th and 97500th value in the sorted data
are 2.526267 and 3.482582, respectively. Approximately, these
give the 95% confidence interval (2.526267, 3.482582) for x(t)
asymptotically, that is
P(2.526267 < x(t) < 3.482582) ≈ 95% for all sufficiently
large t.
In other words, in the long term, the population size will be within
(2.526267, 3.482582)with about 95% probability.
Example 5.2. Let us now consider a 2-dimensional SDE model



dx1(t) = x1(t)([10− 4x1(t)+ 2x2(t)]dt
+ 0.1dB1(t)+ 0.2dB2(t)),
dx2(t) = x2(t)([20+ 3x1(t)− 4x2(t)]dt
+ 0.2dB1(t)+ 0.1dB2(t)).
(5.3)
It is easy to verify the SDE model satisfies conditions (3.1)–(3.3).
By Theorem 4.3, we compute the mean vector of the stationary
distribution
µ¯ = (µ¯1, µ¯2) = (7.985, 10.9825)T . (5.4)
Moreover, by Theorem 4.4, the covariance matrixΣ = (Σij)2×2 of
the stationary distribution obeys

4Σ11 − 2Σ12 = 0.199625,
−3Σ21 + 4Σ22 = 0.274562.
(5.5)
To verify these theoretical results as well as to test the efficiency
of the numerical scheme, we perform a computer simulation of
100,000 iterations of a single path of (x1(t), x2(t)) with initial
values x1(0) = x2(0) = 9 using the EM method with step size
∆ = 0.001, which is shown in Fig. 5.2. The sample means of these
100,000 iterations for x1(t) and x2 are 7.982613 and 10.97980,
which are very close to the theoretical means in (5.4). The sample
variances and covariances are
Σˆ11 = 0.1133479, Σˆ22 = 0.1638702,
Σˆ21 = Σˆ12 = 0.1281015.
Compute

4Σˆ11 − 2Σˆ12 = 0.1971887,
−3Σˆ21 + 4Σˆ22 = 0.2711763.
These are close to theoretical results in (5.5). Once again, these do
not only support the theoretical results but also show the efficiency
of the EM method. We can hence use the EM method to produce
the approximate distribution for the stationary distribution. The
histogram of the 100,000 iterations is shown in Fig. 5.3, which
can be regarded as an approximated p.d.f. of the stationary
distribution. Moreover, sorting the 100,000 iterations of x1(t)
into sorted data from the smallest to the largest one, the 2500th
and 97500th value in the sorted data are 7.33905 and 8.649174,
respectively. Approximately, these give the 95% confidence
interval (7.33905, 8.649174) for x1(t) asymptotically, that is
P(7.33905 < x1(t) < 8.649174) ≈ 95%
for all sufficiently large t.
Similarly, we obtain
P(10.21101 < x2(t) < 11.78247) ≈ 95%
for all sufficiently large t.
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Fig. 5.3. The histograms of the paths of x1(t) and x2(t).
6. Conclusions
SDE population systems have recently been studied by many
authors. In particular, many asymptotic estimates on the sample
average in time have been obtained (see e.g. [1,2,9]). Although
these estimates indicate strongly the existence of a stationary
distribution, it is an open problem. In this paperwe establish a new
theory on the existence of a unique stationary distribution whence
the problem is not open any more. We develop a useful method to
compute the mean of the stationary distribution explicitly, while
we also give a characteristic for the covariance matrix of the
stationary distribution. The explicit formula for the mean not only
enables us to compute the mean analytically but also provides us
with a useful way to test the efficiency of a numerical scheme. The
ergodic formulae enable us to obtain the approximate probability
distribution for the stationary distribution by computer simulation
of a single sample path of a solution to the SDEmodel. Based on the
approximate probability distribution we can form the confidence
intervals for the population sizes asymptotically.
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