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a b s t r a c t
In this study, differential transform method (DTM) is applied to both integro-differential
and integral equation systems. Themethod is further expanded with a formulation to treat
Fredholm integrals. If the system considered has a solution in terms of the series expansion
of known functions, this powerful method catches the exact solution. So as to show this
capability and robustness, some systems of integral and integro-differential equations are
solved as numerical examples.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The solution of integral and integro-differential equations have a major role in the fields of science and engineering.
When a physical system is modeled under the differential sense; it finally gives a differential equation, an integral equation
or an integro-differential equation. Forthcoming of the first two equations mostly appear in the last equation.
There are various techniques for solving a systemof integral or integro-differential equation, e.g. Adomian decomposition
method (ADM) [1,2], Galerkin method [3], rationalized Haar functions method [4], He’s homotopy perturbation method
(HPM) [5,6] and variational iteration method (VIM) [7]. ADM is an analytical technique that evaluates the solution in the
form of Adomian polynomials. This technique does not simplify or discretize the given problem and can be applied to both
linear and non-linear problems. Galerkin and rationalized Haar functions methods are numerical techniques and there are
numerous different approaches for the solution of integro-differential equations based on these methods. HPM depends
on the coupling of the classical perturbation method and the homotopy method in topology, firstly proposed by He [8–
11]. VIM is an analytical method that can be applied to various types of linear and nonlinear problems. In this method, a
correction functional is constructed by a general Lagrange multiplier that can be identified optimally via the variational
theory. Comparison among VIM, ADM and DTM for partial differential equations is presented by Bildik et al. [12,13]. Also,
detailed analysis of various solution techniques is carried out in the review articles [14,15].
DTM is a semi analytical-numerical technique that depends on Taylor series. It was first introduced by Zhou in a
study about electrical circuits [16]. It is possible to solve differential equations [17], difference equations [18], differential-
difference equations [19], fractional differential equations [20], pantograph equations [21] and integro-differential
equations [22] by using this method.
This paper outlines the application of DTM to the systems of integral and integro-differential equations. Two problems
for integral and three problems for integro-differential equation systems are solved to make clear the application of the
transform. Series solutions are evaluated for the problems that are realized to be the exact solutions when written in closed
form.
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2. Differential transformmethod
The transformation of the kth derivative of a function in one variable is as follows:
F(k) = 1
k!
[
dkf
dxk
(x)
]
x=x0
(1)
and the inverse transformation is defined by
f (x) =
∞∑
k=0
F(k)(x− x0)k. (2)
The following theorems that can be deduced from Eqs. (1) and (2) are given as;
Theorem 1. If f (x) = g(x)± h(x), then F(k) = G(k)± H(k).
Theorem 2. If f (x) = cg(x), then F(k) = cG(k), where c is a constant.
Theorem 3. If f (x) = dng(x)dxn , then F(k) = (k+n)!k! G(k+ n).
Theorem 4. If f (x) = g(x)h(x), then F(k) =∑kk1=0 G(k1)H(k− k1).
Theorem 5. If f (x) = xn, then F(k) = δ(k− n) where, δ(k− n) =
{
1 k = n
0 k 6= n.
Theorem 6. If f (x) = g1(x)g2(x) . . . gn−1(x)gn(x), then
F(k) =
k∑
kn−1=0
kn−1∑
kn−2=0
· · ·
k3∑
k2=0
k2∑
k1=0
G1(k1)G2(k2 − k1) . . .Gn−1(kn−1 − kn−2)Gn(k− kn−1).
Theorem 7. If f (x) = ∫ xx0 g(t)dt then, F(k) = G(k−1)k , where k ≥ 1.
Theorem 8. If f (x) = ∫ xx0 ∫ xn−1x0 · · · ∫ x3x0 ∫ x2x0 ∫ x1x0 g(t)dtdx1dx2dx3 . . . dxn−1 then, F(k) = (k−n)!k! G(k− n), where k ≥ n.
Theorem 9. If f (x) = g(x) ∫ xx0 h(t)dt then, F(k) =∑kk1=1 1k1 G(k− k1)H(k1 − 1), where k ≥ 1.
Theorem 10. If f (x) = ∫ xx0 g1(t)g2(t)dt then, F(k) = 1k ∑k−1k1=0 G1(k1)G2(k− k1 − 1), where k ≥ 1.
Theorem 11. If f (x) = ∫ xx0 g1(t)g2(t) . . . gn−1(t)gn(t)dt then,
F(k) = 1
k
k−1∑
kn−1=0
kn−1∑
kn−2=0
. . .
k3∑
k2=0
k2∑
k1=0
G1(k1)G2(k2 − k1) . . .Gn−1(kn−1 − kn−2)Gn(k− kn−1 − 1).
Theorem 12. If f (x) = [g1(x)g2(x) . . . gn−1(x)gn(x)]
∫ x
x0
h1(t)h2(t) . . . hm−1(t)hm(t)dt then,
F(k) =
k∑
km+n−1=1
km+n−1∑
km+n−2=1
· · ·
k3∑
k2=1
k2∑
k1=1
1
km
H1(k1 − 1)H2(k2 − k1) . . .Hm−1(km−1 − km−2)Hm(km − km−1)
×G1(km+1 − km)G2(km+2 − km+1) . . .Gn−1(km+n−1 − km+n−2)Gn(k− km+n−1).
The proofs of Theorems 6–12 are available in Ref. [22]. The evaluation of a definite integral can be obtained from
Theorem 11 and Eq. (2) in the most general form as follows;∫ b
a
g1(t)g2(t) . . . gn−1(t)gn(t)dt =
∞∑
k=1
{
1
k
[
(b− x0)k − (a− x0)k
]
×
[
k−1∑
kn−1=0
kn−1∑
kn−2=0
· · ·
k3∑
k2=0
k2∑
k1=0
G1(k1)G2(k2 − k1) . . .Gn−1(kn−1 − kn−2)Gn(k− kn−1 − 1)
]}
. (3)
This relation is quite useful in the solution of Fredholm integrals that are encountered in the following examples.
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3. Applications and numerical results
Example 1. The non-linear Volterra integral equation system that was studied by Goghary et al. [2] is considered.
y1(t) = t2 − 15 t
5 − 1
10
t10 +
∫ t
0
[
y1(s)2 + y2(s)3
]
ds
y2(t) = t3 +
∫ t
0
[
y1(s)3 − y2(s)2
]
ds.
(4)
Eq. (4) is transformed by using Theorems 5, 10 and 11 as follows.
Y1(k) = δ(k− 2)− 15δ(k− 5)−
1
10
δ(k− 10)+ 1
k
k−1∑
k1=0
Y1(k1)Y1(k− k1 − 1)
+ 1
k
k−1∑
k2=0
k2∑
k1=0
Y2(k1)Y2(k2 − k1)Y2(k− k2 − 1)
Y2(k) = δ(k− 3)+ 1k
k−1∑
k2=0
k2∑
k1=0
Y1(k1)Y1(k2 − k1)Y1(k− k2 − 1)− 1k
k−1∑
k1=0
Y2(k1)Y2(k− k1 − 1).
(5)
Note that the transformations of integral terms are considered for k ≥ 1 according to Theorems 10 and 11. Utilizing the
recurrence relations in Eq. (5), Y1(k) and Y2(k) are obtained for k = 0, 1, 2, . . . and then, by using the inverse transformation
rule in Eq. (2), the following solution can be obtained.
y1(t) = t2 and y2(t) = t3. (6)
The numerical results are not presented since the exact solution of the integral equation system is obtained.
Example 2. Following Ref. [2], the non-linear Volterra integral equation system is considered.
y1(t) = 2t + 13 t
3 − 1
2
t2 +
∫ t
0
[−y1(s)2 + y2(s)] ds
y2(t) = −1+
∫ t
0
[y1(s)− y2(s)] ds.
(7)
Equation system (7) is transformed by using Theorems 5, 7 and 10 to obtain the following recurrence relations.
Y1(k) = 2δ(k− 1)+ 13δ(k− 3)−
1
2
δ(k− 2)− 1
k
k−1∑
k1=0
Y1(k1)Y1(k− k1 − 1)+ Y2(k− 1)k
Y2(k) = −δ(k)+ 1k [Y1(k− 1)− Y2(k− 1)] .
(8)
First, Y1(k) and Y2(k) for k = 0, 1, 2, . . . are obtained by using Eq. (8) and then by using Eq. (2), the following results are
obtained:
y1(t) = t and y2(t) = t − 1 (9)
which is the exact solution of the integral equation system.
Example 3. Let us consider the linear Fredholm integro-differential equation system that was studied by Maleknejad
et al. [3,4].
2piy1(t)−
∫ 1
0
cos(2pis) sin(4pi t)y′1(s)ds+
∫ 1
0
sin(4pi t + 2pis)y′2(s)ds = 2pi cos(2pi t) [1+ sin(2pi t)]
y′2(t)+
∫ 1
0
cos(4pi t) sin(2pis)y′1(s)ds+
∫ 1
0
cos(4pi t + 2pis)y2(s)ds = cos(2pi t) [2pi − sin(2pi t)]
(10)
with the initial conditions
y1(0) = 1, y2(0) = 0. (11)
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Eq. (10) can be written in the following form;
y1(t) = sin(4pi t)2pi
[∫ 1
0
cos(2pis)y′1(s)ds−
∫ 1
0
cos(2pis)y′2(s)ds+ pi
]
− cos(4pi t)
2pi
∫ 1
0
sin(2pis)y′2(s)ds+ cos(2pi t)
y′2(t) = − cos(4pi t)
[∫ 1
0
sin(2pis)y1(s)ds+
∫ 1
0
cos(2pis)y2(s)ds
]
+ sin(4pi t)
[∫ 1
0
sin(2pis)y2(s)ds− 12
]
+ 2pi cos(2pi t).
(12)
The open forms of the trigonometric functions are chosen since the method is applicable to the integral terms having
degenerate kernels. Applying Theorem 3 to Eq. (12), the following recurrence relations can be found.
Y1(k) = 12pi (α1 − α2 + pi) S4(k)−
1
2pi
α3C4(k)+ C2(k)
Y2(k+ 1) = 1k+ 1
[
− (α4 + α5) C4(k)+
(
α6 − 12
)
S4(k)+ 2piC2(k)
] (13)
where
α1 =
∫ 1
0
cos(2pis)y′1(s)ds, α2 =
∫ 1
0
cos(2pis)y′2(s)ds, α3 =
∫ 1
0
sin(2pis)y′2(s)ds,
α4 =
∫ 1
0
sin(2pis)y1(s)ds, α5 =
∫ 1
0
cos(2pis)y2(s)ds, α6 =
∫ 1
0
sin(2pis)y2(s)ds
(14)
and Sn(k) and Cn(k) are differential transforms of sin(npi t) and cos(npi t) respectively. These can be deduced by using Eq. (1)
as follows.
Sn(k) =
 (−1)
(k−1)/2(npi)k
k! if k = odd
0 if k = even
, Cn(k) =
0 if k = odd(−1)k/2(npi)k
k! if k = even.
(15)
The I.C.’s in Eq. (11) are transformed by using Eq. (1) as follows.
Y1(0) = 1, Y2(0) = 0 (16)
By using the recurrence relations in Eq. (13) and the definition in Eq. (15) along with the transformed boundary conditions
in Eq. (16), Y1(k) and Y2(k) are obtained. By using the inverse transformation rule in Eq. (2), the following series solutions
are then evaluated for y1(t) and y2(t) up to O(t8).
y1(t) = 1+ 2 (pi + α1 − α2) t + 2pi (2α3 − pi) t2 − 16pi
2 (pi + α1 − α2)
3
t3 − 2pi
3(8α3 − pi)
3
t4
+ 64pi
4(pi + α1 − α2)
15
t5 + 4pi
5 (32α3 − pi)
45
t6 − 512pi
6(pi + α1 − α2)
315
t7 + O(t8)
y2(t) = (2pi − α4 − α5)t + pi(2α6 − 1)t2 − 43pi
2 [pi − 2(α4 + α5)] t3 − 43pi
3(2α6 − 1)t4
+ 4
15
pi4 [pi − 8(α4 + α5)] t5 + 3245pi
5(2α6 − 1)t6 − 8315pi
6 [pi − 32(α4 + α5)] t7 + O(t8).
(17)
Utilizing Eqs. (3), (14) and (15), one can show that the following equalities hold for α1, α2, α3, α4, α5 and α6.
α1 =
N∑
k=1
1
k
k−1∑
k1=0
(k− k1)C2(k1)Y1(k− k1) (18)
α2 =
N∑
k=1
1
k
k−1∑
k1=0
(k− k1)C2(k1)Y2(k− k1) (19)
α3 =
N∑
k=1
1
k
k−1∑
k1=0
(k− k1)S2(k1)Y2(k− k1) (20)
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Table 1
Numerical comparison of the results in Example 3
t DTM (N = 35) Ref. [4] (k = 128) Exact
0.1 (0.810009, 0.587786) (0.817585, 0.575687) (0.809017, 0.587785)
0.2 (0.310277, 0.951057) (0.313682, 0.949323) (0.309017, 0.951057)
0.3 (−0.309230, 0.951057) (−0.313682, 0.949323) (−0.309017, 0.951057)
0.4 (−0.810409, 0.587785) (−0.817585, 0.575687) (−0.809017, 0.587785)
0.5 (−1.00065, 4.3E−20) (−0.999699, 0.0245363) (−1, 0)
0.6 (−0.808025,−0.587785) (−0.817585,−0.575698) (−0.809017,−0.587785)
0.7 (−0.307757,−0.951056) (−0.313682,−0.949352) (−0.309017,−0.951057)
0.8 (0.308804,−0.951056) (0.313682,−0.949352) (0.309017,−0.951057)
0.9 (0.807625,−0.587785) (0.817587,−0.575698) (0.809017,−0.587785)
1 (0.999355, 2.5E−9) (0.999699,−0.0245363) (1, 0)
α4 =
N∑
k=1
1
k
k−1∑
k1=0
S2(k1)Y1(k− k1 − 1) (21)
α5 =
N∑
k=1
1
k
k−1∑
k1=0
C2(k1)Y2(k− k1 − 1) (22)
α6 =
N∑
k=1
1
k
k−1∑
k1=0
S2(k1)Y2(k− k1 − 1) (23)
where N is a sufficiently large integer that represents the number of terms to be chosen. Solving Eqs. (18)–(23) by taking
N = 35 terms, one can get the following results.
α1 = 0.008591, α2 = 3.142309, α3 = 0.004067, α4 = −0.000505,
α5 = 0.000503 and α6 = 0.500004
For N = 50, the results are
α1 = −4.3016573600477E−12, α2 = 3.1415926536073, α3 = 4.2382293634408E−12,
α4 = 6.7927995149719E−13, α5 = 6.7423251190198E−13 and α6 = 0.4999999999972.
The unknown functions y1(t) and y2(t) are evaluated from Eq. (17) for these values of α’s that are calculated. The
numerical results are presented in Table 1 with comparison to Ref. [4] and the exact solution y(t) = [y1(t), y2(t)]T =
[cos(2pi t), sin(2pi t)]T.
Example 4. Next, the following linear Volterra type integro-differential equation system is considered [6,23].
y′1(t) = 1+ t + t2 − y2(t)−
∫ t
0
[y1(s)+ y2(s)] ds
y′2(t) = −1− t + y1(t)−
∫ t
0
[y1(s)− y2(s)] ds
(24)
with the initial conditions
y1(0) = 1, y2(0) = −1 (25)
By using Theorems 3, 5 and 7, Eq. (24) transforms to the following recurrence relations.
Y1(k+ 1) = 1k+ 1
{
δ(k)+ δ(k− 1)+ δ(k− 2)− Y2(k)− 1k [Y1(k− 1)+ Y2(k− 1)]
}
Y2(k+ 1) = 1k+ 1
{
−δ(k)− δ(k− 1)+ Y1(k)− 1k [Y1(k− 1)− Y2(k− 1)]
}
.
(26)
Note that, the transformations of integrals are considered for k ≥ 1 according to Theorem 7. The initial conditions in
Eq. (25) are transformed as follows.
Y1(0) = 1, Y2(0) = −1 (27)
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Table 2
Numerical comparison of the absolute errors in Example 4
t eDTM (N = 8) eDTM (N = 20) eHPM (Ref. [6])
0 (0, 0) (0, 0) (0, 0)
0.2 (0.1439E−13, 0.1439E−13) (0.4142E−36, 0.4142E−36) (0.3E−8, 0.2E−8)
0.4 (0.7524E−11, 0.7524E−11) (0.8768E−30, 0.8768E−30) (0.320E−6, 0.320E−6)
0.6 (0.29533E−9, 0.29533E−9) (0.4414E−26, 0.4414E−26) (0.5364E−5, 0.5359E−5)
0.8 (0.40176E−8, 0.40176E−8) (0.1873E−23, 0.1873E−23) (0.39091E−4, 0.39028E−4)
1 (0.30586E−7, 0.30586E−7) (0.2050E−21, 0.2050E−21) (0.179861E−3, 0.179279E−3)
Using Eqs. (26) and (27), Y1(k) and Y2(k) are evaluated for k = 1, 2, 3, . . . and using the inverse transformation formula in
Eq. (2), the following series solution is obtained.
y1(t) = 1+ 2t + t
2
2
+ t
3
6
+ t
4
24
+ t
5
120
+ t
6
720
+ t
7
5040
+ t
8
40 320
+ O(t9)
y2(t) = −1− t
2
2
− t
3
6
− t
4
24
− t
5
120
− t
6
720
− t
7
5040
− t
8
40 320
+ O(t9).
(28)
The numerical results obtained with DTM are presented in Table 2 with comparison to the HPM solution of Ref. [6] in terms
of absolute errors given by:
eabs =
∣∣yexact − yapprox∣∣ . (29)
Note that the exact solution for this problem is y(t) = [y1(t), y2(t)]T =
[
t + et , t − et]T.
Example 5. Lastly, the following nonlinear system of Volterra integro-differential equations is considered [5].
f ′′(x) = 1− 1
3
x3 − 1
2
g ′2(x)+ 1
2
∫ x
0
[
f 2(t)+ g2(t)] dt
g ′′(x) = −1+ x2 − xf (x)+ 1
4
∫ x
0
[
f 2(t)− g2(t)] dt (30)
with the initial conditions
f (0) = 1, f ′(0) = 2, g(0) = −1 and g ′(0) = 0. (31)
The exact solution of this problem is given in Ref. [5] as f (x) = x+ ex, g(x) = x− ex. By using Theorems 4, 5 and 10, Eq.
(30) transforms to the following form.
F(k+ 2) = 1
(k+ 1)(k+ 2)

δ(k)− 1
3
δ(k− 3)− 1
2
k∑
k1=0
(k1 + 1)(k− k1 + 1)G(k1 + 1)G(k− k1 + 1)
+ 1
2k
k−1∑
k1=0
[F(k1)F(k− k1 − 1)+ G(k1)G(k− k1 − 1)]

G(k+ 2) = 1
(k+ 1)(k+ 2)

−δ(k)+ δ(k− 2)−
k∑
k1=0
δ(k1 − 1)F(k− k1)
+ 1
4k
k−1∑
k1=0
[F(k1)F(k− k1 − 1)− G(k1)G(k− k1 − 1)]
 .
(32)
Note that the terms that obtained from the transformation of integrals are considered for k ≥ 1 according to Theorem 10.
Evaluating F(k) and G(k) up to k = 8 and using the inverse transformation rule in Eq. (2), the following series solution is
obtained.
f (x) = 1+ 2x+ x
2
2
+ x
3
6
+ x
4
24
+ x
5
120
+ x
6
720
+ x
7
5040
+ x
8
40 320
+ O(x9)
g(x) = −1− x
2
2
− x
3
6
− x
4
24
− x
5
120
− x
6
720
− x
7
5040
− x
8
40 320
+ O(x9).
(33)
Numerical results for this solution is presented in Table 3 for N = 10 terms.
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Table 3
Numerical comparison of the results in Example 5
x fDTM , N = 10 gDTM,N = 10 fHPM , Ref. [5] gHPM , Ref. [5] fexact(x) gexact(x)
0 1 −1 1 −1 1 −1
0.1 1.205170918 −1.005170918 1.020517092 −1.005170918 1.020517092 −1.005170918
0.2 1.421402758 −1.021402758 1.421402759 −1.021402759 1.421402759 −1.021402759
0.3 1.649858808 −1.049858808 1.649858808 −1.049858808 1.649858808 −1.049858808
0.4 1.891824698 −1.091824698 1.891824698 −1.091824698 1.891824698 −1.091824698
0.5 2.148721271 −1.148721271 2.148721270 −1.148721270 2.148721271 −1.148721271
0.6 2.422118800 −1.222118800 2.422118795 −1.222118801 2.422118800 −1.222118800
0.7 2.713752707 −1.313752707 2.713752664 −1.313752706 2.713752707 −1.313752707
0.8 3.025540926 −1.425540926 3.025540693 −1.425540926 3.025540928 −1.425540928
0.9 3.359603103 −1.559603103 3.359602052 −1.559603098 3.359602111 −1.559603111
1 3.718281801 −1.718281801 3.718277738 −1.718281768 3.718281828 −1.718281828
4. Conclusion
In this study, the differential transform method for the solution of Volterra–Fredholm integral and integro-differential
equation systems is successfully expanded. In the first two examples, integral equation systems and in the last three
examples integro-differential equation systems are considered. A symbolic calculation software package, MATHEMATICA is
used in the derivations. The results are presented in comparison with the ones that already exist in literature. It is observed
that the method is robust and is applicable to various types of integro-diffential and integral equation systems. The method
gives rapidly converging series solutions. The accuracy of the obtained solution can be improved by taking more terms in
the solution. In many cases, the series solutions obtained with DTM can be written in exact closed form.
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