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Abstract
The primary intent of the present paper is to adapt familiar notions of algebraic topology,
such as the fundamental group, homology, and cohomology to the context of algebraic maps
and their (ramified) covering projections. The notion of a principal derived map is already fairly
well understood in terms of the defining voltages; however, once it is recognized that voltages
are essentially cohomological in nature, the functorial interplay among homology provides a very
tractible methodology for studying such properties as connectivity or regularity of the covering, or
for obtaining explicit constructions of the voltages affording the given covering map.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
This paper and its sequel are both primarily concerned with the notion of ramified
coverings of algebraic maps, especially those of regular algebraic maps. Thus, the work in
these papers can be regarded as a natural extension of joint work of the first author with
Jones [4, 5], where a classification of regular cyclic coverings of the Platonic maps was
given. In the sequel to this paper, we give a similar classification of certain regular cyclic
coverings of the regular affine maps, i.e., those of genus 1. The equivocation “certain”
is necessary because of complications that can arise when the automorphism group of a
cyclic group of order n contains more than one involution.
This first paper shall develop some of the necessary homological prerequisites, much in
the spirit of [5, Section 4] but taken several steps further. This added machinery is needed
to handle the fact that the regular non-Platonic maps are not simply connected; there is non-
trivial homology in degree one that needs careful definition and analysis. Thus, our starting
point will be to give a definition of integral homology of an algebraic map, extending that
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given in [5, Section 4] to not-necessarily-oriented algebraic maps. (This could be extended
to hypermaps, but the inclusion of this degree of generality would be a distraction, given
our particular agenda.) We show that this theory has the expected functorial properties
and gives the “correct” answers as predicted from the topological theory (the relation to
which is laid out in the seminal paper [3] by Jones and Singerman). Having such a theory
over the integers, we can then take the usual cues from homological algebra and consider
the theory over arbitrary coefficients, which leads, in particular, to cohomology theory.
At the same time, given that the theory of voltages is really just an embryonic form of
a cohomology theory, we have attempted to exploit this relationship, which ultimately
underscores the representation theory of the map’s automorphism group as a vehicle by
which to get at the classification of regular coverings. As one would expect, the (orbifold)
fundamental group of the algebraic map makes its appearance; in the context of principal
derived maps, the influence exerted by the fundamental group is in the “characteristic
homomorphism” (see Section 4). Finally, we summarize the symbiotic relationship among
homology, cohomology, and the fundamental group through the “fundamental triangle”,
given in Theorem 5.15.
This paper is organized as follows. In Section 2 we recall some basic definitions and
notation. In Section 3 we review the well-known notion of principal derived map; in
Section 4 we introduce the orbifold fundamental group and show how a principal derived
map induces a homomorphism (the characteristic homomorphism) of the fundamental
group into the coefficient group of the derived map. Section 5 is devoted to the homology
and cohomology of algebraic maps, first over the integers and then over arbitrary Abelian
coefficient groups, culminating in the so-called fundamental triangle which lays bare
the functorial relationships among homology, cohomology, and the fundamental group.
Section 6 applies the results of the previous sections to obtain a homological criterion for
the connectivity of a given principal derived map. In Section 7 we exploit the representation
theory of the map’s automorphism to obtain a parametrization of unramified coverings of
a given regular orientable algebraic map.
In the sequel to this paper, we shall apply most of what has been developed in this
“foundational” paper to the derivation of regular cyclic coverings of regular affine (i.e.,
genus 1) algebraic maps.
2. Recollections and conventions
Recall that an (algebraic) map is simply a quadrupleM = (B, a, b, c), where B is a
set (of blades), and a, b, c are involutory involutions on B , applied on the left, such that
ac = ca. (If this commutativity condition is relaxed, then the resulting structure is called a
hypermap.) The algebraic mapM is non-degenerate (or without boundary) if each of the
involutions a, b, c act fixed point freely on B; otherwise the union of the fixed points of a,
b and c is called the boundary ofM. The group G = 〈a, b, c〉 is called the monodromy
group ofM, andM is said to be connected if G acts transitively on B .
The algebraic map M = (B, a, b, c) has varieties consisting of vertices (the 〈b, c〉-
orbits in B), edges (the 〈a, c〉-orbits in B), and the faces (the 〈a, b〉-orbits in B). The
vertices and edges comprise the underlying graph of the map M. If v is a vertex of M
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containing the blade β, the valency of v is the size of the 〈bc〉-orbit of β in v. Similarly,
the valency of a face is defined. The vertex valency ofM is the least common multiple of
the individual vertex valencies; one likewise defines the face valency ofM. The mapM
is uniform with respect to vertices if all vertices have the same valency and is uniform with
respect to faces if all faces have the same valency. Finally,M is uniform if it is uniform
with respect to both vertices and faces.
IfM = (B, a, b, c),M′ = (B ′, a′, b′, c′) are maps, then a 1-morphism φ :M→M′
is a function φ : B → B ′ such that for all blades β ∈ B and for all τ ∈ {a, b, c},
one has (τβ)φ = τ ′(βφ). In what follows, we shall refer to 1-morphisms more simply
as morphisms. It is easy to see that if φ : M′ → M is a morphism, and if M is
connected, then φ maps the blades ofM′ surjectively onto the blades ofM. A morphism
φ :M→M which is bijective on the blade set is called an automorphism; the set of all
such is clearly a group, denoted Aut(M). It is quite routine to verify that ifM is connected,
then Aut(M) acts semiregularly on the blade set B . Furthermore, in this case it follows that
if β is a fixed blade inM, and if H is the stabilizer in G of β, then Aut(M) ∼= NG (H )/H ,
via the the mapping n → (gβ → gnβ), g ∈ G, n ∈ NG (H ).
A surjective morphism φ : M′ → M is called a covering. If the covering φ : M′ →
Mmaps the variety v ⊆ B bijectively onto vφ, then we say that the covering is unramified
at v; otherwise we say that it is ramified at v. A covering that is unramified at all varieties
is called an unramified covering. At the other extreme, a covering M′ → M is called
totally ramified if it is impossible to factor this covering as M′ → Mun → M, where
Mun →M is a non-trivial unramified covering.
If p : M′ → M is a covering, we shall denote by A(M′/M) the set of all covering
automorphisms ofM′ overM; thus A(M′/M) is the subgroup of Aut(M′) consisting of
those automorphisms φ ∈ Aut(M′) with β ′φp = β ′ p for all blades β ′ ofM′. Note that
for each blade β ofM, A(M′/M) acts on the fibre βp−1; if this action is transitive (and
hence regular), on each such fibre, we say that the covering p : M′ → M is a regular
covering.
Finally, if p′ : M′ → M and p′′ : M′′ → M are morphisms, an isomorphism
φ : M′ ∼=→ M′′ satisfying φp′′ = p′ is called an M-isomorphism, and we write
M′ ∼=MM′′.
3. Principal derived maps
Let M = (B, a, b, c) be a map, and let Z be a group. A function z : B → Z is
called a Z -valued cochain; if, in addition z(aβ) = z(β)−1 and z(cβ) = z(β) for any
β ∈ B , we call z a Z -valued voltage on M. We denote the set of Z -valued voltages on
M by C(M; Z) and frequently write zβ in place of z(β). Note that if Z is Abelian, then
C(M; Z) becomes a group relative to pointwise multiplication. If z ∈ C(M; Z), we define
the mapMz = (B × Z , az, bz, cz) by setting
az(β, ζ ) = (aβ, ζ zβ), bz = b × 1Z and cz = c × 1Z ,
where β ∈ B , ζ ∈ Z . Note that since z is a voltage, both az and azcz are involutions,
and so Mz is a map, called the principal derived map corresponding to the voltage
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z ∈ C(M; Z). Note that projection onto the first coordinate, (β, ζ ) → β, defines a
covering p : Mz → M, which is easily checked to be unramified over vertices and
edges. (Therefore, the mapping of the underlying graph ofMz to the underlying graph of
M is a covering of graphs.)
Next, note that for each ζ0 ∈ Z , the mapping onMz defined by (β, ζ )lζ0 = (β, ζ−10 ζ )
is an automorphism in A(Mz/M), and the mapping ζ0 → lζ0 defines an injective
homomorphism Z → A(Mz/M). Therefore, we see that A(Mz/M) acts transitively
on each fibre in Mz , and so Mz → M is a regular covering. Furthermore, if Mz is
connected, it follows that A(Mz/M) ∼= Z via ζ → lζ , ζ ∈ Z .
As already noted above, the morphism π : Mz → M is a regular covering that is
unramified over vertices. The converse is also true:
Theorem 3.1. If p0 : M0 = (B0, a0, b0, c0) → M = (B, a, b, c) is a regular
connected covering that is unramified over vertices, thenM0 ∼=M Mz for some voltage
z ∈ C(M; Z).
Proof. First of all, we set Z = A(M0/M), and so Z acts regularly on each fibre βp−1 ⊆
B0. We shall construct a voltage z ∈ C(M; Z) and an isomorphism φ : M0 ∼= Mz ,
making the diagram below commute:
For each vertex v inM, fix a vertex v0 inM0 with v0 p0 = v. Since p0 :M0 →M is
unramified over vertices, p0 |v0 : v0 → v is bijective, and so we may invert this and obtain
a mapping
σv : v → v0
such that σv p0 = 1v . Since B is the disjoint union of its vertices, we may define a “section”
σ : B → B0 where σ |v = σv , and where v ranges over the vertices of M. For any
β0 ∈ B0, define the element ζ0 ∈ Z by the requirement that β0 p0σ = β0ζ0. By regularity,
ζ0 is uniquely defined. Furthermore, ζ0 depends only on the vertex inM0 determined by
β0, i.e., b0β0 p0σ = b0β0ζ0 and c0β0 p0σ = c0β0ζ0. We now define
φ : B0 → B × Z by β0φ = (β0 p0, ζ0).
Let β ∈ B and let β0 ∈ B0 with β0 p0 = β. Let β0φ = (β0 p0, ζ0), (a0β0)φ =
(a0β0 p0, ζ0a). Define zβ = ζ−10 ζ0a . We show that zβ is well defined. If β ′0 ∈ B0 with
β ′0 p0 = β, let β ′0φ = (β ′0 p0, ζ ′0), (a0β ′0)φ = (a0β ′0 p0, ζ ′0a), and let µ0 ∈ Z satisfy
β ′0 = β0µ0. Therefore, β0 p0σ = β0ζ0, which implies that β ′0ζ ′0 = β ′0 p0σ = β0µ0 p0σ =
β0 p0σ = β0ζ0 = β0µ0 · µ−10 ζ0 = β ′0µ−10 ζ0 and so ζ ′0 = µ−10 ζ0 by regularity. Likewise,
setting a0β0 p0σ = a0β0ζ0a , a0β ′0 p0σ = a0β ′0ζ ′0a , we get a0β ′0ζ ′0a = (a0β ′0)p0σ =
a0β0 p0σ = a0β0ζ0a = a0β0µ0 · µ−10 ζ0a = a0β ′0µ−10 ζ0a , and so ζ ′0a = µ−10 ζ0a . Therefore,
ζ ′−10 ζ ′0a = ζ−10 µ0µ−10 ζ0a = ζ−10 ζ0a and so zβ is well defined.
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Next, we show that the mapping φ : B0 → B × Z determines a morphismM0 →Mz .
First of all, for β0 ∈ B0, we have
(a0β0)φ = ((a0β0)p0, ζ0a)
= (a(β0 p0), ζ0a)
= (a(β0 p0), ζ0zβ) (β = β0 p0)
= az(β0 p0, ζ0)
= az(β0φ).
If β0 ∈ B0, then, as observed above, b0β0 p0σ = b0β0ζ0, and so we have
(b0β0)φ = ((b0β0)p0, ζ0)
= (b(β0 p0), ζ0)
= bz(β0 p0, ζ0)
= bz(β0φ).
Similarly (c0β0)φ = cz(β0φ). It follows, therefore, that φ determines an isomorphism
φ :M0
∼=→Mz . 
We say that voltages z, z′ ∈ C(M; Z) are equivalent, and write z ∼ z′, if there exists a
cochain f : B → Z , which is constant valued on vertices and satisfying
f (β)z′β f (aβ)−1 = zβ
for all β ∈ B .
The following is basic, but important.
Lemma 3.2. If z, z′ ∈ C(M; Z) are equivalent voltages, thenMz ∼=MMz′ .
Proof. Let f : B → Z be constant valued on vertices and satisfying
f (β)z′β f (aβ)−1 = zβ
for all β ∈ B , where B is the set of blades inM. Now define
φ : B × Z → B × Z , (β, ζ ) → (β, ζ · f (β)).
That this defines anM-isomorphismMz →Mz′ is entirely routine to check. 
The converse of the above lemma is easily seen to be false. For example, if Z is cyclic
of order 3, and if 1 
= z ∈ C(M; Z), then it is easy to check thatMz ∼=M Mz−1 despite
the fact that z  z−1. We shall return to this phenomenon shortly.
LetM be a map, let Z be a group, and let z ∈ C(M; Z). We say that z is a Z -valued
cocycle if the net voltage around any face is 1. That is, if β is a blade of M and if the
valency of the face containing β is k, then
zβ zbaβz(ba)2β · · · z(ba)k−1β = 1 ∈ Z .
Equivalently, z is a cocycle if the coveringMz →M is an unramified covering of maps.
The set of Z -valued cocycles is denoted Z(M; Z). Note that if z, z′ are equivalent voltages,
and if z is a cocycle, so is z′, and so it makes sense to restrict equivalence of voltages “∼”
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to Z(M; Z) and form the quotient set H (M; Z) = Z(M; Z)/ ∼, called the Z -valued
cohomology set of M. As usual, if Z is an Abelian group, then H (M; Z) inherits an
Abelian group structure from Z(M; Z) and is called the cohomology group of M with
coefficients in Z . (We shall revisit this construction again in Section 5.2.)
If φ :M→M′ is a morphism of maps, then for any group Z , φ induces a mapping
φ∗ = C(φ, 1Z ) : C(M′; Z) → C(M; Z),
where if z′ ∈ C(M′; Z), and if β is a blade inM, then (φ∗z′)β = z′βφ ∈ Z . Similarly, if
Z , Z ′ are groups and if α : Z → Z ′ is a homomorphism of groups (written exponentially:
x → xα), then
α∗ = C(1M, α) : C(M; Z) → C(M; Z ′)
is given by (zα∗)β = (zβ)α ∈ Z ′, where β is a blade in M. Note that if z′1 ∼ z′2 ∈
C(M′; Z), then φ∗z′1 ∼ φ∗z′2. Similarly, if z1 ∼ z2 ∈ C(M; Z), then z1α∗ ∼ z2α∗. An
easy calculation reveals that for all z ∈ C(M; Z), φ∗(zα∗) = (φ∗z)α∗. Therefore, we may
regard
C : Map × Group Set
as a bifunctor, where, of course, Group is the category of groups and group
homomorphisms, and Set is the category of sets and set mappings. Therefore, if φ :M′ →
M is a morphism of maps, and if α : Z → Z ′ is a homomorphism of groups, then we may
define
C(φ, α) : C(M; Z) → C(M′; Z ′),
where C(φ, α)(z) = φ∗(zα∗) = (φ∗z)α∗.
If M is a map and Z is a group, we set D(M; Z) = C(M; Z)/ ∼, where ∼ is the
relation of voltage equivalence. For z ∈ C(M; Z), we denote by [z] ∈ D(M; Z) the
corresponding equivalence class. Thus, we see that Lemma 3.2 says that if [z] = [z′] ∈
D(M; Z), then Mz ∼=M Mz′ . Next, if φ : M′ → M is a morphism of maps, and if
α : Z → Z ′ is a homomorphism of groups, we denote (again) by φ∗ : D(M; Z) →
D(M′; Z) the mapping φ∗[z] = [φ∗z], and by α∗ : D(M; Z) → D(M; Z ′) the mapping
[z]α∗ = [zα∗]. By the above discussion, these mappings are well defined. It follows that
for any ζ ∈ D(M; Z), φ∗(ζα∗) = (φ∗ζ )α∗, and so setting D(φ, α) : D(M, Z) →
D(M′; Z ′), ζ → φ∗(ζα∗) = (φ∗ζ )α∗ shows that
D : Map × Group Set
is also a bifunctor.
Note, finally, that if Z is an Abelian group, then not only is C(M; Z) an Abelian group
with respect to the pointwise operation, so is D(M; Z). In this case, we may regard C and
D as functors Map × AbGroup → AbGroup. Furthermore, we see that C(M; Z) and
D(M; Z) are (Aut(M), Aut(Z))-bimodules.
The following generalizes Lemma 3.2.
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Theorem 3.3. LetM = (B, a, b, c) be a map, let Z , Z ′ be groups and let z ∈ C(M; Z),
z′ ∈ C(M; Z ′) be voltages. Assume that for some isomorphism α : Z → Z ′, we have
[z]α∗ = [z′] ∈ D(M; Z ′). ThenMz ∼=MMz′ .
Proof. By hypothesis there exists a cochain f : B → Z ′ which is constant-valued on
vertices and satisfying
f (β)z′β f (aβ)−1 = (zβ)α,
for all β ∈ B . Now define φ :Mz →Mz′ by setting (β, ζ )φ = (β, ζ α f (β)). It is routine
to check that φ realizesMz ∼=MMz′ . 
The converse of the above is a bit more subtle, and is complicated by the fact that the
principal derived mapMz need not be connected. If it is, then the converse does hold:
Proposition 3.4. Let M = (B, a, b, c) be a map, let Z , Z ′ be groups and let z ∈
C(M; Z), z′ ∈ C(M; Z ′) be voltages. Assume that Mz , Mz′ are connected and that
Mz ∼=M Mz′ . Then there exists an isomorphism α : Z → Z ′ such that [z]α∗ = [z′] in
D(M; Z ′).
Proof. Assume that φ :Mz
∼=→Mz′ is an isomorphism overM. Note that for any ζ ∈ Z ,
φ determines anM-automorphism ofMz′ via the composition
φ−1lζ φ :Mz′ φ
−1
→ Mz lζ→Mz φ→Mz′ .
By connectivity, A(Mz′/M) ∼= Z ′, and so there exists ζ α ∈ Z ′ such that φ−1lζ φ = lζα ;
clearly the mapping ζ → ζ α defines an isomorphism Z → Z ′. Therefore, for all β ∈ B ,
and all ζ , ζ1 ∈ Z , we have
(β, ζ1)φ
−1lζ φ = (β, ζ1)lζα = (β, ζ α−1ζ1).
Write
(β, ζ1)φ = (β, f (β, ζ1)),
for some function f : B × Z → Z ′. Note that for all ζ , ζ1 ∈ Z ,




= (β, ζ α f (β, ζ1)),
i.e., the function f : B×Z → Z ′ satisfies f (β, ζ ζ1) = ζ α f (β, ζ1) for all β ∈ B , and all ζ ,
ζ1 ∈ Z . In particular, if we write f (β) = f (β, 1), then f (β, ζ ) = ζ α f (β, 1) = ζ α f (β).
Since φ :Mz →Mz′ is an isomorphism, we have, for any β ∈ B and any ζ ∈ Z , that
(aβ, ζ α f (β)z′β) = az′(β, ζ α f (β))
= az′(β, f (β, ζ ))
= az′((β, ζ )φ)
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= (az(β, ζ ))φ
= (aβ, ζ zβ)φ
= (aβ, f (aβ, ζ zβ))
= (aβ, ζ α(zβ)α f (aβ)).
Therefore, for all β ∈ B , f (β)z′β = (zβ)α f (aβ), i.e., f (β)z′β f (aβ)−1 = (zβ)α . Similarly,
one proves that f is constant-valued on vertices, i.e., that for all β ∈ B , we have
f (bβ) = f (β) = f (cβ). The result follows. 
To handle the disconnected case, we need a bit more notation. Let Z be a group and
let Z0 be a subgroup of Z . Then there is the obvious inclusion C(M; Z0) ↪→ C(M; Z),
which we shall denote by z0 → z˜0.
Theorem 3.5 (Reduction Theorem). Let M = (B, a, b, c) be a map, let Z be a group,
and let z ∈ C(M; Z). Assume that Mz0 is a connected component of Mz and that Z0
is the stabilizer in Z of Mz0. Then there exists z0 ∈ C(M; Z0) such that z ∼ z˜0. In
particular,Mz ∼=Mz˜0 .
Proof. We may identify Z0 with A(Mz0/M) and apply Theorem 3.1 to obtain a voltage
w0 ∈ C(M; Z0) and an isomorphism φ : Mw0 → Mz0. Next, if ζ0 ∈ Z0, then there
exists an element ζ α0 ∈ Z0 such that
φ−1lζ0φ = lζα0 :Mz0 →Mz0.
Clearly the mapping ζ → ζ α defines an automorphism of Z0.
Set (β, ζ )φ = (β, f (β, ζ )) ∈Mz0, where f : B × Z0 → Z is some function. Exactly
as above, one shows that for all ζ , ζ ′ ∈ Z0, one has f (β, ζ ζ ′) = ζ α f (β, ζ ′), and then that
(setting f (β) = f (β, 1)) f (β)zβ f (aβ)−1 = f (β)zβ f (acβ)−1 = f (β)zβ f (baβ)−1 =
(w0β)α , β ∈ B . Set z0 = w0α∗, and the result follows. 
Corollary 3.5.1. Let M be a map and let Z , Z ′ be groups. Assume that z ∈ C(M; Z),
z′ ∈ C(M; Z ′) are voltages with Mz ∼=M Mz′ . Then there exist subgroups Z0 ≤ Z,
Z ′0 ≤ Z ′, voltages z0 ∈ C(M; Z0), z′0 ∈ C(M; Z ′0), and an isomorphism α : Z0 → Z ′0
such that z ∼ z˜0, z′ ∼ z˜′0 and z0α∗ ∼ z′0.
The following, while quite restrictive, is useful in certain special cases.
Corollary 3.5.2. Let M be a map, let Z , Z ′ be groups such that for every subgroup
Z0 of Z and every monomorphism Z0 → Z ′, there is an extension to an isomorphism
α : Z → Z ′. If z ∈ C(M; Z), z′ ∈ C(M; Z ′) are such that Mz ∼=M Mz′ , then there
exists an isomorphism α : Z → Z ′ such that [z]α∗ = [z′] ∈ D(M; Z ′).
Proof. Let Z0 ≤ Z , Z ′0 ≤ Z ′, z0 ∈ C(M; Z0), z′0 ∈ C(M; Z ′0) and α : Z0
∼=→ Z ′0 be
as in Corollary 3.5.1. By assumption, α extends to an isomorphism (which we still denote)
α : Z → Z ′. We have z ∼ z˜0, which implies that zα∗ ∼ z˜0α∗ = z˜0α∗ ∼ z˜′0 ∼ z′. 
The following is also restrictive, but is useful in studying regular coverings of algebraic
maps with cyclic group of covering transformations.
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Theorem 3.6. Let M be a map, let Z be a cyclic group, and let z, z′ ∈ C(M; Z).
Then Mz ∼=M Mz′ if and only if there exists an automorphism α ∈ Aut(Z), such that
[z]α∗ = [z′] ∈ D(M; Z).
Proof. Indeed, we need only note that any injection of a subgroup Z0 ≤ Z into Z clearly
extends to an automorphism of Z . 
3.1. Lifting of automorphisms
Let p : M˜→M be a ramified covering of maps, and let φ˜ ∈ Aut(M˜), φ ∈ Aut(M).
We say that φ˜ is a lift of φ if the following square commutes:
In the above, we sometimes say that φ lifts to the automorphism φ˜ ∈ Aut(M˜), or that
φ˜ ∈ Aut(M˜) covers φ.
The universal criterion is as follows.
Theorem 3.7. LetM be a map, and let z ∈ C(M; Z). If φ ∈ Aut(M), then φ lifts to an
automorphism φz ∈ Aut(Mz) if and only ifMz ∼=MMφ∗z .
Proof. Assume that ψ :Mz
∼=→Mφ∗z realizesMz ∼=MMφ∗z . Write
(β, ζ )ψ = (β, f (β, ζ )),
for some function f : B × Z → Z . Then as ψ is an isomorphism, we have, for all β ∈ B ,
ζ ∈ Z , that
(aβ, f (aβ, ζ zβ)) = (aβ, ζ zβ)ψ
= (az(β, ζ ))ψ
= aφ∗z((β, ζ )ψ)
= aφ∗z(β, f (β, ζ ))
= (aβ, f (β, ζ )zβφ),
and so f (β, ζ )zβφ = f (aβ, ζ zβ). Similarly, f (bβ, ζ ) = f (β, ζ ) = f (cβ, ζ ). Define
φz : B × Z → B × Z by setting (β, ζ )φz = (βφ, f (β, ζ )) and verify that φz is an
automorphism ofMz that covers φ.
Conversely, assume that φz :Mz
∼=→Mz exists and covers φ :M
∼=→M. Write
(β, ζ )φz = (βφ, g(β, ζ )),
for some function g : B × Z → Z . Then as φz is an isomorphism, it follows that for all
β ∈ B , ζ ∈ Z , one has g(β, ζ )zβφ = g(aβ, ζ zβ), g(β, ζ ) = g(bβ, ζ ), g(β, ζ ) = g(cβ, ζ ).
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Now define ψ : B × Z → B × Z by setting (β, ζ )ψ = (β, g(β, ζ )); exactly as above, ψ
realizesMz ∼=MMφ∗z . 
Corollary 3.7.1. LetM be a map and let φ ∈ Aut(M). Let z ∈ C(M; Z), and assume
that there exists an automorphism α of Z such that φ∗[z] = [z]α∗ ∈ D(M; Z). Then φ
lifts to an automorphism ofMz .
Proof. By Theorem 3.3, together with Lemma 3.2, we have that Mz ∼=M Mzα∗ ∼=M
Mφ∗z . Now apply Theorem 3.7. 
Remark. Assume that φ ∈ Aut(M), z ∈ C(M; Z), and that α ∈ Aut(Z) is such that
zα∗ ∼ φ∗z. Thus there exists a cochain f : B → Z , constant valued on vertices, such that
for all blades β ∈ B ,
f (β)zβφ f (aβ)−1 = zαβ.
Then an explicit lift of φ to an automorphism φz ∈ Aut(Mz) is given by
(β, ζ )φz = (βφ, ζ α f (β)), β ∈ B, ζ ∈ Z .
Therefore, the inverse φ−1z is given by
(β, ζ )φ−1z = (βφ−1, ζ α
−1 f (β)−α−1), β ∈ B, ζ ∈ Z .
Thus, a direct computation reveals that φ−1z lζ φz = lζα .
As an immediate corollary to Corollary 3.7.1, we have the following.
Corollary 3.7.2. Assume thatM is a map with automorphism group Aut(M), and that Z
is a group with automorphism group Aut(Z). Assume that z ∈ C(M; Z) is a voltage such
that for some homomorphism α : Aut(M) → Aut(Z) we have φ∗[z] = [z]α(φ)∗ for all
φ ∈ Aut(M). Then every automorphism of Aut(M) lifts to one ofMz.
We can obtain a converse, either by imposing some restrictions on the coefficient group,
or by imposing connectivity on the derived map.
Corollary 3.7.3. LetM be a map and let φ ∈ Aut(M). Let Z be a group and assume that
φ lifts to an automorphism of Mz. Then there exists an automorphism α of Z such that
zα∗ ∼ φ∗z in either of the following cases:
1. Mz is connected;
2. Z is cyclic.
Before leaving this section, the following reformulation of the lifting problem shall
prove convenient. If α : Aut(M) → Aut(Z) is a homomorphism, set
D(M; Z)α = {ζ ∈ D | φ∗ζ = ζα(φ)∗, for all φ ∈ Aut(M)},
and call D(M; Z)α the α-isotypical voltage classes onM. Put slightly differently, we see
that ζ ∈ D(M; Z)α if and only if D(φ, α(φ)−1)(ζ ) = ζ for all φ ∈ Aut(M). Since the
mapping φ → D(φ, α(φ)−1) determines an action of Aut(M) on D(M; Z) (and if Z is
an Abelian group, it gives D(M; Z) the structure of an Aut(M)-module), we see that the
α-isotypical voltage classes are just the Aut(M)-fixed points relative to this action.
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Furthermore, if ζ ∈ D(M; Z)α , then every element of Aut(M) lifts to one of Mz ,
where ζ = [z]. In case M is regular, we see that Mz is regular if and only if [z] ∈
D(M; Z)α for some α : Aut(M) → Aut(Z).
Note that if Mz is connected, then the group of covering transformations is precisely
{lζ | ζ ∈ Z} ∼= Z . Furthermore, one can apply the above remark to infer that for any lift φ˜
of the automorphism φ ∈ Aut(M), φ˜−1lζ φ˜ = lζα(φ) . Therefore, we see that Aut(Mz) fits
into the short exact sequence
1 Z Aut(Mz) Aut(M) 1,
where Aut(M) acts on Z via the homomorphism α : Aut(M) → Aut(Z), i.e., φ−1ζφ =
ζ α(φ), φ ∈ Aut(M), ζ ∈ Z .
We may summarize our findings as follows:
Theorem 3.8. Let ζ = [z] ∈ D(M; Z), and assume that every automorphism ofM lifts
to one of Mz. If either Mz is connected or Z is cyclic, then ζ ∈ D(M; Z)α for some
homomorphism α : Aut(M) → Aut(Z).
Corollary 3.8.1. Let M be a regular map, and let ζ = [z] ∈ D(M; Z). If Mz is
connected, thenMz is regular if and only if there exists a homomorphism α : Aut(M) →
Aut(Z) such that ζ ∈ D(M; Z)α, (i.e., such that φ∗ζ = ζα(φ)∗ for all φ ∈ Aut(M)).
4. The orbifold fundamental group and the characteristic homomorphism
If k, l are positive integers (possibly ∞), we define the extended (k, l)-triangle group
via the presentation:
∆(k, l) = 〈s1, s2, s3 | s21 = s22 = s23 = (s1s2)k = (s1s3)2 = (s2s3)l = 1〉.
Therefore, ifM = (B, a, b, c) is a map, if o(ab) = m, o(bc) = n, and if m | k, n | l, then
we have a surjective morphism θ : ∆(k, l) → G = Mon(M), given by s1 → a, s2 → b,
s3 → c.
Inside∆(k, l) is a normal subgroup∆+(k, l) = 〈s2s3, s1s3〉 of index 2. Since (s2s3)l =
(s1s3)2 = 1,∆+(k, l) is a homomorphic image of the (k, l)-triangle group
Γ = Γ (k, l) = 〈x, y | xk = yl = (xy)2 = 1〉;
it is well-known that the above is actually an isomorphism.
If M = (B, a, b, c) is an algebraic map with monodromy group G, and if we set
∆ = ∆(∞,∞) then through the surjective homomorphism θ : ∆ → G, we obtain an
action of ∆ on B , which is transitive if and only if M is connected. Conversely, if B is
a set acted on by ∆, and if a, b, c are the permutations of B induced by s1, s2, s3, then
M = (B, a, b, c) is a map which is connected if and only if the action of ∆ on B is
transitive.
Relative to the fixed blade β ∈ B , we define π∞1 (M, β) to be the stabilizer in ∆ of
the blade β. Equivalently, π∞1 (M, β) = θ−1(H ), where H is the stabilizer in G of the
blade β. The group π∞1 (M, β) is called the orbifold fundamental group ofM, based at β.
IfM is uniform with vertex valency l and face valency k, then ∆(k, l) acts on the blades
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ofM; if β is a fixed blade, we denote the stabilizer in ∆(k, l) of β by π1(M, β) and call
this the fundamental group ofM.
As for the functoriality, assume that φ : M → M′ is a morphism of maps, that β
is a blade of M, β ′ is a blade of M′, and that βφ = β ′. Thus, ∆ acts on the blades
of both M and M′ with the stabilizer of β, β ′ being, respectively, π∞1 (M, β), and
π∞1 (M′, β ′). Note that if γ ∈ π∞1 (M, β), then γβ ′ = γ (βφ) = (γβ)φ = βφ = β ′,
i.e., γ also stabilizes β ′. That is to say, γ ∈ π∞1 (M′, β ′), as well. In other words, we have
π∞1 (M, β) ⊆ π∞1 (M′, β ′) and so we simply define
φ∗ : π∞1 (M, β) ↪→ π∞1 (M′, β ′).
Note that this says in particular that if φ is an automorphism of M with βφ = β ′, then
π∞1 (M, β) = π∞1 (M, β ′), and conversely.
In the same vein, suppose thatM is a connected algebraic map with fixed blade β. Let
p′ : M′ → M, p′′ : M′′ → M be coverings ofM by connected maps and fix blades
β ′ ∈ βp′−1, β ′′ ∈ βp′′−1. Then it is routine to show thatM′ ∼=M M′′ if and only if the
fundamental groups π∞1 (M′, β ′), π∞1 (M′′, β ′′) are conjugate subgroups in π∞1 (M, β).
The following result fits very naturally into this framework.
Theorem 4.1. Let M be a uniform connected map, and let p : M′ → M be a
ramified covering by the connected map M′. Then there exists a unique map (up to M-
isomorphism)Mun and a factorization p :M′ →Mun →M such thatM′ →Mun is
totally ramified andMun →M is unramified.
Proof. Let M have vertex valency l and face valency k. Since M is uniform, the
action of ∆ = ∆(∞,∞) on the blades of M factors through the action of ∆(k, l); set
K = ker(∆ → ∆(k, l)). By connectivity, we may identify the blades ofM′ andM with
∆/π∞1 (M′, β ′) and ∆/π∞1 (M, β), respectively, for suitable blades β ′, β with β ′ p = β.
Therefore, factorizations of the form M′ → M1 → M are in correspondence with
subgroups of π∞1 (M, β) containing π∞1 (M′, β ′). Furthermore, we see that M1 → M
is unramified if and only if K ≤ π∞1 (M1, β1), where β1 is a blade of M1 projecting
to the blade β of M. As a result, if Mun corresponds to the subgroup K · π∞1 (M′, β ′),
then Mun → M is unramified, M′ → Mun is totally ramified and Mun is uniquely
determined up toM-isomorphism. 
Next, assume that M′ = (B ′, a′, b′, c′), M = (B, a, b, c) are maps, and that p :
M′ → M is a covering. Fix blades β ′ ∈ B ′, β ∈ B with β ′ p = β. By what we have
already seen, we have an injection
N∆(π∞1 (M′, β ′)) ↪→ Aut(M′),
given by n → (δβ ′ → δnβ ′), where n ∈ N∆(π∞1 (M′, β ′)), δ ∈ ∆, and where
N∆(π∞1 (M′, β ′)) fixes all blades not in the ∆-orbit in B ′ containing β ′. In particular,
if n ∈ Nπ∞1 (M,β)(π∞1 (M′, β ′)), then it is easy to check that the above automorphism ofM′ is actually a covering transformation of p :M′ →M, i.e., that we have an injection
Nπ∞1 (M,β)(π
∞
1 (M′, β ′)) ↪→ A(M′/M).
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If p : M′ → M is a regular covering, and if M′0 is the connected component of M′
containing β ′, then A(M′0/M) acts transitively on the fibre inM0 over β, which it follows
that π∞1 (M′, β ′) π∞1 (M, β), and we have an isomorphism
π∞1 (M, β)/π∞1 (M′, β ′)
∼= A(M′0/M).
If we embed A(M′0/M) ↪→ A(M′/M) in the obvious way, we get the characteristic
homomorphism
χM′0/M : π∞1 (M, β) → A(M′/M),
whose kernel is π∞1 (M′0, β ′). Furthermore, we see that this homomorphism is surjective
precisely whenM′ is connected.
We apply the above discussion to the context of principal derived maps. Let M be a
connected map, Z be a group, and let z ∈ C(M; Z). If β0 is a fixed blade in M we let
β ′0 = (β0, 1) ∈ β0 p−1, and let Mz0 be the connected component in Mz containing β ′0.
We recall the action of Z onMz given above and let Z0 be the stabilizer in Z ofMz0. Set
π = π∞1 (M, β0), π ′ = π∞1 (Mz, β ′0) = π∞1 (Mz0, β ′0) and set ∆ = ∆(∞,∞). One then
has the characteristic homomorphism
χMz0/M : π A(Mz0/M) = Z0 ↪→ Z ↪→ A(Mz/M),
whose kernel is π ′. Next, if Mz1 is another connected component of Mz , then by
regularity, there exists an element ζ ∈ Z such thatMz1 =Mz0lζ and so A(Mz1/M) =
l−1ζ A(Mz0/M)lζ . Therefore, we see that the homomorphisms
χMz0/M, χMz1/M : π Z
differ only by an inner automorphism of Z . We may therefore denote
χz = χMz0/M : π∞1 (M, β) Z ,
with the understanding that χz : π → Z is well defined up to an inner automorphism of Z .
We wish to make this homomorphism more explicit. Note that as subgroups of∆, π and
π ′ both act on the left as monodromy transformations on the blades ofMz0. If we identify
this blade set with∆/π ′, then π ′ is the stabilizer of the blade (β0, 1) = β ′0 = 1 · π ′, and π
transitively permutes the blades in β0 p−1 ∩Mz0.
Lemma 4.2. If γ ∈ π , then γβ ′0 = β ′0χz(γ ).
Proof. This boils down to recalling how Aut(Mz0) is identified with the normalizer in ∆
of π ′, modulo π ′. Indeed, if γ ∈ N∆(π ′), then γ acts on the right on ∆/π ′ via
x · π ′ → xγ · π ′, x ∈ ∆.
Since β ′0 has been identified with the coset 1 · π ′, we see that β ′0χz(γ ) = γπ ′ =
γ (1 · π ′) = γβ ′0. 
Using the above, we can determine how to explicitly calculate the value of χz(γ ),
γ ∈ π , as an element of the coefficient group Z . That is to say, if χz(γ ) → ζ ∈ Z ,
where β ′0χz(γ ) = β ′0lζ = (β0, ζ−1), our task is to explicitly calculate ζ in terms of γ .
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To do this, we write γ as a product of the generators s1, s2, s3 ∈ ∆, and recall that for all
blades β ofM,
si (β, ζ ) =


(aβ, ζ zβ) if i = 1
(bβ, ζ ) if i = 2
(cβ, ζ ) if i = 3.
The above then gives explicitly the element ζ ∈ Z , such that γβ ′0 = (β0, ζ−1). For
instance, if γ is the element (s2s1)m ∈ π , then





= (β0, zβ0 zbaβ0 z(ba)2β0 · · · z(ba)m−1β0).
Therefore, we infer that when γ = (s2s1)m
χz(γ ) = (zβ0 zbaβ0z(ba)2β0 · · · z(ba)m−1β0)−1.
In general, the value of χz(γ ) ∈ Z can be calculated as follows. First of all, let
W = 〈s2, s3〉 ≤ ∆, and note that any element γ ∈ ∆ can be expressed in the form
γ = wur ur−1 · · · u1, where w, s1ui ∈ W , i = 1, 2, . . . , r . We then have, for any blade β,
that
γ (β, ζ ) = (γβ, ζ zau1βzau2u1β · · · zaur ur−1 ···u1β).
In particular, if γ ∈ π , then
χz(γ ) = (zau1β0 zau2u1β0 · · · zaur ur−1···u1β0)−1
= zur ur−1···u1β0 · · · zu2u1β0 zu1β0,
where we recall that for any blade β, zaβ = z−1β .
Remark. Now assume that we have equivalent voltages z, z′ ∈ C(M; Z). We would like
to compare the values of the characteristic homomorphisms χz(γ ), χz′(γ ) ∈ Z . Thus, there
exists a mapping f : B → Z , constant-valued on vertices, such that for any blade β inM,
we have
f (β)z′β f (aβ)−1 = zβ .
Note that if 〈s2, s3〉 = W ≤ ∆, then for any blade β and for any element w ∈ W , we have
f (β) = f (wβ). Therefore, if the voltage z′ ∼ z is as above, then the above shows that if
γ ∈ π , then
χz′(γ ) = (z′au1β0 z′au2u1β0 · · · z′aur ur−1···u1β0)−1
= ( f (au1β0)zau1β0 f (u1β0)−1 f (au2u1β0)zau2u1β0 f (u2u1β0)−1
· · · f (aur ur−1 · · · u1β0)zaur ur−1···u1β0 f (ur ur−1 · · · u1β0)−1)−1.
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However, since s1ui ∈ W for all i = 1, 2, . . . , r , we have
f (β0) = f (au1β0)
f (u1β0) = f (au2u1β0),
f (u2u1β0) = f (au3u2u1β0),
...
f (ur−1 · · · u2u1β0) = f (aur ur−1 · · · u1β0),
f (ur ur−1 · · · u1β0) = f (wur ur−1 · · · u1β0) = f (γβ0) = f (β0).
Therefore, we conclude that
χz′(γ ) = ( f (β0)(zau1β0 zau2u1β0 · · · zaur ur−1···u1β0) f (β0)−1)−1
= f (β0)χz(γ ) f (β0)−1.
In conclusion, we see that if z, z′ ∈ C(M; Z) are equivalent, then the corresponding
characteristic homomorphisms χz , χz′ : π∞1 (M, β0) → Z differ only by an inner
automorphism of Z . In particular, if Z is an Abelian group of coefficients, then χz = χz′
whenever z ∼ z′.
4.1. Some categorical considerations
If G1, G2 are groups, we set [G1, G2] = Hom(G1, G2)/ ≈ where f ≈ f ′ : G1 → G2
if f , f ′ differ by an inner automorphism of G2. In other words, f ≈ f ′ if and only if there
exists g ∈ G2 such that for all x ∈ G1, f (x) = g−1 f ′(x)g. Of course, if G2 is an Abelian
group, then [G1, G2] = Hom(G1, G2), and hence is itself an Abelian group.
As we saw in the preceding section, if [z] is the equivalence class in D(M; Z)
determined by the voltage z ∈ C(M; Z) then [z] determines an element of
[π∞1 (M, β0), Z ]. Therefore, we have a mapping
χM : D(M; Z) → [π∞1 (M, β0), Z ], χM([z]) = χz
which is functorial in both M and Z . Put somewhat differently, we can interpret χ as a
natural transformation from the functor (M, β0) → D(M; Z) to the functor (M, β0) →
[π∞1 (M, β0), Z ]. That is, if φ : M → M′ is a morphism of maps, β0φ = β ′0, then the
diagram below commutes:
When we restrict our attention to a fixed Abelian coefficient group Z , then the above
can be read as a natural transformation between functors from the category Map∗ (maps
with distinguished blade) to the category Ab of Abelian groups.
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We proceed to show that ifM is a connected map, with fixed blade β0 and coefficient
group Z , then the mapping χM : D(M; Z) → [π∞1 (M, β0), Z ] is injective (cf. [11,
Theorem 4.3]). Thus, let [z], [z′] ∈ D(M; Z), and assume that χM([z]) = χM([z′])
in [π∞1 (M, β0), Z ]. Thus, there exists an element g ∈ Z such that χM([z]) =
g−1χM([z′])g. First of all, if τ = (w, ur , ur−1, . . . , u2, u1) is a sequence in ∆ such that
w, s1ui ∈ W = 〈s2, s3〉 ≤ ∆, i = 1, 2, . . . , r , we set
χz(τ ) = zur ur−1···u1β0 · · · zu2u1β0 zu1β0 ∈ Z .
For such a sequence τ we set |τ | = τ = wur ur−1 · · · u2u1 ∈ ∆. Next if β ∈ B , then
by connectivity there exists τ ∈ ∆ such that τ (β0) = β. We may factor τ as τ =
wur ur−1 . . . u2u1, w, s1ui ∈ W , i = 1, 2, . . . , r ; we set τ = (w, ur , ur−1, . . . , u2, u1)
and then set
f (β) = χz(τ )g−1χz′(τ )−1 ∈ Z .
We start by showing that f (β) is well defined. Thus, assume that
τ = (w, ur , ur−1, . . . , u2, u1), τ ′ = (w′, u′s, u′s−1, . . . , u′2, u′1),
w, w′, s1ui , s1u′j ∈ W , i = 1, 2, . . . , r , j = 1, 2, . . . , s, τ = |τ |, τ ′ = |τ ′| where
τ (β0) = τ ′(β0). We must show that
χz(τ
′)g−1χz′(τ ′)−1 = χz(τ )g−1χz′(τ )−1,
i.e., that
χz(τ )
−1χz(τ ′) = g−1χz′(τ )−1χz′(τ ′)g.
Since γ = τ−1τ ′ ∈ π∞(M, β0), we have by assumption χz(γ ) = g−1χz′(γ )g. Next we
have
τ−1τ ′ = u−11 · · · u−1r w−1w′u′s · · · u′1
= (u−11 s1)(s1u−12 s1) · · · (s1u−1r s1)(s1w−1w′)u′s · · · u′1













3 ···u−1r w−1w′u′s ···u′1β0
· · · z′
s1w−1w′u′s ···u′1β0χz
′(τ ′)g.
Using the fact that zs1β = z−1β , z′s1β = z′−1β , for all β ∈ B , together with the fact that




· · · z−1ur ···u1β0χz(τ ′) = g−1z′−1u1β0 z′−1u2u1β0 · · · z′−1ur ···u1β0χz′(τ ′)g,
i.e.,
χz(τ )
−1χz(τ ′) = g−1χz′(τ )−1χz′(τ ′)g,
and so f (β) ∈ Z is well defined. Note also that f is constant-valued on the vertices ofM.
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We continue with the proof that χM : D(M; Z) → [π∞1 (M, β0), Z ] is injective.
Thus, let β ∈ B , let τ (β0) = β, and write τ = wur · · · u2u1 as above. Again, set
τ = (w, ur , . . . , u2, u1), and set (s1, τ ) = (s1, w, ur , . . . , u2, u1). Note first that
χz′(s1, τ ) = z′s1wur ···u2u1β0 z′ur ···u2u1 · · · z′u1β0
= z′s1wur ···u2u1β0χz′(τ )
(with a similar result with the voltage z replacing z′). From this, it follows that
f (β)z′β f (s1β)−1 = χz(τ )g−1χz′(τ )−1z′βχz′(s1, τ )gχz(s1, τ )−1
= χz(τ )g−1χz′(τ )−1z′βz′s1βχz′(τ )gχz(s1, τ )−1
= χz(τ )χz(s1, τ )−1
= z−1s1β
= zβ,
proving that [z′] = [z], i.e., that χM : D(M; Z) → [π∞1 (M, β0), Z ] is injective.
In general, we cannot expect χM : D(M; Z) → [π∞1 (M, β0), Z ], to be surjective as
coveringsMz of M based on D(M; Z) are unramified over vertices, whereas those of
the form ∆/π∞1 (M, β0) = (∆/π∞1 (M, β0), s1, s2, s3) → M, σπ∞1 (M, β0) → σ(β0)
can indeed ramify over vertices. However, if the map M is uniform with respect to
vertices, say, with vertex valency l, then, the above recipe actually gives a mapping
χM : D(M; Z) → [π(∞,l)1 (M, β0), Z ], and the same proof shows that this mapping
is injective. We now show that it is surjective.
Thus, let θ ∈ Hom(π(∞, l)1 (M, β0), Z); we shall construct a voltage z ∈ D(M; Z)
such that χz and θ determine the same element of [π(∞,l)1 (M, β0), Z ]. For the fixed blade
β0, set v0 = [β0]V , the vertex in M determined by β0. Next, for each vertex v ∈ V ,
let φv = (v0, v1, . . . , vr = v) be a fixed path in the underlying graph of M from v0
to v. For each vertex v ∈ V , we fix a blade βv ∈ v with βv0 = β0 and fix an element
γv ∈ G = Mon(M) satisfying
(i) γv(β0) = βv;
(ii) γv = wur · · · u2u1, where w, s1u j ∈ W = 〈s2, s3〉, j = 1, 2, . . . , r .
Therefore, we see that u j · · · u2u1(β0) ∈ v j , j = 1, 2, . . . , r . Finally, for any blade β ∈ B ,
let v = [β]V and let wβ ∈ W satisfy β = wββv . It is important to note here that wβ ∈ W
is unique since W maps isomorphically to the dihedral subgroup 〈b, c〉 of the monodromy
group G and acts regularly on the blades of each vertex by uniformity. For any blade β ∈ B ,
we now set
γβ = wβγv ∈ G, zβ = θ(γ −1β s1γs1β).
It follows that if w ∈ W , then γwβ = wγβ for any β ∈ B . Finally, if γ ∈ π(∞,l)1 (M, β0),
then write γ = wur · · · u2u1, w, s1u j ∈ W , j = 1, 2, . . . , r . We have
χz(γ ) = zur ···u2u1β0 · · · zu2u1β0 zu1β0
= θ(γ −1ur ···u2u1β0s1γs1ur ···u2u1β0) · · · θ(γ −1u2u1β0s1γs1u2u1β0)θ(γ −1u1β0s1γs1u1β0)
= θ(γ −1ur ···u2u1β0s1γs1ur ···u2u1β0 · · · γ −1u2u1β0s1γs1u2u1β0γ −1u1β0s1γs1u1β0).
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Next, using the fact observed above that γs1u j ···u2u1β0 = s1u jγu j−1···u2u1β0 , γβ0 =
wγur ···u2u1β0 , we see that
χz(γ ) = θ(γ −1ur ···u2u1β0s1γs1ur ···u2u1β0 · · · γ −1u2u1β0s1γs1u2u1β0γ −1u1β0s1γs1u1β0)
= θ(γ −1β0 ws1(s1ur )s1(s1ur−1) · · · s1(s1u1)γβ0)
= θ(γ −1β0 wur · · · u2u1γβ0)
= θ(γ −1β0 γ γβ0)
= θ(γβ0)−1θ(γ )θ(γβ0),
proving that χz and θ determine the same element of [π(∞,l)1 (M, β0), Z ].
We summarize all of the above in the following theorem.
Theorem 4.3. For a fixed coefficient group Z,
(i) χ : D(−; Z) → [π∞1 (−), Z ] is an injective natural transformation between thefunctors M → D(M; Z) and M → [π∞1 (M, β0), Z ] from the category of
connected maps with base blade to the category of sets. If Z is an Abelian group,
then these functors map to the category of Abelian groups.
(ii) The functor χ : D(−; Z) → [π(∞,l)1 (−), Z ] is a natural equivalence between the
functorsM → D(M; Z) andM → [π(∞,l)1 (M, β0), Z ] from the subcategory of
connected maps, uniform with respect to vertices and having vertex valency l to the
category of sets. Again, if Z is an Abelian group, then these functors map to the
category of Abelian groups.
Finally, assume thatM is a uniform map with vertex valency l and face valency k. In
this case, we may define the fundamental group of M, relative to the fixed blade β0 by
π1(M, β0) = π(k,l)1 (M, β0).
One has the following version of Theorem 4.3 relative to cohomology, as defined in
Section 3:
Theorem 4.4 (Duality Theorem). For any coefficient group Z, the natural transformation
χ : H (−; Z) → [π1(−), Z ]
is a natural equivalence between the functors M → H (M; Z) and M →
[π1(M, β0), Z ] from the subcategory of uniform connected maps to the category of sets. If
Z is an Abelian group, then these functors map to the category of Abelian groups.
Proof. Both the injectivity and surjectivity of χM : H (M; Z) → [π1(M, β0), Z ] are
proved exactly as in the proof of Theorem 4.3. 
5. Homology and cohomology
We begin by reviewing the salient features of what shall be called oriented homology for
oriented maps. This was first defined for hypermaps, but over field coefficients by Machı`;
see [7]. Recall that an oriented map consists of a tripleM = (D, P, L), where P and L are
D.B. Surowski, W.C. Schroeder / European Journal of Combinatorics 24 (2003) 1003–1044 1021
permutations of D (applied on the left), and where L is an involution. Elements of D are
referred to as darts, and the group G generated by P and L is called the monodromy group
of the oriented mapM. Denote by [d]V , [d]E , [d]F the vertex, edge and face determined
by the dart d ∈ D. Thus
[d]V = 〈P〉-orbit of d in D,
[d]E = 〈L〉-orbit of d in D,
[d]F = 〈P L〉-orbit of d in D.
We let W be the free Abelian group on the set D of darts. Thus, W consists of func-
tions w : D → Z of finite support (automatically satisfied if D is finite), and with
pointwise addition. For each finite subset Y ⊆ D, we define the characteristic function
χY ∈ W by
χY (d) =
{
1 if d ∈ Y
0 if d /∈ Y.
If Y = {d}, for some d ∈ D, we often write χd in place of χ{d}. Thus, we see that W is
the free Abelian group with basis {χd | d ∈ D}. The monodromy group G = 〈P, L〉 acts
on D on the left and hence acts on W on the right via wg(d) = w(gd), w ∈ W , g ∈ G,
d ∈ D. For any subgroup H of G, we denote the subgroup of H -invariants in W by
W H = {w ∈ W | wh = w for all h ∈ H }.
We proceed to define an integral chain complex (C∗(M), ∂∗), functorial in M, as
follows. (For the necessary prerequisite material on homological algebra, the reader is
encouraged to consult Hilton and Stammbach’s text [2].) We set
C0(M) = W 〈P〉, C1(M) = W/W 〈L〉, C2(M) = W 〈P L〉.
Note that Ci (M), i = 0, 1, 2 are free Abelian groups of ranks equal to |V |, |E |, and |F |,
the numbers of vertices, edges and faces inM (at least when these numbers are finite).




(w(d ′) − w(Ld ′)) ∈ Z.
It is clear that (∂1w)(Pd) = (∂1w)(d) and so it follows that ∂1w ∈ W 〈P〉. Equivalently,
this same mapping can be defined in terms of the characteristic functions via
χd → χ[d]V − χ[Ld]V , d ∈ D.
Since w ∈ W 〈L〉 implies that ∂1w = 0, we see that ∂1 factors through W/W 〈L〉 = C1(M),
giving a map ∂1 : C1(M) → C0(M). The map ∂2 : C2(M) → C0(M) is even easier to
define. Here we just compose:
∂2 : C2(M) = W 〈P L〉 ↪→ W → W/W 〈L〉 = C1(M).
Finally, we show that ∂1∂2 = 0 : C2(M) → C0(M). Indeed, if w ∈ W 〈P L〉, then from
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wP(d ′) = 0.
The functoriality is as follows. Let M = (D, P, L), M′ = (D′, P ′, L ′) be oriented
maps, and let φ :M →M′ be a morphism. Let W, W ′ have the obvious definitions and





(In the above, if the above sum is empty, i.e., if d ′ is not in the image of φ, then we agree
that (wφ∗)(d ′) = 0.) Note that the above definition is equivalent to the stipulation that
χdφ∗ = χdφ .
Let φ : M → M′ be a morphism, where M = (D, P, L), M′ = (D′, P ′, L ′) are
oriented maps. Assuming for the moment that φ is surjective, it is easy to check that the
assignments P → P ′, L → L ′ determine a well-defined surjective homomorphism of



















from which it follows that (wg)φ∗ = (wφ∗)g′. In turn, it follows immediately from
this that if w ∈ W 〈P〉, W 〈L〉, or W 〈P L〉, respectively and if φ : M → M′ is a
surjective morphism, then wφ∗ ∈ W ′〈P ′ 〉, W ′〈L ′〉, or W ′〈P ′ L ′〉, respectively. In the event
that φ : M → M′ is not surjective, simply note that if d ′ /∈ im φ, then g′d ′ /∈ im φ
for all g′ ∈ Mon(M′) and so ((wφ∗)g′)(d ′) = wφ∗(g′d ′) = 0 = (wφ∗)(d ′). Therefore,
it follows that, whether or not φ : M → M′ is surjective, it is always the case that
if w ∈ W 〈P〉, W 〈L〉, or W 〈P L〉, respectively, then wφ∗ ∈ W ′〈P ′ 〉, W ′〈L ′〉, or W ′〈P ′ L ′〉,
respectively. From this it follows immediately that φ induces mappings
φ0 : C0(M) = W 〈P〉 → W ′〈P ′ 〉 = C0(M′),
φ1 : C1(M) = W/W 〈L〉 → W ′/W ′〈L ′〉 = C1(M′),
φ2 : C2(M) = W 〈P L〉 → W ′〈P ′ L ′〉 = C2(M′).
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To show that the above maps collectively define a morphism of chain complexes
C∗(M) → C∗(M′), we must show that φ∗ = (φi )i intertwines the boundary maps, i.e.,
that the diagrams below commute for i = 1, 2:

































d ′′∈[d ′]V ′
(wφ∗(d ′′) − wφ∗(L ′d ′′))
= ∂ ′1(wφ1)(d ′).
Therefore, one has the following result:
Proposition 5.1. The assignment M → C∗(M) from the category of oriented maps to
the category of integral chain complexes of Abelian groups is functorial.
In terms of the above, we can define the (integral) homology groups ofM via the usual
quotients:
H0(M) = coker(∂1), H1(M) = ker(∂1)/im(∂2), H2(M) = ker(∂2).
These assignments are functorial in that a morphism φ : M → M′ induces
homomorphisms Hi(φ) : Hi(M) → Hi(M′), i = 0, 1, 2.
In [5] the integral homology of oriented (hyper)maps was computed with the following
results:
1024 D.B. Surowski, W.C. Schroeder / European Journal of Combinatorics 24 (2003) 1003–1044
Theorem 5.2. Assume that the oriented mapM is connected. Then
1. H0(M) ∼= Z;
2. H1(M) ∼= Z2g (free Abelian of rank 2g), where g is the genus ofM; and
3. H2(M) ∼= Z ifM is finite, and H0(M) = 0 otherwise.
In order to develop a homology theory for not-necessarily-oriented maps, we proceed as
follows. LetM = (B, a, b, c) be a map, and let [β]V , [β]E , and [β]F be the corresponding
vertices, edges, and faces:
[β]V = 〈b, c〉-orbit of β in B,
[β]E = 〈a, c〉-orbit of β in B,
[β]F = 〈a, b〉-orbit of β in B.
Next, we define W exactly as above, viz., as the Abelian group of finitely-supported
functions B → Z with pointwise addition. Define the chain complex C∗(M) =
(Ci (M), ∂i )i ofM by setting
C0(M) = W 〈b,c〉, C1(M) = W 〈c〉/W 〈a,c〉, C2(M) = W 〈ab〉/W 〈a,b〉.
A moment’s thought reveals that these groups are free, of ranks equal to |V |, |E | and |F |,
respectively, exactly as in the oriented case.
We define the boundary maps as follows. First of all, if β ∈ B , let [β]V+ denote the




(w(β ′) − w(aβ ′)) ∈ Z.
Equivalently, this same mapping can be defined in terms of the characteristic functions via
χβ + χcβ → χ[β]V − χ[aβ]V , β ∈ B . Note that ∂1w ∈ W 〈b,c〉, given that w ∈ W 〈c〉.
Note that if also w ∈ W 〈a,c〉 then ∂1w = 0, and so ∂1 factors through W 〈c〉/W 〈a,c〉,
giving a map ∂1 : C1(M) → C0(M). For w ∈ W we set
∂2w = w + wc + W 〈a,c〉 ∈ W 〈c〉/W 〈a,c〉.
Note that if w ∈ W 〈a〉 ⊇ W 〈a,b〉, then w + wc ∈ W 〈a,c〉 and so we obtain a mapping
∂2 : C2(M) = W 〈ab〉/W 〈a,b〉 → W 〈c〉/W 〈a,c〉 = C1(M).
Lemma 5.3. We have ∂1∂2 = 0 : C2(M) → C0(M).
Proof. Let w ∈ W 〈ab〉, and let β ∈ B . Then using the fact that w ∈ W 〈ab〉 implies that













(w(β ′) + wc(β ′) − wb(β ′) − wbc(β ′))









Thus, (C∗(M), ∂∗) is a chain complex overM. As for oriented maps, this assignment
is functorial in that mappingsM → M′ induce mappings C∗(M) → C∗(M′) entirely
analogously with the above. That is, assume thatM = (B, a, c, b),M′ = (B ′, a′, b′, c′)
are maps and that φ : M → M′ is a morphism. If W , W ′ are the corresponding free
Abelian groups on the blade sets, then we have the induced mapping φ∗ : W → W ′, where





Arguing as in the oriented case, one checks that φ∗ : W → W ′ determines a morphism
φ∗ = (φi )i : C∗(M) → C∗(M′). Therefore, we obtain a functor from the category of
maps to the category of chain complexes of Abelian groups.
The corresponding homology groups ofM are defined from the chain complex in the
usual way:
H0(M) = coker(∂1), H1(M) = ker(∂1)/im(∂2), H2(M) = ker(∂2);
these satsify the expected functorial properties.
The connected map M = (B, a, b, c) is said to be orientable if the subgroup G+ =
〈ab, bc〉 acts in exactly two orbits on the blade set B ofM. If B+ is one of these orbits, then
we obtain the oriented mapM+ = (B+, bc, ac). In this case we can effect a comparison
between the homology ofM and the homology of the oriented mapM+ = (B+, bc, ac),
as follows. Define W+ to be the finitely-supported functions B+ → Z and define the chain
complex C+∗ (M) = C∗(M+) exactly as above. Thus,
C+0 (M) = W+〈bc〉, C+1 (M) = W+/W+〈ac〉, C2(M) = W+〈ab〉.




w(β) if β ∈ B+
0 if β /∈ B+.
Next define mappings θi : C+i (M) → Ci (M) as follows:
θ0 : C+0 (M) → C0(M): If w ∈ W+, define θ(w) = w + wc ∈ W 〈c〉. Note that
the restriction θ0 of θ to W+〈bc〉 maps W+〈bc〉 → W 〈bc,c〉 = W 〈b,c〉 giving
θ0 : C+0 (M) = W+〈bc〉 → W 〈b,c〉 = C0(M).
θ1 : C+1 (M) → C1(M): Note that W+〈ac〉 is in the kernel of the composition
W+ θ W 〈c〉 → W 〈c〉/W 〈a,c〉,
giving the mapping θ1 : C+1 (M) = W+/W+〈ac〉 → W 〈c〉/W 〈a,c〉 = C1(M).
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θ2 : C+2 (M) → C2(M): This is just the mapping
W+〈ab〉 ↪→ W 〈ab〉 → W 〈ab〉/W 〈a,b〉,
where the inclusion is detemined as above.
Since the vertices, edges, and faces of M+ are in bijective correspondence with the
vertices, edges and faces ofM, we have the following:
Lemma 5.4. The mappings θi : C+i (M) → Ci (M), i = 0, 1, 2, are isomorphisms.
In fact,
Lemma 5.5. The mappings θi : C+i (M) → Ci (M), i = 0, 1, 2, collectively define an
isomorphism of chain complexes θ∗ : C+∗ (M) → C∗(M).
Proof. We need only check that θ∗ intertwines the boundary maps of C+∗ (M) and C∗(M).
Thus, we denote by ∂+i : C+i (M) → C+i−1(M), i = 1, 2, the boundary mappings of the
chain complex C+∗ (M).
θ0∂
+
1 = ∂1θ1: If β ∈ B , we have
θ0∂
+








2 = ∂2θ2: This is clear, for if w ∈ C+2 (M) = W+〈ab〉, then
θ1∂
+
2 w = w + wc + W 〈a,c〉 = ∂2θ2. 
Corollary 5.5.1. IfM is orientable, then Hi(M) ∼= Hi(M+), i = 0, 1, 2. In particular,
H0(M) ∼= Z, H1(M) ∼= Z2g, and H2(M) ∼= Z ifM is finite, and H2(M) = 0 otherwise.
In case the orientable mapM is finite, we can say a bit more:
Theorem 5.6. LetM be a finite, connected, orientable map.
(1) H0(M) ∼= H2(M) ∼= Z and H1(M) is free Abelian of rank 2g, where g is the genus
ofM.










(a) [B+], [B−] both generate H2(M),
(b) [B+] = −[B−], and
(c) If σ ∈ Aut(M) is an orientation reversing automorphism, then H2(σ )[B+] =
[B−], and so H2(σ ) acts as −1 on H2(M).
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Proof. That [B+] generates H2(M) follows from the fact that the same element generates
H +2 (M), together with Corollary 5.5.1. The rest is trivial. 
In caseM is non-orientable, we have the following result.
Theorem 5.7. IfM is connected and non-orientable, then H0(M) ∼= Z and H2(M) = 0.
Proof. Proving that H0(M) ∼= Z can be handled exactly as in the oriented case. Namely,
consider the “augmentation map”  : C0(M) → Z, where if w ∈ C0(M) = W 〈b,c〉,
then we set (w) = ∑w(v), where the sum is over the vertices v of M, and where
w(v) = w(β), for any β ∈ v. Just as in [5, Lemma 3] one shows that the sequence
C1(M) ∂1→ C0(M) → Z → 0
is exact, proving that H0(M) ∼= Z.
We now consider H2(M). Let w + W 〈a,b〉 ∈ ker ∂2. Then w ∈ W 〈ab〉 and w + wc ∈
W 〈a,c〉, which forces
w + wc = wa + wac. (∗)
We shall show that, in fact, w ∈ W 〈a,b〉, and so w represents the 0-coset in C2(M). To
this end, let f be a face ofM and let β, aβ ∈ f . By non-orientability, there exists g ∈ G+
such that gβ = aβ. We may factor g as
g = xr yxr−1 y · · · x2yx1,
where each xi ∈ 〈ab〉 and where y = ac. We set n0 = w(β), n′0 = w(aβ). Our goal is to
show that n0 = n′0.
For i = 1, 2, . . . , r , set
ni = w(yxi yxi−1 · · · x2yx1β), n′i = w(ayxi yxi−1 · · · x2yx1β),
mi = w(cyxi yxi−1 · · · x2 yx1β), m′i = w(acyxi yxi−1 · · · x2 yx1β).
As a result of Eq. (∗), we have
ni − n′i = m′i − mi ,
for i = 1, 2, . . . , r . Note also that for i = 1, 2, . . . , r , we have
mi = n′i−1, m′i = ni−1.
To see this, note that
mi = w(cyxi yxi−1 · · · x2yx1β)
= w(axi yxi−1 · · · x2yx1β) (since y = ac)
= w(x−1i ayxi−1 · · · x2yx1β)
= wx−1i (ayxi−1 · · · x2yx1β)
= w(ayxi−1 · · · x2yx1β) (since w ∈ W 〈ab〉)
= n′i−1.
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Similarly, m′i = ni−1. Therefore,
ni − n′i = m′i − mi = ni−1 − n′i−1, i = 1, 2, . . . , r.
Next, we have
nr = w(yxr yxr−1 · · · x2yx1β) = w(ygβ) = w(yaβ) = w(cβ) = wc(β);
similarly, n′r = wac(β). Therefore, using (∗) we get
nr − n′r = wc(β) − wac(β) = wa(β) − w(β) = n′0 − n0,
and so
n′0 − n0 = nr − n′r = nr−1 − n′r−1 = · · · = n0 − n′0.
This implies 2n0 = 2n′0, which forces n0 = n′0. Therefore, w ∈ W 〈a,b〉, as claimed,
proving the theorem. 
5.1. Homology with coefficients
If M = (B, a, b, c) is a map, and if A is an (additive) Abelian group, we define the
chain complex of M with coefficients in A by setting C∗(M; A) = (Ci (M; A), ∂i )i ,
where Ci (M; A) = Ci (M) ⊗ A and ∂i = ∂i ⊗ 1 : Ci (M; A) = Ci (M) ⊗ A →
Ci−1(M; A) = Ci−1(M) ⊗ A. This is still a chain complex, whose homology groups
Hi(M; A) are defined as the homology of this chain complex. These homology groups
are functorial in both arguments in that if φ : M → M′ is a morphism, and if
α : A → A′ is an Abelian group homomorphism, then one has induced homomorphisms
Hi(φ, α) : Hi(M, A) → Hi(M′, A′), i = 0, 1, 2 satifying the usual properties.
The relationship between the integral homology and the homology with coefficients in
the Abelian group A of the map M is summarized via the universal coefficient theorem
(see [2, Theorem 2.5, p. 176]), given below.
Theorem 5.8. LetM be a map, and let A be an Abelian group.
(1) If i = 1, 2, then there is a natural split short exact sequence
0 Hi(M) ⊗Z A Hi(M; A) Tor(Hi−1(M), A) 0,
and,
(2) H0(M; A) ∼= H0(M) ⊗Z A.
Since H0(M) ∼= Z (hence is torsion free), we have the following:
Corollary 5.8.1. LetM be a map, and let A be an Abelian group. Then
(1) Hi(M; A) ∼= Hi(M) ⊗Z A, i = 0, 1, (natural isomorphisms) and
(2) H2(M; A) ∼= H2(M) ⊗Z A ⊕ Tor(H1(M); A).
If M is orientable, then the homology groups Hi(M) are all torsion free, and so we
have the following:
Corollary 5.8.2. Let M be an orientable map, and let A be an Abelian group. Then
Hi(M; A) ∼= Hi(M) ⊗Z A, i = 0, 1, 2.
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In order to compute H1(M), whereM is non-orientable, we first prove the following:
Proposition 5.9. LetM be finite, connected and non-orientable. Then H2(M; Z/2Z) ∼=
Z/2Z, and H2(M; Z/pZ) = 0, for any odd prime p.
Proof. We denote by 1 the non-zero element in Z/2Z. Let f1, f2, . . . , fr be the faces in
M, fix blades βi ∈ fi , i = 1, 2, . . . , r , and let f +i be the 〈ab〉-orbit of βi ∈ fi . Note that
if w ∈ W 〈ab〉 and if w is nowhere vanishing on fi , then either w is identically 1 on f +i , or
is identically 1 on f −i (where f −i = fi\ f +i ), or w is identically 1 on all of fi . Note that
modulo W 〈a,b〉, we may take w to be identically 0 on fi or to be identically 1 on f +i and
identically 0 on f −i . If the latter happens, we say that the element w + W 〈a,b〉 is supported
on fi , or that fi is in the support of w + W 〈a,b〉.
We claim that if w + W 〈a,b〉 is chosen so that every face is in its support, then
0 
= w + W 〈a,b〉 and w + W 〈a,b〉 ∈ ker ∂2 : C2(M; Z/2Z) → C1(M; Z/2Z). The first
assertion is clear, so we turn to the second. Thus, let e be an edge inM, say e is the 〈a, c〉-
orbit of the blade β ∈ B . Let f be the face containing β and let f ′ be the face containing cβ.
By the above, we may assume that w(β) = 1 and that w(aβ) = 0. By the same token, we
may assume that w(cβ) = 1 and that w(acβ) = 0. Therefore, we see that w+wc vanishes
on the edge e. Since e was arbitrary, we see that ∂2(w + W 〈a,b〉) = 0 ∈ C1(M; Z/2Z).
Next, we show that w + W 〈a,b〉 is the unique non-zero element of C2(M; Z/2Z)
in ker ∂2. This time, let u + W 〈a,b〉 ∈ ker ∂2, but where there exists a face f not in
the support of u. If β ∈ f , and if f ′ is the face containing cβ, then we conclude that
u(cβ) = c(acβ) = 0, as well, and so f ′ is not in the support of u, either. By connectivity,
we infer that u must be identically zero, proving that H2(M; Z/2Z) ∼= Z/2Z.
If p is an odd prime, one can argue exactly as in the proof of Theorem 5.7. 
Applying Corollary 5.8.1, we deduce the following:
Corollary 5.9.1. If M is non-orientable, then Tor(H1(M); Z/2Z) ∼= Z/2Z; if p is an
odd prime, Tor(H1(M); Z/pZ) = 0.
Finally, we have the following absolute (i.e., with coefficients in Z) and mod-2
homology of the non-orientable mapM:
Corollary 5.9.2. IfM is non-orientable of genus g, then
(1) H1(M; Z/2Z) ∼= (Z/2Z)g, and
(2) H1(M) ∼= (Z/2Z) ⊕ Z(g−1), where Z(g−1) is a free Abelian of rank g − 1.
Proof. The first statement follows immediately from the Hopf Trace Formula [10,
Theorem 4.7.6, p. 195]. The second statement follows from the fact that H1(M) is a
finitely-generated Abelian group and
Tor(H1(M); Z/pZ) ∼=
{
Z/2Z if p = 2
0 if p is odd. 
We shall require the following result:
Proposition 5.10. Let M be a map and let  : A → B be a surjective homomorphism.
Then the induced homomorphism in homology ∗ : H1(M; A) → H1(M; B) is surjective.
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Proof. This follows from the corresponding long exact sequence in homology. Namely, if
K = ker( : A → B), then the sequence below is exact:
· · · → H1(M; A) ∗→ H1(M; B) → H0(M; K ) → H0(M; A) → · · · .
Since H0(M; K ) → H0(M; A) is clearly injective, the result follows. 
5.2. Cohomology
In this section we define cohomology with coefficients and relate this to the construction
based on voltages modulo equivalence as used in the theory of principal derived maps.
IfM is a map, and if A is any Abelian group, define the Abelian groups
Ci (M; A) = HomZ(Ci (M), A), i = 0, 1, 2.
We thus obtain the “cochain complex”
C0(H; A) δ0→ C1(H; A) δ1→ C2(H; A),
where δ0 = Hom(∂1, 1A) : φ → φ ◦ ∂1 and δ1 = Hom(∂2, 1A) : φ → φ ◦ ∂2, in terms
of which one can define the cohomology of M with coefficients in A : H 0(M; A) =
ker(δ0), H 1(M; A) = ker(δ1)/im(δ0), H 2(M; A) = coker(δ1). Here, the functoriality is
as follows: if φ : M′ → M is a morphism, and if α : A → A′ is a homomorphism of
Abelian groups, then one has the associated homomorphisms H i(φ, α) : H i(M, A) →
H i(M′, A′), i = 0, 1, 2.
Let M be a map, and let A be an Abelian group. We recall the group C(M; A) of
voltages onM as in Section 3 and the quotient group D(M; A) = C(M; A)/ ∼, where
“∼” is voltage equivalence. Since A is an Abelian group, we can think of both C(M; A)
and D(M; A) as Abelian groups. Finally, note that the cohomology group H (M; A) of
M with coefficients in A is a subgroup of D(M; A).
A close scrutiny of the definitions reveals the following:
Proposition 5.11. If M is a map and A is an Abelian group, we have D(M; A) ∼=
C1(M; A)/δ0C0(M; A), and that H 1(M; A) ∼= H (M; A).
Next, we write Ci (M) = Ci (M; Z), D(M) = D(M; Z).
Lemma 5.12. LetM be a finite connected map. If A is an Abelian group, then
(1) Ci (M; A) ∼= Ci (M) ⊗Z A, i = 0, 1, 2;
(2) D(M; A) ∼= D(M) ⊗Z A;
(3) D(M) ∼= C1(M)/δ0C0(M) is free of rank |E | − |V | + 1.
Proof. (1) For any Abelian group A′, there is a natural homomorphism
HomZ(A′,Z) ⊗ A → HomZ(A′, A)
given by f ⊗ a → (a′ → f (a′)a ∈ A), where f ∈ HomZ(A′,Z), a ∈ A and a′ ∈ A′. If
A′ is finitely generated and free, this is easily seen to be an isomorphism, so we obtain (1)
by taking A′ = Ci (M), i = 0, 1, 2.
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(2) follows from Proposition 5.11, part(1) of the above, together with the fact that tensor
product commutes with cokernels.
To prove (3), note first that we have the exact sequence
C1(M) ∂1→ C0(M) → Z → 0;
as the functor HomZ(−; A) is left exact, we obtain the exact sequence
0 → A ∗→ C0(M; A) δ0→ C1(M; A),
where ∗ = Hom(, 1A) : A ∼= HomZ(Z, A) → C0(M; A). In particular, taking A = Z
we see that rank δ0C0(M) = |V | − 1. Therefore the free part of C1(M)/δ0C0(M) has
rank
k = rank C1(M) − rank C0(M) + 1 = |E | − |V | + 1.
If C1(M)/δ0C0(M) has p-torsion for some prime p, and if Z p is a cyclic group of order
p, then
|C1(M)/δ0C0(M) ⊗ Z p| > pk .
On the other hand, by (2), together with Proposition 5.11, we have
C1(M)/δ0C0(M) ⊗ Z p ∼= C1(M; Z p)/δ0C0(M; Z p),
and the right-hand side has order pk as ker(δ0 : C0(M; Z p) → C1(M; Z p)) ∼= Z p . Thus
C1(M)/δ0C0(M) is torsion-free; being finitely generated it must be free. 
As a result of Lemma 5.12, part(1), we may deduce the following analogue
of Theorem 5.8, giving the corresponding coefficient theorem for cohomology [2,
Theorem 2.5, p. 176].
Theorem 5.13. LetM be a finite connected map, and let A be an Abelian group.
(1) If i = 0, 1, then there is a natural split short exact sequence:
0 → H i(M; Z) ⊗ A → H i(M; A) → Tor(H i+1(M; Z), A) → 0, and
(2) H 2(M; A) ∼= H 2(M; Z) ⊗ A.
We should point out that the cohomology groups H i(M; A) can be deduced from the
homology groups via the following universal coefficient theorem [2, Theorem 3.3, p. 179],
as follows:
Theorem 5.14. LetM be a map and let A be an Abelian group.
(1) If i = 1, 2, then there is a natural split short exact sequence:
0 Ext(Hi−1(M), A) H i(M; A) δ Hom(Hi(M), A) 0.
(2) H 0(M; A) ∼= Hom(H0(M); A).
Thus, the above tells us to what extent cohomology is the dual of homology.
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Corollary 5.14.1. LetM be a connected map and let A be an Abelian group.
(1) IfM is orientable, H i(M; A) ∼= Hom(Hi(M), A), i = 0, 1, 2, and
(2) if M is non-orientable, then H i(M; A) ∼= Hom(Hi(M), A), if i = 0, 1, and
H 2(M; A) ∼= Ext(Z2, A).
5.3. The fundamental triangle
In this final subsection, we shall determine, for a uniform map M = (B, a, b, c) a
fundamental relationship relating homology, cohomology, and the fundamental group of
M. Our starting point shall be to construct a homomorphism h : π1(M, β0) → H1(M)
such that the following triangle commutes for any Abelian group A:
In the above, δ : H 1(M; A) → Hom(H1(M), A) is the “evaluation map” of
Theorem 5.14, χ is the mapping [z] → χz , and Hom(h, 1A) : Hom(H1(M), A) →
Hom(π1(M, β0), A) is induced by h : π1(M, β0) → H1(M).
We now proceed to define h : π1(M, β0) → H1(M). Thus, we continue to assume
that M is uniform with vertex valency l and face valency k, and set ∆ = ∆(k, l). If
γ ∈ π1(M, β0), we write γ as we did in Section 4, viz., as γ = wur · · · u2u1, where




(χu j ···u2u1β0 + χs3u j ···u2u1β0) + W 〈a,c〉 ∈ W 〈c〉/W 〈a,c〉.
Note first that the above determines an element of H1(M), for
∂1h(γ ) = ∂1
r∑
j=1




(χ[u j ···u2u1β0]V − χ[s1u j ···u2u1β0]V + χ[s3u j ···u2u1β0]V








(χ[u j ···u2u1β0]V − χ[u j−1···u2u1β0]V ) = 0.
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To show that the above expression is independent of the particular factorization, it
suffices to show that if also
γ ′ = wur · · · ut uut−1 · · · u2u1,




2 if i = j or if {i, j} = {1, 3}
k if {i, j} = {1, 2}
l if {i, j} = {2, 3},
then h(γ ′) = h(γ ). Clearly, we have h(γ ′) = h(γ ) whenever {i, j} ⊆ {2, 3}. Next, if





(χu j ···u2u1β0 + χs3u j ···u2u1β0)
+χs1s3ut−1···u2u1β0 + χs1ut−1···u2u1β0








(χu j ···u2u1β0 + χs3u j ···u2u1β0)




(χu j ···u2u1β0 + χs3u j ···u2u1β0) + an element of W 〈a,c〉,
and so it follows that h(γ ′) = h(γ ). Finally, if u = (s1s2)k , then













(χu j ···u2u1β0 + χs3u j ···u2u1β0)












(χu j ···u2u1β0 + χs3u j ···u2u1β0) + ∂2χ[β]F+ ,
so, again, we have that h(γ ′) = h(γ ). This completes the proof that h : π1(M, β0) →
H1(M) is well defined.
Finally, we prove that h is a homomorphism. Thus, let
γ = wur · · · u2u1, γ ′ = w′u′s · · · u′2u′1,
where w,w′, s1ui , s1u′j ∈ 〈s2, s3〉, i = 1, 2, . . . , r, j = 1, 2, . . . , s. We have
h(γ γ ′) =
s∑
j=1












(χui ···u2u1β0 + χs3ui ···u2u1β0)
= h(γ ) + h(γ ′).
We now have the following fundamental result.
Theorem 5.15. LetM be a uniform map with vertex valency l and face valency k. Fix a
blade β0 inM and let h : π1(M, β0) → H1(M) be the above homomorphism.
(1) h is natural in that given a morphism φ : M → M′ of maps, where M′ uniform
and where β ′0 = β0φ, then the following diagram commutes:
(2) For any Abelian group A, we have a commutative triangle
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Proof. (1) is obvious. For (2), note that any element of H1(M) ⊆ W 〈c〉/W 〈a,c〉 is of the
form ∑
β∈B
nβ(χβ + χcβ) + W 〈a,c〉,
where each nβ ∈ Z and only finitely many nβ 
= 0. If ζ = [z] ∈ H 1(M; A), then the










Therefore, if γ = wur · · · u2u1 ∈ π1(M, β0),w, s1u j ∈ 〈s2, s3〉, j = 1, 2, . . . , r , then,
Hom(h, 1A) ◦ δ(ζ )(γ ) = δ(ζ )(h(γ )) =
r∑
j=1
zu j . . .u2u1β0 = χz(γ ),
proving the theorem. 
Corollary 5.15.1. IfM is a finite uniform map, then π1(M, β0)/π1(M, β0)′ ∼= H1(M).
Proof. In the triangle of Theorem 5.15, part(2), we have that χ and δ are isomorphisms
for any Abelian group A, and so we have an isomorphism
Hom(h, 1A) : Hom(H1(M), A)
∼=→ Hom(π1(M, β0), A),
for any Abelian group A. Since M is finite, π1(M, β0) has finite index in the finitely-
generated group ∆ = ∆(k, l) (where k, l are, respectively the face and vertex valencies
of M). Using, e.g., [9, Theorem 11.24, p. 258], we infer that π1(M, β0) is also
finitely generated. It is now routine to infer that h : π1(M, β0) → H1(M) induces an
isomorphism π1(M, β0)/π1(M, β0)′ ∼= H1(M). 
6. Connectivity of principal derived maps
In this and the next section we shall apply the results of the previous section to the study
of principal derived mapsMz , whereM is a finite regular map, and where z ∈ C(M; A),
and where A is an (additive) Abelian group (usually assumed to be finite). The present
section takes up the issue of connectivity of Mz; Section 7 will address the regularity
ofMz .
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Let A be an Abelian group and apply Proposition 5.11 to identify D(M; A) with
C1(M; A)/δ0(M; A). We thereby obtain the mapping
D(M; A) δ1 C2(M; A) = Hom(C2(M), A);
since δ1 D(M; A) kills H2(M) ⊆ C2(M), then δ1 induces a mapping
D(M; A) Hom(C2(M)/H2(M), A).
We shall continue to denote the above mapping by δ1.
Theorem 6.1. Assume thatM is a connected map, and let A be an Abelian group.
(1) IfM is orientable, then δ1 : D(M; A) → Hom(C2(M)/H2(M), A) is surjective.
(2) IfM is non-orientable, then
coker(δ1 : D(M; A) → Hom(C2(M)/H2(M), A)) ∼= Ext(Z2, A).
Proof. Assume first thatM is orientable. We have the short exact sequence
0 C2(M)/H2(M) C1(M) C1(M)/∂1C2(M) 0.
From the chain isomorphism C+∗ (M) ∼= C∗(M), we infer that
C1(M)/∂2C2(M) ∼= C+1 (M)/∂+2 C+2 (M);
from [5, Proposition 5(i)], C+1 (M)/∂+2 C+2 (M) is free, and hence so is C1(M)/∂2C2(M).
Therefore, the above short exact sequence splits, from which it follows that
Hom(C1(M), A) Hom(C2(M)/H2(M), A)
is surjective, proving (1). IfM is non-orientable, then H2(M) = 0 and so, by definition,
coker(ηA : D(M; A) → Hom(C2(M)/H2(M), A)) ∼= H 2(M; A).
Now apply part(2) of Corollary 5.14.1 to finish the proof. 
For the remainder of this subsection, we shall assume that the base mapM is regular,
with vertex valency l and face valency k. Inside∆(∞, l) we have the orbifold fundamental
group π(∞,l)1 (M, β0) which is defined as the stabilizer in ∆(∞, l) of β0. Since M is
regular, we infer easily that for any blade β of M, π(∞,l)1 (M, β0) = π(∞,l)1 (M, β).
If Rk is the normal closure in ∆(∞, l) of the element (s1s2)k , then it is clear that
Rk ≤ π(∞,l)1 (M, β0); furthermore, there is a short exact sequence of groups
1 Rk π(∞,l)1 (M, β0) π1(M, β0) 1.
Note that if ζ = [z] ∈ D(M; A), then as all vertices ofM have valency l, the characteristic
homomorphism χz : π∞1 (M, β0) → A factors through the orbifold fundamental group
π
(∞,l)
1 (M, β0). We continue to denote this mapping as
χz : π(∞,l)1 (M, β0) → A,
where we note that this mapping is surjective if and only ifMz is connected.
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Lemma 6.2. Let ζ = [z] ∈ D(M; A), where A is an Abelian group. If χz :
π
(∞,l)
1 (M, β) → A is the characteristic homomorphism, then im δ1(ζ ) = χz(Rk) ⊆ A.
Proof. First of all, one computes that if χ[β0]F+ is the characteristic function on the
oriented face inM containing β0, then








On the other hand, we have seen that χz((s1s2)k) is given by
χz((s1s2)
k) = zabβ0 + z(ab)2β0 + · · · + z(ab)kβ0 ∈ A.
Therefore, we see that
δ1(ζ )(χ[β0]F+ ) = χz((s1s2)k).
Note that if β ∈ B is any other blade inM, then by regularity there exists φ ∈ Aut(M)
such that β0φ = β. Therefore,
δ1(ζ )(χ[β]F+ ) = δ1(ζ )(χ[β0φ]F+ )
= δ1(ζ )(χ[β0]F+ φ∗)
= δ1(φ∗ζ )(χ[β0]F+ ),
from which we conclude that im(δ1(ζ )) is generated by the images in A of
δ1(φ∗ζ )(χ[β0]F+ ), where φ ranges over Aut(M). On the other hand, again using regularity,
for each g ∈ G = Mon(M), there exists a unique g′ ∈ Aut(M) such that gβ0 = β0g′.
Next, let γ = wur · · · u2u1 ∈ π(∞,l)1 (M, β0), where w, s1u j ∈ 〈s2, s3〉, j = 1, 2, . . . , k,
and let s ∈ {s1, s2, s3}. We shall show that χz(sγ s) = χs ′∗z(γ ), which will clearly prove
the lemma. Note first that if s = s2, s3 then one has that
χz(sγ s) = zu1sβ0 + zu2u1sβ0 + · · · + zur ···u2u1sβ0
= zu1β0s ′ + zu2u1β0s ′ + · · · + zur ···u2u1β0s ′
= (s′∗z)u1β0 + (s′∗z)u2u1β0 + · · · + (s′∗z)ur ···u2u1β0
= χs ′∗z(γ ).
If s = s1, we have
χz(sγ s) = zs1β0 + zu1s1β0 + zu2u1s1β0 + · · · + zur ···u2u1s1β0 + zs1wur ···u2u1s1β0
= (s′∗1 z)β0 + (s′∗1 z)u1β0 + (s′∗1 z)u2u1β0 + · · · + (s′∗1 z)ur ···u2u1β0
+ (s′∗1 z)s1wur ···u2u1β0
= (s′∗1 z)β0 + (s′∗1 z)u1β0 + (s′∗1 z)u2u1β0 + · · · + (s′∗1 z)ur ···u2u1β0 + (s′∗1 z)s1β0
= (s′∗1 z)β0 + (s′∗1 z)u1β0 + (s′∗1 z)u2u1β0 + · · · + (s′∗1 z)ur ···u2u1β0 − (s′∗1 z)β0
= (s′∗1 z)u1β0 + (s′∗1 z)u2u1β0 + · · · + (s′∗1 z)ur ···u2u1β0
= χs ′∗1 z(γ ). 
1038 D.B. Surowski, W.C. Schroeder / European Journal of Combinatorics 24 (2003) 1003–1044
Now let ζ = [z] ∈ D(M; A) and set A0 = im δ1(ζ ) ⊆ A. If 0 : A → A/A0,
then δ1(ζ 0∗) = 0 ∈ Hom(C2(M)/H2(M), A/A0); since H 1(M; A/A0) = ker(δ1 :
D(M; A/A0) → Hom(C2(M)/H2(M), A/A0)), we infer that ζ 0∗ ∈ H 1(M; A/A0).
By duality, this gives the homomorphism δ(ζ 0∗) : H1(M) → A/A0.
The following is our main connectivity criterion for regular maps.
Theorem 6.3. Let M be a regular map, let A be an Abelian group, and let ζ = [z] ∈
D(M; A). If A0 = im δ1(ζ ) ⊆ A, and if 0 : A → A/A0 is the projection map, thenMz
is connected if and only if the homomorphism
δ(ζ 0∗) : H1(M) A/A0
is surjective.
Proof. We have a commutative diagram (with short exact rows) of the form:
By Lemma 6.2, χz : Rk → A0 is surjective; therefore, one infers that χz :
π
(∞,l)
1 (M, β0) → A is surjective if and only if χz0∗ : π1(M, β0) → A/A0 is
surjective. Using the commutative triangle of Theorem 5.15, part(2), we see that χz0∗ :
π1(M, β0) → A/A0 is surjective if and only if δ(ζ 0∗) : H1(M) → A/A0 is
surjective. 
We conclude this section by applying Theorem 6.3 to totally ramified coverings of the
connected regular algebraic mapM. Recall that by Theorem 4.1 any coveringM′ →M
can be factored uniquely as M′ → Mun → M, where Mun → M is an unramified
covering.
Lemma 6.4. LetM be a connected regular map and let ζ = [z] ∈ D(M; A), where A is
an Abelian group. ThenMz is connected and the coveringMz → M is totally ramified
if and only if δ1(ζ ) : C2(M)/H2(M) → A is surjective.
Proof. Assume thatMz is connected and that the coveringMz →M is totally ramified.
Let A0 = im δ1(ζ ) ⊆ A and let  : A → A/A0 be the projection. Note that ζ ∗ ∈ ker(δ1 :
D(M; A/A0) → Hom(C2(M)/H2(M), A/A0)) = H 1(M; A/A0) and soMz∗ →M
is unramified. Since we have a factorizationMz →Mz0 →M we see that ifMz →M
is totally ramified, then we must have A0 = A, i.e., that δ1(ζ ) : C2(M)/H2(M) → A is
surjective. Conversely, assume that δ1(ζ ) : C2(M)/H2(M) → A is surjective. Then
by Theorem 6.3 we already know that Mz is connected. Next, note that a factorization
of Mz → M must be of the form Mz → Mz0 → M for some epimorphism of
the form 0 : A → A/A0. If Mz∗ → M is unramified, then ζ ∗ ∈ H 1(M; A/A0);
since Mz∗ is connected (being mapped surjectively onto by Mz), we infer that
χz∗ : π1(M, β0) → A/A0 is surjective, which by the above commutative ladder together
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with Lemma 6.2 shows that im δ1(ζ ) ⊆ A0. Thus, A0 = 0 and so Mz → M is
totally ramified. 
7. Regularity of principal derived maps
In this section, we use the results of the preceding sections to explicitly construct
connected principal derived maps of a given finite orientable map M, regular when M
is. Finally, we shall give a parametrization of unramified coverings of the finite regular
orientable mapM by connected regular maps.
7.1. Explicit constructions and Macbeath’s theorem
The starting point in this subsection is the fundamental commutative triangle of
Theorem 5.15, using as group of coefficients H1(M; A), where A is, for the moment,
an arbitrary Abelian group:
We note that by Corollary 5.14.1 part(1), δ is an isomorphism. Next, applying
Theorem 5.13, part(1), we have H 1(M; H1(M; A)) ∼= H 1(M; Z) ⊗ H1(M; A), and so
we can express the above commutative triangle as follows:
Therefore, if η ∈ H 1(M; Z), cA ∈ H1(M; A), we have
δ(η ⊗ cA) = (c → η(c)cA ∈ H1(M; A)), c ∈ H1(M).
Since δ is an isomorphism, we may identify H 1(M; Z) ⊗ H1(M; A) with
Hom(H1(M), H1(M; A)) via δ and write
(η ⊗ cA)(c) = η(c)cA ∈ H1(M; A), cA ∈ H1(M; A), c ∈ H1(M).
Now let A = Zn with quotient map  : Z → Zn and corresponding element
∗ ∈ Hom(H1(M), H1(M; Zn)).
Note that by Proposition 5.10, ∗ : H1(M) → H1(M; Zn) is surjective. Applying again
Corollary 5.14.1, part(1), we have that H 1(M; Z) ∼= Hom(H1(M),Z) ∼= Z2g ; therefore,
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there exist dual Z-bases {η1, . . . , η2g}, and {c1, . . . , c2g} of H 1(M; Z) and H1(M),




ηi ⊗ ∗(ci ) ∈ H 1(M; Z) ⊗ H1(M; Z).
Therefore,
δ(ζ )(c j ) =
2g∑
i=1
ηi (c j )∗(c j ) = ∗(c j ),
which is to say that δ(ζ ) = ∗. Therefore, χ(ζ ) = ∗ ◦ h, which is a surjective mapping
π1(M, β0) → H1(M; Zn). As a result, we see that if ζ = [z] ∈ H 1(M; H1(M; Zn)),
then the principal derived mapMz is connected.
Finally, we shall show that every automorphism ofM lifts to the connected mapMz .
Thus, let φ ∈ Aut(M). We set φ∗ = H1(φ) : H1(M) → H1(M); by Corollary 5.8.1
we may identify H1(M; Zn) with H1(M) ⊗ Zn , producing the automorphism φ∗ ⊗
1Zn : H1(M; Zn) → H1(M; Zn). Furthermore, the mapping φ → φ∗ ⊗ 1Zn defines
a homomorphism α : Aut(M) → Aut(H1(M; Zn)). Therefore, the lifting criterion
φ∗ζ = ζα(φ)∗ can be expressed by saying that ζ is a fixed point of H 1(φ, α(φ)−1).
However, from the natural isomorphisms
H 1(M; H1(M; Zn)) δ→ Hom(H1(M), H1(M; Zn))
→ Hom(H1(M), H1(M) ⊗ Zn),
we see that ζ being a fixed point of H 1(φ, α(φ)−1) is equivalent with δ(ζ ) being a fixed
point of Hom(H1(φ), H1(φ−1) ⊗ 1Zn ) = Hom(φ∗, φ−1∗ ⊗ 1Zn ). In turn, as δ(ζ ) = ∗, we
see that this latter condition translates into the condition that ∗φ∗ = (φ∗ ⊗ 1Zn )∗. But
∗φ∗ = (1H1(M) ⊗ )φ∗ = φ∗ ⊗  = (φ∗ ⊗ 1Zn )(1H1(M) ⊗ ) = (φ∗ ⊗ 1Zn )∗,
and so the result follows.
From the above work we extract a few results of interest. Note first that given that the
orientable map M has Euler characteristic 2 − 2g, then the connected principal derived
mapMz constructed above has Euler characteristic 2gn(2 − 2g). Furthermore, this map is
regular:
Theorem 7.1. Let M be a regular orientable map of Euler characteristic 2 − 2g and
genus g. Then for each positive integer n, there is a regular connected map of Euler
characteristic 2gn(2 − 2g) coveringM.
It is well known that every orientable map of genus g ≥ 2 has at most 168(g − 1)
automorphisms; maps realizing this upper bound are called extremal. A very important
extremal regular map is the one having genus 3 and automorphism group PGL2(7).
Because of the above, we conclude easily that if M is extremal, so is Mz , where
ζ = [z] ∈ H 1(M; H1(M; Zn)) as constructed above. Thus, we have Macbeath’s theorem
[6] (see also [12]):
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Theorem 7.2. There are infinitely many extremal maps.
7.2. Bifunctors and representation theory
In this subsection, we shall determine a parametrization of unramified coverings of the
regular orientable algebraic mapM (by connected regular maps) using the representation
theory of Aut(M) on the first integral homology group H1(M). We shall conclude with
a few remarks concerning the difficulties inherent in parametrizations of more general
coverings.
Recall that in Section 3 we noted that the Z -valued voltages (modulo equivalence) on
M defined a bifunctor
D : Map × Group Set;
furthermore, when α : Aut(M) → Aut(Z) is a homomorphism, then one has the
α-isotypical voltage classes D(M; Z)α consisting of ζ ∈ D(M; Z) such that
D(φ, α(φ)−1)(ζ ) = φ∗ζ(φ)−1∗ = ζ . If Z = A is an Abelian group, then D(M; A)
becomes a left Aut(M)-module, and the α-isotypical voltage classes are the Aut(M)-
invariants in D(M; A).
Other important examples of bifunctors Map × AbGroup → AbGroup include
(i) (M, A) → H1(M; A);
(ii) (M, A) → H 1(M; A);
(iii) (M, A) → Hom(H1(M), A);
(iv) (M, A) → Hom(C2(M)/H2(M), A);
(v) (M, A) → D(M; A).
A few general remarks concerning this situation should help in what follows. Let
H : Map × Group Set
be a bifunctor. If Z is a group, and if α : Aut(M) → Aut(Z) gives an action of Aut(M)
on Z , define the set of α-isotypicalH-voltage classes by setting
H(M; Z)α = {ζ ∈ H(M; Z) | H(φ, α(φ)−1)(ζ ) = ζ for all φ ∈ Aut(M)}.
Thus, we see that via α, H(M; Z) admits a left action by Aut(M) via φ : ζ →
H(φ, α(φ)−1)(ζ ), φ ∈ Aut(M), and so H(M; Z)α is simply the set of Aut(M)-fixed
points relative to this action.
The utility of this formalism is the following. If H′ : Map × Group Set is another
bifunctor, and if η : H → H′ is a natural transformation of bifunctors, then for any map
M, any coefficient group Z , and any homomorphism α : Aut(M) → Aut(Z), ηM,Z maps
H(M; Z)α toH′(M; Z)α. If η : H
∼=→ H′ is a natural equivalence of bifunctors, then one
obtains an isomorphism
ηM,Z : H(M; Z)α
∼= H′(M; Z)α.
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In particular, ifM is orientable, then by Theorem 5.14 and Corollary 5.14.1, we have
that for any homomorphism α : Aut(M) → Aut(A), where A is an Abelian group, the
above discussion guarantees that
δ : H 1(M; A)α
∼= Hom(H1(M), A)α. (∗)
Indeed, enroute to proving Macbeath’s theorem (Theorem 7.2), we already used the above
isomorphism with A = H1(M; Zn) and where δ(ζ ) = ∗ ∈ Hom(H1(M), H1(M; Zn))α,
where α is just the action of Aut(M) induced in homology, i.e., α(φ) = φ∗ ⊗ 1Zn .
Finally, notice that if A is an Aut(M)-module via the action α : Aut(M) → Aut(A),
then an element θ ∈ Hom(H1(M), A)α is nothing more than an Aut(M)-module
homomorphism H1(M) → A.
This having been observed, we can summarize our findings as follows.
Theorem 7.3. Let M be a regular orientable map, and let A be an Abelian group. Let
ζ = [z] ∈ H 1(M; A), and set θ = δ(ζ ) : H1(M) → A. Then Mz is connected and
regular if and only if θ : H1(M) → A is a surjective Aut(M)-module homomorphism
for some Aut(M)-module structure on A.
Proof. Noting that δ1(z) = 0, we may apply Theorem 6.3 to infer thatMz is connected
if and only if θ is surjective. If Mz is connected, then by Corollary 3.8.1 Mz is regular
if and only if ζ ∈ H 1(M; A)α for some α : Aut(M) → Aut(A) (which induces an
Aut(M)-module structure on A). Using (∗), we see that this happens if and only if θ ∈
Hom(H1(M), A)α , which is to say that θ is a surjective Aut(M)-module homomorphism.
The above allows us to classify all unramified coveringsM′ →M ofM by connected
regular maps M′ and having an Abelian group of covering transformations. (A similar
parametrization was obtained in the context of graphs in [8].)
Theorem 7.4. LetM be a regular orientable map.
1. Let A be an Abelian group. Then the following sets are in bijective correspondence:
(i) the set of ∼=M-isomorphism classes of unramified coveringsM′ →M by con-
nected regular maps having group of covering transformations A(M′/M) ∼= A,
and
(ii) the set of Aut(M)-submodules M of the first homology group H1(M) such that
H1(M)/M ∼= A.
2. There is a bijective correspondence between
(i) the set of ∼=M-isomorphism classes of unramified coverings M′ → M
by connected regular maps and having an Abelian group of covering
transformations, and
(ii) the set of Aut(M)-submodules of the first homology group H1(M).
Proof. Note first of all that by Theorem 3.1 such covering maps are of the formMz for
some voltage z ∈ C(M; A), and where [z] ∈ H 1(M; A). The correspondence in question
is given by
Mz → ker(δ(ζ ) : H1(M) → A).
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Note that every Aut(M)-submodule of H1(M) corresponds to some principal derived map
Mz : if M ⊆ H1(M) is an Aut(M)-submodule, let A = H1(M)/M , with projection
map θ ∈ Hom(H1(M); A) and take ζ = δ−1(θ). Since θ is an Aut(M)-module
homomorphism, θ ∈ Hom(H1(M); A)α for some α : Aut(M) → Aut(A) forcing
ζ ∈ Hom(H1(M); A)α, as well. Thus,Mz so constructed is connected and regular.
Assume now that ζ = [z], ζ ′ = [z′] ∈ H 1(M; A) and thatMz ∼=MMz′ . AsMz ,Mz′
are connected, apply Proposition 3.4 and obtain that for some automorphism γ ∈ Aut(A),
ζ ′ = ζγ∗. But then it is clear that δ(ζ ′) = δ(ζ )γ∗ : H1(M) → A; this obviously has the
same kernel as does δ(ζ ).
Conversely, let ζ = [z], ζ = [z′] ∈ H 1(M; Z), let θ = δ(ζ ), θ ′ = δ(ζ ′) : H1(M) →
A, such that ker θ = ker θ ′. If one defines γ : A → A by setting θ(c)γ = θ ′(c), where
c ∈ H1(M), it is routine to verify that γ is a well-defined Aut(M)-module automorphism
and that θγ = θ ′. Therefore, it follows immediately that ζ ′ = ζγ∗ from which it follows
(Theorem 3.3) thatMz ∼=MMz′ , which finishes the proof. 
Therefore we see that the classification of the unramified coveringsM′ → M of the
regular orientable mapM by regular mapsM′ is intimately related to the representation
theory of Aut(M) on the integral first homology group ofM.
At the other extreme, one might enquire as to the existence of a similar parametrization
of totally ramified coverings by regular maps of the regular orientable mapM, based on
the surjection
δ1 : D(M; A) → Hom(C2(M)/H2(M), A).
However, this is quite a bit more subtle; whereas for any action α : Aut(M) → Aut(A)
we have the induced homomorphism of α-invariants
δ1 : D(M; A)α → Hom(C2(M)/H2(M), A)α,
it need not follow that this homomorphism is surjective. The complete investigation of this
question would involve the group cohomology of the automorphism group Aut(M) (with
coefficients in H 1(M; A)); see [1, Proposition 6.1, (ii′)], taking us well outside the scope
of the present analysis.
The issue here is whether, for a given action of M on the coefficient group A, an
Aut(M)-module homomorphism θ : C2(M)/H2(M) → A is covered by an isotypical
voltage class in D(M; A). In the companion paper, we shall show that there are
two particularly commonly-occurring choices for θ (the so-called Steinberg and Accola
homomorphisms), and the question becomes that of finding all α-isotypical preimages
of θ .
Note, finally, that in [4, 5] the above difficulties did not exist, since the Platonic maps
having genus 0 guaranteed that in this case
δ1 : D(M; A) ∼=→ Hom(C2(M)/H2(M), A),
forcing the submodules of α-equivariants also to be isomorphic.
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8. Conclusion
This paper has attempted to provide a conceptual foundation through which coverings
of algebraic maps—especially the regular ones—can be investigated. There is still work to
be done on several fronts. This results from the fact that certain simplifying assumptions—
uniformity, regularity, or orientability—were made largely out of convenience. For
example, it is likely that a version of the fundamental triangle in Theorem 5.15 continues
to be valid, but would be in terms of a more “combinatorial” definition of the fundamental
group (based, say on “closed paths” of blades). Next, a version of the connectivity theorem
(Theorem 6.3) should be sought that does not depend so heavily on regularity (recall
that regularity was used in an essential way in the proof of Lemma 6.2). Orientability
was assumed throughout Section 7 to avoid the various “Tor” or “Ext” terms that would
occur in attempting to commute certain functors such as cohomology and tensor product
or cohomology and dual homology. The parametrization given in Section 7 applies only
to unramified coverings; a more general parametrization is apt to be considerably more
complicated, involving the cohomology of the automorphism group of the base mapM.
Finally, those interested in hypermaps would naturally wish to extend the present
methodology to include hypermaps; to this end, we expect most of the necessary
generalizations to be fairly routine.
In the sequel to this paper, we shall show that the theory developed herein can be applied
effectively to the problem of finding a wide class of coverings of the regular affine maps by
connected regular maps. As already mentioned in the Introduction, the seeds for this line
of attack were already shown in [5] in parametrizing the regular cyclic coverings of the
Platonic maps. The methods to be used will involve the representation of the automorphism
group Aut(M) on certain rank-3 submodules of D(M; A).
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