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Introduction
1
2 Introduction
The goal of computer-aided detection (CAD) systems is to improve human performance
in detecting abnormalities related to several diseases. In compromised scenarios, these
systems may even take the place of human experts when they are not available. In this
thesis, several pattern recognition methods aimed at further developing the capabilities
of CAD are investigated. To evaluate these methods, CAD systems applied to breast
cancer screening and tuberculosis detection are explored.
1.1 Computer-aided detection
In broad terms, the process of diagnosing based on medical images involves two funda-
mental steps: image inspection (visual perception) and rendering of an interpretation
(cognition).1 Due to their complexity and human limitations, these two steps are, unfor-
tunately, not error-free. As several studies have shown,2,3 abnormalities that are clearly
present on an image are sometimes not reported by clinicians. Depending on the un-
derlying cause of the abnormality, these errors may have a large impact on the patient’s
care. To address this problem, strategies such as double reading have been devised. A
notable example is screening mammography, for which double reading has shown to in-
crease the cancer detection rate.4 However, since this kind of strategy is labor intensive,
it has not been widely adopted.
An alternative way to obtain a similar double reading effect, but without the addi-
tional human burden, has been accomplished through computer-aided detection (CAD).
As the name suggests, CAD is a technology that utilizes computers to assist human
observers in detection tasks. From a certain perspective, a CAD system can be viewed
as pattern recognition software that identifies suspicious features on an image and brings
them to the attention of the observer so they can be incorporated into his or her interpre-
tation.5 Because CAD systems attempt to emulate their human counterparts, they are
typically developed to search for the same signs a human expert will take into account
during case reading. For instance, if the task is to detect breast cancer, the CAD algo-
rithms will search for microcalcifications or masses; if the task is to detect tuberculosis,
the CAD algorithms will search for lung opacities or fluid accumulation.
Since the very first attempts in the 1960s,6 the increase in computation power, the
development of new computer science techniques and the introduction of digital imaging
have led to an increasing amount of research on CAD and its subsequent adoption in
clinical practice.7,8 As currently implemented, the primary goal of CAD is to improve
the detection of disease by reducing the false negative rate due to oversight errors. The
protocol established by the U.S. Food and Drug Administration well exemplifies this
case. According to this protocol, a given exam should first be reviewed and interpreted
in the usual fashion, and only then, the CAD marks should be displayed so the radiolo-
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Figure 1.1. General scheme for supervised classification. Adapted from Jain et al.18
gist can reconsider those areas prompted by the system.5 Although several studies have
demonstrated the added value of CAD,2,9,10 alternative work has shown rather disap-
pointing results.11,12 An explanation provided for the latter is that observer errors are
often attributable to misinterpretation and not to oversight; consequently, the existing
CAD technology is not addressing the right problem.13 Acknowledging this issue, re-
searchers have lately investigated different ways of applying CAD and have proposed
specific methods and protocols to improve interpretation.13,14 In addition, some more
radical approaches have conceived CAD as a truly independent reader.15–17
1.2 Pattern recognition as the foundation of CAD
Pattern recognition is the study of how machines can observe the environment, learn to
distinguish patterns of interest from their background and make sound and reasonable
decisions about the categories of these patterns.18 Given this definition, it is easy to
see why, as indicated before, a CAD system can be fully approached from a pattern
recognition perspective: a CAD system has to learn to distinguish between normal and
abnormal patterns in order to properly inform the user. For such learning to occur, a
particular strategy, known as supervised classification, is typically followed. According
to this strategy, a set of labeled examples belonging to the classes of interest is utilized to
construct a decision rule that can be later applied to unlabeled data. A general scheme
with the steps taken to perform supervised classification is shown in Figure 1.1. Similar
steps are followed by a CAD system to fulfill its detection task.
During the preprocessing step, several operations that contribute to defining a com-
pact representation of the patterns of interest are carried out. Common preprocessing
procedures include noise removal, pattern normalization and pattern segmentation. In
a CAD system, preprocessing may be applied to enhance the input images or to reduce
the differences among them, which is frequently a significant issue resulting from dif-
ferent acquisition devices or settings being used. Although humans seem to be quite
capable of ignoring variations that are not relevant to detection, CAD algorithms should
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be explicitly prepared to deal with them. Another important preprocessing procedure is
segmenting the region of interest from the input image. Since most detection problems
concern specific anatomical structures (e.g., lungs, prostate, breasts), these structures
are usually isolated so all the subsequent processing is restricted to the pertinent regions.
This avoids both unnecessary computation and focusing on irrelevant patterns.
In the feature extraction step, features to represent the input patterns in such a
way that the different classes can be discriminated are found. In the case of CAD, fea-
tures are derived from image characteristics and are often based on knowledge about
the performed task. For instance, it is known that spiculation in a mass is suggestive of
malignancy.19 Accordingly, several CAD systems for cancer detection attempt to char-
acterize image regions in terms of this feature.20–22 As not all the specific knowledge can
be encoded into computational algorithms, general object properties, such as shape or
texture, may also be taken into account. Given the amount of research conducted in
the computer vision field, a large number of potentially suitable descriptors are readily
available. However, since not every plausible feature is necessarily useful, and some fea-
tures may even be detrimental, determining which ones are the most advantageous is an
important matter to bring into consideration. Moreover, the curse of dimensionality, a
well-known problem in which the required number of training points is an exponential
function of the number of features, is a strong motivation for dimensionality reduction.
Therefore, feature extraction is usually complemented with feature selection.
In the third step, learning and classification are carried out. In training mode, a
classifier learns to appropriately partition the feature space from a set of data labeled
according to the defined classes. In testing mode, the trained classifier assigns unlabeled
input patterns to one of these classes. A typical classification example in CAD is to
predict if the examined tissue is diseased or healthy. As with this example, common
CAD applications involve binary classification problems (two classes). Additionally,
supervised classification can be used to segment anatomical structures as part of the
preprocessing step described before. The goal, in that case, is to decide if the analyzed
regions belong or not to the sought structure. Although, in strict terms, classification
implies that a single class label per pattern is assigned, most classifiers are able to
output a set of scores relating each pattern with all the available classes. Depending
on the objective of the task at hand, either alternative, respectively referred to as hard
and soft classification, may be preferred.
Once the output of the classification component is obtained, the performance of
the complete pattern recognizer can be evaluated. In CAD applications, this is fre-
quently done by means of receiver operating characteristic (ROC)23 and free-response
ROC (FROC)24 analysis. The empirical ROC curve is constructed by plotting pairs of
observed rates, sensitivity versus specificity, resulting from applying different thresholds
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to the classifier’s score. Here, sensitivity is computed as the fraction of positive objects
(i.e., those having a condition) being correctly labeled as positive, and specificity is com-
puted as the fraction of negative objects (i.e., those not having a condition) correctly
labeled as negative. A usual measure derived from the ROC curve is the area under the
curve (AUC), which estimates the probability of correctly ranking a random pair of pos-
itive and negative objects according to the classifier’s score. An AUC of one indicates
perfect classification, whereas an AUC of 0.5 is equivalent to random guessing. The
FROC curve is analogous to the ROC curve, except that it enables the analysis of cases
where the condition is multifocal (i.e., there could be one or more diseased regions, and a
location is associated with each of them). Since, contrary to the ROC curve, the FROC
curve does not have an upper bound on the negative object axis, the partial AUC is used
instead of the AUC. Besides sensitivity and specificity, and the summarizing measures
derived from the ROC and FROC curves, indicators such as the positive predictive value
(PPV), defined as the percentage of objects labeled as positive that are truly positive,
and the negative predictive value (NPV), defined as the percentage of objects labeled
as negative that are truly negative, are utilized, particularly in screening. A relevant
aspect of both PPV and NPV is that they take into account prevalence, which is the
proportion of a population found to have a condition.
A final detail to notice regarding the classification scheme provided in Figure 1.1
are the feedback links among the training blocks. They allow the designer to optimize
the strategies taken at each step depending on the previously or subsequently obtained
outcomes. In the context of an interdisciplinary technology such as CAD, this refine-
ment mechanism is of especial importance, as it is the main means of ensuring proper
interaction among the different combined elements.
1.3 Breast cancer screening
As the name suggests, breast cancer is cancer that forms in tissues of the breast. The
most common types of breast cancer are ductal carcinoma, which begins in the lining
of the milk ducts, and lobular carcinoma, which begins in the lobules (milk glands) of
the breast. Of the known cancers, breast cancer is the most frequent and the leading
cause of cancer deaths among women worldwide. According to the latest statistics,25
almost 1.7 million women were diagnosed with breast cancer and more than half a million
died of this disease in 2012. Although several risk factors, such as familial history or
reproductive issues, have been well documented,26 the specific cause of breast cancer
in the majority of cases cannot yet be identified. As a result, effective mechanisms of
prevention are difficult, which renders early detection the best available option.
Early detection of breast cancer can play an important role in reducing the associated
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morbidity and mortality by increasing the chances of full recovery due to a more effective
treatment. To take advantage of this potential, several countries have implemented
breast cancer screening programs in which asymptomatic women in a determined age
group are periodically invited for examination. In the Netherlands, for example, the
national program is directed at women between 50 and 75 years, and establishes a two-
year period between screening rounds. While several studies have shown the effectiveness
of screening along its history,27–30 some recent publications31–33 have raised controversy
by stating that only a limited benefit in terms of breast cancer death prevention has
been observed. One of the main arguments given to refute this negative conclusion is
that the real effect of screening can only be appreciated in the long term.34–36
The most common test performed for breast cancer screening is mammography,
which uses low-dose X-rays to examine the breasts. During the procedure, the breast
is compressed using parallel plates so the tissue thickness is evened out and the target
is kept fixed. This contributes to improving the detection of small abnormalities by
increasing the image quality and minimizing the motion blur. In ordinary screening,
up to four images are acquired. They correspond to the mediolateral oblique (MLO)
and the craniocaudal (CC) projections for both the left and the right breasts. Com-
bined information from the MLO and CC views is used to check if a space occupying
lesion is visible on both images, in which case, the likelihood of malignancy is higher.
Combined information from the left and the right breasts is used to detect asymmetry,
which is also believed to be a malignancy indicator. Further, by comparing the current
mammograms with the ones obtained in previous screening rounds, suspicious tissue
changes can be identified.
Mammographic manifestations of cancer can be roughly divided into microcalcifica-
tions and masses. Microcalcifications are calcium deposits that appear as small, high-
intensity specks on a mammogram. They can be distributed in one or more clusters, fill a
segment of the breast or be scattered over the entire breast. Usually, microcalcifications
are associated with noncancerous extra cell growth; however, clusters of microcalcifi-
cations can sometimes occur in areas of early cancer. Thus, depending on how they
are clustered, and their shape, size and number microcalcifications may raise concern.
An example of a malignant cluster of microcalcifications is shown in Figure 1.2 (left).
Masses are space occupying lesions with a circumscribed, indistinct or spiculated margin.
Spiculation, in particular, is considered an important sign of malignancy.19 As shown in
Figure 1.2 (right), spiculation is a stellate pattern of line-like structures directed from
the margin to the center of a mass. Irregular mass margins may also be attributed to
cancer, whereas sharp, circumscribed borders are often an indication of a benign process.
In practice, besides the previous definition, the term “masses” may include lesions such
as architectural distortions and asymmetric densities.
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Figure 1.2. Mammographic manifestations of cancer: a cluster of microcalcifications (left) and a
spiculated mass (right).
Interpretation of mammography is a difficult task; therefore, it has become an at-
tractive target for CAD application since the early developments.8 In fact, one of the
first CAD systems approved for clinical use aimed at detecting breast cancer on digitized
mammograms.37 Nowadays, several similar systems are commercially available, and in
the United States, the majority of the screening mammograms are read with CAD.38
Notwithstanding, despite years of research, both in industry and academy, the effec-
tiveness of CAD for screening mammography is still questioned. More precisely, while
the detection performance of current CAD systems on microcalcifications is relatively
high and well recognized by radiologists, there is less agreement on the benefit for mass
detection.39 Being the latter a more challenging problem, development of radically new
or an update to previously established algorithms seem key to further achievements.
Chapter 2 presents a contribution in this line. Additionally, disappointing results of
CAD may be due to the way it is currently applied. Recall that the adopted protocol
restricts CAD systems to be mere prompting tools. In this respect, different ways of
exploiting CAD should be explored. Notable approaches such as “interactive CAD”13
and “CAD for independent reading”15 have already been proposed. In Chapter 3, yet
another alternative, “postscreening CAD,” is investigated.
1.4 Tuberculosis detection
Tuberculosis (TB) is an infectious disease caused by Mycobacterium tuberculosis and
other TB complex members. It can affect practically any human organ but is most fre-
quently associated with the lungs, as the bacilli grow better in tissues with high oxygen
content.40 In lung infection, M. tuberculosis is typically inhaled and passed through the
airways to the alveolar space, where it mainly targets macrophages and other mononu-
clear phagocytes.41 Progression of the infection may promote the formation of granu-
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lomas, destruction of lung tissue and further dissemination through the bloodstream.
Although, in most cases, the organism’s adaptive immune response is enough to contain
that progression (which leads to an asymptomatic state known as latent TB infection),
when immune deficiencies are present (e.g., due to HIV infection), failure to control the
bacteria results in active disease.
Common symptoms of active TB are, for instance, fever, weight loss, night sweats
and chronic cough. Further, since the bacilli are present in the sputum, subjects with
active TB are able to infect others by coughing or sneezing. This simple transmission
mechanism is probably one of the main factors that have made TB a worldwide health
problem. It is estimated that one-third of the world’s population has latent TB infection.
From this population, around nine million people develop active disease every year,
with most of the burden corresponding to middle- and low-income countries, especially
in Asia and Africa.42 The mortality rates associated with TB are high as well. In
fact, despite affordable and effective treatment being available, TB remains one of the
world’s deadliest communicable diseases, accounting for 1.5 million deaths per year.42
In this regard, accurate and rapid diagnosis is of paramount importance to ensure that
individuals with active disease are properly treated.
Definitive diagnosis of TB is often performed through sputum culture, which is con-
sidered the gold standard. However, although this test yields the highest sensitivity,
it also takes the longest time to produce its results, which may vary from two to four
weeks and is a direct consequence of the slow growing rate of M. tuberculosis.40 More-
over, implementing the method is relatively expensive and requires good laboratory
facilities; therefore, it is difficult to deploy in resource-constrained settings. This issue
has led smear microscopy, a 100-year-old test, to become the main diagnosis option
in low-income countries. Smear microscopy is relatively easy to perform and has high
specificity but suffers from low sensitivity, notably in patients with advanced HIV dis-
ease.40 In recent years, the advent of nucleic acid amplification techniques has been
the most promising development in TB diagnosis. One test, in particular, known as
Xpert MTB/RIF assay, has shown both high sensitivity and specificity, and has been
endorsed by the World Health Organization in 2010. An additional advantage of Xpert
MTB/RIF is that results can be obtained in only two hours. Unfortunately, the cost of
the test is relatively high, which poses a serious problem for its massive utilization in
restricted settings. To circumvent this problem, screening strategies involving symptom
evaluation and, more prominently, chest radiography have been proposed.43,44 Inspired
by these strategies, an automated screening alternative combining the same cues has
been developed as part of this thesis (Chapter 6).
The renewed interest in chest radiography in the context of TB diagnosis algorithms
has been largely motivated by the introduction of digital devices, which among others,
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Figure 1.3. Radiographic manifestations of TB. From left to right: small opacities (affecting most of
the lung), large opacities (top part of the lung) and consolidation (bottom part of the lung).
has decreased the cost and the effort required for the test by eliminating the need for
film and chemicals, and the whole developing process. Moreover, the quality of the
images has been considerably improved. Digital radiography has also accelerated the
development of CAD by simplifying the collection of image data. In its current stage,
CAD may be able to address one of the main disadvantages of radiological tests, which
is the need for qualified experts to assess the images. The lack of this kind of personnel
has been a major barrier to chest radiography usage in low-resource countries. Another
historical problem of chest radiography has been the interpretation process itself, as
disagreement between readers has been frequently observed.45–47 CAD may also offer a
solution to this problem by providing objective and consistent results.
The standard chest radiograph (CXR) view utilized for TB examination corresponds
to a posterior anterior (PA) acquisition, in which the patient faces the imaging plane,
and the X-rays enter through the posterior side and exit through the anterior side.
Typical TB manifestations sought on this PA CXR include small opacities, which are
small foci surrounded by still-healthy tissue that resemble a dotted pattern; large opac-
ities, which are a product of an increased inflammation and destruction of more tissue;
and consolidation, which is an increase of fluid in spaces surrounding the lung.∗ Some
illustrative examples are shown in Figure 1.3. As can be seen on the examples, the afore-
mentioned manifestations exhibit some particular textural properties that allow their
discrimination from the healthy lung parenchyma. These properties are heavily ex-
ploited by most of the computerized TB detection methods reported in the literature.49
In Chapters 4 and 5, a CAD system targeting this kind of textural abnormalities is used
as a basis for experimentation.
∗The utilized nomenclature corresponds to the chest radiograph recording system (CRRS).48
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1.5 Thesis outline
As indicated before, the aim of this thesis is to expand the capabilities of CAD systems
by means of effective pattern recognition. This has been accomplished both by pushing
the limits of already established techniques, as well as by addressing their limitations.
Considering the general scheme given in Section 1.2, two core components: feature ex-
traction and selection, and learning and classification have been the main focus. The
tackled issues and the developed methods are presented in the chapters of this thesis as
outlined bellow.
Chapter 2 deals with the problem of feature discrepancy in image location classi-
fication. In mammography-based cancer detection and other CAD applications, the
observed lesions are focal and have a distinct location. For that reason, specific feature
extractors yielding a peaked response in the presence of these lesions are often utilized.
However, due to pattern variability and other factors, the responses of different features
may not be well matched. This may prevent their optimal combination during learning
and classification. As a solution, strategies applying feature maxima propagation and
local feature selection are proposed.
Chapter 3 investigates CAD operation at very high specificity. The objective is to
develop a standalone postscreening system for detecting early signs of malignant masses
that could be missed by screening radiologists. In such a scenario, a highly specific system
is necessary to avoid a significant impact on the recall rate. These operating conditions
are radically different from traditional CAD settings that prioritize sensitivity in order to
minimize oversight errors. The crucial aspect of the investigated system is to optimize its
learning component in such a way that it reaches reasonable sensitivity while preserving
high specificity. For that purpose, a large number of normal cases, approximating the
data distribution found in screening, is taken into account.
Chapter 4 centers on the issues arising in data labeling for training and optimiza-
tion. Detailed labeling, as required by the supervised scheme described in Section 1.2,
demands a considerable amount of effort. It may also be error prone, especially in cases
where nonfocal disease patterns are to be outlined. Under adverse circumstances, de-
tailedly annotated data or the expertise to obtain them may simply be unavailable. As
a consequence, any supervised approach becomes inapplicable. To address these issues,
multiple-instance learning (MIL), a learning paradigm that assigns labels to groups of
patterns instead of individual instances, is adopted. This allows a CAD system to be
trained with image labels instead of pixel labels obtained from annotated lesions. To
evaluate this alternative strategy, a MIL-based CAD system designed to detect textu-
ral TB manifestations is compared with its supervised counterpart through different
operating conditions.
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Chapter 5 tackles the problem of uncertainty inherent to MIL. Although MIL leads
to a simplified labeling approach beneficial for CAD, it also leads to uncertainty, as the
labels of individual instances are not directly known. To deal with this problem, several
MIL algorithms attempt to infer the unknown labels based on the known information.
However, imputation of data may be difficult and uncertainty may not be removed to
the desired extent. Perhaps, under those conditions, certain labeling is still the best
alternative, and the key is to obtain this labeling with the minimum effort. To this end,
active learning (AL) is applied, and a new training algorithm combining MIL and AL
is developed. This new algorithm further refines the system introduced in the previous
chapter and improves its performance in terms of lesion localization and false-positive
detections.
Chapter 6 explores the use of nonimage data as a complementary input in CAD.
Besides image data, there is often clinical information available in the medical context.
While this information is ordinarily exploited by human experts, it is largely disregarded
by CAD algorithms. Since CAD capabilities may be limited by the utilized images
themselves, incorporating other types of cues could be a good alternative to improve
performance. To capitalize on this point, a combination framework based on state-of-the-
art feature ranking and selection, and multiple learner fusion is proposed. A particular
configuration combining CXR CAD scores and TB-related indicators is applied to the
task of TB detection.
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Abstract
Mass candidate detection is a crucial component of multistep computer-aided detection
(CAD) systems dealing with breast cancer. It is usually performed by combining several
local features by means of a classifier. When these features are processed on a per-image-
location basis (e.g., for each pixel), mismatching problems may arise while constructing
feature vectors for classification, which is especially true when the behavior expected
from the evaluated features is a peaked response due to the presence of a mass. In this
study, two of these problems, consisting in maxima misalignment and differences of max-
ima spread, are identified, and two solutions are proposed. The first solution, feature
maxima propagation, reproduces feature maxima through their neighboring locations.
The second solution, local feature selection, combines different subsets of features for
different feature vectors associated with image locations. Both alternatives can be ap-
plied independently or together. They are included in a mammogram-based CAD system
intended for mass detection in screening. Experiments are carried out with a database
of 382 digital cases. Sensitivity is assessed at two sets of operating points. The first one
is the interval from 3.5 to 15 false positives per image (FPs/image), which is typical for
mass candidate detection. The second one is 1 FP/image, which allows estimating the
quality of the mass candidate detector’s output for use in subsequent steps of the CAD
system. The best results are obtained when the proposed methods are applied together.
In that case, the mean sensitivity in the interval from 3.5 to 15 FPs/image significantly
increases from 0.926 to 0.958 (p < 0.0002). At the lower rate of 1 FP/image, the mean
sensitivity increases from 0.628 to 0.734 (p < 0.0002). Given the improved detection
performance, it is believed that the strategies proposed in this study can render mass
candidate detection approaches based on image location classification more robust to
feature discrepancies and prove advantageous not only at the candidate detection level
but also at subsequent steps of a CAD system.
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2.1 Introduction
It is well known that assessment of screening mammography is a complex task. Thus,
to assist radiologists during breast cancer screening, computer-aided detection (CAD)
systems are being developed. In the majority of cases, the sought abnormalities are either
microcalcifications or masses, being the latter the most difficult to detect due to their
large variation in size and shape, and their poor image contrast. Therefore, considerable
effort is devoted to improving CAD systems for detecting malignant masses as in the
case of the current study.
CAD systems dealing with mass detection usually comprise multiple steps.50–52 In the
initial step, a set of mass candidate locations is determined based on local image features.
These features are typically processed by a classifier, which assigns a mass likelihood score
to each image location. Then, those locations associated with a high score are identified
as mass candidates and segmented. By adjusting the threshold applied to the classifier’s
output, the sensitivity of the initial step can be varied. It is common to set this sensitivity
to a relatively high value in such a way that most potential abnormalities are detected.
However, due to misinterpretation of normal structures, the number of false-positive
detections is relatively high as well. Therefore, in the following steps, the candidate
regions are further processed, usually by considering a more elaborate set of features.
Since the performance of the subsequent steps strongly depends on the quality of the
candidate regions, the initial detection step is a key component of the complete system.
Furthermore, the masses missed during this step cannot be recovered later. Ideally, the
initial detection step should reach its maximum sensitivity with the minimum number of
false positives. In this way, the subsequent steps could focus on a more specific problem
and achieve better solutions, as they would not be influenced by irrelevant patterns that
could be filtered during the initial step.
Features used for mass detection can be related to gray-level intensities, local texture
or morphological measures.53 In addition, it is common to take the distribution of spicules
associated with masses into account. Spiculation is an effective indicator of malignancy in
masses, as more than half of the screening-detected cancerous masses show this pattern.19
However, the remaining lesions may only be detectable by the mass itself. Thus, in
order to deal with the different cases, it is also common to extract gradient orientation
information. The orientation of gradient vectors can provide an idea of the location of a
mass’ center. Since the shape of a mass is approximately rounded, an image pixel located
close to the center is expected to have most of its surrounding gradient vectors pointing
to itself. As can be seen from the above, both spiculation and gradient orientation
features seem to naturally complement each other. Therefore, including those features
in a CAD system can be an important strategy for breast cancer detection.
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Several approaches reported in the literature have implemented spiculation and gra-
dient features for mass detection. For instance, Kobatake et al.54 applied the Iris filter,
which measures the convergence of gradient vectors at a given pixel, to enhance rounded
opacities. Later, they extracted morphological line-skeletons for spicule enhancement.55
Karssemeijer and te Brake20,56 developed a method based on analysis of local gradient
concentration and line orientation after filtering the input image with a set of first- and
second-order directional Gaussian derivatives. In related work,57 Karssemeijer intro-
duced an efficient approach that computed features as a continuous function of spatial
scale. Zwiggelaar et al.21 modeled the center of a mass and the surrounding pattern of
linear structures using a directional recursive median filter and a multiscale directional
line detector, respectively. Liu et al.22 detected spiculated lesions by means of a top-
down multiresolution scheme based on linear phase nonseparable wavelets. Sampat and
Bovik58 applied the Radom transform for spicule enhancement and then determined the
convergence location with a set of radial spiculation filters. Wei et al.50 computed the
average gradient direction over neighboring concentric annular regions around a pixel
to identify regions of interest. Sakellaropoulos et al.59 extracted intensity and gradient
orientation features after wavelet decomposition to detect masses in dense parenchyma.
Mencattini and Salmeri60 evaluated the eigenvalues of the Hessian matrix obtained from
the gradient image and proceeded to locate “wells,” which according to the authors can
be associated with masses. Other related approaches can be found in the review by
Oliver et al.53
Most of the aforementioned features are designed to attain their maximum response
at the center of a mass. Therefore, the task of labeling image locations as normal or
abnormal corresponds to segregating the peaks resulting in the feature domain. This
is not a simple task. Thus, in order to achieve the best performance, the common
approach is to combine several features by means of elaborate classification techniques.
However, due to the large variability of the processed images, the theoretical properties
expected from these features are not always observed, and problems during classifica-
tion may arise. We have identified two of these problems:
1. The maxima among several features that characterize a given mass may not oc-
cur at the same image location. Since feature vectors for classification are con-
structed on a per-image-location basis at this point, these maxima may never be
part of the same feature vector, which is undesirable, as it dims the discrimina-
tion power of the combined features.
2. Although the ideal output of these features is a well-defined peak at the center
of a mass, in practice, lesions may be far from the ideal model for which a
particular feature was designed and may show distorted or scattered patterns,
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Figure 2.1. A mammographic image with a malignant mass (left) and two of its associated feature
images obtained by means of the spiculation-based (middle) and gradient orientation-based (right)
feature extractors developed by Karssemeijer and te Brake.20,56,57 Features were computed according
to an eight by eight pixel grid. Lighter gray levels indicate higher feature values. The region where the
mass is located is shown magnified in order to better appreciate the differences in peak location and
spread yielded by the two features.
or appear at a different scale. Consequently, the resulting output may not be
clearly concentrated at a specific location but span several neighboring locations
instead. If several features are combined, differences in peak spread are likely
to occur. Depending on how large these differences are and the proportion of
discrepant data, the coherence of the feature vectors may be compromised, and
the classifier may not be able to optimally determine appropriate relations among
the features.
Figure 2.1 illustrates an example of both discussed problems. In this figure, a mam-
mographic image with a malignant mass (left) and two of its associated feature images
(middle and right) are shown. From the magnified crops of the feature images, a dis-
placement of two locations can be observed between the maxima of the peaks charac-
terizing the lesion. Moreover, the peak corresponding to the first feature (middle) is
substantially wider than the one corresponding to the second feature (right). Thus, even
if they were aligned (with respect to their maxima), a mismatch would still exist in the
following sense: while the location corresponding to the maximum in the narrow peak
would be paired with the maximum of the wide peak, the neighboring locations around
the center of the narrow peak, which have much lower values, would still be paired with
high values in the wide peak. As a result, it would be difficult to establish a coherent
pattern made up of high responses for masses.
In this study, we propose two strategies to tackle these problems. The first strategy
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operates at the feature level and propagates (and hence aligns) the feature maxima
through a given neighborhood. The second strategy operates at the classifier level and
relies on the observation that the issues mentioned before do not always occur in all the
available features; therefore, exploiting the interaction of particular subsets of features
for particular subsets of samples seems an appropriate choice. This is accomplished by
means of a random forest classifier.61 In addition, we investigate the effect of combining
both strategies. We demonstrate the effectiveness of the proposed approaches via a CAD
application consisting in mass candidate detection in screening mammography. The
features used by the CAD system are based on the gradient orientation and spiculation
measures derived by Karssemeijer and te Brake.20,56,57
2.2 Materials
The Dutch screening program targets women between 50 and 75 years, and invites them
to participate in a free, nationwide breast cancer screening service every two years.
Further information can be found elsewhere.62 The cases utilized in this study were
acquired in the course of this program in the period 2003–2008 at both the Foundation of
Population Screening Mid-West in Utrecht and the Radboud University Medical Center
in Nijmegen. In accordance with the Dutch guidelines, the mediolateral oblique (MLO)
and craniocaudal (CC) views were obtained only at the initial screening, whereas at
subsequent rounds, only the MLO view was obtained, unless an indication that acquiring
the second view was beneficial existed.
Mammograms with abnormalities were annotated under the supervision of an ex-
perienced radiologist. These annotations were used as the reference standard during
evaluation. For our experiments, a set of 328 digital cases sampled from a cohort of
more than 50 000 cases available in our databases was selected. The set consisted of
191 cases with a biopsy-proven malignant mass and 191 cases without cancer. Both
cases with MLO, or CC and MLO views were included. Cases in which lesions other
than masses (e.g., microcalcifications, architectural distortions, etc.) were the only sign
of malignancy were excluded. Cases with only benign lesions were excluded as well.
This yielded a total of 169 cases that were included in the abnormal subset. To make
the problem more challenging, we also searched for digital screening mammograms ac-
quired prior to detection in which masses were already visible. This accounted for 22
more cases, which completed the total of 191 cancers mentioned above. The remaining
191 noncancer cases were digital mammograms that were not referred during screening
and had at least one normal follow-up exam. These mammograms were randomly se-
lected among the noncancer cases available in our databases. Further details about our
experimental data set are given in Table 2.1.
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Table 2.1. Characteristics of the mammogram data set utilized in this study
Characteristic Value
Women age range 50−75 years (avg. 59.7 ± 7.3 years)
Number of cases 382
Number of cancer cases 191
Number of normal cases 191
Number of images 1324
Number of images in cancer cases 716 (336 CC, 380 MLO)
Number of images with masses 354 (164 CC, 190 MLO)
Number of images in normal cases 608 (228 CC, 380 MLO)
Number of lesions (considering all views) 374
Lesion diameter Avg. 14.7 ± 6.1 mm
Mammographic equipment Selenia digital mammography system
(Hologic)
Senographe Essential ADS 41.0
(GE Medical Systems)
Pixel resolution 70 µm (1252 images)
100 µm (72 images)
Gray value dept 14 bits
2.3 Methods
2.3.1 Mass candidate detection in mammography-based CAD
The CAD system utilized in this study closely follows the multistep paradigm described
before. Considering its single-view mode, two main steps can be identified. In the first
step, a set of basic features20,56,57 is computed, and a classifier is utilized to determine
a set of candidate regions. In the second step, these regions are further processed by
computing a richer set of features, and a new classification process is carried out to
get the final malignancy score. More details can be found in related work.52 Since we
are interested in the mass candidate detection problem, we focus on the first step of
this system. This baseline mass candidate detector (or baseline detector in short) in
turn consists of three steps: image preprocessing, feature extraction and image location
classification. Figure 2.2 shows a flowchart of this baseline detector with its three steps, as
well as the improvements proposed in this study (Sections 2.3.2 and 2.3.3). A description
of each step is given next.
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Figure 2.2. Flowchart of the baseline mass candidate detector showing its three steps: image pre-
processing, feature extraction and image location classification, and the improvements proposed in this
study, namely feature maxima propagation (Section 2.3.2) and local feature selection (Section 2.3.3).
Image preprocessing
Prior to mass detection, raw input images are preprocessed. In the first step, a given
image is downsampled to a resolution of 200 µm per pixel by means of bilinear inter-
polation. Then, the image is segmented into breast area, pectoral muscle (if it is an
MLO view) and background. Background pixels are identified by applying thresholding
and a sequence of morphological operators.63 Subsequently, the pectoral muscle is seg-
mented from the breast area by fitting a straight line to its boundary using a modified
Hough transform.63 Since this boundary is typically slightly curved, an optimal path
search considering the previous initial estimate is performed afterwards. In the next
step, the raw image is converted to a standard representation by simulating the film-
based mammogram acquisition procedure.64 However, instead of modeling the relation
between intensity values and exposure with a nonlinear characteristic curve, a piece-wise
linear model is utilized. This approach follows more closely the linear relation between
(logarithmic) exposure and tissue thickness established by Engeland et al.;65 therefore, it
provides a better image representation. The model parameters were determined in a set
of independent experiments. After image conversion, a thickness equalization algorithm
is applied to enhance the periphery of the breast.66 A similar algorithm is used on MLO
images to equalize the intensity of the pectoral muscle in order to facilitate detection of
masses located on or near the pectoral boundary.
Feature extraction
As stated before, in this study we utilized the spiculation- and gradient-based feature
extractors developed by Karssemeijer and te Brake.20,56,57 Spiculation characterization
involves detecting line-like patterns radiating from a central location. Line orientation
estimates for the image pixels are obtained from the output of directional second-order
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Gaussian derivative operators. The orientation at which these operators have the maxi-
mum response is selected. The distribution of these estimates is analyzed for each image
location considering a circular neighborhood. By imposing a selection criterion on the
intensity of the filter output, a subset of pixels within this neighborhood, representing
potential sites of interest, is determined. To calculate the features, all the pixels from
this subset that are directed towards the center of the neighborhood are counted as a
function of the direction in which they are located. Discrete directions are obtained by
dividing the neighboring space into a number of radial bins. To achieve a multiscale
representation, cumulative normalized counting is performed as a function of the radius.
The first feature derived from this analysis, denoted as l1, is related to the maximum
number of pixels whose direction points to the center of the neighborhood and gives a
measure of the maximum spiculation. The radius at which this maximum occurs, de-
noted as lr, is used as a second feature. Since pixels oriented towards a location can be
found only in a few directions, and thus it is not very likely that the site being evaluated
belongs to the center of a spiculated lesion, a third feature, denoted as l2, measuring in
how many directions spiculation is strong is defined. A similar procedure and reasoning
is followed to compute the gradient-based features. In this case, however, first-order
derivatives are utilized and only two features, denoted as g1 and g2, are defined. They
are analogous to l1 and l2. The five features described so far are extracted for locations
inside the tissue area sampled at 1.6 mm (every 8 pixels). This setting is a compromise
aiming at decreasing the computational load while preserving the capability of detecting
small masses.56 The resulting feature images are smoothed with a Gaussian kernel with
σ = 1.6 mm before classification.
Image location classification
Location classification is carried out by an ensemble of five neural networks. Each of
these networks is a multilayer perceptron with randomly initialized weights and utilizes
a different ratio, ρ, ρ = 0.1, . . . , 0.5, of positive to negative training patterns. The
remaining settings are shared among the networks and are configured as follows: there are
five input neurons, five neurons in the single hidden layer and one neuron in the output
layer; all neurons are configured with a sigmoid function. The standard backpropagation
algorithm is used to train the networks to map abnormal patterns to a value close to one
and normal patterns to a value close to zero. Training is carried out until 106 patterns
are processed. The learning rate is set to 0.005. During classification, averaging of the
networks’ outputs results in an image whose pixel values represent the likelihood of a
mass being present. This likelihood map is then slightly smoothed and its local maxima
are determined. A local maximum is selected as a candidate location when its likelihood
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is above a certain threshold. This yields a list of locations that are of interest for further
investigation. Before training and classification, features are scaled to have zero mean
and unit standard deviation using the training set.
2.3.2 Feature maxima propagation
As discussed before, misalignment and differences of spread among feature maxima may
pose serious problems when performing image location classification. In order to alleviate
these problems, we propose to propagate the maxima of relevant features through a
given neighborhood. This is accomplished by means of the maximum filtering algorithm
described below:
1. For each feature image location F (i, j) that belongs to the tissue area, define a
circular neighborhood N with radius R centered at location F (i, j). Members of
this neighborhood are only those locations that belong to the tissue area as well.
2. Determine the maximum value of the neighborhood.
3. Assign this value to F ′(i, j), which is the location corresponding to F (i, j) on a
temporary feature image.
4. Once all valid image locations have been explored, replace their original values
F (i, j) with the temporary values F ′(i, j).
Considering our particular application, the proposed algorithm is intended to be
applied at the end of the feature extraction step described in Section 2.3.1, prior to
Gaussian smoothing (see also Figure 2.2). It is worth to mention that, although all the
features with relevant peaks could be processed, such an approach is not necessary. In
a pilot experiment, we verified that applying the maximum filter only to the gradient-
based features (g1 and g2), so their maxima were aligned and propagated with respect to
their spiculation-based counterparts (l1 and l2), yielded comparable results as filtering
all of them. Therefore, this approach was followed in the current study.
Figure 2.3 shows the feature images corresponding to Figure 2.1 once maximum fil-
tering (and Gaussian smoothing) have been carried out. In this case, g1 (far right) was
processed with a maximum filter configured with R = 3.2 mm, while l1 (right) remained
unprocessed. Comparing both feature images, it is possible to observe that the peak
alignment is not perfect in the sense that the gap between the maxima still exists. How-
ever, the neighbors of the maxima, which now have very close values, are indeed aligned.
In addition, the width of the peak in g1 better matches the width of the peak in l1, which
leads to a better overlap and thus increases the chances of having correct representative
values of both peaks in the same feature vectors. Although it can be argued that with
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Figure 2.3. The effect of applying the proposed maximum filtering algorithm to the gradient-based
feature image shown in Figure 2.1 (right). From left to right: original mammographic image, original
spiculation-based feature image, original gradient-based feature image, smoothed spiculation-based fea-
ture image and smoothed gradient-based feature image after maximum filtering. Note that although
the maxima in the last two feature images are still misaligned, locations with very close values are now
matched.
a larger radius a better match in alignment and overlap could be obtained, such a set-
ting could also increase the distortion in the feature image and lead to “enhancement”
of irrelevant locations that do not belong to a lesion pattern. Ideally, a compromise be-
tween enhancement and distortion should be determined. Consequently, in this study
we also investigated the effect of different neighborhood radii on detection performance
(Section 2.3.4).
2.3.3 Local feature selection
Since maxima misalignment and differences in maxima spread do not always occur si-
multaneously in all the features, considering only the interactions of those features that
do not show the aforementioned issues may lead to improved classification performance.
Unfortunately, there is no way to know a priori which subsets of features are the most
suitable for each particular case, as this condition may be different for a large number
of image locations and their associated feature vectors. This makes the application of
any feature selection method that estimates the relevance of features globally and only
once per data set inappropriate. Therefore, in this study we investigate a particular
classification technique, random forests,61 which incorporates a local feature selection
mechanism as part of its learning and classification algorithms, and thus realizes (to a
certain extent) the desired strategy that processes different subsets of features for differ-
ent subsets of feature vectors. This classifier constitutes an alternative to the ensemble
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of neural networks described in Section 2.3.1 (see Figure 2.2 as well).
A random forest is an ensemble of tree predictors that can deal with both classification
and regression problems. For classification, the algorithm takes the input feature vector,
classifies it with every tree in the forest and outputs the class label that receives the
majority of votes. For regression, the output is the average of the outputs over all trees.
We used regression trees in order to obtain a continuous output. The following algorithm
was utilized to construct each regression tree in the ensemble:
1. Let the number of cases in the training set be N . Sample N cases at random with
replacement from the original data and use these cases as a training set for the
tree.
2. Let the number of features in the data set be M . Define a number m, m < M , such
that at each tree node, m features are randomly selected in order to determine the
best split.
3. Grow the tree to the largest possible extent and do not prune it.
By carefully analyzing the previous algorithm, it is possible to identify a number of
reasons why the random forest framework would be capable of achieving the desired
local feature selection effect. First, the m randomly selected features are utilized at each
tree node to determine the best split. Since the training set is continuously partitioned
through the nodes of the tree, different subsets of feature vectors comprising different
subsets of features are explored. This increases the chances that correctly constructed
feature vectors are evaluated. Second, since there are usually several nodes (due to
the lack of pruning) and several (independent) trees in a given forest, a wide variety of
combinations are explored by the whole ensemble. By adding this to the previous point,
diversity is further increased. Thus, we expect that the appropriate feature interactions
can be learned with the appropriate feature vectors. Finally, in the same line as above,
having different training sets for every tree in the ensemble also contributes (although
to a lesser extent) to diversification.
Breiman61 showed that the generalization error of a random forest depends on the
interplay between two parameters: the strength of each individual classifier and the
correlation between any two individual classifiers. He also showed that increasing the
strength of the trees decreases the forest error, while increasing the correlation increases
this error. Moreover, reducing or increasing m respectively reduces or increases both the
strength and correlation, which means that an optimal range of m could be determined.
This seems to be the only adjustable parameter to which random forests are somewhat
sensitive. However, Breiman also pointed out that this optimal range is usually wide.
Therefore, taking into account that the number of available features in our application
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is already low, a fixed, nonoptimized value of m was considered to suffice. Following
Breiman’s approach, this value was set to the first integer lower than or equal to
√
M .
2.3.4 Evaluation
Detection performance was evaluated using free-response receiver operating character-
istic (FROC) analysis after five-fold cross-validation. During data splitting into folds,
we took care that the images corresponding to the same case were always assigned to
the same fold. Moreover, the ratio of abnormal to normal cases was roughly the same
in each fold. Once the five folds were processed, the likelihood scores assigned to the
resulting maxima in the five test sets were pooled, and lesion-based FROC was com-
puted. Sensitivity was defined as the number of detected lesions divided by the total
number of lesions. A lesion was considered detected when the local maximum reported
by the system was inside the reference annotated region. If several local maxima were
associated with a given lesion, only the one with the highest score was counted.
To obtain a single performance measure, the mean sensitivity in a range of false
positive rates on a logarithmic scale52 was computed as
S(3.5, 15) =
1
ln 15− ln 3.5
∫ 15
3.5
s(f)
f
df, (2.1)
where f is the number of false positives per normal-case image (FPs/image) and s(f) is
the lesion sensitivity. Note that, in a screening setting, only the normal cases are relevant
when assessing the false-positive detections. The computed measure is proportional
to the partial area under the FROC curve plotted on a logarithmic scale. Using a
logarithmic scale avoids that the measure is dominated by operating points at high false
positive rates. The range from 3.5 to 15 FPs/image was selected based on the operating
points reported in the literature for similar mass candidate detection systems.50,64,67–69
Statistical significance of the performance difference between pairs of evaluated ap-
proaches was determined by means of bootstrapping.70 Cases were sampled with replace-
ment from the pooled cross-validation set 5000 times. Every bootstrap sample had the
same number of cases as the original data set. For each new sample, two FROC curves
were constructed using the likelihood scores yielded by the two methods being com-
pared. Then, the difference in mean sensitivity, ∆S, was computed. After resampling
5000 times, 5000 values of ∆S were obtained. The p-values were defined as the fraction
of ∆S values that were negative or zero. Since we performed three comparisons per
experiment, we applied the Bonferroni correction to the significance level. As a result,
performance differences were considered significant if p < 0.0167 (0.05/3).
Three experiments were carried out in order to assess the performance of the proposed
26 Mass candidate detection
Table 2.2. Approaches compared per experiment and their settings
Approach Neighborhood Classifier
Experiment 1
Baseline features – Neural networks (5 networks)
Maximum filtering R = 1.6 mm Neural networks (5 networks)
Maximum filtering R = 3.2 mm Neural networks (5 networks)
Maximum filtering R = 6.4 mm Neural networks (5 networks)
Experiment 2
Neural networks – Neural networks (5 networks)
Gentle adaboost – Gentle adaboost (100 stumps)
Random forest – Random forest (100 trees)
Experiment 3
Neural networks + baseline features – Neural networks (5 networks)
Neural networks + max. filtering R = 1.6 mm Neural networks (5 networks)
Random forest + baseline features – Random forest (100 trees)
Random forest + max. filtering R = 1.6 mm Random forest (100 trees)
approaches. Table 2.2 summarizes the system configurations utilized in each of them.
More details are given below.
In the first experiment, we compared the detection performance of the spiculation-
and gradient-based features with and without the maximum filtering algorithm described
in Section 2.3.2. We also assessed the effect of using different neighborhood radii with
the maximum filter. The explored values of R were 1.6, 3.2 and 6.4 mm. Classification
was carried out by the ensemble of neural networks and the methodology described in
Section 2.3.1.
In the second experiment, we compared the detection performance of the random
forest classifier described in Section 2.3.3 with that of the ensemble of neural networks
used by the baseline detector. To gain further insights from this experiment, a gentle
adaboost classifier71 with regression stumps as weak learners was also included. We se-
lected to compare with this technique for several reasons. First, it constitutes a classifier
ensemble similar to the random forest investigated in this study. Second, it is considered
a state-of-the-art classifier. Third, and most important, it results in a sort of feature
selection algorithm that evaluates features according to differently weighted training sets
when selecting the best classifiers for the ensemble. Consequently, it represents a point
in between what we criticized in Section 2.3.3 about traditional feature selection ap-
proaches and what is expected from the feature selection capabilities of random forests.
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All the compared techniques processed the same baseline features and followed the same
classification methodology as described in Section 2.3.1. The number of trees utilized
by the random forest was 100. This parameter value was the one that yielded the high-
est mean sensitivity during parameter optimization, although by a very narrow margin,
which is in accordance with the observation that, after a certain point, adding more trees
to the ensemble does not significantly increase nor decrease prediction performance. We
evaluated several values: 50, 100, 200 and 500 in order to select the best number of trees.
A similar approach was followed to select the number of regression stumps for the gentle
adaboost classifier. The final setup and the reported results correspond to 100 stumps.
In the final experiment, we combined both the maximum-filtered features and the
random forest classifier, and compared the resulting detection performance with the one
obtained by applying each of the approaches independently (as in the previous two ex-
periments). The baseline detector was included as well. The radius of the neighborhood
used by the maximum filtering algorithm was set to R = 1.6 mm, as it yielded the best
performance (Section 2.5 elaborates on this point).
2.4 Results
The results of the performed comparisons are listed in Tables 2.3 to 2.5. In these tables,
the second column shows the mean sensitivity obtained by the approach given in the first
column, the third column shows the approach with which the current one is compared,
and for each comparison, the p-value is given in the fourth column. Significant differences
are shown in bold. The FROC curves yielded by the compared approaches are shown in
Figures 2.4 to 2.6.
2.5 Discussion
The results in Table 2.3 indicate that the proposed method for feature maxima prop-
agation led to a significant improvement over the unprocessed features utilized as the
baseline in this study. For instance, using a neighborhood with a radius of 1.6 mm, the
maximum filtering algorithm increased the mean sensitivity from 0.926 to 0.953 in the
range from 3.5 to 15 FPs/image. This increase in sensitivity corresponds to a substan-
tial decrease of 36.5% in the number of masses missed during candidate detection. We
expect that this will lead to a substantial improvement of the overall sensitivity when
subsequent refinement steps, such as false positive reduction, are added. Taking into
account a particular operating point such as 4 FPs/image, which can be considered a
typical choice in order to maximize the performance of those subsequent steps while min-
imizing the candidate complexity, the improvement is even larger (0.882 versus 0.931)
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Table 2.3. Mean sensitivity (S) achieved by the mass candidate detection system provided with
features with and without maximum filtering (baseline features)
Feature set S Compared with p-value
Baseline features 0.926 – –
Maximum filtering (R = 1.6) 0.953 Baseline features <0.0002
Maximum filtering (R = 3.2) 0.953 Baseline features 0.0022
Maximum filtering (R = 6.4) 0.940 Baseline features 0.1156
Table 2.4. Mean sensitivity (S) achieved by the mass candidate detection system when the ensemble
of neural networks, the gentle adaboost classifier and the random forest classifier are applied for image
location classification
Classifier S Compared with p-value
Neural networks (5 networks) 0.926 – –
Gentle adaboost (100 stumps) 0.934 Neural networks (5 networks) 0.0418
Random forest (100 trees) 0.948 Neural networks (5 networks) 0.0002
Gentle adaboost (100 stumps) 0.0008
Table 2.5. Mean sensitivity (S) achieved by the mass candidate detection system when the maximum-
filtered features and the random forest classifier are applied independently or together
Detection with S Compared with p-value
N. nets. + max. filt. (R = 1.6) 0.953 – –
R. forest + baseline feat. 0.948 – –
R. forest + max. filt. (R = 1.6) 0.958 N. nets. + baseline feat. <0.0002
N. nets. + max. filt. (R = 1.6) 0.0748
R. forest + baseline feat. 0.0098
and accounts for a 41.5% reduction of missed masses.
The results in Table 2.3 also give an insight into the effect of using increasing neigh-
borhood radii during maxima propagation. While with the smallest radii of 1.6 and
3.2 mm the obtained mean sensitivities were the highest, using larger radii, such as
6.4 mm and above, significantly deteriorated detection performance. A possible expla-
nation is that, with those increasing radii, more normal image locations, that meant to
have mismatched features due to their normal condition, were randomly matched with
spurious peaks. As a consequence, they became as suspicious as true lesions for the clas-
sifier and resulted in false-positive detections. This brings into consideration the point
stated in Section 2.3.2 about selecting a compromise value for the neighborhood radius.
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Figure 2.4. FROC curves for the mass candidate detection system provided with features with and
without maximum filtering (baseline features).
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Figure 2.5. FROC curves for the mass candidate detection system using the ensemble of neural
networks, the gentle adaboost classifier and the random forest classifier for image location classification.
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Figure 2.6. FROC curves for the mass candidate detection system when the maximum-filtered features
and the random forest classifier are applied independently or together.
Given our experimental results for this particular CAD application, a value of 1.6 mm is
preferred, as it yielded virtually the same mean sensitivity as using 3.2 mm (with even a
lower p-value when comparing with the baseline features) and is expected to introduce
less distortion.
Considering our random forest-based method, similar trends as in the previous ex-
periment were observed (see Table 2.4). In this case, the mean sensitivity increased
from 0.926 to 0.948, which corresponds to a 29.7% reduction of missed masses. Due to
its relation with the proposed random forest classifier, the gentle adaboost classification
method was evaluated as well. The results in Table 2.4 indicate that this method also led
to an improvement over the ensemble of neural networks, although it was not significant.
This improvement can be explained by the weighting mechanism used during training.
Since the weights associated with the feature vectors are modified by the algorithm, the
training set used at each iteration can be regarded as a different set with a different
prevalence for each feature vector, which results in a similar feature vector resampling
approach as the one taken by random forests. Actually, when error estimates for the
feature vectors cannot be introduced as part of the adaboost learning procedure, resam-
pling of the original training set according to the assigned weights is suggested. Thus,
under the conditions given in our problem, the feature selection process carried out by
the stumps over the modified training sets is expected to give a certain improvement,
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as the influence of those vectors containing incorrectly constructed features could be
reduced due to the varying weights. However, even though this results in a more refined
approach than traditional feature selection, all the available features are still considered
at once, and therefore, the obtained benefits are not maximized. This situation is cor-
roborated by our results, which show a clear and statistically significant advantage in
favor of the random forest classifier compared with the combination of gentle adaboost
and regression stumps.
In the final experiment, we applied both the maximum filtering and random forest
approaches. The mean sensitivity increased to 0.958. While this improvement was not
significant when comparing with the first proposed method, it was significant when com-
paring with the baseline detector and the random forest using the original unfiltered
features. In the former case, the achieved improvement corresponds to a reduction of
43.2% in the number of missed masses, which is the highest in this study. Regarding
the radius of the neighborhood used by the maximum filter, we observed again a sim-
ilar although more pronounced trend than in the first experiment. It seems that the
sampling mechanism of the random forest makes it more sensitive to the introduced dis-
tortion. Thus, by fusing the produced outliers, performance degraded sooner than with
the ensemble of neural networks. In the light of this result, the best option was to use a
maximum filter with R = 1.6 mm.
Despite the fact that the operating point of mass candidate detectors is typically set
at several FPs/image, as was done for evaluation purposes in this study, it is worth to
consider the behavior of the combined proposed strategies at a lower false positive rate,
such as 1 FP/image, where they achieved 73.4% sensitivity compared with the 62.8% of
the baseline detector (p < 0.0002; see Figure 2.6). This is a key result if we take into
account the performance of the whole system, since the likelihood assigned by the mass
candidate detector, as well as measures derived from it, can be included as features in
subsequent steps.52,64 In fact, it has been shown in previous work72 that this kind of
features is relevant for the final classification, and according to our observations, we may
even state that the likelihood assigned by the mass candidate detector is probably the
feature that most strongly influences the performance of the complete system. This is
not surprising, as from a feature selection perspective, a feature that on its own provides
such a high sensitivity at an operating point that corresponds to the upper bound of the
operating range of the complete system (i.e., 0.05 to 1 FP/image) is expected to be one
of the most important.
Besides the performance measure values obtained from FROC analysis, it is inter-
esting to observe the particularities of the masses that were previously missed by the
baseline detector but were identified by applying the proposed methods. Some examples,
as well as crops of their original, unprocessed feature images, are shown in Figure 2.7.
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Figure 2.7. Examples of masses that were missed by the baseline detector but were identified by the
methods proposed in this study (left) and crops of the original unprocessed feature images associated
with them (right). The feature image crops in the top rows correspond to l1 and l2, while the ones in
the bottom rows correspond to g1 and g2. The region where the mass should be detected is indicated
with a square. The top two masses belong to screening-detected cases, while the two at the bottom
belong to prior cases. Note that the third mass was located close to the image boundary.
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Figure 2.8. Examples of masses that were still missed despite the methods proposed in this study
(left) and crops of the original unprocessed feature images associated with them (right). The feature
image crops in the top rows correspond to l1 and l2, while the ones in the bottom rows correspond to
g1 and g2. The region where the mass should be detected is indicated with a square. The top mass
belongs to a prior case, while the one at the bottom belongs to a screening-detected case.
In all cases, the differences in peak location and spread among some of the features
(especially when comparing the spiculation-based features with the gradient-based ones)
are evident. On the other hand, regarding the masses that were still missed despite the
proposed approaches, we observed that, in most cases, many or all the features charac-
terizing those masses did not exhibit the expected peaked response discussed before. For
instance, Figure 2.8, first row, shows a lesion for which none of the evaluated features
gave a strong, well-defined response. Probably, the feature extractors were not sensitive
enough given the subtlety of the lesion. A second, less severe case, where l1 and l2 did not
yield relevant maxima and the one resulting from g2 was not too strong, is shown in the
next row. Even though the gradient-based features could detect this mass to a certain
extent, the lack of evidence from their spiculation-based counterparts may have led the
classifier to the wrong decision. From the previous examples, it becomes clear that the
solution proposed in this study cannot deal with these kind of situations. Perhaps, the
only way to solve these problems would be to modify the feature extractors themselves.
Although the current study has focused on mass detection in screening mammog-
raphy, the proposed methods are believed to be generalizable to a wide range of CAD
applications, such as prostate cancer detection or lung nodule detection, as far as they
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follow a similar initial detection approach based on image location classification. Apply-
ing the maximum filtering algorithm to other tasks is straightforward, as it is based on
direct operations on the obtained feature images. Moving from 2-D to 3-D analysis, for
instance, only requires redefining the utilized neighborhood in terms of a volume instead
of an area. Depending on the particular application, different neighborhood shapes, such
as square or elliptical (or cubical or ellipsoidal in 3-D) may also be explored. More im-
portantly, recalling our experimental results regarding the size of the neighborhood, it
may be necessary to properly adjust this parameter to match the classification strategy
followed by the application. In the case of the second proposed solution, nothing more
than better tuning the number of randomly selected features may be required if the num-
ber of initial features is high. Determining the number of trees at which a stationary
error rate is reached would be again a matter of grid search. Perhaps, an interesting
line of future research would be to include the local selection mechanism available in
random forests within other types of classifiers besides trees. Finally, in a more general
case, both of the proposed solutions could also be useful to compensate for mismatches
between features that show peaked responses and features whose response is not so well
defined, as the latter can be viewed as an extreme case of the second identified problem.
2.6 Conclusion
In this study, we identified two problems related to image location classification for mass
candidate detection in CAD. These problems are peak misalignment and differences of
peak spread, and may occur when combining multiple features that exhibit a peaked
response at sites where relevant patterns are present. As a solution, we proposed two
methods that work at the feature and classifier level, respectively. The first method aims
at propagating the maxima of a given feature image considering a circular neighborhood
centered at each maximum location. The second method exploits the particular sampling
and classification mechanisms of random forests in order to fuse the utilized features. To
assess the effectiveness of the proposed methods, we experimented with a CAD system
for mass candidate detection in screening mammography. After independently applying
the two proposed methods, significant improvements in detection performance at typical
operating points were observed in both cases. Combining the methods further improved
the obtained results. A similarly improved detection performance was observed at more
specific operating points as well. Consequently, we believe that the strategies proposed
in this study can render mass candidate detection approaches based on image location
classification more robust to feature discrepancies and prove advantageous not only at
the candidate detection level but also at later steps of a CAD system.
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Abstract
Current computer-aided detection (CAD) systems for screening mammography work as
prompting devices that aim at drawing the radiologists’ attention to suspicious regions.
As a result, they lack specificity, which is an important issue considering the screen-
ing context. In this study, we investigate an alternative way of applying CAD so the
aforementioned issue is avoided. It consists in utilizing a standalone system for recalling
additional abnormal cases potentially missed at screening while still keeping the associ-
ated recall rate at low levels. We have tested this system on a large database of 5800 cases
of which 1% corresponded to cancer cases missed at screening. The results showed that
26% of the missed cases could be detected with a low additional recall rate of 2%. More-
over, after extrapolating this result to a screening program, we determined that, with
our system, 0.73 additional cancers per 20 additional recalls could be detected. We also
compared the proposed system with a regular CAD system intended for nonstandalone
operation. The performance of the proposed system was significantly better.
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3.1 Introduction
Early detection of breast cancer is essential to increase the chances of treatment success
and thus reduce the death toll associated with this disease. To capitalize on this issue,
screening programs using mammography have been deployed in several countries. How-
ever, it is known that screening mammography tends to be difficult for radiologists, and
that screening errors cannot be avoided. This is demonstrated by previous retrospective
studies2,73,74 that show that between 57% and 67% of the cancers detected at screening
examination are already visible on a prior mammogram.
Taking into account these findings, the importance of developing tools that aid ra-
diologists in their work becomes evident. In the last decades, computer-aided detection
(CAD) systems for screening mammography have been introduced in clinical practice,
and for instance in the United States, they are nowadays applied to about three of four
mammographic examinations.38 The goal of these systems is to direct radiologists to any
suspicious region on a mammogram; therefore, they are designed to achieve high sensi-
tivity at the expense of obtaining low specificity. In fact, they operate at a false positive
rate that is at least an order of magnitude higher than that of screening radiologists,
which leads to decreased reliance.
In this study, we investigate a rather different application of CAD that, instead of
prompting, aims at detecting malignant cases potentially missed by screening radiolo-
gists. The idea is to run the CAD system on the set of cases that were not recalled in
order to generate an additional set with the most suspicious exemplars and then send
these exemplars back to radiologists for reconsideration. To operate at a low recall rate,
the system is trained using data following a distribution similar to the one found in
screening, which corresponds to a high prevalence of normal cases. In addition, the
system’s parameters are properly optimized. Based on the numbers observed in some
screening programs,75 the selected optimization target is set to a recall rate of 2%.
3.2 Materials and methods
3.2.1 Image database
A total of 18 242 digitized film mammograms from the Preventicon screening center
(Utrecht, the Netherlands) were used in our experiments. They corresponded to 5800
patients and included 188 images from 58 prior exams with visible masses and architec-
tural distortions that were not detected until a later screening round. The remaining
18 054 images (5742 exams) corresponded to normal cases with no sign of pathology.
For both normal and abnormal exams, either two or four views were taken into account
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depending on their availability.
3.2.2 Overview of the CAD system
The developed CAD system consists of a preprocessing stage, an initial detection stage
and an interpretation stage that aims at reducing the number of false-positive detections.
During the preprocessing stage, mammograms are segmented into three regions:
breast tissue, pectoral muscle and background. The image background is marked by
identifying pixels with high exposure and low gradient values. This operation is followed
by morphological transformations to remove labels and to fill small gaps. Subsequently,
the pectoral muscle in the mediolateral oblique views is segmented as a straight line
using a method based on the Hough transform.63
After preprocessing, locations in the tissue area are sampled on a regular grid, and
at each location, five features based on gradient and spiculation measures are computed
to determine the presence of a potentially suspicious pattern.20,56 These features are
fed into an ensemble of five neural networks that are randomly initialized and trained
on a small, independent data set. In this way, a more powerful classifier than with a
single network is obtained. By averaging the five networks’ outputs, a likelihood score for
each location on the grid is computed. Together, these likelihood scores form a likelihood
map. After smoothing this map, each local maximum that exceeds a threshold is selected
as a candidate, and its associated region is segmented using a dynamic programming
method.76
In the interpretation stage, the segmented regions are classified into normal or ma-
lignant tissue by means of a soft-margin support vector machine (SVM) configured with
a Gaussian kernel. For this stage, a new set of features measuring region contrast, loca-
tion, linear texture, density, size, compactness and contextual information is computed.
In addition, the five gradient- and spiculation-based features and the likelihood score
computed in the initial detection stage are used. So, a total of 73 features are processed.
Each of these features is scaled to have zero mean and unit standard deviation before
classification.
3.2.3 CAD system training
Training of our CAD system for operation at low recall rates involves a large number of
normal cases (more than 4000 per fold considering the four-fold cross-validation scheme
explained in the next section). This is necessary for two reasons: first, to achieve the
high specificity required for standalone operation and, second, to be able to accurately
measure the performance of the system at that high-specificity operating point. In this
study, this set of normal cases corresponded to a random sample of the whole population
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available in the Preventicon database and thus aimed at modeling the actual distribution
of the data.
Another key point during training is optimizing the SVM classifier used in the inter-
pretation stage. In this study, two of its parameters: the penalization parameter for the
abnormal instances, C+, and the coefficient of the Gaussian kernel, γ, were determined
using a grid search procedure.
The first parameter, C+, derives from the formulation of the soft-margin SVM, which
deals with nonseparable classification problems.77 Since a hyperplane that perfectly sep-
arates the two analyzed classes may not always exist, the soft-margin method determines
a hyperplane that splits the classes as cleanly as possible while allowing some of their
instances to lie inside the margin or even be misclassified. These elements are penal-
ized during optimization by a penalty parameter C according to the formulation shown
below:
min
w,b,ξ
1
2
‖w‖2 + C∑
i
ξi
s.t. yi(〈w,xi〉+ b) > 1− ξi, ξi > 0,
(3.1)
where w and b denote the separating hyperplane. The larger the value of C, the larger
the impact of those elements on the resulting model. Essentially, C can be regarded
as a tuning parameter, and in problems with highly imbalanced data, such as the one
dealt with in this study, separate parameters, C+ and C−, are used for the abnormal
and normal instances, respectively. Furthermore, in order to keep the tuning process
tractable, one of them is usually kept constant, and the other one is varied.78 For our
problem, C− was set to one, and C+ was searched over C+ ∈ {1, 5, 10, 50}.
The second parameter, γ, derives from the fact that the sets to be discriminated are
typically not linearly separable in the original feature space; thus, an SVM often maps
the input data into a higher (possibly infinite) dimensional space in which separation is
expected to be easier. This mapping is achieved by means of a kernel function K(x,x′),
which in our case corresponds to the Gaussian function:
K(x,x′) = exp(−γ‖x− x′‖2), (3.2)
where γ is related to the kernel width and must also be tuned appropriately. In this
study, the search grid for γ was constructed by randomly sampling 1000 data points,
computing their pairwise distances, deriving the inverse of the 30th, 50th, 70th and 90th
percentiles, and averaging the results for each percentile after ten trials.
The selected values for both C+ and γ were those yielding the highest sensitivity at
2% recall rate after classifying the training set using three-fold cross-validation.
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3.2.4 Evaluation
A four-fold cross-validation scheme was used for evaluating the proposed CAD system.
Image sets corresponding to individual cases were not distributed among the cross-
validation subsets. Moreover, the ratio of abnormal to normal cases was roughly the
same in each subset. After classification, a curve with case sensitivity values for differ-
ent, increasing recall rates was computed. The partial area under this curve (PAUC)
from 0% to 2% recall rate and the case sensitivity at 2% recall rate were used as perfor-
mance measures. The statistical analysis was carried out by means of bootstrapping.79
Cases were sampled with replacement from the complete cross-validation set 5000 times.
3.3 Results
The performance curve computed for the developed system is shown in Figure 3.1 (solid
line). The mean PAUC from 0% to 2% recall rate was 3.39×10−3 (95% CI = 1.75×10−3
to 5.25 × 10−3), while the mean case sensitivity at 2% recall rate was 0.264 (95% CI =
0.150 to 0.389), which indicates that 15 of the previously missed cancer cases were
detected. Furthermore, at a lower recall rate of 1%, the mean case sensitivity was
0.202 (95% CI = 0.086 to 0.317), and thus 11 cancers were still detected. Some examples
of detected cancers are shown in Figure 3.2.
We extrapolated our results to the Dutch screening program carried out at the Pre-
venticon screening center. In a previous study,75 a detection rate of 0.49% for film-based
mammography was obtained. Assuming that 57% of these detected cancers should be
visible on a prior mammogram as stated before,73,74 the additional number of detected
cancers expected by applying our CAD system can be computed. This number is asso-
ciated with the right vertical axis in Figure 3.1. Thus, considering an additional recall
rate of 2%, 0.73 additional detected cancers per 20 additional recalls are expected.
For the sake of comparison, a CAD system designed for prompting, previously devel-
oped by our group, was also evaluated.52 This system comprises the same preprocessing
and detection stages as the standalone system and processes the same features but uti-
lizes an ensemble of five neural networks in the interpretation stage. Training of these
networks involves a stopping criterion based on a validation learning curve generated
using an independent set of images (additional to the training set). In our experiments,
these networks were configured with 12 nodes in the hidden layer, a learning rate of
0.005 and a sampling ratio of 9:1 negative to positive instances presented during train-
ing. These settings are the ones used in normal operation.
The performance curve computed for the prompting system is shown in Figure 3.1
as well (dash-dotted line). The mean PAUC from 0% to 2% recall rate was 1.61× 10−3
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Figure 3.1. Case-based performance curve for the standalone system proposed in this study and the
system designed for prompting previously developed by our group.52
(95% CI = 0.46× 10−3 to 2.99× 10−3), while the mean case sensitivity at 2% recall rate
was 0.147 (95% CI = 0.051 to 0.258). Comparing this performance with the one achieved
by the standalone system, there is a clear and statistically significant advantage in favor
of the latter (p = 0.0184 and p = 0.0210 for the PAUC and case sensitivity, respectively).
3.4 Discussion and conclusion
In this study, we proposed a new CAD application consisting in detecting suspicious cases
missed by radiologists during breast cancer screening while keeping a low additional recall
rate. We developed a highly specific system intended for standalone operation by training
an SVM classifier with a large set of normal cases and by optimizing its parameters at
a low recall rate (2%). This system was evaluated on a large image database aimed
at approximating the typical setting observed in screening, which corresponds to a high
percentage of normal cases (99% in our database) and a very low percentage of abnormal
ones (1% in our database).
Moreover, to demonstrate the potential of the developed system, we selected the set of
abnormal cases in such a way that it was composed of examinations missed by radiologists
during prior screening rounds. Our experimental results showed that, operating at a
similar recall rate as screening radiologists, the developed system was able to detect 26%
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Figure 3.2. Examples of cancers missed during screening that were detected by the proposed standalone
system. The detected lesions are indicated with an arrow.
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of these missed cases. Extrapolating this result to a mammography screening program,
the obtained sensitivity corresponds to 0.73 additional detected cancers per 1000 women
screened. As a consequence, several late screening-detected cancers could be detected
earlier at the expense of a 2% additional recall rate. However, we hypothesize that, by
referring the set of cases selected by the system back to radiologists for validation, the
final number of false-positive recalls could be considerably lowered. More experiments
are needed to verify this point.
As part of this work, we also compared the proposed standalone system with a CAD
system for prompting. The results showed that the performance of the standalone system
was significantly better, which was mainly due to the specific optimization procedure
followed during training, which greatly matched the generalization capabilities of SVMs
and their ability to deal with high-dimensional spaces.
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Abstract
To reach performance levels comparable to those of human experts, computer-aided de-
tection (CAD) systems are typically optimized following a supervised learning approach
that relies on large training databases containing manually annotated lesions. However,
manually outlining those lesions constitutes a difficult and time-consuming process that
renders detailedly annotated data difficult to obtain. In this study, we investigate an
alternative approach, namely multiple-instance learning (MIL), that does not require
detailed information for optimization. We have applied MIL to a CAD system for tu-
berculosis detection. Only the case condition (normal or abnormal) was required during
training. Based upon the well-known miSVM technique, we propose an improved algo-
rithm that overcomes miSVM’s drawbacks related to positive instance underestimation
and costly iteration. To show the advantages of our MIL-based approach as compared
with a traditional supervised one, experiments with three X-ray databases were con-
ducted. The area under the receiver operating characteristic curve was utilized as a
performance measure. With the first database, for which training lesion annotations
were available, our MIL-based method was comparable to the supervised system (0.86
versus 0.88, p = 0.1168). When evaluating the remaining databases, given their large
difference with the previous image set, the most appealing strategy was to retrain the
CAD systems. However, since only the case condition was available, only the MIL-based
system could be retrained. This scenario, which is common in real-world applications,
demonstrates the better adaptation capabilities of the proposed approach. After retrain-
ing, our MIL-based system significantly outperformed the supervised one (0.86 versus
0.79 and 0.91 versus 0.85, p < 0.0001 and p = 0.0002, respectively).
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4.1 Introduction
Despite the advances in medicine and the development of affordable and effective treat-
ments, tuberculosis (TB) is still one of the greatest killers worldwide. It is estimated
that in 2012, 8.6 million new TB cases occurred, and 1.3 million people died from this
disease.80 TB is highly contagious, and the inhalation of a few bacteria (Mycobacteria
tuberculosis) is enough for a person to become infected. For this reason, early detection
and diagnosis are crucial to stop its dissemination. Although several tests for TB diag-
nosis, either latent (e.g., Mantoux test or interferon-gamma release assay) or active (e.g.,
sputum culture or Xpert MTB/RIF), exist, their application is usually hampered by the
medium to long time required to process a sample, their complexity or their relative
high cost, if we take into account that the countries with the highest TB burden are
among those with the lowest economic resources. Within this context, chest radiography
is the subject of renewed interest as a complementary tool in TB diagnostic algorithms,
as it can be much cheaper and faster, and can enable identification of TB suspects with
the highest risk of disease. Unfortunately, assessing chest radiographs (CXRs) requires
specialized personnel that are not always available, which is a major obstacle, especially
in the aforementioned resource-constrained countries.
Considering these circumstances, computer-aided detection (CAD) systems can prove
valuable, as they can produce the desired assessment with limited or no human inter-
vention at all.81–83 Typically, for TB detection, a posterior-anterior CXR is used as the
input, and the computer searches the depicted lung region for abnormalities that could
be present. As a result, an overall score indicating the likelihood that radiological ab-
normalities suggestive of the illness are found is obtained. In addition, the detected
abnormalities may be prompted. Such information can be of great utility to evaluate
the initial extent of the disease or its progress or remission in a follow-up examination.
As an example, Figure 4.1 shows a CXR of a TB suspect (left) and the output yielded by
the CAD system utilized by Maduskar et al.81 (right), which consists of both an image
score and a heat map showing the abnormal regions (in warm colors). Given that an
image score above 50 in the [0 100] range indicates abnormality, with the assigned score
of 85, this particular subject is though to be affected by TB.
Besides the authors’ related work,81,82,84 which is partially described in Section 4.2.1,
only a few CAD systems dealing with the problem of full-fledged TB detection on CXRs
have been reported. For instance, Noor et al.85 analyzed CXRs with the Daubechies
wavelet and processed the resulting features with a modified principal component anal-
ysis algorithm and discriminant functions. Rijal et al.86 proposed a method based on
phase congruency to measure the transition between pixels representing normal and af-
fected tissue. The average, variance, coefficient of variation and maximum were used as
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Score: 85
Figure 4.1. A CXR corresponding to an ill subject (left) and the output yielded by the CAD system
utilized by Maduskar et al.81 (right). Highly abnormal regions are shown in warm colors.
features. Tan et al.87 calculated statistical moments of the gray-scale values of the seg-
mented lung fields, which were then classified by means of adaboost using C4.5 stumps
as weak learners. More recently, Jaeger et al.83 evaluated two sets of features consisting
of shape, edge and texture histograms, as well as statistical moments. The distance
to the hyperplane determined by a linear support vector machine (SVM) was used as
a confidence measure. In addition to these methods, other approaches addressed only
specific TB manifestations such as cavities,88 miliary pattern,89 etc. Further references
can be found in the review by Jaeger et al.49 Considering the current developments, the
performance of CAD for TB detection is usually comparable to that of field officers but
is still below that of specialists.81,83
In order to achieve the best performance in real scenarios,82,84 CAD systems are com-
monly trained on large CXR databases comprising both positive and negative examples
of TB. Since not all the lung pixels on abnormal images are necessarily abnormal, accu-
rate annotations outlining the diseased areas are often required so the pattern recognition
algorithms embedded in those systems can correctly learn to discriminate between nor-
mal and abnormal parenchyma. In machine learning terminology, this strategy is known
as the supervised approach and is arguably the most powerful in terms of classification
accuracy, as it utilizes detailed information regarding the condition of the training cases.
However, the usual way to obtain such a level of detail is to have human readers man-
ually annotating the diseased areas, which has several disadvantages. First, manually
annotating a large X-ray data set is a tedious and time-consuming task. Second, in
cases such as TB, the diffuse aspect of the lesions of interest makes them difficult to be
accurately outlined.86 Third, the availability of qualified readers may not be guaranteed;
therefore, the provided training information may not always reach the expected levels of
detail. Fourth, if a database is annotated by different readers, substantial differences or
even disagreement (inter-observer variability) are very likely.45–47 Fifth, there is always
the chance of erroneous annotation due to misinterpretation.45,49,90 Finally, if new train-
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ing data become available, the annotation process must be carried out again for those
data to become usable. Clearly, the traditional supervised approach, although highly
accurate, has several limitations that undermine CAD development and deployment.
In this study, we investigate an alternative machine learning approach, known as
multiple-instance learning (MIL),91 that does not require labeling of each feature sam-
ple for training but only a global class label characterizing a group of samples. Consid-
ering our TB detection problem, this means that just the condition at the image level
suffices for a CAD system to be trained, which is extremely advantageous, as that kind
of labeling is much easier to obtain than lesion outlines. We start with the heuristic
described by Andrews et al.92 to solve the maximum pattern margin SVM (miSVM)
formulation as our baseline method. Then, we propose a novel algorithm, specifically
designed for our CAD application, that aims at addressing miSVM’s issues related to
underestimation of the positive instances and costly iteration. The key of the proposed
algorithm is to use probability estimates instead of the sign of the decision function
to guide the MIL process. With appropriate parameter tuning, this approach allows
us to completely avoid the original miSVM iteration. In addition, we deal with the
label uncertainty resulting from instance reclassification, which may, otherwise, lead to
decreased sensitivity.
To show the advantages of the proposed method, we compare the performance of our
MIL-based CAD system with the one yielded by its supervised counterpart in detecting
textural abnormalities related to TB. Moreover, we evaluate these systems on several
image databases that differ in both characteristics and labeling detail (i.e., with lesion
annotations or image labels only). The objective is to simulate a typical scenario found
in CAD where a given system optimized for operation under some initial setup (e.g.,
trained with a group of images acquired by a particular device) would have to maintain
its original (good) performance under varying conditions. Depending on how large the
differences were, probably the best alternative would be to retrain and optimize the
system taking into account the new data. While this would be possible, or at least much
easier, for the MIL-based system, the lack of lesion outlines would render retraining of
the supervised system inapplicable unless lesion annotation were carried out.
Although MIL has been an active research topic in the machine learning community
during the past decades, it has been only sparingly applied to medical image analysis
and CAD.93–98 In fact, to the best of our knowledge, our work is the first attempt to
develop a CAD system by explicitly exploiting the low requirements of MIL in terms
of annotation detail that proves successful by showing highly competitive results with
respect to a supervised approach. Furthermore, we believe that this is the first time that
a MIL-based CAD system is shown to outperform its supervised counterpart given an
adverse scenario with changing operating conditions and lack of lesion-level information,
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which highlights the great potential of the proposed method for deployment in real-world
applications.
4.2 Supervised versus MIL-based CAD
4.2.1 Supervised CAD system
The defining characteristic of a supervised approach is the use of labeled data during
training. Consequently, each provided example consists of an input (typically a feature
vector) and the desired output. The supervised CAD system evaluated in this study
adheres to this strategy. It has been developed by the Diagnostic Image Analysis Group,
Nijmegen, the Netherlands. Since the system addresses the TB detection problem by
means of supervised pixel classification, feature vectors are associated with image pixels,
and the labels of those vectors are determined according to the available lesion annota-
tions. Once trained, the system is expected to infer the correct labels of unknown data.
Two main stages, namely texture feature extraction and pixel classification, are involved
in the whole process. They are explained in detail below.
During texture feature extraction, features based on the first four moments of the
intensity distributions resulting after applying a multiscale local jet of second order99 to
a subsampled version of the input image (1024 pixels wide) are obtained. These moments
are computed inside the lung fields on a grid with a spacing of 8 pixels considering circular
patches with a radius of 32 pixels.100 Several spatial features, such as the normalized
horizontal and vertical positions, and the distances to the lung wall and to the center of
gravity of both lungs, complement the lung parenchyma characterization.
In the next stage, classification of each of the previously obtained feature vectors is
carried out by a k-nearest neighbors (k-NN) classifier. The k-NN classifier is trained
by following the supervised setting explained before. One particularity, however, is that
the feature vectors corresponding to normal pixels in abnormal images are not taken
into account. The reason is that, due to the diffuse and sometimes subtle nature of the
lesions associated with TB, it is not possible to guarantee that the normal regions from
the abnormal images are indeed completely normal. After texture classification, a heat
map indicating the abnormality of each pixel belonging to lung parenchyma is produced.
To aggregate the classifier output into a single image score, the 95th percentile of the
cumulative distribution of patch scores is computed.101
Since the MIL approaches evaluated in this study are based on SVMs (see the next
sections), and SVMs lead to a better performance than k-NN for supervised classification
(see Section 4.4.5), besides the k-NN classifier mentioned above, we experiment with an
SVM provided with a Gaussian kernel as the learning and classification component of
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the supervised CAD system. In this way, we can compare our MIL-based approach with
the best supervised alternative available.
4.2.2 MIL-based CAD system
The alternative MIL-based CAD system investigated in this study comprises the same
stages as the supervised one but replaces the supervised classifier with a MIL-based
technique.
MIL is a generalization of supervised classification that associates training class labels
with sets of patterns (referred to as bags) instead of individual patterns (referred to as
instances).91,102 Although every instance may possess a true class label, it is assumed
that this label can only be indirectly accessed through its corresponding bag label. By
definition, a bag receives a particular class label if at least one of its instances possesses
that label. In the case of binary classification, this means that a bag is labeled positive if
at least one of its instances is positive. As a result, the utilized classifier has to learn how
to deal with the ambiguity of not knowing which of the instances are positive and which
are negative. This added requirement with respect to supervised classification makes
MIL more challenging but, at the same time, more interesting. If instead of regarding
the lack of knowledge about the labels of the individual patterns as a limitation we think
of it as a simplification, the advantage of MIL considering CAD applications becomes
evident: detailed lesion annotations are no longer required for training, as the case-
or image-level condition provides all the necessary information. For our TB detection
problem, in particular, labeling a CXR as abnormal is clearly much easier than accurately
outlining its abnormal regions. Moreover, moving from the previous supervised approach
to a MIL-based one is straightforward, as the CXRs naturally become the bags, and
accordingly, the texture feature vectors associated with lung parenchyma become the
instances.
miSVM formulation
Taking into account the above MIL setting, we have explored the miSVM formulation
proposed by Andrews et al.92 as our baseline method. It bears the crucial advantage
of allowing instance-level scores to be recovered after classification, which in turn let
us to compose heat maps showing the affected lung regions as with any supervised ap-
proach. This feature is not offered by other MIL methods such as citation k-NN,103
diverse density SVM (DD-SVM),104 generalized expectation-maximization diverse den-
sity (GEM-DD)105 or multiple-instance learning with instance selection (MILIS)106 that
only yield bag-level scores and thus limit the amount of information that could be output.
Another interesting property of miSVM is that it attempts to select all the true-positive
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instances in the positive bags during training and not just a single or a few represen-
tatives as related methods such as maximum bag margin SVM (MISVM),92 expectation-
maximization diverse density (EM-DD),107 random walk SVM (RW-SVM)108 or multiple-
instance learning via disambiguation (MILD)109 do. By selecting the most positive in-
stances, it is likely that these methods will only learn from samples corresponding to
the obvious lesions and will disregard the samples corresponding to the more subtle
ones. As a consequence, they may lead to decreased sensitivity. On the other hand, the
drawback of miSVM is that it could allow some false-positive instances to be selected
as well. However, as long as the true-positive instances dominate the positive set of the
training data, the instance-based SVM used by the algorithm will be able to deal with
the resulting ambiguity.
Besides the alternatives discussed above, other label imputation methods such as
multiple-instance learning via embedded instance selection (MILES)110 attempt to iden-
tify the positive instances in the negative bags in addition to the positive instances in
the positive bags. Such an approach, however, is not necessary in our case, as all the
instances from normal images are believed to be normal. Therefore, if we were to modify
their labels during training, the system’s specificity could be compromised.
Given the instance labels yi, yi ∈ {−1, 1}, i = 1, . . . , N , with N being the number
of training instances xi, and the bag labels YI , YI ∈ {−1, 1}, for the training bags
BI , BI = {xi : i ∈ I} for index sets I ⊆ {1, . . . , N}, the miSVM formulation can be
written as
min
{yi}
min
w,b,ξ
1
2
‖w‖2 + C∑
i
ξi
s.t. yi(〈w,xi〉+ b) > 1− ξi, ξi > 0,
∀I : YI = 1,
∑
i∈I
yi+1
2
> 1,
∀I : YI = −1, yi = −1,
yi ∈ {−1, 1},
(4.1)
where w and b are the weight vector and the offset of the SVM, respectively, C is the
penalization parameter for the misclassified instances, and ξi are slack variables as known
from the standard soft-margin SVM.77 The modified set of constraints with respect to
the latter aims at enforcing the MIL problem definition. In this way, the soft-margin
criterion is maximized jointly over possible label assignments and hyperplanes under the
condition that at least one instance from every positive bag is in the positive half-space,
while all the patterns belonging to the negative bags are in the negative half-space. Since
the miSVM formulation leads to a challenging computational problem, the solution (w, b)
is obtained by the optimization heuristic shown in Figure 4.2.
4.3 Proposed MIL method 53
initialize yi = YI for i ∈ I;
repeat
compute SVM solution (w, b) for data with imputed labels;
compute outputs fi = 〈w,xi〉+ b for all xi in positive bags;
set yi = sgn(fi) for every i ∈ I, YI = 1;
foreach positive bag BI do
if
∑
i∈I(1 + yi)/2 == 0 then
compute i∗ = argmaxi∈I fi;
set yi∗ = 1;
end
end
until imputed labels do not change;
Output: (w, b)
Figure 4.2. Heuristic for miSVM optimization proposed by Andrews et al.92
4.3 Proposed MIL method
Despite the advantageous features discussed in the previous section, we have observed
several issues with the miSVM heuristic shown in Figure 4.2 that lead to low performance
given our CAD application. These issues are:
1. Underestimation of the number of positive instances in the positive bags∗
2. Slow, configuration-dependent convergence
3. Label uncertainty due to instance reclassification.
In order to tackle these problems, we propose the alternative algorithm for miSVM op-
timization shown in Figure 4.3. A major difference with respect to the original miSVM
heuristic is that we use probability estimates, Pi, instead of the SVM’s decision val-
ues, fi, when deciding which instances should be relabeled. In this way, problem 1 is
addressed, as there is now more control over the positive instances to be kept. Fur-
thermore, by properly tuning the probability threshold, τ , the iterative procedure can
be eliminated, which leads to a single-iteration version of the proposed algorithm and
thus solves problem 2. Finally, by discarding the instances that change their label after
∗Although this issue is specifically referred to as underestimation of the number of positive instances
in the positive bags, in general, either underestimation or overestimation may be experienced depending
on the characteristics of the training data. The solution provided in this study is also applicable in the
latter case.
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Parameter: τ (probability threshold)
initialize yi = y
′
i = YI for i ∈ I;
repeat
compute SVM solution (w, b) for data with imputed labels;
compute SVM class-conditional probability model (A,B);
compute probability estimates Pi for all xi in positive bags;
foreach i ∈ I, YI = 1 do
if Pi > τ then
set yi = 1;
else
set yi = −1;
end
end
foreach positive bag BI do
if
∑
i∈I(1 + yi)/2 == 0 then
compute i∗ = argmaxi∈I Pi;
set yi∗ = 1;
end
end
until imputed labels do not change;
discard xi, yi 6= y′i for every i ∈ I, YI = 1;
compute SVM solution (w, b) for the remaining data;
Output: (w, b)
Figure 4.3. New algorithm for miSVM optimization.
reclassification, the uncertainty mentioned in problem 3 is avoided. In the following
sections, we elaborate on the key components that make up the proposed method.
4.3.1 Adding probability estimates
A major drawback of the original miSVM heuristic is that, given our training data, it
tended to underestimate the number of positive instances in the positive bags. For exam-
ple, for the image set from Zambia (Section 4.4.2), the fraction of positive instances that
were still labeled as positive after iterative refinement (i.e., the true-positive instances)
was less than half.∗ As a result, the performance yielded by the miSVM-based CAD
system was rather low (Section 4.4.5).
∗This kind of analysis could only be conducted on the Zambia database, as it was the only one for
which lesion annotations, and thus instance labels, were available. See Section 4.4.2 for details.
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In order to overcome this problem, we propose to follow a similar probability estima-
tion procedure as the one suggested by Platt111 and utilize the estimates computed by
this procedure instead of the sign of the SVM’s decision function when deciding which
instances in the positive bags are to be relabeled during iterative refinement. The model
for probability estimation is given by
P =
1
1 + exp(Af +B)
, (4.2)
where f is the decision value yielded by the SVM, and A and B are parameters deter-
mined by minimizing the negative log likelihood of the training data. The motivation to
include this probability estimation procedure is two-fold:
1. The method by Platt111 aims at deriving an unbiased training set for fitting the
sigmoid function that models the class-conditional densities between the SVM’s
margins, which is achieved by means of cross-validation. From here, it is expected
that, by including a cross-validation approach during training, a better, unbiased
estimate of the instances’ “positiveness” is obtained after classification. This is
contrary to the biased approach followed by the original heuristic, in which the
decision values computed after classifying the same training set are assessed with
no additional processing.
2. The sigmoid fitting mechanism itself contributes to further modifying the thresh-
old used to relabel the instances in the positive bags as a result of adapting the
sigmoid’s parameters to the cross-validated data. Graphically, this modification is
observed as a shift of the point where the sigmoid reaches 0.5 with respect to the
point where the SVM’s decision function is zero. Figure 4.4 shows the aforemen-
tioned effect considering the Zambia database. Notice how the threshold values
after the first and the last iterations (indicated with vertical lines of the respective
colors) are located around −0.08 instead of 0 on the decision value axis. This new
probability-driven threshold leads to more instances being labeled as positive than
when the sign of the decision function is used. This effect is cumulative along the
several iterations of the refinement process. Thus, even in this particular example
where the differences seem marginal, the overall changes are substantial. Further-
more, by varying the probability threshold, even more suitable modifications of the
final SVM solution can be obtained, since in this way, it is possible to control the
amount of instances that are kept in the positive part of the training set.
Apart from the arguments in favor of the proposed procedure given above, the fol-
lowing remarks should be made:
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Figure 4.4. The effect of sigmoid fitting during the first and the last iterations of the new algorithm
proposed to solve the miSVM problem (Zambia database). Notice the shift of the threshold used to
relabel the instances in the positive bags (marked with vertical lines located at roughly −0.08 instead
of 0 on the decision value axis).
• The cross-validation approach indicated in point 1 is a time-consuming process and
may become a burden depending on the number of utilized folds. Therefore, in
order to minimize the additional computation time, parallelizing the fold classifi-
cation routines is suggested. Given the ubiquity of multi-core processors, this task
should be easy to accomplish.
• Care should be taken when setting the probability threshold used during iterative
refinement. For example, by lowering this threshold, more instances would be
labeled as positive, and the method will be less prone to underestimation; however,
as the number of false positives included in the training set may also increase, the
classifiers’ specificity may be compromised. For that reason, the best option would
be to treat the probability threshold as a free parameter and tune it appropriately
according to the particularities of the given data.
• Although it could be argued that a similar varying-threshold strategy could be
attempted directly on the decision values, their uncalibrated nature would make it
difficult to specify a sensible setting. Moreover, the concept of decision value is not
as intuitive and does not convey as much information as the concept of probability.
Perhaps, an alternative approach would be to sort the decision values and use a
quantile-based rule to define the threshold. However, such an approach could be
influenced by the ratio of positive to negative instances, which would be difficult
to estimate and correct for if reliable instance labels are not available.
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Figure 4.5. Accumulated percentage of changed labels per refinement iteration (Zambia database). It
can be seen that most label changes occur during the early iterations.
4.3.2 Single-iteration refinement
Another issue with the miSVM heuristic is its slow convergence. This problem, which is
also experienced when probability estimates are included, is more or less severe depending
on the used data, algorithm and parameter set. In fact, we have observed that the number
of executed iterations significantly varied across our experiments (e.g., Table 4.3). On the
other hand, we have also observed that the large majority of the initially imputed positive
labels that changed their value did so during the first iterations of the refinement process.
As an example, Figure 4.5 shows that around 87% of the label changes occurred after
the first 10 iterations given the image set from Zambia (Section 4.4.2). Consequently,
the remaining iterations can be regarded as a fine-tuning step, and we can safely assume
that, the later the iteration, the lesser the effect on the computed SVM solution.
Considering the above observation and taking advantage of the new feature provided
by the probability-driven mechanism described in the previous section, we introduce
a further modification that consists in setting the probability threshold to a relatively
high value (e.g., >0.6) in such a way that a large fraction of the instances in the positive
bags are labeled as negative after the first iteration. As a result, subsequent refinement
becomes unnecessary, which allows us to avoid all the computational issues introduced
by the iterative procedure. Note that the nature of this approach is opposite to the
one exposed in the previous section, which actually pointed at lowering the probability
threshold in order to improve performance. The reason is that, in the current case, there
will be no cumulative effect due to the absence of iteration. Once a relabeled training
set is obtained, a standard supervised SVM can be trained.
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4.3.3 Discarding the negative instances of the positive bags
The final improvement with respect to the original miSVM heuristic consists in discarding
the instances that were initially imputed as positive but became negative as a result of
the refinement process (either after one or several iterations) instead of keeping them
in the negative part of the training set. The motivation for this approach is given by
the training strategy followed by the supervised CAD system described in Section 4.2.1,
which disregards the samples belonging to normal regions on abnormal images due to
the uncertainty inherent to TB lesions and the lesion annotation process itself. From
this perspective, we can assume that such uncertainty is also present in the context of
MIL-based CAD and is even higher due to the weaker supervision (image labels versus
lesion annotations) and the associated possibility of erroneous label imputation. In this
sense, if the number of false negatives included in the training set is high, the SVM
resulting after training may be biased to label similar positive instances as negative
during classification, decreasing in this way sensitivity. By discarding the uncertain
instances, that risk is eliminated.
4.4 Experiments and results
4.4.1 Evaluated approaches
We evaluated the detection performance of five CAD systems, each one using a different
pixel classification approach. The evaluated systems are listed below:
1. The conventional CAD system described in Section 4.2.1 provided with a super-
vised k-NN classifier. This system will be referred to as k-NN.
2. The conventional CAD system described in Section 4.2.1 provided with a super-
vised SVM. This system will be referred to as SVM.
3. A MIL-based CAD system using a miSVM classifier optimized with the original
heuristic proposed by Andrews et al.92 as shown in Figure 4.2. This system will
be referred to as miSVM.
4. A MIL-based CAD system utilizing a miSVM classifier optimized with the new
algorithm shown in Figure 4.3, which includes the probability estimation and data
discarding procedures described in Sections 4.3.1 and 4.3.3. This system will be
referred to as miSVM+PEDD.
5. The same system as above but with its classifier optimized with a single iteration of
the new algorithm shown in Figure 4.3 as explained in Section 4.3.2. This system
will be referred to as si-miSVM+PEDD.
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Table 4.1. Information about the CXR databases used in this study
Database 1 Database 2 Database 3
Origin Zambia Tanzania The Gambia
Purpose Clinical data TB cohort Prevalence survey
Training set 277 abnormal 226 abnormal 203 abnormal
184 normal 209 normal 224 normal
Test set 248 abnormal 226 abnormal 197 abnormal
208 normal 208 normal 226 normal
Scanner Odelca DR ECR Eleva Atomed MXU
(Delft DI) (Philips) (Delft DI)
Labeling detail Lesion Image Image
annotations labels labels
4.4.2 Image data
Three CXR databases collected in Zambia, Tanzania and The Gambia were used in this
study. Detailed information is given below and in Table 4.1. Example images are shown
in the first column of Figure 4.9.
The images in the first database were acquired at a busy urban health center in
Lusaka, Zambia and correspond to highly TB-suspect subjects. Clinical practice estab-
lishes that, based on the outcome of X-ray examination and symptoms, further tests
(e.g., sputum smear, culture or Xpert MTB/RIF) may be performed on these subjects.
This image set will be referred to as the Zambia database. The images in the second
database were collected in the course of two TB cohort studies at the Ifakara Health In-
stitute in Bagamoyo, Tanzania. Study participants were recruited from adult individuals
actively presenting to different clinics in the area and reporting symptoms suggestive of
TB. This image set will be referred to as the Tanzania database. The images in the third
database correspond to a subset obtained from the national TB prevalence survey that
was carried out in The Gambia between December 2011 and January 2013. As a result,
not all the individuals were symptomatic, which is a major difference between this and
the previous two populations. Examinations were conducted at 80 clusters that adhered
to the World Health Organization’s guidelines for TB prevalence surveys. This image set
will be referred to as the Gambia database. All the databases correspond to a random
sample of their original populations (in the latter case, taking into account only those
images having consensus; see below).
Each of the databases was divided into a training and a test set with similar pro-
portions of normal and abnormal cases. Given the CXR-based methodology followed in
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this study, the case condition was established by means of radiological evidence. The
images in the Zambia and Tanzania databases were assessed by certified readers trained
according to the CRRS tuberculosis scoring system.48 In case of doubt, the assessment
was verified by an experienced chest radiologist. The images in the Gambia database
were read by both clinical officers and a central panel of radiologists. The subset utilized
in our experiments corresponds to images for which the two readings agreed.
Leaving aside the aforementioned characteristics, the most relevant aspects of these
databases in the context of the current study are the various scanning devices utilized
to acquire the CXRs and the different levels of detail of the available labeling (lesion
annotations or image labels). These differences allow us to simulate an adverse situ-
ation with varying operating conditions that is suitable for determining the strengths
and weaknesses of the supervised and MIL-based CAD systems. In this respect, the
Zambia database represents the baseline, favorable scenario where the training and test
images are similar, and detailed annotations are available; therefore, both the supervised
and MIL-based systems can be appropriately optimized. Conversely, for the remaining
databases, the operating conditions are worsened, as the images to be evaluated sig-
nificantly differ from the ones in the previous database, which were used for training.
Under the new conditions, perhaps the most appealing approach is to retrain the systems.
However, while retraining is possible for the MIL-based systems due to the availability
of image labels, that is not an option for the supervised ones, as there is not enough
information for their training algorithms to proceed. The results shown in Section 4.4.5
take into account these conditions. Thus, while the results reported for the supervised
approaches (k-NN and SVM) correspond to systems trained on the Zambia database
only, the results reported for the MIL-based approaches (miSVM, miSVM+PEDD and
si-miSVM+PEDD) correspond to systems that were (re)trained on each database. Nev-
ertheless, although the supervised systems could not be retrained on the Tanzania and
Gambia databases, in an attempt to obtain their best performance, we preprocessed
the images in the Zambia database in such a way that the pixel intensity distribution
inside the lung fields was similar either to the one of the Tanzania or the one of the
Gambia database, depending on which database was used for evaluation. Afterwards,
the supervised systems were retrained accordingly utilizing the modified image sets.
4.4.3 Evaluation
Detection performance was evaluated using case-based receiver operating characteris-
tic (ROC) analysis. The area under the ROC curve (AUC) was utilized as a perfor-
mance measure. Statistical significance of the performance difference between pairs of
evaluated approaches was determined by means of DeLong’s test.112 Given the aim of
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the study, comparisons with the supervised approach (SVM) and the original miSVM
method (miSVM) were of paramount importance; therefore, five comparisons per ex-
periment (SVM versus miSVM, miSVM+PEDD and si-miSVM+PEDD; and miSVM
versus miSVM+PEDD and si-miSVM+PEDD) were carried out. Due to the multiple
comparisons, performance differences were considered significant if p < 0.01 (0.05/5)
after applying the Bonferroni correction.
Besides the detection performance, the training time of the compared approaches and
the number of iterations executed by the MIL methods were also measured. An Intel i5
computer at 3.10 GHz with 12 GB of RAM was used for that purpose.
4.4.4 Classifier configuration
Since soft-margin SVMs provided with the Gaussian kernel were utilized in our experi-
ments, careful parameter selection was required in order to obtain a reasonable (hopefully
the best) performance. The two optimized parameters were the penalization coefficient,
C (see Equation 4.1), and the coefficient of the Gaussian kernel, γ. In addition, appropri-
ate values for the probability threshold, τ , of miSVM+PEDD and si-miSVM+PEDD had
to be determined. To carry out this process, we adopted the well-known cross-validation
and grid search strategies considering the training set. The number of cross-validated
folds was set to two. The search points for C and γ were determined by following similar
approaches as the ones described by Lesniak et al.72,78 In particular, C was separated
into two parameters, C− and C+, that were respectively associated with the normal and
abnormal instances. While C− was set to one, C+ was searched over C+ ∈ {1, 5, 10}.
For γ, the grid was set by randomly sampling 1000 data points, computing their pairwise
distances and deriving the inverse of the 5th, 10th, 30th, 50th, 70th, 90th and 95th per-
centiles, with the results for each percentile being averaged over ten trials. Finally, for τ ,
values in the set τ ∈ {0.4, 0.45, ..., 0.8} were explored. The performances yielded by the
different parameter combinations were assessed by means of the AUC. The basic SVM
algorithms corresponded to those implemented in LIBSVM.113 Regarding the k-NN clas-
sifier, the number of nearest neighbors, k, was set according to previous work,84 where
a value of k = 15 was found optimal.
4.4.5 Results
The detection results for the evaluated approaches are listed in Table 4.2. Statistically
significant differences are shown in bold. Additional results, in the form of ROC curves,
are shown in Figures 4.6 to 4.8. The measured training times and the number of executed
iterations are reported in Table 4.3. Nonparallelized implementations of the proposed
MIL algorithms were used.
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Table 4.2. Detection performance (AUC) on the evaluated databases and the p-values obtained when
comparing with SVM (vs. SVM) and miSVM (vs. miSVM) as described in Section 4.4.3. Significant
differences are shown in bold
Database
Zambia Tanzania Gambia
Method AUC vs. vs. AUC vs. vs. AUC vs. vs.
SVM miSVM SVM miSVM SVM miSVM
k-NN 0.84 – – 0.78 – – 0.82 – –
SVM 0.88 – <0.0001 0.79 – 0.1218 0.85 – 0.0929
si-miSVM+PEDD 0.86 0.1168 <0.0001 0.86 <0.0001 0.0024 0.91 0.0002 0.0321
miSVM+PEDD 0.86 0.0536 <0.0001 0.85 0.0004 <0.0001 0.91 0.0004 0.0003
miSVM 0.79 <0.0001 – 0.82 0.1218 – 0.89 0.0929 –
Table 4.3. CPU time and number of iterations required by SVM and the MIL-based methods to
complete their training stage. The reported CPU times are in seconds
Database
Zambia Tanzania Gambia
Method CPU time Num. iter. CPU time Num. iter. CPU time Num. iter.
SVM 986 − 878 − 978 −
si-miSVM+PEDD 12519 1 12043 1 11113 1
miSVM+PEDD 371686 90 351160 73 312085 84
miSVM 56254 66 82236 75 44119 51
4.5 Discussion
Before discussing the main results of the study, we first assess the performance of the two
supervised methods evaluated in our experiments. The results in Table 4.2 indicate that
SVM is at least comparable and most times better than k-NN, which is the classifier
utilized by the original supervised CAD system described in Section 4.2.1. As stated
before, the selection of SVM as the supervised technique to compare with was not only
motivated by its similarity to the MIL-based methods but mainly by the intention of
comparing with the best supervised classifier available. Although previous work by
Maduskar et al.81 has shown that a related system using a k-NN classifier can achieve
a higher AUC (0.91) than the ones reported in this study for data obtained from the
same population (Zambia), substantial differences in the experimental setup make direct
comparison inaccurate. First, the test set evaluated by Maduskar et al. was composed
of only 161 CXRs, whereas the test set evaluated in this study was almost three times
larger; as a consequence, we may have covered a wider variety of patterns. Second, the
percentage of abnormal cases used by Maduskar et al. was 75%, which is much higher
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Figure 4.6. ROC curves yielded by the evaluated approaches on the Zambia database.
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Figure 4.7. ROC curves yielded by the evaluated approaches on the Tanzania database.
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Figure 4.8. ROC curves yielded by the evaluated approaches on the Gambia database.
than the 54% corresponding to our data set; therefore, more favorable conditions for
automatic detection may have been provided. Third, while the training set used in this
study consisted of 461 images, the training set used by Maduskar et al. was more than
two times larger (945 images); thus, more relevant examples from which to learn may
have been found. Finally, the texture-based system evaluated by Maduskar et al. was
paired with an additional module that aimed at detecting CXRs containing substantial
parenchymal abnormalities that may lead to erroneous segmentation of the lung fields;
therefore, the reported performance corresponds to a combination of systems and not
to a single system as in the current study. In view of this argumentation (and despite
similar issues), a recent study by Muyoyeta et al.,82 in which a larger test set is evaluated,
may be a more suitable reference. There, an AUC of 0.84 is reported for k-NN. Thus,
given our and others’ results, we conclude that SVM is the best choice for the supervised
CAD system and will only include this supervised alternative in the following discussion.
Starting with the baseline scenario, where lesion annotations are available, the results
in Table 4.2 show that SVM obtains a higher AUC than the remaining approaches,
although the difference is significant only when comparing with miSVM (p < 0.0001;
p = 0.0536 and p = 0.1168 in the other cases). This higher AUC is not surprising, as
by definition, the supervised system exploits the provided information to the greatest
extent, whereas the MIL-based approaches take into account partial knowledge only.
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However, we should notice that the difference between SVM and si-miSVM+PEDD is not
considerable, which demonstrates that highly competitive results can be obtained with
the proposed method despite the limited amount of supervision. Thus, by following our
approach, it would be possible to develop CAD systems that achieve good performance
while avoiding the time-consuming lesion annotation process.
Our experimental results on the Zambia database also indicate that the proposed
algorithm introduced to overcome the pitfalls of the original miSVM heuristic achieved
not only a significant (p < 0.0001) but a substantial improvement, which is notice-
able in terms of both AUC and heat maps. For instance, columns three to five of the
first row of Figure 4.9 show the heat maps produced by miSVM, miSVM+PEDD and
si-miSVM+PEDD for an abnormal case. While miSVM+PEDD and si-miSVM+PEDD
clearly prompt the lesions in both lungs and assign an image score that indicates abnor-
mality (above 50), miSVM barely highlights the affected zones. The reason, as mentioned
in Section 4.3.1, is that miSVM tends to underestimate the number of true-positive in-
stances in the positive bags during training, which leads to decreased sensitivity. Con-
sidering the Zambia database, miSVM retained 44.94% of the true positives, whereas
miSVM+PEDD and si-miSVM+PEDD retained 55.75% and 84.01% of the true posi-
tives, respectively. As a result, more truly abnormal examples from which to learn were
available for the latter approaches, and they could better identify the abnormal instances
of the test images. However, along with the increased sensitivity, there is the side ef-
fect of allowing more false-positive instances to remain in the positive bags. Since these
instances are regarded as truly positive examples during the final training step, the re-
sulting model may become more aggressive. This effect can be observed in the first two
rows of Figure 4.9, where miSVM+PEDD and si-miSVM+PEDD highlight more erro-
neous regions than miSVM. Nevertheless, those false-positive detections are not relevant
compared with the true-positive ones, and the score assigned at the image level reflects
the true condition of the cases.
Comparing si-miSVM+PEDD with miSVM+PEDD in terms of AUC, the former per-
formed only slightly better than the latter. However, despite the similar performance,
we believe that there is indeed a limiting factor in miSVM+PEDD that may lead to
suboptimal system configuration. Our reasoning is that the cumulative effect of the it-
erative procedure utilized by miSVM+PEDD contributes to increasing the difficulty of
the parameter selection process, as the parameter set is kept constant along all the itera-
tions. This observation is also valid for miSVM. Probably, by optimizing the parameter
set at each iteration, a more accurate model could be obtained. Unfortunately, such an
approach would drastically increase the training time, unless an elaborate parallelization
strategy were devised. One option would be to utilize the cross-validation procedure
carried out during probability estimation to also optimize the SVM parameters. How-
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Input CXR SVM miSVM miSVM+PEDD si-miSVM+PEDD
Zambia database
Tanzania database
Gambia database
Score: 92Abnormal
Normal
Score: 17 Score: 84 Score: 94
Score: 12 Score: 5 Score: 7 Score: 28
Score: 90Abnormal
Normal
Score: 34 Score: 82 Score: 74
Score: 80 Score: 9 Score: 26 Score: 1
Score: 97Abnormal
Normal
Score: 42 Score: 88 Score: 94
Score: 57 Score: 2 Score: 10 Score: 4
Figure 4.9. Examples of CXRs (first column), and the heat maps and scores produced by the evaluated
approaches (second to fifth columns). The input CXRs are shown with their image label. Annotated
lesions (only available for the Zambia database) are outlined in red. On the heat maps, warm colors
indicate abnormality.
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ever, even in that case, the probability threshold would still have to be optimized in
a separate cross-validation loop. In this respect, si-miSVM+PEDD constitutes a more
advantageous alternative, as it yields comparable results while avoiding any performance
issues associated with an iterative approach.
Moving to the Tanzania database, the most noticeable outcome is the considerable
drop in performance of SVM. This is certainly a consequence of the (large) difference
between the images in this set and the images in the Zambia database, which were used
to train the system. Apparently, the mismatch between image sets goes beyond pixel
intensity differences, as performance degradation was experienced after correcting the
pixel intensity distributions as indicated in Section 4.4.2. By inspecting the heat maps
yielded by SVM (e.g., second column of rows three and four of Figure 4.9), we can
identify the reason behind its performance drop. While the system maintained its high
sensitivity, as shown by the detected lesion on the abnormal image and the high assigned
score, it was not able to maintain its high specificity and produced a large number of
false-positive detections (mostly rib crossings and other bony structures). The MIL-based
approaches, on the other hand, being optimized according to the particularities of the new
data, achieved a significantly better performance in most cases (p < 0.0001, p = 0.0004
and p = 0.1218 for si-miSVM+PEDD, miSVM+PEDD and miSVM, respectively) and
remained consistent with the results reported for the previous database.
Among the MIL-based methods, both versions of the proposed algorithm yielded
again a significantly higher AUC than miSVM (p = 0.0024 for si-miSVM+PEDD and
p < 0.0001 for miSVM+PEDD). This difference is also appreciated on the obtained
heat maps (e.g., Figure 4.9, columns three to five of rows three and four), where the
actual lesions are more strongly indicated by si-miSVM+PEDD and, especially, by
miSVM+PEDD. The downside in the latter case is that more false-positive detec-
tions are also present. As with the previous database, the parameters determined for
si-miSVM+PEDD, in particular the probability threshold, seem to be slightly more ad-
equate than those determined for miSVM+PEDD. In this regard, the more conservative
probability threshold set for si-miSVM+PEDD results in less false-positive detections
and even virtually “clean” heat maps for a large number of normal images.
A similar trend as with the image set from Tanzania is observed on the Gambia
database, although in this case, the AUC values are much higher. In general, the lesions
in this set are more perceptible than in the previous databases; therefore, the detection
task is easier. Under those favorable conditions, even SVM achieves a good performance
despite being trained on a different image set. Notwithstanding, the same issues related
to lower specificity pointed out before are also evident here as shown in the second
column of rows five and six of Figure 4.9, where several false-positive detections are
visible, especially on the normal image. As a result, the performance of SVM is again
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significantly lower than the performance of both versions of the proposed MIL method
(p = 0.0002 and p = 0.0004 for si-miSVM+PEDD and miSVM+PEDD, respectively).
Given the greater conspicuousness of the lesions in the Gambia database, the gap be-
tween miSVM and both versions of our MIL method is also narrower than before. While
there is still a significant difference when comparing with miSVM+PEDD (p = 0.0003),
the difference with si-miSVM+PEDD is not significant anymore (p = 0.0321). Never-
theless, there are several cases in which both miSVM+PEDD and si-miSVM+PEDD
are more confident about truly affected lung areas as shown in columns three to five of
row five of Figure 4.9. The better assessment of those cases leads to an overall higher
sensitivity. Regarding specificity, the three MIL-based systems are comparable and, in
general, produce very clean heat maps and low scores for normal images (e.g., columns
three to five of the last row of Figure 4.9).
Besides the whole-curve analysis (in terms of AUC) discussed above, additional assess-
ment at particular operating points related to the intended application of the evaluated
CAD methodology is worth to be carried out. On this matter, we may consider triage
as the most relevant application, especially in the context of screening. In this context,
the CAD score could be used as a screening tool prior to Xpert MTB/RIF or culture
in such a way that the human reading burden is minimized (ideally eliminated), and
the efficiency of the subsequent tests, whose availability in high-TB-prevalence regions
is often limited, is maximized. Since under screening settings a low false negative rate
is desirable and a high false positive rate is tolerable,49 an operating point that yields
high sensitivity (e.g., above 90%) with at least medium specificity (e.g., above 50%)
could be adopted.114 Considering these settings, similar or even better results than with
the AUC values discussed before are noticed. For instance, as shown in Figure 4.6,
si-miSVM+PEDD achieves virtually the same sensitivity as SVM while maintaining a
substantial gap with respect to miSVM. Next, in Figure 4.7, we can observe that the
performance difference between si-miSVM+PEDD and miSVM and SVM is considerable
as well. Finally, in Figure 4.8, the gap with miSVM is narrowed, but the advantage over
SVM is still appreciable.
In terms of training time, si-miSVM+PEDD clearly outperformed both miSVM and
miSVM+PEDD. As shown in Table 4.3, si-miSVM+PEDD took more than 4 and 28
times less CPU time than miSVM and miSVM+PEDD, respectively, to optimize the final
SVM models. Notice that si-miSVM+PEDD’s training time can be further reduced if a
parallelized implementation, as suggested in Section 4.3.1, is utilized. Another important
point to take into account in this analysis is the number of iterations required to reach
convergence, which is mostly determined by the characteristics of the data. Since such
a factor cannot be controlled or even quantified, it is very difficult to predict how long
the training stage of the iterative approaches will take, which is certainly inconvenient
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in time-constrained applications. Obviously, this is not an issue for si-miSVM+PEDD,
as it always performs a single refinement iteration. For completeness, the training time
corresponding to SVM is also included in Table 4.3. As it would be expected, it is the
lowest one and by a large margin. However, the benefits shown by si-miSVM+PEDD
well deserve the increase in training time.
Although it is not possible to directly compare the performance of the approaches
evaluated in this study with that of external alternatives reported in the literature due
to the differences in methodology and the lack of publicly available databases, we now
attempt to highlight certain key characteristics that may serve as a basis for informal
assessment. One of those characteristics is, for example, the number and size of the data
sets used for experimentation, which is typically restricted to one data set consisting
of roughly 100 images.85–87 In this regard, the closest study to ours is perhaps the
one by Jaeger et al.,83 who experimented with two data sets composed of 138 and 615
CXRs, respectively. While this is still well below the three data sets of more than 850
CXRs considered in our study, it provides a more reliable performance reference than
the remaining alternative approaches. Given those two data sets, Jaeger et al. reported
AUCs of 0.87 and 0.90, which are quite comparable to the AUCs we obtained. Although
Tan et al.87 reported a higher AUC of 0.93, as pointed out before, experimentation was
conducted using a small image set (95 CXRs). Another important difference with the
work by Jaeger et al.83 is the number of utilized features. While sets of 192 and 594
features were computed in that case, we used only 106 features independently of the data
set being processed. Thus, we may state that we could achieve a similar performance
with less feature complexity. Remarkably, the approach by Jaeger et al. considers the
whole lung area as the region of interest (ROI), which leads to a similar labeling scheme
to ours, although not to a similar learning method. Perhaps, a large number of features
as mentioned before is a requirement to achieve reasonable results with such an ROI.
Additionally, an issue with this approach is that it does not provide lesion localization,
as there is no attempt to perform pixel or region classification. As a result, no output
equivalent to a heat map can be obtained. Furthermore, since no detailed classification is
available, it is not possible to be sure if the lesions are actually being detected, or if they
are truly driving the abnormality scores. Another issue may be the size of the lesions
the system can learn to discriminate. Given that a single feature vector is associated
with both lung fields, it is likely that the smaller the lesion, the lower the influence on
the whole set of histograms and moments computed at this large integration scale.
Related to the discussion above, one limitation of the current study (and similar
studies reported in the literature) is that the evaluation was carried out at the image
level, which required all the information provided by the pixel classification stage to be
summarized into a single image score with the subsequent loss of detail. Although this
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kind of evaluation is arguably the most relevant for the type of applications our system
is mainly aimed at (e.g., triage), more specific applications may require a more detailed
or localized assessment or even a different strategy to summarize the scores resulting
from pixel classification. In this respect, using the 95th percentile of the pixel scores as
the image-level score is a limiting factor of our approach itself, as it is related to the
minimum amount of pixels representing diseased tissue a CXR must show so it can be
flagged as abnormal. As future work, we will investigate if a higher percentile provides
a better tradeoff between detectability and specificity. Another limitation is that the
proposed approach has been specifically targeted at detecting textural lesions. Despite
being textural abnormalities the predominant manifestations of TB, they certainly not
cover the whole spectrum. In consequence, although our MIL-based method is believed
to be general enough to deal with any problem that follows a classification strategy
similar to the one described in this study, if the goal is to detect other types of lesions,
some modifications and perhaps a different evaluation scheme may be needed.
Apart from the MIL-based methods proposed in this study, other approaches to
adapting to different scenarios while reducing the amount of effort required to optimize
a CAD system are conceivable. For instance, one alternative would be to standardize
the processed images in order to minimize the differences among them. The idea would
be to have a single training set for CAD optimization and to transform any other input
image in such a way that its characteristics are as close as possible to those observed in
that training set. Unfortunately, devising this kind of procedure is not trivial, as there
are several factors, such as the scanners’ intrinsic parameters or the different proprietary
post-processing algorithms applied by their manufacturers, that have to be taken into
account. In addition, the required standardization may be problem dependent. As our
results have shown, correcting for intensity distribution mismatches does not seem to be
enough to avoid performance degradation. For the problem of detecting textural abnor-
malities, perhaps some sort of textural correction procedure that, for example, considers
the specific filtering mechanisms utilized during feature extraction would be more ap-
propriate. As can be seen, the type of standardization to apply and its implementation
remain open issues and are not as straightforward as retraining a CAD system by taking
advantage of the low supervision requirements of MIL.
Another option to deal with different scenarios would be to derive invariant features
similar to those proposed in the more general computer vision field.115–117 The local
binary pattern operator, for instance, is by definition invariant to any monotonic gray-
scale transformation. However, if the variations experienced when processing different
images are more involved than the (rather simple) transformations for which these kind of
features are designed, achieving the desired level of invariance will not be possible. Thus,
in order to cope with those situations, more elaborate strategies as with the previous
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alternative will be necessary, and once again, the advantages of the proposed method
become evident.
Finally, besides MIL, other machine learning approaches could be applied. For ex-
ample, a semi-supervised learning technique118,119 could use a lesion-labeled training
set together with unlabeled data from a new source to improve the prediction perfor-
mance of a supervised classifier given the new operating conditions. As shown by Zhou
and Xu,120 MIL and semi-supervised learning are closely related, and both approaches,
though seemingly different, can be unified under a common framework. However, de-
spite the established link, we believe that, for detection tasks across different settings,
the kind of supervision utilized in MIL is more accurate and more informative about the
particularities of the new data. While in MIL, labeling of the new training data, even
if it is only partial, is given, in semi-supervised learning, that labeling (or the way the
unlabeled set modifies the labeled set) has to be inferred.
4.6 Conclusion
In this study, a novel CAD approach for detecting tuberculosis on chest X-rays based
on multiple-instance learning has been presented. The main advantage of the proposed
approach, in comparison with traditional supervised CAD methods, is the lower labeling
detail required during optimization. As we have shown, by utilizing image labels instead
of precisely outlined lesions, highly competitive results can be obtained. Thus, by fol-
lowing the proposed approach, the time-consuming lesion annotation process commonly
carried out to collect training data can be avoided. In addition, the weak supervision
required by our method allowed us to easily retrain a previously optimized system in
order to adapt to different operating conditions, as when processing images acquired by
different devices. Such an expedient feature could largely facilitate (re)deployment of
effective CAD solutions in real-word applications.
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Abstract
The main advantage of multiple-instance learning (MIL) applied to a computer-aided
detection (CAD) system is that it allows optimizing the latter with case-level labels
instead of accurate lesion outlines as traditionally required for a supervised approach.
As shown in previous work, a MIL-based CAD system can perform comparably to its
supervised counterpart considering complex tasks such as chest radiograph scoring in
tuberculosis (TB) detection. However, despite this remarkable achievement, the uncer-
tainty inherent to a MIL method can lead to a less satisfactory outcome if analysis at
lower levels (e.g., regions or pixels) is needed. This issue may seriously compromise the
applicability of MIL to tasks related to quantification or grading, or detection of highly
localized lesions. In this study, we propose to reduce the aforementioned uncertainty by
embedding a MIL classifier within an active learning (AL) framework. To minimize the
labeling effort, we develop a novel instance selection mechanism that exploits the MIL
problem definition through one-class classification. Furthermore, we adapt this mecha-
nism to provide meaningful regions instead of individual instances for expert labeling,
which is a more appropriate strategy given the application domain. To show the effec-
tiveness of our approach, we compare the output of a MIL-based CAD system trained
with and without the proposed AL framework. The task is to detect textural abnor-
malities related to TB. Both quantitative and qualitative evaluations at the pixel level
are carried out. In the former case, the area under the receiver operating characteristic
curve (AUC) is used as a performance measure. For completeness, we also compare with
a CAD system following a supervised approach. The quantitative results show that the
proposed method significantly improves the MIL-based classification performance (0.88
versus 0.86, p < 0.0001, 100 labeled regions; 0.89 versus 0.86, p < 0.0001, 300 labeled re-
gions) and narrows the gap with the supervised approach (AUC = 0.90). In addition, the
qualitative assessment shows a considerable improvement in terms of lesion localization
and false-positive detections, with the resulting output rivaling that of the supervised
system. The difference, though, is that the labeling time associated with our method is
up to 20 times less the one associated with the supervised strategy.
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5.1 Introduction
Chest radiography is a widely utilized tool in pulmonary tuberculosis (TB) detection. For
this purpose, a posterior anterior chest radiograph (CXR) is obtained and examined for
abnormalities such as opacities, consolidation, etc., which are suggestive of active disease.
According to several studies,121 chest radiography can yield high sensitivity and moderate
to high specificity. However, to reach these performance levels, qualified personnel are
required, which is a major drawback, since in many resource-constrained countries, which
in turn are the most affected by TB, such personnel are not sufficiently available.122 A
solution to this problem has been lately introduced by means of computer-aided detection
(CAD), as this technology enables the automatic assessment of CXRs. As shown in
recent studies,81,123 CAD can perform comparably or superior to clinical officers, which
are the kind of personnel typically deployed in the aforementioned resource-constrained
countries. An additional advantage of CAD is that it has the potential to alleviate other
CXR-related issues, such as high inter- and intra-observer variability.82,121
Traditionally, CAD systems dealing with the problem of TB detection on CXRs
have relied on training and optimization on large databases containing manually out-
lined lesions by following a supervised machine learning approach.81,82,123 Although this
approach leads to the maximum detection performance, several issues related to the
amount of time and expertise required to manually annotate these databases limit its
applicability.124 To tackle these problems, in our previous research124 we proposed a
multiple-instance learning (MIL)91 method that avoided the use of lesion outlines and,
instead, required only image-level labels for training. The key of the algorithm, which
was based on the well-known miSVM technique,92 was to correctly infer the labels of
the image pixels (referred to as instances in MIL terminology) from the labels of their
associated images (referred to as bags in MIL terminology) in order to construct a clas-
sification rule. By applying this method, we showed that competitive results compared
with a supervised alternative could be achieved. Moreover, we showed that a MIL-based
approach could be more advantageous than a supervised one, as it would be easier to
retrain, if necessary, on account of its lower labeling requirements.
Unfortunately, and despite the above advantages, MIL is not an issue-free technique.
A serious problem with MIL is the uncertainty due to the “incomplete” labeling scheme
utilized during training. In our former miSVM-based approach,124 the uncertainty is
introduced at the initialization step, which assigns to the image pixels the labels of
their corresponding images. As a result, the negative bags are entirely composed of
normal pixels, but the positive bags are a mix of abnormal and normal instances.
After initialization, it is expected that the (iterative) refinement procedure removes this
uncertainty by reclassifying the positive bags of the training set. However, since this is
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Figure 5.1. A CXR corresponding to a TB case with a lesion outlined in the right lung (left), and
the pixel classifications produced by the miSVM-based approach by Melendez et al.124 (middle) and its
supervised equivalent (right). Note the inaccurate detections by the former compared with those by the
latter (warm colors indicate high abnormality).
a heuristic method, there is no theoretical warranty that the true labels will be inferred,
and in practice, we have observed that, although the score assigned by the system at the
image level is appropriate, the individual pixel scores are not always satisfactory, with
the resulting detections being too aggressive. This outcome is a clear indication that
several of the negative instances in the positive bags could not be correctly labeled as
such. An extreme example showing the output of our former MIL method is illustrated
in Figure 5.1. As can be seen, this method (middle) highlights a much larger region
than the annotated one (left) and yields strong false-positive detections in the healthy
lung. For comparison, the output of a supervised approach trained on images from
the same population is also shown in Figure 5.1 (right). Notice how, in this case, the
suspicious region is correctly highlighted, and only minor false-positive detections are
present.
Although the inaccurate detections yielded by the MIL method may not substan-
tially affect the outcome in applications like triage, for which an image score suffices and
further tests may be performed, they would certainly be a problem for any kind of quan-
titative analysis, such as grading the extent or severity of the disease, as the information
provided by the pixel-level classification would be the used input. In addition, if MIL
is applied to detecting more confined lesions, such as cavities or lymphadenopathy, or
outside the TB scope, performance degradation may be experienced due to the possible
lack of localization.
In this study, we propose an improved algorithm for training a MIL classifier that
builds upon concepts from other machine learning paradigms, such as active learning
(AL) and one-class classification, to achieve a more accurate low-level output. The pro-
posed algorithm starts with our previous MIL method124 to obtain an initial classification
of the training set. Then, the most valuable instances in the positive bags according to
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the previous classification are identified and grouped as image regions so they can be
relabeled by an expert. This is our first major contribution, in which we propose an AL
approach in order to reduce the uncertainty inherent to a MIL technique while minimiz-
ing the labeling effort. When selecting valuable regions, we prioritize the largest ones so
the largest amount of pixels receive a “correct” label from the expert. We also prioritize
the most normal regions, as the normal instances, being in bags with a different label,
are the ones that contribute the most to the overall uncertainty. To carry out the normal
region selection task, we take advantage of the MIL problem definition and train a one-
class classifier using the instances in the negative (or normal) bags so the score resulting
from classification provides an estimation of the normality of the analyzed regions. This
novel strategy to select valuable instances for relabeling constitutes our second major
contribution.
5.2 Computer-aided detection of tuberculosis
The baseline CAD system utilized in this study has been developed by the Diagnostic
Image Analysis Group, Nijmegen, the Netherlands and aims at detecting textural
abnormalities related to TB. Since the system addresses the detection problem by
means of pixel classification, feature vectors are associated with image pixels. During
training, labeled feature vectors are utilized to learn an appropriate classification rule.
During evaluation, the trained system is expected to infer the correct labels of feature
vectors corresponding to unknown data. Both the texture feature extraction and pixel
classification processes are explained in more detail below.
The texture feature extraction process computes features based on the first four
moments of the intensity distributions resulting from applying a multiscale local jet of
second order99 to a subsampled version of the input image (1024 pixels wide). These
moments are computed inside the lung fields on a grid with a spacing of 8 pixels
considering circular patches with a radius of 32 pixels.100 Several spatial features, such
as the normalized horizontal and vertical positions, and the distances to the lung
wall and to the center of gravity of both lungs, complement the lung parenchyma
characterization.
The goal of the pixel classification process is to assign an abnormality score to
each of the pixels inside the lung region. The classification approaches included in this
study are based on support vector machines (SVMs), as this type of classifier yielded
the best performance among a range of classifiers that we previously evaluated.124 The
training stage involves the typical grid search and cross-validation strategies suggested
in the literature to determine the optimal parameters. A probability estimation pro-
cedure111 is also added in order to relate the output of the classifier to a bounded
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Figure 5.2. Flowchart showing the steps followed to train an improved MIL classifier by means of AL.
abnormality score. The higher the probability estimate, the higher the likelihood of
a pixel being abnormal. After processing a given image, a heat map indicating the
abnormality of each pixel belonging to lung parenchyma is produced. To aggregate the
pixel scores into a single image score, the 95th percentile of the cumulative distribution
is computed.101
5.3 Proposed method
A flowchart of the algorithm proposed to improve the training stage of our MIL
classifier through AL is shown in Figure 5.2. The followed steps are: MIL training and
classification (of the training set), selection of valuable instances and relabeling of the
selected instances by an expert. It is worth to mention that, although the relabeling
process could be triggered several times until a certain termination criterion is met,
only a one-time interaction is considered in this study in order to optimize the expert’s
burden and availability. In the next sections, we provide a detailed explanation of the
components that make up the proposed algorithm.
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5.3.1 MIL training and classification
The MIL classifier utilized in this study corresponds to the si-miSVM+PEDD technique
developed by Melendez et al.,124 which is based on the miSVM formulation92 defined
below:
min
{yi}
min
w,b,ξ
1
2
‖w‖2 + C∑
i
ξi
s.t. yi(〈w,xi〉+ b) > 1− ξi, ξi > 0,
∀I : YI = 1,
∑
i∈I
yi+1
2
> 1,
∀I : YI = −1, yi = −1,
yi ∈ {−1, 1},
(5.1)
where yi, yi ∈ {−1, 1}, i = 1, . . . , N , are the labels of the training instances xi; YI ,
YI ∈ {−1, 1}, are the labels of the training bags BI , BI = {xi : i ∈ I} for index
sets I ⊆ {1, . . . , N}; w and b are, respectively, the weight vector and the offset of the
separating hyperplane; C is the penalization parameter for the misclassified instances;
and ξi are slack variables as known from the standard soft-margin SVM.
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As shown by Melendez et al.,124 si-miSVM+PEDD is an improved version of the
miSVM heuristic92 originally proposed to perform the optimization in Equation 5.1. In
the same way as the original heuristic, it returns a classifier that is able to recover the
scores of the individual instances in the classified bags. During the first step of the
proposed algorithm, we exploit this capability and obtain a confidence value (given by
a probability estimate) for each of the instances in the positive bags by classifying the
training set according to the model learned from image-level labels. This confidence
value is used later to decide which instances are targeted for relabeling.
5.3.2 Selection of valuable instances
The goal of AL is to construct an accurate classifier with as few labeled instances as
possible.125 For that purpose, a (small) subset of unannotated data containing the most
valuable instances is selected to be labeled by an oracle (e.g., a human expert). Since
the aim is to minimize the labeling effort, this query selection step is a key component.
Two types of query selection criteria are widely used by active learning algorithms: in-
formativeness and representativeness. While informativeness measures if an instance
can reduce the uncertainty of a statistical model (e.g., by querying instances close to
the classifier’s decision boundary),126,127 representativeness measures if an instance well
represents the overall distribution of the data (e.g., by exploiting some cluster struc-
ture).128,129 The combination of both types of criteria has also been investigated.130,131
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In this study, we introduce an alternative approach for query selection that, in some
sense, includes both informativeness and representativeness but with a different ratio-
nale and implementation. Contrary to the traditional informativeness criterion, instead
of querying instances on which the classifier is not sure about the labeling, we target
instances on which the MIL classifier is very confident (i.e., those with a high probabil-
ity estimate). Although this may seem counterintuitive from a general standpoint, the
aggressiveness observed before justifies the adopted strategy. The idea is that, by inter-
acting with the expert, it is expected that the correct labels of several of the negative
instances that remained as false positives in the positive bags after MIL refinement will
be obtained. Thus, the informativeness of these instances will contribute to reduce the
classifier’s uncertainty. On the other hand, although not explicitly aiming at exploiting
the data structure, by targeting the highly abnormal instances, we are, to a certain ex-
tent, focusing on representatives of the positive pattern structure created by the MIL
classifier. By obtaining the correct labels from the expert, this structure will be improved
and incorporated in subsequent training.
An important detail to take into account regarding the above strategy is how to
present the data to the expert in a convenient way. Although the active learning litera-
ture assumes that, in general, individual instances can be labeled, that is not the most
appropriate approach in the context of image classification, where a single image consists
of many instances (pixels). This issue not only applies in terms of efficiency (labeling
hundreds or thousands of pixels is certainly inefficient) but also, and more importantly,
in terms of discriminability, as medical experts analyze image regions and not individ-
ual image pixels. In consequence, the instances selected for relabeling would be better
grouped and presented as regions to the expert. To carry out this task, we utilize the
mean shift clustering algorithm132 applied to the image coordinates of the selected in-
stances. This allows us to spatially group pixel candidates and control the granularity of
the partition through the bandwidth parameter. This functionality is an advantageous
factor that other techniques, such as thresholding algorithms, usually lack. As an exam-
ple, Figure 5.3 shows a CXR of a TB subject with its annotated lesions (far left), the
training instances targeted for relabeling (left; the probability threshold is set to 0.9; the
instances above the threshold are shown in red and the remaining ones, in green), and
the regions obtained by applying mean shift followed by convex hull computation (right)
and simple thresholding of the pixel scores (far right). From the resulting region sets,
it is easy to verify that, while mean shift is able to (roughly) localize the lesion in the
right lung (green region), simple thresholding, given the inaccurate initial classification,
identifies a large portion of the lung field as a single region (shown in cyan), which may
lead to a compromised assessment by the expert due to the inclusion of both normal and
diseased tissue.
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Figure 5.3. Comparison of mean shift and simple thresholding for grouping training instances into
regions. From left to right: a CXR of a TB subject and its annotated lesions, the training instances
targeted for relabeling (shown in red; the remaining instances are shown in green), the regions obtained
after clustering those instances with mean shift and computing the convex hull, and the regions obtained
by thresholding the pixel scores. Note the better lesion localization enabled by mean shift.
Despite the grouping approach taken to present the targeted instances, there may
still be a considerable number of regions available for relabeling; therefore, a second
selection level that prioritizes the most valuable regions must be devised. To that end,
we construct a ranking with the obtained regions by adopting the following two criteria:
1. Prioritize the largest regions so the largest amount of training instances receive
correct labels
2. Prioritize the regions that are the most likely to be normal so the false-positive
instances in the positive bags are correctly relabeled as negative.
While the first criterion can be easily implemented by sorting the regions according to
the number of training instances they contain, implementing the second criterion is chal-
lenging, as it indirectly deals with the original MIL problem of not knowing the correct
labeling of the training set. However, since that correct and definitive labeling will be
provided by the expert in a later step, some inaccuracy can be allowed at the current
point, and we can attempt to infer the labels of the regions for ranking purposes only
without the risk of degrading the outcome of the training stage if errors are made. Con-
sidering this more relaxed condition, we propose to switch to a different machine learning
paradigm, namely one-class classification, to fulfill the normal region identification task.
As the name suggests, in one-class classification it is assumed that information of
only one of the classes, known as the target class, is available, and the objective is
to define a boundary around this class such that it accepts as many of the target in-
stances as possible while minimizing the chance of accepting outliers.133 Although we
deal with a conventional two-class classification setting, the MIL problem definition,91,102
which states that for the case of binary classification only the labels of the instances in
the negative bags are completely certain, well motivates us to cast the normal region
82 Combining multiple-instance learning and active learning
identification task into a one-class classification task. By radicalizing the MIL problem
definition and disregarding the information that is not certain, we can train a one-class
classifier considering only the instances in the negative bags and then use this classifier
to identify which of the instances in the regions obtained from the positive bags are
actually positive and which are actually negative. To implement this approach, we uti-
lize a classifier based on the nearest neighbor rule using the instances from the normal
images as training data. This classification technique was selected according to a set of
independent experiments in which it achieved up to 76% accuracy in identifying outlier
regions to the normal class and outperformed other popular approaches such as one-class
SVM,134 support vector data description135 and autoencoders.136
Given the one-class classification strategy and the defined criteria for prioritizing
regions, the region ranking is constructed by following these steps:
1. Sort the regions in descending order according to the number of instances they
include
2. Obtain a normality score for each region by classifying its instances with the
one-class classifier trained before. The region score corresponds to the mean of
the instances’ scores, which in turn correspond to the distances to their nearest
neighbors. The distances computed for all the classified instances are linearly scaled
in such a way that the smallest distance leads to a score of one, and the largest
distance leads to a score of zero
3. Identify those regions whose normality scores are below a certain threshold (we
use 0.4 based on pilot experiments) and move them to the bottom of the ranking.
Preserve the ordering established in step 1 among the relocated regions.
From this ranking, the top regions are selected for relabeling by the expert, which leads
to a “batch” approach as known in the AL literature.125
5.3.3 Relabeling by an expert
The process of relabeling follows a simple protocol in which the expert visualizes an input
CXR, toggles the selected regions and decides upon their labels: normal or abnormal. In
cases where a region spans both normal and abnormal tissue due to imperfections of our
grouping approach, the label is decided according to the estimated dominant class. Once
the labeling is complete, the new instance labels replace the labels previously assigned by
the MIL classifier. A particularity of the relabeled instances is that their labels cannot
be changed by the MIL refinement process. The modified training set is used to retrain
the MIL classifier.
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5.4 Experiments and results
5.4.1 Compared approaches
Three pixel classifiers were evaluated and compared:
1. A MIL classifier trained according to the si-miSVM+PEDD algorithm proposed
by Melendez et al.,124 which uses image labels only. This classifier will be referred
to as MIL
2. A supervised SVM trained according to the lesion annotations available in our
database (see the next section). This classifier will be referred to as SVM
3. A classifier trained according to the algorithm proposed in the current study. Two
configurations considering a single batch of 100 and 300 labeled regions were in-
cluded. This classifier combining MIL and AL will be referred to as MIL+AL.
Optimal parameter values for MIL and SVM were determined through grid search
and cross-validation as indicated in Section 5.2. For comparison purposes, the parameter
values of MIL+AL were the same as those of MIL. In all cases, LIBSVM113 was used to
implement the basic SVM routines.
5.4.2 Image data
A total of 917 CXRs collected from a busy urban health center in Lusaka, Zambia were
utilized in our experiments. They were acquired by an Odelca DR system with a slot-
scan detector (Delft Imaging Systems, the Netherlands). This database was divided into
two independent sets of 461 and 456 CXRs that were respectively used for training and
evaluation. The training set comprised 184 normal and 277 abnormal CXRs, whereas the
test set was composed of 208 normal and 248 abnormal CXRs. The reference standard
was set by means of radiological assessment. Lesions were annotated by a certified
reader trained according to the CRRS TB scoring system48 under the supervision of an
experienced radiologist. Examples of the analyzed CXRs are shown in the first column
of Figures 5.1, 5.3 and 5.7.
5.4.3 Evaluation
The detection performance of the compared approaches was evaluated using receiver
operating characteristic (ROC) analysis. Two types of analysis, at the pixel and at the
case level, were carried out. While the former measured the accuracy of the produced
heat maps and thus may be considered the main performance indicator given the goal
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Table 5.1. Detection performance (AUC) of the evaluated approaches and the p-values obtained when
comparing MIL+AL with MIL and SVM at both the pixel and the case levels. Significant differences
are shown in bold
AUC AUC Compared p-value p-value
Approach pixel level case level with pixel level case level
MIL 0.86 0.86 – – –
SVM 0.90 0.88 – – –
MIL+AL (100 regions) 0.88 0.87 MIL <0.0001 0.1976
SVM <0.0001 0.2972
MIL+AL (300 regions) 0.89 0.87 MIL <0.0001 0.1254
SVM <0.0001 0.4710
Table 5.2. Time (in minutes) required to label 100 and 300 regions as selected by the proposed method,
and to outline all the lesions in the training set
Task Elapsed time
Labeling 100 regions 18
Labeling 300 regions 57
Outlining all the lesions 366
of our study, the latter captured the capability of deciding if a subject was likely to be
affected by TB. In both cases, the area under the ROC curve (AUC) was utilized as
a performance measure. Statistical significance of the performance difference between
pairs of evaluated approaches was determined using the DeLong’s test.112 Since four
comparisons per performance criterion (MIL+AL with 100 and 300 labeled regions versus
MIL and SVM) were carried out, performance differences were considered significant if
p < 0.0125 (0.05/4) after applying the Bonferroni correction.
Besides the detection performance, the time spent on labeling the selected regions,
as required by the proposed method, and the time spent on outlining the lesions in the
training images, as done for training the supervised SVM, were also measured. In this
way, both approaches could be compared in terms of labeling effort.
5.4.4 Results
The detection results yielded by the evaluated approaches are listed in Table 5.1. The
ROC curves associated with these results are shown in Figures 5.4 and 5.5 for analysis at
the pixel and at the case level, respectively. In addition, the increase in MIL+AL’s pixel
level performance due to an increased number of labeled regions is shown in Figure 5.6.
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Figure 5.4. ROC curves yielded by the evaluated approaches at the pixel level.
For qualitative assessment, examples of the heat maps produced by the evaluated ap-
proaches are shown in Figure 5.7. The times corresponding to labeling the selected
regions for our method and to outlining the lesions in the training set for the supervised
strategy are reported in Table 5.2.
5.5 Discussion
The results of our experimentation indicate that the proposed method significantly im-
proves the MIL approach in terms of detection performance at the pixel level. From
the ROC curves in Figure 5.4, we observe that the aforementioned improvement is more
prominent at high specificity, which probably corresponds to a more accurate detection
of highly conspicuous lesions, which in turn may be the most relevant for quantification
and grading purposes due to their extent and severity. On the other hand, at lower
specificity, the performances of both MIL and MIL+AL, and even the performance of
SVM, are barely distinguishable, which suggests that at these operating points there
may be no benefit in having a correctly labeled training set. Perhaps, the limiting factor
here is the utilized reference itself, as at these operating points normal cases with pos-
sibly abnormal signs and abnormal cases with very subtle abnormal patterns are found,
and differentiating between them is difficult for human observers, especially for projec-
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Figure 5.5. ROC curves yielded by the evaluated approaches at the case level.
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Figure 5.6. Evolution of MIL+AL’s performance with the number of labeled regions. For reference, the
AUC obtained by SVM is shown as a solid line. The point at zero labeled regions corresponds to MIL.
tion images. Notwithstanding, despite this limitation, using the annotations of a human
expert, for both training and evaluation, seems to be the only option.
Compared with SVM in the high specificity range (Figure 5.4), MIL+AL utilizing
100 labeled regions is still behind by a considerable margin. The difference is only
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moderately reduced by including 300 labeled regions. Indeed, given the performance
evolution shown in Figure 5.6, it is likely that a larger number of labeled regions will
be required to closely match the supervised accuracy at the pixel level. However, if
qualitative assessment of the obtained heat maps is carried out, as shown in Figure 5.7,
contrary to the difference observed during ROC analysis, even with as few a 100 labeled
regions, the output produced by the proposed method is quite close in terms of both
lesion localization (top three rows) and false-positive detections. Moreover, the two
methods show similar types of errors, as depicted in row three, and there are only a few
cases where a (slight) difference is noticeable, such as in rows four and five. In the light
of these observations, we may thus reconsider if matching the supervised performance is
actually necessary. We may also relate the difference resulting from ROC analysis to an
“extremely” refined operation on the supervised side that may not be critical for practical
applications. To reach a more categorical conclusion, though, further experimentation,
preferably with different applications, should be conducted.
The above qualitative assessment also demonstrates the superiority of MIL+AL over
MIL. As shown in the top three rows of Figure 5.7, the first striking effect is the improved
lesion localization, as the true-positive detections now adhere much more closely to the
available lesion outlines. The second notable effect is the substantial reduction in the
amount and strength of the false-positive detections, which can be noticed in both normal
and abnormal cases. As illustrated in Figure 5.7, the main sources of MIL’s false-positive
detections are typically related to bony structures (e.g., fourth row), vessels and similar
anatomical structures (e.g., first and fifth rows), and zones of low image density (e.g.,
sixth row). Since these elements have a definitely different appearance than regular lung
parenchyma, they may have been assimilated as part of the abnormal pattern during
the MIL imputation process. With MIL+AL, on the contrary, due to the included AL
step, many of these erroneously labeled patterns have been correctly reassigned to the
normal class.
Although no improvement was expected at the case level given the nonsignificant
difference between MIL and SVM already reported in previous work,124 we still compared
the evaluated approaches considering this criterion. As shown in Table 5.1, only a small
and nonsignificant increase in the AUC value was obtained. From the ROC curves
in Figure 5.5, we can see that this increased AUC is due to the improved performance
achieved in zones of (very) high specificity, which virtually eliminates the gap between the
supervised and MIL paradigms at more restrictive operating points. This broadens the
range of settings for which MIL, as improved by MIL+AL, would constitute a competitive
alternative.
Apart from the classification performance discussed above, one of the major advan-
tages of the proposed method, given by its AL component, is the reduced labeling effort
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Input CXR SVMMIL MIL+AL (100 regions) MIL+AL (300 regions)
Figure 5.7. Examples of CXRs (first column) and the heat maps produced by the evaluated approaches
(second to fifth columns). The top three examples correspond to TB cases (their lesions are outlined in
red), whereas the three bottom examples correspond to normal cases. On the heat maps, warm colors
indicate abnormality.
required to construct a more accurate classification rule. The labeling and outlining
times reported in Table 5.2 clearly illustrate this point, as it takes 20 and 6 times less
expert time to respectively label 100 and 300 regions compared with outlining all the
lesions in the training set as usually done when following a supervised strategy. It is
worth to point out that the large time spent in the latter case is not only due to the
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outlining process but to additional preliminary processes such as locating the lesions and
deciding their extent. These additional processes are eliminated by our method by pre-
senting already defined regions to the expert. Another point illustrated by Table 5.2 (and
the results shown in Figure 5.6) is the tradeoff between labeling effort and classification
performance. From the reported data, we can see that tripling the number of labeled
regions leads to a 1% increase in classification performance. This rather limited gain
may not justify the large increase in labeling effort, especially taking into account the
qualitative assessment provided before. On the other hand, it may be the case that the
considered application simply requires a higher accuracy. Thus, the appropriate training
strategy to use would be ultimately determined by the operating conditions.
5.6 Conclusion
This study presented a novel algorithm based on active learning that reduces the uncer-
tainty inherent to a MIL classifier. By applying the proposed algorithm, the detection
performance of a MIL-based CAD system, as measured through pixel classification, has
been substantially improved. The produced detections even rival those yielded by a su-
pervised approach in qualitative terms. Given this improved capability, it is envisioned
that the proposed technique would not only be suitable for the detection of textural TB
abnormalities but also for problems concerning more constrained lesions. In addition,
due to the efficient region selection mechanism devised as part of the active learning
component, the observed improvements have been obtained with a low labeling effort.
Since qualified experts for annotation tasks are scarce and expensive, the time savings
introduced by this mechanism could constitute a facilitating factor for CAD development.
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Abstract
Lack of human resources and radiological interpretation expertise impair tuberculosis
(TB) screening programs in TB-endemic countries. Computer-aided detection (CAD)
constitutes a viable alternative for chest radiograph (CXR) reading. However, no auto-
mated techniques exist that exploit the additional clinical information typically available
at the time of screening. To address this issue and optimally exploit this information,
a machine learning-based combination framework is introduced in this study. We have
evaluated this framework on a database containing 392 patient records from suspected
TB subjects prospectively recruited in Cape Town, South Africa. Seventy-three of these
subjects had TB (culture positive for M. tuberculosis). Each patient record comprised
a CAD score, automatically computed from a digital CXR, and 12 clinical features.
Comparisons with alternative strategies relying on either CAD scores or clinical infor-
mation alone were performed. The area under the receiving operator characteristic curve
(AUC) obtained by combining CAD scores and clinical information was 0.84. The strate-
gies relying on either CAD scores or clinical information alone achieved AUCs of 0.78
(p = 0.0098) and 0.72 (p < 0.0002), respectively. At 95% sensitivity, the combined strat-
egy’s specificity and negative predictive value (NPV) were 49% and 98%, respectively.
At this same sensitivity, the strategies using either CAD scores or clinical information
alone reached lower specificities and NPVs of 24% (p = 0.0054) and 95% (p = 0.0154),
and 31% (p = 0.0358) and 96% (p = 0.1136), respectively. From these results, it is con-
cluded that incorporating basic clinical determinants into a predictive model improves
CAD performance. It is also believed that combining CAD and clinical information to
estimate the risk or absence of active disease is a promising tool for TB screening.
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6.1 Introduction
Tuberculosis (TB) is a leading cause of mortality and a major health problem world-
wide. It is estimated that 9 million new TB cases and 1.5 million deaths due to TB
occurred in 2013.42 To slow down TB’s dissemination and reduce the risk and con-
sequences of delayed treatment, the World Health Organization (WHO) recommends
systematic screening of several risk groups, including household contacts and people liv-
ing with HIV.43 In this context, screening is defined as the “systematic identification, in
a predetermined target group, of people with suspected active TB, by the application of
tests, examinations, or other procedures which can be applied rapidly.”43 To maximize
the outcome of screening according to a specific goal, appropriate tests and algorithms
must be carefully selected.121,137
A widely utilized test in TB screening is chest radiography. For this test, a poste-
rior anterior chest radiograph (CXR) is obtained and examined either for abnormalities
suggestive of TB or for any kind of abnormality. Chest radiography has been reported
to yield high sensitivity and moderate to high specificity.121 However, to achieve this
performance level, expert readers are required. This is a major limitation, as in many
high-TB-burden countries those experts are not sufficiently available.122 Fortunately,
with the introduction of digital CXR, computer-aided detection (CAD) has become an
alternative to human reading. As shown in recent studies,81,123 current CAD systems
for CXR-based TB detection can perform at a comparable or superior level to clinical
officers, which are the kind of personnel typically deployed under screening settings.
Moreover, CAD may alleviate other issues related to CXR interpretation, such as high
intra- and inter-observer variability.82,121
Symptom information is also used in TB screening algorithms. Symptoms sugges-
tive of pulmonary TB include persistent cough, haemoptysis, weight loss, night sweats,
etc. In general, symptom screening is considered less accurate and more variable than
CXR screening;121 therefore, symptom information may be more useful if paired with
CXR.43,121 Two basic approaches are possible: symptom information could be applied
sequentially, i.e., as a prescreening test before CXR, or in parallel, i.e., both CXR and
symptom assessment are used to decide if additional examination is needed. While the
former approach is part of the WHO’s screening recommendations,43 the latter is the
preferred option in prevalence surveys, as it maximizes sensitivity.44,138 As with the pre-
vious test, expertise is required to appropriately combine the cues provided by symptoms
with the cues provided by CXR, and thus a similar limitation is experienced. However,
contrary to CXR testing, where CAD constitutes a potential solution, no automated
approach has been devised to tackle the CXR/symptom fusion problem.
This study proposes a novel strategy to combine automatic CXR scoring by CAD with
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clinical information, including symptoms and HIV status. We utilize machine learning
techniques to select the most relevant among the available inputs and fuse the selected
inputs in an optimal way according to the specific characteristics of the data. In doing
so, we incorporate an approach analogous to the one followed by humans to realize an
automated screening strategy. This is the first time that such an automated strategy
for TB screening is investigated. To assess the effectiveness of our combined strategy,
we compare its performance with alternative strategies relying either on CAD scores or
clinical information only, where the latter also applies the proposed fusion by machine
learning techniques but excludes the CXR CAD score.
6.2 Methods
6.2.1 Data
The experimentation carried out in this study considers data used by Theron et al.,139
who conducted a multicenter randomized controlled trial to assess Xpert MTB/RIF
testing at primary care health centers in Southern Africa. The trial prospectively and
consecutively enrolled subjects aged 18 years or above who presented to selected peri-
urban clinics with one or more symptoms of TB according to predefined WHO criteria,140
were able to spontaneously expectorate two sputum specimens and had not received
anti-tuberculosis treatment within the previous 60 days. Subjects who did not meet
these criteria or did not provide informed consent were excluded. Recruiting took place
between April 12, 2011 and March 30, 2012.
In total, 392 patient records were available in our database. These data were col-
lected at the Gugulethu TB Clinic, Cape Town, South Africa. Of the 392 patients, 73
were diagnosed with TB. The reference standard was culture positivity for Mycobac-
terium tuberculosis complex. Liquid culture (Mycobacteria Growth Indicator Tube,
BD Microbiology Systems, Cockeysville, MD, USA) was performed on decontaminated
sputum samples. A digital CXR was obtained from each patient with an Odelca DR
unit (Delft Imaging Systems, Veenendaal, the Netherlands). All CXRs were assessed by
CAD4TB v3.07.123,141 Each patient record consisted of a CAD score in the [0 100] range
and 12 clinical features: body mass index (BMI), axillary temperature, heart rate, mid-
upper arm circumference (MUAC), HIV status, anaemic conjunctivae, lung auscultation
findings (any one of crepitation, rhonchi, or subdued or completely absent respiratory
sounds), cough, haemoptysis, night sweats, dyspnoea and chest pain. The last five fea-
tures (or symptoms) were self-reported. While the CAD scores and the first four features
were represented using continuous values, the remaining features were encoded as 1 (af-
firmative) or 0 (negative). The data are described in detail in Table 6.1.
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Table 6.1. Demographics, symptoms and findings corresponding to the subjects included in the current
study
All subjects TB cases Non-TB cases p-value
(n = 392) (n = 73) (n = 319)
Characteristic No. (%) No. (%) No. (%)
Mean age (SD) 40 (11.9) 38 (11.5) 40 (12.0) 0.0849
Gender 0.6520
Female 152 (38.8) 30 (41.1) 122 (38.2)
Male 240 (61.2) 43 (58.9) 197 (61.8)
BMI < 18 0.0047
Yes 36 (9.2) 13 (17.8) 23 (7.2)
No 356 (90.8) 60 (82.2) 296 (92.8)
Axillary temperature > 37 ◦C <0.0001
Yes 48 (12.2) 26 (35.6) 22 (6.9)
No 344 (87.8) 47 (64.4) 297 (93.1)
Heart rate > 90/min <0.0001
Yes 102 (26.0) 34 (46.6) 68 (21.3)
No 290 (74.0) 39 (53.4) 251 (78.7)
MUAC < 220 mm 0.0010
Yes 36 (9.2) 14 (19.2) 22 (6.9)
No 356 (90.8) 59 (80.8) 297 (93.1)
Anaemic conjunctivae 0.7419
Yes 4 (1.0) 1 (1.4) 3 (0.9)
No 388 (99.0) 72 (98.6) 316 (99.1)
Lung auscultation findings 0.2310
Yes 217 (55.4) 45 (61.6) 172 (53.9)
No 175 (44.6) 28 (38.4) 147 (46.1)
6.2.2 Combining CAD scores and clinical information
The proposed framework for combining CAD scores and clinical information is shown in
Figure 6.1. It relies on two machine learning procedures consisting in feature ranking and
classification by multiple learner fusion. The first procedure, feature ranking, aims at
determining which of the available features can contribute the most. To fulfill this task,
we utilize the minimum redundancy maximum relevance algorithm,142 which is appealing
because of its capability to assess the individual performance of a given feature while
taking into account its relation with the remaining ones. This is an important property,
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Table 6.1 cont. Demographics, symptoms and findings corresponding to the subjects included in the
current study
All subjects TB cases Non-TB cases p-value
(n = 392) (n = 73) (n = 319)
Characteristic No. (%) No. (%) No. (%)
Cough 0.9013
Yes 386 (98.5) 72 (98.6) 314 (98.4)
No 6 (1.5) 1 (1.4) 5 (1.6)
Haemoptysis 0.4620
Yes 49 (12.5) 11 (15.1) 38 (11.9)
No 343 (87.5) 62 (84.1) 281 (88.1)
Night sweats 0.9105
Yes 292 (74.5) 54 (74.0) 238 (74.6)
No 100 (25.5) 19 (26.0) 81 (25.4)
Dyspnoea 0.6857
Yes 137 (34.9) 27 (37.0) 110 (34.5)
No 255 (65.1) 46 (63.0) 209 (65.5)
Chest pain 0.8974
Yes 266 (67.9) 50 (68.5) 216 (67.7)
No 126 (32.1) 23 (31.5) 103 (32.3)
HIV status <0.0001
Positive 130 (33.2) 39 (53.4) 91 (28.5)
Negative 262 (66.8) 34 (46.6) 228 (71.5)
CAD score > 60 <0.0001
Yes 240 (61.2) 63 (86.3) 177 (55.5)
No 152 (38.8) 10 (13.7) 142 (44.5)
as it has been observed that combining the best individual features does not necessarily
lead to the best performance.18 The second procedure, classification by multiple learner
fusion, combines two state-of-the-art machine learners, namely random forests (RF)61
and extremely randomized trees (ERT),143 to select the best subset of features according
to the previous ranking and then fuse those features in an optimal way. The rationale
behind combining multiple learners is that different learning designs potentially provide
complementary information that can improve classification accuracy.144 Moreover, this
mimics the approach followed by humans when critical decisions must be taken and thus
a panel of experts, instead of a single specialist, is consulted. In medicine, for instance,
combining the opinions of several specialists is common practice, and even combining
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Figure 6.1. Framework for combining CAD scores and clinical information.
the minimum amount of specialists (i.e., double reading) can lead to increased detection
rates.145,146 In consequence, the learner fusion strategy adopted in our framework is not
only motivated by machine learning theory but also by important findings in the field in
which it would be applied.
6.2.3 Statistical analysis
To evaluate the performance of the compared strategies, 10-fold cross-validation was
conducted. Under this setting, one tenth of the data were reserved for testing, and the
remaining nine tenths were used for training, which included the previously described
feature ranking and learner fusion procedures. Once the 10 folds were processed, the
classification scores assigned to the ten test sets were pooled, and case-based receiver
operating characteristic (ROC) analysis was carried out. The area under the empirical
ROC curve (AUC) was used as the main performance measure for both testing and
training. Measures such as the specificity at 95% sensitivity and the negative predictive
value (NPV) were also computed, although for testing purposes only.
Statistical significance of the performance difference between pairs of compared ap-
proaches, as well as 95% confidence intervals (CIs), were determined by means of boot-
strapping.79,147 Cases were resampled with replacement in such a way that every boot-
strap sample had the same number of cases as the original data set. For each sample,
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Table 6.2. Performance of the evaluated screening strategies (AUC, specificity at 95% sensitivity and
NPV) and the p-values obtained when comparing with the strategy using CAD scores only (vs. CAD
scores) and the strategy using clinical information only (vs. clinical inform.). The 95% CIs are shown
between parentheses. Significant differences are shown in bold
Strategy AUC vs. vs. Spec. vs. vs. NPV vs. vs.
CAD clinical at 95% CAD clinical CAD clinical
scores inform. sens. scores inform. scores inform.
CAD 0.72 – 0.0978 24% – 0.2906 95% – 0.1792
scores (0.66, (5%, (87%,
0.78) 39%) 97%)
Clinical 0.78 0.0978 – 31% 0.2906 – 96% 0.1792 –
information (0.71, (15%, (93%,
0.84) 49%) 98%)
CAD scores 0.84, 0.0098 <0.0002 49%, 0.0054 0.0358 98%, 0.0154 0.1136
+ clinical (0.79, (40%, (96%
information 0.88) 60%) 98%)
two ROC curves corresponding to the two methods being compared were constructed,
and the three performance measures mentioned before were computed. The p-values
were defined as the fraction of performance differences that were negative or zero. The
significance level was 0.05. The 95% CI was defined by the values bounding the 2.5%
and 97.5% of the ordered data. The number of bootstrap samples was 5000.
6.3 Results
The AUC achieved by the strategy combining CAD scores and clinical information was
0.84, whereas the AUCs for the alternative approaches using either type of information
alone were 0.78 and 0.72, respectively. The difference between the combined strategy
and the alternative approaches was significant (p = 0.0098 and p < 0.0002, respectively).
At 95% sensitivity, combining the available cues resulted in 49% specificity and 98%
NPV, whereas using CAD scores and clinical information on their own resulted in lower
specificities and NPVs of 24% and 95%, and 31% and 96% for each approach. While
the differences in specificity and NPV with respect to using CAD scores alone were
significant (p = 0.0054 and p = 0.0154, respectively), only the difference in specificity
was significant when comparing with the clinical information-based strategy (p = 0.0358;
p = 0.1136 for NPV). There were no significant differences between the approaches using
a single type of information. The results of all the performed comparisons are listed in
Table 6.2.
The ROC curves associated with the above assessment are shown in Figure 6.2.
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Figure 6.2. ROC curves yielded by the evaluated approaches.
As can be seen, there is an increasing gap between the curves yielded by the combined
strategy and CAD, which becomes more evident as specificity decreases to its minimum.
When comparing the combined strategy with the strategy relying on clinical information
alone, the difference is larger for most of the curve, including zones of high specificity.
Moreover, while the combined strategy reaches perfect sensitivity at more than 40%
specificity, the other two approaches attain this level of sensitivity only at near-zero
specificity.
Besides the final output of our framework, the data produced by its intermediate
steps also provide valuable insights into our research topic. For example, a key issue is
to identify which features are the most relevant given our setting. Rankings indicating
the relevance of the available features are shown in Tables 6.3 and 6.4. The highest AUC,
corresponding to the optimal set of features, is shown in bold. In terms of feature rank-
ing, there is a marked difference between the combined and clinical information-based
strategies, with CAD score being the most relevant feature for the former (Table 6.3)
and heart rate being the most relevant feature for the latter (Table 6.4). In terms of
feature selection, the difference resides in the number of selected features. In this regard,
the learners of the combined strategy require less information (five and four features)
than the learners of the clinical information-based strategy (eight and six features) to
reach their optimal performance.
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Table 6.3. Feature ranking and average AUC (10-fold cross-validation) after sequentially adding each
feature considering the fused learners (RF and ERT) and combined data consisting of CAD scores and
clinical information. The highest AUC, which corresponds to the optimal set of features for each learner,
is shown in bold
Rank Feature Avg. AUC RF Avg. AUC ERT
1 CAD score 0.76 0.76
2 HIV status 0.81 0.78
3 Axillary temperature 0.82 0.80
4 Lung auscultation findings 0.82 0.81
5 Haemoptysis 0.82 0.80
6 Heart rate 0.81 0.81
7 MUAC 0.81 0.81
8 Night sweats 0.81 0.81
9 Anaemic conjunctivae 0.81 0.81
10 Cough 0.81 0.80
11 Chest pain 0.81 0.79
12 Dyspnoea 0.81 0.79
13 BMI 0.80 0.79
Table 6.4. Feature ranking and average AUC (10-fold cross-validation) after sequentially adding each
feature considering the fused learners (RF and ERT) and clinical information. The highest AUC, which
corresponds to the optimal set of features for each learner, is shown in bold
Rank Feature Avg. AUC RF Avg. AUC ERT
1 Heart rate 0.68 0.68
2 Anaemic conjunctivae 0.67 0.69
3 MUAC 0.70 0.73
4 HIV status 0.72 0.72
5 Lung auscultation findings 0.73 0.73
6 Axillary temperature 0.75 0.74
7 Haemoptysis 0.76 0.74
8 Cough 0.76 0.74
9 Night sweats 0.75 0.73
10 Chest pain 0.75 0.73
11 Dyspnoea 0.75 0.73
12 BMI 0.75 0.73
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6.4 Discussion
The main findings of our study are summarized below and discussed in the subsequent
paragraphs.
1. The combination of CAD and clinical information offers improved accuracy and
increased specificity compared with using either type of information on its own.
2. When applied as a hypothetical rule-out test for TB with a sensitivity of 95%, the
specificity and NPV of the combined approach are 49% and 98%, respectively.
3. It is easier to reach optimal performance in the presence of CAD scores. In this
context, and given our data, the most valuable clinical features are HIV status,
axillary temperature and lung auscultation findings.
As indicated above, the automated strategy combining CAD scores and clinical infor-
mation leads to a substantial improvement over the alternative approaches that use each
type of information separately. When comparing with the CAD scores-based strategy,
we observe from the ROC curves that the additional information is mostly beneficial at
medium to low specificity, which is to be expected, as the cases associated with these
zones of the curve are those with increasing difficulty in terms of radiological assessment.
In this situation, the additional cues provided by the clinical information compensate for
the absence of a correct outcome from CAD, which is generally due to subtle, small or
unusual TB manifestations, or a completely normal CXR appearance. Rows one to four
of Figure 6.3 illustrate these cases, where an improvement in abnormality ranks (which
are derived from the scores of each approach sorted in decreasing order to enable per-
case comparisons) can be noticed. In the same line, a substantial gap between the ROCs
associated with the combined approach and the strategy based on clinical information is
observed. This time, however, the difference is evident even at high specificity, which is
probably due to the discriminative power of CXR. Related examples are shown in rows
five and six of Figure 6.3.
Besides the aggregate analysis of the curves, evaluation at 95% sensitivity shows that
our combined strategy attains a specificity of 49%, whereas the CAD-based and the clin-
ical information-based strategies reach specificities of 24% and 31%, respectively. This
noticeable difference corresponds to a reduction of 33% and 26% in the number of false-
positive detections compared with either strategy, suggesting that the combined method
would be a better option for triage in practice. Examples of normal cases correctly la-
beled by our combined method but identified as TB suspects by the other strategies are
shown in rows seven and eight of Figure 6.3. In the first example, there is a suspicious
pattern in the top part of the right lung that is strongly detected by CAD; however,
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Figure 6.3. Examples of CXRs and their ranks as assigned by the evaluated screening strategies.
From top to bottom: a TB case with a subtle fibrotic lesion (right lung, middle part), a TB case with
a conspicuous but small opacity (right lung, bottom part), a TB case with rare manifestations (miliary
pattern and lymphadenopathy) and a TB case with an apparently normal CXR. Note that the ranks
assigned by the combined strategy are improved with respect to CAD (the higher the rank, the higher
the likelihood of a CXR being abnormal), but in the first, second and fourth cases, degradation is
experienced with respect to clinical information.
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Figure 6.3 cont. From top to bottom: a TB case with obvious lesions not highly ranked by clinical
information, a similar TB case with even a lower rank, a non-TB case highly ranked by CAD due to a
suspicious pattern in the top part of the right lung and a non-TB case with a high rank due to clinical
information. In the first two cases, the ranks assigned by both CAD and the combined strategy are much
higher than the ranks assigned by means of clinical information. The last two cases are false-positive
detections by CAD and clinical information, respectively, when a rule-out threshold at 95% sensitivity
is set. The combined strategy, in contrast, correctly identifies these cases as negative and assigns lower
ranks. Note, though, that rank degradation with respect to CAD is experienced in the last example.
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only a few symptoms: cough, night sweats and chest pain are reported, which leads the
combined strategy to assign a low abnormality score. In the second case, although more
clinical signs, including an HIV-positive status, are present, other relevant features, such
as axillary temperature and lung auscultation findings, have normal values, and the CXR
score is low. As a result, the final abnormality score is also low. Unfortunately, tradeoffs
are inevitable when following a combined data-driven approach, and while most of the
cases improve their ranks with respect to the ones assigned by the individual strategies,
some instances, on the contrary, experience degradation. An example exhibiting this
kind of degradation with respect to CAD is this same non-TB case shown in row eight of
Figure 6.3. Apparently, the feature driving the relatively high rank is HIV status. Since
there is a high HIV prevalence among the TB cases in our data set (53.4%), the pres-
ence of this feature in this particular instance may have influenced our learners toward a
not-too-accurate prediction. Examples of cases with degraded ranks with respect to the
clinical information-based strategy can be seen in rows one, two and four of Figure 6.3. In
those cases, it seems that the radiological evidence needed to trigger a high abnormality
rank outweighs the contribution of the clinical features according to the automatically
inferred classification rules. Thus, despite the presence of HIV as emphasized above, the
clinical information-based rank cannot be matched.
Regarding the feature ranking and selection procedures, it is not surprising that CAD
score is the most relevant feature for the combined strategy, as it is a complete screening
strategy in its own right and leads to a much higher overall performance than the com-
bination of the remaining features (which constitute the second alternative strategy). In
addition, the lower number of features required by the learners of the combined strategy
to reach their optimal performance and their substantially higher AUC values compared
with the learners of the clinical information-based strategy indicate that it is easier to
infer appropriate classification rules in the presence of CAD scores. In this sense, our
approach is not only effective but also logical, as it takes the CAD score as its basis
and then attempts to refine its discrimination power by adding complementary informa-
tion. Furthermore, the low number of features added to this basis suggests that only a
few clinical signs are needed to improve CAD/CXR performance, which has important
practical benefits, such as reducing the cost of data collection.
Another notable result is that features such as HIV status, axillary temperature
and lung auscultation findings were always included, which indicates that these features
always provided additional cues to improve performance. On the other hand, cough,
which is a symptom recommended for screening,43,148 was ranked with medium to low
importance only and was even disregarded for the combined strategy. This can be
explained by the setting of our study: in passive case finding the vast majority of subjects
cough (98.5% in our database), and therefore, the discriminative power of this feature is
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low. A final interesting point is that the selected features (excluding CAD score) mostly
corresponded to outcomes of examination or testing instead of self-reported symptoms.
The more subjective nature of self-reported symptoms may be an explanation for this.
It is also known that symptom self-reporting may be affected by several other factors,
such as linguistics, and ethnic and cultural beliefs.149 The feature selection mechanism
included in our framework could help to minimize the effects of those factors by giving
more relevance to the truly useful information.
One limitation of our study is the use of data from a single site. A second limitation
is that only a passive case finding scenario was considered (all the enrolled subjects
were TB suspects presenting to a clinic), and thus, the prevalence of TB was high. In
this respect, further studies are needed to determine if a combined approach that fuses
computerized CXR analysis with clinical information also improves performance in other
populations and settings, such as active case finding and prevalence surveys.
In conclusion, machine learning techniques can be used to optimally fuse the most
relevant factors among the available information according to the characteristics of the
given data. Our experiments have shown that the proposed combination framework
improved the specificity of CAD and outperformed alternative approaches using CXR
CAD scores or clinical information alone. We therefore believe that this new strategy
is a promising tool for TB case finding in situations where automated screening is the
most suitable or, perhaps, the only option.
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7
108 Concluding remarks
A number of issues in computer-aided detection (CAD) have been investigated and
addressed in this thesis. As a result, several contributions in topics related to feature
processing, specific optimization, training data labeling, and information selection and
fusion have been made. The following sections discuss the aforementioned contributions,
as well as tentative ways to expand the current research.
7.1 Feature processing
CAD systems for complex tasks, such as mass detection in breast cancer screening,
typically follow a multistep approach. In the initial steps, a set of lesion candidates is
obtained, and in the subsequent steps, the amount of false positives is reduced. Initial
candidate detection often proceeds by characterizing each image location. For that
purpose, specific feature extractors are usually designed and combined. The particularity
of these extractors is that they yield a peaked response in the presence of a lesion. Ideally,
this response should be a clear peak with its maximum located at the center of the lesion.
In practice, however, due to pattern variations, the produced responses are not that well
defined. As a consequence, mismatches among features occur, which leads to suboptimal
combination.
The contribution of Chapter 2 has been to identify the above problem and to propose
strategies to address it. The first proposed strategy, feature maxima propagation, repli-
cates the maximum feature value of a given neighborhood through its members. This
rather simple approach is able to significantly improve detection performance. In fact,
it is the simplicity of this approach what makes it an attractive solution, as it could
be rapidly deployed in a wide range of applications. Moreover, it is also flexible, as it
could be easily extended to higher dimensions and tuned for different neighborhoods.
The second strategy, local feature selection, relies on the observation that mismatches
do not affect every feature in every situation; thus, by selecting a subset of features for
a certain subset of image locations, appropriate learning and classification is still pos-
sible. An appealing aspect of this strategy, as explored in this thesis, is that it can be
implemented by means of an of-the-shelf classifier such as a random forest. To further
improve performance, both feature maxima propagation and local feature selection have
been applied together.
The key idea behind feature maxima propagation is to take advantage of neighbor-
hood information in order to homogenize feature values. Given the peaked response
yielded by the feature extractors involved in this thesis, it was an obvious choice to
focus on the maximum of the neighborhood for replication. However, if more general
types of responses were to be processed, other kinds of neighborhood information could
be exploited. For instance, neighborhood descriptors such as statistical moments or
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histograms, or neighborhood encodings in the spirit of the popular local binary pat-
tern operator116 could capture different neighborhood characteristics in a comprehensive
way. In addition, it would be possible to define features on top of the already extracted
ones to obtain better pattern representations as has been lately proposed in both the
computer vision150 and machine learning151 fields. Progressing in this line, a further
refinement would be to apply supervised feature learning methods as those developed
for texture analysis.152 The main advantage of these methods is that they explicitly aim
at maximizing discriminability.
Another way to approach the feature processing issue is to utilize the appropriate
type of classifier based on the particularities of the available features. The success of
the random forest classifier and its local feature selection mechanism evaluated in this
thesis well illustrates this case. In this sense, it is envisioned that other classification
alternatives that are able to similarly select features or perhaps expand the initial feature
set could also deal with the found mismatch problem. One of such alternatives could
be the well-know support vector machine (SVM) provided with the kernel trick.153 By
applying the kernel trick, higher or even infinite dimensional feature spaces (by means of
the Gaussian kernel) could be accessed. Among this large number of “new” features, it
could be possible that a subset of them is less affected by mismatches than the original
feature set. This “healthier” subset could lead to the definition of a better classification
rule. One foreseen issue, however, is that the selection process carried out in this way
would lose its locality and could result in an analogous approach as the gentle adaboost
classifier used for comparison, which did not perform as well as the random forest (Sec-
tion 2.4). Whether the absence of locality becomes a relevant factor or not will depend
on the actual state of the expanded featured set.
7.2 Specific optimization
CAD systems are usually designed to maximize their performance based on conventional
operating points established by the conditions of the intended task. In this regard,
systems for prompting, such as those currently deployed in screening practice, tend to
prioritize sensitivity over specificity, as their main goal is to prevent oversight errors.
However, while minimizing the effect of this type of errors, another undesirable effect,
consisting in the large number of reported false positives, is introduced. Due to the
observed low specificity, the confidence in such systems is undermined.
In Chapter 3, a radically different approach is taken, and a system aiming at maxi-
mizing specificity instead of sensitivity is proposed. This setting is motivated by the also
different intended application, which is referred to as postscreening. In postscreening, a
standalone system selects the most suspicious cases that were not recalled so they can
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be forwarded to an arbiter for reconsideration. One of the advantages of the proposed
postscreening system is that, because of its highly specific design, only a small number
of cases (compared with the initial screening population) with only a small number of
marks per case (maybe one or two) require expert intervention. This could result in a
more efficient operation than with traditional prompting, where all the cases and CAD
marks need to be reviewed. Also, since postscreening is a well circumscribed problem,
it is expected that the expert will better focus on the task at hand. Finally, since the
system is specifically trained to detect early signs of malignancy, it is expected that the
approach taken by the expert will be more attentive than with the prompting strategy
adopted in regular screening.
Besides the clinical relevance of the proposed system, the subtlety of the lesions it
targets rises an interesting point of discussion on its own, as detecting these early can-
cer manifestations is a very challenging problem. Such an endeavor is difficult even for
human experts, which is proven by the substantial percentage of cancers missed during
screening. Yet, the developed system was able to reach a reasonable sensitivity while
preserving a high specificity. Thus, in the light of this outcome, one important question
arises: could there be an actual learnable pattern emerging from these early lesions?
If the answer is affirmative, then it is quite remarkable that a computerized recognizer
with proper optimization was capable of harnessing (part of) this pattern. Follow-
ing this line, the next question would be: could human experts also learn from this
pattern? Again, an affirmative answer would have tremendous implications, as such
knowledge could contribute to significantly improving screening performance. Further,
since in the postscreening strategy proposed in this thesis the final decision on the
selected cases is taken by a human expert, familiarization with this particular pattern
would result in full exploitation of the system’s potential. Delving into these topics
and answering the previous questions could lead to exciting developments in medical
image analysis.
Another point that requires careful study is determining what would be the op-
timal screening strategy considering the several alternatives of applying CAD that
have been proposed in recent times. Interactive CAD, postscreening CAD, prescreen-
ing CAD, CAD for independent reading, each has its own strengths and weaknesses.
Analogous problems in pattern recognition, such as selecting or combining the most
performing set of features or classifiers, may lead us to think that no single way of
applying CAD can prove optimal in every condition, and that perhaps, the combina-
tion of several approaches would be the best solution. Notwithstanding, since this is
a real scenario, other factors besides detection performance may play a major role.
Therefore, complementary assessment, such as cost-effectiveness analysis, should also
be conducted.
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7.3 Training data labeling
Collecting appropriately labeled data for training and optimization of a supervised pat-
tern recognizer may be a difficult task. This is especially the case of CAD, for which
the common approach is to have human experts manually outlining the diseased regions
of training images. This approach is not only time consuming but also prone to errors,
as it is not always possible to accurately determine the actual extension of the lesions
or if suspicious regions are truly affected by disease. In the worst-case scenario, the
experts needed for outlining are not available, and the labeling required by supervised
algorithms cannot be obtained. Thus, in order to facilitate continued and proper CAD
development, a different labeling/learning strategy should be devised.
To address this issue, Chapter 4 explores multiple instance learning (MIL) as an
alternative to supervised learning for CAD applications. The main advantage of MIL in
the context of CAD is that no lesion outlines are needed, and instead, labeling at a higher
level, e.g., per image, suffices for training. Moreover, the bag/instance mechanism that
is core to MIL can be straightforwardly extended to CAD applications by relating, for
example, bags with images and instances with image pixels. As a result, and depending
on the utilized MIL algorithm, the same types of output information obtained from a
supervised CAD system can be obtained from a MIL-based one.
Taking into account the expedient features of MIL indicated above, it is possible
to conceive a number of circumstances where a MIL-based CAD approach could prove
superior to a conventional supervised one. Perhaps, the most immediate situation is the
worst-case scenario described at the beginning of this section. Typically, information
for CAD training is gathered from medical or research centers in which diagnoses have
already been made. These diagnoses, however, are usually made at the case level. While
that information is enough to train a MIL-based CAD system, further details, in the
form of lesion annotations, are needed by a supervised approach. This poses the prob-
lem of finding suitable experts to carry out the annotations, which may be difficult even
under privileged circumstances. For instance, in a research department at a medical
center, experts may have several other duties and priorities, or depending on the cen-
ter’s resources, they may simply be scarce. Moving away from a medical environment,
for example, to a computer vision or machine learning research facility, finding qualified
medical personnel may not be feasible at all. As a consequence, the potentially helpful
methods developed by researchers on these other fields may not be appropriately ex-
ploited. Another scenario to consider is when experts are available but only for a limited
time. Since it would be much easier to indicate if an image is abnormal than outlining its
abnormal zones, it would be possible to accumulate much more labeled data for a MIL-
based strategy than for a supervised approach. Given that one of the requirements for
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automated learning is to have enough training data, MIL could lead to a more accurate
solution than supervised learning under such restrictive conditions.
One disadvantage of MIL, which is related to its low labeling requirements for train-
ing, is that the labels at the instance level for a large number of instances are not reliably
known. As a result, training is not as accurate as within supervised learning, and pre-
dictions at the instance level may deviate from the optimal ones. Although the MIL
algorithms themselves are responsible of dealing with and ideally eliminating the afore-
mentioned uncertainty, the complexity of the classification problem at hand may prevent
the devised mechanisms from fully accomplishing this goal. Acknowledging this issue,
Chapter 5 proposes to externally compensate for the deficiencies of those mechanisms
and explores active learning (AL) as a means of reducing the uncertainty remaining af-
ter the MIL process. The contribution of AL in this context is two-fold. First, it allows
replacing several of the uncertain labels with reliable information provided by an expert.
Second, it allows carrying out that task while minimizing the expert’s effort, which is of
high interest considering the limited expert availability pointed out before.
Besides the crucial effect of reducing uncertainty in the training process, AL may
also enable refinements in terms of parameter selection that could further improve MIL
prediction at the instance level. As it is well known, in addition to a properly labeled
training set, proper parameter optimization is key to take advantage of a given classifier.
This is especially true for complex methods, such as SVMs, for which a strategy com-
bining grid search and cross-validation is often followed for parameter tuning. However,
although that strategy works well for supervised learners, in the case of a pure MIL
approach, such as the one described in Chapter 4, only a partial benefit at the instance
level is observed. The reason is that the optimal parameters are selected based on the
available bag labels, and that due to uncertainty, correspondence between bag labels and
instance labels does not necessarily exist. A solution to this problem is introduced by
the AL method proposed in Chapter 5, as correct instance labels, as provided by the
expert, are readily available for part of the training set. By taking the performance on
these correctly labeled instances into account, a more meaningful parameter selection
criterion, in line with the one used in supervised learning, could be defined.
Another important contribution of Chapter 5 has been to exploit the MIL problem
definition and use one-class classification to select valuable instances for relabeling within
AL. Given the success of one-class classification in discriminating the normal from the
abnormal regions in the abnormal images, it seems logical to attempt its application
directly to the MIL process. One way to do so would be, for example, to utilize a high-
performance one-class classification technique as part of or as the main mechanism to
impute the uncertain labels based on the certain ones. If the problem were too complex
for this approach to reach a reasonable accuracy, a less critical target would be the
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initialization step of (iterative) refining techniques, such as those explored in this thesis.
Since a one-class classification strategy would be a more accurate labeling approach than
merely assigning the bag labels to the uncertain instances, a more effective refinement
process would be expected as a consequence of the better initialization.
In addition to the AL method proposed in this thesis, another way of improving
a MIL-based CAD system could be to carefully select the abnormal cases utilized for
training. In the approach followed in Chapter 4, the abnormal cases were labeled as such
based on any kind of abnormality, including very subtle and very small lesions. This
latter point is of especial interest, as during initialization instances (pixels) are assigned
the same label as their bags (images) and thus the smaller the lesions, the higher the
number of normal instances that are incorrectly initialized as abnormal. This problem is
not only related to particularities of lesions but also to failure of the preprocessing steps
of a CAD system. If, for example, the segmentation algorithm excludes the abnormal
areas from the region extracted for further analysis, then an extreme situation where
all the instances receive an incorrect initial label is reached. As indicated before, only
partial success in imputing the right labels after erroneous initialization is to be expected;
therefore, external corrective measures should be taken. When the errors are attributed
to the CAD system, one of such measures would be to include complementary modules
to detect unusual regions of interest and remove the problematic cases.81,82 If, on the
other hand, the errors are related to lesions, the expert providing the case labels could
also decide if the amount of observed abnormality is appropriate for MIL. Since this
strategy demands extra effort from the expert, a more efficient alternative could be to
extend the previously exposed ideas on one-class classification to automatically select the
most normal cases among the abnormal ones so they are not further considered. This,
in fact, could be a general strategy, as it deals with any error occurring prior to classifier
training.
7.4 Information selection and fusion
CAD technology has considerably evolved since its inception to the point that, in some
application domains, it can rival human expertise. Paradoxically, despite that evolution,
the general CAD pipeline has not changed too much, and the ordinary CAD system is
still conceived as a tool to analyze images in order to locate signs of disease. Although
it is true that exploiting image information enormously facilitates the detection task,
exclusively relying on that information may constitute a limiting factor itself. Issues
related to complexity or quality are well known for the various image modalities available
in the medical field. Moreover, it is well known that physicians not only depend on
images to make a diagnosis but on any kind of information that provides cues about the
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underlying disease. Thus, a natural option to expand the capabilities of CAD systems
is to go beyond image analysis and enable the use of different types of information.
In Chapter 6, this additional step is taken, and a framework for combining image-
derived scores with nonimage information is proposed. This framework builds upon the
proper interaction of both feature ranking and selection, and learning and classification,
and extends the latter to include multiple learner fusion. The role of feature selection is
to identify which among the nonimage information would best complement CAD assess-
ment. Interaction with the classification component allows determining which strategies
would take the greatest advantage of the selected information. Finally, by using a com-
bination of learners, the shortcomings of individual methods can be compensated.
Incorporating feature selection to identify the most relevant information not only
contributes to improving CAD performance but may also help humans to make a better
interpretation of the operating conditions. By considering only the most important cues,
experts could get a simpler, yet more understandable characterization of the patients’
situation. At a larger scale, provided that enough data are available, it could be possible
to extend this characterization to entire populations so the most appropriate strategies
could be deployed. In addition, determining a reduced subset of features could facilitate
the process of data collection itself, as not every possible test or examination would need
to be performed. This, in turn, may lead to more agile logistics, as well as reduced costs.
The obvious objective of learner fusion, as explored in the above combination frame-
work, would be to boost the prediction performance of a particular CAD system. Often,
a single CAD pipeline is associated with a single classification method. This may be in
part motivated by the single source of information (i.e., images) generally considered for
processing. In particular cases, complex systems may use different learners at different
levels of the hierarchy. Notable examples are the CAD4TB system141 involved in the
discussed combination framework and the two-stage postscreening system investigated
in Chapter 3. Still, the included subsystems or stages mostly rely on a single classifi-
cation method to carry out their individual tasks. Although it may not be suitable to
always advocate the combination of classification methods, depending on the complexity
of the task, such an attempt may be rewarding. To illustrate this point, the postscreen-
ing system proposed in Chapter 3 is revisited. Recall that, due to the subtlety of the
sought lesions, the detection task was very challenging. In this new endeavor, three dif-
ferent methods: a gentle adaboost approach71 provided with regression stumps, a neural
network and an SVM optimizing the area under the receiver operating characteristic
curve154 are combined and utilized in place of the SVM described in Chapter 3. The
newly obtained results, as well as the performances of the previously evaluated systems,
are shown in Figure 7.1. As can be seen, the sensitivity at 2% recall rate, which was
the original optimization target, increases in almost 40% with respect to the sensitivity
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Figure 7.1. Performance yielded by approaches using single and combined learners in the context of
the postscreening application described in Chapter 3.
obtained by the original SVM-based approach. With respect to the prompting system,
the increase is even larger at 175%. It is also worth to note that the advantage of the
combined strategy remains at higher recall rates. Thus, after this particular example, one
should be aware of the potential of leaner fusion, especially when dealing with difficult
detection tasks.
To conclude, this thesis has shown several ways of improving a CAD system from
the underlying pattern recognition standpoint. However, CAD improvement should be
ultimately considered in a broader sense. It should not only be related to devising more
accurate systems but also more robust and practicable solutions that can be reliably ap-
plied to scenarios well beyond the developer’s environment. Furthermore, improvement
should involve facilitating the development process itself, as some exogenous barriers
concerning data availability and guiding medical expertise are still to be broken. Being
CAD interdisciplinary by nature, it demands a real cooperative attitude between techni-
cians and physicians, and more generally, between the computer science and the medical
science fields. Hopefully, as with previous novel technologies, solving the remaining is-
sues will be just a matter of time. Perhaps, it will not be too long before CAD reaches
maturity and fulfills its role as a technology that significantly improves health care.
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The goal of this thesis has been to improve computer-aided detection (CAD) by applying
pattern recognition techniques. In doing so, several topics related to feature extraction
and selection, as well as learning and classification, have been covered. The chapters of
this thesis report on these topics as summarized below.
Chapter 2 tackles the problem of mismatched features in mass candidate detection
based on image location classification. In particular, two problems consisting in max-
ima misalignment and differences of maxima spread are identified. As solutions, two
strategies applying feature maxima propagation, which reproduces the feature maxima
through their neighboring locations, and local feature selection, which combines differ-
ent subsets of features for different feature vectors associated with image locations, are
proposed. Both alternatives are applied independently and together, and evaluated on
a database of 382 mammographic examinations. Sensitivity is assessed at two sets of
operating points corresponding to [3.5 15] false positives per image (FPs/image) and
1 FP/image. The first setting is common for mass candidate detection, whereas the
second setting allows estimating the quality of the mass candidate detector’s output for
use in further processing. The best performance is obtained when the proposed methods
are applied together. In the [3.5 15] FPs/image interval, the mean sensitivity signifi-
cantly increases from 0.926 to 0.958 (p < 0.0002) compared with a baseline detector. At
1 FP/image, the mean sensitivity increases from 0.628 to 0.734 (p < 0.0002).
Chapter 3 discusses the development of a standalone postscreening CAD system for
mammography-based cancer detection. The goal of the system is to identify early signs
of malignant masses that could be missed by screening radiologists while still preserving
a low recall rate. The developed system is based on a support vector machine (SVM)
classifier that is properly optimized to reach a reasonable sensitivity while operating
at a very high specificity. The system is evaluated on a large database of 5800 cases
of which 1% correspond to prior examinations containing visible malignant lesions that
were missed during regular screening. The results show that 26% of the missed cases can
be detected at a low additional recall rate of 2%. Moreover, after extrapolating this result
to a screening program, it is determined that 0.73 additional cancers per 20 additional
recalls could be detected. In a final experiment, the proposed system is compared with a
regular, nonstandalone system intended for prompting. The performance of the proposed
system in terms of both the partial area under the curve from 0% to 2% recall rate and
the case sensitivity at 2% recall rate is significantly better (3.39×10−3 versus 1.61×10−3,
p = 0.0184, and 0.264 versus 0.147, p = 0.0210, respectively).
Chapter 4 deals with the issue of obtaining detailedly labeled data, in the form of
lesion outlines, in order to train CAD systems. Since this level of detail is a requirement
of the supervised learning approach that is typically followed, an alternative approach,
known as multiple-instance learning (MIL), is investigated to address the labeling issue.
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The key feature of MIL is that training can be based only on the case condition. The
well-known miSVM technique is adopted as the baseline MIL method, upon which, an
improved algorithm overcoming drawbacks related to positive instance underestimation
and costly iteration is proposed. This new algorithm is applied to a CAD system for
tuberculosis (TB) detection. Comparisons with a supervised system on three X-ray
databases representing different operating conditions are conducted. The area under
the receiver operating characteristic curve (AUC) is utilized as a performance measure.
The first database constitutes the starting, favorable scenario for which lesion outlines
are available, and thus both systems can be properly trained. In that case, the MIL-
based method is comparable to the supervised system (0.86 versus 0.88, p = 0.1168).
The remaining databases represent adverse scenarios where image characteristics differ
from the first image set, which makes retraining the most appealing option. However,
since only the case condition is available, only the MIL-based system can be retrained.
Under those conditions, the MIL-based system is significantly better (0.86 versus 0.79,
p < 0.0001, and 0.91 versus 0.85, p = 0.0002).
Chapter 5 continues with the study of MIL and tackles the problem of uncertainty
inherent to this learning approach. As shown in the previous chapter, a MIL-based
CAD system can perform very well in global scoring tasks. However, the lack of reliable
instance labeling can lead to a less satisfactory outcome at lower levels (e.g., regions or
pixels). To mitigate this effect, external label correction by means of active learning (AL)
is proposed. As part of this strategy, an effective instance selection mechanism based on
one-class classification is developed. To evaluate the proposed approach, the output of a
MIL-based CAD system trained with and without the AL method is compared. The goal
is to detect TB textural abnormalities. Two AL configurations with 100 and 300 labeled
regions are used. For completeness, a supervised CAD system is also included. Both
quantitative and qualitative assessments at the pixel level are carried out. The labeling
time is also taken into account. The quantitative results show that the proposed method
significantly improves the MIL-based performance in terms of the AUC (0.88 versus
0.86, p < 0.0001, 100 labeled regions; 0.89 versus 0.86, p < 0.0001, 300 labeled regions)
and narrows the gap with the supervised approach (AUC = 0.90). The qualitative
evaluation shows a substantial improvement in terms of lesion localization and false-
positive detections, with the output being comparable to that of the supervised system.
Furthermore, the labeling time required by the proposed method is up to 20 times less
the one required by the supervised approach.
Chapter 6 investigates the use of clinical information together with the CAD output to
improve detection performance. CAD constitutes a viable alternative to human readers
for scoring tasks such as chest radiograph (CXR) assessment in TB screening. However,
the existing automated techniques do not exploit the additional clinical information
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available in this context. Since it is expected that these additional cues will improve CAD
performance, a framework for combining CAD scores with clinical information is devised.
State-of-the-art feature ranking and selection techniques, as well as multiple learner
fusion, are the core components of this framework. To measure the effects of combining
information, comparisons with alternative strategies relying on either CAD scores or
clinical information alone are performed. Experimentation is carried out with a database
of 392 patient records corresponding to suspected TB subjects. Each patient record
consists of a CAD score, automatically computed from a digital CXR, and 12 clinical
features. The AUC obtained by combining CAD scores and clinical information is 0.84,
whereas the strategies relying on either CAD scores or clinical information alone achieve
AUCs of 0.78 (p = 0.0098) and 0.72 (p < 0.0002), respectively. At 95% sensitivity,
which is a common rule-out threshold used in TB screening, the combined strategy’s
specificity and negative predictive value (NPV) are 49% and 98%, respectively. At this
same sensitivity, the strategies using either CAD scores or clinical information alone
reach lower specificities and NPVs of 24% (p = 0.0054) and 95% (p = 0.0154), and 31%
(p = 0.0358) and 96% (p = 0.1136), respectively.
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Het doel van dit proefschrift is om ‘computer-aided detection’ (CAD) te verbeteren door
het toepassen van technieken uit de patroonherkenning. In deze samenvatting zet ik de
bijdragen van de verschillende hoofdstukken op een rij.
Hoofdstuk 2 richt zich op een probleem met betrekking tot de automatische detec-
tie van tumoren in mammogrammen. Systemen hiervoor beginnen met het vinden van
mogelijke locaties van tumoren, zogenaamde ‘kandidaten’. Wanneer we op basis van ver-
schillende features proberen te schatten waar een kandidaat zich precies bevindt, geven
de verschillende features ons vaak een net iets andere locatie. De detectoren zijn als het
ware niet perfect uitgelijnd, en sommige detectoren hebben een wat meer uitgesmeerde
respons en hebben hun hoogste output daarom op een net andere locatie. Deze mismatch
heeft een behoorlijk negatieve invloed op de kwaliteit van de kandidaatdetectie, een cru-
ciale stap in computerdetectie van borstkanker. We stellen twee mogelijke oplossingen
voor dit probleem voor. De eerste strategie analyseert de respons van de detector in
een omgeving rond het gevonden maximum en past het gevonden maximum hier op
aan. De tweede strategie gebruikt lokale feature selectie, en combineert deze features
om zo een enkele, optimale locatie te bepalen. Beide alternatieven zijn onafhankelijk en
samen toegepast en gee¨valueerd op een database van 382 mammografische onderzoeken.
De nauwkeurigheid wordt op twee manieren gemeten: in een range van 3.5 tot 15 vals
positieven per beeld, en bij 1 vals positief per beeld. De eerste instelling is gebruikelijk
voor de kandidaat-detectie, terwijl de tweede instelling overeenkomt met hoe een detec-
tiesysteem in de praktijk wordt gebruikt. De beste resultaten worden verkregen wanneer
de voorgestelde methoden samen worden toegepast. In het interval van 3.5 tot 15 vals
positieven per beeld verhoogt de gebruikte methode de gemiddelde sensitiviteit van 0.926
tot 0.958 (p < 0.0002), vergeleken met de oorspronkelijke detector. Bij 1 vals positief
per beeld neemt de gemiddelde sensitiviteit toe van 0.628 tot 0.734 (p < 0.0002).
In Hoofdstuk 3 onderzoeken we of we een computersysteem, dat radiologen achteraf
vraagt om een klein deel van de als normaal beoordeelde onderzoeken nogmaals te bek-
ijken, in kunnen zetten in de borstkankerscreening. Dit is een heel andere toepassing
van CAD dan gebruikelijk; normaal geeft een CAD systeem een radioloog direct na het
bekijken van een scan bepaalde gebieden aan die de computer verdacht vindt en is de
radioloog veel tijd kwijt met het bekijken van alle locaties die de computer aandraagt. In
de hier voorgestelde toepassing zal slechts een fractie van de als normaal gelezen beelden
nogmaals aangeboden worden (zeer hoge specificiteit) en is de hoop dat deze kleine se-
lectie toch een redelijk deel van de gemiste kankers bevat (een acceptabele sensitiviteit,
maar wel van gemiste, en dus moeilijke kankers). Het ontworpen systeem is gebaseerd
op een ‘support vector machine classifier’ (SVM), die speciaal is geoptimaliseerd om een
redelijke gevoeligheid te bereiken bij zeer hoge specificiteit. Het systeem wordt getest
op een grote database van 5800 gevallen, waarvan 1% overeen komt met eerdere onder-
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zoeken met zichtbare kwaadaardige laesies die tijdens de routinematige screening werden
gemist. De resultaten tonen aan dat 26% van de gemiste gevallen worden gedetecteerd
bij een laag additioneel recall percentage van 2%. Extrapolatie van dit resultaat naar
een screeningsprogramma laat zien dat op deze manier bijna 1 extra kanker per 20 extra
recalls kan worden gevonden. In een laatste experiment wordt het voorgestelde systeem
vergeleken met een standaard CAD systeem dat niet is geoptimaliseerd voor deze taak.
De werking van het voorgestelde systeem is aanzienlijk beter, zowel in termen van het
partie¨le oppervlakte onder de curve van 0% tot 2% recall rate en voor de sensitiviteit
bij 2% recall rate (3.39 × 10−3 versus 1.61 × 10−3, p = 0.0184 en 0.264 versus 0.147,
p = 0.0210, respectievelijk).
In Hoofdstuk 4 verleggen we onze aandacht van borstkankerdetectie in mammogram-
men naar tuberculose (TB) detectie in thoraxfoto’s, een andere belangrijke CAD toepass-
ing. Tuberculose is meestal zichtbaar in thoraxfoto’s als gebieden met diffuse afwijkingen.
Om een computersysteem te trainen dit soort afwijkingen te detecteren, is de normale
aanpak een menselijke expert deze gebieden te laten aangeven op een aantal trainings-
beelden. Het intekenen van deze gebieden is echter zeer tijdrovend en buitengewoon
moeilijk voor menselijke experts; in een complex projectiebeeld als een thoraxfoto wor-
den allerlei structuren over elkaar heen afgebeeld en is het nauwelijks vast te stellen hoe
een abnormaal gebied precies begrensd is. Het zou een enorm voordeel zijn als we een
computer zouden kunnen trainen met een set van beelden waarvan we alleen weten of het
gehele beeld normaal of abnormaal is. ‘Multiple-instance learning’ (MIL) is een techniek
uit de patroonherkenning die precies daar op gericht is: MIL labelt een groep objecten
als normaal of abnormaal, waarbij de groep als normaal beschouwd wordt wanneer alle
objecten normaal zijn, en de groep abnormaal is wanneer 1 of meer objecten in de groep
abnormaal zijn. Door de pixels in het beeld als objecten te beschouwen, kunnen we MIL
toepassen op gelabelde beelden. De basis van onze methode vormt de bekende miSVM
techniek, en we stellen een verbeterde versie van miSVM voor waarbij onderschatting van
de positieve samples (pixels) wordt tegengegaan. Het nieuwe algoritme wordt toegepast
op een CAD systeem voor TB detectie. We vergelijkingen onze nieuwe MIL methode
met een traditioneel CAD systeem, getraind met ingetekende abnormale gebieden, op
drie databases met thoraxfoto’s. De ingetekende gebieden zijn alleen beschikbaar voor
database 1. De oppervlakte onder de ‘receiver operating characteristic curve’ (AUC)
wordt gebruikt als een prestatie-indicator. Voor database 1 scoren beiden systemen
vergelijkbaar (0.86 versus 0.88, p = 0.1168). Voor database 2 en 3 geeft de traditionele
aanpak minder goede resultaten, omdat de ingetekende gebieden uit database 1 afkom-
stig zijn, en de beelden uit de andere databases een net wat ander karakter hebben.
Het MIL-gebaseerde systeem, getraind met de beeld labels van databases 2 en 3, doet
het daar daarom aanzienlijk beter (0.86 versus 0.79, p < 0.0001 en 0.91 versus 0.85,
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p = 0.0002). Dit geeft aan dat MIL gebaseerde CAD systemen makkelijk kunnen wor-
den hertraind op nieuwe data: gedetailleerd intekenen van abnormale gebieden is immers
niet meer nodig.
Hoofdstuk 5 borduurt voort op de MIL aanpak. De resultaten van Hoofdstuk 4 laten
zien dat MIL op het niveau van beelden (is de foto normaal of abnormaal?) behoorlijk
goed presteert. Onze MIL aanpak produceert echter ook een resultaat voor elk pixel
van het beeld, en als we dat resultaat visualiseren zien we dat het systeem lokaal vaak
gebieden verkeerd beoordeelt. We stellen ons de vraag of het mogelijk is dit te verbeteren
door naast de labels voor de hele beelden, ook de labels van een beperkt aantal gebiedjes
mee te nemen. Deze gebiedjes hoeft een menselijke expert niet zelf in te tekenen, maar
ze worden door ons computersysteem zelf geconstrueerd met behulp van het mean-shift
algoritme. Het computersysteem bepaalt ook zelf welke beperkte set van gebiedjes het
gelabeld wil hebben. Dit selecteren van interessante samples om door een orakel gelabeld
te worden staat in de literatuur bekend als ‘active learning’ (AL). Deze aanpak vormt
dus een soort middenweg tussen het zeer tijdrovende volledig handmatig intekenen van
vele trainingsbeelden en het andere uiterste, de computer alleen vertellen of een beeld in
zijn geheel normaal of abnormaal is zonder enige indicatie te geven waar de afwijkingen
zich bevinden. De methode die we voorstellen gebruikt een populaire techniek uit de
patroonherkenning, ‘one-class-classification’ om de beperkte set gebiedjes die de menseli-
jke expert moet labelen te selecteren. Twee AL configuraties met 100 en 300 te labelen
gebieden worden vergeleken met een standaard CAD systeem dat volledig ingetekende
beelden als trainingsmateriaal gebruikt. De resultaten tonen aan dat de voorgestelde
methode beter werkt dan een pure MIL aanpak. De AUC stijgt van 0.86 naar 0.88
(p < 0.0001) bij 100 gelabelde gebieden en naar 0.89 (p < 0.0001) bij 300 gelabelde ge-
bieden, en het resultaat komt dicht in de buurt bij de klassieke CAD benadering (AUC
van 0.90). Een kwalitatieve evaluatie door het vergelijken van de output op pixelniveau
laat een aanzienlijke verbetering zien op het gebied van lokalisatie van afwijkingen en
vermindert het aantal vals-positieve detecties. De voorgestelde methode vergt zo’n 20
maal minder tijd van de menselijke expert in vergelijking met het volledig intekenen van
de abnormale gebieden.
Hoofdstuk 6 onderzoekt of we de vraag of iemand TB heeft beter kunnen beantwoor-
den als we naast de CAD analyse van de thoraxfoto ook klinische informatie meenemen.
CAD zou een alternatief kunnen vormen voor het scoren van thoraxfoto’s door menselijke
experts, maar bestaande geautomatiseerde technieken maken geen gebruik van de extra
klinische informatie die meestal ook beschikbaar is. Aangezien het bekend is dat deze
gegevens belangrijke extra informatie bevatten, maar het niet precies bekend is welke
klinische informatie van belang is, hebben we een algemene strategie gevolgd om verschil-
lende features te ranken en te combineren. We vergelijken de gecombineerde methode
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met het louter gebruik maken van de CAD scores van de thoraxfoto, en met het com-
bineren van enkel de klinische gegevens. We experimenteren met een database van 392
patie¨ntendossiers. Elk dossier bestaat uit een CAD score, automatisch berekend op ba-
sis van de digitale thoraxfoto, en 12 klinische kenmerken. De AUC verkregen door het
combineren van CAD scores en klinische informatie is 0.84, hoger dan wat we bereiken
met alleen de CAD scores of alleen de klinische informatie; dat levert een AUC van
0.78 (p = 0.0098) en 0.72 (p < 0.0002), respectievelijk. Bij 95% sensitiviteit, dat is een
veelgebruikte drempelwaarde in TB screening, behaalt de gecombineerde strategie een
specificiteit en negatief voorspellende waarde (NPV) van 49% en 98%, respectievelijk. Bij
dezelfde sensitiviteit bereiken de strategiee¨n met behulp van CAD scores of enkel klinis-
che informatie een lagere specificiteit en NPV van 24% (p = 0.0054) en 95% (p = 0.0154),
en 31% (p = 0.0358) en 96% (p = 0.1136), respectievelijk.
Samenvattend heeft dit proefschrift laten zien dat het mogelijk is automatische detec-
tie van afwijkingen in medische beelden op allerlei wijzen verder te verbeteren: door de
kandidaatdetectoren te optimaliseren (Hoofdstuk 2), door een computersysteem speciaal
te optimaliseren voor goede sensitiviteit bij zeer hoge specificiteit (Hoofdstuk 3), door
een speciale classificatiestrategie te gebruiken die alleen de labels van een compleet beeld
nodig heeft om een taak te leren en afwijkingen opspoort zonder ooit precies te zijn in-
gelicht waar in de trainingsbeelden de afwijkingen zich bevinden (Hoofdstuk 4), en deze
aanpak kan weer verder verbeterd worden door een expert te vragen een klein aantal au-
tomatisch gekozen gebiedjes uit een grotere set beelden te labelen (Hoofdstuk 5), en door
computeranalyse van beelden te combineren met klinische informatie (Hoofdstuk 6).
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