Abstract-Service discovery is the process of retrieving the service most similar to the query based on the description of functional and/or non-functional semantics. The original algorithm used in literature was proposed by Paolucci et al., 2002 . Some research works, propose an extension or an improvement of this algorithm to correct the matchmaking used. In this paper we present an algorithm of matchmaking that resolves the problems of Paolucci algorithm by using the shortest path algorithm which determines the optimal matching between user query and provider service. This approach is validated within a framework proposed at the end of this paper and compared with the greedy approach and the bipartite graph based matching.
I. INTRODUCTION
The semantic web services are services with semantic descriptions. This semantic description is provided by ontologies which are one of significant semantic web technologies where the main objective is to increase the degree of automation of standard tasks such as discovery, selection, composition, etc. In literature, there are two approaches to describe the semantic web services. The first approach presents a description based on annotations. In this category, the web service is in its syntactic form, and it is enriched with semantic annotations associated with ontology. In this approach, the description is independent of a particular ontology language. As implementation of this approach we find: Semantic Annotation for Web Service Description Language -SAWSDL-, Web Service Semantics -WSDL-S- [1] , and Universal Service-Semantics Description Language -USDL-. Another approach for the semantic description of RESTful services is Semantic Annotation for REST services -SA-REST-. The second approach presents a description based on semantic language. In this category, we choose from the beginning a semantic language to describe the service. As implementation of this approach, we find: Ontology Web Language for Services -OWL-S-, Web Service Modeling Ontology -WSMO- [2] .
In addition, there are other proposals aim to describe semantic web services, like easy-L, and pyramid-S [3] . In this paper, we focus our study on the ontology of services OWL-S which is defined as a semantic language for describing Web services in an unambiguous way; this ontology is based on OWL language. OWL-S [4] describes the service in three ways as depicted in figure 1 .
The service profile tells "what the service does". It contains the name of the service and its textual description, the description of functional properties (Input Output Precondition Effect -IOPE-) and non-functional properties (Quality of Service -QoS-). Many approaches of service discovery are based on the elements of the profile as criteria (called black-box Service matching approaches).
The service model tells a client how to use the service. It describes the internal running of the service which is modelled as a process and a set of control flow. There are three types of processes:
Atomic process corresponds to a single operation (single interaction); composite Process corresponds to a combination of processes (atomic or not) using control constructs (Sequence, Split, If-Then-Else etc.); finally Simple Process is not executable (or invoked). It provides an abstraction mechanism to provide multiple views of the same process. Service grounding specifies the details of how an agent can access a service. Typically grounding will specify a communication protocol, message formats, and other service-specific details such as port numbers used in contacting the service. The rest of this paper is organised as follows. Section 2 presents an overview of some existing semantic web service matchmakers. Section 3 presents a review of some extensions or improvements of greedy algorithm. Section 4 describes our proposition for semantic discovery. Finally, the paper is concluded in section 5.
II. SEMANTIC WEB SERVICE DISCOVERY
Service discovery is the process of retrieving the service most similar to the query based on the description of functional and/or non-functional semantics. In literature, some researchers deem service discovery system as matchmakers; and in other works it covers the entire spectrum of tasks from service request to service invocation which means the inclusion of the selection process. In general, any service discovery framework needs to define the matchmaker which evaluates the similarity metric between two services. We have two kinds of result returned by the discovery system: -Exact discovery: in the case where exist a service which satisfies exactly the user requirements. -Approximate discovery: is considered as realistic case, the discovery system returns a service (or set of services) which satisfies approximately the user requirements.
We can classify the related work on service matching in two categories of criterion: -Category 1: {logic-based matching, non-logic-based matching, hybrid matching} -Category 2: {interface level, process level, hybrid level} An overview of some existing semantic web service matchmakers is illustrated in table 1.
In this section, we define the principle of each element of both categories.
-Logic-based matching: the matchmakers use the semantic relations and logic inference to measure the similarity between two services. [5] is used with the integration of other categories (such as hybrid between profile and process) and other approaches.
In this paper, we focus our study on the improvement of Paolucci algorithm. In this section, we review some extensions or improvements of greedy algorithm.
Greedy approach:
The algorithm proposed by Paolucci et al., [6] is a greedy approach for matchmaking. It uses input/output concepts in the process of matching by defining four degrees of match as depicted in figure 2.
The algorithm of Paolucci [6] tries to find a max-match between each concept of the query (input/output) and concepts of the advertisement (input/output). . degree of match in greedy algorithm [6] This algorithm presents an ambiguity where it doesn't describe whether a concept is removed once it has been matched.
Complexity
Let n1 and n2 the number of input concepts of query and advertise. Let m1 and m2 the number of output concepts of query and advertise. The complexity of matching is given by ((n1*n2)+(m1*m2))
The matching algorithm iterates over t advertisement services in repository, then the total complexity is given by (t*((n1*n2)+(m1*m2))). The complexity of this algorithm is polynomial, and at worst case where t=n1=n2=m1=m2=N, the complexity is bounded by O(N 3 ).
Performance of matchmaking
The matchmaking results given by the greedy algorithm are not reliable. We consider the following scenarios. The concepts of advertise 'A' and query 'Q' are defined in Books ontology illustrated in figure 3. We denote 'dom' as degree of matching, and 'Gdom' as global degree of match. Science-fiction novel match novel, and novel is removed from advertise concepts.
dom(romantic novel, science-fiction book)=fail=0.
The matchmaker returns as a response 'A' don't match 'Q', where 'A' presents a false negative (the order of query concepts influences in the matching process, and changes the global degree of match).
Some research works, propose an extension or an improvement of Paolucci algorithm. Bellure U., et al [7] uses the Hungarian algorithm to determine the matching of bipartite graphs. Phatak J. et al., [8] adds ontology mappings and QoS constraints. Michael C. Et al., [9] proposes a matching based on properties matching and service profile hierarchy. We compare our approach with the bipartite graph based matching.
Bipartite graph based matching:
To solve the problems of greedy algorithm, Bellure U., et al [7] proposes a semantic matchmaking based on bipartite matching and the Hungarian algorithm to achieve an optimal solution of concepts matching. As depicted in table 2, the algorithm assigns different numerical weights to degrees of match. The Hungarian algorithm computes a complete matching for weighted bipartite graph, and the optimal matching is given by a complete matching with a minimum of all maximum weighted edges in the matching.
Complexity
We use the same variables to compute the complexity of this algorithm. The time complexity of Hungarian algorithm is bounded by O(n 3 ) where "n" is the cardinality of concepts (input/output). The complexity of the matching is given by ((n1*n2)+n2 3 +(m1*m2)+m1
3 ) The repository cardinality is t, then the global complexity is given by (t*((n1*n2)+n2 3 +(m1*m2)+m1
3 )). The complexity of the matchmaking algorithm is polynomial. At worst case, where t=n1=n2=m1=m2=N, the complexity of bipartite graph based matching is bounded by O(N 4 ).
Performance of matchmaking
Bipartite graph based matching regulates false positives and false negatives as discussed in the previous scenarios. The performance of the matchmaker is better than the greedy algorithm.
IV. PROPOSITION

Principles:
Our proposal consists to resolve the problem of the concepts order in the algorithm of Paolucci, we propose to represent the matching process as a matrix Mn,m where we consider the following weights: Before determining the global degree of matching (for the output or input concepts), we define the following rules:
-Transform the matching matrix Mn,m to graph G where: The vertices are mij, the arcs are organized by column (arc (ci, ci +1)), and it is not allowed to create an arc between the first and the 3rd column. It is not allowed to connect two vertices of the same line or column. The source vertex of G is connected to all the vertices of the first column. Each vertex (element) in a column is connected to all other vertices (elements) of the next column, if exist. The terminus vertex of G is connected to all the vertices of the last column. -Each arc Ai that connects two vertices ni and nj is weighted by the ni value where ni presents the source of this arc. Pij is the weight of the transition between nodes ni and nj, where Pij = ni. -Outgoing arcs of the source vertex are weighted by zero "0". -We search the shortest path in G; Dijkstra's algorithm is applied according to the specification of our graph G (a path is valid if it is made up of independent nodes, its nodes do not share the same line). -The optimal solution of the matching matrix M is done by the vertices of shortest path, denoted π. Lemma: a matching in which wi is minimized, is equivalent to a matching with a shortest path.
We use a proof by contradiction to prove this lemma. Let =V1V2V3….Vn denotes the path with minimal sum of weights in G: ||=Vi where Vi are the vertices of .
Let '=N1N2N3….Nm denotes the shortest path in G: |'|=Ni where Ni are the vertices of '.
Assume that the lemma is untrue, that means ||=Vi < |'|=Ni ….(I) By definition, if ' is the shortest path in G then there is no path with minimum length (minimal sum of weights) than ' in G, which means that (I) is untrue.
We can hence infer that ||=Vi = |'|=Ni and both  and ' are a shortest path in G.
Definition "global degree of matching Gdom": the Gdom in both output matching and input matching is given by the following rule: Gdom= || where π represents the shortest path of G.
For the previous example, the optimal matching is given by π where: π=m21m12m33 π is a valid path, and Gdom=||=12
We use the Gdom for ranking the results returned by the matchmaker.
Examples: let M1, M2, M3, M4 four output matching matrixes, and we aim to rank them: The results ranked in descending order of Gdom are: M2, M3, M1, and M4. Return Result. Return Gdom_out, END. --------------------------------------------------------------- Return Gdom_in, END.
------------------------------------------------------------
//fail ------------------------------------------------------------
fail ------------------------------------------------------------Output Matching Matrix Input: two set of output concepts: Qout, Aout //vectors Output: M_outn,m For i= 1 to n do For j= 1 to m do M[i,j]=degree of match_out(Qout[i], Aout[j]) Return M_outn,m ------------------------------------------------------------Input Matching Matrix Input: two set of input concepts: Ain, Qin // two vectors Output: M_inn,m For i= 1 to n do For j= 1 to m do M[i,j]=degree of match_in( Ain[i], Qin[j]) Return M_inn,m --------------------------------------------------------------
-----------------------------------------------------------------Dijkstra algorithm for shortest path:
Input: matching matrix Mn,m Output: shortest path denoted π,
Return optimal matching expressed by π, END.
The complexity of our matchmaker algorithm is computed as follows. We denote: Card(Adv), the number of advertise services, Card(Qout), the number of query output concepts, Card(Qin), the number of query input concepts, Card(Aout), the number of advertise output concepts, Card(Ain), the number of advertise input concepts.
The complexity formula can be expressed as: The proposed algorithm has cubic time complexity.
Experimentation:
In this section, we implement our algorithm of matchmaking, and we use some tools like: Owl-s API [22] (to parse queries, services, and ontologies), Owls-tc as benchmark [23] . The architecture of our application is illustrated in figure 4 . For measuring the accuracy of our algorithm we use a collection of Web services (OWLS-TC). This collection has more than 500 services covering several application domains. In order to analyze the improvement of accuracy obtained by our algorithm, we use the individual precision-recall chart technique. Precision and Recall are two indicators of effectiveness [24] .
Precision is the ratio of the number of relevant records retrieved (TP -true positive-) to the total returned (TP and FP -false positive-). It is expressed as: precision= +
Recall is the ratio of number of relevant records retrieved to the total number of relevant records (TP and FN -false negative-). It is expressed as: recall= + Numerator is same for precision and recall: number of correct returned; denominator for precision is all that is returned; denominator for recall is all that is relevant.
In this paper both indicators were used to measure the effectiveness of our algorithm and compared to greedy algorithm and bipartite graph based matching, for this purpose we made a test set (queries and services) for the evaluation of the performance of the three discovery matchmakers. We use five services for parsing our algorithm against greedy algorithm and bipartite graph based matching. We conclude that our approach OWLS-SP which uses the shortest path algorithm presents the same results as the bipartite graph based matching which uses the Hungarian algorithm. Both approaches present results better than greedy algorithm. The complexity of our algorithm is bounded by O(N   3 ). Indeed, this result presents an advantage compared to bipartite graph based matching algorithm. V. CONCLUSION
Query
The quality of results of the discovery process is based mainly on the correctness of the matchmaker used. In this paper we have presented an algorithm of matchmaking that resolves the problems of Paolucci algorithm by using the shortest path algorithm which determines the optimal matching between user query and provider service. The complexity of the proposed matchmaker is polynomial and is bounded by O(N 3 ), this result is better than the complexity of the bipartite graph based matching which is bounded by O(N 4 ). We performed some experiments to validate our approach and to analyze the improvement of accuracy obtained by our algorithm based on two indicators of effectiveness: Precision and Recall. We concluded that our approach had better results than the greedy approach and presents the same performance as the bipartite graph based matching. Finally we developed a tool called OWLS-SP Discovery to disseminate our algorithm. Our future work is focused on analysis our algorithm in the case of composite services.
