Abstract. Multi-way data arises in many applications such as EEG classification, face recognition, text mining and hyperspectral data analysis. Tensor decomposition has been commonly used to find the hidden factors and elicit the intrinsic structures of the multi-way data. This paper considers sparse nonnegative Tucker decomposition (NTD), which is to decompose a given tensor into the product of a core tensor and some factor matrices with sparsity and nonnegativity constraints. An alternating proximal gradient method (APG) is applied to solve the problem by two different orders of updating the core tensor and factor matrices. The algorithm is then modified to sparse NTD with missing values. Per-iteration cost of the algorithm is estimated scalable about the data size, and global convergence is established under fairly loose conditions. Numerical experiments on both synthetic and real world data demonstrate its superiority over some state-of-the-art methods for (sparse) NTD from partial and/or full observations. The Matlab code along with some demos are accessible from the author's homepage.
redundant in the first and second modes. However, the core tensor makes NTD more difficult than NCP to solve since the core tensor relates to all factor matrices and the update of each factor matrix requires tensor-matrix multiplications. Also, for many algorithms such as alternating least squares, the update of the core tensor is extremely expensive and makes these algorithms not suitable for applications with large-scale data.
1.1. Related work. NTD is a highly non-convex problem, and sparse regularizers make the problem even harder. A natural and often efficient way to solve the problem is to alternatively update the core tensor and factor matrices. It includes, but not limited to, alternating least squares method (ALS) [10] , column-wise coordinate descent (CCD) [24] , multiplicative update (Mult) [26] , and hierarchical alternating least squares (HALS) [29] . ALS alternatively updates the core tensor and factor matrices by solving a sequence of nonnegative least squares problems, which needs to do matrix inverse and make ALS unsuitable for large-scale problems. For this reason, [10] simply restricts the core tensor to be super-diagonal in its numerical tests. CCD has closed form update for each column of a factor matrix. However, it still needs to solve a huge nonnegative least squares problem to update the core tensor, which makes CCD unsuitable for large-scale problems either. Mult is an extension of the multiplicative update method in [21] for nonnegative matrix factorization [20, 27] and has a relatively low per-iteration cost. At each iteration, it only needs some tensor-matrix multiplications and component-wise divisions. The drawback of Mult is its slow convergence, which makes the algorithm often run a large number of iterations to reach an acceptable data fitting. Like ALS, HALS needs to solve a sequence of nonnegative least squares problems, but it updates factor matrices in a column-wise way and the core tensor component-wisely, which enables closed form solutions for all subproblems. In addition, HALS often converges faster than Mult. However, as shown in [30] , the convergence speed of HALS is still not satisfying.
There are also algorithms such as the damped Gauss-Newton method (dGN) in [30] that updates the core tensor and factor matrices simultaneously. It is demonstrated that dGN overwhelmingly outperforms Mult and HALS in terms of convergence speed. The bottleneck of this method is the computation of Hessian inverse or how to solve a huge linear system, although the authors carefully explained a fast computation of an approximate Hessian and gradient at each iteration.
Recently, [37] proposed an alternating proximal gradient method (APG) for solving NCP, and it was observed superior to some other algorithms such as the alternating direction method of multiplier (ADMM) [41] and alternating nonnegative least squares method (ANLS) [14, 16] in both speed and solution quality. Unlike ANLS that exactly solves each subproblem, APG updates every factor matrix by solving a relaxed subproblem with a separable quadratic objective. Each relaxed subproblem has a closed form solution, which makes low per-iteration cost. Using an extrapolation technique, APG also converges very fast. Moreover, the method is proved to globally converge to a stationary point under some boundedness assumptions on its iterates. This is an important theoretical result that many other methods such as ADMM and ANLS have not been proved to own.
Contributions.
We apply the APG method proposed in [37] to sparse NTD. First, we update the core tensor C and factor matrices A 1 , · · · , A N cyclically, namely, in the order of C, A 1 , · · · , A N . Then we improve the algorithm by updating the core tensor and factor matrices in the order of C, A 1 , C, A 2 , · · · , C, A N , which can often largely speed up the convergence of the algorithm. Global convergence is established for both the original and the improved algorithms. We also analyze the per-iteration complexity of the algorithms, and it is estimated scalable about the data size if the core size is small. In addition, we modify the algorithms to sparse NTD with missing values and consider some extensions of NTD including sparse higher-order principal component analysis [1] . The algorithms are carefully implemented in Matlab and compared to some state-of-the-art methods for solving (sparse) NTD from partial and/or full observations on both synthetic and real world data. Numerical results show that the proposed algorithms make superior performance over other compared ones.
Notation.
We use small letters a, x, · · · to denote scalars, bold small letters a, x, y, · · · to represent vectors, bold capital letters A, B, · · · for matrices and bold caligraphic letters C, M, X , · · · for tensors. The components of a tensor X are written in the form of x i1i2···i N , which denotes the (i 1 , i 2 , · · · , i N )-th component of X .
1.4.
Outline. The rest of the paper is organized as follows. We overview some tensor related concepts and properties in Section 2 and the APG method for multi-convex problems in Section 3. Section 4 applies APG to sparse NTD problem. The per-iteration complexity and convergence results of the algorithm are given. Section 5 improves the APG method. Then the algorithms are modified for sparse NTD with missing values in Section 6. Some extensions of sparse NTD are considered in Section 7. Numerical results are shown in Section 8. Finally, Section 9 concludes the paper.
Overview of tensor.
Below we list some tensor related concepts, which will be used in the formulation of our problems and the derivation of the algorithm. For more details about tensor, see the nice review paper [19] and the references therein.
• fiber: A fiber of a tensor X is a vector obtained by fixing all indices of X except one. For example, a column of a matrix is a mode-1 fiber (the 2nd index is fixed), and a row is a mode-2 fiber (the 1st index is fixed). We use x i1···in−1:in+1···i N to denote a mode-n fiber of an N th-order tensor X .
• vectorization: The vectorization of a tensor X gives a vector, which is obtained by stacking all mode-1 fibers of X and denoted by vec(X ).
• matricization: The mode-n matricization of a tensor X is a matrix denoted by X (n) whose columns are mode-n fibers of X in the lexicographical order. Specifically, if X ∈ R I1×···×I N , its mode-n fiber x i1···in−1:in+1···i N becomes the j-th column of X (n) , where
• tensor-matrix product: The mode-n product of a tensor X ∈ R I1×···×I N with a matrix A ∈ R J×In is written as X × n A, and the result is an
• inner product: The inner product of two tensors A, B ∈ R I1×···×I N is defined in the same way as that of two matrices, namely,
The Frobenious norm of a tensor X is defined as X F X , X . • Tucker decomposition: Given a tensor M ∈ R I1×···×I N , the Tucker decomposition of M is to find a core tensor C ∈ R R1×···×R N and N factor matrices A n ∈ R In×Rn , n = 1, · · · , N such that
A special case is CP decomposition, which sets R n = R for all n and fixes C to a super-identity. Let a (n) in,j be the (i n , j)-th entry of A n . Then for CP decomposition, (2.1) becomes
Some properties. According to the above definitions, it is not difficult to verify that if
and A ⊗ B denotes Kronecker product of A and B. In addition,
The properties in (2.2) and (2.4) will be used for efficient computation in the implementation of our algorithm. We also need the following properties of Kronecker product (see [12] , for example):
where A denotes the operator norm of A and equals the largest singular value of A.
3. Alternating proximal gradient method. Recently, [37] characterized a class of multi-convex problems and proposed an APG method for solving these problems. Specifically, it considers
where variable x is partitioned into s blocks x 1 , · · · , x s , f is assumed to be a differentiable and multi-convex function, and r i , i = 1, · · · , s, are extended-valued convex functions. Here, f is called multi-convex if for each i, it is a convex function of x i while all the other blocks are fixed. At the k-th iteration of APG, x 1 , · · · , x s are updated alternatively from i = 1 to s by
where
j>i ) with respect to x i , namely,
) denotes an extrapolated point with weight ω k i ≥ 0. It was demonstrated that a careful choice of ω k i can significantly accelerate the algorithm.
APG is a variant of the block coordinate minimization (BCM) method (see [33] and the references therein), which updates x 1 , · · · , x s cyclically by minimizing the objective with respect to one block of variables at a time while all the others are fixed at their most recent values, namely,
Though BCM decreases the objective faster, each subproblem in (3.3) is usually much more difficult than that in (3.2). For some simple r i , the update (3.2) has closed form solutions. For instance, if r i (x i ) = δ + (x i ), an indicator function on nonnegative orthant which equals zero if all components of x i are nonnegative and +∞ otherwise, then the update in (3.2) can be explicitly written as
Under some boundedness assumptions, [37] establishes subsequence convergence of the APG method. Further assuming the so-called Kurdyka-Lojasiewicz (KL) property (see [5, 25] for example), it shows that the sequence {x k } generated by (3.2) globally converges to a stationary point of (3.1) . The results are summarized below.
Lemma 3.1. Suppose F is continuous and lower bounded on its domain, and suppose f is continuously differentiable and has Lipschitz continuous partial gradient ∇ i f for all i = 1, · · · , s. Let {x k } be the sequence generated by (3.2) with parameters
for all i and k.
Then any limit point of {x k } is a critical point of (3.1). Furthermore, if
4. {x k } has a finite limit pointx;
5. F satisfies the KL property:
is bounded in a neighbourhood ofx for some θ ∈ [0, 1), (3.4) where ∂F (x) is the limiting subdifferential of F atx (e.g., see [31] ), dist(0, ∂F (x)) min{ y 2 , y ∈ ∂F (x)}, and we adopt the convention 0 0 = 0 0 = 0, then the entire sequence {x k } converges tox.
Remark 3.1. In the lemma, items 1 and 4 can be made if the sequence {x k } is uniformly bounded, and items 2 and 3 can be made if the parameters are chosen appropriately. The KL property (3.4) is important for the global convergence result. It is shown in [37] that this property holds for a great many functions such as the objective of (4.18) for sparse NTD and (6.4) for sparse NTD with missing values.
4. Sparse nonnegative Tucker decomposition. This section applies the APG method introduced in Section 3 to the sparse NTD problem
is a given tensor, R In×Rn + contains all I n ×R n matrices with nonnegative components,
is a data fitting term to measure the approximation in (2.1), C 1 i1,··· ,i N |c i1···i N | is used to promote the sparsity of C, and λ c , λ 1 , · · · , λ N are parameters balancing the data fitting and sparsity level.
The model (4.1) has been used in [24, 26] for sparse NTD. Another model that has also been considered such as in [38] for sparse NTD uses the Kullback-Leibler divergence
Since the logorithmic function requires its argument to be strictly positive, (4.2) is not used so often as (C, A). In algorithms of NTD using (4.2) as a data fitting term, a small positive number ε needs to be added to M and G for strict positivity. For simplicity, we only consider (4.1).
4.1.
Bound constraints for well-definedness. Before deriving the algorithm, we make some comments on (4.1). When all λ's are positive, the objective of (4.1) is coercive, and it must have a bounded minimizer. However, note that for any positive scalars s c , s 1 , · · · , s N such that their product equals one, (s c C,
does not change the value of . Hence, if some λ's vanish, the corresponding variables would be unbounded such that the variables with positive λ's would approach to zero, and (4.1) may not admit a solution. To tackle this problem, we add some constraints to enforce the boundedness of the variables with vanishing λ's. If λ n = 0, we add
to enforce each component of A n not greater than max(1, M ∞ ), where M ∞ denotes the maximum component of M. If λ c = 0, we add
to bound C. The constraints in (4.3) and (4.4) are reasonable according to the following proposition.
Proof. Without loss of generality, assume noÃ n has zero columns and M ∞ = 1. LetB N be the mode-N matricization ofC × 1Ã1 · · · × N −1ÃN −1 . According to (2.4), we have M (N ) =Ã NBN by observing For ease of description, we assume all λ's to be positive in the next derivation of our algorithms, so there are no constraints as in (4.3) and (4.4) present. However, in the numerical experiments, we will add these constraints if some λ's vanish.
4.2. APG for sparse NTD. We first derive our algorithm for (4.1) and then discuss efficient computation for updates of the core tensor C and a factor matrix A n . Suppose the current iterate is (C,Ã). Applying the update (3.2) to C, we have
where L c is a Lipschitz constant of ∇ C (C,Ã) with respect to C, namely,
andĈ is an extrapolated point. Similarly, if the current iterate is (C,Ã), a factor matrix A n is updated by
where L n is a Lipschitz constant of ∇ An (C,Ã j<n , A n ,Ã j>n ) with respect to A n , andÂ n is an extrapolated point. Perform the updates (4.5) and (4.6) to C, A 1 , · · · , A N cyclically, and we reach the APG method for sparse NTD. Its pseudocode is shown in Algorithm 1.
Remark 4.2. We do re-updates in Line ReDo to make the objective nonincreasing. The monotonicity of the objective is important since the algorithm may perform unstably without the re-updates. Also, it is required in theory; see condition 3 of Lemma 3.1. The objective evaluation is almost free compared to the gradient computations in (4.10) and (4.12); see the complexity analysis in Section 4.3. Moreover, in each one of our experiments, the re-update occurs only a few times (often less than 10), so it needs only a little more computations.
The most expensive thing in Algorithm 1 is the computation of ∇ C (C, A) and ∇ An (C, A) in (4.7) and (4.8), respectively. Note that we have omitted the superscript. Next, we discuss how to efficiently compute them.
Computation of ∇ C . According to (2.2), we have
, where 1 n=N A n is defined in (2.3). Using the properties (2.5a)-(2.5c) of Kronecker product, we have
Algorithm 1: Alternating proximal gradient for sparse nonnegative Tucker decomposition
Choose ω k c ≥ 0 and setĈ
Update C by
Re-update C k and A k by (4.7) and (4.8) withĈ
for all n, respectively.
if Some stopping conditions are satisfied then
It is extremely expensive to explicitly form the Kronecker products in (4.9). Fortunately, we can use (2.2) again to have
Hence, we have from (4.9) and the above two equalities that
Computation of ∇ An . According to (2.4), we have
Hence,
Similar to what has been done to (4.9), we do not explicitly form the Kronecker product in (4.13) but let
Then we have B n = X (n) according to (2.4).
Complexity analysis. The main cost of Algorithm 1 lies in computing
j>n ), which are required in (4.7) and (4.8), respectively. For simplicity, we omit all superscripts in the following analysis. Through (4.10), the computation of ∇ C (C, A) requires
flops, where C ≈ 2, the first part comes from the computation of all A i A i 's, and the second and third parts are respectively from the computations of the first and second terms in (4.10). Neglecting 1 the time for unfolding a tensor and using (4.12), we have the cost for ∇ An (C, A) to be
where C is the same as that in (4.15), "part 1" is for the computation of B n via (4.14), "part 2" and "part 3" are respectively from the computations of the first and second terms in (4.12). Suppose R i < I i for all i = 1, · · · , N , and i R i i I i . Then the quantity of (4.15) is dominated by the third part, and the quantity of (4.16) is dominated by the first and third parts. Only taking account of the dominating terms, we claim that the quantities of (4.15) and (4.16) are similar. To see this, assume
, and the sum of the first and third parts of (4.16) is
Hence, the costs for computing ∇ C (C, A) and ∇ An (C, A) are similar. After obtaining the partial gradients ∇ C (C, A) and ∇ An (C, A), it remains to do some projections to nonnegative orthant to finish the updates in (4.7) and (4.8), and the cost is proportional to the size of C and A n , i.e., C p N i=1 R i and C p I n R n with C p ≈ 4. The data fitting term can be evaluated by
where B n is defined in (4.13). Note that A n A n , B n B n and M (n) B n have been obtained during the computation of ∇ C (C, A) and ∇ An (C, A), and M 2 F can be pre-computed before running the algorithm.
1 In tensor-matrix multiplications, unfolding and folding a tensor both happens, and they take a small amount of time in the whole process of tensor-matrix multiplication.
Hence, we need C(R 2 n + I n R n ) additional flops to evaluate (C, A), where C ≈ 2. To get the objective value, we need C(
more flops for the regularization terms. Some more computations occur in choosing Lipschitz constants L c and L n 's. When R n I n for all n, the cost for computing Lipschitz constants, projection to nonnegative orthant and objective evaluation is negligible compared to that for computing partial gradients ∇ C (C, A) and ∇ An (C, A). Omitting the negligible cost and only accounting the main cost in (4.15) and (4.16), the per-iteration complexity of Algorithm 1 is roughly
, then the per-iteration cost of Algorithm 1 is scalable about the data size N i=1 I i . Here, we do not assume M to be sparse. If it is, we can employ the sparsity of M, C and A to further reduce the computational complexity.
Convergence results.
We re-write (4.1) in the unconstrained form
where δ + (·) is the indicator function on nonnegative orthant. According to [37] , the objective of (4.18) is a semi-algebraic function [4] and satisfies the KL property (3.4). Therefore, according to Lemma 3.1, we have
all positive, and
for all n and k; then W k converges to a stationary pointW.
Proof. It suffices to verify all conditions required by Lemma 3.1. Obviously, the objective of (4.18) is continuous and lower bounded on its domain. It satisfies the KL property (3.4) from the above discussions. If {F (W k )} is nonincreasing, then the positivity of λ c , λ 1 , · · · , λ N implies the boundedness of {W k } and the existence of a finite limit pointW, so it remains to verify the monotonicity of {F (W k )}.
If the re-update step in Line ReDo does not occur, then
Lemma A.1, we know that the re-update makes the objective nonincreasing. Therefore, all conditions in Lemma 3.1 are satisfied and, thus the convergence result holds. 20) where L min > 0 is a constant, and If some λ n and/or λ c vanish, we can add constraints (4.3) and/or (4.4) to enforce the iterate to be bounded. With these constraints, we further do projections
after (4.7) and
after (4.8).
5. Improved APG for sparse NTD. Algorithm 1 updates the core tensor and factor matrices in the order of C, A 1 , · · · , A N . It usually gives a nice solution. However, we observe that it converges not fast. This section improves Algorithm 1 by updating the core tensor and factor matrices in a different order.
Since the core tensor C interacts with all the factor matrices, updating it more frequently is expected to speed up the convergence of the algorithm. In addition, the update of C costs roughly the same as that of a factor matrix; see the complexity analysis in Section 4.3. On the other hand, it is also important to update each factor matrix sufficiently often. To maintain an overall fast convergence speed, we update the core tensor and factor matrices in the order of C, A 1 , C, A 2 , · · · , C, A N . Algorithm 2 summarizes the improved method.
To see how the updating order affects the algorithm, we compare Algorithms 1 and 2 on a 30×30×30×30 random tensor with a 5 × 5 × 5 × 5 core tensor. Figure 5 .1 plots their relative errors at each iteration. We see that Algorithm 2 uses about 50% less iterations than Algorithm 1 to achieve the same accuracy. Algorithm 2 is also faster than Algorithm 1. The former uses about 9.6 sec while the latter runs about 14.2 sec.
From the complexity analysis in Section 4.3, we have that the per-iteration cost of Algorithm 2 is roughly
where C ≈ 2. Since Algorithm 2 uses a different block updating order, its convergence cannot be directly obtained from Lemma 3.1. However, we can obtain the same result as that in Theorem 4.2. It indicates that the convergence results in Lemma 3.1 should also hold for APG that updates the blocks in an essentially cyclic way, namely, each block of variables is visited at least one time within a fixed number of iterations. The proof of Theorem 5.1 is given in the Appendix.
Algorithm 2: Improved alternating proximal gradient for sparse nonnegative Tucker decomposition
2. There is a positive constant ; then W k converges to a stationary pointW of (4.1).
6. Sparse nonnegative Tucker decomposition with missing values. For some applications, the target tensor M may not be fully observed. This section discusses how to modify Algorithms 1 and 2 to handle this case. The problem is formulated as
where Ω indexes the observed entries of M, and P Ω (A) keeps the entries of A in Ω and zeros out all others. Introducing variable X and restricting P Ω (X ) = P Ω (M), one can write (6.1) equivalently to
To modify Algorithm 1 for (6.1) or equivalently (6.2), we set X 0 = P Ω (M) in the beginning. At the k-th iteration of Algorithm 1, we use M = X k−1 , wherever M is referred to. Specifically, we replace M with
j>n ) and the objective evaluations
. After Line ReDo of Algorithm 1, perform (3.2) to X . The update can be explicitly written as
Algorithm 2 can be modified in the same way to solve (6.1) or (6.2). We do not repeat it here. Compared to Algorithms 1 and 2, the modified versions need extra computation for the update (6.3), which costs about
Therefore, the per-iteration complexity of the modified algorithms is still scalable about the data size if N = O(1) and max n R n = O(log N i=1 I i ). In addition, since the function
is also semi-algebraic and satisfies the KL property (3.4), the convergence results in Theorems 4.2 and 5.1 hold for the modified algorithms.
7. Extensions. For some applications, the core tensor C may not be required nonnegative. Algorithm 2 can be modified to handle this case 2 by changing the update for C in (5.1) to
where S µ (X ) is a soft-thresholding operator defined component-wisely as
For some other applications, one may expect or know from priori information that some components of C have relatively large magnitute. To handle this case, one can impose different weights on different components of C in its sparsity regularizer, namely, replacing the term λ c C 1 in (4.1) with W c C 1 , where " " denotes component-wise product. The update (5.1) is then changed to
if there is nonnegativity constraint on C, or
if there is no nonnegativity constraint on C. Similarly, one can modify Algorithm 2 to handle the case that some A n is not required nonnegative. The APG method can also be adapted to solve sparse higher-order principal component analysis (HOPCA), which imposes orthogonality constraint on each factor matrix. The problem is formulated as
where I n is an identity matrix of appropriate size. When λ c = 0, the optimal C = M × 1 A 1 · · · × N A N , and one can eliminate C as shown in [19] . The concurrency of sparsity and orthogonality constraints makes the problem much more difficult. The work [1] considers rank-1 factor matrix with only one column and relaxes the orthogonality constraint to A n A n ≤ 1. Then it applies block coordinate minimization method to solve the relaxed problem. When some A n has more than one columns, we relax (7.2) to min
a n,i a n,j 2 s.t. a n,j 2 ≤ 1, n = 1, · · · , N, ∀j, where a n,j denotes the j-th column of A n , i =j a n,i a n,j 2 is used to promote the orthogonality of A n , and µ is a penalty parameter.
To save space, we describe a method to solve (7.3). Our method is similar to Algorithm 2 and cycles over the variables by C, A 1 , C, A 2 , · · · , C, A N . The update of C is done by (7.1), and A n is updated one column by one column. Specifically, assume the current iterate is (
n be the one obtained from (4.21). Using (4.11), we update the columns of A n from j = 1 to R n by a k n,j = argmin
+ λ n a n,j 1 (7.4) 
Then one can easily write the update in (7.4) explicitly as
n,j , and P B1 denotes the projection to unit Euclidean ball. Since (7.3) is multi-convex under the partition (C, a 1,1 , · · · , a 1,R1 , · · · , a N,1 , · · · , a N,R N ), the method described above has global convergence if the parameters L 8. Numerical experiments. In this section, we compare Algorithms 1 and 2, the multiplicative update method (Mult) in [26] , column-wise coordinate descent (CCD) in [24] and hierarchical alternating least squares (HALS) in [29] for solving (sparse) NTD on both synthetic and real world data. Also, we test the modified versions of Algorithms 1 and 2 and Mult for solving (sparse) NTD with missing values. Below we call Algorithm 1 and its modified version as APG-I, Algorithm 2 and its modified version as APG-II. All the tests are performed on a laptop with an i7-620m CPU and 3GB RAM and running 32-bit Windows 7 and Matlab 2010b with Tensor Toolbox of version 2.5 [2] .
Implementation details. This subsection specifies the implementation of Algorithms 1 and 2 and their modified versions in details about initialization, parameter settings, and stopping criteria.
Initialization. For all the compared algorithms, we use the same starting point. Throughout the tests, we first randomly generate A 0 1 , · · · , A 0 N and then process them by the HOSVD algorithm in [8] . Specifically, for (4.1), we let
and update
alternatively for n = 1, · · · , N , where U n contains the left R n singular vectors of B (n) . Then set
For (6.1), we use the same initialization except replacing M to P Ω (M) in (8.1) and (8.2). It is observed that all the algorithms perform better with this kind of starting point than a random one, in both convergence speed and chances of avoiding local minima. 19) and (4.20) , where L min = 1 is used. Note that in (4.19), we do not need to form the expensive Kronecker product because according to (2.5d), we have
c , L k n in Algorithm 2, we set them in the same way, namely,
In addition, we take
In the same way, It has been shown that this kind of extrapolation weight can significantly accelerate the proximal gradient method for convex problems both theoretically and numerically. Figure 8 .1 shows that the extrapolation technique using the weights given in (8.3) and (8.5) significantly speeds up both APG-I and APG-II for NTD, which is a highly non-convex problem. In the test, we randomly generate an 80 × 80 × 80 tensor, and the core size is set to (R 1 , R 2 , R 3 ) = (5, 5, 5). We also tested APG with the dynamically updated weight used in [23, 36] for non-convex matrix completion problem and observed that APG performs as well as that with the above extrapolation weights. Hence, in some sense, our algorithm is robust to the extrapolation technique.
Stopping criteria. We stop Algorithms 1 and 2 if a maximum number of iterations or maximum time is reached or one of the following conditions is satisfied
and tol is a small positive value specified below. For the modified versions of Algorithms 1 and 2 discussed in Section 6, we use the same criteria except replacing (8.7) to
Nonnegative Tucker decomposition.
This subsection compares APG-I, APG-II, Mult and HALS for NTD, which sets the sparsity parameters λ c , λ 1 , · · · , λ N to zero in (4.1). Throughout our tests, we add constraints (4.3) and do update (4.23) in Algorithms 1 and 2 if some λ n = 0. Similarly, we add (4.4) and do update (4.22) if λ c = 0. We first test the four algorithms on two sets of synthetic data and then APG and HALS on two image datasets.
Synthetic data. In the first synthetic dataset, a 50 × 50 × 50 nonnegative tensor M is generated in the form of M = C × 1 A 1 × 2 A 2 × 3 A 3 , where C is generated by Matlab's command rand (5, 5, 5) and all A i 's by command max(0,randn(50,5)). Then M is re-scaled to have unit maximum component. The tensor M in the second test is generated in the same way but has an unbalanced dimension 10 × 10 × 1000, and the core tensor is 3 × 3 × 30. We emphasize that uniformly random C makes the problem more difficult than Gaussian random one because the former is not zero-mean. The true dimension is used in our tests, namely, I n = 50, R n = 5, n = 1, 2, 3 is set in (4.1) for the first dataset and (I 1 , I 2 , I 3 ) = (10, 10, 1000), (R 1 , R 2 , R 3 ) = (10, 10, 1000) for the second one. We run the four algorithms to maximum time t max = 20 (sec) and compare their relative error
) is a solution given by an algorithm. Figure 8 .2 plots how the relative error changes with the running time for each algorithm. From the figure, we see that Mult converges very slow in both cases and HALS works well for M with balanced dimension but converges slow for the unbalanced one. APG converges faster than both Mult and HALS, in particular for the unbalanced case. APG-II is slightly better than APG-I in both cases.
Image data. Due to the poor performance of Mult, we only compare APG with HALS in the next two tests. The first test uses the Swimmer dataset constructed in [9] , which has 256 swimmer images and each one has resolution of 32 × 32. We form a 32 × 32 × 256 tensor M using the dataset and then re-scale it to have unit maximum component. The core dimension is set to (24, 20, 20) 3 . We run APG and HALS to t max = 30 (sec) and plot their relative errors on the left of Figure 8 .3. The second test uses a brain MRI image of size 181 × 217 × 181, which has been tested in [24] for sparse nonnegative tensor decomposition. We re-scale it to have unit maximum pixel and set the core size to (30, 30, 30) . APG and HALS both run to t max = 600 (sec), and the relative errors are plotted on the right of Figure 8 .3. We see that HALS decreases the objective faster than APG in the beginning but APG eventually converges faster. In particular for the test with Swimmer dataset, the overall convergence speed of APG is much faster than that of HALS, and APG reaches much lower relative errors while HALS seems to be trapped at some local minimizer. In addition, APG-II is faster than APG-I in both tests, and the improvement is obvious in the first one.
Sparse nonnegative Tucker decomposition.
This subsection compares APG, Mult and CCD for sparse NTD, which has at least one positive sparsity parameter among λ c , λ 1 , · · · , λ N in (4.1). HALS is not coded for sparse NTD. In its implementations, all factor matrices are re-scaled such that each column has unit length after each iteration. The re-scaling is necessary for efficient update of the core tensor and does not change the objective value of (4.1) if all sparsity paramenters are zero. However, it will change the objective if some of λ c , λ 1 , · · · , λ N are positive. Hence, this subsection does not include HALS for comparison. Identity core tensor. First, we compare APG with CCD on a synthetic dataset and the brain MRI image used above. Since CCD is extremely inefficient to update the core tensor, we fix the core tensor to a super-identity I, namely, we test the algorithms for sparse NCP. Note that APG-I and APG-II are now the same since the core tensor is fixed. There are other NCP solvers such as [15, 17] , which nevertheless do not include sparsity regularizers or constraints in their implementations.
For the synthetic test, each tensor M is 100 × 100 × 100 and generated in the form of M = I × 1 A 1 × 2 A 2 × 3 A 3 . Here, A 1 , A 2 are generated by Matlab's command abs(randn(100,R)) and A 3 by rand(100,R), and all A n 's are re-scaled to have unit maximum component. In addition, 50% components of each A n are selected uniformly at random and set to zero. R varies among {5, 10, 15}. We set R 1 = R 2 = R 3 = R and λ 1 = λ 2 = λ 3 = 0.001 in (4.1). The maximum number of iterations is set to 1000 for APG and 200 for CCD since per-iteration complexity of CCD is much higher, and the stopping tolerance is set to tol = 10 −4 in (8.7) for APG and 10 −3 for CCD since tol = 10 −4 is too tight for CCD. All other parameters of CCD are set to their default values. 
and density = Non-identity core tensor. Secondly, we compare APG and Mult on the brain MRI image used above and the CBCL face image dataset 4 which has been tested in [32] for nonnegative tensor decomposition. For the brain MRI image, we set R 1 = R 2 = R 3 = 30 and λ c = λ 1 = λ 2 = λ 3 = 0.5 in (4.1). We run APG and Mult to t max = 300 (sec) and report the results at time t = 100, 200, 300 (sec). Table 8 . We see that APG reaches much lower objective values and relative errors than those by Mult. In addition, the solutions obtained by APG are sparser than those by Mult and are potentially easier to interpret. APG-II is slightly better than APG-I in both objective values and data fitting.
The CBCL dataset has 6977 face images, and each one is 19 × 19. We use all these images to form a 19 × 19 × 6977 nonnegative tensor M, which is then re-scaled to have unit maximum component. The core size is set to (R 1 , R 2 , R 3 ) = (5, 5, 50) and the sparsity parameters to λ c = 0.5, λ 1 = λ 2 = λ 3 = 0, namely, we only want the core tensor to be sparse. Table 8 .4 reports the average results obtained by APG and Mult at running time t = 25, 50, 75, 100 (sec). We see that APG reaches much lower objective values and also lower relative errors than those by Mult. The solutions given by APG are much sparser than those by Mult. This may be because APG uses the constraints (4.3) while Mult does not. APG-I produces almost the same relative errors as those by APG-II and gives slightly greater objectives.
Sparse nonnegative Tucker decomposition with missing values.
This subsection tests APG for (6.1) on synthetic data and compares it with Mult on the brain MRI image used above.
Performance of APG with different samples. First, we show that APG using partial observations can achieve similar accuracies as that using full observations. We generate each M in the form of M = C × 1 A 1 × A 2 × A 3 and then re-scale it to have unit maximum component, where C is generated by Matlab's command max(0,randn(R,R,R)) and each factor matrix A n by max(0,randn(50,R)) with R varying among {5, 8, 11, 14, 17, 20, 23, 26} . We choose SR = 10%, 30%, 50%, 100% samples uniformly at random and compare the performance of APG using different samples. The maximum number of iterations is set to 5,000 and the stopping tolerance to tol = 10 −5 . Figure 8 .4 plots the average relative errors and running time (sec) of APG-I over 20 independent trials, and Figure 8 .5 plots the results of APG-II. We see that APG using 30% and 50% samples gives similar accuracies as that using full observations. APG with 10% samples can still make relative errors low to about 1% as R ≤ 14, but 10% samples seem not enough when R ≥ 17. With 10% samples, APG-I performs better than APG-II, while the latter becomes better as the samples increase to 30% and 50%. Longer time by APG with partial observations is due to the extra update (6.3) and more iterations. When R ≥ 17, the running time of APG with 10% samples decreases because it stops earlier.
Comparison with Mult
5 . Secondly, we compare APG with Mult on the brain MRI image used above.
The core dimension is set to R 1 = R 2 = R 3 = 30 and sparsity parameters to λ c = λ 1 = λ 2 = λ 3 = 0.5. We compare the two algorithms using SR = 10%, 30%, 50% uniformly randomly chosen samples and run them to t max = 600 (sec). Table 8 .5 shows the average results at time t = 150, 300, 450, 600 for different samples over 5 independent trials. From the table, we see that Mult fails with 10% samples while APG can still work reasonably. In all cases, APG performs better than Mult in both accuracy and speed. The solutions given by APG are sparser than those by Mult for SR = 30%, 50%. Again, APG-I performs better than APG-II with 10% samples, but APG-II becomes better than APG-I with 30% and 50% samples.
Sparse higher-order principal component analysis.
We use a simple test with synthetic data to show that (7.3) can be better than unregularized HOPCA that sets all of λ c , λ 1 , · · · , λ N to zero in (7.2). We use the APG method described in Section 7 for (7.3) and HOOI [8] for the unregularized HOPCA. We set (7.5) and ω k n,j in the same way as in (8.5). We generate a 50 × 50 × 50 tensor in the form of
Here, C is 3 × 3 × 3, and each element is drawn from standard Gaussian distribution. Then 60% components of C are selected uniformly at random and set to zero. Factor matrices have sparsity patterns shown in Figure 8 .6, and each non-zero element is drawn from standard Gaussian distribution. Then each column is normalized. N is Gaussian random noise and makes the signal-to-noise-ratio SNR = 60. The sparsity parameters are set to λ c = λ 1 = λ 2 = λ 3 = 0.02 and orthogonality parameter µ = 0.1 in (7.3) . The sparsity patterns of the original C and A and those 6 given by APG are plotted in Figure 8 . 6 . We see that the solution given by 5 Although Mult converges very slowly, it is the only one we can find that is also coded for sparse nonnegative Tucker decomposition with missing values. 6 We permute the columns of the factor matrices and do permutations to the core tensor accordingly. APG have almost the same sparsity pattern as the original ones. To see how close to orthogonality each factor matrix is given by APG, we first normalize each column of the factor matrices and then calculate A n A n − I F / I F , which are 2.95 × 10 −3 , 1.36 × 10 −3 , 7.24 × 10 −5 , respectively for n = 1, 2, 3. Hence, they are almost orthogonal. Though the solution by HOOI makes a relatively higher data fitting, it is highly dense with no zero element. Therefore, the solution given by (7.3) is potentially better than that of (7.2) for some applications such as classification.
9. Discussions. Sparse NTD aims at decomposing a tensor into the product of a core tensor and some factor matrices with nonnegativity and sparsity constraints. Existing algorithms for this problem either converge rapidly with very expensive per-iteration cost or have low per-iteration cost with very slow convergence speed. We have proposed two versions of APG methods, which own both low per-iteration complexity and fast convergence speed. Moreover, the algorithms have been modified for sparse NTD from partial observations of a target tensor. The modified algorithms also have low per-iteration cost and can give similar decompositions from half of or even fewer observations as those from full observations. Further speed up. One way to further improve the convergence speed of Algorithm 2 is to choose a possibly smaller L k,n c rather than a Lipschitz constant of
where C k,n is obtained from (5.1). One can achieve such an L 
and L k n can often speed up the convergence of the algorithm. However, more computation is required to check inequalities such as the one in (9.1). Hence, how to initialize L k,n c and L k n to balance the speed improvement and extra computation is a key point. We leave these to interested readers.
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Appendix A. Proof of Theorem 5.1. We need the following lemma.
Lemma A.1 (Lemma 2.1 of [37] ). Let ξ 1 (u) and ξ 2 (u) be two convex functions defined on a convex set U. Suppose ξ 1 (u) is differentiable and has Lipschitz continuous gradient. Let ξ(u) = ξ 1 (u) + ξ 2 (u) and
where L is a Lipschitz constant of ∇ξ 1 (u), then
A.1. Subsequence convergence. First, we give a subsequence convergence result, namely, any limit point of {W k } is a stationary point. Using Lemma A.1, we have
where we have used ω
to get the last inequality. Note that if the re-update in Line ReDo-II is performed, then ω k,n c = 0 in (A.1), and (A.2) still holds. Similarly, we have
Summing (A.2) and (A.3) together over n and noting
Summing (A.4) over k, we have
Letting K → ∞ and observing F is lower bounded, we have →C for all n, as k → ∞. Recall that
Letting k → ∞ and using the continuity of the objective in (A.7) givē
Hence,C satisfies the first-order optimality condition
Similarly, we have
Note (A.8) together with (A.9) gives the first-order optimality conditions of (4.1). Hence,W is a stationary point.
A.2. Global convergence. Next we show the entire sequence {W k } converges to a limit pointW.
Since all λ c , λ 1 , · · · , λ N are positive, the sequence {W k } is bounded and admits a finite limit pointW. Let
be the objective of (4.18) and
Recall that H satisfies the KL property (3.4) atW, namely, there exist γ, ρ > 0, θ ∈ [0, 1), and a neighborhood B(W, ρ) {W : W −W F ≤ ρ} such that
Take T as specified in (A.23) and consider the sequence {W k } k≥k0 , which is equivalent to starting the algorithm from W k0 and, thus without loss of generality, let k 0 = 0, namely, W j ∈ B(W, ρ), j = 0, 1, 2, and
The idea of our proof is to show 13) and employ the KL inequality (A.11) to show {W k } is a Cauchy sequence, thus the entire sequence converges.
Assume W k ∈ B(W, ρ) for 0 ≤ k ≤ K. We go to show W K+1 ∈ B(W, ρ) and conclude (A.13) by induction.
Note that
Hence, for all k ≤ K,
LG
where we have used L 
By Cauchy-Schwart inequality, we estimate right side of inequality (A.17) 
where µ > 0 is a sufficiently large constant such that
Combining (A.17),(A.19), (A.18) and summing them over k from 2 to K give 
Simplifying the above inequality, we have 
which implies by noting
where 
