It is of great interest to researchers and scholars in many disciplines (particularly those working on cultural heritage projects) to study parallel passages (i.e., identical or similar pieces of text describing the same thing) in digital text archives. Although there exist a few software tools for this purpose, they are restricted to a specific domain (e.g., the Bible) or a specific language (e.g., Hebrew). In this article, we present in detail how we build a digital infrastructure that can facilitate the search and discovery of parallel passages for any domain in any language. It is at the core of our Samtla (Search And Mining Tools with Linguistic Analysis) system designed in collaboration with historians and linguists. The system has already been used to support research on five large text corpora that span a number of different domains and languages. The key to such a domain-independent and language-independent digital infrastructure is a novel combination of a character-based n-gram language model, space-optimized suffix tree, and generalized edit distance. A comprehensive evaluation through crowdsourcing shows that the effectiveness of our system's search functionality is on par with the human-level performance.
INTRODUCTION
Digitized textual representations of original historic documents are being made available at unprecedented speed, thanks to many culture heritage projects [47] . As the wealth of digital text archives rapidly increases, it becomes more important to provide text analytic tools to assist the research of big data represented by large-scale archives [24] . Tools and systems have been developed to support humanities researchers in analyzing primary source material; however, they have not generally been widely adopted, meaning that researchers are not making full use of digital archives as a key resource for discovering reoccurring cultural contexts that can help to address new research questions and revisit old ones through a much larger body of evidence provided by these digital 15:2 • M. Harris et al. Table 1 . An Example "Parallel Passage," Adapted from [14] 2 Kings, Chapter 16 Isaiah, Chapter 7 Then In the days of to Jerusalem to attack it, they besieged Ahaz but could not but could not prevail over him.
mount an attack against it.
repositories. One text analysis problem that is of great interest to researchers, particularly those analyzing the content of digital archives, is to find parallel passages-text segments describing the same concept (entity, event, etc.) over large corpora. Parallel passages are semantically similar and could exhibit identical wording, but quite often they exhibit some small variation in structure or vocabulary choice. The differences are due to the normal rephrasing of the text within the same context, but may also arise from the use of reported speech, a change in authorship, dialect, the natural evolution of language over time, and errors introduced by optical character recognition (OCR). The term "parallel passage" probably originated from Christian theology, where the comparison of parallel passages in the context of the Bible is a major area of biblical scholarship (see [52] ). The technique involves comparing corresponding passages located across more than one text by laying out the texts side by side. The Bible often describes the same event from different perspective across different canonical books, which can yield a more complete picture of the event than a single passage or point of view on the subject. The example presented in Table 1 is from the King James Bible and illustrates two "parallel passages" that could be regarded as highly similar by researchers of the Bible. These texts discuss the same event, and it has been proposed that Isaiah, Chapter 7 was derived from the text of 2 Kings, Chapter 16 [14] . The similarity between these two texts is not easily identifiable with current tools developed for search and mining of digital archives, due to the variability in the structure and choice of vocabulary, where 2 Kings, Chapter 16 adopts the phrase "wage war" over the word "attack" in Isaiah, Chapter 7 , and the latter text is also more specific about the time of the event, as described in the introductory section of the text. It is not difficult to imagine the existence and usefulness of parallel passages in other domains. For example, in newspaper archives, it is common to see the same news event being covered by many news reports from different sources and at different time points: those news reports would contain a number of parallel passages and their mutual corroboration could help readers gain a bigger picture or balanced view of an event. In this article, the concept of parallel passage is defined in the general sense. Roughly speaking, one can regard parallel passages as a variable-length structural text pattern. Although there exist a few software tools for finding parallel passages, they tend to be quite limited in terms of functionality, and more importantly, they are often restricted to a specific domain or language (see Section 2) . In this article, we present a digital infrastructure that greatly facilitates the finding of parallel passages in any domain or language. Here the notion of "finding" is divided into search (i.e., locating exact and approximate parallel passages with respect to a given text segment, across multiple documents), and the other refers to discovery (i.e., identifying potentially related text segments). The domain-independent and language-independent digital infrastructure introduced in this article is at the core of the Samtla (Search And Mining Tools for Language Archives) system 1 [21, 22] , which has been designed in [33] and developed in Python 2 using the Django 3 web framework. The Samtla system operates with a single code-base, making the whole system data driven. All digital text archive data and supporting indexes are stored on a central server, and the application is accessed through a modern web browser. The Samtla system supports the research of several text corpora that span a number of different domains and languages and vary in scale, which we summarize in Table 2 .
The Aramaic Magic Bowls and Amulets from Late Antiquity 4 (6th to 8th century CE) are the focus of research of a team of historians from Israel and the United Kingdom led by the University of Southampton. The texts were written in ink on clay bowls using a number of related dialects including Aramaic, Mandaic, and Syriac. Samtla was originally developed in response to a practical need for flexible search and comparison tools by this team of researchers to assist them with locating and comparing formulaic parallel passages that can provide insight into the evolution and transmission of liturgical forms over the centuries. The UK Medical Heritage Library 5 is a collection of more than 70,000 digitized texts from the history of medicine in the 19th century. It was curated by the Wellcome Library along with nine partner institutions. The documents in this archive span a broad range of topics, including medical articles, health reports, diet and nutrition, and historical documents relating to medical practices (e.g., phrenology). The archive also contains documents in several languages, including English, 6 French, German, Spanish, Italian, and Russian. The Financial Times (FT) Historic Newspaper Archive (covering the years 1888, 1939, 1966 , and 1991 and published in English) formed the basis of a pilot study organized by the British Library and the Financial Times. The Microsoft-British Library collection of 68,000 digitized books from the world's libraries contains approximately eight different languages, a variety of literary genres, and periods from the 15th century to the mid-19th century. The British Library Microsoft Archive contains documents with very poor-quality OCR, or no textual content at all when the documents represent images of plates, figures, and illustrations. The works of Giorgio Vasari, known as the Lives of the Most Excellent Painters, Sculptors, and Architects (1511-1574), contains documents in the original Italian as well as a corresponding English translation and is used for research and teaching by the Vasari Research Centre. 7 The Bible, in English, is used for demonstration and evaluation purposes as many people are familiar with the content of the Bible.
The Samtla system operates with a single uniform and consistent framework, thanks to its domainindependent and language-independent design. The only corpus-specific component of the infrastructure is a wrapper for parsing the documents and the associated metadata into the system according to a number of popular formats including plain text, HTML, XML, TEI, and PDF. Samtla was developed due to a lack of tools sufficient for searching and comparing text patterns whose internal structure may be quite different despite similarities in the semantics of the passages. We believe that such a system could be utilized to advance digital humanities projects such as Ryan Cordell's "The Celestial Railroad" project [11] , which looks at the reprinting and recompositing of texts across a large corpus. The flexibility of Samtla to search across a combination of synonyms, other spellings, and structures would be especially valuable for this sort of work.
Although the full Samtla system provides a comprehensive suite of "search and research" tools for text retrieval and mining (discussed in a companion article to follow), this article discusses the components of the digital infrastructure used for the search and discovery of parallel passages. The key to make such a digital infrastructure is a novel combination of a character-based n-gram language model, space-optimized suffix tree, and generalized edit distance. A comprehensive evaluation through crowdsourcing shows that the effectiveness of our system's search functionality is on par with the human-level performance.
The article is organized as follows. In Section 2, we review the related work. In Section 3, we describe the underlying model of our digital infrastructure. In Section 4, we present our methods for the search and discovery of parallel passages. In Section 5, we present several case studies demonstrating the flexibility of the approach to a range of digital archives. In Section 6, we present the results of a formal evaluation that demonstrates the effectiveness of our system. We conclude the article with a summary of the work in Section 7.
RELATED WORK
Humanities researchers are discovering how digital tools can become part of their methodology. There are several barriers to computer-assisted forms of analysis in the humanities; some are related to the incompatibility of the tools with the research topic, methodology, or digital archive of interest [18, 53] , due to the fact that they are often developed as part of specific research projects and are not designed to be interoperable across other data standards, formats, domains, or languages. Further barriers relate to the way the tools are implemented, where many tend to be domain and language specific due to the word-level model commonly adopted as the document and user query representation. A word-level model requires the texts to be preprocessed through language-specific segmentation and normalization of the text in order to identify all occurrences of the same term regardless of the syntax of the language. However, the word-level model is not a suitable representation when the language contains no explicit word delimiter, when the morphology of the language is more complex than that of the commonly studied languages, or when applied to historic documents containing nonstandard spelling and formatting. It is apparent that the current word-level representation will become difficult to sustain in the future due to the increasing diversity and large-scale nature of digital archives.
A review of digital tools available to researchers highlights some notable examples. The Bar-Ilan Responsa project, 8 established in 1963, is one of the earliest examples of humanities researchers adopting the use of computing techniques for the retrieval and analysis of Hebrew texts. The corpus spans approximately 3,000 years and includes the Mishnah, Talmud, Torah, and Bible in Aramaic [10] . As another example, the 1641 Depositions project 9 at Trinity College Library (Dublin) uses IBM's LanguageWare to analyze 31 books containing 19,010 pages of witness accounts reporting theft, vandalism, murder, and land taking during the conflicts between Catholics and Protestants in 17th-century Ireland. However, these large-scale general-purpose digital humanities projects do not usually have dedicated powerful tools for discovering parallel passages in digital archives through search. There are, however, a few notable examples of software tools for analyzing parallel passages, including the Logos Bible 10 system and the BibleWorks 11 system, which allow users to display and compare parallel passages in the Bible as interlinear text. The SHEBANQ 12 toolkit is used for detecting parallel passages for the study of the Hebrew Bible, whereas the Chinese Text Project 13 contains an integrated database of hundreds of thousands of parallel passages in early Chinese texts, the majority of which have been identified by custom-made software tools. Voyant Tools 14 is a browser-based suite of text analysis tools that enable researchers to browse and analyze a corpus of documents [31, 46] . The system provides tools for generating concordances through Key Word In Context (KWIC) [39] and word clouds for identifying the most frequent terms in a document and the corpus. In addition, the tool provides data analytics in the form of statistics constructed from the word frequency distributions, according to specific sections of the document.
The current set of software tools are still of quite limited functionality (e.g., dependence on manual annotations) or tied to a specific archive or language. Furthermore, it is also unclear what approaches these software tools adopt for finding parallel passages, as there does not seem to be any research literature on this topic despite its practical importance, as far as we know. Standard Information Retrieval (IR) [38] systems, including open-source search engines like Lucene 15 and commercial search engines [34] like Google, 16 are designed to process keyword queries but not to find parallel passages. Although many of them support phrase search for locating exact matches for short text segments, they cannot identify partial matches necessary for solving the problem of finding parallel passages, where constituents of the phrase may be absent or spelled differently. For example, if a user searches the query "As the Lord commanded . . . " in the Bible, we would also expect to locate partial matches like "As thy Lord commanded . . . " despite the surface difference between "the" and "thy." There are also the so-called tolerant search techniques, but they are for the purpose of generating spelling corrections or handling wildcard queries, which is a different problem from locating parallel passages.
It might be worth pointing out that the concept of "parallel passages" in this article is connected to the socalled parallel corpora in machine translation [9, 32, 36, 54] . Their discovery or extraction would require very different techniques though: the former can exploit the surface string similarity between parallel texts that are in the same language (as we do in this article), but for the latter there is apparently no or little surface string similarity between parallel texts due to the fact that they are in completely different languages, so it has to rely on word-based alignment rather than character-based n-gram statistical language models.
MODEL
The software architecture of Samtla is shown in Figure 1 . The digital infrastructure supporting Samtla is based on character n-gram Statistical Language Models (SLMs) [56] (see Section 3.1). We store the characters of the documents in a character-based suffix tree [20] data structure to produce an index of the n-gram sequences for each document (see Section 3.4). The combination of a character-level representation makes query processing and further analysis very flexible, and the SLM represents a probabilistic approach that is well motivated and understood by many researchers across disciplines, which makes the underlying model transparent in terms of how the tools interface with the data in order to help researchers adopt it as an integral part of their research methodology [18, 53] .
Statistical Language Models
An SLM is a mathematical model representing the probabilistic distribution of words or sequences of characters found in natural language represented by text corpora [37, 48, 56] and provides a consistent methodology for retrieving and ranking search results according to the underlying principles and structure of natural language, which is often domain specific. A character-based n-gram SLM, rather than the more conventional word-based model, enables the system to handle multilingual corpora with very little preprocessing of the documents. For instance, languages such as Hebrew and Russian attach affixes to a root morpheme to identify syntactic relationships. Word-based retrieval models require language-dependent stemming and part-of-speech tagging algorithms, whereas a character-based n-gram model resolves some of these issues and has been shown to outperform raw word-based models when the language is morphologically complex [29, 40, 60] . The character-based model can also be applied to corpora containing documents written in different languages. For example, the British Library Microsoft Corpus and the Wellcome Trust UK Medical Heritage Library both hold documents in a range of morphologically different languages including English, French, Hungarian, and Russian.
Operationally, when the user submits a query, a list of documents is ranked according to how relevant the document is to the query. The notion of relevance refers to the user's expectation of which documents should be present at the top of the ranked list [56] . We take the view that the more probable a document is in the SLM sense, the more relevant it is to the user, which avoids much of the philosophical debate on the notion of "relevance" [43] . We generate SLMs from the whole document collection, called the collection model C, and over each individual document, known as the document model D, which together represent the basic language model [57] .
Metadata search has been shown to be a particularly effective form of support for search, since authors may not make explicit mention of the subject matter of the document in the body of the text [12] , and it also supports the discovery of documents across different media, e.g., images, video, and audio. We extend the basic language model through an additional metadata model B representing an SLM constructed from the metadata record for each document stored in an additional suffix tree data structure. The only difference between the metadata model B and the collection model C is the further storage of the metadata field column label used to construct a metadata search filter tool (discussed in Section 5). Each SLM is generated from the character-level n-grams of the document, where n will vary from one to some predetermined maximum, which are then reduced to lowerorder n-grams by removing a character from the sequence at a time. Throughout the remaining sections of the article, we denote a generic SLM by M.
Query Processing
If we let q = c 1 , c 2 , . . . , c m denote a sequence of text consisting of m characters, then the probability of q being generated by the language model M, denoted by P (q|M ) or P M (q), can be calculated using the chain rule as a product of conditional probabilities:
Each conditional probability, P M (c i |c 1 , . . . , c i−1 ), on the right-hand side of Equation (1), with 1 ≤ i ≤ m, is approximated by the maximum likelihood estimator (MLE) [38] :
where the # symbol indicates the raw count of the sequence in the model M. For any character sequence we only make use of its n character history (or less than n for shorter sequences) to approximate the conditional probabilities in Equation (1) according to the n-order Markov rule [41] (We also take
The probabilities are assigned to each node in the suffix tree through a traversal of the data structure starting at the root node, where we calculate the conditional probability for each node by dividing its count by that of the parent node, as defined in Equation (2).
Smoothing the Language Model
Smoothing is an important component of an SLM [8, 59] . When the count of an n-gram of the query is zero, the query model probability, P M (q) in Equation (5), is also evaluated as zero even if some n-grams of the query are located. This may be caused by spelling mistakes or typographical errors in the query or the document due to poor OCR. To overcome this issue, we smooth the MLE probability (Equation (2)) of an n-gram with lower-order n-grams that have more reliable counts through interpolation, using a weighted term. The weighted term defines the contribution of the probability for each order of n-gram, k, where k varies from a zero order, 0-gram model, when k = n + 1, to an n-gram model, when k = 1. Each weight, represented by λ k , defines the amount of interpolation, with lower-order models contributing less to the final probability. Consequently, the approximation of the conditional probabilities on the right-hand side of Equation (1) is given by the interpolation
where we useP to indicate that we are approximating P. The weighted term for each k is given by where n is the order of n-gram, which is composed by interpolating the nth order model with lower-order ones.
|V | , where V is the finite alphabet of the language (for English |V| = 27, representing the letters of the Roman alphabet, plus the whitespace character).
Storing the Language Model
Samtla's search capability is supported by a space-optimized character-based suffix tree, which provides fast and flexible retrieval [20] . We create a k-truncated suffix tree [50] by limiting the depth of the tree to a maximum of k nodes, which reduces the memory consumption. We have found that k = 15 works well for the languages we have experimented with, as the average word length has tended to be no more than 15 characters. Given a text string, the resulting generalized suffix tree represents a compressed "trie" data structure with the suffixes of the string as their keys and the positions in the string as their values (see Figure 2) , and the leaf nodes store the document ID and start position of the character string.
SEARCHING PARALLEL PASSAGES
When a query is submitted, we compute the probability that the query was generated by the model, M, where M is either D, C, or B. The documents are ranked according to the computed probabilities and the top-scoring documents are returned to the user. The search begins at the root node of the suffix tree where we descend the tree along a unique path by comparing characters of the query with the label of each node visited; this is performed in linear time according to the size of the query. When the characters of the query are exhausted or a mismatch occurs, the subtree rooted at the last-matched node is traversed with a breadth-first traversal, and all leaf nodes are collected to form an index containing every document ID and start position for full and partial matches to the query. Figure 3 shows an example of the Samtla system search.
Both the collection model C and metadata model B are traversed simultaneously, and we obtain an index from the suffix tree (see Section 3.4). Some documents may only retrieve partial matches for the query, which may still be of interest to the researcher. These are ranked lower down in the search results under full query matches to reflect this. To estimate the relevance of a document D with respect to the given query q, we calculate the conditional probability of a document D generating the query q based on the distribution of n-grams in the document model D. According to the Bayes theorem [19] , we have
The right-hand side of Equation (5) consists of the query model P (q|D) = P D (q) multiplied by P (D), the prior probability of the document D that is often assumed to be uniform (i.e., the same for all documents), and is ignored for the purpose of ranking. The probability of the query P (q) is also the same for all documents. When the prior is uniform, we rank the documents according to the query model P D (q) for the document. Next, the document model is interpolated with the collection model probabilities to obtain a better global estimate of the probability of the query. We adopt the Jelinek-Mercer smoothing method, which involves a linear interpolation of the document model D, collection model C, and metadata model B, through a coefficient represented by λ to control the influence of each model on the query score [58] . The final smoothed query score for each document is obtained as follows:
where we replaceP with the term P, and λ i is the weighted term that defines the contribution according to each of the SLMs represented by the document model D with λ 1 = 0.5, collection model C at λ 2 = 0.4, and the additional metadata model B through λ 3 = 0.1. The weights were derived empirically with feedback from our research groups and the weighting scheme ensures that matches for the query in the document text are given more weight as they provide a better description of the topic of a document. Our researchers submit long verbose queries to locate parallel passages, which impact on retrieval performance [25] due to the presence of uninformative query terms representing the syntax of the language. This is because even after the initial interpolation in Equation (2), the probability of an n-gram given the document model may be relatively low due to a low number of occurrences; however, the interpolation of the collection model provides a better estimate based on more information. The λ parameter can also be tuned by experimentation, but in general, long verbose queries require more smoothing with a higher setting for λ [58] . The Jelinek-Mercer smoothing method was adopted as it has been shown to be particularly effective for a range of different query types [58, 59] and is well suited when smoothing n-gram distributions generated by long verbose queries.
When n-grams of the query are not found in the document or metadata record, we compensate by backing off to a lower-order n-gram to approximate the missing probability for the n-gram of the query. A weighted term adjusts the contribution of the missing n-gram to match the appropriate lower-order n-gram model. If a lower-order n-gram is not located, then we store the intermediary result of μ and continue to back off until a lower-order n-gram is found, or we back off to the 0-gram model. More formally, we havê
where n is the length of the lower-order n-gram we are backing off to, and μ n = n+1 n+2 is the weighted term defining the contribution of the lower-order n-gram probability to the approximation of the full query, if it exists; otherwise, we store the result of μ n and continue to back off.
The approach introduced in this section provides a lot of flexibility with respect to extending the basic language model with any number of separate language models using a weighted term to control the contribution of each model. The flexibility of the approach is demonstrated by the range of digital archives that are supported; for example, the British Library Microsoft Archive contains only a metadata model B, and so the lack of the document model D and collection model C components is compensated for in the query model through the backoff process, where the probability for the n-gram of the query given a missing SLM is evaluated on the basis of the 0-gram model (representing 1 |V | , where |V | is the finite alphabet of the language). To summarize, smoothing is an important aspect of Statistical Language Models to produce a more accurate model of the n-grams than that provided by the MLE alone, which maximizes the likelihood function based on the observed data but does not take into account unseen data such as missing n-grams in the document [45] . The interpolation method incorporates information from lower-order n-grams, which have more stable counts for approximating the probability for each given n-gram. The interpolation between the collection model C and the document model D compensates for the nondescriptive terms of the query, while the backoff process handles missing terms of the query as a result of poor query formulation or spelling errors in the document text.
Search Result Snippet Generation
Snippets are one of the most common approaches adopted [23] for displaying matches to the query in the document content. Each snippet represents a summary of the document generated from the index returned by the retrieval model. Snippets are classified as either static or dynamic, depending on their application in a system. Static snippets return the same summary of the document each time they are generated, whereas dynamic snippets are created in conjunction with the scoring of queries, with each occurrence of the query highlighted in the document. The snippets are composed of one or more summaries containing all or part of the query terms, with additional context provided to the left and right of the query matches. The challenge with snippet generation is to capture coherent portions of text as users tend to prefer summaries that are easy to interpret [38] , and so the aim is to produce snippets that are informative of the topic described by the query, highly readable to help the user in choosing the most relevant document, and concise to make the best use of the space in the user interface when presenting a long list of search results [38] . The Samtla system produces dynamic snippet windows from the index returned by the suffix tree at query time. The index provides the means for extracting the matching portions of the query from the document text, using the start and end positions of each matching n-gram of the query. The extracted sequences are expanded to the left and right to provide the user with some context to the query. The length of the context is tunable and defined by a parameter w reflecting the maximum length of the context in characters, where w = 100, for our purposes. In future versions, this could be provided as a user setting. The snippets are scored by calculating the length of the matching n-grams found in the snippet, which is interpolated with the total count of all n-grams found in the snippet. The algorithm assigns more weight to snippets containing all of the query n-grams to ensure the snippets are ranked in such a way that the top snippets will contain full matches to the query, before presenting partial matches. The score for each snippet candidate is defined as where δ represents the cardinality of the set of n-grams in the snippet, and μ is the count of all n-grams (including repetition). The two terms are then interpolated with a weight defined as α = 0.9. The high setting for α ensures that the snippets are biased toward those that contain full matches for the query. The snippets are sorted in descending order according to their respective score, and the top three are selected as a preview for the document.
As an example, Table 3 displays the potential snippets generated for the query "Hast thou appealed unto Caesar?" together with the score for each snippet given by Equation (8) . When displaying the search results, the documents are organized according to exact and partial matches for the query by partitioning them into bins according to the maximum length of the matched query. The documents in each bin are then sorted by probability inferred from the SLM, which ensures that users will always be presented with full matches for the query at the top of the search results before any partial matches are presented. Partial matches do not encompass the full query but may still be of interest to the user, or may aid the user in reformulating the terms of their query, in order to refine the search results. A further component of the snippet window is the metadata snippet text. The matches for the query given the metadata model B are displayed at the bottom of each document snippet with the metadata field and the query highlighted in the corresponding record value.
Query Recommendation
The related queries tool in Samtla addresses many of the language-specific issues, such as differences deriving from the syntax of the language, e.g., the encoding of the past tense of the verb or attaching affixes to nouns to describe plurality. Furthermore, an archive can contain documents spanning several time periods. Under this context, the system needs to compensate for language change by making a distinction between old forms of the language and their modern-day equivalents. There exist many studies on the standardization or normalization of spelling for historical texts like those representing earlier forms of English [5, 6] . To illustrate, the editions of the Bible over the centuries reflect updates to the language as it was recorded at the time of publication. As a result, we find alternative spellings, such as "Lord" versus "Lorde," and "Lords" versus "Lordes." These language-specific differences are recorded in the suffix tree as a series of unique paths rooted at the subtree for the sequence "Lord," and we can leverage this structure for generating related queries. We make a distinction between Type-I-related queries, which are extracted automatically from the suffix tree component based on a generalized edit distance approach, and Type-II-related queries, which are defined through a small set of rules provided by the researchers before being retrieved from the suffix tree.
Type-I-Related Queries.
Related queries classified as Type I are located by traversing unique paths in the suffix tree through permutations on the order and presence of characters given the full sequence represented by the query. The related queries are generated through an online process at query time, using a method similar to the Levenshtein edit distance algorithm, which describes the minimum number of operations required to convert one string into another [20, 35] . The method adopted here produces a series of alternative queries through deletion, substitution, and insertion of the characters of the original query. If we let q represent the related query, where n is the length of the original query q, and i ∈ 1, 2, . . . , n, then the related queries are generated through the following string permutation methods, where "?" represents the wild-card character, which is a unique character not indexed in the suffix tree collection model C:
. . , c n . Table 4 presents an example, where the original query is "lord." Note that deletion does not require a wild-card character as such, since we simply remove a character from the string where the wild-card character would appear. The related queries are then submitted to the suffix tree at the same time as the original query. As the wild-card character is not indexed by the suffix tree, there will be a guaranteed mismatch at that position in the query. When this occurs, we execute each of the above functions, which traverse the suffix tree from the node where the mismatch occurred. Insertion and substitution are achieved by replacing the wild-card character with the node label of each child rooted at the last matched node (its parent node). We then attempt to match the remainder of the query along a unique path to a leaf node. If there is a match for the remainder of the related query, then we extract the smoothed probability from the last-matched node. The extracted queries are then ranked to produce a list of related queries, where those with the highest probability are considered to be the most "related" to the user's original search. To illustrate, given the sequence "lord?", the plural form of the word "lords", and "lorde" are ranked as the top two related queries, since they represent common permutations according to the morphological rules of old and modern forms of English. Several examples of the output generated by the Type-I-related queries tool are listed below, divided according to each case study. Each example includes a description of the type of related query (in brackets), where syntactic refers to differences in the grammar of the language, orthographic differences represent different lexical forms or an older spelling variant, and spelling error refers to an OCR, or transcription error recorded in the document text. Some related queries represent different languages from that specified by the query, which are identified by the name of the language next to the appropriate related query.
• UK Medical Heritage Library -disease → diseases (syntactic), diseased (syntactic), diseaso (spelling error) -heart → hart (syntactic), heart (syntactic), hea3t (spelling error) -midwife → midwive (syntactic) -diarrhoea → diarrhoeal (syntactic) -tuberculosis → tuberculosis (syntactic) 
"male demon/night" (syntactic), "and female demon" (syntactic) -"that she may not curse" [28] "that he it may not curse" (syntactic), "that she may not curse" (orthographic) [1] • King James Bible -Lord → Lords (syntactic), Lods (spelling error), Word (orthographic) -
Type-II-Related Queries.
For some languages it can be challenging to describe all possible string permutations using this approach alone, particularly for documents representing historic corpora. A further component of the related query tool enables researchers to define a small set of rules, or character mappings, that replace certain characters in the query with a corresponding character sequence to describe specific differences in morphology, dialect, or spelling. For example, in the Aramaic Magic Bowl Archive, the rules describe phonological differences between dialects, such as long vowels (e.g. i → ii) and the mapping of characters from one writing system to another (e.g., Aramaic script to Syriac script). The Bible archive, on the other hand, contains a selection of rules accounting for spelling differences resulting from language change over time since the texts of older forms of the Bible in English compared to their modern English equivalents can be quite different (e.g., the old form "saith" vs. the modern-day form "say"). These processes can be easily described through the rule y → ith. A further example from the British Library Microsoft Archive compensates for English texts from the 15th century, where the suffix "-ynge" has since been replaced by the modern suffix "-ing" in words such as "accordynge" → "according." Table 5 summarizes some of the rules constructed for the Bible. The related queries are generated by replacing the characters of the original query with the output of an associated rule and submitted to the suffix tree. In summary, the Type-I-related queries capture the processes of deletion, substitution, and insertion, which account for the majority of string permutations that are likely to be found in natural language data, and the Type-II-related queries allow researchers to identify related queries that are not easily identifiable through the generalized edit distance approach adopted by the Type-I-related queries. 
CASE STUDIES
This section presents several case studies demonstrating the flexibility of the search tools to a range of digital archives that differ in terms of language, domain, quality, and media types.
UK Medical Heritage Library -Wellcome Trust
In Figure 4 , we present the search results for the query "Paratyphoid", submitted to the Samtla applied to the UK Medical Heritage Library. Paratyphoid is a type of Salmonella bacterial infection, which exhibits highly similar symptoms to "typhoid" fever. A researcher searching for documents in Samtla related to "paratyphoid" will also retrieve the set of documents for the related infection "typhoid" as it appears as a suffix of the original query. The word-level representation for the documents would require the researcher to submit two separate queries, whereas the character-based approach retrieves both variants simultaneously. This flexibility in querying is also apparent when an archive contains languages from the same language group (e.g., languages of Indo-European including English, French, Spanish, and Italian). These languages may share a common morpheme such as those derived from Greek and Latin, which are commonly found in vocabulary related to disease in the medical domain. Furthermore, the majority of authors appear to prefer the hyphenated form "Para-typhoid." Scrolling down the search results reveals that authors also use the unhyphenated form. Author preferences can complicate wordlevel models, which require preprocessing involving heuristic assumptions on the best approach for document text normalization. 
Financial Times Newspaper Archive
In Figure 5 , the researcher is interested in news articles on the bombing of North Vietnam by America during the Vietnam War . Scanning the news articles with partial matches for the query reveals that the researcher could consider reformulating the original query to "sorties over North Vietnam," where the word "sorties" is more prevalent across multiple documents than the term "air strikes." Furthermore, the fourth document in the search results shows matches for the query for words that are hyphenated, such as "Viet-nam," which again demonstrates the flexibility of the character-level n-gram representation over the word-level n-gram model, which may not capture this instance without some level of preprocessing.
King James Bible
The query "In the beginning god created the heaven and the earth. And the earth was without form, and void; and darkness was upon the face of the deep. And the spirit of god moved upon the face of the waters" represents a set phrase from Luke, Chapter 1, and is presented in Figure 6 . Researchers of the Bible may submit long set phrases as queries in order to retrieve a known item. Digital archives such as the Aramaic Magic Bowl Archive and the King James Bible lend themselves to phrase search due to the repetition of religious themes. Researchers could potentially submit a whole document as the query in order to identify parallel passages that are similar or equivalent across the whole archive of documents.
British Library Microsoft Archive
The British Library Microsoft Archive represents a very diverse collection of topics and text genres. Full-text search is not supported in this version of the system; however, the metadata records contain lengthy unstructured text that provides enough useful information about the topics covered by the archive to make the documents discoverable.
For instance, in Figure 7 , consider the query "Journal of the Royal Geographical Society," representing a query submitted by a researcher interested in publications by this journal and who can locate these documents on the basis of matches in the title or note field of the metadata. Furthermore, that the document ranked third in the search results, retrieved through a partial match for the query, suggests a potentially relevant document published by the Journal of the Bombay Royal Geographical Society. Metadata therefore plays an important role when the text of the document content is not reliable due to spelling errors generated by OCR technology or when the document represents media such as images and video. 
Aramaic Magic Bowl Archive
The query "Sealed and countersealed are the house and threshold of Dodi bath Ahath from all evil Plagues, from all evil Spirits, and from the Tormentors, and from the Liliths, and from all Injurers, that ye approach not to her, to the house and threshold of Dodi daughter of Ahath" [44] represents a "parallel passage" repeated across several documents. The name of the client "Dodi daughter of Ahath" appears across several of the documents, which suggests that the client had more than one bowl commissioned on his or her behalf. The scribes who authored the bowls on behalf of their clients inserted set phrases from oral history and well-known religious texts such as the Aramaic translation of the Bible.
The researchers studying these texts require very tolerant search tools to facilitate the discovery of these set phrases. The search results, in Figure 8 
Giorgio Vasari Archive
The Giorgio Vasari Archive supports research of art history. To illustrate, the researcher in this example is searching for a particular work of art, "Madonna with Child," relating to the Virgin Mary and Jesus Christ, which was a popular theme for artists, who were influenced by the history, culture, and religious teachings in Italy at the time. Figure 9 presents the search results for the English and Italian translations of the documents. Here the researcher is particularly interested in the work of Antonio Veneziano in the year 1380. The metadata search component is useful in this example, as it provides a "bridge" between the two language corpora. Furthermore, documents are also retrieved according to matches in their image captions, enabling the system to locate documents across different media.
EVALUATION
The search functionality of Samtla (see Section 4) has been evaluated quantitatively following standard practice in the IR community, which is the focus of this section. It is not so easy to perform a quantitative evaluation of the parallel passage discovery performance, as there seems to be no standard performance measure or benchmarking processes for this type of task. Nevertheless, the effectiveness of the discovery functionality has been verified by anecdotal evidence from the different Samtla user groups. To recruit human assessors for the quantitative evaluation of Samtla's search functionality, we made use of crowdsourcing [2, 7, 30, 55] , which has proved to be very useful for large-scale labeling or evaluation. The most well-known crowdsourcing platform is probably Amazon Mechanical Turk 17 (MTurk), but it is restricted to users resident in the United States only. We finally selected a crowdsourcing platform called Prolific Academic. 18 It is part of the Software Incubator at the University of Oxford, and currently has a pool of over 22,000 participants. The document collection used for the evaluation is the King James Bible, because it is relatively easy to find human assessors who are familiar with the content of the Bible. The test set consists of 50 queries of different lengths, from short single-word queries (e.g., "Moses" and "Jesus Christ") to longer verbose queries (e.g., "the Lord hath spoken" and "blessed be the Lord"). We present users with a ranked list of the top 10 search results generated by the Samtla system. Each human assessor has been asked to make relevance judgments on the search results for 40 queries. A search result's relevance score with respect to the corresponding query would be given at four grades: "not relevant" (0), "somewhat relevant" (1), "quite relevant" (2), or "highly relevant" (3) . When the ranked list of search results for a test query was presented to the human assessors to solicit their relevance judgments, they would have been randomly shuffled. This is to avoid the possible overestimation of ranking quality caused by the presentation bias aka position bias effect (i.e., users tend to assign greater relevance to higher-ranked results) [3, 27] . It is challenging to ensure the reliability of relevance judgments obtained from crowdsourcing [17] .
Our evaluation task requires the participants to be not only fluent in English but also knowledgeable enough with the corpus (the Bible). Therefore, two sanity-check queries ("Jesus Christ', and "Satan") had been used to filter out those participants who could not make sensible relevance judgments for such simple cases. Furthermore, some participants may just rush through the evaluation task by randomly assigning relevance scores in order to receive the payment with as little effort as possible, known as "gaming" the system [30] . Therefore, the timestamps of each participant's activities had been used to filter out those who completed the evaluation task at an unreasonably fast speed (e.g., 2 seconds per search result). This evaluation task attracted 65 participants, the majority of which were male between the ages of 20 and 30 years and resident or born in North America. Among them, we excluded 31 incompetent participants who either failed the sanity-check queries or were found to be gaming the system, and also excluded 10 participants due to incomplete submissions. In the end, a total of 24 participants successfully met all criteria and provided a fully completed submission, and they constitute the set of human assessors for the evaluation. For each test query, there would be one ranking of search results according to the relevance scores given by each individual human assessor, which is referred to as the user ranking. All such user rankings with respect to a test query are aggregated to produce a consensus ranking. Specifically, the consensus ranking is generated by summing up the relevance scores from different human assessors for each search result and then sorting the search results in descending order by the total relevance scores. The consensus rankings reflect the "wisdom of the crowd," which is considered as the "ground truth" for our evaluation.
The system ranking, i.e., the ranking of search results given by the Samtla system (see Section 4) , is compared with the consensus ranking in two ways. First, we evaluate the quality of the system ranking directly using IR ranking measures based on the consensus ranking (see Section 6.1). Second, we check whether the system ranking correlates with the consensus ranking similarly as the user ranking does on average: if so, it implies that the quality of the system-generated ranking is close to a human assessor's (see Section 6.2). We measure the statistical significance of the evaluation results using the nonparametric bootstrapping method [13, 49, 51] .
Ranking Measures
The most widely used performance measure for a ranked list with graded-relevance judgments is the Normalized Discounted Cumulative Gain (N DCG) [26] . The NDCG utilizes a discounting function to model user persistence with respect to whether the user will continue to select documents further down the search results: documents appearing later in the ranked list are unlikely to be as useful to the user as those in the top ranks and therefore only a small part of the document relevance score is passed on to the cumulative gain. One simple discounting function reduces the contribution of the relevance score according to the rank position i. Another popular choice for the discounting function is to use a logarithmic reduction factor log 2 i. The Discounted Cumulative Gain (DCG) for a ranked list r is formalized as
where k is the length of the ranked list, rel i is the relevance score at rank position i, and the term log 2 i is the discounting function (which could be replaced by alternatives such as i). The score N DCG is calculated by normalizing the DCG into the range [0, 1] as follows:
where IDCG denotes the ideal DCG, i.e., the maximum possible DCG obtained by sorting the search results in the descending order of their relevance grade given by the ground truth (the consensus ranking in our context). Table 6 shows the system ranking's average N DCG scores per query (with the 95% confidence intervals estimated by bootstrapping in square brackets), using both discounting functions i and log 2 i. It can be seen that the NDCG scores are very close to the perfect score 1. This means that the Samtla system search functionality frequently places the most relevant documents, matching the users query, at higher positions in the ranked list.
Correlation Measures
The correlation measures for two rankings that we have used are Spearman's Footrule [15] and its variant the M-measure [4] . They are both nonparametric and related to well-known statistics, including Spearman's ρ and work well together to provide a domain-and language-independent digital infrastructure for the search and discovery of parallel passages of importance to historians and linguists researching cultural contexts recorded in the documents. The use of character-based n-grams stored in a suffix tree data structure enables any archive of documents to be indexed with little preprocessing, making it particularly suitable for large-scale archives containing documents in a single language, multiple languages, and documents spanning several periods and subject to language change over time. Furthermore, reducing the documents and the query to variable-length character n-grams preserves the dependency between the constituents of the "parallel passages," unlike many word-based retrieval systems constructed from a bag-of-words model. Another advantage is that the matching algorithm can extract both complete words and word-internal features, providing a very flexible query language that is tolerant to variations in vocabulary choice and spelling errors in the documents and query. In addition, the suffix tree lends itself to nontraditional information retrieval tasks, such as related query generation based on the properties of natural language recorded in the documents and text mining (discussed in a companion article to follow). Statistical Language Models provide the mechanism for scoring and subsequently ranking the documents in a well-motivated and relatively simple way. The digital infrastructure makes the Samtla system "future-proof" in the sense that it takes almost no effort to make the system work on a new archive from a different domain or language, complete with the same set of tools and functionality. This enables Samtla to be deployed quickly, and thus helps humanities researchers to cope with the large volume of text data produced by digitization projects and also unlock more cultural heritage archives to the general public. Although Samtla is still undergoing development, it has already been successfully deployed to support a range of corpora in a number of languages including Aramaic, Syriac, Mandaic, Hebrew, English, German, French, Hungarian, Italian, and Russian. The full Samtla system provides a number of other functionalities (such as document comparison and leveraging named entities), which will be presented in a companion article to follow. For future work, we will try to go beyond lexical matching and leverage the semantics of documents in Samtla by extending word embedding [42] to variable-length phrase embedding and extending Key Word In Context (KWIC) [39] to phrase-in-context models. Furthermore, we will consider extending the support of Boolean logic operators (such as negation) in query processing [38] from document metadata only to full-text document content as well.
