Matrix permanents arise naturally in the context of linear optical networks fed with nonclassical states of light. In this letter we tie the computational complexity of a class of multi-dimensional integrals to the permanents of large matrices using a simple quantum optics argument. In this way we prove that evaluating integrals in this class is #P-hard. Our work provides a new approach for using methods from quantum physics to prove statements in computer science.
Stemming from the seminal work by Aaronson and Arkhipov [1] , passive linear optical interferometers fed with quantum states of light, have attracted much interest, as a simple approach to implementing a computationally hard problem [2] [3] [4] [5] [6] . This so-called BosonSampling problem exploits the fact that amplitudes of the output photon-number configurations are related to matrix permanents [7] , which are #P-hard for exact computation in the worst case. The well-known Ryser's algorithm for computing permanents requires O(2 n n) runtime [8] . (For an elementary introduction to BosonSampling see Ref. [9] .) We show here that by considering the BosonSampling problem in quantum-optical phase space, that we are able to express the output amplitudes in terms of multidimensional integrals, rather than in terms of matrix permanents. Because these two formalisms are physically equivalent, our result provides a quantum optical inspired insight into the computational complexity of evaluating this class of integrals. (Previous work has also considered BosonSampling with states of light other than Fock states, such as Gaussian input states [10] [11] [12] [13] [14] [15] .) The computational complexity of this very simple system is of great interest with recent results showing BosonSampling-inspired applications to quantum metrology and quantum chemistry simulations [16, 17] .
Our work in this letter shows broad applications for utilizing quantum optics tools, in particular, and quantum physics paradigms, in general, to pose and to answer questions about the computational complexity of certain mathematical problems.
In this work we use quantum optical characteristic functions to represent the output state of BosonSampling as a multi-dimensional integral. This integral formalism directly maps to matrix permanents, and in this way we show that these integrals are also #P-hard. Our construction is a new tool for examining open problems regarding the complexity of BosonSampling-like problems.
Finally, as an example of our formalism, we show that permutation matrices, whose permanents are easy to compute, are also simple to compute with the integral formalism.
We begin by reviewing the BosonSampling formalism. The relationship between output photon-number amplitudes and matrix permanents is easily obtained in the Heisenberg picture. This can be seen by evolving bosonic creation operators via a linear map,
where there are m modes,â † j is the creation operator for the j th mode, and U is an arbitrary m × m unitary matrix, U ∈ SU(m). Such a unitary can always be efficiently constructed using O(m 2 ) optical elements [18, 19] . By applying this unitary map to an input product state of the form,
we find that the output state is,
where T denotes a photon-number configuration with T j photons in the j th mode, and total photon number is conserved, 
where U T is an n × n submatrix of U depending on the configuration T , obtained by taking rows and columns of U corresponding to input and output photons in the configuration [7, 20] . The respective measurement probabilities are given by P(T ) = |γ T | 2 . The permanent is given by,
where σ are the permutations over m elements. Specifically, the permanent arises upon symmetrization of the output state during photodetection because of the exchange symmetry of bosons. The number of terms in this superposition scales exponentially with n,
further complicating classical simulation. (Here, Stirling's approximation was used.) An alternate, yet completely equivalent, formalism for modelling the output photostatistics of such a system is using characteristic functions [21] , which represent the state of the system in phase-space, and from which other representations such as the Wigner function can be calculated. This alternate formalism predicts the same outcomes, but expresses them differently, in terms of multidimensional integrals. Because these two formalisms must be equivalent, this may be used as a basis for characterizing a class of integral equations, which must similarly be #P-hard to evaluate.
Let us begin with any m-mode separable input state of the form,ρ
The single-mode characteristic W function [21] is defined as,
whereD(λ) is the displacement operator, given by,
and λ is an arbitrary complex number representing the amplitude of the displacement in phase-space. This definition straightforwardly generalizes to the multi-mode case as,
whereD j (λ j ) is the displacement operator on the j th mode. Then, the characteristic function, as shown in Appendix A, for the state evolved via linear optics is,
where,
When the input stateρ is separable, as per Eq. (7), witĥ ρ = (|1 1|) ⊗n ⊗ (|0 0|) ⊗(m−n) so there are n single photons in the first n modes, the multi-mode characteristic χ function reduces to,
where we have used the identity of Lemma 2, as shown in Appendix B, and E is the total energy of the system with amplitudes λ (or equivalently µ due to energy conservation),
Note that the characteristic W function of Eq. (13), χ U W , can always be efficiently calculated with any separable input state, since it has a factorized form, and hence there is no exponential growth in the number of terms. The complexity arises when we wish to extract properties of the state, such as determining individual output amplitudes.
Next, we consider the Wigner function, which may be computed as a type of Fourier transform of χ W [21] ,
in the single-mode case, which again logically generalizes to the multi-mode case as,
where all our complex integrals implicitly run over the range (−∞, ∞). Let us denote,
We can then evaluate the Wigner function as, for the n-photon input,
We have focused on the BosonSampling case where the input state isρ = (|1 1|) ⊗n ⊗ (|0 0|) ⊗(m−n) , and we will now consider a particular output probability P, the one where a single photon is measured in the first n output modes. This is determined by calculating the expectation value of the projectorΠ = (|1 1|) ⊗n ⊗ (|0 0|) ⊗(m−n) , which for this input state is equal to the expectation value of the n-dimensional number operator, n 1 . . .n n , wherê n j =â † jâ j . In the usual permanent-based approach, the absolute square of this amplitude corresponds to the permanent of a n × n submatrix of U . Now, we will consider the phase-space approach for a particular output configuration of single photons at each output mode with T = (1, . . . , 1, 0, . . . , 0) and so P = |perm(U n×n )| 2 , where U n×n denotes the n × n submatrix of U . For a single-mode state, the expectation value of the number operator is obtained from the Wigner function as [21] ,
where the |α| 2 − 
In the multimode case this expression generalizes to,
which is the primary result of this manuscript. That is, we have shown that these integrals are #P-hard to evaluate, because they are equal to the square of the permanent.
To simplify these integrals we use the identity,
This expression holds for each component of the vector α.
That means that we can simplify Eq. (20) in the following way. Expand out the first product in the third line to give a polynomial in α k and α * k . We can then eliminate terms in this polynomial by considering the integral when multiplied by n j=1 |α j | 2 − 1 2 . First, if for any k, the terms contains α k and α * k with a total power that is odd, then the integral is over an odd function, and must yield zero. Second, if for any k with 1 ≤ k ≤ n, the term does not contain α k or α * k , then the integral for that term must yield zero due to the identity in Eq. (21) . Combining these two rules, we find that each remaining term must contain every α k , or α * k a nonzero (but even number) of times for each 1 ≤ k ≤ n. Because the first product in Eq. (20) is up to n, the maximum total power of α k or α * k that can appear in any term is 2n. Since we must have each of these at least twice, they must appear exactly twice.
These considerations imply that all terms in the sum in the first product in Eq. (20) for m > n must yield zero. Therefore the sum can be truncated to n instead of m, which gives the expression in the form,
In this expression, it is now clear that P can only depend on the n × n submatrix of U . That is to be expected because the probability should be given from the magnitude squared permanent of this submatrix. In addition, the −1 term that appears in the third line in Eq. (20) can only yield results that integrate to zero. That means that we can further simplify P to,
Next, we can use the identity,
and integrate over all α k for k > n to give,
To simplify further, we expand the first product of Eq. (25) into a sum of terms. It is easy to check that,
and similarly for (α * ) 2 . That means that any terms where we have α
2 will integrate to zero. The only terms that do not integrate to zero are those with exactly the product |α 1 | 2 |α 2 | 2 . . . |α n | 2 . It is also easy to check that,
and therefore,
The value of P therefore corresponds to the coefficient of
It is convenient to express this product as,
To find the coefficient of |α 1 | 2 |α 2 | 2 . . . |α n | 2 , we can use the MacMahon Master theorem for permanents on both expressions in brackets on the right-hand side [22] . The coefficient of α 1 α 2 . . . α n in the expression in the first brackets is perm(U n×n ). Similarly, the coefficient of α * 1 α * 2 . . . α * n in the expression in the second brackets is
Since the permanent of the complex conjugate is the complex conjugate of the permanent, this is equal to [perm(U n×n )] * . As a result, the coefficient of
That means that we can evaluate P as P = |perm(U n×n )| 2 . Thus we find that we have a number of forms of the integral for the probability, and that this integral can be evaluated to the square of the permanent, which is exactly as we expect. We could consider any of these intermediate forms of the integral, but will concentrate on Eq. (20) for simplicity. Equation (20) provides us with an equivalence between two alternate forms for a particular output amplitude of the linear optical network, the first expressed in terms of a matrix permanent, and the second in the form of a multidimensional integral. Because the former is known to be #P-hard in the worst case, it follows that the latter is also.
While calculating matrix permanents is #P-hard in the worst case, there are many special cases where symmetry or sparsity may be exploited to efficiently calculate the permanent. One such class of matrices is the permutation matrices σ ∈ S m , elements of the symmetric group. We will show explicitly that the integral approach to calculating perm(σ) is computationally efficient, consistent with existing understanding of the complexity of permanents.
When U = σ, we have the property,
and we see that P is separable across α. In this case, the n-dimensional integral from Eq. (20) also becomes separable, forming an n-dimensional product of integrals,
where the integrals can easily be evaluated. Therefore the integrals in Eq. (31) are computationally efficient to evaluate given the separable structure, confirming that perm(σ) = 1 for all σ and m, as expected. (We note that the identity matrix is a member of the class σ.)
Therefore, as a special example, we have just shown that a particular class of matrices -the permutation matrices -are classically efficient to calculate in the integral formalism due to their separable structure. However, one can also work in the opposite direction, by finding integrals that are classically efficient to calculate, and then work backwards to argue that calculating the corresponding matrix permanent is computationally efficient. This illustrates the power of our quantum optics method for determining the computational complexity of certain multi-dimensional integrals.
We have shown that by employing two alternate but equivalent approaches to expressing the output amplitudes of linear optics networks fed with single-photon inputs, we are able to provide a quantum optical equivalence between matrix permanents and a particular class of multidimensional integrals. This implies that this class of integrals is #P-hard in the worst case.
The equivalence provides two important insights with broad impact. Firstly, it demonstrates the #P-hardness of these multi-dimensional integrals. Secondly, by expressing the permanent in integral form, existing knowledge of the structure of integrals provides further insight into the computational complexity of permanents. Finally, we have shown that tools from quantum optics can be used to prove results in computational complexity theory.
