This paper studies test of hypotheses for the slope parameter in a linear time trend panel data model with serially correlated error component disturbances. We propose a test statistic that uses a bias corrected estimator of the serial correlation parameter. The proposed test statistic which is based on the corresponding fixed effects feasible generalized least squares (FE-FGLS) estimator of the slope parameter has the standard normal limiting distribution which is valid whether the remainder error is I(0) or I(1). This performs well in Monte Carlo experiments and is recommended.
Test of Hypotheses in a Time Trend Panel Data Model with Serially Correlated Error Component Disturbances

Introduction
Panel data regression models with large cross-sectional and time-series dimensions have attracted much attention in recent years, e.g., see the surveys by Baltagi and Kao (2000) , Phillips and Moon (2000) , Choi (2006) and Breitung and Pesaran (2008) to mention a few. 1 Phillips and Moon (1999) provide joint asymptotic analysis of pooled estimators in panel regressions with non-stationary regressors when the underlying regression disturbances follow stationary processes. Under the additional condition, n=T ! 0, they show that sequential asymptotic results for their pooled
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y Address correspondence to: Badi H. Baltagi estimators would be equivalent to the joint ones. Kao and Emerson (2004) and Baltagi, Kao and Liu (2008) show that the asymptotics of the standard panel data estimators, like the xed e¤ects (FE), rst-di¤erence (FD) and generalized least squares (GLS) estimators of the slope coe¢ cient depend crucially upon whether the error term is I(0) or I(1). For example, when the error term is I(0), the FE and GLS estimators are asymptotically equivalent. However, when the error term is I(1), this asymptotic equivalence breaks down and the GLS estimator is more e¢ cient than the FE estimator. This paper considers xed e¤ects GLS (FE-GLS) based test statistics to test hypotheses regarding the slope parameter of a panel data time trend model where apriori knowledge as to whether the errors are I(0) or I(1) is not available. 2 We discuss the asymptotic properties of estimators of the autoregressive parameter and the corresponding xed e¤ects feasible GLS (FE-FGLS) estimators of the slope parameter. The main contribution of this paper is to introduce a FE-FGLS based test statistic which is robust when the error term is either I(0) or I(1).
The paper is organized as follows: Section 2 presents the panel data time trend model with an AR(1) error term. In Section 3, we discuss the FE-GLS estimator for this model and propose a test statistic that uses a bias corrected estimator of the serial correlation parameter and the corresponding FE-FGLS estimator of the regression parameter. Monte Carlo simulations are given in Section 4, while Section 5 provides the concluding remarks. All the proofs are given in the Appendix. A few words on notation. All limits are taken sequentially as T ! 1 and n ! 1 unless otherwise specied. We use (n; T ) ! 1 to denote the sequential limit. Convergence in p d
probability and distribution are denoted by ! and !, respectively. The limiting distribution of double indexed integrated processes has been extensively studied by Moon (1999, 2000) .
The Model
Consider the following panel data time trend model:
y it = + t + u it ; i = 1; : : : ; n; t = 1; : : : ; T;
2 The results in this paper make use of the asymptotic results for a panel data time trend regression model studied by Kao and Emerson (2004) .
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where u it = i + it ; and and are scalars. We assume that the individual e¤ects i are random with i iid(0; 2 ) and it following an AR(1) process which may or may not be stationary
with jj 1, where e it is a white noise process with variance 2 . The i s are independent of the it s e for all i and t. This model has been studied by Baltagi and Krämer (1997) and Kao and Emerson (2004) . In fact, Baltagi and Krämer (1997) 4 When it is I(0), i.e., < 1, p the FE and GLS estimators are both nT 3=2 consistent and asymptotically equivalent. However, when it is I(1), i.e., = 1, this asymptotic equivalence breaks down and the GLS estimator is more e¢ cient than the FE estimator. This has serious implications for applied research when it is serially correlated and it is unknown whether the remainder disturbances are I(0) or I(1). 5 In this paper, we are interested in testing
without assuming knowledge of whether v it is I (0) or I (1). 6 Hypothesis testing on the slope of 3 One can extend the simple time trend model in this paper to a polynomial trend model by following similar steps as in section 6 of Emerson and Kao (2000) . 4 Baltagi, Kao and Liu (2008) study the asymptotic properties of OLS, FE, FD and GLS in the random e¤ects error components regression model with an autocorrelated regressor and an autocorrelated remainder error (both of which can be stationary or nonstationary). They show that when the error term is I(0) and the regressor is I(1), the FE estimator is asymptotically equivalent to the GLS estimator and OLS is less e¢ cient than GLS (due to a slower convergence speed). However, when the error term and the regressor are I(1), GLS is more e¢ cient than the FE p p estimator since GLS is nT consistent, while FE is n consistent. This implies that GLS is the preferred estimator under both cases (i.e., regression error is either I(0) or I(1)). 5 One referee suggest testing the joint hypothesis: H0 : = 0 and = 0. Alternatively, testing the joint hypothesis:
H 0 : = 0 and = 1. Extending the results of this paper to these joint hypotheses is beyond the scope of this paper and should be subject for future research. 6 Baltagi, Kao and Na (2011) also consider hypotheses testing in an I(0) or I(1) regressor case. However, the 3 the trend has been studied in the econometric time series literature, e.g., Canjels Consider the FE estimator of , which is given by
where t = t=1 t and y i = t=1 y it . If v it is known to be I (0), the t-statistic for the null T T hypothesis H 0 can be constructed using the FE estimator as follows:
where V ar = ^w ith ^= 1 n ^and it are the within residuals
The next theorem derives the limiting distribution of t F E when the error term is I(0) or I(1).
Theorem 1 Assume (n; T ) ! 1,
From Theorem 1, we note that t F E in (4) will converge to a standard normal only when v it is I(0); and t F E will diverge when the error term is I(1). This is not surprising since
is not identied when v it is I(1): If v it is known to be I (1) ; then the optimal test for testing v the null hypothesis H 0 is based on the t-statistic using the FD estimator, F D , which is given by
results in this paper for a time trend panel data model with serially correlated error component disturbances are di¤erent. For example, we show that the GLS based t-statistics with individual xed e¤ects have a di¤erent limiting distribution compared to that without the xed e¤ects. 7 Note that the FE and GLS estimators are asymptotically equivalent for this case, see Kao and Emerson (2004) .
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where y it = y it � y i;t�1 . The corresponding t-statistic is given by:
the limiting distribution of t F D when the error term is I(0) or I(1):
Theorem 2 Assume (n; T ) ! 1,
The results of Theorem 2 show that t F D ! N (0; 1) when v it is in fact I (1), under the null. 
The FE-FGLS Estimator
Rewrite equation (1) in matrix form as
0 with u = Z + , where u = (u 11; : : : ; u 1T ; u 21 ; : : : ; u 2T ; : : : ; u n1 ; : : : ; u nT ) with the observations stacked such that the slower index is over individuals and the faster index is over time. is an n 1 vector with typical element i , is an nT 1 vector with typical element it , and Z = I n T , where I n is an identity matrix of dimension n, T is a vector of ones of dimension T , and denotes the Kronecker product. y is an nT 1 vector with typical element y it , x = n x i ; where n is a vector of ones of dimension n and x i is a T 1 vector indicating a time trend with elements (1; 2; : : : ; T ). nT is a vector of ones of dimension nT . As shown in Baltagi and Li (1991) , one can write the variance-covariance matrix as
�
where A is the variance-covariance matrix of v it , i.e.,
The least squares estimator of the transformed equation yields the GLS estimator GLS . As shown î n Baltagi, Kao and Liu (2008), has a faster converging speed than both the FE and FD GLS estimators as (n; T ) ! 1. This is true whether v it and x it are I(1) or I(0). Baltagi, Kao and Na (2011) further showed that the t-test statistic for H 0 : = 0 based on GLS is always N (0; 1) as (n; T ) ! 1.
A critical assumption for the GLS estimator is that E ( i jx it ) = 0. It is well known that when there is correlation between the regressors and the individual e¤ects, GLS su¤ers from omitted variable bias, while FD and FE wipe out this source of endogeneity and remain consistent. In case of serial correlation, Baltagi, Kao and Liu (2008) suggest a FE-GLS estimator that uses the within transformation to wipe out the 0 i s and then runs GLS estimation to account for the serial correlation in the remainder error. Premultiplying Equation (11) by I n E , one gets
using E = 0. The least squares estimator of the transformed equation gives us the FE-GLS
0 E x I n T x It is worth pointing out that the FE-GLS encompasses both the within and rst-di¤erence estimators. To see this, note that (i) if = 0, and there is no serial correlation in the remainder error, we have C = I T , x = x, = 1, T = T and hence E T = E T , where E T = I T � J T and J T is a T T matrix of 1=T . The FE-GLS estimator in Equation (17) reduces to the within estimator
(ii) Note also that J can be rewritten as
and hence
, which is the well-known rst di¤erence matrix. Hence
tion (17) reduces to the rst-di¤erence estimator .
From Equation (17), we have
Note that both the FE-GLS estimator of and its corresponding t-statistic do not depend ô n 2 or 2 . With a consistent estimator , the corresponding FE-FGLS estimator F E�F GLS is obtained by replacing C and E by their corresponding estimators Ĉ and Ê T . As suggested by û is an nT 1 vector of OLS residuals from the Prais-Winsten transformed regression using .
The corresponding t-statistic based on the FE-FGLS estimator can be obtained from equation (19) .
The asymptotic properties are summarized in the following Theorem:
: 10 ( 4 � 9 3 + 33 2 � 54 + 36) Theorem 3 implies that we need = 0 when = 1. Otherwise t F E�F GLS does not converge to a N (0; 1). Baltagi and Li (1991) suggest estimating using
where it denotes the FE residual from equation (1) which is dened in Section 2. It can be obtained from a regression of it on i;t�1 . The asymptotics for are given in the following theorem:
Theorem 4 Assume (n; T ) ! 1,
The asymptotic distribution of in Theorem 4 is actually the same as Theorems 2 and 4 in Therefore, when jj < 1, a bias-corrected estimator of is + . When = 1, a bias-corrected T estimator of is + 3 . Combining the two cases, we suggest a bias-corrected estimator of as
= :
The asymptotics for are given in the following theorem:
Theorem 5 Assume (n; T ) ! 1,
Therefore, we have t F E�F GLS ! N (0; 1) using for both jj < 1 and = 1:
In this section, we showed that the t-statistic based on FE-GLS is no longer robust if there are individual e¤ects. Extra steps need to be taken to achieve the robustness when equation (1) includes individual e¤ects.
The Model Without Individual E¤ects
Let us study the case where there are no individual e¤ects, i.e., i = 0 for all i. The variance- A �1 covariance matrix in equation (8) reduces to = (I n A) and hence �1 = I n .
e 2 e Equation (11) reduces to
0 ) 2 where the variance-covariance matrix of the transformed disturbance is E (v v = " (I n I T ).
The least squares estimator of the transformed equation yields the GLS estimator: 
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where F 1 and F 2 are dened in Equation (18) . Similar to equation (20) for the general model with individual e¤ects, let
where û it is the OLS residual, i.e., û it = y it � y � OLS (t � t ) with y = t=1 y it and Theorem 6 Assume (n; T ) ! 1,
Therefore, we have t F GLS ! N (0; 1) using for both jj < 1 and = 1:
Theorem 6 shows that t F GLS converges to N (0; 1); whether the error term is I(0) or I(1), when there are no individual e¤ects in the model. This is an interesting result, i.e., the t-ratio based on FGLS e¤ectively bridges the gap between the I(0) and I(1) error terms (if there are no individual e¤ects in the model). This implies that inference on the slope parameter can be performed using the standard normal distribution if there are no individual e¤ects. This is di¤erent from the pure time series model as in Perron and Yabu (2009) which requires a super-e¢ cient estimate in order to achieve this goal. We know that this will change if there are individual e¤ects in the model. This is the more likely case in panel data with heterogeneity across individuals.
Monte Carlo Results
This section reports the results of Monte Carlo experiments designed to investigate the nite sample properties of the FE-FGLS based t F E�F GLS : The model is generated by y it = + t + i + v it ; i = 1; : : : ; n; t = 1; : : : ; T; T . This is consistent with the asymptotic results in Theorem 2. For the FE-FGLS estimators, the size of the corresponding t-test is too large for FE-FGLS 1 , especially if > 0:4: However, the t-test corresponding to FE-FGLS 2 has reasonable size and power, compared to FE-FGLS 1 . Our simulation results conrm the robustness of t F E�F GLS 2 using the bias-corrected estimator . For the other (n; T ) combinations, Tables 6 reports the size of the t-test for H 0 : = 0 corresponding to each estimator. We can see that the results are robust to small samples and di¤erent ratios of n=T .
Conclusion
In this paper, we discuss test of hypotheses in a linear time trend panel data model with serially correlated error component disturbances. The error term could be either stationary or nonstationary. We consider estimation and testing using the FE, FD and FE-GLS estimators. Di¤erent from the results in the pure time series case, the t-test based on FGLS always converges to N (0; 1) no matter whether the error term is I(0) or I(1), when there are no individual e¤ects in the model.
When there are individual e¤ects in the model, the t-statistic based on FE-GLS is no longer robust.
We suggest a bias-corrected estimator of to achieve robustness. We show that it performs well in Monte Carlo experiments and is recommended. While the focus of this paper is test of hypothesis in a simple linear trend panel data model with error components and serial correlation, it is important to extend this work to dynamic panel data models with cross-section dependence across the units.
This should be the focus of future research. Proof. The proof of (1) is a textbook result and hence omitted here.
Consider (2). Recall ^v =^i t , where it = (y it � y i:
Notice that
by equation (C3) in Kao (1999) , p 
by an equation on page 23 in Kao and Emerson (2004) .
Hence we have
and therefore
Notice that 
Part (2) can be shown easily following Kao and Emerson (2004) and hence omitted. 27 as (n; T ) ! 1.
Also, we have
It is easy to see that
For term III, we have
D Proof of Theorem 4
Proof. Note that P P T n i=1 t=2 ( it � i;t�1 ) i;t�1 � = P :
Consider (1). First, from Lemma 2, we have Therefore,
as (n; T ) ! 1. As shown in equation (C5) in Kao (1999) ,
where û it = û it � û i;t�1 :
t=1 y it and v = 1 nT P n P T t=1 v it and hence i=1 û it � û i;t�1
Results in Lemma 3 can be easily obtained. Proof. Using u it = i + v it , we have
t=1 (t � t ) v it OLS � = P P T = P P T n n (t � t )
P P T P P 
F Proof of Theorem 6
Proof. Consider (1) . Note that P n P T i=1 t=2 (û it � û i;t�1 )û i;t�1 � = P : n P T û 2 i=1 t=2 i;t�1
