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Abstract
The paper investigates a rational approximation problem in connection with the convergence analysis of the
ADI iterative method applied to the matrix equation X −AXB=C. In the real case, a complete theory on the
characterization and unicity of the optimal solution as well as on the convergence of a Remes like algorithm
for its computation, is presented. Numerical experiments provide some comparison with asymptotically optimal
solutions which have been previously reported, particularly in applications for image restoration.
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1. Introduction
Calvetti, Levenberg and Reichel have described in [2] a generalized alternating direction implicit
(ADI) iterative method for solving the matrix equation
X − AXB= C; (1.1)
where A∈CM;M , B∈CN;N , C ∈CM;N , are given matrices and X ∈CM;N is unknown. If the spec-
tra of A and B are denoted, respectively, by (A) = {	1; 	2; : : : ; 	M} and (B) = {1; 2; : : : ; N},
Eq. (1.1) has a unique solution X for all C if and only if 	jk = 1, 16 j6M , 16 k6N
[2,5].
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In principle, one can transform (1.1) into a Sylvester’s equation
A′X − XB′ = C ′ (1.2)
with A′ ∈CM;M , B′ ∈CN;N , C ′ ∈CM;N , to solve it by a generalized ADI method to which several
contributions have been devoted [3,7–10] (see also [4,6,12–14], for the classic case). Two such
transformations, which preserve the possible structure of the matrices in (1.1), are A′=A−1, B′=B,
C ′ = A−1C, if A is nonsingular, and A′ = A, B′ = B−1, C ′ =−CB−1, if B is nonsingular. Yet, these
two transformations are not allowed if both A and B are singular, and not recommended if they are
nearly singular.
To circumvent this diFculty, Calvetti et al. [2] have proposed the following ADI method which
is directly applied to Eq. (1.1). Given an initial estimate X0 ∈CM;N and two sets of parameters
{a0; a1; a2; : : :}; {b0; b1; b2; : : :}, setting m := 0, n := 0, one computes new iterates Xm+n ∈CM;N by
either of the formulas
m := m+ 1; Xm+n(I − amB) = (A− amI)Xm+n−1B+ C; a−1m ∈ (B); (1.3)
n := n+ 1; (I − bnA)Xm+n = AXm+n−1(B− bnI) + C; b−1n ∈ (A): (1.4)
To analyze the convergence of the iterative method, Calvetti et al. [2] have posed a rational approx-
imation problem which is diIerent from the one arising for the Sylvester’s equation. Moreover, by
using potential theory, they have obtained asymptotic convergence results as m+ n→∞, for Jxed
ratio m=n, and algorithms to produce asymptotically optimal parameters for the ADI iterations (1.3)
and (1.4).
By contrast, the present contribution is aimed at solving the problem for Jnite m and n, in the
real case. In Section 2, the rational approximation problem is stated via an alternative approach and,
in Section 3, its optimal solution is studied from the characterization and uniqueness standpoints, as
well as from its computation by a Remes like algorithm. Section 4 is devoted to several numerical
examples taken from [2], in particular, from an application in image restoration. Finally, some
concluding comments are made in Section 5.
2. The rational approximation problem
Subtracting (1.1) from (1.3) and (1.4) yields
m := m+ 1; Em+n(I − amB) = (A− amI)Em+n−1B; a−1m ∈ (B);
n := n+ 1; (I − bnA)Em+n = AEm+n−1(B− bnI); b−1n ∈ (A);
where Em+n = Xm+n − X is the error matrix at iteration m+ n. This gives
m := m+ 1; Em+n = (A− amI)Em+n−1B(I − amB)−1;
n := n+ 1; Em+n = (I − bnA)−1AEm+n−1(B− bnI);
and recursively
Em+n = rmn(A)E0smn(B) (2.1)
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with
rmn(A) =
m∏
j=1
(A− ajI)
n∏
j=1
[(I − bjA)−1A]; (2.2)
smn(B) =
m∏
j=1
[B(I − ajB)−1]
n∏
j=1
(B− bjI): (2.3)
If the parameters a1; : : : ; am; b1; : : : ; bn, are used in a cyclic manner, deJning Fk=E(m+n)k ; k=0; 1; 2; : : :,
we have from (2.1)
Fk+1 = rmn(A)Fksmn(B); k = 0; 1; 2; : : : :
Adopting the convention of stacking the columns of the matrix Fk ∈CM;N , left to right, to get the
vector fk ∈CM×N , yields the iteration fk+1 = Qfk with
Q = [smn(B)]T ⊗ rmn(A); (2.4)
in which ⊗ denotes the Kronecker product [5]. The vector fk tend to the zero vector for all f0 iI
the spectral radius (Q) of Q is less than unity. In addition, (Q) is also a common measure for
the rate of convergence [15]. By the spectrum of the Kronecker product [5], we obtain from (2.4)
with (2.2) and (2.3),
(Q) =
maxz∈(A) |r(z)|
minz∈(B) |r(z−1)| ; (2.5)
in which
r(z) =
∏m
j=1 (z − aj)∏n
j=1 (z
−1 − bj) : (2.6)
In (2.5), for m¿ 0, (B) can be replaced by 0(B) = {z ∈ (B); z = 0}, and for n¿ 0, (A) by
0(A) = {z ∈ (A); z = 0}. Hence, in case of m and n¿ 0, (2.5) becomes
(Q) =
maxz∈0(A) |r(z)|
minz∈−10 (B) |r(z)|
; m¿ 0; n¿ 0;
where, for a set D with 0 ∈ D, we denote D−1 = {z ∈C; z−1 ∈D}. If we know some compact
subsets E and F of the complex plane such that
0(A) ⊆ E; −10 (B) ⊆ F; 0 ∈ E ∪ F; E ∩ F = ∅; (2.7)
we are induced to pose the following approximation problem. For r in the class of rational functions
Rmn = {r(z) = u(z)=v(z−1); u∈Pm; v∈Pn}; (2.8)
where Pd; d∈N, stands for the space of polynomials of degree at most d, we deJne
(r) =
maxz∈E |r(z)|
minz∈F |r(z)| (2.9)
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and we seek a solution r∗ ∈Rmn of the minimization problem
mn := min
r∈Rmn
(r) = (r∗): (2.10)
For n= 0, we have to solve
min
p∈Pm
maxz∈G |p(z)|
minz∈F |p(z)| ; (A) ⊆ G;
and for m= 0,
min
p∈Pn
maxz∈H |p(z)|
minz∈E−1 |p(z)|
; (B) ⊆ H:
In [2], Calvetti et al. have investigated the limit
lim
S→∞ 
1=S
mn = ‘(	); S = m+ n (2.11)
for given quotient 	= m=n. They have considered problems (2.7)–(2.10), even in case of m= 0 or
n=0, by making the initial choice X0=C in the ADI method. By contrast, the foregoing developments
are valid for all Jrst guesses X0. Moreover, they do not assume that A and B be diagonalizable and
they make no use of any particular matrix norm like the spectral norm.
The section ends up with two simple properties of the minimal value mn = mn(E; F) in (2.10).
First, as pointed out in [2], one has
mn(E; F) = mn(kE; kF); ∀k = 0; (2.12)
where for a set D and a nonzero number k; kD={z ∈C; k−1z ∈D}. Secondly, the symmetry property
mn(E; F) = nm(F−1; E−1) (2.13)
is easily veriJed.
3. Optimal solution in the real case
This section assumes that the sets E and F in (2.7) are the real intervals E = [c1; d1] and F =
[c2; d2]; c1¡d1¡ 0¡c2¡d2. By (2.12), they can be normalized as
E = [− 1; *]; F = [+; ,]; *=−d1=c1; + =−c2=c1; ,=−d2=c1: (3.1)
We adapt the theory presented in [7] for the Zolotarev problem connected with the generalized ADI
method applied to the Sylvester’s equation (1.2), by bringing new developments which, in particular,
Jll in some gaps of [7].
3.1. Characterization and unicity
For r = u=v∈Rmn (see (2.8)), the zeros zj; j = 1; 2; : : : ; m, and the poles pj; j = 1; 2; : : : ; n, are
deJned by u(zj) = 0, v(p−1j ) = 0. By (2.6), they are related to the parameters of the ADI method
by zj = aj, pj = b−1j .
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We Jrst show that, in case of m=0 or n=0, the minimization problem (2.8), (2.9), (2.10), (3.1),
has an analytical solution in terms of the Chebyshev polynomial Tk(z) = cos k.; z = cos ..
Property 3.1. For n= 0, we have
m0 = 1=Tm
(
+ − (*− 1)=2
(*+ 1)=2
)
; (3.2)
with the zeros of the optimal solution r∗ ∈Rm0
z∗j =
*− 1
2
− *+ 1
2
cos
(2j − 1)/
2m
; j = 1; 2; : : : ; m; (3.3)
and for m= 0,
0n = 1=Tn
(
1 + (+−1 + ,−1)=2
(+−1 − ,−1)=2
)
(3.4)
with the poles of r∗ ∈R0n
p∗j = 1
/(
+−1 + ,−1
2
+
+−1 − ,−1
2
cos
(2j − 1)/
2n
)
; j = 1; 2; : : : ; n: (3.5)
Proof. It suFces to prove (3.2) and (3.3) to get (3.4) and (3.5) by virtue of (2.13). For n = 0,
setting y(z) = [z − (*− 1)=2]=[(*+ 1)=2], we have
m0 = min
u∈Pm
maxz∈[−1; *] |u(z)|
minz∈[+;,] |u(z)|
¿ min
u∈Pm
max
z∈[−1;*]
|u(z)|
|u(+)|
= max
z∈[−1;*]
|Tm(y(z))|
|Tm(y(+))|
=
maxz∈[−1; *] |Tm(y(z))|
minz∈[+;,] |Tm(y(z))|
¿ m0;
so that r∗(z) = Tm(y(z)), which yields (3.2) and (3.3).
The next two properties describe some characteristics of all optimal rational functions.
Property 3.2. Every optimal rational function r∗ = u∗=v∗ ∈Rmn has a numerator degree 9u∗ equal
to m and a denominator degree 9v∗ equal to n.
Proof. In view of (2.13), we limit the proof to 9u∗ = m. For m¿ 0, consider the optimal solution
r∗m−1; n such that (r∗m−1; n)=m−1; n and the analytical solution r∗10 given by Property 3.1, with (r∗10)=
10¡ 1. Setting r = r∗m−1; nr∗10 ∈Rmn, we get mn6 (r)6 m−1; n10¡m−1; n, hence 9u∗ = m.
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In the complex Zolotarev problem, the zeros and the poles of the optimal rational function may
not belong to the sets E and F [6,8,14]. This is not true for the problem at hand, as shown in the
following property.
Property 3.3. The zeros z∗1 ; z∗2 ; : : : ; z∗m of r∗ ∈Rmn lie on E = [ − 1; *] and its poles p∗1 ; p∗2 ; : : : ; p∗n ,
on F = [+; ,].
Proof. Using again (2.13), we give the proof only for the zeros. Assuming z∗1 ∈ [ − 1; *], we Jnd
z0 ∈ [− 1; *] such that t(z) = (z − z0)=(z − z∗1 ) satisJes (t)¡ 1. Hence, for r = r∗t ∈Rmn, we have
(r)6 (r∗) (t)¡(r∗) in contradiction with the optimality of r∗. If z∗1 = a∈R; a ∈ [− 1; *], we
take z0 ∈ [ − 1; *] such that t(−1) + t(*) = 0, or, z0 = [2* + (* − 1)a]=(1 − * + 2a), and we easily
verify that
max
z∈[−1;*]
|t(z)|¡ min
z∈[+;,]
|t(z)|: (3.6)
If z∗1 = a+ ib (a; b)∈R2; b = 0; z0 is deJned by the condition |t(−1)|= |t(*)|, which gives
z0 =
*+ a2 + b2 −
√
[(1 + a)2 + b2][(*− a)2 + b2]
1− *+ 2a :
The nonnegative function f(z) := |t(z)|2 = (z− z0)2=[(z− a)2 + b2] is minimum at z0 and maximum
at y0 = a+ b2=(a− z0). For a= (*− 1)=2; z0 = a and y0 =∞. The inequalities
f(z)¡ 1; f′(z)¡ 0; z ¡ z0;
f(z)¡ 1; f′(z)¿ 0; z ¿ z0;
imply (3.6). For a¿ (* − 1)=2, a direct computation gives (* − 1)=2¡z0¡* and z0¡a, so that
y0¿a with f(y0)¿ 1. Hence (3.6) is a consequence of
f(z)¡ 1; f′(z)¡ 0; z ¡ z0;
0¡f(z)¡f(y0); f′(z)¿ 0; z0¡z¡y0;
f(z)¿ 1; f′(z)¡ 0; y0¡z:
Finally, for a¡ (*−1)=2, we get successively −1¡z0¡ (*−1)=2; z0¿a, and y0¡a, f(y0)¿ 1.
From
f(z)¿ 1; f′(z)¿ 0; z ¡y0;
0¡f(z)¡f(y0); f′(z)¡ 0; y0¡z¡z0;
f(z)¡ 1; f′(z)¿ 0; z ¿ z0;
we still obtain (3.6).
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By virtue of the two preceding properties, we reformulate the approximation problem as follows:
mn = min
r∈Smn
(r); (r) = max
z∈[−1;*]
|r(z)|;
subject to
min
z∈[+;,]
|r(z)|= 1;
in which Smn is deJned by
Smn =

r(z) = u(z)=v(z−1); u(z) = K
m∏
j=1
(z − zj); K ¿ 0; zj ∈ [− 1; *];
v(z−1) =
n∏
j=1
(1− pjz−1); pj ∈ [+; ,]

 :
In particular, for r = u=v∈ Smn, we have
u(z)¿ 0; ∀z ∈ [+; ,]; v(z−1)¿ 0; ∀z ∈ [− 1; *]:
For further reference, we establish a preliminary technical result.
Lemma 3.4. Given the m+ n+ 2 abscissae
− 16 e0¡e1¡ · · ·¡em6 *¡+6f0¡f1¡ · · ·¡fn6 ,; (3.7)
there exist positive real numbers 5j ¿ 0; 06 j6m; j ¿ 0; 06 j6 n, such that the relation
m∑
j=0
5j(−1)m−j[r1(ej)− r2(ej)] +
n∑
j=0
j(−1)n−j
[
1
r1(fj)
− 1
r2(fj)
]
= 0 (3.8)
is satis:ed by every pair of elements r1; r2 belonging to Smn.
Proof. Setting r1=u1=v1, r2=u2=v2, we get r1−r2=s=(v1v2); 1=r1−1=r2=−s=(u1u2), with s=u1v2−u2v1,
s(z) = z−nt(z), t ∈Pm+n. The polynomial t satisJes
m∑
j=0
	jt(ej) +
n∑
j=0
jt(fj) = 0; sgn 	j = (−1)n+m−j; sgn j = (−1)n−j+1: (3.9)
For j = 0; 1; : : : ; m, we write
	jt(ej) = 	jenj v1(e
−1
j )v2(e
−1
j )[r1(ej)− r2(ej)]
as
	jt(ej) = 5j(−1)m−j[r1(ej)− r2(ej)]; 5j ¿ 0;
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and for j = 0; 1; : : : ; n,
jt(fj) =−jfnj u1(fj)u2(fj)
[
1
r1(fj)
− 1
r2(fj)
]
as
jt(fj) = j(−1)n−j
[
1
r1(fj)
− 1
r2(fj)
]
; j ¿ 0;
so that (3.9) becomes (3.8).
The following theorem is of “de la VallQee Poussin” type.
Theorem 3.5. Given the m+ n+ 2 abscissae (3.7), if r ∈ Smn is such that
r(ej) = (−1)m−jj; 0¡j; j = 0; 1; : : : ; m;
r(fj) = (−1)n−j6j; 0¡6j6 1; j = 0; 1; : : : ; n;
then mn = (r∗), with r∗ ∈ Smn and minz∈[+;,]|r∗(z)|= 1, satisJes
mn¿  =min{j; j = 0; 1; : : : ; m}:
Proof. If mn¡, we have
|r∗(ej)|¡ |r(ej)|; j = 0; 1; : : : ; m;
|r∗(fj)|¿ |r(fj)|; j = 0; 1; : : : ; n;
so that, putting r1 = r; r2 = r∗ in (3.8) yields
m∑
j=0
5j[|r(ej)| − (−1)m−jr∗(ej)] +
n∑
j=0
j
[
1
|r(fj)| −
(−1)n−j
r∗(fj)
]
= 0;
with
|r(ej)| − (−1)m−jr∗(ej)¿ 0; j = 0; 1; : : : ; m;
1
|r(fj)| −
(−1)n−j
r∗(fj)
¿ 0; j = 0; 1; : : : ; n;
which is a contradiction.
We are now in a position to establish the characterization of r∗.
Theorem 3.6. The fraction r∗ ∈ Smn with minz∈[+;,] |r∗(z)|= 1 satis:es
(r∗) = mn (3.10)
i; there exist abscissae (3.7) such that
r∗(ej) = (−1)m−j(r∗); j = 0; 1; : : : ; m;
r∗(fj) = (−1)n−j; j = 0; 1; : : : ; n:
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Proof. Su<cient condition. By Theorem 3.5, mn¿ (r∗) and by the deJnition of mn, mn6 (r∗)
so that (3.10) is true.
Necessary condition. Suppose that r∗=u∗=v∗ assumes the value (r∗)=mn with alternating signs,
at most at k + 1 abscissae of [ − 1; *] with k¿ 0, the value 1 with alternating signs, at most at
‘ + 1 abscissae of [+; ,] with ‘¿ 0, and that k + ‘¡m + n. If e0¡e1¡ · · · ; ek′ ; k ′¿ k, denote
the extremal points of r∗ on [− 1; *] such that |r∗(ej)|= (r∗); j = 0; 1; : : : ; k ′, the continuity of r∗
induces the existence of intervals I0; I1; : : : ; Ik′ , containing the extremal points with |r∗(z)|¿(r∗)=2,
∀z ∈⋃k′j=1 Ij. We combine these intervals to get the sets G0; G1; : : : ; Gk , in which
sgn r∗(z) = (−1)j; =±1; ∀z ∈Gj; j = 0; 1; : : : ; k:
In the same way, we obtain on [+; ,], the extremal points f0¡f1¡ · · ·¡f‘′ ; ‘′¿ ‘, such that
|r∗(fj)| = 1; j = 0; 1; : : : ; ‘′, the intervals J0; J1; : : : ; J‘′ , with |r∗(z)|¡ 2, ∀z ∈
⋃‘′
j=1 Jj, and the sets
H0; H1; : : : ; H‘, in which
sgn r∗(z) = 6(−1)j; 6=±1; ∀z ∈Hj; j = 0; 1; : : : ; ‘:
For k ¿ 0, we choose abscissae 81¡82¡ · · ·¡8k , interlaced with G0; G1; : : : ; Gk , and for ‘¿ 0;
91¡92¡ · · ·¡9‘, interlaced with H0; H1; : : : ; H‘. We deJne Q∈Pm+n by
Q(z) =
{
(−1)n+1Q1(z)Q2(z) if (−1)n+k6¡ 0;
(−1)nzQ1(z)Q2(z) if (−1)n+k6¿ 0;
where Q1(z) =
∏k
j=1 (8j − z); k ¿ 0, and Q1(z) = 1, k = 0, whereas Q2(z) =
∏‘
j=1(9j − z), ‘¿ 0,
and Q2(z) = 1, ‘ = 0. We verify that Q satisJes
(−1)nQ(z)r∗(z)¡ 0; ∀z ∈G :=
k⋃
j=0
Gj; (3.11)
Q(z)r∗(z)¿ 0; ∀z ∈H :=
‘⋃
j=0
Hj: (3.12)
As u∗(z); w∗(z) = znv∗(z−1), are mutually prime with 9u∗ =m; 9w∗ = n, we can Jnd s∈Pm; t ∈Pn,
such that Q = sw∗ − tu∗. Consider the fraction
r	(z) =
u∗(z) + 	s(z)
v∗(z−1) + 	q(z−1)
; q(z−1) = z−nt(z); 	¿ 0;
for 	 suFciently small. We have
r	(z) = r∗(z) + 	z−n
Q(z)
(v∗(z−1))2
+ O(	2);
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so that by (3.11), |r	(z)|¡ |r∗(z)|6 (r∗), ∀z ∈G. For z ∈ [− 1; *] \G; ∃<¿ 0 such that |r∗(z)|6
(r∗)− <, which gives |r	(z)|¡(r∗); ∀z ∈ [− 1; *]. Similarly,
1
r	(z)
=
1
r∗(z)
− 	z−n Q(z)
(u∗(z))2
+ O(	2);
so that by (3.12), 1=|r	(z)|¡ 1=|r∗(z)|6 1; ∀z ∈H . For z ∈ [+; ,]\H; ∃=¿ 0 such that 1=|r∗(z)|6 1−
=, which gives 1=|r	(z)|¡ 1; ∀z ∈ [+; ,]. To conclude,we get (r	)¡(r∗) for 	 positive, suFciently
small, in contradiction with the optimality of r∗.
Finally, we have a uniqueness result.
Theorem 3.7. The optimal solution r∗ ∈ Smn is unique.
Proof. If r˜ ∈ Smn is also optimal,
(r˜) = max
z∈[−1;*]
|r˜(z)|= (r∗); min
z∈[+;,]
|r˜(z)|= 1;
at the extremal points (3.7) of r∗,
|r˜(ej)|6 |r∗(ej)|; j = 0; 1; : : : ; m;
|r˜(fj)|¿ |r∗(fj)|; j = 0; 1; : : : ; n:
Hence, putting r1 = r∗; r2 = r˜ in (3.8) yields
m∑
j=0
5j[|r∗(ej)| − (−1)m−jr˜(ej)] +
n∑
j=0
j
[
1
|r∗(fj)| −
(−1)n−j
r˜(fj)
]
= 0;
with
|r∗(ej)| − (−1)m−jr˜(ej)¿ 0; j = 0; 1; : : : ; m;
1
|r∗(fj)| −
(−1)n−j
r˜(fj)
¿ 0; j = 0; 1; : : : ; n;
which implies r˜(ej) = r∗(ej); 06 j6m; r˜(fj) = r∗(fj); 06 j6 n, hence, r˜ = r∗.
For nonzero m and n, the analysis of the optimal fraction r∗ ∈ Smn indicates that, in (3.7), e0 =
−1; em6 *; f0 = +; fn6 ,. A last property will be useful to explain some numerical results in
Section 4.
Property 3.8. For nonzero m and n, if the optimal r∗ ∈ Smn relative to E = [− 1; *]; F = [+; ,], is
such that em¡* and fm¡, in (3.7), the inequalities
em6− +=,; fn6− +=*; (3.13)
imply
mn(E; F) = nm(E; F): (3.14)
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Proof. Since em¡*; r∗
′
(em)=0 and r∗(z) decreases as z increases from em to 0: the fraction r∗(z)
is optimal for all *∈ [em; 0[. Similarly, due to fn¡,; r∗′(fn) = 0 and r∗(z) increases for z larger
than fn: the fraction r∗(z) is optimal for all ,¿fn. By (2.12) and (2.13), we have nm(E; F) =
mn(−F−1;−E−1) where the intervals −F−1 = [−+−1;−,−1]; −E−1 = [1;−*−1], can be normalized
as E˜ = [− 1;−+=,]; F˜ = [+;−+=*]. Hence, we get (3.14) by virtue of (3.13).
3.2. Computational algorithm
The Remes like algorithm determines the sequence
r(k)(z) = K (k)
p(k)(z)
q(k)(z)
; p(k)(z) = zn
m∏
j=1
(z − z(k)j );
q(k)(z) =
n∏
j=1
(z − p(k)j ); K (k)¿ 0; k ∈N;
with m¿ 0, n¿ 0, by means of the following computation steps.
Step 1: From the initial guess of zeros and poles
−1¡z(0)1 ¡ · · ·¡z(0)m ¡*¡+¡p(0)1 ¡ · · ·¡p(0)n ¡ ,;
determine the extremal points of p(0)=q(0)
−1 = e(0)0 ¡z(0)1 ¡e(0)1 ¡ · · ·¡z(0)m ¡e(0)m 6 *;
+ = f(0)0 ¡p
(0)
1 ¡f
(0)
1 ¡ · · ·¡p(0)n ¡f(0)n 6 ,
and set k := 1.
Step 2: Calculate r(k) from
r(k)(e(k−1)j ) = (−1)m−j(k); j = 0; 1; : : : ; m; (3.15)
r(k)(f(k−1)j ) = (−1)n−j; j = 0; 1; : : : ; n: (3.16)
By Theorem 3.5, (k)6 mn.
Step 3: Determine the extremal points of r(k)
−1 = e(k)0 ¡ · · ·¡e(k)m 6 *¡+ = f(k)0 ¡ · · ·¡f(k)n 6 ,;
such that
r(k)(e(k)j ) = (−1)m−j(k)j ; j = 0; 1; : : : ; m; (3.17)
r(k)(f(k)j ) = (−1)n−j6(k)j ; j = 0; 1; : : : ; n; (3.18)
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where
(k)j ¿ 
(k) (06 j6m); 6(k)j 6 1 (06 j6 n): (3.19)
If (3.19) includes at least one strict inequality, then set k := k + 1 and go to Step 2, else stop
because (k) = mn by virtue of Theorem 3.6.
We have the following convergence result.
Theorem 3.9.
lim
k→∞
(k) = mn: (3.20)
Proof. We assume that, at iteration k, at least one inequality of (3.19) is strict. Then, the next
iterate r(k+1) is deJned by
r(k+1)(e(k)j ) = (−1)m−j(k+1); j = 0; 1; : : : ; m;
r(k+1)(f(k)j ) = (−1)n−j; j = 0; 1; : : : ; n:
Setting ej = e
(k)
j ; 06 j6m; fj = f
(k)
j ; 06 j6 n; r1 = r
(k+1); r2 = r(k), in (3.8) gives
m∑
j=0
5(k)j (
(k+1) − (k)j ) +
n∑
j=0
(k)j
(
1− 1
6(k)j
)
= 0 (3.21)
with 5(k)j ¿ 0; 06 j6m, and 
(k)
j ¿ 0; 06 j6 n. Normalizing (3.21) so that
∑m
j=0 5
(k)
j = 1, we
get the diIerence
(k+1) − (k) =
m∑
j=0
5(k)j (
(k)
j − (k)) +
n∑
j=0
(k)j
(
1
6(k)j
− 1
)
; (3.22)
which is strictly positive by the above assumption. The strictly increasing sequence {(k); k ∈N0}
is bounded above by mn, so that it converges
lim
k→∞
(k) = a: (3.23)
We claim that, for some c¿ 0,
5(k)j ¿ c; 06 j6m; 
(k)
j ¿ c; 06 j6 n; ∀k ∈N0: (3.24)
From
|r(k+1)(e(k)j )− r(k+1)(e(k)j−1)|= 2(k+1)¿ 2(1)¿ 0; 16 j6m
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and the continuity of r(k+1), we have e(k)j − e(k)j−1¿ <1; 16 j6m; ∀k ∈N0, for some <1¿ 0. Simi-
larly, from
|1=r(k+1)(f(k)j )− 1=r(k+1)(f(k)j−1)|= 2; 16 j6 n;
∃<2¿ 0 such that f(k)j − f(k)j−1¿ <2; 16 j6 n; ∀k ∈N0. As f(k)0 − e(k)m ¿ <3 = + − *, ∀k ∈N0, the
elements of the set {y0; y1; : : : ; ym+n+1} where yj= e(k)j , 06 j6m, ym+1+j=f(k)j , 06 j6 n, satisfy
|yj − y‘|¿ < = min{<1; <2; <3}¿ 0; j = ‘. For the vector u(y) = [1 y · · · ym+n+1], we can write
the relation
m+n+1∑
j=0
>ju(yj) = 0; >j = d(−1)j det Aj; d = 0; (3.25)
with det Aj=
∏
k¿‘(yk−y‘); k = j, ‘ = j and |>j|¿ |d|<N , N=
(m+n+1
2
)
. Actually, (3.25) corresponds
to (3.9) for some d so that, by the relations connecting the coeFcients of (3.9) to those of (3.8),
we conclude that 5(k)j and 
(k)
j are bounded below as in (3.24).
Inserting (3.24) into (3.22), we get
(k+1) − (k)¿ c
[(
max
06j6m
(k)j − (k)
)
+
(
1
/
min
06j6n
6(k)j − 1
)]
;
hence, by (3.23),
lim
k→∞
max
06j6m
(k)j = limk→∞
(k); lim
k→∞
min
06j6n
6(k)j = 1:
As (r(k))=max06j6m 
(k)
j =min06j6n 6
(k)
j , limk→∞ (r(k))= limk→∞ (k), and the inequalities (k)6
mn6 (r(k)) imply (3.20).
In the numerical examples of Section 4, the algorithm determines r∗ for m = 1; 2; : : : ; S − 1;
n= S −m; S = 2; 3; : : : ; 50. The initial set of zeros and poles consists of the m optimal zeros of the
approximation in Rm;n−1 and the n optimal poles of the one in Rm−1; n, with the analytical formulas
(3.3) and (3.5) when n=1 and m=1. To locate the extremal points in Steps 1 and 3, we calculate
the zeros of
d
dz
(ln r(k)(z)) =
n
z
+
m∑
j=1
1
z − z(k)j
−
n∑
j=1
1
z − p(k)j
;
by inverse quadratic interpolation (see the Van Wijngaarden–Dekker–Brent method in [11]). In
Step 2, we eliminate (k) and K (k) from (3.15), (3.16) by writting the system of equations in
z(k)1 ; : : : ; z
(k)
m ; p
(k)
1 ; : : : ; p
(k)
n ,
p(k)(e(k−1)j )q
(k)(e(k−1)j−1 ) + p
(k)(e(k−1)j−1 )q
(k)(e(k−1)j ) = 0; j = 1; : : : ; m;
p(k)(f(k−1)j )q
(k)(f(k−1)j−1 ) + p
(k)(f(k−1)j−1 )q
(k)(f(k−1)j ) = 0; j = 1; : : : ; n;
which is solved by Newton’s method limited to one correction.
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Table 1
S m n 6mn  5 5 Q
10 2 8 6:32 · 10−4 1 9 1:03 · 10−4 6.1
20 3 17 2:66 · 10−8 1 19 3:90 · 10−9 6.8
30 6 24 2:29 · 10−12 2 28 1:41 · 10−13 16.2
40 8 32 1:92 · 10−16 3 37 5:05 · 10−18 38.0
50 8 42 4:35 · 10−21 4 46 1:81 · 10−22 24.0
4. Numerical examples
All numerical examples of this section are borrowed from [2]. The computations were carried out
on a PC Intel 233 MHz using a double-precision arithmetic of about 16 decimal digits. The Remes
algorithm stops when the Newton’s corrections to the zeros and to the poles are less than 10−10
in relative value. With the starting guesses mentioned in Section 3, the number of iterations ranges
from 3 to 7.
4.1. Comparison with asymptotically optimal solutions of the Bagby type
Three algorithms of the Bagby type [1] have been presented in [2] to produce asymptotically
optimal solution, i.e., sequences of rational functions r(k) ∈Rmn, k ∈N, such that, setting (r(k))=6mn,
one has
lim
S→∞ 6
1=S
mn = ‘(	); 	= m=n; S = m+ n;
where ‘(	) is the optimal limit deJned in (2.11). Algorithm 1 assumes 	=p=q with given positive
integers p and q. In Algorithm 2, m and n are chosen so that 	 is close to a given positive real
number a. Finally, Algorithm 3 determines m and n in an adaptive way to maximally decrease 6mn
in each step.
Example 4.1. This example is deJned by the intervals E = [− 10;−0:1] and F = [0:1; 0:5]. In order
to stress that 6mn may converge faster to zero as S increases, when m signiJcantly diIers from n,
Calvetti et al. [2, Tables 1 and 2] have calculated six sets of data by the three Bagby type algorithms.
Table 1 reproduces, for various S, the minimum 6mn of the six quantities, together with the degrees
m and n. As a comparison, it also gives the optimal ; 5 and 5 = min{mn; m + n = S}, as well
as the quotient Q = 6mn=5 going from 6.1 to 38.0, which illustrates the improvement achieved
by the solution studied in Section 3. We also remark that the diIerence between the numerator
degree  and the denominator degree 5 is more pronounced than in the asymptotically optimal
case.
Example 4.2. For the sets E=[−1:047 ·101;−9:552 ·10−3] and F=[1:379 ·10−2; 7:249]. Figure 1 of
[2] exhibits log10 6mn versus S running from 2 to 50, computed by the three Bagby type algorithms
(p= q= 1 in Algorithm 1 and a= 1 in Algorithm 2 due to the fact that Algorithm 3 Jnds m= 26
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Table 2
S log10 6mn log10 5 Q 
1=S
5
5 −0:0 −0:535 3.2 0.781644
10 −1:0 −1:417 2.5 0.721610
15 −1:4 −2:307 7.9 0.701831
20 −2:5 −3:216 5.0 0.690530
25 −3:3 −4:121 6.3 0.684150
30 −4:7 −5:036 2.0 0.679434
35 −4:8 −5:946 12.6 0.676280
40 −6:0 −6:862 7.9 0.673686
45 −6:8 −7:774 10.0 0.671800
50 −7:3 −8:691 25.1 0.670156
and n = 24 for S = 50). In the determination of mn by the Remes algorithm, it turns out that the
conditions of Property 3.8 are almost always fulJlled (except for the smallest values of m and n) so
that mn= nm. As a consequence, the minimum 5=min{mn; m+ n= S} is reached for = 5= s
if S = 2s, for  = s + 1, 5 = s and  = s, 5 = s + 1 if S = 2s + 1, which corroborates the choice
of the parameters for Algorithms 1 and 2. Table 2 compares the minimum log10 6mn given within
the precision of the Jgure, to log10 5. It also includes Q= 6mn=5 where 5 is rounded up to the
precision of 6mn, this quotient ranging from 2.0 to 25.1. We notice that log10 5 varies as a function
of S, approximately along a straight line whose slope is −0:183. For further reference, Table 2
also displays 1=S5 which, according to the approximate law, tends to 10−0:183 = 0:656 as S goes to
inJnity.
4.2. Application to the restoration of images
Calvetti et al. have described in [2] an application of (1.1) to the computation of the minimum
mean-square error estimate of a two-dimensional image in the presence of white Gaussian noise (see
also [3] for further details). Under suitable assumptions on the image, the samples of the restored
image Fˆ ∈RM;N are determined from those of the known degraded image G ∈RM;N by
Fˆ +
2>
2
R−1y FˆR
−1
x = G; (4.1)
where 2>=
2 is related to the signal-to-noise ratio SNR := 10 log10(
2=2>)(dB), and where R
−1
y ∈
RM;M , R−1x ∈RN;N are symmetric tridiagonal matrices whose spectra satisfy
(R−1z ) ⊆
[
1− z
1 + z
;
1 + z
1− z
]
; z = x; y; (4.2)
in which z is the adjacent sample correlation in the z-direction. One way of identifying (4.1) with
(1.1) is to put
A := −>

R−1y ; B :=
>

R−1x ; C := G;
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Table 3
S log10 5 
1=S
5 .  ˜
1=S
.
5 −1:227 0.568239 3 2 0.592605
10 −2:884 0.514709 6 4 0.524099
15 −4:524 0.499334 9 6 0.502509
20 −6:191 0.490311 13 7 0.491698
25 −7:845 0.485514 16 9 0.484769
30 −9:513 0.481832 19 11 0.480358
35 −11:173 0.479494 22 13 0.477309
40 −12:841 0.477492 25 15 0.475077
45 −14:503 0.476106 28 17 0.473374
50 −16:172 0.474846 31 19 0.472031
so that, from (4.2), the sets E and F in (2.7) are given by
E =−>

[
1 + y
1− y ;
1− y
1 + y
]
; F =

>
[
1− x
1 + x
;
1 + x
1− x
]
: (4.3)
We remark that in [2, Eq. (6.1)] the sets
E =−>

[
1 + y
1− y ;
1− y
1 + y
]
; F =
>

[
1− x
1 + x
;
1 + x
1− x
]
(4.4)
have been erroneously used. In [3], Calvetti and Reichel have transformed (4.1) into a Sylvester’s
equation (1.2) so that the sets deJning the associated problem of Zolotarev are, up to a scaling
factor, identical to (4.3) (see [3, Eq. (4.4)]). In the next two examples, we compare the optimal
solution of Section 3 with the one investigated in [7] for the problem of Zolotarev.
Example 4.3. The problem of image restoration characterized by the parameters
x = 0:9164; y = 0:9414; SNR = 10 dB; (4.5)
leads, by (4.3), to the intervals E=[−1:04765·101;−9:54515·10−3] and F=[4:36235·10−2; 2:29234·
101]. Like in Example 4.2, the optimal degrees relative to 5 = min{mn; m + n = S} are  = 5 =
s if S = 2s,  = s + 1, 5 = s and  = s, 5 = s + 1 if S = 2s + 1. For these degrees, we get
the quantities log10 5 and 
1=S
5 displayed in Table 3. The variation of log10 5 as a function
of S is almost linear according to a straight line of slope −0:333, which yields limS→∞ 1=S5 ≈
0:465. Since 1=S5 is connected with the average rate of convergence per iteration, it allows to
make a comparison between two diIerent S. As it decreases very slowly when S exceeds some
moderate number, it is not justiJed from the practical point of view to consider the approximation
problem of Section 3 for large values of S. Table 3 also exhibits the average rate of convergence
˜1=S. = min{˜1=Smn ; m + n = S} associated with the Sylvester’s equation, which was computed by the
algorithm presented in [7]. In this case, the degrees . and  are diIerent but 1=S5 and ˜
1=S
. are
comparable: from this standpoint, it seems equivalent to directly solve (1.1) or to transform it into
(1.2). Finally, if formulas (4.4) are used, the sets E and F are those worked out in Example
4.2. As appears from Tables 2 and 3, this has some signiJcative consequences on the results.
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Table 4
S log10 5 
1=S
5 .  ˜
1=S
.
5 −0:820 0.685374 3 2 0.658257
10 −2:032 0.626355 6 4 0.582284
15 −3:238 0.608348 9 6 0.558249
20 −4:467 0.597951 12 8 0.546467
25 −5:687 0.592246 15 10 0.539465
30 −6:920 0.587959 18 12 0.534822
35 −8:145 0.585160 21 14 0.531516
40 −9:379 0.582816 24 16 0.529042
45 −10:607 0.581150 27 18 0.527121
50 −11:841 0.579670 30 20 0.525585
In particular, the values of log10 5 given in Table 3 are nearly twice as small as the one of
Table 2.
Example 4.4. The data are given by (4.5) except for the signal-to-noise ratio which becomes 5 dB.
For sets (4.4), this does not modify the results of Table 2 by virtue of (2.12). On the contrary, in
the case of (4.3), we get the new Table 4. In general, the comments made for Example 4.3 can
be repeated. Yet, a comparison between 1=S5 and ˜
1=S
. in Table 4 suggests that, instead of directly
solving (4.1) by the ADI method, it may be advantageous to Jrst transform it into a Sylvester’s
equation.
5. Conclusion
The paper investigates the optimal solution of a rational approximation problem in connection with
the convergence analysis of the ADI iterative method for solving the matrix equation X −AXB=C.
A characterization and uniqueness theorem is established and a convergent Remes like algorithm is
presented. Extensive numerical experiments emphasize the performance attainable by these optimal
solutions, compared to previously reported results.
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