An Idealised Model Study of Eddy Energetics in the Western Boundary 'Graveyard' by Yang, Zhibin et al.
 1 
An Idealised Model Study of Eddy Energetics in the Western Boundary 'Graveyard' 1 
 2 
ZHIBIN YANG 3 
Key Laboratory of Physical Oceanography, Ocean University of China, Qingdao, China, 4 
and College of Oceanography, Hohai University, Nanjing, China, and Centre for Ocean and 5 
Atmospheric Sciences, School of Environmental Sciences, University of East Anglia, Norwich, 6 
United Kingdom, and Department of Atmospheric and Oceanic Sciences & Institute of 7 
Atmospheric Sciences, Fudan University, Shanghai, China 8 
 9 
XIAOMING ZHAI 10 
Centre for Ocean and Atmospheric Sciences, School of Environmental Sciences, University of 11 
East Anglia, Norwich, United Kingdom 12 
 13 
DAVID P. MARSHALL 14 
Department of Physics, University of Oxford, Oxford, United Kingdom 15 
 16 
GUIHUA WANG 17 
Department of Atmospheric and Oceanic Sciences & Institute of Atmospheric Sciences, 18 
Fudan University, Shanghai, China, and CMA-FDU Joint Laboratory of Marine 19 
Meteorology, Fudan Univerisity, Shanghai, China 20 
 21 
 22 
Corresponding author: Xiaoming Zhai, xiaoming.zhai@uea.ac.uk 23 
 2 
Abstract: 24 
Recent studies show that the western boundary acts as a ‘graveyard’ for westward-propagating 25 
ocean eddies. However, how the eddy energy incident on the western boundary is dissipated 26 
remains unclear. Here we investigate the energetics of eddy-western boundary interaction using an 27 
idealised MIT ocean circulation model with a spatially variable grid resolution. Four types of model 28 
experiments are conducted: (1) single eddy cases, (2) a sea of random eddies, (3) with a smooth 29 
topography and (4) with a rough topography. We find significant dissipation of incident eddy 30 
energy at the western boundary, regardless of whether the model topography at the western 31 
boundary is smooth or rough. However, in the presence of rough topography, not only the eddy 32 
energy dissipation rate is enhanced, but more importantly, the leading process for removing eddy 33 
energy in the model switches from bottom frictional drag as in the case of smooth topography to 34 
viscous dissipation in the ocean interior above the rough topography. Further analysis shows that 35 
the enhanced eddy energy dissipation in the experiment with rough topography is associated with 36 
greater anticyclonic-ageostrophic instability (AAI), possibly as a result of lee wave generation and 37 










1. Introduction 47 
There is increasing evidence in support of the idea that the available potential energy built up 48 
by large-scale wind Ekman pumping of the main thermocline is released by the generation of eddies 49 
through instabilities of the mean currents (e.g., Gill et al. 1974; Wunsch 1998; Zhai and Marshall 50 
2013). In equilibrium, the energy flux into the eddy field has to be balanced by dissipation. 51 
However, where and how eddy energy is dissipated remains poorly understood (Ferrari and Wunsch 52 
2009). Zhai et al. (2010) used a simple reduced-gravity model along with satellite altimetry data to 53 
show that the western boundary acts as a ‘graveyard’ for westward-propagating ocean eddies, 54 
raising the possibility that the western boundary may be a hot spot for ocean mixing. They 55 
estimated a convergence of eddy energy near the western boundary of approximately 0.1-0.3 TW (1 56 
TW = 1012 W) poleward of 10 degree in latitude, a significant fraction of the wind power input to 57 
the ocean general circulation (e.g., Wunsch 1998; Hughes and Wilson 2008; Zhai et al. 2012). They 58 
further argued following Dewar and Hogg (2010) that this energy is most likely scattered into 59 
high-wavenumber vertical modes, resulting in energy dissipation and diapycnal mixing. However, 60 
the depth-integrated eddy energy budget approach and the use of a reduced-gravity model in Zhai et 61 
al. (2010) enabled them to show regions of energy loss for ocean eddies, but failed to identify the 62 
physical processes that are responsible for the eddy energy loss. 63 
The potential candidate processes for dissipating eddy energy include direct damping by 64 
air-sea interactions (Duhaut and Straub 2006; Zhai and Greatbatch 2007; Hughes and Wilson 2008; 65 
Xu et al. 2016), bottom frictional drag (Sen et al. 2008; Arbic et al. 2009), loss of balance 66 
(Molemaker et al. 2005; Williams et al. 2008; Alford et al. 2013), and energy transfer to lee waves 67 
over rough bottom topography (Nikurashin and Ferrari 2010a; Nikurashin et al. 2013). Importantly, 68 
some of the dissipating processes such as the bottom friction remove eddy energy adiabatically, 69 
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while other processes such as lee wave generation over rough topography may lead to 70 
bottom-enhanced diapycnal mixing in the western boundary region. There are fragments of 71 
evidence suggesting elevated bottom-enhanced energy dissipation and diapycnal mixing at the 72 
western boundary of the North Atlantic (Walter et al. 2005; Stöber et al. 2008; Clément et al. 2016), 73 
but these observations are highly limited in space and time, rendering them hard to interpret. 74 
Therefore, the fate of the eddy energy that converges on the western boundary remains elusive. 75 
Here we conduct a high-resolution idealized model study of eddy energetics in the western 76 
boundary region, with a particular focus on the effect of rough bottom topography. The paper is 77 
organized as follows. We begin in Section 2 by describing the model setup and experiment design. 78 
In Section 3, we present and compare results from model experiments with different initial 79 
conditions and bottom topography and discuss the role of different instability processes. In Section 80 
4, we apply a Lagrangian filer to diagnose lee wave energy dissipation and discuss the roles of 81 
non-propagating form drag and arrested topographic waves. Finally, the paper concludes with a 82 
summary in Section 5. 83 
2. Model Experiments 84 
a. Model configuration 85 
We employ the non-hydrostatic configuration of the Massachusetts Institute of Technology 86 
general circulation model (MITgcm; Marshall et al. 1997). The model domain is a rectangular basin 87 
that is 491 km (717 km for the random eddies case) wide in the zonal direction, 985 km long in the 88 
meridional direction and 3 km deep, with a continental slope situated next to the western boundary. 89 
Sponge layers are applied at the northernmost, southernmost and easternmost of the model domain 90 
to damp out any waves approaching these boundaries. The model simulations are initialized with 91 
either a single eddy or a sea of random eddies in the deep ocean to the east of the continental slope 92 
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(Table 1). In order to effectively simulate eddy-topography interaction, we use a uniform 20 m 93 
resolution in the vertical but a spatially variable horizontal resolution ranging from about 5 km in 94 
the deep ocean to 400 m in the slope region (Fig. 1). The MITgcm with a variable horizontal grid 95 
resolution was also used by Dewar and Hogg (2010) to achieve fine resolution near a western wall 96 
in order to better simulate eddy induced temperature overturns and mixing. The model is set on a 97 
beta-plane with f0 = 5×10-5 s-1 and β = 2.15×10-11 m-1 s-1 and employs a linear equation of state with 98 
no salinity such that the model density depends only on temperature. We employ the K-profile 99 
parameterisation (KPP) vertical mixing scheme (Large et al. 1994) and a quadratic bottom friction 100 
with drag coefficient of Cd = 2×10-3. Following Nikurashin et al. (2013), we set the Laplacian 101 
horizontal and vertical viscosity values to Ah = 1 m2 s-1 and Av = 10-3 m2 s-1 respectively, and both 102 
horizontal and vertical diffusivities for temperature to 10-5 m2 s-1. A large ratio of viscosity to 103 
diffusivity is used here to ensure that energy at small scales is dissipated primarily by viscous 104 
processes and the effect of both explicit and spurious diffusion on the flow energetics is small.  105 
b. Topography 106 
In the control experiment, a smooth hyperbolic tangent function, uniform in the meridional 107 
direction, is used for the shape of the continental slope near the western boundary (Fig. 2a). Similar 108 
to Wang and Stewart (2018), the bathymetry h(x) is defined by: 109 
,  (1) 110 
where x is the offshore distance (km), Zs = 1600 m is the vertical slope position, Hs = 2800 m is the 111 
shelf height, Xs = 120 km is the offshore slope position, and Ws = 50 km is the slope half-width. The 112 
values in (1) are chosen such that the smooth topography resembles the average shape of the 113 















which is typical of continental slopes at other western boundaries. 115 
In the rough-topography experiment, synthetically-generated rough topography that includes 116 
horizontal scales in the range from 1 to 40 km is added onto the smooth topography in the high 117 
resolution (400 m) region on the continental slope (Fig. 2b). The synthetic topography is computed 118 
as a sum of Fourier modes with amplitudes given by the observed topographic spectrum near the 119 
western boundary and random phases, following the stochastic seafloor model proposed by Goff 120 
and Jordan (1988). The Goff and Jordan model is a topographic spectrum model at O(0.1-100) km 121 
scales based on a statistical description of abyssal hills, 122 
,  (2) 123 
where (k, l) are the horizontal wavenumbers in the zonal and meridional directions, ϕ is the angle 124 
between the wave vector and the eastward direction, h2 is the variance of the topographic height, (k0, 125 
l0) are the characteristic wavenumbers of the principal axes of anisotropy, ϕ0 is the azimuthal angle, 126 
and μ is the high-wavenumber roll-off slope. 127 
Here we use the high-resolution multibeam topography data from the U.S. National 128 
Geophysical Data Center (NGDC, https://www.ncei.noaa.gov/maps-and-geospatial-products) to 129 
estimate the spectral characteristics of small-scale topography near the western boundary. The 130 
multibeam topography data located in the Kuroshio region (19-23oN, 123-127oE) is first divided in 131 
9 segments of size 0.5o×0.5o. In each segment, the large-scale topographic slope is removed by 132 
fitting a slope plane before computing the topographic spectrum. Finally, the mean parameters of 133 
those 9 segments are used to construct the rough topography. Given the idealized nature of our 134 
model study, we follow Nikurashin and Ferrari (2010b) and assume for simplicity that the synthetic 135 
rough topography is isotropic in our model. Two synthetic rough topographies (rough 1 and rough 2) 136 


































are generated with the same spectral amplitude but different random phases for use in model 137 
experiments initialized with a single anticyclonic eddy.  138 
c. Initial conditions 139 
An eddy structure model in cyclogeostropic balance is used to construct the initial eddy field 140 
in the single eddy experiment (Lee and Niiler 1998), 141 
,   (3)                                     142 
,  (4)      143 
where a = 33 km (one third of the eddy radius), Vθ is the tangential velocity, V0 = 0.5 m s-1 is the 144 
maximum velocity, g is the acceleration of gravity (9.81 m s-2), f is Coriolis frequency, λ = 10-3 m-1. 145 
T (z) is the background temperature derived from Global Digital Environmental Model (GDEM, 146 
https://www.usgodae.org//pub/outgoing/static/ocn/gdem) climatological monthly mean temperature 147 
(Teague et al. 1990). Since the anticyclonic eddy (AE) and cyclonic eddy (CE) tend to drift slightly 148 
equatorward and poleward respectively as they propagate westward, we initialize the AE (CE) in 149 
the northeast (southeast) of the domain to make sure the eddy encounters the continental slope in 150 
the high-resolution region (Figs. 3a-b). Other configurations for AE and CE are the same. 151 
Following Zhai et al. (2010) and towards a more realistic simulation, we also conduct 152 
experiments initialized with a sea of random eddies. In these experiments (Random hereafter), the 153 
initial sea surface height (SSH) field is constructed to have a magnitude comparable with that in the 154 
single eddy case, via superposition of zonal and meridional Fourier modes (Brannigan et al. 2015). 155 
For the initial three-dimensional temperature field associated with the eddies, we make use of the 156 
vertical eddy temperature anomaly profile derived from the Argo-composite data in the Kuroshio 157 





































































in the single eddy cases. The initial eddy velocity field is then derived from a combination of SSH 159 
and temperature anomalies via geostrophic balance. The Random experiment is first run at a coarser 160 
resolution of 4×4 km for 5 days to allow for the initial adjustment before it is run on the finer 161 
spatially-variable grid for 300 days with either a smooth or rough topography (Fig. 3c). 162 
3. Results 163 
3.1. Single eddy experiments 164 
a. Eddy trajectory and amplitude 165 
Fig. 4 shows the trajectories and amplitudes of eddy cores (defined here as positions of 166 
maximum/minimum SSH for AE/CE) in the five experiments that are initialized with a single eddy. 167 
The eddy trajectories in the smooth- and rough-topography experiments are very similar in the first 168 
~80 days before they approach the slope regions that are shallower than ~1500 m (Fig. 4a). The 169 
eddy propagates westward at speeds close to the phase speeds of long Rossby waves, with the AE 170 
drifting slightly equatorward and the CE drifting slightly poleward, similar to what has been 171 
observed in satellite altimeter data (Chelton et al. 2007). Upon encountering the slope region, the 172 
eddies in the control experiments appear to move offshore temporarily, while the eddies in the 173 
rough-topography experiments continue to propagate westward and eventually leave the 174 
high-resolution region where the synthetically-generated rough topography is added (black box in 175 
Fig. 4a). The eddy amplitudes show a general decay with time in all five experiments, with the 176 
decay rate being greater in the rough-topography experiments (Fig. 4b).  177 
b. Energetics 178 
We derive the energy equations (see Appendix) and then calculate individual term in the total 179 
energy equation following the model algorithm by making use of the MITgcm package for 180 
diagnosing the momentum balance. The high-resolution region near the western boundary enclosed 181 
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by the gray box in Fig. 1 is where the eddy energy budget analysis is conducted. Fig. 5 shows the 182 
time series of cumulative energy flux into the box (black solid), cumulative energy dissipation 183 
within the box (blue), cumulative diffusive energy flux across the boundaries of the box (green), 184 
total energy within the box (red) and the residue (black dashed) for the five single eddy experiments. 185 
The energy budget is closed for all five experiments. From the cumulative energy flux, we can infer 186 
that the eddies completely enter the high-resolution box region at about day 70. After that, little 187 
energy leaves the box, especially for the control experiments. The diffusive energy flux into and out 188 
of the box is very small such that the change of total energy within the box is caused by energy flux 189 
into the box and dissipation of energy within the box by bottom drag and viscous friction in all five 190 
experiments. On the other hand, energy dissipation rates in the rough-topography experiments are 191 
considerably higher than those in the control experiments. For example, the accumulated energy 192 
dissipation by day 200 in the rough-topography experiment is 1.7×1014 J (1.9×1014 J) for single CE 193 
(AE) comparing to 1.4×1014 J (1.7×1014 J) in the control experiment, representing an increase of 194 
about 21% (12%).  195 
We now compare the relative importance of different energy dissipation terms in the control 196 
and rough-topography experiments in the high-resolution region on the continental slope (Fig. 6). 197 
As the eddy approaches the western boundary, the magnitudes of both bottom frictional dissipation 198 
and interior viscous dissipation increase, regardless of whether the model has a smooth or rough 199 
topography, until they reach peak values at approximately day 100 when the eddy comes into close 200 
contact with the continental slope. After that, the energy dissipation rates start to decrease in all five 201 
experiments due to either the eddies moving slightly offshore in the control experiments or eddies 202 
drifting out of the computational region in the rough-topography experiments (Fig. 4a). Consistent 203 
with the study of Nikurashin et al. (2013), we find that energy dissipation by the bottom drag is 204 
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much more important for the smooth-topography control experiments, accounting for nearly half of 205 
the total energy dissipation between day 81 and day 120. When the rough topography is present, 206 
both the horizontal and vertical viscous energy dissipations in the ocean interior above the 207 
topography are greatly enhanced. The maximum horizontal and vertical viscous dissipations in the 208 
rough-topography experiments are almost three times and twice, respectively, of those in the control 209 
experiments. As a result, energy dissipation by the bottom drag makes the smallest contribution to 210 
the total energy dissipation in the rough-topography experiments. Results from the single eddy 211 
experiments therefore show that the presence of rough topography on the western boundary 212 
continental slope significantly enhances energy dissipation of westward-propagating eddies in the 213 
ocean interior, which potentially leads to enhanced mixing and water mass transformation. 214 
Comparison of results from the single AE experiments with two different randomly-generated 215 
rough topographies (rough 1 and rough 2) further shows that this conclusion is not sensitive to the 216 
details of the rough topography used (Figs. 5 and 6).  217 
Since the difference in energy dissipation between the control and rough-topography 218 
experiments mainly occurs between day 81 and day 120 (Fig. 6), we now take a closer look at the 219 
spatial distribution of energy dissipation in these 40 days. Fig. 7 shows the along slope mean 220 
dissipation rates in the high-resolution region integrated over these 40 days. In the two control 221 
experiments where the topography is smooth, high dissipation rates are found only in the upper 222 
1000 m due to the large velocity shear associated with the surface-intensified eddy velocity 223 
structure (Figs. 7a, d). In contrast, in the rough-topography experiments, in addition to the high 224 
energy dissipation rates in the upper water column, there is also a band of marked high energy 225 
dissipation that is a few hundred meters wide along and above the rough topography (Figs. 7b, e, g). 226 
The difference in energy dissipation rate near the bottom between the control and rough-topography 227 
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experiments can be as large as a factor of ten (Figs. 7c, f, h), which, to a large extent, explains the 228 
energy dissipation differences seen in Fig. 6. Quantitatively, the time- and volume-integrated energy 229 
dissipation rate over the high-resolution region on the continental slope between day 81 and day 230 
120 is 2.3×1013 J (2.8×1013 J) in the CE (AE) control experiment and 4.7×1013 J (5.4×1013 J, 231 
5.0×1013 J) in the CE (AE rough1, AE rough 2) rough-topography experiment, representing an 232 
increase of about 104% (93%, 79%). 233 
c. Ageostrophic kinetic energy 234 
The bottom-enhanced dissipation in the rough-topography experiments suggests a significant 235 
increase in small-scale ageostrophic motions near the bottom after the eddies encounter the rough 236 
topography on the continental slope. Fig. 8 shows the along slope mean ageostrophic kinetic energy 237 
integrated between day 81 and day 120 in the five single eddy experiments. The ageostrophic 238 
kinetic energy is calculated from the ageostrophic velocity which is taken here as the difference 239 
between the total velocity and its geostrophic component. Large ageostrophic kinetic energy is 240 
found in the upper 1000 m in all five experiments. In the rough-topography experiments, however, 241 
there is also a band of large ageostrophic kinetic energy above the rough topography along the slope, 242 
which mirrors the distribution of the high energy dissipation rates. The magnitude of near-bottom 243 
ageostrophic kinetic energy in the rough-topography experiments can be ten times larger than that 244 
in the control experiments. The differences in ageostrophic energy in the upper 1000 m are largely 245 
due to different eddy trajectories in the control and rough-topography experiments (Fig. 4a). 246 
d. Loss of balance 247 
The close connection between small-scale dissipation and ageostrophic motions suggests that 248 
loss of balance (LOB) may be responsible for this forward energy cascade. After examining the 249 
breakdown of balanced evolution in stratified flow, McWilliams and Yavneh (1998), McWilliams 250 
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(2003), and Molemaker et al. (2005) proposed the following LOB instability criteria and instability 251 
processes: 252 
(i) sign change of stratification N2 (gravitational instability or GI); 253 
(ii) Ertel potential vorticity (PV) takes the opposite sign of the planetary vorticity. In the Northern 254 
Hemisphere, that means negative PV, i.e., 255 
.                                         256 
If it is the first term, i.e., the horizontal component PVH, that is responsible for the negative PV, the 257 
instability that arises is symmetric instability or SI. If it is the second term, i.e., the vertical 258 
component PVZ, that is responsible for the negative PV, the instability that arises is inertial 259 
instability or INI; 260 
(iii) sign change of , where A is the absolute vorticity and 261 
 is the horizontal strain rate in isopycnal coordinates 262 
(anticyclonic-ageostrophic instability or AAI). Note that the criteria of  is not the sharp 263 
boundary for AAI, but rather an indicator of the neighbourhood for its occurrence; 264 
(iv) the Richardson number Ri < 0.25 (Kelvin-Helmholtz instability or KHI). 265 
In (ii)-(iv), stable stratification is assumed, i.e., N2 > 0. Table 2 shows the mean probabilities of 266 
occurrence (in percentage) of LOB during day 81-120. Except for the AAI in the rough-topography 267 
experiments (bold), conditions for other LOB are rarely satisfied. We note that the probability of 268 
occurrence of GI and KHI may be underestimated in our model, since when the criteria in (i) and 269 
(iv) are met at scales close to the grid scale, they will be instantaneously re-set to marginally stable 270 
conditions by KPP. Fig. 9 shows the along slope mean probabilities of occurrence of AAI during 271 
these 40 days. In the control experiments, the probabilities of AAI are only scattered at the shallow 272 














































end of the slope and also an order of magnitude smaller than those in the rough-topography 273 
experiments. In the rough-topography experiments, in additional to high probabilities of AAI at the 274 
shallow end of the slope, AAI also consistently exhibits strong near-bottom enhancement in a 275 
pattern very similar to those of energy dissipation rates (Fig. 7) and ageostrophic kinetic energy 276 
(Fig. 8). Even though the domain-averaged probabilities of AAI in the rough-topography 277 
experiments are less than 0.3% (Table 2), local probabilities of AAI near the bottom can be as large 278 
as 10%. Furthermore, there is also a close temporal correspondence between the probabilities of 279 
occurrence of AAI and interior viscous energy dissipation rates in all three rough-topography 280 
experiments, whereas in the control experiments where the probabilities of occurrence of AAI is at 281 
least an order of magnitude lower, no such relationship exists (Fig. 10). Our model results thus 282 
suggest that the enhanced viscous energy dissipation above the rough topography is associated with 283 
greater AAI there. 284 
Away from the shallow end of the slope, the occurrence of AAI above the rough topography in 285 
the CE rough-topography experiment is relatively sporadic and much less frequent than those in the 286 
AE rough-topography experiments (Fig. 9b). In fact, energy dissipation rate (Fig. 7b) and 287 
ageostrophic kinetic energy (Fig. 8b) in the slope region in the CE rough-topography experiment 288 
are also generally weaker than those in the AE rough-topography experiments. We attribute this 289 
result to the weaker near-bottom eddy velocities during the westward evolution of a CE, while, in 290 
contrast, the AE tends to maintain its deep structure and its near-bottom velocities (Figs. 11a-c). 291 
Recent work on LOB near sloping topographic boundaries considers submesoscale generation 292 
via symmetric instability and inertial instability (e.g., Wenegrat et al. 2018; Naveira-Garabato et al. 293 
2019). For example, Naveira-Garabato et al. (2019) showed that topographic frictional stress acting 294 
on an abyssal boundary current tilts isopycnals towards the vertical and compresses them 295 
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horizontally. The boundary current subsequently develops inertial and symmetric instabilities when 296 
the lateral stratification and shear become sufficiently large. However, Table 2 shows that 297 
conditions for these instabilities are rarely satisfied in our model. This may be due to the relatively 298 
small Rossby number in our experiments which prevents PVZ from becoming negative. Although 299 
PVH is a negative definite quantity for geostrophic flow (Thomas et al. 2013), there are no large 300 
negative values of PVH near the bottom slope to overcome positive PVZ (not shown). Furthermore, 301 
we found that the bottom Richardson number in our model simulations is often larger than what is 302 
required for SI and INI to be the dominant modes of instability, according to the regime diagram of 303 
Wenegrat et al. (2018). The probabilities of SI and INI are higher in the rough-topography 304 
experiments than in the smooth-topography experiments due possibly to weaker bottom 305 
stratification above the rough topography (Wenegrat et al. 2018), but they are still more than an 306 
order of magnitude smaller than the probability of AAI. 307 
AAI can arise through a shear-assisted resonance of at least one unbalanced wave (inertial 308 
gravity wave or Kelvin wave) with coincident Doppler-shifted phase speeds (McWilliams et al. 309 
2004), and wave-wave interaction provides a mechanism of direct energy transfer toward 310 
small-scales, without a turbulent cascade process, thus enhancing the viscous dissipation (Staquet 311 
and Sommeria 2002). AAI has been identified in several previous studies (see e.g. Wang et al. 2012 312 
and references therein) and these studies show that significant ageostrophic growth rates can occur 313 
in the neighborhood of . Even though the maximum growth rates of these ageostrophic 314 
modes are smaller than that of the classical geostrophic mode (baroclinic instability), it is important 315 
to note that the geostrophic mode is only unstable at length scales larger than the first baroclinic 316 
deformation radius which is far from the turbulent dissipation scale, and that at smaller scales the 317 
ageostrophic mode is the only unstable one (Müller et al. 2005). Different from other LOB 318 
0=- SA
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instabilities, the criteria for AAI can be satisfied even if the magnitude of Rossby number is 319 
moderate, and is therefore considered to be one possible route to dissipation for the large-scale 320 
ocean general circulation (Wang et al. 2012). 321 
3.2. Experiments with a sea of random eddies  322 
In the experiments initialized with a sea of random eddies, the eddies again propagate 323 
predominately westward while at the same time interacting with each other through shear 324 
deformation and merging of eddies of the same polarity. As expected, the total eddy energy 325 
decreases with time, and at the end of model simulation on day 300, only some relatively weak 326 
eddies (with maximum amplitude of about 6 cm) can be found near the shelf. 327 
Fig. 12 shows the diagnosed energy budget in the high-resolution box region near the western 328 
boundary for both the control and rough-topography experiments. The energy budget is again 329 
closed, and the main balance, similar to that in the single eddy experiments, is between changes of 330 
total energy within the box, energy flux into the box and dissipation of energy within the box by 331 
bottom drag and viscous friction, with diffusive energy flux making a negligible contribution. The 332 
cumulative energy dissipation by day 300 in the rough-topography experiment is 2.5×1014 J 333 
comparing to the 2.1×1014 J in the control experiment, representing an enhancement of about 20%.  334 
The presence of rough topography also profoundly changes the relative importance of energy 335 
dissipation by bottom drag and interior viscous dissipation (Fig. 13). In the control experiment, 336 
bottom frictional dissipation is most important, accounting for about 46% of the total energy 337 
dissipation. In contrast, bottom dissipation is least important in the rough-topography experiment, 338 
accounting for less than 14% of the total dissipation. Including rough topography on the continental 339 
slope reduces the time- and volume-integrated bottom dissipation by about two-thirds (6.7×1013 J in 340 
control vs. 2.4×1013 J in rough-topography), but almost doubles the total amount of interior viscous 341 
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dissipation. While there is only a moderate enhancement in vertical viscous energy dissipation 342 
(6.0×1013 J in control vs. 7.1×1013 J in rough-topography), the time- and volume-integrated 343 
horizontal viscous dissipation is almost quadrupled (1.9×1013 J in control vs. 7.7×1013 J in 344 
rough-topography), which leads to an overall increase in energy dissipation in the rough-topography 345 
experiment by about 20%.  346 
Furthermore, differences in energy dissipation rate between the control and rough-topography 347 
experiments become significant only after the eddies have come into contact with the upper slope. 348 
Fig. 14 shows the volume-normalised and volume-integrated energy dissipation rates as a function 349 
of depth during day 121-300. In both experiments, large energy dissipation rates are concentrated in 350 
the upper 1500 m or so where the energy dissipation rate is almost doubled when the rough 351 
topography is present. At depths greater than 1500 m, energy dissipation rates in both the control 352 
and rough-topography experiments, as well as their differences, are relatively small. This result 353 
highlights the importance of the western boundary in dissipating eddy energy. Recall that rough 354 
topography is added on the slope over the full depth range from roughly 3000 m at the ocean 355 
bottom to the continental shelf. The key role of the western boundary here is that its presence brings 356 
the (rough) topography up in the water column such that the seabed is in direct contact with the 357 
energetic upper part of the eddies. 358 
There is again co-variation between the probabilities of occurrence of AAI and magnitude of 359 
viscous dissipation in the rough-topography experiment, but not in the control experiment where the 360 
probability of AAI is about two orders of magnitude lower (Figs. 13d-e). Fig. 15 shows the along 361 
slope mean dissipation rate, ageostrophic kinetic energy and probabilities of occurrence of AAI 362 
during day 201-240 in experiments with a sea of random eddies. The results are very similar to 363 
those in the single eddy experiments: in the rough-topography experiment, there are distinct bands 364 
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of enhanced energy dissipation rates, elevated ageostrophic kinetic energy and greater probabilities 365 
of AAI, all occurring right above the rough topography along the slope. Results from other time 366 
periods (e.g., day 121-160, day 161-200, day 241-280) are very similar. 367 
4. Discussion 368 
4.1 Lee wave energy dissipation 369 
Our study shows that the enhanced eddy energy dissipation near the western boundary in the 370 
experiments with a rough topography is associated with greater AAI. On the other hand, internal lee 371 
wave generation as a result of eddy geostrophic flow impinging on rough, small-scale topography is 372 
thought to be an important route to eddy energy dissipation, particularly in the Southern Ocean 373 
(Nikurashin and Ferrari 2010b; Nikurashin et al. 2013). Here we explore the role of lee wave 374 
generation in the enhanced dissipation found in our rough-topography experiments. 375 
Following Nagai et al. (2015) and Shakespeare and Hogg (2017b), we apply a Lagrangian 376 
filter to separate the model flow field into the (internal) wave and nonwave components, with the 377 
wave component defined as motions with Lagrangian frequencies exceeding the local inertial 378 
frequency. The advantage of the Lagrangian filtering method is that it accounts for the Doppler 379 
shifting of wave frequency associated with stationary waves such as lee waves. Over 60 million 380 
flow-following particles (one particle at every model grid point) are introduced in the 381 
high-resolution region of the two single AE experiments (control and rough) and their trajectories 382 
are computed every hour over a 1-week analysis period (model day 82-88). The model velocities 383 
are then interpolated from the model grid to the particle trajectories where a high-pass filter is 384 
applied to isolate the wave field. After that, the high-pass filtered velocities are interpolated back 385 
from the particle locations to the model grid. Following Shakespeare and Hogg (2018), we 386 
performed an evaluation of errors associated with forward and backward interpolations between the 387 
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model grid and particle locations and found that the errors associated with inhomogeneity of 388 
particle concentrations are generally negligible (not shown). To avoid the ringing effect associated 389 
with the high-pass filtering at the beginning and end of the 1-week period, only the middle 5 days 390 
of the filtered velocity data are used to calculate the wave energy dissipation (εW) and the nonwave 391 
energy dissipation (εNW): 392 
,  (6)                                  393 
where uH is the high frequency velocity associated with wave motions and uL is the low frequency 394 
velocity associated with nonwave motions. Ah and Az are the horizontal and vertical viscosities, 395 
respectively. 396 
Fig. 16 shows the results from the AE control and AE rough experiments. In the control 397 
experiment, the nonwave energy dissipation dominates and is concentrated mostly in the upper 398 
1000 m, with wave energy dissipation making a very small contribution near the shallow end of the 399 
slope (Figs. 16a-b). The domain-integrated nonwave energy dissipation is more than one order of 400 
magnitude larger than the wave energy dissipation. 401 
In the rough-topography experiment, although the nonwave dissipation is still the leading 402 
energy dissipation term, there are some noticeable differences. First, both wave and nonwave 403 
energy dissipation rates are strongly enhanced in a band right above the rough topography along the 404 
slope (Figs. 16c-d). Second, the ratio between the domain-integrated nonwave and wave energy 405 
dissipation is reduced to only slightly over two. This result shows that direct energy dissipation of 406 
lee waves contributes to the bottom-enhanced dissipation seen in the rough-topography experiments. 407 




























































































increase in strain rate may be in part associated with internal lee wave generation as a result of 409 
eddy-topography interaction. The possible role of lee wave generation in triggering AAI at the 410 
western boundary or in the Southern Ocean is intriguing but is left for a future study.  411 
4.2 Non-propagating form drag 412 
According to the linear theory, freely propagating internal lee waves are only generated by 413 
topographic features with horizontal wavenumbers greater than f/u0, where f is the Coriolis 414 
frequency and u0 is the bottom mean flow speed, while the response to larger-scale topography is 415 
evanescent, i.e., non-propagating, and results in no drag or energy loss of the mean flow. The linear 416 
theory requires the inverse topographic Froude number Nh/u0 to be small, where N is the bottom 417 
buoyancy frequency and h is the topographic height. However, recent work by Klymak (2018) 418 
suggests that for a variety of topographic regimes, Nh/u0 >1, indicating the flow is significantly 419 
nonlinear and dissipative, and that the non-propagating form drag is likely to be more important for 420 
energy dissipation than propagating lee waves. In the rough-topography experiments, the 421 
root-mean-squared height of the synthesized rough topography h = 190 m, N is about 6e-3 s-1 up the 422 
slope and 1e-3 s-1 down the slope, and the bottom velocity u0 is about 0.1 m s-1 up the slope and 423 
about 0.05 m s-1 down the slope, so the inverse Froude number Nh/u0 is about 4-11. This means the 424 
bottom flow is nonlinear and dissipative, and the non-propagating form drag effect is likely to be 425 
present in our model experiments (Klymak 2018). Note that the contribution of non-propagating 426 
form drag to eddy energy dissipation is included in the nonwave energy dissipation term (Figs. 16b 427 
and d). 428 
4.3 Arrested topographic waves 429 
Dewar and Hogg (2010) showed that when an anticyclonic eddy impinges on a western wall, 430 
boundary Kelvin waves excited poleward of the eddy can be arrested by the opposing eddy current. 431 
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Energy can then be transferred from the balanced eddy flow to unbalanced Kelvin waves which 432 
results in exponential growth of wave disturbance and decay of eddy energy. At the western 433 
boundary, only anticyclonic eddies are able to arrest boundary Kelvin waves; Kelvin waves excited 434 
by cyclonic eddies impinging on the western wall are free to propagate equatorward. Therefore, if 435 
the arrested boundary/topographic waves were responsible for dissipating eddy energy in our 436 
experiments, we would expect to see large differences between single AE and CE experiments. Figs. 437 
5-7 show that there are no qualitative differences in the magnitude and spatial pattern of eddy 438 
energy dissipation in single AE and CE experiments, with either smooth or rough topography. The 439 
relative insignificance of the arrested boundary/topographic waves in our experiments may be 440 
related to weak bottom eddy velocities and/or the sloping topography (rather than a vertical wall) 441 
that the eddies encounter. 442 
4.4 Non-hydrostatic effect 443 
The radiating internal waves from topography with horizontal scales in the range from |f/u0| to 444 
N/u0, typically span wavelengths from about O (0.1) km to O (10) km (Bell 1975a,b). In order to 445 
resolve these small-scale topography and internal wave motions, we have used a high spatial 446 
resolution, which is 20 m in the vertical and variable in the horizontal with a finest grid of 400 m in 447 
the slope region (Fig. 1). Furthermore, the non-hydrostatic configuration is used in all model 448 
simulations. Under such configuration, the model is very expensive to run. To test the model’s 449 
sensitivity to hydrostatic approximation, we re-run the rough-topography experiment with a sea of 450 
random eddies from day 161 to 200 with hydrostatic approximation (other configurations remain 451 
the same). It is worth pointing out that the hydrostatic model is about 2 times faster to run than the 452 
non-hydrostatic model. Fig. 17 shows that the difference between the results of the hydrostatic and 453 
non-hydrostatic models is very small. For example, the time-integrated total energy dissipation is 454 
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2.769×1013 J and 2.766×1013 J in the hydrostatic and non-hydrostatic models, respectively. This 455 
result is potentially useful for future studies that plan to employ a similar model setup. The 456 
non-hydrostatic effects on the ageostrophic instabilities can, however, be significant when the 457 
stratification is weak (e.g. Molemaker et al. 2005). 458 
5. Summary 459 
In this study we have investigated the energetics of eddy-western boundary interaction in a 460 
high-resolution idealized ocean model, motivated by a recent study that highlights the western 461 
boundary acts as a ‘graveyard’ for westward-propagating ocean eddies. We initialize the idealized 462 
model with either a single eddy or a sea of random eddies, and run it with both smooth topography 463 
and synthetically-generated rough topography. We find significant dissipation of incident eddy 464 
energy at the western boundary, regardless of whether the model topography at the western 465 
boundary is smooth or rough. We attribute it to the fact that bottom topography (rough or not) is 466 
brought upwards to the surface at the western boundary and as such it comes into contact with the 467 
energetic part of the eddies in the upper water column, whereas in the open ocean the eddy bottom 468 
velocities that interact with the bottom topography are much weaker. 469 
The presence of rough topography, on the other hand, leads to enhanced eddy energy 470 
dissipation rates, and, perhaps more importantly, changes the relative importance of energy 471 
dissipation by bottom drag and interior viscous dissipation. The leading process for removing eddy 472 
energy switches from bottom frictional drag in model experiments with a smooth topography to 473 
interior viscous dissipation in experiments where rough topography is added. Whether eddy energy 474 
is removed from the ocean by bottom frictional drag or by interior viscous dissipation is an 475 
important matter since energy dissipation by bottom friction is an adiabatic process, while that by 476 
interior viscous dissipation may lead to bottom-enhanced diapycnal mixing in the western boundary 477 
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region. Recent sensitivity experiments show that the stratification and overturning circulation in 478 
ocean general circulation models are very sensitive to the magnitude and structure of the 479 
eddy-induced mixing at the western boundary (Saenko et al. 2012). 480 
In our model experiments, there appears to be a close connection between small-scale energy 481 
dissipation and ageostrophic motions which prompts us to examine conditions for loss of balance. 482 
We find that except for anticyclonic-ageostrophic instability or AAI in the rough-topography 483 
experiments, conditions for other types of loss of balance are rarely satisfied. In all 484 
rough-topography experiments, there is a close spatial and temporal correspondence between the 485 
probabilities of occurrence of AAI and the magnitude of interior viscous energy dissipation rate, 486 
whereas in the smooth-topography experiments where the probabilities of occurrence of AAI is at 487 
least an order of magnitude lower, no such relationship exists. Our model results thus suggest that 488 
the enhanced viscous energy dissipation above the rough topography in the rough-topography 489 
experiments is associated with greater AAI there. It is possible that the enhanced AAI in the 490 
rough-topography experiments is a result of lee wave generation and non-propagating form drag 491 
effect and that AAI simply acts to facilitate the breaking of these bottom-generated wave structures. 492 
The relationship between AAI and lee wave breaking in both its propagating and non-propagating 493 
forms is clearly worthy of further investigation and is left for a future study.  494 
Finally, results from this study have implications for the recently-proposed 495 
energetically-consistent mesoscale eddy parameterization schemes which require solving an explicit 496 
eddy energy budget to control the magnitude of eddy transfer coefficients (Eden and Greatbatch 497 
2008; Marshall and Adcroft 2010; Marshall et al. 2012; Jansen and Held 2014; Jansen et al. 2015; 498 
Mak et al. 2018). One of the key unknowns in this eddy energy budget is eddy energy dissipation 499 
rate and its spatial structure (Mak et al. 2018). We suggest that the eddy graveyard at the western 500 
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Derivation of the Energy Equations 525 
a. Kinetic energy 526 
The momentum equations in the x and y directions are 527 
, and                                (A1)          528 
,                                    (A2)   529 
where 530 
, and 531 
,                         (A3) 532 
include viscous terms and bottom friction. The term  is the reference pressure 533 
with reference density  and non-hydrostatic pressure term ,  is the 534 
background density.  is the divergence operator. u is the three-dimensional velocity vector. 535 
Multiplying Eqs. (A1) and (A2) by u and v, respectively and adding them together, we obtain 536 
the equation for kinetic energy: 537 
,                                     (A4) 538 
where  is the kinetic energy, F is the kinetic energy flux term, 539 
 is viscous energy dissipation, Db is bottom frictional dissipation, 540 
 is the conversion term between kinetic energy and potential energy. 541 




































































































































To derive the equation for available potential energy (APE), we start with the equation of 543 
density, 544 
,                                                 (A5) 545 
where  is the diffusion term. 546 
There are several ways of defining the APE (Huang 2005) and here we choose the one that is 547 
analogous to the quasigeostrophic definition which is widely used (e.g., Pedlosky 1987; Oort et al. 548 
1989, 1994; Huang 2010; von Storch et al. 2012). Note that this definition assumes the variation of 549 
stratification is much smaller than the background stratification, in order to neglect the vertical 550 
advection of perturbed density. 551 
We define , with . 552 
The conservation equation for APE is then obtained by multiplying Eq. (A5) by : 553 
,                                    (A6) 554 
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TABLE 1. Model experiments (AE–experiment initialized with an anticyclonic eddy; 739 
CE–experiment initialized with a cyclonic eddy; Random–experiment initialized with a sea of 740 
random eddies; ctrl–control experiment with a smooth topography; rough–experiment with a rough 741 
topography). 742 
TABLE 2. Mean probabilities of occurrence (%) of LOB (GI–gravitational instability; INI–inertial 743 
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Fig. 1. The model domain for single eddy experiments with sponge layers at the southern, 869 
eastern and northern boundaries (gray shading). The spatially variable grid resolution in both 870 
horizontal directions is shown in the two side panels. The white contours represent the isobaths (m) 871 
of the smooth topography. The region near the western boundary inside the gray box is where the 872 
eddy energy budget analysis is conducted. The color shading in the main panel shows the SSH (cm) 873 
on day 1 in the experiment initialized with an anticyclonic eddy. The model domain for the 874 







Fig. 2. Topography used in (a) control and (b) rough-topography experiments. The color 881 
shading in (a) shows the background temperature (oC) in the control experiment initialized with an 882 
















Fig. 3. SSH (cm) fields on day 1 in experiments initialized with (a) a single AE, (b) a single 898 
















Fig. 4. Eddy (a) trajectories and (b) amplitudes in the control (solid), rough 1 (dashed) and 914 
rough 2 (dotted) experiments initialized with either a single AE (red) or CE (blue). Gray contours in 915 
(a) show the isobaths (m) of the smooth topography and the black box encloses the high-resolution 916 
(400 m) region where the synthetically-generated rough topography is added to the smooth 917 
hyperbolic tangent function in the rough-topography experiments. The blue and red dots with black 918 











Fig. 5. Time series of cumulative energy flux into the gray box near the western boundary in 929 
Fig. 1 (black solid), cumulative energy dissipation within the box (blue), cumulative diffusive 930 
energy flux across the boundaries of the box (green), total energy within the box (red) and the 931 













Fig. 6. Instantaneous bottom frictional dissipation and interior viscous dissipation in five 944 
single eddy experiments. The upper panels are for the CE experiments and lower panels for the AE 945 
experiments. Solid, dashed and dotted curves represent results from the control, rough 1 and rough 946 













Fig. 7. Along slope mean dissipation rate (unit: J) integrated during day 81-120 in single eddy 959 
experiments. (a) and (b) are for the CE control and rough-topography experiments, respectively. (c) 960 
is ratio between (a) and (b), i.e., (b) divided by (a), and the black lines in (c) are contours of ten; 961 
(d-f) are the same as (a-c) but for the AE control and AE rough 1 experiments; (g-h) are the same as 962 













Fig. 8. Along slope mean ageostrophic kinetic energy (unit: J) integrated during day 81-120 in 975 
single eddy experiments. (a) and (b) are for the CE control and rough-topography experiments, 976 
respectively. (c) is the ratio between (a) and (b), i.e., (b) divided by (a), and the black lines in (c) are 977 
contours of ten; (d-f) are the same as (a-c) but for the AE control and AE rough 1 experiments; (g-h) 978 












Fig. 9. Along slope mean probabilities of occurrence of AAI during day 81-120. (a) CE control; 990 














Fig. 10. Time series of occurrence of AAI (black) and viscous energy dissipation (blue; watt) 1004 















Fig. 11. Along slope mean kinetic energy (J) during day 81-120 in single eddy experiments. 1019 












Fig. 12. Time series of cumulative energy flux into the gray box near the western boundary in 1031 
Fig. 1 (black solid), cumulative energy dissipation within the box (blue), cumulative diffusive 1032 
energy flux across the boundaries of the box (green), total energy within the box (red) and the 1033 













Fig. 13. Instantaneous (a) bottom frictional dissipation, (b) horizontal viscous dissipation, (c) 1046 
vertical viscous dissipation and (d-e) relationship between energy dissipation and probabilities of 1047 
occurrence of AAI in the two experiments initialized with a sea of random eddies; and the 1048 













Fig. 14. (a) Volume-normalised and (b) volume-integrated energy dissipation rates as a 1061 
function of depth during day 121-300 in the sea of random eddies experiments. Blue (red) line 1062 
shows the result from the experiment with a smooth (rough) topography, and the color shading 1063 













Fig. 15. Along slope mean dissipation rate (a-c; unit: J), ageostrophic kinetic energy (d-f; unit: 1076 
J) and probabilities of occurrence of AAI (g-h) integrated over day 201-240 in the sea of random 1077 















Fig. 16. Wave (εW) and nonwave (εNW) energy dissipation rates integrated during day 83-87 in 1092 














Fig. 17. Comparison between results from the non-hydrostatic and hydrostatic models. 1106 
