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Abstract
We investigate time-constructible functions in one-dimensional cellular automata (CA). It is
shown that (i) if a function t(n) is computable by an O(t(n)−n)-time Turing machine, then t(n)
is time constructible by CA and (ii) if two functions are time constructible by CA, then the sum,
product, and exponential functions of them are time constructible by CA. As an application, it is
shown that if t1(n) and t2(n) are time constructible functions such that limn→∞ t1(n)=t2(n) = 0
and t1(n)¿ n, then there is a language which can be recognized by a CA in t2(n) time but not
by any CA in t1(n) time. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
One of the simplest models of parallel computation is cellular automata (CA). A
CA is a one-dimensional array of identical 7nite-state automata, called cells, which are
uniformly interconnected. Every cell operates synchronously at discrete time steps and
changes its state depending on the previous states of itself and its neighbors.
Various algorithms have been designed on CA: For example, Cole [6] presented real-
time recognition algorithms for concrete languages, including palindromes and the set
of strings of the form ww. Korec [12, 13] designed real-time algorithms for generating
primes. Mazoyer and Terrier [15] considered signals and investigated constructibility
of functions, such as ik , ki, ki + i1=2, i + log i, and i!, where k¿0 is an integer
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and i=0; 1; 2; : : : . Also, Buchholz and Kutrib [3] investigated constructibility of func-
tions in one-way CA, in which information is allowed to move in one direction. (More
information on CA-algorithms may be found in [2, 4, 7, 10, 11, 14, 18–21].)
In this paper, we continue the study of constructible functions, started by Mazoyer
and Terrier [15]. We show that if a function t(n) is computable by an O(t(n) − n)-
time Turing machine (TM), then t(n) is constructible by CA. Since the set of com-
putable functions by TMs is known to be very rich [9], most common functions are
constructible by CA. The set of CA-constructible functions includes cnr , n + logr n,
n logs n, n(log log n)s, etc., where c¿1, r¿1, and s¿0 are rational constants. Further-
more, we show that if functions f(n)¿n and g(n)¿n are constructible by CA, then
f(n) + g(n) − n¿n, f(n) · g(n)=n¿n, g(n)f(n), etc. are constructible by CA. (Of
course, f(n) + g(n)¿2n and f(n) · g(n)¿n2 are also constructible.)
As an example for which constructible functions are required, we present a time-
hierarchy theorem based on CA. It is shown that if t1(n) and t2(n) are constructible
functions such that limn→∞ t1(n)=t2(n)= 0 and t1(n)¿n, then there is a language which
can be recognized by a CA in t2(n) time but not by any CA in t1(n) time. Therefore, a
slight increase in the growth rate of a time-function yields a new CA-based complexity
class.
The 7rst general investigation of constructibility of functions was given in [15].
The model in [15] is the so-called impulse cellular automaton, which is a semi-
in7nite array (with left boundary) of cells such that, at initial time, all cells are
in the quiescent state except the leftmost cell is in a distinguished state. On this
model, Mazoyer and Terrier presented signals which reach the leftmost cell at time
ik ; ki; ki+ i1=2; i+ log i; i!, etc., where k¿0 is an integer and i=0; 1; 2; : : : . Our
model is essentially the same model as [15]; however, in order to present a hierarchy of
languages recognized by CA, our model is de7ned as a string acceptor. In our model,
the input string a1a2 · · · an is fed serially to the leftmost cell. We consider constructibil-
ity of functions t(n) in the sense that the leftmost cell enters an accepting state at
time t(n).
A bounded CA, which is a 7nite array (delimited by special cell # at both ends) of n
cells, is another common model for cellular acceptors. All results in this
paper concerning constructible functions hold even if the model is a bounded CA
such that the input string is given in parallel at the initial step. Buchholz and Kutrib
[3] used a bounded CA and investigated constructibility of functions under the condi-
tion that information is allowed to move in one direction (called one-way CA, OCA).
They showed that the set of OCA-constructible functions includes k, kn, kn + n1=2,
n + log n, and 2n + log log n, where k is an integer. They also showed that for
any integer k, there is an OCA-constructible function in (nk). However, whether nk
(k¿2) is OCA-constructible remains an open problem.
For the time-complexity class of n-time OCA, several separation results have been
known. It was shown that one-letter languages {0p |p is prime} [8] and {02i | i is
integer} [5] can be recognized by O(n)-time OCA but not by any n-time OCA. Terrier
[17] showed that the class of languages accepted by n-time OCA is not closed under
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Fig. 1. Cellular automaton.
concatenation; in the proof, a language recognized by O(n)-time OCA but not by n-time
OCA is presented.
In the following section, we give the de7nition of CA. Main theorems are summa-
rized in Section 3. The proofs are given in Sections 4, 5, and 6.
2. Cellular automata
A CA is a synchronous parallel string acceptor, consisting of a one-dimensional
semi-in7nite array (with left boundary) of identical 7nite-state automata, called cells,
which are uniformly interconnected (Fig. 1). A cellular automaton M is a 6-tuple
M =(Q;; #; ; q; QA), where
(1) Q is the 7nite nonempty set of cell states,
(2)  is the 7nite input alphabet,
(3) # is the special boundary symbol not in ,
(4)  : Q ∪  ∪ {#} × Q × Q → Q is the local transition function,
(5) q is the quiescent state such that (q; q; q)= q,
(6) QA is the accepting subset of Q.
Ci denotes the cell assigned to the integer i¿1. At step t=0, the state of each cell
is the quiescent state. The input string a1a2 : : : an, where ai ∈, is fed serially to the
leftmost cell C1. The symbol ai, 16i6n, is the left neighbor of the cell C1 at step
i− 1. After step n− 1, the left neighbor of C1 is the boundary symbol #. The leftmost
cell C1 is called the accepting cell. We say that a1a2 : : : an is accepted by the CA if,
when given the string a1a2 : : : an, the accepting cell eventually enters an accepting state.
A parallel time-complexity measure t(n) is introduced as the number of steps used to
make the accepting cell enter an accepting state on an input of length n. A function
t(n) is said to be constructible if, for each n, there is a CA whose accepting cell enters
an accepting state at step t(n) on all inputs of length n.
3. Main results
It is known that the set of functions computable by TMs is very rich. Thus, we
7rst show the relation between TM-computability and CA-constructibility. Let bin(n)
denote the binary representation of the value n.
800 C. Iwamoto et al. / Theoretical Computer Science 270 (2002) 797–809
Theorem 1. Suppose that t(n) is an arbitrary function such that there is a TM which;
given a string bin(n) of length log n; generates bin(t(n)) in time O(t(n)− n). Then;
the function t(n) is constructible by CA.
The proof of Theorem 1 is given in Section 4. This theorem implies that the set of
functions constructible by CA includes functions computable by polynomial-time TMs.
Corollary 2. Suppose that t(n) is an arbitrary function such that (i) t(n)¿cn for
some constant c¿1 and (ii) there is a TM which; given a string bin(n) of length
log n; generates bin(t(n)) in time polynomial in log n. Then; the function t(n) is
constructible by CA.
The set of constructible functions includes cnr , n+logr n, n logs n, n(log log n)s, etc.,
where c¿1, r¿1, and s¿0 are rational constants. Furthermore, we show that if two
functions are constructible by CA, then the sum, product, and exponential functions of
them are constructible.
Theorem 3. (i) If n+ f(n) and n+ g(n) are constructible; then n+ f(n) + g(n) and
n+f(n) ·g(n) are constructible. (ii) If n ·f(n) and n ·g(n) are constructible functions
not bounded by (1+o(1))n; then n·f(n)·g(n) is constructible. (iii) If f(n) and g(n)
are constructible and k is an integer; then kf(n); g(n)k ; and g(n)f(n) are constructible.
Remark 4. It is possible to show that if f(n)¿n and g(n)¿n are constructible; then
f(n) + g(n) (¿2n) and f(n) · g(n) (¿n2) are constructible. Constructible functions
in (i) and (ii) of Theorem 3 include functions below 2n and n2, respectively.
We prove Theorem 3 in Section 5. A typical example for which constructible func-
tions are required is a time-hierarchy theorem. We show that a slight increase in the
growth rate of a time-function yields a new CA-based complexity class.
Theorem 5. Suppose that t1(n) and t2(n) are constructible functions such that limn→∞
t1(n)=t2(n)= 0 and t1(n)¿n. Then; there is a language which can be recognized by a
CA in t2(n) time but not by any CA in t1(n) time.
The proof of Theorem 5 is given in Section 6.
4. Time constructibility of functions
In this section, we show that if t(n) is an arbitrary function such that there is a TM
which, given a string bin(n) of length log n, generates bin(t(n)) in time O(t(n)− n),
then t(n) is constructible by CA.
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4.1. Data structures
In this section, we investigate constructibility of functions in cellular automata. Our
strategy is not based on signals. We compute the value of a function in binary, and
terminate the machine at the time speci7ed by the value. We use the following data
structure.
Each cell of CA is divided into tracks. The states of the 7rst and second tracks in
the ith cell are denoted by ci and bi, respectively, where ci ∈{−1; 0; 1} and bi ∈{0; 1}.
(If the ith cell is in the quiescent state, ci and bi are regarded as 0.) We represent
a value v using the 7rst and second tracks. Con7gurations, say, B= b1b2 : : : bi : : : and
C = c1c2 · · · ci · · ·, represent value v if v=
∑∞
i=1 bi2
i−1 +
∑∞
i=1 ci2
i : For example,
C = 0 1 0 1 0 0 0 0 : : :
B = 1 0 1 1 0 0 0 0 : : :
(1)
represent value 33. We will use the 7rst track as a carry bits in order to store a value
into the second track. The pair of tracks is called the counter. (This representation is
near of the Avizienis’ notation of numbers [1].) The counter is said to be stable if
ci =0 for all i¿1. The following rules for the 7rst and second tracks are to transfer
an arbitrary counter into a stable counter for the same value.
(a) 
(
$ ∗ ∗
$ 1 ∗
)
→
(
0
1
)
; (b) 
(
1 ∗ ∗
∗ 1 ∗
)
→
(
1
0
)
;
(c) 
(
0 ∗ ∗
∗ 1 ∗
)
→
(
0
1
)
; (d) 
(
$ ∗ ∗
$ 0 ∗
)
→
(
0
0
)
;
(e) 
(
1 ∗ ∗
∗ 0 ∗
)
→
(
0
1
)
; (f ) 
(
0 ∗ ∗
∗ 0 ∗
)
→
(
0
0
)
:
Here, $∈∪{#} and ∗∈ {0; 1}. Rules (b), (c), (e), and (f) have the form 
(
ci−1 ∗ ∗
∗ bi ∗
)
→
(
c′i
b′i
)
which satis7es ci−1+bi =2c′i+b
′
i for i¿2, and rules (a) and (d) have the form

(
$ ∗ ∗
$ b1 ∗
)
→
(
0
b1
)
. Therefore, the value v of the pair of tracks is not changed by the
above rules, and carry bits move to right. Hence, we can obtain a stable con7guration
by applying the above rules at most log v times. For example, the above con7guration
(1) changes towards a stable one as follows:
$ 010100
$ 101100
→ $ 001000
$ 100110
→ $ 000100
$ 100010
→ $ 000010
$ 100000
→ $ 000000
$ 100001
Each of the 7ve pairs represents the same value 33.
4.2. Storing value n into a counter in n steps
Lemma 6. We can store the value n of the input length into the counter in n steps.
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Proof. Let M be a CA. Each cell of M is divided into three tracks. The 7rst and
second tracks are the counter. The third track is used for indicating the rightmost 1 in
the counter (which we need in Lemma 7). M changes its con7guration according to
the following rules:
(a′) 
(
# ∗ ∗
# 1 ∗
)
→
(
0
1
)
; (b) 
(
1 ∗ ∗
∗ 1 ∗
)
→
(
1
0
)
;
(c) 
(
0 ∗ ∗
∗ 1 ∗
)
→
(
0
1
)
; (d′) 
(
# ∗ ∗
# 0 ∗
)
→
(
0
0
)
;
(e) 
(
1 ∗ ∗
∗ 0 ∗
)
→
(
0
1
)
; (f ) 
(
0 ∗ ∗
∗ 0 ∗
)
→
(
0
0
)
;
(g) 
(
a ∗ ∗
a 1 ∗
)
→
(
1
0
)
; (h) 
(
a ∗ ∗
a 0 ∗
)
→
(
0
1
)
:
Here, a∈ and ∗∈ {0; 1}. Note that rules (a) and (d) are replaced by (a′), (d′), (g),
and (h). Rules (g) and (h) increase the value of the counter by one, and (a′), (b), (c),
(d′), (e), and (f) play the same role as the rules in Section 4.1. We give an example
for an input string a1a2 · · · a6 ∈∗.
a1000000 : : :
a1000000 : : :
→ a2000000 : : :
a2100000 : : :
→ a3100000 : : :
a3000000 : : :
→ a4000000 : : :
a4110000 : : :
→ a5100000 : : :
a5010000 : : :
→ a6010000 : : :
a6100000 : : :
→ #100000 : : :
#001000 : : :
→ #000000 : : :
#011000 : : :
At step 6, the value in the counter becomes 6. The con7guration of the counter changes
until it becomes a stable one (but the value 6 does not change).
Lemma 7. Suppose the counter contains the value v. We can decrease the value in
the counter one by one from v to 0 in v steps.
Proof. We replace rules (a), (d) in Section 4.1 by (a′′), (d′′), and add rules (i), ( j).
(a′′) 
(
$ ∗ ∗
$ 1 ∗
)
→
(
0
0
)
; (b) 
(
1 ∗ ∗
∗ 1 ∗
)
→
(
1
0
)
;
(c) 
(
0 ∗ ∗
∗ 1 ∗
)
→
(
0
1
)
; (d′′) 
(
$ ∗ ∗
$ 0 ∗
)
→
(−1
1
)
;
(e) 
(
1 ∗ ∗
∗ 0 ∗
)
→
(
0
1
)
; (f ) 
(
0 ∗ ∗
∗ 0 ∗
)
→
(
0
0
)
;
(i) 
(−1 ∗ ∗
∗ 1 ∗
)
→
(
0
0
)
; (j) 
(−1 ∗ ∗
∗ 0 ∗
)
→
(−1
1
)
:
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Here, $∈ ∪ {#} and ∗∈ {−1; 0; 1}. Rules (a′′) and (d′′) decrease the value of the
counter by one, and (i) and (j) play a similar role as (b) and (e), respectively. The
following example for v=12 illustrates the proof. (Here, we use the symbol L1 instead
of −1.)
$ 110000
$ 011000
→ $ L111000
$ 100000
→ $ 0 L10000
$ 011100
→ $ L100000
$ 110100
→ $ 000000
$ 000100
→ $ L100000
$ 100100
→ $ 0 L10000
$ 010100
→ $ L10 L1000
$ 111100
→ $ 000000
$ 001000
→ $ L100000
$ 101000
→ $ 0 L10000
$ 011000
→ $ L100000
$ 110000
→ $ 000000
$ 000000
Recall that one of the tracks is used for indicating the rightmost 1 in the counter (see
Lemma 6). When the rightmost 1 reaches the left end, we use rules (a), (d) instead
of (a′′), (d′′).
4.3. CA-constructibility of functions
Now we are ready to give the proof of Theorem 1. For simplicity, we 7rst prove
Corollary 2 in this section. Then, we extend the proof to the general case in
Section 4.4.
Suppose that t(n) is a function such that there is a TM which, given a string bin(n)
of length log n, generates bin(t(n)) in time polynomial in log n. We construct a CA
M whose accepting cell enters an accepting state at step t(n).
For simplicity, we assume t(n)¿2n. The case where t(n)= cn for 1¡c¡2 is con-
sidered in Section 4.4. We divide t(n) steps into t(n)=n stages of n steps and the
remaining x steps, where t(n)= t(n)=n · n+ x. Each cell of M is divided into tracks
in order to use counters. In the 7rst stage, M uses the algorithm given in Lemma 6;
namely, M stores the value n into a counter in n steps. This counter is used for count-
ing the n steps of the second stage. In the second stage, M also generates the values
of t(n)=n−2 and x in some tracks by simulating TMs computing t(n)=n−2 and x.
(Since t(n) is computable in time polynomial in log n, so are t(n)=n−2 and x. These
polylog-time procedures can be done in the n steps of the second stage because of
the linear speed-up theorem [16].) Therefore, at step 2n, M has values n; t(n)=n− 2,
and x. M counts from n to 0, t(n)=n − 2 times (which consumes n× (t(n)=n − 2)
steps). Finally, M counts x. Hence, the accepting cell can enter an accepting state at
step t(n)= 2n+ (t(n)=n − 2)n+ x.
In order to count n repeatedly, M uses three counters, say, CT1, CT2, and CT3.
CT2 and CT3 are used alternately; while CT3 (resp. CT2) is counting n steps, M
copies the value n in CT1 into CT2 (resp. CT3). This completes the proof of
Corollary 2.
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4.4. Extension to the general case
In this section, we give the proof of Theorem 1. Suppose that t(n) is a function such
that there is a TM which, given a string bin(n), generates bin(t(n)) in time O(t(n)−n).
We construct a CA M whose accepting cell enters an accepting state at step t(n). We
divide t(n) steps into three stages. In the 7rst stage, M stores the value n into counters
in n steps as in Section 4.3.
The second stage is further divided into sub-stages. In the 7rst sub-stage, M ex-
ecutes the following (i) and (ii) simultaneously: (i) M generates the value t(n) by
simulating a TM computing t(n). By assumption, this can be done in (t(n) − n)=c
steps for constant c. Then M computes t(n) − n in time O(log n), which is bounded
by O(t(n) − n) because the input of the O(t(n) − n)-time TM computing t(n) has
length log n. (ii) M counts the number, say, u1, of steps of the 7rst sub-stage. When
the 7rst sub-stage is 7nished (i.e., at step n + u1), M has the value t(n) − n. In the
second sub-stage, M computes t(n)− n− u1 by simulating a TM, while M counts the
number, say, u2, of steps of the second sub-stage. Thus, at step n + u1 + u2 and M
has the value t(n) − n − u1. The value t(n) − n − u1 can be computed in O(log u1)
steps because u1 is represented in binary. Similarly, in the third sub-stage, M com-
putes t(n) − n − u1 − u2 in O(log u2) steps (=O(log log u1) steps), and counts u3.
Continuing this procedure until the number, say, ul, of steps of the lth sub-stage is
ul =1. At the end of the lth sub-stage (i.e., at step n+ u1 + u2 + · · ·+ ul), M has the
value t(n)− n− u1 − u2 − · · · − ul−1.
In the third stage, M uses the algorithm given in Lemma 7; the value t(n) − n −
u1 − · · · − ul−1 is decreased one by one. When the value becomes 1 (at step t(n)), M
makes the accepting cell enter an accepting state.
It should be noted that the value t(n) − n − u1 − · · · − ul−1 is larger than 0 if the
value t(n) − n can be generated in time u1 = (t(n) − n)=c for a suMciently large c.
The remaining u2; u3; : : : ; ul−1 are much smaller than u1, since ui =O(log ui−1) for
26 i 6 l− 1. This completes the proof of Theorem 1.
5. Constructibility of f + g; f · g; and gf
5.1. Constructibility of f(n) + g(n)
Suppose that functions n+f(n) and n+g(n) are constructible. We construct a CA M
whose accepting cell enters an accepting state at step n+ f(n) + g(n).
Each cell of M is divided into tracks. M executes the following (i) and (ii) simul-
taneously: (i) M simulates two CAs, say, Mg and Mf, whose accepting cells center
accepting states at step n+ g(n) and at step n+ f(n), respectively. (ii) At step n, M
starts to count the number of steps. M stops counting when the accepting cell of Mf or
Mg enters an accepting state. Suppose without loss of generality, the accepting cell of
Mf enters an accepting state before that of Mg enters an accepting state, and the value
in the counter becomes f(n). At step n+g(n), M starts to decrease the value f(n) one
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by one. When the value becomes 0 (at step n+f(n) + g(n)), M makes the accepting
cell enter an accepting state.
5.2. Constructibility of f(n) · g(n)
5.2.1. Construction from n+ f(n) and n+ g(n):
Suppose that functions n+f(n) and n+g(n) are constructible by CA. We construct
a CA M whose accepting cell enters an accepting state at step n + f(n) · g(n). Since
n+f(n) and n+g(n) are constructible, the values f(n) and g(n) are integers for all n.
Without loss of generality, we assume f(n)6 g(n) and f(n)¿ 1.
From step 0 to step n + g(n), M generates the values f(n), g(n), and n + g(n) in
counters in a manner similar to Section 5.1. M decreases the value from g(n) to 0,
(f(n)− 1) times. By this procedure, M consumes g(n)× (f(n)− 1) steps, and thus it
is now at step n+f(n) · g(n)= (n+ g(n))+ g(n)× (f(n)− 1). M makes the accepting
cell enter an accepting state.
5.2.2. Construction from n ·f(n) and n · g(n)
Suppose that functions n ·f(n) and n · g(n) are constructible by CA. We construct a
CA M whose accepting cell enters an accepting state at step n ·f(n) · g(n). Without
loss of generality, we assume f(n)6 g(n). Since n ·f(n) and n · g(n) are constructible
functions, the values of them are integers for all n. However, the value f(n) or g(n)
may not be an integer. Since n ·f(n) is not bounded by (1+o(1))n, f(n)¿ 1+  for
some constant  ¿0.
From step 0 to step n · g(n), M generates the values n ·f(n) and n · g(n). M executes
the following procedures (i) and (ii) simultaneously. (i) M counts the number, say, u1,
of steps required for (ii). (ii) As in Section 4.3, M computes the value (n2 ·f(n) ·
g(n))=n − n · g(n) (by simulating a TM). Thus, at step n · g(n) + u1, M has the
value n ·f(n) · g(n) − n · g(n). Then, M computes n ·f(n) · g(n) − n · g(n) − u1,
while M counts the number, say, u2, of steps required for this procedure. Continuing
this procedure until M has the value n ·f(n) · g(n) − n · g(n) − u1 − · · · − ul−1 at
step n · g(n) + u1 + · · · + ul, where ul =1. M decreases this value one by one. When
the value becomes 1 (i.e., at step n ·f(n) · g(n)), M makes the accepting cell enter
an accepting state.
It remains to show that n ·f(n) · g(n) − n · g(n) − u1 − · · · − ul−1¿0. It is clear
that n ·f(n) · g(n) − n · g(n) ¿  n · g(n) − 1, since f(n) ¿ 1 +  . The value (n2 ·
f(n) · g(n))=n − n · g(n) can be computed in u1 =O(log2(n · g(n))), which is smaller
than  n · g(n) − 1. The remaining u2; u3; : : : ; ul−1 are much smaller than u1, since
ui =O(log ui−1) for 26 i 6 l− 1.
5.3. Constructibility of g(n)f(n)
Suppose that functions f(n) and g(n) are constructible by CA. We construct a
CA M whose accepting cell enters an accepting state at step g(n)f(n). (The proofs of
constructibility of kf(n) and g(n)k are omitted, since they are analogous to g(n)f(n).)
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M executes the following procedures (i) and (ii) simultaneously. (i) M counts the
number, say, u1, of steps required for (ii). (ii) M generates the values f(n) and g(n);
then, M computes g(n)f(n) by simulating a TM working in O(f(n)2 log2 g(n)) time.
By this procedure, M has the value g(n)f(n) at step u1. In the same technique as
above, M has the value g(n)f(n) − u1 − · · · − ul−1 at step u1 + · · ·+ ul, where ul =1.
M decreases this value one by one. When the value becomes 1 (i.e., at step g(n)f(n)),
M makes the accepting cell enter an accepting state.
6. Time hierarchies of cellular automata
The proof is by diagonalization. We construct a t2(n)-time CA M recognizing a
language L(t1(n)) which cannot be recognized by any t1(n)-time CA. First of all, we
7x the encoding rule of CA.
6.1. Encoding rule of CA
All languages in this section are over {0; 1}. We denote the states of CA by
q1; q2; : : : ; qk . For simplicity, we assume that q1 is the unique accepting state and
q2 is the quiescent state. State qi is encoded into string 10i of length i + 1. We
encode transition rules, (q1; q1; q1)= qi1 ; (q1; q1; q2)= qi2 ; : : : ; (qk ; qk ; qk)= qik3 , into
string 10i110i2 · · · 10ik3 110k , which is called encoding sequence. The suMx 110k in-
dicates the value of k. The encoding sequence is followed by a suMciently long
string y=1100 · · · 0, called the padding sequence. The pre7x 11 of the padding se-
quence indicates the boundary between encoding and padding sequences. Let  (n) be a
slowly growing function de7ned as  (n)= min{(t2(n)=t1(n))1=4; log n}. Note that
 (n) =O(1). (The reason why we de7ne such a function is given later.) The condition
for y is |x|6  (|xy|). This condition holds for all suMciently long y.
Let Mx denote the CA whose encoding sequence is x. If x is not a proper encoding
sequence, we regard Mx as a CA accepting ∅. The language L(t1(n)) is de7ned as
{xy |Mx does not accept xy within time t1(|xy|), y=1100 · · · 0, and |x|6  (|xy|)}.
Lemma 8. Suppose f(n) is an arbitrary function. Any CA cannot accept the language
L(f(n)) in time f(n).
Proof. The proof is standard diagonalization. Assume for contradiction that there exists
a CA, say, Mx, which can accept L(f(n)) within f(n) steps. Consider a string xy,
where x is the encoding sequence of Mx and y is a suMciently long padding sequence.
If xy is given to Mx as an input, the following (i) or (ii) must be true: (i) Mx does
not accept xy within f(|xy|) steps. (ii) Mx accepts xy within f(|xy|) steps. Suppose
(i) is true. From the de7nition of L(f(n)), xy belongs to L(f(n)), which contradicts
the assumption and (i). Suppose (ii) is true. Again, from the de7nition of L(f(n)), xy
does not belong to L(f(n)), which contradicts the assumption and (ii).
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In the following section, we construct a CA M accepting L(t1(n)) in time t2(n).
6.2. Constructing CA M accepting L(t1(n))
Since the linear speed-up theorem holds for CA [16], we construct an O(t2(n))-time
CA M . M accepts the input string if and only if the following conditions are met:
(1) The tail of the input string is a padding sequence y=1100 : : : 0 (i.e., the input
string can be written as xy for some x∈{0; 1}∗). (2) |x|6  (|xy|). (3) x is a proper
encoding sequence of some CA, say, Mx. (4) Mx does not accept xy in time t1(n).
In order to verify these conditions in parallel, each cell of M is divided into tracks.
Verifying (1) in n steps is easy and is omitted. (2) The value of t2(n)=t1(n) can
be computed by counting how many times M can simulate a t1(n)-time CA during
t2(n) steps. The value of (t2(n)=t1(n))1=4 can be computed in time polynomial
in log  (n) by simulating a TM which computes the square root of a given value.
log n can be computed in O(n) steps by storing value n into a binary counter (see
Lemma 6) and then counting the number of bits of binary representation of n. (3)
Verifying whether the syntax of the encoding sequence is proper can be done by a
TM in time polynomial in  (n), which is bounded by O(n) because  (n) 6 log n.
Note that t2(n) is not bounded by O(n), since t1(n) ¿ n and limn→∞ t1(n)=t2(n)= 0.
Therefore, M can verify conditions (1)–(3) in O(t2(n)) steps. If at least one of the
three conditions is not satis7ed, M simply rejects the input string. It remains to consider
condition (4).
In order to verify whether Mx accepts xy within t1(n) steps, M simulates Mx on
input xy. First of all, M stores the input string xy of length n into cells 1 through n.
We denote the ith cell of Mx by si. Since M simulates t1(n) steps of Mx, M con-
siders t1(n) cells of Mx. These cells are simulated by M using |x| · t1(n) cells, where
x is the encoding sequence of the input string. M divides |x| · t1(n) cells into blocks,
say, B1; B2; : : : ; each of length |x|. M ’s block Bi corresponds to Mx’s cell si. Each
block Bi is divided into two tracks in order to store x and the state of si. Therefore,
every block has all transition rules of Mx. Generating such blocks in |x| · t1(n) cells
can be done in time O(t1(n) ( (n))2). (Recall that |x| 6  (n).) Thus, M can 7nish
the above procedure in t1(n) ( (n))3 steps.
At step t1(n) ( (n))3, M starts to simulates Mx on input xy. M ’s computation is
divided into time-segments each of length l. (l is 7xed later.) A single step of Mx’s
cell si can be simulated by M ’s block Bi in O(( (n))2) steps, since each block has
length  (n). If l is larger than c( (n))2 for any large constant c, then M can simulate a
single step of Mx in each time-segment. Therefore, l is de7ned as l=( (n))3 +2 (n).
The reason for the additive 2 (n) is as follows. In order that every block starts each
time-segment simultaneously, every block has a counter for counting ( (n))3 steps
(see Section 4.1 for a counter). At step ( (n))3 in each time-segment, each block
uses the 7ring squad synchronization algorithm so that every cell in the block si-
multaneously starts the simulation for the next time-segment, which requires additive
2 (n) steps.
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Since t1(n) is a constructible function, M can make t1(n)-step simulation of Mx.
After the t1(n)th time-segment, M accepts the input string xy if and only if Mx does
not.
The time-complexity of the above simulation is bounded by O(t1(n) ( (n))3), which
is less than t2(n) because  (n)6 (t2(n)=t1(n))1=4. Therefore, M can accept L(t1(n)) in
time t2(n). This completes the proof.
7. Conclusion
In this paper, we investigated time-constructible functions in one-dimensional CA,
and we presented a time hierarchy of languages accepted by CA. For the case of space
complexity, it is not diMcult to show that (i) if s(n) can be space-constructible by
a TM, then s(n) can be space-constructible by a CA, and (ii) if s1(n) and s2(n) are
space-constructible functions such that limn→∞ s1(n)=s2(n)= 0, then there is a language
which can be recognized by a CA in s2(n) space but not by any CA in s1(n) space.
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