Models for the diversity and evolution of pathogens have branched into two main directions: the adaptive dynamics of quantitative life-history traits (notably virulence) and the maintenance and invasion of multiple, antigenically diverse strains that interact with the host's immune memory. In a first attempt to reconcile these two approaches, we developed a simple modelling framework where two strains of pathogens, defined by a pair of life-history traits (infectious period and infectivity), interfere through a given level of cross-immunity. We used whooping cough as a potential example, but the framework proposed here could be applied to other acute infectious diseases. Specifically, we analysed the effects of these parameters on the invasion dynamics of one strain into a population, where the second strain is endemic. Whereas the deterministic version of the model converges towards stable coexistence of the two strains in most cases, stochastic simulations showed that transient epidemic dynamics can cause the extinction of either strain. Thus ecological dynamics, modulated by the immune parameters, eventually determine the adaptive value of different pathogen genotypes. We advocate an integrative view of pathogen dynamics at the crossroads of immunology, epidemiology and evolution, as a way towards efficient control of infectious diseases.
INTRODUCTION
Mathematical modelling provides an efficient way to synthesize current epidemiological and evolutionary knowledge on infectious diseases. Epidemiological models have proven helpful in deciphering epidemics, notably childhood diseases (Bartlett 1953; Schenzle 1984; Anderson & May 1991; Grenfell et al. 2001; Bjørnstad et al. 2002) , AIDS (Anderson & May 1986 ), SARS (Anderson et al. 2004) , influenza (Mills et al. 2004 ) and foot and mouth disease (Keeling et al. 2003) . A major current preoccupation is to integrate pathogen diversity into epidemiological models and simulate strain dynamics and evolution (May & Anderson 1983; Gupta et al. 1994; Ferguson et al. 1999; Day & Proulx 2004; Stollenwerk et al. 2004) .
A first approach assumes that quantitative traits of the pathogen evolve as a response to intrinsic trade-offs and extrinsic pressures from its host (ranging from demography to vaccination). The most common assumption states that virulence (i.e. the deleterious effects of the pathogen on its host) is positively correlated with transmission ability (May & Anderson 1983; van Baalen & Sabelis 1995) . Accordingly, pathogens are predicted to evolve an optimal, non-zero level of virulence. Although the underlying assumptions are still debated (Ebert & Bull 2003a,b; Elliot 2003; Gandon & Day 2003) , this ecological framework recently provided new insights into the potential effects of imperfect vaccines (Gandon et al. 2001 ) and the evolution of malaria agents (Mackinnon & Read 2004) .
A second, parallel field addresses the dynamics and evolution of cross-immunity. This explores the mechanisms and implications underlying the observation that infection by a first strain of the pathogen often modulates susceptibility to subsequent infections by related strains of pathogens, due to the host's acquired immunity. Typical models consider two or more strains with identical phenotypes but different immune profiles, represented by distances in the antigenic space (Gog & Swinton 2002; Gomes et al. 2002) . Models and observations have been used to explore strain dynamics in a number of systems, including influenza (Andreasen et al. 1997; Gog & Grenfell 2002) , malaria (Gupta et al. 1994) , dengue (Ferguson et al. 1999 ) and meningitis (Kamo & Sasaki 2002) .
Thus, life-history variation and cross-immunity appear as two key factors driving pathogen evolution. However, they have generally not been combined in an integrated study of a single pathogen-the former approach usually predicts the advent of a particular phenotype, the latter often aims at tracking the distribution of strains circulating in a population. Here, we draw these threads together in a study motivated by the dynamics of pertussis.
Research triggered by the recent re-emergence of whooping cough in developed countries points to Bordetella pertussis as a relevant example for this challenge. Indeed, genetic typing shows that the strains from which most existing vaccines have been designed since the 1950s have been replaced by novel variants (Mooi et al. 1999; Cassiday et al. 2000; Guiso et al. 2001; Weber et al. 2001) . Experiments in mice showed that existing vaccines may indeed be less protective against some of these new strains (King et al. 2001; Gzyl et al. 2004 ). In addition, acquired immunity against pertussis (whether elicited by vaccination or primary infection) may last for only a few years (Olin et al. 2003; Broutin et al. 2004) , which could have contributed to recent epidemic outbreaks (van Boven et al. 2000) . Given the lack of information on the antigenic and phenotypic variability among existing strains of B. pertussis, mathematical models are needed to investigate different possible scenarios for the invasion of novel strains and changes in epidemiology.
In this paper, we investigate how life-history variability and cross-immunity can modulate the ability of a novel pathogenic strain to invade and persist in a population, where an endemic strain is already present. Whereas adaptive dynamics traditionally rely on deterministic invasion rates to decide the outcome of competition, we demonstrate the need for stochastic simulations of the whole epidemic process to determine whether and when either strain (the resident or the invader) may go extinct. Thus we focus on one single step of the evolutionary process, rather than the long-term iterative dynamics. We use pertussis as a hypothetical (but plausible) case study of an acute infection, but our main rationale is to present a conceptual framework that can then be adapted to various acute diseases.
MATERIAL AND METHODS
(a) Description of the model The model derives from a simple susceptible-infectiousrecovered (Anderson & May 1979 ) framework, in which the host population is divided into compartments following the steps of the infectious cycle. Infection occurs through random contacts between susceptible (S ) and infected (I ) individuals, hence the rate of infection is modelled by mass-action law: bSI/N, where N is the size of the population and b is the transmission rate. We assume equality of birth and death rates m, and all newborns are initially susceptible to infection. We then consider two strains of the pathogen, labelled 1 and 2. Following primary infection by one strain and recovery, individuals are susceptible to secondary infection by the other strain only (leading to compartments I 0 1 and I 0 2 ), albeit with a probability reduced by a factor (1K4), where 42[0,1] is the intensity of cross-immunity. For simplicity, both primary and secondary infections are equally infectious and recover at the same rate (g 1 and g 2 for either strain). Recovery from secondary infection leads to compartment R 0 . Last, we allow for loss of acquired immunity (from R 1 , R 2 and R 0 ), leading back to the susceptible state S. This loss occurs at a constant rate s, the same for all infections (we made this simplistic assumption in view of the scarcity of quantitative data on the loss of immunity). A diagram of the model is shown in figure 1 . We used two mathematical implementations of the model. The deterministic version relies on a classical system of differential equations
where N is the constant total population size and
Þ=N is the force of infection of strain iZ{1,2}. In subsequent analyses, we take NZ1 without loss of generality, so that dynamic variables (S, I 1 , etc.) represent the expected proportions of each compartment in an infinite population.
For the stochastic version, we used a Monte Carlo algorithm (Bartlett 1953; Gillespie 1977) which tracks the succession of discrete events (birth, death, infection, etc.) that affect the numbers of individuals in specific compartments. Each possible event is given a weight, equal to the corresponding rate in the deterministic model (e.g. mN for a birth, g 1 I 1 for a recovery from primary infection with strain 1, etc.; refer to the electronic supplementary material, Section II, for the full list). The size of each compartment is now an integer which describes the actual number of individuals therein. At each time step the next event is chosen at random, according to the relative weights of the possible events, and the sizes of the compartments are updated accordingly. Extinction of either strain occurs whenever the number of its carriers reaches zero. This simple model captures the main features of pertussis biology and dynamics (van Boven et al. 2000; Keeling et al. 2001; Rohani et al. 2002) .
(b) Analyses Thanks to the simplicity of the model framework, we have only four parameters of interest. The first two (transmission rate b and recovery rate g) are strain-specific, while the latter two (cross-immunity 4 and loss of immunity s) are assumed to be identical for the two strains.
We chose the baseline values of the strain-specific parameters in accordance with classical estimates for whooping cough (Anderson & May 1991) : the infectious period (1/g in our model) is around three weeks on average, and the basic reproductive ratio (roughly the ratio b/g) is around 17. The latter parameter, known as R 0 , is a theoretical estimate of the number of secondary cases a single carrier can cause in a fully susceptible population. Interestingly, measles has a similar R 0 but a much shorter infectious period (typically less than a week), hence a much higher transmission rate than pertussis (Anderson & May 1991) . In evolutionary terms, this feature can be seen as a trade-off between transmission rate and infectious period (Grenfell 2001) , i.e. between an 'aggressive' (for measles) and a 'prudential' (for pertussis) strategy. Recently, van Ballegooijen & Boerlijst (2004) showed that a similar trade-off can emerge in a Figure 1 . Diagram of the compartmental model used in this paper. Expressions next to arrows show the per capita flow rates between compartments. Births and deaths are not shown. See main text for symbols.
spatially explicit model of pathogen evolution. Following these arguments, we considered two strains with equal reproductive ratios but different infectious periods. Although the variability of these traits has not yet been investigated among pertussis strains, it is important to assess potential selective pressures with the help of mathematical models (van Boven et al. 2005) .
The values of the immunological parameters were unconstrained a priori due to the scarcity of data. Acquired immunity against pertussis can wane within 10 years of primary infection or vaccination, although there may be wide variability. Besides, we are not aware of any data providing estimates of cross-immunity between existing pertussis strains. We therefore considered wide ranges of variation (0%4%1, immune period from 5 to 50 years).
Thus, for every pair of values of the immunological parameters, we investigated the dynamics of invasion of a novel strain with a given phenotype (infectious period and transmission rate). Practically, with the deterministic model, we assumed that the resident strain had reached its endemic equilibrium (electronic supplementary material, Section I) and introduced a fraction of one carrier of the second strain per million individuals. We used the same initial conditions for stochastic simulations, with a population size of one million to ensure maintenance of the endemic strain in the absence of a competitor (electronic supplementary material, Section III). For each set of parameter values, we ran 1000 stochastic simulations and recorded the frequencies and dates of strain extinctions. We did not reintroduce strains at any point, so each one could go extinct only once per simulation.
RESULTS (a) Deterministic model
The deterministic two-strain model has two possible outcomes. If either strain has a much lower basic reproductive ratio than its competitor, its prevalence in the population asymptotically approaches zero. This case of 'deterministic extinction' actually requires extreme discrepancies between the two strains (electronic supplementary material, Section I). Otherwise, the system converges towards steady coexistence of the two strains. Previous models found similar possible outcomes at equilibrium (Dietz 1979; Lipsitch 1997) . Nevertheless, certain features of the transient dynamics in the latter case suggest possible strain extinctions in a finite population (figure 2). Before actually analysing stochastic simulations in the next section, we use the deterministic dynamics as a semi-quantitative predictor of extinction hazards.
First, we analysed the initial growth rate of strain 2. Its analytical expression can be easily derived from the differential equations (electronic supplementary material, Section I). Assuming that strain 2 has the same basic reproductive ratio (R 0 ) as strain 1 (with possibly different infectious periods and transmission rates), the invasion of strain 2 is made possible by cross-infections only ðR 1 / I 0 2 Þ, with an initial rate equal to 1
So the spread of strain 2 will be all the faster because (i) the infectious period of strain 2 (1/g 2 ) is shorter, traded off for a higher rate of transmission, (ii) crossimmunity (4) is weaker, and (iii) the immune period (1/s) is longer. The first two points obey intuition and the third can be easily understood as follows: strain 1 being endemic, a longer immune period results in a higher fraction of the population in compartment R 1 , which can then be only infected by strain 2 (see figure 1 and electronic supplementary material, Section I). At this point, one can expect these factors to reduce the probability of initial extinction of strain 2 in the stochastic model. Second, following invasion of strain 2, both strains run out of susceptible individuals and their prevalences drop within a few months, before bouncing back and converging towards equilibrium (figure 2). With strong crossimmunity (figure 2b), strain 1 experiences a very deep trough shortly after the epidemic peak, while strain 2 remains around endemic level until strain 1 re-invades, a few years later. Depending on the actual size of the population, deep troughs might lead to stochastic extinction of either strain.
We recorded the depths of these post-epidemic troughs of both strains for a range of parameter values (figure 3). A longer immune period causes deeper troughs for both strains. Indeed, it promotes rapid invasion of strain 2 and then slows down the replenishment of the susceptible pool for both strains. In contrast, strong cross-immunity (high 4) causes deep troughs of strain 1 only and has no clear effect on strain 2. This discrepancy is due to the dynamics of invasion (figure 2). As stated above, strain 2 initially spreads by cross-infecting individuals immune to Strain evolutionary dynamics O. Restif & B. T. Grenfell 411 strain 1 only (R 1 ). Meanwhile it also depletes the pool of fully susceptible individuals (S) and, after recovery, populates the compartment of those susceptible to strain 1 only (R 2 ). Then strong cross-immunity will prevent strain 1 from fully exploiting the latter pool, which results in a deeper trough. Strain 2 initially goes through a shallow trough if cross-immunity is strong (figure 2b), but later on it will experience a deeper trough as strain 1 bounces back. The depth of the latter trough with strong cross-immunity roughly matches that of the initial trough with weak crossimmunity (figure 2a), hence the nearly vertical isoclines for strain 2 in figure 3d-f.
The depth of troughs also depends on the genotype of strain 2. Still assuming that the two strains have equal basic reproductive ratios R 0 , figure 3 shows that it may be advantageous for strain 2 to have a longer infectious period than the resident strain. Indeed, this results in shallower troughs for strain 2 and deeper ones for strain 1. However, as stated above, the cost of a longer infectious period (associated with lower transmission rate) is a reduced initial growth rate. Actually, the shallower trough is due to the slower exploitation of the susceptible pool by strain 2.
Thus, in evolutionary terms, a mutant strain is expected to face a trade-off between initial extinction, favoured by low transmission rate, and post-epidemic extinction, favoured by high transmission rate. We now confront predictions from the deterministic models with the results of the stochastic model.
(b) Stochastic model
We recorded the extinctions occurring during stochastic simulations for 48 combinations of the same three parameters as before: average duration of immunity (1/s), cross-immunity (4) and infectious period of strain 2 (1/g 2 ), assuming that both strains have the same basic reproductive rate (R 0 Z17) and that strain 1 has an infectious period of 21 days. The results are displayed in figure 4 for an initial population size of one million. We distinguished 'initial extinctions' of strain 2, which occurred within 100 days of introduction and did not trigger an epidemic, and 'trough extinctions' which occurred at least 200 days after introduction and followed an epidemic peak (within each series of simulations, there was a clear gap of around 200 days between initial and trough extinctions). The other three possible outcomes were replacement of strain 1 by strain 2, eradication of both strains in post-epidemic troughs, and coexistence. We assessed the frequencies of these five possible outcomes by running 1000 simulations for each set of parameter values.
As expected, initial extinctions were more frequent with stronger cross-immunity. However, immune and infectious periods had no visible effect on initial extinctions. Indeed, equation (3.1) shows that varying the immune period from 5 to 50 years, when infection only lasts a few weeks, causes changes in the initial growth rate of around 1% only. In contrast, doubling the infectious period (28 versus 14 days) was expected to increase initial extinctions by halving the initial growth rate (equation (3.1) ), but the stochastic simulations proved this prediction wrong. In fact, the time series of initial extinctions (not shown) indicate that, during the first 5-10 days that follow introduction, a novel strain with a longer infectious period (28 days) has a lower frequency of extinctions than one with a shorter infectious period (14 days). Within a month, the difference has vanished. So there appears to be an initial advantage to longer infectious period, specific to the stochastic model, which is eventually balanced by the cost of lower transmission rate.
Let us now consider those simulations in which strain 2 escaped initial extinction and spread. The distribution of post-epidemic extinctions of strain 1 or 2 shows complex interactions between the three parameters of interest. Short immune periods of up to 10 years mainly resulted in steady coexistence of the two strains, whereas long immune periods of 50 years always led to extinction of at least one strain. In the latter case, strong cross-immunity (4R0.6) often caused eradication of the pathogen, due to trough extinctions of both strains. Competitive exclusion of strain 1 ('replacement') only occurred with strong cross-immunity (4R0.6), while that of strain 2 ('trough extinctions') was more likely with weaker cross-immunity. So far, these patterns of extinctions correlate very well with the depth gradient of post-epidemic troughs in the deterministic model (figure 3), but we have only considered cross-immunity and the immune period.
The phenotype of strain 2 (expressed equivalently as infectious period or transmission rate, since their product R 0 is fixed) had a more complex effect on extinctions. First, with an immune period of 20 years, an increase in the infectious period dramatically reduced the probability of trough extinctions of strain 2. Second, with strong cross-immunity (4Z0.8), an increase in the infectious period strongly promoted competitive exclusion of strain 1. Elsewhere, the genotype of strain 2 had only marginal effects, if any. This pattern contrasts with the smooth drift of trough depths in the deterministic model (figure 3) caused by similar variations in the genotype of strain 2. However, it makes sense when one considers the numerical values of these troughs, bearing in mind the population size of one million that we used in the stochastic simulations. Indeed, an incidence of less than 10 K6 of either strain in the deterministic model represents an expected value of less than one infected individual. Note that this correspondence was conserved when we used smaller population sizes (see results for NZ10 000 in the electronic supplementary material, Section III). Figure 3d -f shows that, with an immune period of 20 years, the expected minimum incidence of strain 2 in a population of one million increases from around one to around 100 as infectious period increases from 14 to 28 days. Corresponding stochastic simulations show a drop in the probability of trough extinctions of strain 2 from around 0.95 to nearly 0. A similar numerical argument, combining the troughs of both strains, explains why elimination of strain 1 ('replacement') is particularly 
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sensitive to the genotype of strain 2 when cross-immunity 4 is around 0.8. Naturally, this means that the exact frequencies of extinctions as shown in figure 4 is sensitive to the population size (electronic supplementary material, Section III). However, the qualitative effects of the three parameters of interest and their interactions are expected to be quite general.
DISCUSSION
We analysed the dynamics of invasion of a novel pathogenic strain in a population, where a previous strain was endemic. Our model includes three main features which had not, to our knowledge, been combined before: cross-immunity between the two strains, waning immunity and life-history variability among strains. This begins to reconcile two previously separated approaches to strain dynamics-one inspired by immunology, the other by evolutionary ecology-including them in an epidemiological framework. Whereas a simple invasion analysis always predicts stable coexistence of the two strains, stochastic simulations show that extinctions of either strain (or even both of them) can occur after a successful invasion of the novel strain. However, certain dynamical features of the deterministic model help predict the most likely outcomes of stochastic simulations. This study brings forward novel predictions for the evolution of acute infectious diseases such as pertussis.
(a) The dynamics of invasion and extinction Most existing models for the evolution of pathogens' life history rely on game theory to determine an evolutionarily stable strategy (Dietz 1979; Anderson & May 1982; Bremermann & Pickering 1983; Lenski & May 1994; van Baalen & Sabelis 1995; van Baalen 1998; Gandon et al. 2001) . They consider the long-term evolution of pathogens, assuming that invasion automatically leads to fixation of a fitter genotype (Day & Proulx 2004) . Here, we showed that invasion by a mutant pathogen-in an acute disease such as whooping cough-creates epidemics followed by troughs which can lead to extinction, thus preventing the ultimate fixation predicted by the gametheoretical approach. These considerations raise two questions.
(i) Is there a relation between the initial epidemic growth rate and the depth of the post-epidemic troughs across strains? Equation (3.1) shows that the initial growth rate increases with longer immune period and weaker cross-immunity. Under the assumption that both strains have the same R 0 , a shorter infectious period (associated with a higher transmission rate) also increases the initial growth rate; otherwise, the higher R 0 , the higher the growth rate. The corresponding effects on the depth of troughs are contrasted. Whereas longer immune period and shorter infectious period deepen the invader's trough, crossimmunity has more complex effects. Indeed, although strong cross-immunity tends to reduce the depth of the immediate post-epidemic trough, deeper troughs can occur later when strain 1 bounces back (figure 2b). With the latter restriction, a higher growth rate of the novel strain is likely to cause a deeper post-epidemic trough, in line with analysis of the simple SIR model (Bailey 1975) . In contrast, there is no simple relation between the depth of the endemic strain's trough and the invading strain's growth rate.
(ii) Do deterministic dynamics accurately predict the risks of extinction?
We expected that slow invasion rates and deep troughs would favour extinctions in the stochastic model. Again, our study demonstrated an imperfect correspondence. On the one hand, lower cross-immunity increased both the initial growth rate and the probability of initial survival of strain 2. On the other hand, a twofold increase in the infectious period, which halves the deterministic invasion rate, did not alter the frequency of initial extinctions. Besides, the depth of the troughs experienced by both strains after invasion proved a good predictor of the patterns of post-epidemic extinctions. For example, in regions of the parameter space associated with a deep trough of the endemic strain only, the latter was replaced by the invading strain in a high proportion of the stochastic simulations. The range of parameter values we explored covered all possible outcomes, from eradication of both strains to stable coexistence. Interestingly, for certain values of the immunological parameters, the invading strain's genotype had a critical effect on its probability of trough extinction. In these cases, a longer infectious period (traded for a lower transmission rate) favoured the survival of the invading strain or the elimination of the resident strain.
(b) Evolution of pathogen life history The latter results suggest that, in certain circumstances, there can be selective pressure on the pathogen to reduce transmission rate and increase infectious period. This pressure appeared as a consequence of the immunological and epidemiological context of the model, relevant to acute infectious diseases. To our knowledge, there is no conclusive evidence of genetic variability of the traits considered here in any pathogen species (Gog et al. 2003) , but it may be for lack of investigation. However, the tradeoff between transmission rate and infectious period has already been considered (cf. §1). In particular, van Ballegooijen & Boerlijst (2004) showed that, when the two traits are free to evolve independently in a latticebased model, mutants with higher rate of infection and shorter infectious period tend to take over. Indeed, the latter benefit from shorter inter-epidemic periods, allowing them to dominate the spatial contest. Since our study shows that such genotypes suffer from higher extinction rates when imperfect cross-immunity is taken into account, it would be interesting to confront the two approaches in a unified framework. Although the trade-off as we modelled it may remain speculative, the hypothesis has a conceptual value: it shows that models for pathogen evolution need to go beyond the basic reproductive ratio. The ecological dynamics of infection can create selective pressure that distinguishes strains with the same R 0 but different combinations of life-history traits.
(c) General perspectives We presented results for a single evolutionary step, following the introduction of a new genotype. The full, long-term evolutionary dynamics are basically an endless iteration of this process. Of course, there may be other factors arising, such as the number of strains simultaneously present or constraints on the variability of pathogenic traits. A thorough study of these long-term dynamics is needed to achieve unification between epidemiology, immunology and evolution. Although some of the numerical values we used were inspired by whooping cough, the framework and the qualitative results can apply to other acute infectious diseases. Strain diversity has been established in many pathogen species, but mainly on genetic grounds. In many cases, whether these strains have different antigenic or phenotypic characteristics remains an open question. We hope that future advances in experimental and clinical research will provide directions for specific applications exploring these issues. Conversely, the predictions we formulated here could drive experimental research towards integrative approaches, beyond simple genomic or serologic typing of strains. Strain diversity must be apprehended in a dynamical context, including epidemiology, immunology and evolution.
An important extension of our modelling framework will be to include vaccination (van Boven et al. 2005) . We plan to investigate the selective pressures created by a vaccine on pathogen strains, depending, again, on their antigenic and phenotypic characteristics. Thus, we hope to gain better understanding of the recent dynamics of pertussis in vaccinated countries. It is also important to cast these results in a spatial (metapopulation) framework, to account for local extinction and migrations among populations with different vaccination policies and different locally circulating strains. Ultimately, we will also need to allow explicitly for pathogen genetics to complete a thorough description of pathogen dynamics .
