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Resumen: El presente trabajo expone un estudio sobre la determinacio´n de la edad
recomendada de lectura sobre un conjunto de textos infantiles. Se ha evaluado el mis-
mo con 12 medidas de complejidad propuestas por distintos autores. Usando estas
medidas como caracter´ısticas, hemos modelado los textos y aplicado una validacio´n
cruzada con varios clasificadores automa´ticos. Los resultados se han comparado con
otras formas de representacio´n de los textos, como vectores de palabras y vectores
TF.IDF. Nuestras conclusiones indican que el rasgo ma´s determinante para la de-
terminacio´n de la edad de lectura recomendada no radica tanto en factores como la
complejidad sinta´ctica o le´xica, sino en el uso de determinado vocabulario.
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Abstract: This article describes our study on the identification of the recommended
age for readers in texts written for children. They have been evaluated over 12 com-
plexity metrics proposed by different authors. By using these metrics as features, we
have trained several automatic classifiers and cross-validated their performances to
detect recommended reader level. The results have been compared with the classi-
fication performance obtained from other document models, like word embeddings
and TF.IDF vectors. Our conclusiones are that the most relevant facet to identify the
recommended reader age is not on lexical or syntactical complexities, but strongly
related with the vocabulary involved.
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1 Introduccio´n
Conocer co´mo de adecuado es un texto pa-
ra un persona es algo que no esta´ resuelto.
Mucho se ha investigado en la legibilidad de
textos segu´n el lector. En educacio´n primaria
podemos encontrar desde la primera fo´rmula
de Spache (1953) hasta la visio´n ma´s hol´ısti-
ca de Larson y Marsh (2014). En el caso de
trastornos del lenguaje y la adecuacio´n de los
textos a personas con dificultades cognitivas
tambie´n hay un extenso trabajo realizado, co-
mo veremos.
Determinar la legibilidad de un texto no es
una tarea sencilla, pues cada lector presenta
destrezas diferentes (Cain, Oakhill, y Bryant,
2004) o, incluso, limitaciones como la dislexia
(Rello et al., 2013) o el autismo. Entende-
mos por legibilidad la facilidad de lectura de
comprensio´n de un texto. Si no tenemos en
consideracio´n aspectos de forma, color, ma-
quetado y tipograf´ıa (Ripoll, 2015), la legibi-
lidad se determina por los rasgos lingu¨´ısticos,
que suelen agruparse en aquellos relacionadas
con la grama´tica (o lo que es lo mismo, la
sintaxis) y aquellos relacionados con el le´xico
(es decir, el vocabulario) (Alliende Gonza´lez,
1994). Son mu´ltiples los autores que han esta-
blecido me´tricas para la legibilidad en ambos
a´mbitos. En concreto, este trabajo visita 12
de las me´tricas ma´s utilizadas para la legibili-
dad le´xica y sinta´ctica y estudia su idoneidad
como caracter´ısticas para la determinacio´n de
la edad recomendada de lectura en textos de
educacio´n primaria.
El uso de algoritmos de aprendizaje au-
toma´tico para determinar la edad recomen-
dada para un texto a partir de estas medi-
das de complejidad se ha comparado median-
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te validacio´n cruzada con otras dos formas
de modelar el lenguaje: mediante vectores de
palabras (Mikolov et al., 2013) y mediante el
modelo de espacio vectorial cla´sico (Salton,
Wong, y Yang, 1975). Los resultados mues-
tran que el u´ltimo modelo, con una seleccio´n
de caracter´ısticas adecuada y determinados
algoritmos de aprendizaje, resulta muy apro-
piado para esta tarea, destacando de esta for-
ma la relevancia del vocabulario en la com-
prensio´n lectora. Los datos utilizados para la
experimentacio´n han sido extra´ıdos de la web
y consisten en diversas lecturas recomenda-
das para distintos niveles en Educacio´n Pri-
maria.
El art´ıculo esta´ organizado como sigue: en
la Seccio´n 2 se introducen las medidas de
complejidad utilizadas para el modelado de
los textos; la Seccio´n 3 describe el conjun-
to de textos que hemos utilizado como base
para los experimentos, que se detallan en la
Seccio´n 4. En la Seccio´n 5 analizamos los re-
sultados obtenidos y en la Seccio´n 6 se cierra
el trabajo con las conclusiones del mismo.
2 Medidas de Complejidad
En este apartado, vamos hacer un recorri-
do por las diferentes me´tricas de complejidad
que se han propuesto por diversos autores. Si
bien algunas de estas medidas proporcionan
directamente la edad recomendada, como la
medida de Garc´ıa Lo´pez (2001), basada, a
su vez, en la de Flesch (1948), otras ofrecen
ı´ndices de ma´s dif´ıcil interpretacio´n, como la
complejidad le´xica de Anula (2008), el ı´ndice
de complejidad de oraciones o la profundidad
del a´rbol de dependencia de (Saggion et al.,
2015), entre otras.
Complejidad del le´xico. Esta medida de
complejidad fue propuesta por Anula
(2008) para medir la complejidad le´xica
de un texto, determinada por la frecuen-
cia de uso y la densidad le´xica. Se consi-
dera que a mayor densidad le´xica (mayor
nu´mero de palabras diferentes por tex-
tos) mayor dificultad para la compren-
sio´n.
Legibilidad de Spaulding. La legibilidad
de Spaulding, comu´nmente conocido co-
mo el ı´ndice SSR, fue propuesta por
Spaulding (1956). Se centra en medir el
vocabulario y la estructura de oraciones
para predecir la dificultad relativa de le-
gibilidad de un texto.
Complejidad de oraciones. El ı´ndice de
complejidad de oraciones fue propuesto
por Anula (2008). Mide el nu´mero de
palabras por oracio´n, obteniendo as´ı el
ı´ndice de longitud oracional, y el nu´mero
de frases complejas que hay por oracio´n,
a partir de un ı´ndice de frases complejas.
I´ndice de legibilidad automatizado.
Senter y Smith (1967) nos proponen uno
de los ı´ndice ma´s utilizados debido a su
facilidad de ca´lculo. Mide la dificultad
de un texto a partir del nu´mero medio
de caracteres (letras y nu´meros) por
palabra y del nu´mero medio de palabras
por oracio´n.
Altura del a´rbol de dependencia. Esta
medida fue propuesta por Saggion et al.
(2015). Es una me´trica muy u´til para
capturar la complejidad sinta´ctica: las
oraciones largas pueden ser sinta´ctica-
mente complejas o contener una gran
cantidad de modificadores (adjetivos,
adverbios o frases adverbiales). Estos
u´ltimos no aumentan la complejidad
sinta´ctica y no dan lugar a a´rboles muy
profundos, mientras que los primeros
tienen una fuerte tendencia a producir
a´rboles profundos.
Marcas de Puntuacio´n. Esta medida fue
tambie´n propuesta por Saggion et al.
(2015). En la complejidad de un texto,
el nu´mero promedio de signos de pun-
tuacio´n se utiliza como uno de los indi-
cadores de complejidad del mismo.
Lecturabilidad de Ferna´ndez-Huerta.
Blanco Pe´rez y Gutie´rrez Couto (2002)
y Ramı´rez-Puerta et al. (2013) nos
proponen esta medida de complejidad
como una adaptacio´n al espan˜ol de la
prueba de legibilidad de Flesch (Flesch
(1948)). Parte de que en espan˜ol las
palabras en promedio tienen ma´s s´ılabas
y las oraciones tambie´n son ma´s largas.
Mide el promedio de s´ılabas por palabra
y el promedio de palabras por oracio´n
que hay en el texto.
Legibilidad de Flesch-Szigrist (IFSZ).
Los trabajos De Granada Barrio-
Cantalejo et al. (2008) y Ramı´rez-
Puerta et al. (2013) nos proponen el
ı´ndice de legibilidad de Flesch-Szigristzt
como una modificacio´n de la fo´rmula
de Flesch (Flesch, 1948) adaptada al
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castellano. El ı´ndice de legibilidad IFSZ
es considerado de referencia para la
lengua espan˜ola. Mide el nu´mero de
s´ılabas por palabra y el nu´mero de
palabras por oracio´n que hay en el
texto.
Comprensibilidad de Gutie´rrez. Fue
creada para el castellano (Rodr´ıguez,
1980) y consiste en una fo´rmula ma-
tema´tica, generada por me´todos de
regresio´n mu´ltiple, que incluye ciertas
caracter´ısticas lingu¨´ısticas del material
cuya dificultad se pretende evaluar. Se
centra en medir el promedio de letras
por palabra y el promedio de palabras
por oracio´n.
Legibilidad µ. La Legibilidad µ propone
una fo´rmula para calcular la facilidad
lectora de un texto. Proporciona un ı´ndi-
ce comprendido entre 0 y 100 y fue desa-
rrollada por Mun˜oz (2006). Esta medida
se centra en medir el nu´mero de pala-
bras, la media del nu´mero de letras por
palabra y su varianza.
Edad mı´nima de comprensibilidad.
En el trabajo de Garc´ıa Lo´pez (2001)
podemos encontrar otra fo´rmula para
medir la edad necesaria para entender
un texto. Es, de nuevo, una adaptacio´n
al castellano de la fo´rmula original de
Flesch (Flesch (1948)) para el ingle´s.
Mide el promedio de s´ılabas por palabra
y el promedio de palabras por oracio´n
para obtener la edad mı´nima necesaria
para entender un texto.
SOL. Contreras et al. (1999) nos propone
la me´trica SOL como una adaptacio´n al
espan˜ol de la fo´rmula SMOG propuesta
por Mc Laughlin (1969). Mide la legibi-
lidad de un texto mediante el nivel de
grado, que viene a ser el nu´mero de an˜os
de escolaridad necesarios para entender
el texto.
3 Descripcio´n del corpus
Nuestro objetivo es evaluar la idoneidad de
un sistemas de clasificacio´n automa´tico que
utilice estas me´tricas para determinar la edad
recomendada de lectura para un texto.
El corpus que utilizamos en este trabajo
esta´ compuesto por 300 textos de lecturas en
espan˜ol, orientados a alumnos de Educacio´n
Primaria. Dichos textos esta´n clasificados por
el curso a los que van dirigidos. En consecuen-
cia, tenemos 6 grupos (1o, 2o , 3o , 4o , 5o y
6o de primaria) y cada grupo consta de 50
textos.
Los textos han sido obtenidos, principal-
mente, de un trabajo realizado por un grupo
de profesores de distintos centros de Sevilla,
coordinados por Mar´ıa Jose´ Moya Bellido y
Antonio Ruiz y Mart´ın (Inspectores de Edu-
cacio´n del Servicio de Sevilla), en el curso es-
colar 2011/20121.
Adema´s hemos completado nuestro corpus
con otras lecturas y con los primeros cap´ıtu-
los de algunos cuentos, obtenidos de distin-
tos sitios web, donde encontramos recursos
educativos accesibles y gratuitos, como por
ejemplo “Orientacio´n Andu´jar”2 o “Rinco´n
de lecturas”3.
En la Tabla 1, podemos observar las ca-
racter´ısticas ma´s relevantes del corpus com-
pilado.
4 Experimentos
Como se ha indicado anteriormente, hemos
evaluado la aportacio´n de estas me´tricas de
complejidad en una tarea de determinacio´n
de la edad de lectura recomendada mediante
aprendizaje automa´tico. Adema´s, hemos es-
tudiado la dependencia de las distintas me´tri-
cas con el nivel de Educacio´n Primaria me-
diante un ana´lisis de los valores Chi-cuadrado
que obtenemos al estudiar los pares de distri-
buciones<valores de la caracter´ıstica, nivel>
Para evaluar los sistemas hemos configura-
do distintos conjuntos de datos con diferen-
te granularidad en los niveles de Educacio´n
Primaria considerados, tal y como pasamos a
detallar a continuacio´n.
4.1 Conjuntos de datos
Para llevar a cabo los experimentos hemos
definido los dos siguientes conjuntos de datos:
123456: A cada curso de primaria le asig-
namos un nivel (de 1o a 6o de educacio´n
primaria).
110022: Tomamos dos grupos, donde los
cursos 1o y 2o pertenecen al nivel 1, 5o y
6o pertenecen al nivel 2 y los cursos 3o y
4o no son considerados.
La razo´n de esta configuracio´n de las cla-
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Curso 1o 2o 3o 4o 5o 6o Total
No Textos 50 50 50 50 50 50 300
Taman˜o Vocabulario:
palabras distintas en el texto 1966 2648 2799 3759 4979 5333 21484
Longitud Media en palabras 150.54 204.6 222.22 370.26 489.16 514.26 1978.04
Longitud Mı´n en palabras 36 41 31 61 38 73 280
Longitud Ma´x en palabras 454 692 1508 1640 1797 1572 7663
Media de palabras raras 49.58 64.88 69.82 114.98 147.3 161.04 607.6
No palabras por oracio´n 12.68 16.43 16.14 22.52 20.27 22.05 110.09
No s´ılabas por palabra 1.88 1.98 1.95 1.96 1.98 1.995 11.75
Media de oraciones complejas 9.20 12.34 12.65 19.11 17.14 17.52 87.96
No total palabras 7533 10202 11081 18478 24429 27038 98761
Tabla 1: Caracterizacio´n del Corpus
mayor separabilidad y dilucidar de forma cla-
ra que´ caracter´ısticas son las ma´s significati-
vas cuando de determinar el nivel de lectura
se trata. De esta forma, la segunda configu-




La hipo´tesis es que, dado que las me´tricas
enumeradas anteriormente capturan distin-
tos aspectos de la complejidad del texto, de-
ber´ıan ser va´lidas como caracter´ısticas en un
modelo que represente cada documento en
este proceso de clasificacio´n del nivel. Para
ello vamos a aplicar validacio´n cruzada so-
bre los distintos conjuntos (123456 y 110022)
y algoritmos (LinearSVC, Multilayer Percep-
tron, Random Forest y Naive Bayes). Adicio-
nalmente, vamos a comparar estos resultados
con los obtenidos con otros modelos del texto
pero no asociados a la complejidad, como los
vectores de palabras (word embeddings me-
diante Word2Vec) o el modelo de espacio vec-
torial cla´sico con TF.IDF.
Analizaremos, de esta forma, la pertinen-
cia o no de estas medidas de complejidad
de manera indirecta a partir de la evalua-
cio´n de los clasificadores entrenados con ellas.
Obtenemos, por validacio´n cruzada y macro-
promediado, las medidas de exactitud (accu-
racy), F1, cobertura (recall) y precisio´n (pre-
cision) de cada algoritmo para cada combi-
nacio´n de clases.
Una vez obtenidos dichos valores para ca-
da clasificador, realizamos una prueba de
Chi-cuadrado a las muestras y volvemos apli-
car la validacio´n cruzada para ver cua´les son
las medidas de complejidad ma´s relevantes.
Por u´ltimo, tambie´n probamos con las re-
presentaciones de Word2Vec y TF.IDF.
Para todo esto hemos usado la herramien-
ta Freeling (Padro´ y Stanilovsky, 2012) para
procesar los textos y las bibliotecas de Pyt-
hon SciKit-Learn (Pedregosa et al., 2011) pa-
ra aprendizaje automa´tico y Gensim (Rehu-
rek y Sojka, 2011) para trabajar con vectores
de palabras.
4.3 Experimentos
Hemos representado los textos segu´n cuatro
modelos diferentes:
1. Los textos son representados por las me-
didas de complejidad indicadas anterior-
mente, sobre las que hemos aplicado una
normalizacio´n L2 de los valores.
2. Word2Vec siguiendo el me´todo de aglo-
meracio´n propuesto por Montejo-Ra´ez y
Dı´az-Galiano (2016).
3. TF.IDF.
4. Medidas de Complejidad + Word2Vec +
TF.IDF.
5 Ana´lisis de resultados
Como era de esperar, independientemente de
los algoritmos y las representaciones utiliza-
das para los textos, obtenemos el peor resul-
tado cuando consideramos el conjunto de da-
tos 123456. Esto se debe a que no hay tanta
diferencia entre ellos, puesto que son cursos
consecutivos y van aumentando su dificultad
gradualmente. El mejor resultado lo obtene-
mos con el conjunto 110022, puesto que la di-
ferencia entre los cursos considerados de pri-
mer ciclo de primaria y tercer ciclo de pri-
maria es ma´s significativa. En cualquier caso,
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Figura 1: Resultados filtrando por Chi-
cuadrado las medidas de complejidad
es importante remarcar que para el objeto de
nuestra investigacio´n nos interesa sobre to-
do analizar las diferencias entre modelos de
representacio´n de los textos bajo las mismas
condiciones de dificultad de clasificacio´n (cla-
ses) y algoritmos usados.
5.1 Resultados con medidas de
complejidad
En la Tabla 2 presentamos la estad´ıstica del
aprendizaje automa´tico supervisado con las
medidas de complejidad para las distintas
configuraciones de clases.
En la Tabla 2, podemos observar que el
ma´ximo se alcanza con un accuracy de 0.76
con Multilayer Perceptron. En cualquier ca-
so, los resultados arrojados por los distintos
clasificadores son comparables. Las diferen-
cias entre ellos pueden responder ma´s a cues-
tiones de ajuste de los para´metros del clasi-
ficador que a su conveniencia o no en esta
tarea. El uso de distintos algoritmos no es
sino para comprobar si nuestra hipo´tesis se
mantiene independientemente del tipo de al-
goritmos de clasificacio´n utilizado.
Cuando aplicamos la Chi-cuadrado y des-
pue´s la validacio´n cruzada obtenemos la Fi-
gura 1. Podemos observar que el ma´ximo se
alcanza con una accuracy de 0.775 con tres
caracter´ısticas con el clasificador Linear SVC.
5.2 Resultados con Word2Vec
Los resultados los podemos observar en la Ta-
bla 3 para las dos tareas de clasificacio´n y los
distintos algoritmos utilizados.
En la Tabla 3, podemos observar que el
ma´ximo se alcanza con una accuracy de 0.73
con el clasificador Random Forest. Cuando le
Figura 2: Resultados filtrando por Chi-
cuadrado en word2Vec
aplicamos la Chi-cuadrado antes de la vali-
dacio´n cruzada para seleccionar caracter´ısti-
cas obtenemos la Figura 2. Siendo el ma´ximo
0.775 y se alcanza con 37 caracter´ısticas en el
clasificador Multilayer Perceptron.
Como es de esperar en el uso de una red
neuronal como es el perceptro´n multicapa,
cuando el nu´mero de caracter´ısticas es grande
el clasificador puede requerir de una mayor
cantidad de ejemplos para llegar a estimar
un buen modelo. Esta ser´ıa la razo´n para su
buen comportamiento al filtrar caracter´ısti-
cas por Chi-cuadrado (a 37) y al usar medi-
das de complejidad (12) frente a vectores de
palabras o vectores TF.IDF que cuentan con
centenares de caracter´ısticas.
5.3 Resultados con TF.IDF
Podemos observar los resultados obtenidos en
la Tabla 4, de nuevo, para las dos tareas de
clasificacio´n y los distintos algoritmos utiliza-
dos.
En la tabla 4, podemos observar que el
ma´ximo se alcanza con una accuracy de
0.76 con el clasificador SVC Linear. Cuan-
do le aplicamos la Chi-cuadrado al conjun-
to 110022 con los mismos clasificadores sobre
la representacio´n de TF.IDF, obtenemos la
Figura 3. Siendo el ma´ximo 0.92 y se alcan-
za con 199 caracter´ısticas en el clasificador
Gaussian Naive Bayes.
5.4 Resultados con medidas de
complejidad + Word2Vec +
TF.IDF
Los resultados basados en las medidas de
complejidad junto a Word2Vec y TF.IDF se
presentan en la Tabla 5.
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clases algoritmo accuracy F1 precision recall
123456 Linear SVC 0.26 0.19 0.07 0.18
123456 Multilayer Perceptron 0.27 0.23 0.07 0.20
123456 Random Forest 0.29 0.29 0.34 0.33
123456 Gaussian Naive Bayes 0.26 0.22 0.22 0.25
110022 Linear SVC 0.76 0.74 0.59 0.64
110022 Multilayer Perceptron 0.76 0.75 0.25 0.5
110022 Random Forest 0.72 0.69 0.79 0.74
110022 Gaussian Naive Bayes 0.7 0.68 0.76 0.72
Tabla 2: Resultados con Medidas de Complejidad
clases algoritmo accuracy F1 precision recall
123456 Linear SVC 0.30 0.28 0.32 0.30
123456 Multilayer Perceptron 0.17 0.05 0.03 0.17
123456 Random Forest 0.26 0.25 0.32 0.26
123456 Gaussian Naive Bayes 0.30 0.27 0.30 0.30
110022 Linear SVC 0.72 0.70 0.74 0.72
110022 Multilayer Perceptron 0.50 0.33 0.25 0.50
110022 Random Forest 0.73 0.69 0.76 0.77
110022 Gaussian Naive Bayes 0.71 0.69 0.74 0.71
Tabla 3: Resultados con Word2Vec
clases algoritmo accuracy F1 precision recall
123456 SVC Linear 0.27 0.25 0.27 0.27
123456 Multilayer Perceptron 0.18 0.08 0.08 0.18
123456 Random Forest 0.27 0.31 0.34 0.31
123456 Gaussian Naive Bayes 0.19 0.17 0.21 0.19
110022 SVC Linear 0.76 0.74 0.79 0.76
110022 Multilayer Perceptron 0.50 0.33 0.25 0.50
110022 Random Forest 0.71 0.74 0.81 0.74
110022 Gaussian Naive Bayes 0.61 0.57 0.64 0.61
Tabla 4: Resultados con TF.IDF
clases algoritmo accuracy F1 precision recall
123456 Linear SVC 0.31 0.27 0.29 0.31
123456 Multilayer Perceptron 0.21 0.14 0.12 0.21
123456 Random Forest 0.28 0.28 0.32 0.28
123456 Gaussian Naive Bayes 0.16 0.12 0.15 0.16
110022 Linear SVC 0.77 0.74 0.78 0.77
110022 Multilayer Perceptron 0.68 0.64 0.76 0.68
110022 Random Forest 0.75 0.73 0.80 0.75
110022 Gaussian Naive Bayes 0.55 0.44 0.56 0.55
Tabla 5: Resultados con Medidas de Complejidad + Word2Vec + TF.IDF
En la Tabla 5, podemos observar que
el ma´ximo se alcanza con una accuracy de
0.77 con el clasificador SVC Linear. Cuan-
do le aplicamos la Chi-cuadrado al conjunto
110022 con los mismos clasificadores sobre las
medidas de complejidad y las representacio-
nes de Word2Vec y de TF.IDF, obtenemos la
siguiente gra´fica que se muestra en la Figu-
ra 4. Siendo el ma´ximo 0.90 y se alcanza con
209 caracter´ısticas en el clasificador Multila-
yer Perceptron.
En resumen, obtenemos resultados muy
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Figura 3: Resultados filtrando por Chi-
cuadrado en TF.IDF
Figura 4: Resultados filtrando por Chi-
cuadrado las medidas de complejidad +
Word2Vec + TF.IDF
parecidos para las medidas de complejidad y
Word2vec. Sin embargo, se mejoran los resul-
tados si consideramos la unio´n de las medidas
de complejidad con Word2Vec y TF.IDF. En
cualquier caso, el mejor resultado es el obteni-
do TF.IDF con filtrado de te´rminos median-
te Chi-cuadrado. Los clasificadores Gaussian
Naive Bayes y Multilayer Perceptron son sen-
sibles al nu´mero de caracter´ısticas, y una re-
duccio´n de las mismas llegar a arrojar resul-
tados destacados.
6 Conclusiones
Hemos visto co´mo los indicadores cla´sicos de
complejidad textual sobre el espan˜ol pueden
ayudarnos a resolver una tarea de clasifica-
cio´n de textos en distintos niveles o cursos del
ciclo formativo de primaria. En cualquier ca-
so, los modelos de representacio´n basados en
contenido resultan mejores para esta tarea, si
bien las medidas de complejidad pueden com-
plementarles. Destacan los resultados utili-
zando un modelo cla´sico de representacio´n de
los textos como TF.IDF, frente a representa-
ciones muy utilizadas en la actualidad como
los vectores de palabras. Parece no haber du-
da de la relevancia del vocabulario a la hora
de determinar que´ es ma´s recomendable que
lean.
Nuestro estudio, de una forma emp´ırica,
corrobora el de Stahl (2003), al reflejar la
fuerte influencia de la riqueza de vocabulario
del lector en la comprensio´n lectora, ma´s alla´
de los s´ımbolos y la grama´tica. No obstante,
consideramos que las medidas de compleji-
dad pueden ser una forma conveniente para
modelar el lenguaje natural en determinadas
aplicaciones, como la deteccio´n de autor´ıa,
la seleccio´n de textos para personas con difi-
cultades asociadas a trastornos del lenguaje
(autismo, para´lisis cerebral...), o la deteccio´n
temprana de deterioros cognitivos, como el
Alzheimer. Otra l´ınea futura de trabajo es el
analizar no so´lo el lenguaje formal, sino tam-
bie´n el informal en entornos como los medios
sociales en Internet.
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