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We shall call dAt the present at t. We write WI4 = ~b(t)ltb),~ E A,).
(1.6)
By the "causal" estimator, we shall mean i(t ] t), which is the estimator of x(t) that uses only the past data at t. By "recursive filtering," we shall refer to a means of suitably embedding R (t ] t) in a state X(t) so that, for t' > t (which means tl' 2 tl and t2' > t2), X(f) can be computed using X(t) and the observed data in the area between At! and At. The results of [l] show that if x(t) has a Markovian property (in the sense that t' t t implies the conditional independence of x (t') from the past of x at t given the present of x at t), then recursive filtering is indeed possible, and the state can be taken as X(t) = (32(sI t), s E dAtJ.
(1.7)
To model the dynamics of x (t), we shall take a class of partial differential equations, which are often so used in the literature [2]- [5] . F rom these modeling equations, we shall derive the recursive filtering equations and the generalized Riccati equation. The Riccati equation will be solved for one specific example, corresponding to the case where x(t) is a homogeneous random field with a spectral density function given by
The problem considered here is to be distinguished from the problem of computing the estimation R (t 1, t 2 ] t 1, Tz) for a fixed T2 as tl changes. The latter might be described as one-sided-recursive half-plane-causal filtering, which has been considered in a recent paper by Wong and Tsui [6] . The problem treated in this paper is considerably more complex, owing to the inherently two-dimensional dynamics of information change. Whether the results are more useful is arguable, but we think that, aside from its mathematical interest, the two-dimensional recursive causal filter is important for a number of reasons which include the following.
1) It allows data to be added in either or both directions, -nd reduces to the one-sided filter as a degenerate limiting case.
2) The state X(t) as given by (7) plays a special role in the computation of the likelihood ratio [7] , which in turn is essential in hypothesis testing and parameter estimation.
3) One expects, and the results vindicate this, that the dynamics of 32 (t ] t) follows closely that of x (t ).
4) Most importantly, the state X(t) = (32(s I t),s E dAtj plays a generic role in recursive computation for all estimation problems, much like that played by the causal estimator in one dimension. Thus whether or not one is interested in causal estimators per se, recursive computation forces them to be considered.
II. WIENERPROCESSANDSTOCHASTICINTEGRALS
As in the one-dimensional case, the pathology of white noise can be avoided by dealing with its integral. Let W(A) be a Gaussian random function parameterized by sets A in the plane such that EW(A) = 0 and
= area (A n I?). where At is the lower left quadrant of T with tip at t as defined earlier, and 2 is now the observed field. The Wiener process W is independent for nonoverlapping areas, and this captures the independence property of white noise. Our experience with one-parameter processes suggests that, in dealing with a Wiener process and its transformations, a stochastic calculus is necessary, and such a calculus must be closely related to a theory of martingales. These considerations motivated Wong and Zakai [8] , [9] and Cairoli and Walsh [lo] to undertake a systematic study of martingales with a two-dimensional parameter and their associated stochastic calculus. These results will be briefly summarized in this section.
We begin with some notation and terminology. For two points t and s on the plane, t > s will mean tla sr and t2 3 sz. Let T be a rectangle. A family of u-fields (3,,t E Tj is said to be increasing if t > s implies that 3t > 3,. A random field (M(t),t E TJ is said to be adapted to (3t,t E T] if, for each t in T, M(t) is 3t-measurable, and is a martingale with respect to (3t,t E T) if t > s implies
To be brief, we shall say M(t) is an 3,-martingale or that (M(t),3t) is a martingale. where $ is an 3t-adapted random field and satisfies S E@(s)ds < 00.
(2.5) T This integral can be defined as the quadratic-mean limit of a sequence of approximating sums, i.e.,
where, for each n, (tij'"'{ is a rectangular partition of T,
and (tij'"') refines to zero as n -03. So defined, M has the martingale property that E(MI 3t) = s,, 44s) W&J.
(2.7)
In [8], Wong and Zakai raised the question as to whether every square-integrable functional of a Wiener process is expressible in the form of (2.4). While the answer for the one-parameter case is affirmative, the answer for a parameter space of dimension two or more is not. For a twoparameter Wiener process, every square-integrable functional is of the form
The second integral in (2.8), to be defined shortly, will be called a multiple stochastic integral. Cairoli and Walsh [lo] introduced a class of mixed integrals, which, slightly modified, were found to be required for a complete stochastic calculus in the plane [9] , [ll] .
Multiple stochastic integrals and mixed integrals can all be expressed as S TXT !ws'M(ds)Y(W where X and Y are either the Wiener process W or the Lebesgue measure. Lets A s' denote the fact that sr d sr' but ss 2 ss'. Then, for 1,5 which satisfy the condition a) $(s,s') is measurable with respect to 3~~~7,~~) and b) Is hS' E$2(s,s')dsds' < 00, the integral is defined by S TXT $(s,s'M(ds)Y(ds') = lim in q.m. C Il/(s,s')X(As)Y(As') (2.9) n-m ShS'
S,S'E Tn where T, is a sequence of partitions of T which refine to zero, and As stands for the forward incremental area
In [II] , it was shown that if a random field X( t ) is defined by x(t) = S At Hs)W(ds) + S A XA 4s') Wds) WW) t t + S A XA oh') W(dsMs' + t t S A XA yhs')dsW(d t t + S e(s)ds (2.10) At then F(X(t)), for a suitably differentiable function F, is again expressible as the sum of integrals of the same types.
It is tempting to write the multiple stochastic integral and the mixed integrals as iterated integrals. This can be done as follows. Suppose that I? is an increasing path connecting the minimal point and the maximal point of the rectangle T. For any point s in T, we define s(f) as the smallest point on l? which dominates s, i.e., s(I) = min (t: t E r, t t s}.
(2.11) Let 4(s) be a random function and let I' be an increasing path such that 4(s) is 3,(r)-measurable for each s. We shall say I$ is r-adapted. If $ is r-adapted for some I, then the stochastic integral M= S T $(s)W(ds) (2.12) can again be defined. We note that if 4(s) is 3C,-measurable, then it is S,(r)-measurable for any increasing r. Hence, the definition of (2.12) represents a considerable generalization over (2.4). If 4 is r-adapted, then the integral
is a martingale (one-parameter) on the path t E I'. With this generalization, we can now express the multiple stochastic integral and the mixed integrals as iterated integrals, i.e.,
1 where I(s h s') denotes the indicator function of the set in T X T of (s,s') which satisfy s A s', and the inner and outer integrals are either a Lebesgue integral or a stochastic integral in the sense of (2.12). For example, let T be the t2 A (respectively,
We note that the only difference between these two representations is the term involving R. Equation ( Let 3t denote the a-field generated by (x(s),W(s),s < t\, and let 3,t denote the o-field generated by (Z(s),s < t). Let R (s I t ) denote the conditional expectation (respectively,
These forms suggest certain limitations on the recursion of the causal estimation 32 (t I t). For example, consider an incremental change tl -tl + dt,. Then
where {M(t), 3,t I is a martingale in t I for each t2. There- (3.6) and this means that, no matter what the dynamics of x are, the best recursion that can be hoped for in t 1 is for the line bwl,S2lW2), a2 d s2 d t2). A similar conclusion follows in the t 2 direction.
The foregoing also suggests that, for line-by-line recursive filtering to be possible in both directions, an appropriate model for the dynamics of x is given by x(dtl,tzJ = ~l(tl,tz)x(tl,tWl S tz + hl(tl,t2;s2)V(dtlds2) a2
x(tl&) = w(tl,tz)x(tdz)dtz 12(slt) = E[x(s)~3,tl. At any t, the state of the filtering equation is X (t ) = (32 (s I t), s E dAt). The first set of filtering equations will exhibit the change in these quantities as t 1 -t 1 + dt 1 or as t2 -tz + dt,, one at a time. These equations would be "partial differential" equations similar to (3.7). Since only tl or t2 changes, these are basically one-dimensional equations, and the only aspect of their derivation which is two-dimensional is the innovations representation (cf., (3.6)). Generally, let d(tl,t2) be any random function and let 8(t 1 t) denote E[B(t) I t]. Then, the same line of reasoning leading to (3.6) will also yield the representation
where z(ds I t) denotes the "innovations" process We can now use (3.17) and (3.21) to get where M is a weak martingale, with the state equation dtlPhW1rhlt) (3.8), viz.,
where V is a Wiener process. This is a direct generalization of the filtering equation in one dimension, as simple a generalization as could have been hoped for.
= dt, (Yl(tl,Tp)P(tl,T2;T1,t2(t) 1 IV. AN EXAMPLE Possibly the simplest nontrivial example is the so-called + S aI" fl(t2,72;s2)P(tls2;Tllt2( t)dS:! "separable-covariance" model which has been used by a number of authors [4], [5] and corresponds to the special 1 --S t2 case of (3.8) with al(t) = -cl, a2(t) = -cs, P(t) = -c1c2, No a2 P(tl,T2;tl,szlt)P(tl,S2;71,t21t)dS2 (3.22) and y(t) = 1. It also corresponds to the case where the state r(t) is a homogeneous Gaussian random field with a We observe that if p(tl,T2;tl,s21 t) is determined by solving spectral density function given by (3.19), then (3.22) is a linear equation for the function p(t1,T2;?1,t21 t). By symmetry, we also have
(4.1)
; P(h,T2;Td21t)
We shall attempt to solve for p in the infinite-past case, i.e., 2 when al = uz = --03. Consider (3.19). For this example, fi = 0, and
No al P(Tl,t2;s2,t2lt)P(tl,T2;Sllt2lt)dS1 (3.23)
Equations (3.19), (3.20), (3.22), and (3.23) provide us with a complete set of equations which determines P(T,T'[ t), 7,~' E dAt. Equation (3.16) represents the filtering counterpart of the state equation (3.7). The question arises as to what is the filtering counterpart of (3.8). After some tedious but routine manipulations, we find that, for any T E dAt, 32 (~1 t) satisfies
If we denote the left side by M(dt;?), then, for each 7 E dAt, M is a "weak martingale" in the sense that Equation (4.5) can be solved by using the Karhunen-Lo&e expansion for (Nc/2cz) exp (-cz]~ -VI) on0 <u, u < 00. Actually, this is a degenerate expansion since, because the interval is infinite in length, the spectrum will no longer be discrete. In any event, if we represent Furthermore, it is clear that, with an infinite past in the tl direction, p(t1,T2$1,~2'1 t) cannot depend on tl, and its dependence on the remaining variables t2,71,72' can only be as a function of t2 -72 and t2 -72'. We shall define the function rlb,u) = p(W2 - and use it to rewrite (3.19) in the form It is clear that, by symmetry, we can define r2tf-w) = p (tl -uJ2;tl -uJ2lt) and r2 must be given by Since rl (O,O) and r-2(0,0) are both equal to p(t ] t), they must be the same. It is easy to verify that the expressions we have obtained for rl and r2 are consistent with this requirement.
The solutions r1 and r-2 give us P(T,T'~ t) for T, T' on the same leg of dAt. To complete the solution of the filtering problem, we still need p(tl,T2;71,t2/ t), which must satisfy (3.22) and (3.23). We note that, for the case at hand, Consistency requires that <i&+4 Sum rl(T2,%hl(WddS2 = (i&+4 K r2(WdqhT2)dsl which is assured provided that q(TI,S2) = f(C171$2S2) and that f is a symmetric function.
We can solve for q (Tl, s2) by assuming it to be of the form Finally, we can use the solution p to obtain the transfer function of the one-quadrant causal Wiener filter. Take the first equation of (3.16) and write it formally for the present example as -+(t1,r21t1,t2)
where [ represents the observed field in the original white noise form (c.f., (1.1)). The stationarity inherent in the present example suggests that we can write
If we define Hl(72; ul, u2) as the Fourier transform of hi, i.e., must be a symmetric function of (vi/~) and (vs/cs). This symmetry is far from obvious in the integral representation for H1(72;~1,u2) . To, obtain a symmetric expression for Thus far, we have not been able to determine the degree of generality of this relationship.
V. DISCUSSION We have chosen to derive the main filtering equation (3.24) by considering the partial differentials in each direction. In effect, we took the path of successive differentiation. A more elegant and a more easily generalized alternative derivation is the following. a) If we define M(T,dt) to be the left side of (3.24), then we can show that M must be a weak martingale.
b) An innovations representation for 3*,-weak martingales can be derived which shows that M must be of the c) Since M must be linear in 2, the second integral must vanish, and what remains yields the general form of (3.24).
This derivation suffers from the disadvantage of not readily yielding the gain functions as byproducts. Hence we chose the more direct approach.
Let t > T. The problem of determining f (T I t ) might be termed a smoothing problem. We note that the difference betweenf(Tlt) andi(?l?) 1 ies entirely in the observation. 59 Using (3.24), we can recursively compute i (Tlt) as t changes by again using X(t) = (f (s I t),s E dAt 1, justifying in part our remark in the introduction that X(t) plays a generic role in all estimation problems. Dl PI
