Abettrct. An optimal stochastic control problem that minimizes the probability that a snal upcrosses a level is solved by rewriting it as a one-parametric optimization problem over a set of LQG-problem solutions. The solution can sometimes be thought of as finding optimal wehtings in an LQG-problem.
Introduction
In standard control problems the primary goal is to keep the controlled signal near a certain reference value. Sometimes it is also of interest to consider a secondary goal of preventing the controlled signal from upcrossing a level, where the upcrossing would cause some undesirable event such as e.g. emergency shutdown or instability. The distance between the level and the reference value is normally not small, since otherwise the upcrossing probability wiU be intolerably high. However, there may be other control-objectives that make it undesirable or impossible to choose the distance large. An the generated power exceeds 140% of rated power, [14] .
Other examples can be found in sensor-based robotics and force control, [11] , and control of non-linear plants, where the stability may be state-space dependent, [161.
The proposed controller-the minimum upcrossing controller-can be interpreted as a choice of optimal weightings in an LQG-problem, chosen in such a way that they minimizes the mean number of upcrossings of the critical level per unit time. The problem of level crossngs in the context of stochastic processes was already studied by Rice, [15] .
In [7] , [81 and [10] the problem was solved in the continuous time case; here the discrete time case is treated, which previously has been described in [91. Only the case of a linear process controlled with a linear controller will be treated, since then, if the disturbances acting on the process are Gaussian, the closed loop system will also be Gaussian. It is very likely that a nonlinear controller will do better. However, then the non-Gaussianity of the closed loop system will make the analysis much harder.
In Section 2 the control problem is formulated. It is an optimal stochastic control problem. (1) in generality it may be assumed that m5 = r = 0, which can be obtained with a change of coordinates. To simplify the notations this will be assumed in the sequel.
Let V be the set of linear time-invariant stabilizing feedbacks of (1), and let VD be the set of linear timeinvariant stabilizing feedbacks of (1) for which 0.5 <zo holds, where a2 is the variance of z.
The control-problems mentioned in Section 1 are captured in the following problem formulation: Solution It will be seen that the minimization of A in (3) over D. The following lemma gives an exprenion for the upcrossing probability p in (3) 
and where ac and o4 are the variances of a and ,3.
In the following lemma J is rewritten to fit the standard LQG-problem formulation.
LEMMA 2 The loss function J in (5) can be written J = J+E {TBTC2T CB2} where J = E {3zTQ1z + 2zTQl2u + uTQ2u}, (6) and where
Proof: Since a and 8 are independent it holds that p =P {la-2zol <13} from which the result follows by a change of variables. C Thus the upcrossing probability can easily be computed with some numenrcal routine.
Regulator Design
The problem of minimizin the upcrossing probability will now be solved. In the first subsection the problem of minimizing the upcrossing probability is rephrased to a one-parametric minimization over a set of solutions to LQG-problems. The equations for solving the LQG- Next it will be shown that all jointly minimal variances of a and ,B can be obtained by mini'miing J in (5) 
LQG-equations
For short reference the equations for deriving the solution that minimizes J in (6) in Lemma 2 when the controller H is allowed to have a direct-term are given below. The transfer function from measurement to control is (8) where L. 
Since AL is block-triangular, Equation (10) can be split up into three equations, one of which has P in (9) as its solution. This reduces the complexity of the problem.
Summary
It has been shown how the minimization of the upcrossing probability can be rephrased to a minimization over a set of LQG-problem solutions parametersed by a scalar, regardless of the uniqueness of the solutions to the LQG-problems. However, if the solutions to the LQG-problems are unique, then the problem of minimim.-ing the uprosng probability can be thought of as finding optimal wehting in an LQG-problem. Note that the Lyapunov equation (10) Figure 3 it is seen how the optimal value of p decreases as zo increases. This indicates by the remark of Lemma 2 that the minimum upcrossing controller and the minimum variance controller are approximately the same for large values of zo.
Conclusions
A new optimal stochastic control problem that minimizes the probability that a signal upcrosses a level has been solved. The new controller-the minimum upcrossing controller-is obtained as the solution to a oneparametric optimization problem over a set of LQGproblem solutions, and thus the complexity is only one order of magnitude larger than for an ordinary LQGproblem. Further it can sometimes be thought of as finding optimal weightings in an LQG-problem.
The minimum upcrossing controller has been computeed for a first order process for different values of the critical level. It has been seen that it approaches the minimum variance controller as the distance to the critical level from the reference value increases. However, for moderate values of the critical level, which is the interesting case for the examples in Section 1, the minimum upcrossing controller is an interesting alternative to the minimum variavnce controller, since for these cases the milimnm upcrossing controller has a upcrossing probability and a control signal variance that are significantly lower than those of the minximum variance controller.
