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SUMMARY
Existing approaches to coalition formation assume that requirements associated with
tasks are precisely specified by the human operator. However, prior work in psychology has
demonstrated that humans, while extremely adept at solving complex problems, struggle
to explicitly state their solution strategy. This thesis contributes two frameworks to learn
implicit task requirements directly from expert demonstrations of coalition formation.
In the first framework, we account for the fact that demonstrators may allocate differ-
ent, equally-valid coalitions to the same task. We assume that each such coalition results
in optimal task performance. Essentially, we contribute a framework to model and infer
such heterogeneous strategies to coalition formation. Our framework includes a resource-
aware approach to generalize the inferred strategies to new teams without requiring addi-
tional training. To this end, we formulate and solve a constrained optimization problem
that simultaneously selects the most appropriate strategy for a given target team, and op-
timizes the constituents of its coalitions accordingly. We evaluate our approach against
several baselines, including some that resemble existing approaches, using detailed numer-
ical simulations, StarCraft II battles, and a multi-robot emergency-response scenario. Our
results indicate that our framework consistently outperforms baseline approaches in terms
of requirement satisfaction, resource utilization, and task success rates.
Our second framework relaxes the typical assumption that the available demonstrations
are optimal and incorporates interactive learning. Prior work in Learning from Demon-
strations (LfD) depend on high quality demonstrations and result in poor generalization
performance. Further, LfD approaches only perform as well as the best example in the
demonstration set. Deviating from prior work, we assume access to sub-optimal demon-
strations and evaluations of the assigned teams in the form of task-wise scores. In order
to effectively learn from sub-optimal demonstrations, our framework infers the underlying
reward function and subsequently generates coalitions by optimizing the inferred reward
xii
function. In addition to learning from sub-optimal demonstrations, we utilize interactions
with the environment to fine tune the reward distribution and obtain an estimate of the re-
quirements for tasks. Specifically, we develop a bandit-based approach that can deal with
continuous action spaces, and can be bootstrapped by sub-optimal demonstrations. We
evaluate our approach against baselines that are inspired from prior work using detailed
numerical simulations. Our results show that our approach combining both passive and in-
teractive learning achieves higher task performance when generalizing to new teams when
compared to baseline approaches that are similar to imitation learning, or utilize passive




In this thesis, we focus on the coalition formation problem in which a team of robots need
to be divided or partitioned into non-overlapping sub-teams (i.e., coalitions) such that mul-
tiple concurrent tasks can be successfully carried out [1, 2]. In particular, we are interested
in coalition formation for heterogeneous teams (i.e., teams made of robots with different ca-
pabilities). Forming effective coalitions with heterogeneous multi-robot systems has been
proven to be effective in several domains, such as environmental monitoring [3], agriculture
[4], and construction [5].
Most existing approaches to coalition formation assume that the task requirements as-
sociated with the different tasks are explicitly specified by the human operator (e.g., [6,
7]). However, prior work has demonstrated that manually specifying multi-dimensional
objective functions that capture the trade-offs between multiple factors can be very chal-
lenging [8, 9, 10]. In fact, complex tasks involve multi-dimensional requirements (e.g.,
searching an area, carrying a certain weight, and navigating rugged terrain) that are hard to
explicitly and precisely specify.
Despite the challenges in explicit specification of requirements and objectives, domain
experts routinely solve complex problems with similar requirements [8]. For example, the
field of Inverse Reinforcement Learning (IRL), which is based on the finding that users have
an easier time demonstrating a task than specifying a reward function, has led to successful
applications in autonomous flight [11], social navigation [12], and manipulation [13].
In the first part of this thesis, we take an IRL-inspired approach to coalition formation.
Instead of requiring exact task requirements, we propose to leverage expert demonstrations
of coalition formation. Our approach is similar in spirit to IRL in that we attempt to infer
the task requirements that the expert was implicitly attempting to satisfy when providing
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Figure 1.1: A block diagram of our framework to extract and generalize heterogeneous task
requirements.
the demonstrations. Specifically, we define task requirements in terms of the traits (i.e.,
multi-dimensional capabilities) required to accomplish the task. We then formulate our
problem as determining i) the trait requirements of each task from expert demonstrations,
and ii) the allocation of robots to each task such that each coalition collectively satisfies
the inferred requirements.
A key challenge in learning from human demonstrations is that different users may
demonstrate different, equally-valid, solutions to a task. A rich body of work in psychol-
ogy and human-robot teaming suggests that complex tasks are often solved using one of
many comparable strategies [14, 15]. For instance, one can search an area either with i) a
slow-moving coalition with a large collective sensing area, or with ii) a fast-moving coali-
tion with a small collective sensing area. We denote such different, yet equivalent, trait
requirements as heterogeneous strategies.
In essence, we contribute: 1) a novel formulation of heterogeneous coalition formation
strategies based on trait requirements, 2) a clustering-based approach for inferring such
generalizable heterogeneous strategies from expert demonstrations, and 3) an optimization-
based method to resource-aware selection of strategies to generalize the inferred strategies
2
to entirely new target teams without additional training.
We propose a hierarchical clustering-based method to extract heterogeneous require-
ments from expert demonstrations consisting of successful assignments (see top half of
Figure 1.1). The clustering approach provides appropriate abstraction of trait requirements
by distilling expert demonstrations into a small number of strategies.
To enable resource-aware generalizations of the inferred strategies to new target teams,
we pay explicit attention to the compatibility of the team’s capabilities with the inferred
strategies for each task (see bottom half of Figure 1.1). We propose an optimization-based
approach that simultaneously i) selects the strategy for each task and ii) optimizes the con-
stituents of the coalitions, both based on the context of the target team’s capabilities and
trait requirements.
Our framework accounts for task-interdependence by solving a constrained optimiza-
tion problem to simultaneously optimize both strategy selection and robot assignment. This
is important because the team has finite resources, and as such, the selection of strategy for
one task affects the selection for other tasks.
In the second part of this thesis, our focus shifts to dealing with sub-optimal demonstra-
tions. Few approaches in task allocation use demonstrations for learning to allocate robots
(see [16] for an exception). This is mainly because collecting high quality demonstrations
from experts is expensive [17]. Moreover, the demonstrations are assumed to be optimal
for methods using imitation learning. Hence, imitation learning suffers from the problem
of performing only as good as the best demonstration available within the dataset [17].
To address the limitations of using sub-optimal demonstrations, we assume access to task-
wise scores obtained by the coalitions assigned by the demonstrations. We explore the
possibility of learning to evaluate the team’s performance on tasks using their respective
scores.
Additionally, LfD approaches incur large generalization errors when the team perform-
ing the tasks are changed [17]. To overcome generalization errors, our approach to the
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problem of learning from sub-optimal demonstrations is two-fold. First, we learn the un-
derlying reward distribution using sub-optimal demonstrations and interactions from the
environment. Second, we compute the task requirements in terms of the agent capabilities
and solve a constrained optimization problem to find the task-coalition pairs.
For the first part of our approach, our objective is to learn to evaluate coalitions from
sub-optimal demonstrations. The reward function for each task used for the evaluation of
coalitions depends on the different aggregated capabilities assigned by the users to that task.
We denote sub-optimality in terms of the task-wise scores obtained by the coalitions while
performing the tasks. In order to learn the underlying reward distribution and estimate the
task performance of coalitions, we introduce a bandit-based interactive learning framework.
To effectively generalize when new species are a part of the team, our bandit-based
interactive learning framework computes arms in terms of the aggregated agent capabilities.
As a result, the multi-armed bandit approach selects arms in continuous spaces. Hence, we
model the reward distribution as a Gaussian process and design an algorithm inspired from
prior work on the use of Gaussian process optimization in the bandits setting [18]. We make
an active choice of selecting arms according to the Upper Confidence Bound selection rule.
In the second part of our approach, we select the arms achieving the highest score on
each task as the task requirements. We solve a constrained least squares problem to form
coalitions that meet the task requirements as closely as possible, constrained by the finite
resources of our team.
We validate our contributions by evaluating our approach against baselines using de-
tailed numerical simulations. We select baselines that are similar to methods in imitation
learning, passive reward learning and interactive learning. Our results show evidence that
our approach of combining interaction-based learning with sub-optimal demonstrations





In this chapter, we establish the background of the thesis by discussing related work for both
resource-aware generalization and learning from sub-optimal demonstrations, for coalition
formation. We divide prior work into the following broad categories to contextualize our
contributions.
2.1 Categories in Task Allocation
Formally, task allocation problems are categorized based on three axes: Single-Task (ST)
vs. Multi-Task (MT) robots; Single-Robot (SR) vs. Multi-Robot (MR) tasks; and Instanta-
neous Allocation (IA) vs. Time-extended Allocation (TA). We refer readers to Korsah et al.
[2] for a comprehensive categorization survey. Our work addresses the coalition formation
problem, which is an instance of the ST-MR-IA problem.
We note that the coalition formation problem is closely related to the problems of multi-
agent planning [19] and scheduling [20]. However, each of these problems differ consid-
erably in terms of their objectives and what is assumed to be given. Specifically, planning
approaches assume access to domain definitions and action models, while scheduling ap-
proaches assume access to the known set of actions to take. In contrast, coalition formation
approaches do not assume access to such information and focus on optimizing the con-
stituents of each coalition such that task requirements are satisfied. As such, we view our
work as complementary to existing approaches for planning and scheduling.
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2.2 Coalition formation
Existing approaches to coalition formation fall into one of three groups: utility-based,
auction-based, and trait-based methods. First, prior work has demonstrated that utility-
based methods can compute optimal coalitions based on the coalition values for each team
assigned to a task [21, 22, 23, 24]. However, the design of utility functions requires consid-
erable domain knowledge and often needs to be hand-crafted for the particular set of tasks
and robots. Second, auction-based approaches have had tremendous success in solving a
wide range of coalition formation problems using mechanisms through which robots bid
on tasks [25, 26, 27]. A common limitation of auction methods is that they rely on exten-
sive communication for bidding and scale poorly with the number of robots in the team.
Lastly, recent advances in task allocation have introduced methods that model both robots
and tasks in terms of their traits (i.e., capabilities) [6, 7]. We adopt a similar approach
and model our robots and tasks in terms of traits. A unique benefit of using trait-based
approaches is that they are generalizable to new teams, as task requirements are specified
in terms of traits, and not specific robots.
We deviate from prior work in coalition formation in terms of two crucial assumptions.
First, methods discussed thus far assume complete knowledge of task requirements, what-
ever the form. Second, most assume that there is exactly one set of task requirements (i.e.,
no heterogeneity). In contrast, we introduce a model for heterogeneous task requirements
and contribute an algorithm that extracts such implicit requirements directly from expert
demonstrations. Further, our approach satisfies task requirements by jointly optimizing
strategy selection and robot assignment.
2.3 Heterogeneous learning from demonstrations
Next, we examine related work focused on learning from heterogeneous demonstrations.
Recent advances in learning from demonstrations has introduced methods to capture het-
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erogeneity from expert demonstrations. Prior work has showcased the ability to infer dis-
crete modes of operation [28], multiple visual intentions [29], and most commonly diverse
user preferences [30, 31, 32, 33] from heterogeneous demonstrations. Existing approaches
that embrace heterogeneity in demonstrations focus on inferring and encoding the distinct
characteristics. In contrast, our approach focuses on optimizing the selection of the most
appropriate inferred strategy based on the available resources. Further, our work represents
the first attempt to learn heterogeneous task allocation strategies from demonstrations.
2.4 Learning for task allocation
Additionally, we discuss attempts in the general area of multi-agent learning [34] and
specifically scrutinize the details of learning methods for task allocation. Much of the lit-
erature on learning for multi-agent systems is focused on reinforcement learning applied to
low-level coordination (e.g., [35, 36]). However, only a handful of methods exist for learn-
ing high-level coordination from demonstrations. Here, we discuss a few notable examples.
An approach introduced in [16] models task features and learns their weights from expert
demonstrations to bias the prices in a market-based task allocation algorithm. A recent
structured prediction approach [37] for task allocation uses a combination of reinforcement
learning and quadratic integer programming for learning directly from data to optimize as-
signments. The approaches in [16, 37], however, assume the existence of a single strategy
for task allocation. A distributed approach for multi-agent task allocation [38] learns to
select the most appropriate of two pre-specified strategies, namely Earliest Deadline First
(EDF) or Nearest Task First (NTF). Finally, reinforcement learning has been utilized to
address repeated coalition formation problems that involve teammates whose capabilities
are initially unknown [39].
The learning methods discussed so far consider only homogeneous robots [37], do not
show generalization to teams unseen during training [16, 40], depend on the ability to
interact with the environment to learn policies [39] or adhere to a limited number of pre-
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specified strategies [38]. In contrast, our framework is capable of learning generalizable
and heterogeneous strategies for task allocation in heterogeneous multi-agent systems from
expert demonstrations, and do not rely on environmental interactions.
2.5 Learning from sub-optimal demonstrations
For the second part of the thesis, we discuss prior work in learning from sub-optimal
demonstrations. Many papers [41, 42, 43, 44] use human demonstrations of varying qual-
ity to improve the performance of reinforcement learning policies. Generally, most prior
work in learning from sub-optimal demonstrations fall into two categories, i) contributes
approaches to improve reinforcement learning policies using human demonstrations [41,
42, 43, 44] or ii) contributes approaches to improve imitation learning policies [45] by
bootstrapping interactions with the environment. In [41], they show that learning from
multiple teachers leads to the best performance and the authors of [44] use demonstrations
to constrain exploration leading to the best success rates and sample efficiency. More recent
advances [46, 33] in this field addressed trajectory optimization by using inverse reinforce-
ment learning based approaches to learn the underlying reward distribution which is then
used as the reward function for training RL agents. However, there has been no prior work
to our knowledge for learning from sub-optimal demonstrations specifically, in task alloca-
tion. An important difference between prior work and learning from sub-optimal demon-
strations in task allocation is that, the Markovian assumption to design Markov Decision
Processes (MDPs) necessary for the reinforcement learning framework, does not hold. In
our work, we take inspiration from prior work to bootstrap interaction-based learning with
sub-optimal demonstrations from users, by using a bandit-based framework which does not
require a Markovian assumption.
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2.6 Interaction-based learning for Multi-agent Systems
Finally, we discuss related work that employ interaction-based learning such as bandit ap-
proaches to multi-agent systems. Multi-agent task assignment in the bandit framework [47]
proposed the formulation of task allocation as a restless bandits problem with switching
costs and discounted rewards. Their assumption that the sites to be serviced evolve as a
Markov chain independently with different transition probabilities aid in designing MDPs.
More recent work [48] addresses issues in crowdsourcing systems by estimating a worker’s
ability over time in a multi-armed bandit set up to improve the performance on allocated
tasks. Further, two papers [49, 50] in multi-agent network optimization use local interac-
tions among agents for improving the network performance. In [49], the authors formulate
a multi-player multi-armed bandit approach to maximize the global reward while the au-
thors of [50] use evolutionary task assignment approach for resource allocation. In our
work, we address a key issue missing from most prior work, the problem of generalizing
to new types of agents in coalition formation. To this end, we use traits [7], to both repre-
sent the capabilities of agents and an approximation for the requirements of tasks. Dealing
with the problem in the trait space makes it more challenging because of it’s continuous
nature, however, gives us the benefit of generalization to new teams without any additional
training. Hence, we build on the trait-based framework to propose a novel bandit-based in-
teraction learning architecture and solve our problem using a Gaussian process multi-arm




We consider a heterogeneous team composed on S ∈N species (i.e., robot types), in which
the sth species contains Ns ∈ N robots. Let the team be tasked with a set of M concurrent
tasks denoted by T = {T1,T2, ..,TM}. We now introduce a series of pertinent definitions.
Definition 3.0.1 The capabilities of the team are encoded by its Species-Trait matrix Q =
[q1, · · ·qS]T ∈ RS×U+ , where qs ∈ RU+ is the trait vector listing the different traits of the sth
species, and U is the total number of traits.
Definition 3.0.2 The assignment of robots to tasks is encoded by the Assignment matrix
X = [xms] ∈ ZMxS+ , where the msth element xms denotes the number of robots from Species s
assigned to Task Tm.
Definition 3.0.3 The aggregated traits available for each task due to the assignment of
robots is encoded in the Task-Trait matrix Y ∈RM×U+ , whose mth row represents the aggre-
gation of traits for Task Tm and is given by
ym = QT xm, ∀m ∈ {1, · · · ,M} (3.1)
Definition 3.0.4 Let a set of heterogeneous strategies associated with the mth task be made
up of Pm strategies. Each strategy denotes the trait requirements, that when satisfied, leads
to successful completion of the task. As such, the rth strategy for the mth task is given by
ry∗m ∈ RU+,∀r ∈ {1, · · · ,Pm} (3.2)
Note that our definition of strategies allows for different sets of requirements to be as-
sociated with the same task. We assume that satisfying any one of the Pm task requirements
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will result in successful completion of the mth task.
Definition 3.0.5 Let a set of N expert demonstrations in the form of robot assignments be
given by
D = {X (i), Q(i)}Ni=1 (3.3)
where X (i) represents the expert-specified assignment matrix for a team with capabilities
encoded by the Species-Trait matrix Q(i).
Given the above definitions, our initial problem consists of two steps: i) extracting the
set of approximated strategies rŷm for each task from D , and ii) optimizing the Assignment
matrix X ( j) of a new team with Species-Trait matrix Q( j) /∈ D such that the associated
ym  rŷm, ∀m, where ym denotes the traits aggregated by the target team towards the mth
task and  denotes the element-wise greater-than operator.
In the second part of this thesis, we tackle the question of coalition formation when the
demonstrations are sub-optimal with respect to team performance. The team performance
is measured by the task-wise scores obtained by the allocated coalitions. We assume access
to the task-wise scores as part of the demonstration set. To be precise, we define the task-
wise reward function as follows.
Definition 3.0.6 The reward function for task m is defined as a mapping from aggregated
traits to scores, which are the ground truth rewards measuring the quality of the allocated
coalitions.
rm : Y → R+, ∀m (3.4)
where rm represents the mapping function and Y represents the space of all possible
aggregated trait vectors.
Definition 3.0.7 The score for task m is the output of the reward function rm for a particu-
lar xm and Q, which measures the quality of the allocated coalition on that task.
sm = rm(QT xm),∀m (3.5)
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where sm represents the ground truth reward. The vector representing the scores for all
tasks in T is given by S ∈ RM+ .
We now define the demonstration set consisting of sub-optimal teams.
Definition 3.0.8 Let a set of Nsub ∈ N sub-optimal demonstrations in the form of agent
assignments be given by
Ds = {X (k), Q(k), S(k)}Ndk=1 (3.6)
where X (k) represents the user-specified assignment matrix for a team with capabilities
encoded by the Species-Trait matrix Q(k) and S(k)  Smax, S(k) ∈ RM+ denotes the scores
for M tasks. The  is the element-wise less than or equal to operator indicating that
the scores obtained by the demonstrations are lesser than the maximum scores attainable
represented by Smax ∈ RM+ .
12
CHAPTER 4
RESOURCE-AWARE GENERALIZATION OF HETEROGENEOUS
STRATEGIES
In this section, we provide details of our proposed framework. We peruse a running exam-
ple to illustrate each component of our framework. To this end, let us consider a disaster
response mission involving tasks such as removing debris, searching urban environments,
and retrieving objects or people from damaged buildings.
We validate our contributions by evaluating our approach against a variety of base-
lines [7, 22, 16, 40], using detailed numerical experiments, battles in StarCraft II game,
and a disaster response scenario on the Robotarium [51]. Our results demonstrate that our
approach consistently outperforms the baseline approaches in terms of requirement satis-
faction, resource utilization, and task success rates.
4.1 Problem Statement
Given a set of demonstrations D for the task set T , we are interested in i) extracting the
set of approximated strategies rŷm for each task, and ii) optimizing the assignment matrix
X ( j) for a new team whose species-trait distribution is given by Q( j) /∈D .
4.2 Extracting heterogeneous task requirements
In order to extract implicit task requirements, we first compute the trait aggregations from
the demonstrations D as
y(i)m = Q(i)
T
x(i)m , ∀m, i (4.1)
where y(i)m represents trait aggregation associated with the mth task of the ith demonstration.
Given that there might be multiple strategies to solve each task, the computed trait aggre-
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gations in (Equation 4.1) are likely to form distinct clusters in the trait space, with each
cluster representing a unique set of trait requirements or strategy.
Note that we do not attempt to capture the specific robots (e.g., 5 quadrupeds and 3
aerial vehicles) used by an expert. Instead, we extract the amounts of specific traits that
are possessed by the experts’ coalitions (e.g., 1 km2 aggregate coverage area, and 5 robots
with ability to navigate rugged terrain). Adopting these trait-based specifications allows
us to generalize the extracted requirements to new teams containing entirely new kinds of
robots.
We then apply agglomerative (i.e., hierarchical bottom-up) clustering on the computed
trait aggregation vectors for each task to obtain clusters denoted by {rCm}Pmr=1. While our
framework is agnostic to the specific clustering approach, hierarchical clustering allows for
adaptively choosing the number of clusters based on the task’s characteristics. On a related
note, the choice of the neighborhood distance thresholds can be made from analyzing the
dendrogram plot for each task.
Once the clusters are identified, we compute the approximate task requirements associ-






where |rCm| denotes the number of demonstrations for Task Tm that are identified as part
of the rth cluster. Utilizing the average trait aggregation as an approximation of the task
requirements associated with each strategy helps deal with potential noise in the demon-
strations.
Our notion of heterogeneity in strategies does not point to the fact that different coali-
tions can carry out the task in a similar fashion (e.g., helicopters or fixed-wing aircraft can
be used to aerially search an area). Rather, we reserve the term “strategies” to denote fun-
damentally different, yet equivalent, approaches to carrying out the task (search the area
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aerially vs. from the ground).
Revisiting our disaster response example from before, we could extract two distinct
strategies from multiple expert coalitions assigned to the search task: one requiring large
sensing radius and slow speed, and another requiring small sensing radius and high speed.
4.3 Resource-aware coalition formation
Given a new target team with the Species-Trait matrix Q( j) /∈D , we turn to the problem of
optimizing its coalitions such that the inferred task requirements are satisfied. To this end,
we formulate a constrained optimization problem capable of simultaneously i) choosing
strategies for each of the M tasks based on the resources available to the team, and ii) op-
timizing robot assignment such that the requirements associated with the chosen strategies
are met.
To represent the choice between multiple strategies, we introduce the strategy selectors
zm ∈ {0,1}Pm,∀m, one-hot encoded decision variables that identify the choice of strategy
for each task. In addition, we introduce integer decision variables xm ∈ZS+,∀m representing
the assignment of robots to each task. We treat each task as a sub-problem and simulta-
neously optimize the overall assignment such that the chosen set of trait requirements are
satisfied for all tasks.
To quantify trait satisfaction, we define an error measure called trait mismatch error as
follows. If the rth strategy is chosen for Task Tm, the corresponding Trait Mismatch Error
rem, between the aggregated traits and the trait requirements of the rth strategy is given by
rem = ‖rŷm−Q( j)
T
xm‖22 (4.3)
where xm represents the assignment for the Task Tm.
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Based on the definitions above, we define the net trait mismatch error for Task Tm as
Em = zTm em (4.4)
where em = [1em, · · · ,Pm em]T ∈ RPm+ is a vector of trait mismatch errors between the aggre-
gated traits and each of the strategies’ task requirements.
Finally, we cast the resource-aware optimization of robot assignments for the new team
with Q( j) /∈D as a constrained quadratic integer program:




xm  Na (4.6)
zTm ·1 = 1, ∀m (4.7)
Ŷmzm  Q( j)
T
xm, ∀m (4.8)
where Na ∈ ZS+ represents the vector of total robots per species, 1 is a vector of ones,
and Ŷm = [1ŷm, · · · ,Pm ŷm] ∈ RU×Pm+ represents all the distinct trait requirements for Task Tm
extracted from the demonstrations.
Our approach is resource-aware since it optimizes both task allocation and strategy
selection while taking into account the resources available to the target team as given by
Q( j). As shown in (Equation 4.6), we explicitly constrain our approach to not recruit more
robots than available in each species. The constraint in (Equation 4.7) ensures that only
one strategy is chosen for each task. Finally, the constraint in (Equation 4.8) ensures that
the assignment satisfies the desired trait requirements associated with the chosen strategies.
However, a notable limitation of our approach is that the optimization problem above is not
guaranteed to converge to the global optimum.
In scenarios with under-resourced teams, the optimization problem defined in (Equa-
tion 4.5)-(Equation 4.8) might be infeasible. In such cases, we relax the problem by remov-
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Algorithm 1: Resource-aware coalition formation
Input : {rŷm},∀r,m, and Q( j) /∈D
Output: X∗( j),Z∗( j)
1 Initialize int xm and zm, ∀m ∈ {1, · · · ,M}
2 try:
/* Attempt to satisfy all trait requirements */
3 Compute trait mismatch for each task from (Equation 4.4)
4 Apply constraints (Equation 4.7), (Equation 4.6), and (Equation 4.8)
5 Optimize cost in (Equation 4.5) subject to (Equation 4.7), (Equation 4.6), and
(Equation 4.8)
6 except:
/* If under-resourced, relax minimum requirements */
7 Compute trait mismatch for each task from (Equation 4.4)
8 Apply constraints (Equation 4.7) and (Equation 4.6)
9 Optimize cost in (Equation 4.5), subject to (Equation 4.7) and (Equation 4.6)
10 return X∗( j),Z∗( j)
ing the constraints in (Equation 4.8) as described in algorithm 1. This relaxation allows our
approach to adaptively choose strategies and minimize the trait mismatch error for under-
resourced teams.
Revisiting our disaster response example, our framework chooses between the two
strategies for the search task (low speed and large sensing radius vs. high speed and small
sensing radius) depending on the capabilities of the available team. Indeed, one of the two
strategies is likely to be better suited than the other for a given target team. Further, the
resource constraint in (Equation 4.6) helps our framework realize that if all ground vehicles
are assigned to the search task, we will not be able to utilize them to remove debris.
4.4 Experimental Evaluation
We evaluate our approach 1 in terms of its ability to satisfy trait requirements when forming
coalitions for new teams using detailed numerical simulations, StarCraft II battles, and a
multi-robot emergency-response scenario. Specifically, we evaluate our framework’s abil-
ity to generalize the inferred heterogeneous task allocation strategies to teams with different
1https://github.com/Ravichandar-Lab/Resource-Aware-Generalization
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number of robots, and different types of species.
4.4.1 Baselines
In all the experiments below, we compare the performance of our approach against the
following baselines that take different factors into account:
1. No Heterogeneity (NH): This baseline assumes the existence of a single set of task
requirements. For this baseline, we compute the trait requirements as an average across all









With only one strategy, task allocation is optimized by solving a constrained least squares
problem. We included this baseline to validate the need to consider the heterogeneity in
task requirements.
2. No Context (NC): This baseline extracts multiple strategies from demonstrations like our
approach. However, when optimizing for assignments, it picks strategies at random irre-
spective of the team’s capabilities (i.e., the context) and solves a constrained least squares
problem. We included this baseline to validate the need to consider the team’s resources
when selecting which strategy to pursue.
3. No Abstraction (NA): This baseline does not cluster the demonstrations and solves the
optimization problem in (Equation 4.5)-(Equation 4.8) with every demonstration as a po-
tential strategy. We included this baseline to validate the need to distill the demonstrations
into a small number of strategies.
4. Random Allocation (RA): This baseline entirely ignores the notion of task requirements
and assigns a random subset of the available robots to each task without overlap. We
included this baseline to validate the need for careful task allocation.
We note that both NH and NC baselines resemble prior work in coalition formation (e.g.,
[22, 16, 40, 7]) as they rely on a single pre-specified set of task requirements. In contrast
to all baselines, our approach embodies all three considerations (heterogeneity, context,
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and abstraction) and solves the optimization problem in (Equation 4.5)-(Equation 4.8) after
inferring the strategies from the demonstrations.
4.4.2 Metrics
We evaluate each allocation using the following metrics:
1. Minimum trait mismatch: is defined as the smallest difference between the achieved trait
aggregation and any of the potential task requirements, if the achieved trait aggregation is
lesser than all the potential task requirements, otherwise it is 0. In other words, minimum





rŷm  QT x̂m
0 Otherwise
(4.10)
where x̂m denotes the assignment for Task Tm computed by an approach, and Q represents
the species-trait matrix of the target team.
2. Exact trait mismatch: is defined as the smallest difference between the achieved trait





We compute the smallest difference since all strategies are equivalent and it is sufficient to
satisfy the requirements associated with any one of them.
3. Robot utilization: In addition to trait mismatch errors, we also define a metric to account





4. Success Rate: Finally, we measure the team’s performance in experiments from subsec-
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where Nsuccess(x̂m) denotes the number of times the tasks were successfully executed out
of Nruns attempts. We also report the computational costs associated with each approach in
Appendix D.
Combined, these metrics measure the ability of an approach to effectively optimize the
allocation such that the corresponding task requirements are met while recruiting the least
number of robots. We statistically analyze all our results using the Kruskal-Wallis test,
followed by the Dunn test for post-hoc pairwise comparisons and FDR adjustment.
4.4.3 Numerical analyses
We first evaluate all the approaches from subsection 4.4.1 using the metrics from subsec-
tion 4.4.2 when choosing the coalitions for simulated target teams that were not encoun-
tered in the demonstrations. These detailed numerical simulations help analyze the perfor-
mance of each algorithm across a wide variety of problems by altering aspects such as team
size, robot capabilities, and task strategies. See Appendix A for additional experiments.
Design
We consider simulated task allocation problems, each with four species (S = 4), three traits
(U = 3), three tasks (M = 3), three strategies per task (Pm = 3,∀m), and the number of
robots per species uniformly randomly sampled between 6 and 33. We generate a set of
240 demonstrations (D = {X (i),Q(i)}240i=1) and test our approach and the baselines on 60
target teams ({Q( j)}300j=241). We generate teams and strategies such that our data contains a
mix of under-, sufficiently-, and over-resourced teams. We set 1800 seconds as an upper





























































RA NH NC NA Ours
Figure 4.1: Measures of trait satisfaction and robot utilization percentages on numerical
experiments (lower is better).
Results and discussion
First, our approach was able to extract three distinct strategies for each task from the
demonstration set D . Given the inferred strategies, we evaluated each algorithm’s abil-
ity to optimize the coalitions of the target team in terms of the metrics in subsection 4.4.2.
As shown in Figure 4.1, the RA baseline consistently recruits all the available robots and yet
results in the highest Eexact and a non-trivial Emin. In contrast, our approach (ours) and all
other baselines (NH, NC, and NA) utilize fewer proportion of robots and result in comparable
or lower errors. These observations demonstrate the need for careful task allocation.
We find that our approach (ours) outperforms all the baselines (NH, NC, and NA) in
terms of both minimum and exact trait mismatch errors, and that the improvements are
statistically significant (p < 1e− 5). Further, our approach is able to do so while utiliz-
ing a comparable number of robots. This observation indicates that our approach utilizes
the recruited robots more effectively than all the baselines. We also observe that ignor-
ing heterogeneity (NH) leads to poorer trait satisfaction as indicated by higher Emin, and
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Figure 4.2: Snapshot of our StarCraft II battle simulation designed on a map inspired from
[52].
failing to consider the team’s resources (NC) results in over-provisioning as indicated by
higher Eexact. This observation points to the deficiencies of existing coalition formation ap-
proaches that either ignore heterogeneous strategies or the context of available resources.
Finally, ignoring abstraction (NA) incurred a considerably larger computational cost
(1067.67± 441.47s) than our approach (11.12± 26.94s)2. This increased computational
burden of NA is a natural result of considering all data points in D as a unique strategy. In
contrast, our approach (ours) reasons over a smaller number of distinct strategies that are
distilled from the demonstrations.
4.4.4 Evaluation on StarCraft II
In the next set of experiments, we evaluate all the approaches from subsection 4.4.1 on
StarCraft II battles using the metrics from subsection 4.4.2. The agents in the game belong





























































RA NH NC NA Ours
Figure 4.3: Measures of trait satisfaction and robot utilization on StarCraft battles (lower
is better).
to different species, each with a particular set of capabilities as listed in Table B.1 in Ap-
pendix B. We handle trajectory-level control of the agents by using in-built AI bots from
StarCraft II editor to ensure that, differences in their individual actions do not interfere
with our assessment of the coalitions’ performance. The battles emulate tasks that require
careful allocation using combinations of the available species. The battles also aid in the
evaluation of our approach against the baselines in terms of task-level performance. To
compare the performance of all approaches, we compute the percentage success rate SR as
defined in (Equation 4.13).
Design
We design simulated battles based on the 2s3z map from the StarCraft II Multi-Agent
Challenges (SMAC) [52]. Specifically, we define four concurrent tasks (M = 4) on the
battle map, each involving a battle with 10 Stalkers and 15 Zealots.
We generate 9 demonstrations (D = {X (i),Q(i)}9i=1) representing three strategies (Pm =


























Task Performance on Simulated Battle
RA NH NC NA Ours
Figure 4.4: Success rate of our approach and that of the baselines on StarCraft battles
(higher is better).
against 10 Stalkers and 15 Zealots. We then test each approach on a set of 10 target teams
({Q( j)}19j=10), each consisting a subset of five total available species. Further details of the
experimental design can be found in Appendix B.
Results and discussion
Our approach identified three strategies using Agglomerative Clustering from the 9 demon-
strations. Strategy 2 has the highest Att. (A) and DPS (A) which measure the ability of
the coalition to attack the enemy from the air while Strategy 3 has no aerial attack power
but makes up for it with the highest armor and health capabilities. Strategy 1 has moderate
attack and defensive capabilities when compared to 2 and 3. On evaluating the coalitions
optimized by the approaches from the inferred strategies, we note that the trends in terms
of trait mismatch and robot utilization are similar to those from the numerical experiments.
As shown in Figure 4.3, the RA baseline results in the highest Eexact and a non-trivial
Emin, even when utilizing all the available robots. In contrast, our approach (ours) and all
other baselines (NH, NC, and NA) utilize fewer proportion of robots and result in comparable
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or lower errors. These observations demonstrate the need for careful task allocation.
We find that our approach (ours) outperforms baselines (NH and NC) in terms of both
minimum and exact trait mismatch errors, and that the improvements are statistically sig-
nificant (p < 0.01). Further, our approach is able to do so while utilizing a comparable
number of robots. This observation indicates that our approach utilizes the recruited robots
more effectively.
Finally, ignoring abstraction (NA) incurred a considerably larger computational cost
(13.22± 7.82s) than our approach (1.39± 1.17s)3. These findings suggest that account-
ing for heterogeneity, context, and appropriate abstraction results in higher computational
efficiency and better satisfaction of task requirements.
On comparing the success rates reported in Figure 4.4, the NH baseline performs worse
than all other baselines including RA. This observation points to the fact that ignoring het-
erogeneity and relying on statistical averages of multi-modal distributions could lead to
adverse effects. Further, a potential explanation for the performance of RA baseline could
be the existence of additional strategies that were not represented in the demonstrations.
Note that, even in such circumstances, our approach is able to select one of the inferred
strategies that is best suited for the team.
Generally, approaches with lower Emin resulted in higher success rates. Our approach
results in the highest success rate across all tasks and only resulted in two failures, both
due to under-resourced teams. While the approach that ignores abstraction (NA) had the
second highest win rate, it is considerably more computationally expensive. In summary,
our approach (ours) outperforms all the baselines in terms of both trait satisfaction and
task performance without incurring significant computational burden.
3See Appendix Appendix D for more details
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Figure 4.5: We simulate three tasks as shown on Robotarium. Figure 4.5a shows a coalition
of ground robots moving debris from a starting location to a goal location. Figure 4.5b
shows a coalition of aerial robots searching an urban environment and Figure 4.5c is a
simulation of miniature ground robots retrieving objects from a narrow passage.
(a) Move debris. (b) Search an urban environment.
(c) Retrieve objects from a narrow passage.
4.4.5 Evaluation on Robotarium
In our final set of experiments, we design a multi-robot emergency-response scenario on
the Robotarium, a publicly-accessible testbed [51].
Design
We designed the following three tasks for the emergency-response mission:

























Task Performance on Robotarium
RA NH NC Ours
Figure 4.6: Success rate of our approach and that of the baselines on robotarium tasks
(higher is better).
ing 50 pounds to a goal location. The capabilities needed for the task are payload
capacity and mobility.
• Search an urban environment: Two to five robots search an urban environment to
look for survivors. The capabilities needed for the task are coverage area and mobil-
ity.
• Retrieve objects from a narrow passage: Robots are required to navigate and retrieve
objects from a narrow passage. The capabilities needed for the task are miniature
size, coverage area, and mobility.
The strategies for all three tasks involve the use of either ground robots or aerial robots as
shown in Table C.1 of Appendix C.
The test team consists of 5 ground robots, 4 aerial robots, 3 miniature ground robots
and 1 miniature aerial robot. We evaluate all the approaches on the test team by computing
100 possible coalition-task pairs for every task.
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Results and discussion
On comparing the task performance as shown in Figure 4.6, our approach (ours) consis-
tently assigns teams that satisfy the trait requirements across all tasks, achieving a 100%
success rate. The RA baseline fails to assign meaningful coalitions in most cases and results
in low success rate (19.7%) indicating that the tasks require careful allocation. Notably, all
the coalitions assigned by the NH baseline fail because computing the statistical average of
all demonstrations does not result in meaningful trait requirements. Finally, the NC base-
line performs better than both NH and RA baselines, but results in a considerably lower
success rate (35.7%) compared to our approach, indicating that context-dependent selec-
tion of strategies is necessary.
Taken together, the three experiments validate the need for the different components of
our framework (ours) and demonstrate that our approach outperforms all baselines (NH,
NC, NA, and RA) across all experimental conditions.
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CHAPTER 5
LEARNING TO FORM COALITIONS FROM SUB-OPTIMAL
DEMONSTRATIONS
In this chapter, we propose an interactive bandit-based approach to learn to form coalitions,
given sub-optimal demonstrations from users with respect to their performance on tasks.
To motivate this problem, consider two example tasks as battle scenarios on StarCraft II,
and let the available species in our team be Zealots, Stalkers, Marines and Marauders. A
good assignment to the two battles will utilize minimum resources while eliminating all the
opponents, however, what would happen if the users allocate sub-optimal coalitions? We
assume that the aggregated traits computed from the agents assigned to each battle has a
direct relationship with the obtained scores. We discuss methods in which this relationship
between the aggregated traits and the scores are learned by i) using teams and scores from
sub-optimal demonstrations (passive) ii) using teams not seen in the demonstrations (active)
or iii) a combination of both.
5.1 Problem Statement
Given Nsub sub-optimal demonstrations in the form of Ds = {X (k), Q(k), S(k)}Nsubi=1 for M
tasks where X (k) ∈ RM×S+ , Q(k) ∈ RS×U+ and S(k)  Smax, S(k) ∈ RM+ , we would like to find
an allocation X (l) for a new team Q(l) which maximizes the scores.
In other words, given Nsub demonstrations in the form of Ds, we are interested in learn-
ing a reward function r̂m that determines any team’s performance on the tasks. The estimate
of the scores defined in Equation 3.0.7 are computed using the learned reward function. Our
goal is to learn a mapping function from the aggregated traits to scores which will enable
the allocation of coalitions capable of achieving performance better than the demonstrators.
In the next section, we discuss the details of the learning component of our approach.
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5.2 Learning from Sub-Optimal Demonstrations
We approach the problem of learning from sub-optimal demonstrations by treating it as
two sub-problems: i) to identify the reward function associated with the assignments ii) to
compute the allocation for a new team by either optimizing the learned reward function or
optimizing the least squared error between the learned trait requirements represented as Ŷ
and the aggregated traits of the team.
First, we discuss a passive learning architecture to learn the scoring function directly
from demonstrations, for each task separately. In this approach, there is no access to inter-
actions from the environment. Second, we propose a bandit-based active learning architec-
ture which uses interactions from the simulator directly to estimate the trait requirements
for tasks. Finally, we discuss how our approach combines both demonstrations and inter-
actions from the simulator. Our objective is to bootstrap learning from sub-optimal demon-
strations in the bandit-based framework to achieve large generalizable task performance
when new teams need to be allocated.
The learned reward function for any task m is given by r̂m : Y → R+, ∀m, where Y
represents the space of all possible trait requirement vectors. Note that, r̂m is an estimate
of the ground truth reward distribution defined in Equation 3.0.6.
For both the reward and bandit-based interaction learning, we compute the trait aggre-
gation from the demonstrations as
Y (l) = X (l)Q(l) (5.1)
where Y (l) ∈RM×U+ and each row of Y (l) is represented as {yml}Mm=1 which is the set of traits
that the demonstrated allocation made available for each task. In the following sections,
we develop the theory of learning evaluation functions and discuss their performance in
numerical simulations.
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Figure 5.1: The block diagram represents the method for learning the reward function from
the demonstrated aggregated traits.
5.3 Reward Learning using Neural Networks
First, we introduce a neural network based reward regression to approximate the reward
function using sub-optimal demonstrations as shown in Figure 5.1. This method is inspired
from Inverse Reinforcement Learning (IRL) in which, the underlying reward distribution
is learned from data. The learned reward function is then used to train RL agents.
Based on principles similar to IRL, we first compute the aggregated traits from the
demonstration set Ds as shown in Equation 5.1. We design a unique reward function net-
work for each task as shown in Figure 5.1. The initial weights of the network are sampled
from a normal distribution and trained over all the Nsub demonstrations using the aggregated
traits as inputs and the corresponding scores as labels. The network learns a function which
approximates the relationship between the traits and the scores for each task by minimizing
the Mean Squared Error (MSE) between the linear model and the demonstrations.
Note that we use the aggregated traits as opposed to number and types of agents as in-
puts because, the learned reward functions can generalize when new species, characterized
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Algorithm 2: Reward Learning using Neural Networks
Input : Ds and Q(l)
Output: X (l)
1 for m in range(M) do
2 Compute aggregated traits as shown in Equation 5.1, ∀i ∈ {1, · · · ,Nsub}
3 Initialize neural network parameters
4 Run k-fold cross-validation with k = 10
5 Choose the network with least cross-validation error
6 Retrain the network over all the data
7 Save the weights
8 Optimize for X (l) as shown in Equation 5.3 and Equation 5.4
9 return X (l)
by the same set of U traits but with different compositions, are a part of the team.
The output of the network for any task m is given by
ŝm = r̂m(QT xm) =Wmoφ(Wmh(QT xm)+bmh)+bmo (5.2)
where φ represents the activation function on the nodes, QT xm represents the input vec-
tor, Wmo,bmo are the weights and biases of the output layer respectively, Wmh,bmh are the
weights and biases of the input layer respectively, r̂m is the network function learned for
task m and ŝm is the estimated score associated with QT xm. This design is extrapolated for
all tasks in the task set T .
In the second part of this method, we use the learned reward functions of all M tasks
to compute the allocation for a new team Q(l). To this end, we maximize the sum of the
network outputs while constraining the inputs (aggregated traits) to not exceed the total
available traits possessed by the agents of our team. Precisely, we solve a constrained
maximization problem as follows.





s.t. X (l)T ·1 Na (5.4)
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subject to the constraints of not allocating more than the available agents in our team where
Na represents the vector of available agents per species. The performance of reward based
regression is highly dependent on the amount and quality of the sub-optimal demonstrations
available for training. Hence, the learned reward function might not generalize well if there
are too few demonstrations to learn from. We use this method as a baseline to compare with
the performance of the learning component of our approach discussed in the next section.
5.4 Bootstrapping Bandit-based learning with sub-optimal demonstrations
In this section, we describe our bandit-based active learning framework as shown in Fig-
ure 5.2 to bootstrap interactive learning with sub-optimal demonstrations. In essence, we
propose our approach which generates a prior distribution of the reward function using sub-
optimal demonstrations and actively searches the trait space to fine tune the learned reward
function.
We model the reward distribution fm for any task m as a sample from a Gaussian process
(GP) defined on a collection of dependent random variables belonging to the continuous
space Y , for every subset of which is multivariate Gaussian distributed in an overall con-
sistent way. A GP is specified by its mean function µm and covariance function km for task
m and defined as follows:
fm : Y → R+ (5.5)
µm(ym) = E[ fm(ym)] (5.6)
km(ym, ym) = E[( fm(ym)−µm(ym))( fm(ym)−µm(ym))] (5.7)
where ym,ym ∈ Y are two random variables in the trait vector space.
We define the reward rmt sampled at ymt for task m at iteration t as
rmt = fm(ymt) (5.8)
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Figure 5.2: The block diagram shows the approach of using demonstrations and bandit-
based interactions for learning the trait requirements.
where Y ∈ [0,1]d , ymt ∈Y ∀m and ∀t ∈ {1, · · · ,T} with total number of iterations denoted
by T . For all the tasks in T , the scores obtained by the coalitions are the rewards.
For a sample rmT = [rm1, rm2, · · · , rmT ]T at points AmT = {ym1, ym2, · · · , ymT}, the
posterior of f is a GP distribution again with mean µmT (ym), covariance kmT (ym,ym) and
variance σ2mT (ym):
µmT (ym) = kmT (ym)T K
(T )−1
mT rmT (5.9)
kmT (ym,ym) = km(ym, ym)−kmT (ym)T K−1mT kmT (ym), (5.10)
σ
2
mT (ym) = kmT (ym,ym) (5.11)
where kmT (ym) = [kmT (ym1,ym), kmT (ym2,ym), · · · , kmT (ymT ,ym)]T and KmT is the positive
definite kernel matrix [kmT (ym,ym)]ym, ym∈AmT .
A key contribution of this method is the idea of treating each aggregated trait vector
ym ∈ Y of task m as an “arm” in a multi-armed bandit problem. In this particular instance,
the input space of the multi-armed bandit is continuous. However, we note that every
point in this continuous space is not “reachable” by the available traits in the team. This
is because the traits of any individual agent cannot be divided (see Appendix F for more
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details). Inspired from the GP-UCB algorithm [18], we design a continuous arm bandit
approach that selects arms based on the Upper Confidence Bound (UCB) rule.
The UCB selection rule states that the arm with the highest confidence bound is selected
at each iteration. We apply the UCB rule by selecting the arm that maximizes the sum of
the mean and the weighted standard deviation of the reward distribution for task m at each
iteration t as shown in the equation below:
ymt = argmax µm(t−1)+β
1/2
mt σm(t−1) (5.12)
where ymt is the arm returned by the optimization, µm(t−1), σm(t−1) are the sample mean
and standard deviation of the GP respectively and βmt is a parameter to trade-off between
exploration and exploitation.
Finally, we estimate Ŷ ∈RM×U+ by selecting the arms that maximizes the reward for all
the M tasks and solve the constrained optimization problem to find X (l) as follows:
X (l) = argmin
X (l)
‖Ŷ −X (l)Q(l)‖22 (5.13)
s.t. X (l)T ·1 Na (5.14)
where Ŷ represents the selected task requirements and Equation 5.14 is the constraint that
does not allow for allocating more than total available agents in the team.
To summarize, we introduce prior information from sub-optimal demonstrations by
considering each demonstration as an arm. The Bayesian update is performed using the
score obtained by the coalition formed by that arm (aggregated traits). After Nsub iter-
ations, the computed mean and standard deviation of the distribution is used as the GP
prior. For the next T iterations, we sample values from the continuous trait space using
the UCB selection rule according to Equation 5.12 to find the optimal arm. This process is
repeated for every task and the optimal arms found are used to form Ŷ . Finally, the alloca-
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Algorithm 3: Learning trait requirements using GP-UCB
Input : Input Space Y , GP Prior computed on Ds, Q(l)
Output: X (l)
1 for m = 1,2, · · ·, M do
2 for t = 1,2, · · ·, T do
3 Compute optimal βmt
4 Choose ymt based on Equation 5.12
5 Sample rm(ymt) = fm(ymt)
6 Perform Bayesian update to obtain µmt and σmt
7 Optimize for X (l) as shown in Equation 5.13, Equation 5.14
8 return X (l)
tion of agents is computed by solving the least squares problem defined in Equation 5.13
constrained by Equation 5.14.
5.5 Experimental Evaluation
In this section, we evaluate our approach1 in terms of its ability to learn evaluation func-
tions and form coalitions using detailed numerical simulations. Precisely, we measure our
framework’s ability to generalize the learned evaluation function and trait requirements to
teams with different number of agents, and different types of species.
5.5.1 Baselines
We compare the performance of our approach against the following baselines:
1. Average Y*: In this baseline, the sample mean of the aggregated traits of all the













X (l) = argmin
Xk
‖Ŷ ∗−X (l)Q(l)‖22 (5.16)
s.t. X (l)T ·1 Na (5.17)
2. Reward Net: In this baseline, the underlying reward distribution is learned directly
from the demonstrations using neural networks and the agent assignment is opti-
mized by maximizing the sum of the rewards across all tasks as shown in Equa-
tion 5.3.
3. Gaussian Process Bandits without prior information (GPUCB): In this baseline,
we implement the GP-UCB algorithm as shown in Figure 5.2 without the “Learn
prior for GP” block. We initialize the mean and standard deviation of the Gaussian
processes for all tasks to 0. The arms (aggregated trait vectors) for each task, are
chosen based on the UCB selection rule and the baseline is run until convergence.
The best arms found for all tasks are together considered as the task requirements
denoted by Ŷ . The agent assignment is computed by optimizing the least squares
problem as shown in Equation 5.13 and Equation 5.14.
5.5.2 Metrics
1. Average performance: The average performance is defined as the sum of the scores
achieved by the different coalitions on tasks, divided by the total number of test







2. Iterations to convergence: The maximum number of iterations taken by the bandit




For learning the scoring function from the demonstrations, we design a neural network for
each task. Each network block as shown in Figure 5.1, consists of a single hidden layer
with five neurons. The activation function is the sigmoid function with batch size set as 5
and number of epochs set to 1000. The Adam Optimizer is used to compile the model with
the loss function as the mean squared error. During training, we use 100 demonstrations
of different allocations to two tasks, made from a team consisting of 16 agents of species
type 1, 4 agents of type 2, 8 agents of type 3 and 11 agents of type 4. The scores for
the allocations are assumed to be a part of the demonstrations. The true scoring function






if m = 1
2700
(‖X (l)Q(l)−Y ∗2 ‖2)
if m = 2
(5.19)
for an assignment matrix X (l) and team characterized by Q(l).
Results and Discussion
For the experiment, we evaluated our approach against the baselines on 100 test teams with
different types of species and number of agents per species and found the results to be as
shown in Figure 5.3. Our approach is able to achieve the highest average generalization
performance of 4.96 while the GPUCB baseline performs the second best with 4.61. The
Average Y* method performs poorly with Gp 4.26 because of the fact that computing the
average of the aggregated traits may not lead to learning meaningful trait requirements. Re-
ward Net baseline performs better than the Average Y* method with Gp as 4.55, however,
















Avg_Y* Reward_Net GPUCB GPUCB-Prior
Figure 5.3: Average Generalization Performance of our approach and that of the baselines
evaluated using 100 test teams on two numerical simulation tasks (higher is better).
compare the highest score achieved by the approaches, we see that our approach is closely
followed by the Reward Net baseline, followed by GPUCB while the Average Y* obtains
the least highest score. Overall, this shows evidence that bootstrapping the bandit-based
interaction learning framework with demonstrations results in the formation of coalitions
achieving the highest performance scores.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusion
In the first part, we proposed an approach to learn coalition formation strategies when task
requirements are not explicitly known. Our framework was capable of distilling expert
demonstrations into heterogeneous strategies that capture different, equally-valid trait re-
quirements. Further, our framework was effective in generalizing the inferred strategies to
new target teams by considering the capabilities of the specific target team (i.e., context)
without requiring additional training. Detailed experiments using numerical simulations,
StarCraft II battles, and a multi-robot emergency-response mission reveal that our approach
outperforms existing approaches to coalition formation that ignore i) the heterogeneity in
strategies, ii) the context of available resources, or iii) appropriate abstraction to extract
a small number of strategies. Next, we addressed the research problem of learning from
sub-optimal demonstrations by contributing a bandit-based interactive learning framework
to bootstrap sub-optimal demonstrations with data from the simulator. The results from
numerical simulations show that our approach outperforms baselines that only learn from
passive data (sub-optimal demonstrations) or baselines that only learn from active data
(bandit-based interaction without sub-optimal demonstrations).
6.2 Future Work
Our first contribution of a resource-aware generalization framework assumes that optimal
demonstrations are provided by experts. Additionally, we assume that the different strate-
gies are equally valid solutions to tasks. However, in many cases, the demonstrations from
users are sub-optimal with respect to task performance. This will result in poor generaliza-
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tion performance as well. In our second contribution, we address the problem of learning
from sub-optimal demonstrations. In future, we would like to extend this to incorporate
multiple strategies and propose a method to learn from sub-optimal demonstrations when
there are equally valid strategies for solving tasks. Finally, we would like to extend our
resource-aware generalization framework to learn strategies that will make the system more
resilient towards failures. Based on environmental uncertainties, some strategies may be
more appropriate for different situations.
The second framework we propose for learning from sub-optimal demonstrations learns
a separate reward distribution for each task. As a result, this approach is applicable only to
situations where the reward distributions over tasks have a global maximum. Our approach
would fail if the reward distributions were monotonically increasing in nature, since all
the available agents would be assigned to every task to receive the maximum reward. To
conclude, we would like to extend our approach to tackle other kinds of reward distributions





In addition to the numerical experiments reported in subsection 4.4.3, we conducted addi-
tional numerical experiments by varying the number of species and the number of tasks. We
considered 20 such datasets by varying the number of available species from {2,4,6,8,10}
and the number of concurrent tasks from {2,3,4,5}. We report that the minimum and exact
trait mismatch errors follow similar trends as seen in Figure B.1. The baselines considered
for this experiment are namely RA, NH and NC. The trait requirements for each task is
generated by sampling from a Gaussian mixture model with 3 clusters.
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APPENDIX B
DETAILS OF STARCRAFT II EXPERIMENTS
For the design of StarCraft II experiments, we use 4 species from the game, namely Zealots,
Stalkers, Marines and Marauders and simulate demonstrations by specifying different com-
binations of ally teams that lead to wins against the enemy team. The traits of the different
species are listed in Table B.1. We test our approaches with an additional species not seen
in the demonstrations namely Roach.
Table B.1: Traits of Species for StarCraft II Experiments
Traits Zealot Stalker Marine Marauder Roach
Armor 1 1 0 1 1
Health 100 80 45 125 145
Shield 50 80 0 0 16
Att. (G) 8 13 6 5 16
Att. (A) 0 13 6 0 0
DPS (G) 18.6 9.7 9.8 9.3 11.2
DPS (A) 0 9.7 9.8 0 0
Cooldown 0.86 1.34 0.61 1.07 1.43
Speed 3.15 4.13 3.15 3.15 3.15
Range 0 6 5 6 4
Sight 9 10 9 10 9
For the design of traits that are non-cumulative such as Cooldown, we compute the
inverse to make it cumulative. The Speed trait threshold is set at 4, which implies that
species that have movement speed greater than 4 assume the binary value 1 and it is 0
otherwise.
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Table B.2: Inferred Strategies for Battle (10s15z)
Traits Strategy 1 Strategy 2 Strategy 3
Armor 28.67 0 30
Health 2566.67 2010 3225
Shield 1883.33 0 1050
Att. (G) 304.33 268 213
Att. (A) 195 268 0
DPS (G) 399.7 223.33 474.3
DPS (A) 145.5 437.73 0
Cooldown 27.09 73.22 32.83
Speed 15 0 0
Range 90 223.33 54


























































RA NH NC Ours
Figure B.1: Performance, as measured by trait satisfaction and robot utilization percent-
ages, of our approach and that of the baselines on 20 datasets (lower is better).
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APPENDIX C
DETAILS OF ROBOTARIUM EXPERIMENTS
The strategies for all tasks are mentioned in Table C.1. For task 1, the debris can be moved
by either a coalition of ground robots or aerial robots with collective payload capacity
meeting the trait requirements. Hence, we have ground robots and aerial robots encoded
as separate traits. The total area to be covered to search an urban environment in task 2 is
8 m2 and can be achieved using either ground or aerial robots. In task 3, either miniature
ground robots with higher coverage area or miniature aerial robots with smaller coverage
area can be used to retrieve objects.











Task 1 0 0 50 0 5
0 5 50 0 0
Task 2 8 4 0 0 0
8 0 0 0 4
Task 3 6 3 0 3 0




Both the numerical simulation and StarCraft II experiments were performed on an Intel
i7(4GHz) CPU with 16GB memory. The numerical simulations were tested on 60 test
teams (problem instances) to be assigned to three tasks. On StarCraft II, the experiment
was performed on 10 target teams to be assigned to four simultaneous battles. In Table D.1,
we report the average and standard deviation of the run times in seconds for the different ap-
proaches (for solving a single problem instance). In Table D.2, we report the CPU memory
space required in mebibyte (MiB) for the different approaches obtained from the memory
profiler.
Table D.1: Computation Time for the different approaches
NH (s) NC (s) NA (s) Ours (s)
Num. 8.68±34.98 33.53±135.18 1067.7±441.5 11.12±26.94
SC II 1.56±3.31 0.21±0.22 13.22±7.82 1.39±1.17
Table D.2: Memory required for the different approaches
NH (MiB) NC (MiB) NA (MiB) Ours (MiB)
Num. 169.766 172.195 175.977 164.980
SC II 196.012 191.504 203.508 192.254
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APPENDIX E
EVALUATION OF THE DESIGN OF REWARD NET
In order to choose the hyperparameters such as batch size and number of epochs for training
the neural network of each task, we ran a k-fold cross-validation pipeline with k set as 10.
We selected the network parameters resulting in the least cross-validation error as shown in
Figure E.1. The sigmoid activation function with adam optimizer and mean squared error
loss function resulted in the average cross-validation error of 0.63569036 (0.03512736)
for task 1 and 0.43713198 (0.02900095) for task 2 on the training set and 1.96472085
(1.07366996) for task 1 and 1.29608299 (0.59349945) for task 2 on the testing set.
The results shown in Figure E.2 presents a particular instance of predictions from the
networks when the demonstrations are split into training and validation data. The scores
shown in Figure E.2 are reported based on the performance of the coalitions across two
tasks. The X-axis indicates the true scores computed using the numerical simulator and
the Y-axis represents the predicted score from the networks. The score obtained by the
optimized allocation using the Reward Net baseline is represented by the red dot.
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Cross-validation error from training
Figure E.1: The cross-validation error on the training and test data for k = 10 is reported
for two networks designed for task 1 and task 2.












































IMPLEMENTATION DETAILS OF BOOTSTRAPPING BANDIT-BASED
LEARNING WITH SUB-OPTIMAL DEMONSTRATIONS
For the bandit-based interaction learning algorithms, we directly sample scores treating
the true scoring function like a simulator. Both the bandit-based approaches are run for
400 iterations on each task to identify the best arm for that task. The best arms are together
considered as the set of learned trait requirements. The Radial Basis Function is considered
as the covariance function for the GPs. Additionally, we evaluate our approach against the
baselines to compare the average generalization performance on 100 test teams consisting
of different types of species and number of agents. The maximum possible sum of scores
that can be achieved on the two tasks is 7.784.
On running the bandit-based approaches for two tasks, we found that on task 1, the
GPUCB baseline converges to it’s highest score of 3.75 after 256 iterations while our ap-
proach (GPUCB-Prior) converges to the highest score of 4.02 after 317 iterations. On task
2, the GPUCB baseline converges to it’s highest score of 2.83 after 260 iterations while
our approach (GPUCB-Prior) converges to the highest score of 2.96 after 383 iterations as
shown in Table F.1.









GPUCB 256 3.75 260 2.83
Ours 317 4.02 383 2.96
For the design of numerical simulations, we consider a 4-dimensional trait space. The
continuous trait space is represented by a grid of size 4× 4× 4× 4. Each point in the
grid represents an arm (aggregated traits). However, the points in the trait space that are
“reachable” are limited by the coalitions that can be formed with the available team. To be
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Without prior for task 1











Without prior for task 2
gpucb best demo median demo optimal
(a) Scores vs Iterations for GPUCB.











With prior for task 1











With prior for task 2
gpucb-prior best demo median demo optimal
(b) Scores vs Iterations for our approach.
Figure F.1: Performance curves of the two bandit-based interaction learning approaches.
The top two figures show the number of iterations vs scores for GPUCB on task 1 and task
2. The bottom two figures show the number of iterations vs scores for our approach on task
1 and task 2.
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precise, the traits of an individual agent cannot be divided to exactly meet the aggregated
traits represented by the arm. Hence, for every arm that is selected by our approach, we
compute a coalition that meets the traits as closely as possible by solving a constrained




s.t. xm  Na (F.2)
where ym represents the arm selected by our approach, xm is the optimized coalition, Q is
the species-trait matrix and Na represents the vector of available agents per species. Next,
we recompute the aggregated traits from the optimized coalition as:
ŷm = QT xm (F.3)
where ŷm represents the closest set of traits that can be “reached” by the available team. The
arm in the grid is replaced by ŷm before the next iteration. We repeat this process whenever
there exists an optimality gap between the selected arm ym and the “reachable” arm ŷm.
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