The goal of image deconvolution is to restore an image within a given area, from a blurred and noisy specimen. It is well known that the convolution operator integrates not only the image in the field of view of the given specimen, but also part of the scenery in the area bordering it. The result of a deconvolution algorithm which ignores the non-local properties of the convolution operator will be a restored images corrupt by distortion artifacts. These artifacts, which tend to be more pronounced near the boundary, can propagate to the entire image. In this paper we propose two different ways to compensate for boundary artifacts, both of statistical nature. The first one is based on the restoration of an extended image, on whose exterior boundary we impose statistics based boundary conditions. In the second one, the contribution to the convolution integral coming from the area outside the field of view is treated as noise. In both cases the methodological tools come from Bayesian statistical inversion and the problems are reduced to the case where the signal to estimate and the noise are mutually independent Gaussian white noise random variables. Computed examples illustrate the performance of the two approaches.
Introduction
The deconvolution of blurred and noisy images is a classical problem arising in a variety of applications, including astronomy, biomedical imaging and computerized tomography. The task of image deconvolution is to recover the original, gray scale or color, image from a blurred and noisy specimen. Although the degraded image is typically available on the same domain where we want the restored image, the convolution process integrates a portion of the full scenery into a single point by weighing the nearby pixel values by the point spread function. Therefore, depending on the support of the point spread function, many pixels outside the field of view may have contributed to the values of the pixels near the boundary in the degraded image. In other words, the non-local property of the convolution implies that the portion of the the blurred image near the boundary of the field of view contains information coming from the original scenery outside the field of view. We refer to this phenomenon and to its consequences on the results of image deblurring as boundary effect. It is well known that if the boundary effect is not properly taken into account, it may cause strong distortion artifacts on the deconvolved image. Various methods to counteract the boundary effect have been proposed in the literature. Some are based on selecting appropriate boundary conditions, see, e.g., [10, 16] , or extending the field of view, see, e.g., [1, 11] .
In a proper model which takes into account the boundary effect, the blurred image is a function of the original image within the field of view and on an area bordering it on the outside, thus leading to an underdetermined problem, in the sense that we have fewer data points than unknowns to explain it.
In this paper we approach the deconvolution problem from the perspective usually reserved to Bayesian statistical inversion, where the deconvolution problem is recast as statistical inference, and the estimation of the restored image is based on the determination of its posterior density. The Bayesian approach to image deconvolution naturally allows two different approaches, both of which are investigated in the present article.
The first approach seeks to restore the image both inside the field of view and in the bordering area which enters in the convolution process. To avoid distortion artifacts due the use of erroneous boundary conditions on the extended image, we use boundary conditions based on statistical considerations.
The second approach treats the contribution to the blurred image coming from outside the field of view as noise, or clutter, and marginalizes the posterior density with respect to that parameter. Although technically a little more complicated, the second approach is able to keep the number of unknowns the same as the number of data points, thus leading to formally determined problem.
Modelling the boundary clutter
Consider the blurring of an image f with a kernel A = A(t, s), t, s ∈ R 2 , with additive noise,
A(t, s)f (s)ds + e(t), t ∈ Q.
(1)
The field of view Q ⊂ R 2 is here Q = [0, 1] × [0, 1], and the image f satisfies the nonnegativity condition f ≥ 0 in R 2 . We consider the inverse problem of estimating {f (s) | s ∈ Q}, from the data {g(t) | t ∈ Q}. Observe that since in (1) the integral extends outside the field of view Q, the contribution to the data coming from the outer region needs to be taken into account. This contribution will be referred to in the rest of this article as boundary clutter.
In applications arising from astronomy, microscopy or image deblurring, the kernel A is typically rapidly decreasing, achieving its maximum at the diagonal {(t, s) | t = s}. We define the extended image area B ∈ R 2 as the set of points
where ε > 0 is a small parameter, and we write the approximation
i.e., we ignore the contributions coming from the region where the kernel is essentially zero.
We subdivide the set B into N pixels, n < N of which are in the field of view Q, while the remaining k = N − n are outside Q. A discretization of the above integral then leads to the finite dimensional model,
where
n is the vector of the pixel values inside Q, x 2 ∈ R k is the vector of the pixel values in B \ Q, and b ∈ R n and e ∈ R n are the discrete data and noise vectors, respectively. Equation (2) can be expressed in the form
We refer to x as the extended image, and to x 1 as the restricted image.
It is not uncommon in deconvolution problems to neglect the boundary clutter, i.e., the second term on the right hand side of formula (2) , and to use instead the simplified model,
This approximation, which amounts to assuming that the image extends with zeros outside the field of view Q, will introduce artifacts in the reconstructed image if this is not the case. In the literature, these artifacts are referred to as boundary effect.
Overview of the statistical tools
Our analysis of the deconvolution problem and boundary clutter is based on Bayesian statistics. In this section, we fix the notations and recall a few central results. For further discussion and proofs, see: [13] .
In the Bayesian paradigm, inverse problems are recast in the form of statistical inference. All variables are viewed as random variables, characterized by their probability distributions, which express our degree of information about them. In this work, we assume that the probability distributions are expressible in terms of probability densities over finite dimensional real spaces.
Let x ∈ R n and b ∈ R m be two random variables, where b is directly observable, while the unobservable x is of primary interest. We assume that the variables are related via a mathematical model, that we can use to compute the conditional density π(b | x), known as the likelihood density. Let π pr (x) be the prior probability density of x, expressing the degree of information about x prior to measuring b. Bayes' formula asserts that the conditional density π(x | b), referred to as the posterior density of x, can be written as
where the denominator is the marginal density of b, a scaling factor that usually is of lesser importance.
In this paper, we shall consider linear models with additive noise and Gaussian densities, i.e., x and b are related through
where A ∈ R m×n and e ∈ R m is the additive noise. The Gaussian assumption means that the variables x and e are jointly Gaussian. Without a loss of generality, we may assume that they are zero mean variables. Let us denote the covariance matrices by
It follows from (5) that
The posterior density is then also Gaussian,
with conditional mean and covariance matrix given by
and
respectively. Here, the conditional mean x coincides with the maximum a posteriori estimate, and it also minimizes the expected mean square estimation error. In this work, this is the only estimate that we consider.
Compensation on the extended image
In this section we approach the problem of compensating for boundary clutter by estimating the extended image x ∈ R N in (3) based on the observed b. We remark that this amounts to inpainting a frame bordering the field of view. This approach, with different techniques, is similar to the one in [1, 11] .
We consider a Gaussian model for the random variables. The Gaussian approximation for the image statistics, albeit not quite correct, is computationally simple and gives good results in many applications.
Let x ∈ R
N and e ∈ R n be mutually independent zero mean Gaussian variables, with covariance matrices Γ xx ∈ R N ×N and Γ ee ∈ R n×n , respectively. It follows from the independence assumption that Γ xe = 0 = Γ T ex . The conditional mean (6) in this case is
An alternative expression,
can be obtained by minimizing the negative of the log-posterior density,
In classical regularization literature, (8) is known as Wiener filtered estimate, while (9) is the Tikhonov regularized solution.
In the following, we consider Gaussian smoothness priors,
where L x is either a scaled identity matrix or a scaled second difference matrix with appropriate boundary conditions. The boundary conditions are imposed so that the matrix L x becomes invertible; see Appendix. The prior covariance is then related to
ee , e.g., in its Cholesky factors,
we observe that (9) is the least squares solution of the linear system
Introduce the auxiliary variable
which is Gaussian white noise since x has the prior density (10) . The linear system (11) is then equivalent to
We refer to this as the whitened regularized least squares problem. The least squares solution to (12) is also the Tikhonov regularized solution of the linear discrete ill-posed problem
with regularization operator the identity and regularization parameter one. In (13), v and w are mutually independent Gaussian white noise variables. This observation will be a guideline when we discuss numerical schemes for estimation of the restricted image x 1 '.
Note that although the equations (11) and (12) are mathematically equivalent, the numerical solution of one by, e.g., iterative methods may be much more efficient than the numerical solution of the other, depending on whether it is easier to compute products of the type L x z or of the type L −1
x z.
Compensation by marginalization
In the previous section, the estimation of the extended image from the blurred image leads to an underdetermined problem, if the prior is not included. In the approach proposed in this section, we only estimate the portion x 1 ∈ R n of the image in the fied of view and treat the contribution coming from x 2 as noise. This is equivalent to assigning to x 1 the marginal probability density
To compute the conditional mean estimate of x 1 we assume, as in the previous section, that x is a zero mean Gaussian variable with covariance matrix Γ xx ∈ R N ×N . Partitioning Γ according to the partition (3) of x, we have that
As before, we assume that the additive noise e is also a Gaussian zero mean variable, independent of x, with covariance matrix Γ ee . We begin with calculating the joint probability density of the variables x 1 and b. Since x and e are independent, we have
Using (3), it is easy to see that
Therefore, putting the different blocks together, we have that
The conditional mean and the posterior covariances can now be obtained from (6) and (7). The conditional mean can be expressed in the form
The straightforward evaluation of this formula may not be feasible for problems of large dimensions. This is particularly true if the smoothness prior is of the type (10) and L x is a difference matrix, since Γ xx , being a discrete approximation of Green's function, is a dense matrix.
In the following section we describe how to approximate the conditional mean when the dimensions of the problem are so large as to make direct evaluation of (14) impossible.
A totally white model
At the end of Section 4 we trasformed the original problem into one where the unknown to be estimated and the noise are mutually independent Gaussian white noise variables. This form is particularly attractive for computations. It is the aim of this section to obtain an analogous formulation for the compensation by marginalization model. We remark that the ideas of this section are also relevant in analyzing discretization errors in inverse problems, see [14] .
We begin by considering the simplified case in which x 1 and x 2 are mutually independent Gaussian variables, i.e.,
We may then write equation (2) as
where the noise u is independent of x 1 and has the covariance
Introduce the Cholesky factorizations of Γ −1
where L u , L 1 ∈ R n×n are upper triangular matrices.
We define the random variables w and v as
It is easy to check that these variables are independent Gaussian white noises,
, and similarly for w. Reformulating equation (15) in terms of the white noise variables w and v, we obtain
which is of the desired form.
We consider now the general case when x 1 and x 2 are not independent. We write equation (15) as
The joint covariance matrix then becomes cov
Write a decomposition for R −1 of the form
Now define the multivariate Gaussian white noise
Writing the inverse of L in the form
and expressing (15) in terms of the newly defined white noise variables we obtain
22 v, which, by multiplication with L 22 from the left yields the whitened equation
Note that if x 1 and x 2 are mutually independent, the matrices R and L are block diagonal, and therefore (23) reduces to (19).
Concurrent estimation of image mosaics
Real image deblurring problems are usually very high dimensional, and the memory requirements may easily become prohibitive for a personal computer. However, the approach proposed in this article makes it possible to treat also very large images satisfactorily without mainframe or cluster computers by image mosaics. The idea of mosaic images is previously proposed in the article [1] .
Consider a large blurred image b. We assume for simplicity that the image is square, and it is discretized in D × D pixels. Assume further that D ∈ N is an integer multiple of d ∈ N, i.e., D = d for some ∈ N. We divide the blurred image in square subimages
By stacking the pixel values of each subimage into a column vector, we form a rearranged image matrix
Let Q j denote the field of view of the image b j , and denote by x j the pixel vector of the restriction of the unblurred image to Q j . If the convolution kernel is translation invariant, as we shall assume here for simplicity, we may write a local model over each subimage of the form
where e j is the additive noise e restricted to Q j and q j is the local boundary clutter in Q j , i.e,, the contribution from pixels outside Q j that the convolution integrates into Q j . Finally, A loc is the local blurring matrix. In short, we write
where X, Q, E ∈ R n×L are matrices whose columns contain the vectors x j , q j and e j , respectively, similarly to (24). Notice that the clutter vectors q j depend statistically on the image vectors x j in the adjacent subimages. To get an approximate, but effective image deblurring algorithm, we ignore this dependency and consider each subproblem (25) separately. Assuming for simplicity that the prior information is invariant from one subimage to another, we repace each subproblem (25) by the corresponding marginalized whitened least squares problem (23),
where W and V ∈ R n×L are Gaussian white noise matrices. Here, the matrices L ij are calculated by using the local prior and noise covariance matrices.
We solve each column of W by a selected method, determine for the matrix X and compose the restored image as an image mosaic from the columns of X.
Let us mention that the image mosaic approach is applicable also when the blurring kernel is not translational invariant. In this case, the local blurring matrix has to be computed for each subproblem separately.
Krylov subspace iterative methods
In the preceeding sections the image deconvolution problem has been reduced to the solution in the least squares sense, of a linear system of the form
which is the conditional mean and MAP solution of the problem
where z and n are mutually independent white noise vectors. Formally, this is equivalent to solving the ill-posed problem
using the Tikhonov regularization with the regularization matrix being the identity and the regularization parameter equal to one.
An alternative popular method for regularizing ill-posed problems of the above type is to use truncated iterative solvers. They are particularly attractive when the dimensions of the problems are large as in image deconvolution. The connection between the MAP estimates, Tikhonov regularized solutions, whitening and iterative solvers have been previously discussed in the articles [3, 9] .
Iterative methods for the solution of linear system (27) compute a sequence of approximate solution z 0 , z 1 , . . . z k , using only the product of the coefficient matrix, and possibly its transpose, with certain vectors. Since the matrix itself does not need to be explicitly available, these are the methods of choice when the matrix is either not available or the dimensions of the problem are so large as to make its factorization of the coefficient matrix impossible or unadvisable. Krylov subspace methods are among the most popular iterative methods because they do not require any spectral information about the matrix, which may be difficult to obtain. Of particular interest for this article is a variant of the Conjugate Gradient (CG) method, the Conjugate Gradient for Least Squares (CGLS) method, which is mathematically equivalent to applying CG to the normal equations of a linear system of the form (27) without forming the matrix M T M , [2] . If z 0 = 0 is the initial approximate solution, the kth iterate computed by the CGLS method is the solution of the minimization problem
is the kth Krylov subspace built from M T y and M T M . For a detailed discussion of this and other iterative methods for linear systems see: [15] . Iterative methods have to be supplied with a criterion for stopping the iteration process. In general, the iteration process ends when either a maximum number of steps have been performed or the norm of the residual error r k = y − M z k has been sufficiently reduced. When the linear system is the discretization of a linear illposed problem, however, and the data is contaminated by noise, the iteration process must be terminated suitably soon in order to avoid that amplified noise components are included into the computed approximate solution. This procedure, usually referred to as regularization by truncation, has been extensively analyzed for the CGLS [12] and the GMRES [5] methods in the case where the norm of the noise is known, and it has been shown to yield a regularized solution when the iteration is stopped as soon as the norm of the residual falls below a small multiple of the norm of the noise. A statistics based stopping criterion has been discussed in the article [9] .
We remark that since (11) is not ill-conditioned, even if the data is contaminated by noise it is possible to continue iterating until the norm of the residual has been sufficiently reduced. However, if the dimensions of the problem become very large, it might be preferable to work instead with a formulation which requires fewer iterations to computed an acceptable approximate solution. Thus, motivated by the observation above that the CGLS method, equipped with a suitable early termination rule, yields the regularized solution of a linear discrete ill-posed problem, we could consider the simpler but ill-posed linear system (13).
It is quite common to accelerated the convergence rate of Krylov subspace methods via suitably chosen preconditioners. The issue of how to choose preconditioners for truncated Krylov subspace iterative methods for the solution of linear discrete ill-posed problems is more delicate, because the regularizing effect of truncating the iteration process may be lost by a too speedy convergence. A different interpretation of left and right preconditioners for truncated iterative linear solvers, see:, e.g., [3] , views their role not as convergence accelerators, but rather as providing statistical corrections to the linear system. More specifically, in (13) the left preconditioner L e gives relatively larger weight to observations that are reliable, while the right preconditioner L x pushes the solution towards the eigenspace spanned by the largest eigenvalues of the prior covariance. Hence, we can view (13) as a linear system with built-in Bayesian structure. Numerical examples in [3, 9] indicate that the whitening by priorconditioning renders the ill-posed problems more stable than without any statistical analysis.
Note that when estimating the restricted image from equation (23), we need to solve a linear system with a square matrix, for which we have a wider selection of iterative methods. In fact, if the matrix M is square, it is possible to solve (23) using the truncated GMRES method, which requires only one multiplication with the matrix M per iteration, instead of a multiplication with M and one with its transposed as the CGLS method. The truncated GMRES method has been shown to converge typically faster than the truncated CGLS methods, and to yield better solutions for some classes of problems. For a description of the regularization properties of the truncated GMRES method see: [5, 6] . The GMRES iteration, however was found less suitable for the computer examples in the present paper.
Computed examples
In this section, we present a few computed examples where we use the various deblurring methods proposed in the previous sections. Before presenting the results concerning the estimation of the restricted image, we briefly describe how to handle computations with the covariance matrices arising from the different models.
Extended image
In this example, we first consider the image with a 150 × 150 pixels field of view shown in Figure 1 , blurred with a Gaussian kernel whose full width at half maximum (FWHM) is 8 pixels. The field of view of the image shown in Figure 1 is surrounded by a highlighted 13 pixel wide frame that corresponds to a 0.1% cutoff threshold of the blurring kernel, i.e., a(t − s) < 0.001 a(t) if s is more than 13 pixels apart from t ∈ Q. Low amplitude white noise with standard deviation 0.001% of the noiseless maximum signal is added to the blurred image. The field of view of blurred noisy image is shown also in Figure 1 .
We begin with computing the restored images based on the extended least squares equation (11) that we solve by using CGLS, with second order smoothness priors and two different boundary conditions for the extended image. The matrix-vector products corresponding to the convolution are effectuated by FFT. We consider the finite difference matrices L x = L D and L x = L A , which correspond to extension with zeros outside the extended image and to boundary conditions based on statistical conditioning, respectively. These matrices are defined in the Appendix, and we refer to them as Dirichlet and Aristotelian prior matrices, respectively. Note that the Dirichlet boundary condition is just one example of possible classical boundary conditions which can be imposed. In this paper we will not consider any other classical boundary condition proposed in the literature. Figure 2 shows the reconstructed extended images and corresponding restrictions to the field of view with Dirichlet and Aristotelian priors, respectively. We remark that with the introduction of the priors the least squares problems become well posed. Furthermore, since the additive noise is very small and the boundary clutter dominates, we compute high accuracy restorations in order to assess whether the different priors affect the quality of the results. The number of CGLS iterations performed in each case is 5000.
In spite of the large numebr of iterations, ripples propagating to the image in the field of view from the boundary of the extended image are clearly visible when using the Dirichlet prior. As it can be noticed in the top left image in Figure 2 , these ripples compensate for the zero border imposed to the extended image. In contrast, the bottom left image shows that no artificial boundary condition is enforced on the extended image with the Aristotelian prior, hence the restoration inside the field of view, shown in the bottom right image, is free A possible remedy to eliminate the boundary ripples associated with the Dirichlet prior is to preprocess the image by subtracting an estimated mean offset from the blurred specimen, thus making the zero extension somewhat less artificial. Figure 3 shows an example where this approach is successful. However, we remark that the success of this procedure depends on the image. Figure 4 shows a cartoon where this approch clearly fails.
Although one might think that a wider frame around the field of view that moves the zero boundary further away would help to reduce the boundary ripples, according to our experience this is not the case.
We now consider the case where the additive noise is not negligible compared to the boundary clutter. White noise with standard deviation 0.1% of the noiseless maximum signal is added. To stress the importance of the prior, we compute a restored image with a white noise prior instead, i.e., L x = αI. The results are shown in Figure 5 . The frame around the field of view is 26 pixels wide. In the image on the left it is clearly shown that outside the field of view, where the data gives little information about the pixel values, the prior dominates, thus forcing the pixel values towards zero. As a consequence, this induces boundary ringing inside the field of view. Note that increasing the width of the frame does not help in this case either.
In the calculations, we have not used the prior information that the image is nonnegative. In images with large black areas such as in some astronomical images, the nonnegativity constraint may become an issue with ringing artifacts around small bright objects. An efficient way of forcing the solution determined by an iterative method to be nonnegative has been proposed in the article [7] .
Covariances, Schur complements and matrix partitionings
Unlike the estimation of the extended image, the estimation of the restricted image requires some attention in the organization of the computation in order to avoid the computational bottlenecks arising from working with large, dense matrices.
We begin examing the simplest case where the boundary clutter is independent of the restricted image. Note that since A 2 is a matrix describing the action of the outer pixels on the blurred image inside the field of view, the first term on the right hand side of (16) has entries significantly different from zero in a block of size the number of pixels in the field of view affected by boundary clutter. In general, the size of this block is significantly smaller than the size of Γ uu . If we assume that the covariance matrix of the additive noise is diagonal, after suitable reordering of the pixels, the Cholesky factorization of Γ uu and hence the calculation of L u from (17) is essentially reduced to the Cholesky factorization of this block.
The case where the boundary clutter and the restricted image are not independent is more complicated. Since in our examples we use a Gaussian smoothness prior of the form (10) where L x is a difference operator (see Appendix), the co-variance matrix Γ xx is dense and therefore forming the matrix R in (20) is not desirable. In the following, we first fix the relations that determine the components L ij of the decomposition matrix of R in (21), and then give a description of how the calculations are performed in practice.
Let us begin with L 11 . From the relation (21), it follows that
and we find that
This equation will be used to determine L 11 .
To determine L 22 , note first that
from which it follows that
On the other hand, R
can be expressed as a Schur complement of R 11
Substituting the corresponding expressions for the blocks of the R matrix from (20) we have L
where Γ 11 is the Schur complement of Γ 11 . We will use this equation to determined L 22 .
Finally, from (29) it follows that
This is the equation that will be used to determine L 22 and L
−1
22 L 21 . To efficiently perform the necessary matrix operations, begin with introducing the inverse of the covariance matrix Γ xx ,
whose blocks B 11 ∈ R n×n , B 21 = B T 12 ∈ R k×n and B 22 ∈ R k×k , corresponding to the partitioning of x, are sparse. Let
be the Cholesky factorizations of B 11 and B 22 , respectively. Then the Schur complements of B 11 and B 22 ,
are expressed in terms of sparse matrices. Let
be their Cholesky factorizations. It follows from the observation
and from (30), that we may choose
To calculate L 22 notice that
. Since, after row permutations,
where the colomns of A T p correspond to those pixels in the field of view near the boundary which are affected by the boundary clutter, we can calculate
by solving the system
Assuming that the covariance matrix of the noise Γ ee is a scaled identity, the Cholesky factorization in (31) amounts to the computation of the Cholesky factorization of a block of size equal to the number of pixels in the field of view affected by the boundary clutter.
Finally, to perfom the multiplication of an arbitrary vector by the matrix L −1 22 L 21 efficiently for problems of large dimensions, we observe that, from (32) and (20),
1 , we can write the following factorization
The computation of the first factor amounts to solving two equations of type (35), and since B 12 is very sparse, the computation of the second factor is not computationally expensive either. Thus the product of the matrix L 
Restricted image and image mosaics
This section we present an example of the restricted image restoration by marginalization. We consider the image of size 160 × 160 shown in Figure 6 blurred with Gaussian point spread function, full width at half maximum 7 pixels, and further corrupted by additive Gaussian white noise with standard deviation 0.1% of the maximum of the noiseless blurred image. The blurred noisy image is also shown in Figure 6 . As in the previous example, the frame of width 9 pixels that effectively causes the boundary clutter is shown around the field of view of the original image.
To restore the image we subdivide it into four disjoint equal pieces, in a mosaiclike fashion. Each subimage of size 80 × 80 pixels is restored separately, then the four images are pieced together. In each subimage, we use the second order smoothness prior defined in Appendix. We apply the CGLS iteration to the whitened equation (23) for each piece separately. In accordance to the previous observations of the articles ( [3, 9] ), the priorconditioned equation behaves very stably in the iterations, i.e., the noise component does not take over. The quality of the reconstruction after few hundred iterations was already acceptable, although the subimage boundaries were slightly visible. Figure 7 shows the restored image mosaic after 500 and 1000 iterations. Note that the difference between the two restored images is barely visible. In this example, the blurring of the original image was done with the FFT based convolution, while in the restoration the local convolution matrix A loc was small enough to be calculated explicitly. 
Appendix: Aristotelian boundary conditions
In this appendix we briefly discuss the smoothness priors with various boundary conditions, following the reference [4] .
Consider a square image of size n × n pixels. We construct a discrete n 2 × n 
At boundary pixels, we use the same mask with the assumptions that pixel values outside the image area vanish. This construction yields, up to scaling, the matrix L D , referred to as the Dirichlet prior matrix. The corresponding smoothness prior
thus favors images whose boundary pixels are close to zero. This can be seen by computing the autocovariances of individual pixels x j ,
shown on the left of Figure 8 . To allow the same variability to all pixels of the image, we modify the the smoothness prior construction as follows.
In the interior pixels, we use the mask (36) as before. At boundary pixels that are not corner pixels, we use a discrete approximation of the tangential second At the four corner pixels, we use instead the mask
This construction leads to an invertible matrix L A of size the number of pixels in the image. The autocovariance of the boundary pixels depends on the parameters β and γ, whose values are chosen so as to make the autocovariances as even as possible over the whole image. Selecting three pixels, j int from the image center, j bdry from the center of an edge, and j corner from the corner, the parameters in L A are determined so that the condition holds. A fast and practical approximation is proposed in [4] . The corresponding autocovariance surface is shown on the right of Figure 8 .
The parameter δ appearing in the prior (37) can be determined by empirical Bayes methods, i.e., writing a hyperprior model and let the data determine it, see e.g. [4] , [8] or [13] .
