MICROSTRUCTURAL MODELING DURING MULTI-PASS ROLLING OF A NICKEL-BASE SUPERALLOY by NC DOCKS at The University of North Carolina at Charlotte & Subramanian, Kannan
MICROSTRUCTURAL MODELING DURING MULTI-PASS ROLLING OF A
NICKEL-BASE SUPERALLOY
by
Kannan Subramanian
A dissertation submitted to the faculty of
The University of North Carolina at Charlotte
in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in
Mechanical Engineering
Charlotte
2009
Approved by:
Dr. Harish P. Cherukuri
Dr. Ramesh S. Minisandram
Dr. Kingshuk Bose
Dr. Wei Cai
Dr. Animikh Biswas
ii
c©2009
Kannan Subramanian
ALL RIGHTS RESERVED
iii
ABSTRACT
KANNAN SUBRAMANIAN: Microstructural Modeling During Multi-Pass Rolling
of a Nickel-Base Superalloy. (Under the direction of Dr. HARISH P. CHERUKURI)
Microstructure present at the end of rolling and cooling operations controls the
product properties. Therefore, control of grain size is an important characteristic
in any hot-working. The narrow temperature range for hot working of Alloy 718
makes the grain size control more difficult. In the current work, a systematic nu-
merical approach to predict the microstructure of Alloy 718 during multi-pass rolling
is developed. This approach takes into account the severe deformation that takes
place during each pass and also the possible reheating between passes. In order to
predict the grain size at the end of rolling process, microstructural processes such as
dynamic recrystallization (DRX), metadynamic recrystallization (MDRX), and static
grain growth need to be captured at every deformation step for superalloys. Empirical
relationships between the average grain size from various microstructural processes
and the macroscopic variables such as temperature (T ), effective strain (ε̄) and strain
rate ( ˙̄ε) form the basis for the current work. The empirical relationships considered in
this work are based on Avrami equations and utilize data taken from various forging
analyses. The macroscopic variables are calculated using the Finite Element Method
(FEM) by modeling the rolling process as a creeping flow problem. FEM incorporates
a mesh re-zoning algorithm that enables the analysis to continue for several passes.
A two-dimensional transient thermal analysis is carried out between passes that can
capture the MDRX and/or static grain growth during the microstructural evolution.
The microstructure prediction algorithm continuously updates two families of grains,
namely, the recrystallized family and strained family at the start of deformation in
any given pass. In addition, the algorithm calculates various subgroups within these
two families at every deformation step within a pass. As the material undergoes
deformation between the rolls, recrystallization equations are invoked depending on
critical strain and strain rate conditions that are characteristics of Alloy 718. This
approach predicts the microstructural evolution based on recrystallization kinetics
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and static grain growth only. Precipitation of phases such as γ′, γ′′ and δ are not con-
sidered. Modeling this complex precipitation is difficult and requires a more detailed
understanding than is presently available. Nevetheless, comparisons of the grain sizes
from the proposed numerical models with experimental results for 16-stand rolling
process show very good agreement.
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CHAPTER 1: INTRODUCTION
1.1 Background
Superalloys are metallic alloys used for high temperature ( > 650 ◦C) applications
such as encountered in the aircraft industry and where resistance to deformation is
a primary requirement. Nickel-base alloys such as waspaloy and Alloy 718 (IN 718)
are examples of superalloys that resist deformation at elevated temperatures and
are therefore difficult to hot work. Hot working is the term often used to describe
the plastic deformation at temperatures high enough to overcome strain hardening.
The major hotworking operations are open-die press forging, radial forging (such as
GFM) [2], extrusion, and rolling. In the case of rolling and forging, there may be many
passes and some reheats involved. The hotworking operation under consideration is
the continuous shape rolling process. In this process, billets transform from round-to-
oval and oval-to-round until the desired shape and size are obtained in multiple stands.
The terms multi-stand and multi-pass will be interchangeably used throughout this
thesis to denote the continuous rolling process.
For a given composition of alloy, the high temperature flow stress is influenced
to a large extent by the grain size of the microstructure. In the case of rolling,
the correct working forces, which relate to gauge and shape control as well as to
power requirements, can be estimated accurately only if the microstructure relevant
to the specific pass of rolling is known. The microstructure present at the end of
the rolling and cooling operations also controls the product properties. Coarser grain
size favors creep strength and crack-growth resistance while a fine grain structure
favors improved low-cycle fatigue life and tensile yield strength. Control of grain size
is an increasingly important characteristic in any hot-working due to the stringent
ultrasonic inspectability requirements [44]. The temperature range for hot working
of waspaloy is ≈ 975 ◦C −1175 ◦C [44] and for Alloy 718 is ≈ 980 ◦C −1120 ◦C
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[44; 45; 70] depending on the final microstructure desired. This narrow temperature
range is due to the increase in the percentages of titanium and aluminum [45; 49])
makes the grain size control more difficult. Alloy 718 and its derivatives are the
main focus of the current work and capturing the microstructural changes due to
deformation during a multistand continuous rolling forms the core objective of this
work.
1.2 Motivation
Modeling the dynamic microstructural events is important for determining flow
stress levels, and hence rolling loads. Tremendous amount of time and effort is needed
in carrying out experiments and establishing the constitutive models for the various
recrystallization processes. In addition, industrial trials are expensive, difficult to
control, monitor and sample accurately, and necessarily constrained within the ca-
pabilities of the existing plant. Laboratory simulation tests are unable to reproduce
all the conditions of industrial multi-pass rolling. There are limitations on strain
rates attainable, particularly in relation to finish strip and rod rolling. An alternative
and simpler approach employing plane strain compression testing cannot achieve the
total strains of complete industrial rolling schedules. Therefore, numerical methods
are resorted to to study the influence of the vast number of variables present in a
typical industrial multi-pass rolling on the mictrostructure [29]. With the growth in
the application of computers and their capabilities, numerical techniques have be-
come quite common in solving plastic deformation problems. One of the popular
numerical techniques is the Finite Element (FE) Method. Process variables such as
strain and temperature are predicted from FE analysis of the deformation process. In
general, microstructural modeling relates those process variables to microstructural
evolution. Typical microstructural modeling involves two major steps. In the first
step, constitutive equations describing the microstructural evolutions are developed
using experiments. In the second step, the microstructural constitutive equations are
implemented in a commercial FE package such as ABAQUS [38] or a custom-built
software. In the present work, we focus on the latter, i.e., on the implementation of
microstructural models in a custom-built software called RAWHIDE [1].
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1.3 Overview
A brief discussion of the observed microstructural evolution processes and an
overview of the existing FE package (RAWHIDE) are given in the following sections.
1.3.1 Microstructural processes
During hotworking, materials undergo recovery and recrystallization processes that
can be dynamic or static [94]. Recovery and recrystallization are competing processes
and are driven by the stored energy of the deformed state. The extent of recovery
depends on recrystallization. If deformation substructure is consumed due to recrys-
tallization, no further recovery will occur. Recrystallization can be continuous or
discontinuous [61]. There are dynamic, metadynamic and static recrystallizations
depending on the strains and dislocation densities. Dynamic recrystallization (DRX)
occurs during the actual deformation, when the equivalent strain exceeds a certain
critical strain. During metadynamic recrystallization (MDRX), the partially recrys-
tallized grain structure observed right after deformation transforms to a more fully
recrystallized structure. It takes place by the growth of recrystallization nuclei formed
during dynamic recrystallization. MDRX involves imposed strains greater than the
critical strain. Static recrystallization (SRX) occurs after deformation in which the
imposed strain is less than the critical strain. Recrystallization begins in a nuclei-free
environment [45]. A fine-grained structure is generated primarily during dynamic
and static recrystallization. Significant static recrystallization can take place during
reheating. SRX is not considered in the current work. Alloy 718 is governed by the
fcc lattice structure of the γ matrix [70] and a number of characteristic precipitates
such as γ′′ (Ni3(Nb,Ti)), γ′, δ, and carbides (MC and M6C). The high temperature
strength of Alloy 718 is derived essentially from the coherent γ′′ and to a smaller extent
from γ′. The presence of the other precipitates improves hot working to produce very
fine-grained billet structures. However, modeling the complex precipitation processes
requires a more detailed understanding of precipitation kinetics, than is presently
available. Therefore, the current work aims to find the average grain sizes from re-
crystallization processes alone and does not take into account the precipitation of
phases.
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1.3.2 FE package RAWHIDE
RAWHIDE is a custom-built FE package specifically developed to analyze the
multi-pass shape rolling. RAWHIDE models the multi-pass rolling as a steady state
creeping flow problem wherein the viscosity of the fluid is a function of temperature,
effective strain rate and effective strain. RAWHIDE encompasses various numeri-
cal algorithms such as conjugate gradient method and an approach that determines
the contact point between the roll surface and the free surface of the material be-
ing rolled. The details are discussed in Chapter 2. Typically, the results from a
RAWHIDE analysis are the process variables such as the velocity components and
temperature. In this analysis, the heat generated during plastic deformation is incor-
porated as a bulk quantity which is a fraction of the plastic work. Between the stands,
a two-dimensional heat conduction problem is solved in order to capture the temper-
ature changes in the bar. RAWHIDE is numerically efficient, fast and can be used
in designing rolling schedules and analyzing process anomalies. However, a typical
multi-pass rolling process consists of as many as 26 stands and as the workpiece passes
through these stands, the material deforms significantly and consequently, mesh dis-
tortion becomes progressively severe. The algorithm presented in [1] does not have
remeshing capabilities.
1.4 Objectives
It is apparent from the foregoing discussions that the major objective of the current
research is to model the microstructural evolution during multi-pass rolling. There are
also computational issues that require attention in order to model the microstructure
accurately over many stands. Specifically, RAWHIDE requires some modifications.
The scope of the current work involves the following objectives:
• Develop and incorporate mesh re-zoning algorithm into RAWHIDE. Mesh re-
zoning is a collective term describing remeshing and transfer of data from the
original distorted mesh to the newly created mesh from remeshing.
• Modify RAWHIDE as necessary to predict the microstructure evolution as
rolling proceeds.
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• Develop a microstructural modeling algorithm for multi-pass rolling and validate
specifically for Alloy 718.
• Validate the microstructure modeling algorithm by comparing the microstruc-
ture predicted by employing the algorithm with experimental results for Alloy
718.
1.5 Dissertation organization
The dissertation is organized in such a way that it meets the objectives of the
research.
In Chapter 2, a detailed discussion of the formulation behind RAWHIDE is given.
A detailed understanding of RAWHIDE forms the basis for the solution procedure
developed in Chapter 3.
In Chapter 3, a brief literature survey on mesh re-zoning procedures, and the
proposed approach and results to address the mesh distortion issue are explained.
In Chapter 4, a comprehensive explanation of the fundamentals of microstructural
processes is given. In addition, the outcome of an extensive literature survey on
the existing microstructure prediction approaches are given in this Chapter. This
Chapter lays the foundation for the proposed microstructure prediction approach of
the current work.
In Chapter 5, the proposed microstructure prediction algorithm is presented and
its numerical implementation is explained.
In Chapter 6, results from the developed procedure in the context of a rolling
analysis for a specific material are presented and discussed. A comparison of the
numerical results with the experimental observation for Alloy 718 is also given.
In Chapter 7, a summary of the present work, conclusions and the scope for future
work is explored.
CHAPTER 2: FINITE ELEMENT FORMULATION
2.1 RAWHIDE Introduction
The multi-pass rolling considered in the current research is simulated using a
custom-built FE code known as RAWHIDE for modeling rolling problems. In this
code, the material behavior is modeled as that of an incompressible, non-Newtonian
fluid. Three dimensional steady-state thermomechanical analysis is used during each
pass and transient thermal analysis for cooling is used between passes. RAWHIDE
incorporates the methodology developed by Thompson, et al., [1] that adopts a mixed-
method formulation originally proposed by Zienkiewicz, et al., [4]. In this formula-
tion, the locations of nodes at steady-state in each stand are obtained by an iterative
approach using a modified Euler integration of the current velocity field [9; 10].
The flow field of a system can be influenced by the thermal response since the
viscosity is a function of temperature. On the other hand, the temperature field
is coupled to the flow field by viscous dissipation due to plastic straining and by
the transport of heat associated with moving material. The governing momentum
and energy balance equations are solved iteratively to find the velocity components
and temperature at each node in the three-dimensional FE mesh while satisfying
the incompressibility constraint simultaneously. The procedure for this coupling is
schematically represented in FIGURE 2.1, which is based on references [13] and [14].
The formulation that formed the basis for developing RAWHIDE is presented in
detail in this Chapter. A deep understanding of RAWHIDE is necessary in order to
modify this package. Some improvements to this custom-built package are necessary
for predicting microstructure for many stands. The details of the improvements are
discussed in the next Chapter. The current discussion is limited only to the formula-
tion and the capabilities of RAWHIDE without the proposed modifications. Firstly,
the variational formulation of the flow problem is discussed followed by the formu-
lation of the heat transfer problem. A brief discussion of the mesh generation and
7
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FIGURE 2.1: Thermo-mechanical coupling.
various results from RAWHIDE are discussed in the end.
2.2 Variational flow formulation
Large casting made of metallic materials are subjected to processes such as rolling,
forging, and extrusion in the solid state. These processes are termed as thermome-
chanical processes in which, the material may either be hot or cold, and may involve
intermediate anneals [94]. RAWHIDE considers the rolled material to assume incom-
pressible viscous laminar flow (Re << 1) without inertia. This flow is sometimes
represented as laminar creeping flow or Stoke’s flow. There are two approaches to
solve such a problem.
1. Stream function formulation.
2. Velocity and pressure formulation.
The first approach requires C1 continuity which is difficult to achieve and accord-
ingly is disadvantageous to use. The second approach involves two variables namely
velocity and pressure, where velocity is a primary variable and pressure is a constraint
variable.
Consider the potential energy functional [12],
J =
∫
Ω
WdΩ −
∫
Γt
T̄iuidΓ −
∫
Ω
ρXiuidΩ, (2.1)
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where W is related to ε̇′ij as follows:
∂W
∂ε̇′ij
= σ′ij . (2.2)
Upon substituting equation (2.2) in equation (2.1) the functional takes the form,
J =
∫
Ω
σ′ij ε̇
′
ijdΩ −
∫
Γt
T̄iuidΓ −
∫
Ω
ρXiuidΩ. (2.3)
Also, note that σ′ijδε̇
′
ij = σ
′
ijδε̇ij since σ
′
ii = 0. Therefore,
J =
∫
Ω
σ′ij ε̇ijdΩ −
∫
Γt
T̄iuidΓ −
∫
Ω
ρXiuidΩ. (2.4)
In the above equation (2.4), the first term represents the rate of internal work, second
term represents the rate of external work due to prescribed traction and the third
term, the rate of external work due to prescribed body forces.
Hermann [8] describes the variational principle to include the constraint of incom-
pressibility into potential energy functional (if inertial effects are negligible). Ac-
cordingly, introducing an auxiliary condition using a Lagrange multiplier, that is
equivalent to the incompressibility constraint on the velocity field [6], equation (2.4)
takes the form,
J∗ =
∫
Ω
σ′ij ε̇ijdΩ −
∫
Γt
T̄iuidΓ −
∫
Ω
ρXiuidΩ +
∫
Ω
λε̇iidΩ. (2.5)
The class of admissible functions can now be extended to compressible as well as
incompressible materials. The first variation of the functional in equation (2.5) is
given by,
δJ∗ =
∫
Ω
σ′ijδε̇ijdΩ −
∫
Γt
T̄iδuidΓ −
∫
Ω
ρXiδuidΩ +
∫
Ω
λδε̇iidΩ +
∫
Ω
δλε̇iidΩ
=
∫
Ω
(σ′ij + λδij)δε̇ijdΩ −
∫
Γt
T̄iδuidΓ −
∫
Ω
ρXiδuidΩ +
∫
Ω
δλε̇iidΩ, (2.6)
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where the differential strain rate is given by,
δε̇ij =
1
2
[
∂(δui)
∂xj
+
∂(δuj)
∂xi
]
. (2.7)
In equation (2.6), consider the first integral as I1. That is,
I1 =
∫
Ω
(σ′ij + λδij)δε̇ijdΩ.
Substituting equation (2.7) in the above equation and using the chain rule of integra-
tion,
I1 =
1
2
∫
Ω
(σ′ij + λδij)
∂(δui)
∂xj
dΩ +
1
2
∫
Ω
(σ′ij + λδij)
∂(δuj)
∂xi
dΩ.
Expanding the terms in the above equation results in,
I1 =
1
2
∫
Ω
∂
∂xj
[
(σ′ij + λδij)δui
]
dΩ −
1
2
∫
Ω
∂
∂xj
[
(σ′ij + λδij)
]
δuidΩ
+
1
2
∫
Ω
∂
∂xi
[
(σ′ij + λδij)δuj
]
dΩ −
1
2
∫
Ω
∂
∂xi
[
(σ′ij + λδij)
]
δujdΩ. (2.8)
Since the deviatoric stress σ′ and identity tensor I are both symmetric, like terms
add up in equation (2.8) and therefore equation (2.6) becomes,
δJ∗ =
∫
Ω
{
∂
∂xj
[
(σ′ij + λδij)δui
]
−
∂
∂xj
[
(σ′ij + λδij)
]
δui
}
dΩ
−
∫
Γt
T̄iδuidΓ −
∫
Ω
ρXiδuidΩ +
∫
Ω
δλε̇iidΩ. (2.9)
Using Gauss’s theorem, the first term within the parentheses in the above integral
can be written as,
∫
Ω
∂
∂xj
[
(σ′ij + λδij)δui
]
dΩ =
∫
Γt
(σ′ij +λδij)njδuidΓ+
∫
Γu
(σ′ij +λδij)njδuidΓ. (2.10)
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Substituting equation (2.10) in equation (2.9),
δJ∗ = −
∫
Ω
{
∂
∂xj
(σ′ij + λδij) + ρXi}δuidΩ +
∫
Γt
{(σ′ij + λδij)nj − T̄i}δuidΓ
+
∫
Ω
δλε̇iidΩ. (2.11)
The surface integral on boundary Γu, where velocity is specified has been ignored since
on this boundary δui = 0. In order to attain a stationary value, the first variation
must vanish for any arbitrary δui and δλ, and hence the following Euler equations
are obtained.
(i)
∂
∂xj
(σ′ij + λδij) + ρXi = 0, or,
σij,j + ρXi = 0 in Ω. (2.12)
(ii)
∂ui
∂xi
= ε̇ii = 0 in Ω. (2.13)
(iii) (σ′ij + λδij)nj − T̄i = 0, or,
σijnj = T̄i on Γt. (2.14)
In the above, it is apparent that the Lagrange multiplier is nothing but the hydrostatic
pressure ‘−p’ since,
σ′ = σ + pI
or,
σ = σ′ − pI. (2.15)
The indicial form of the above equation (2.15) is,
σij = σ
′
ij − pδij ,
where, p = −σii/3. Therefore, the equivalence between the modified variational
principle and boundary-value problem has been shown.
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2.2.1 Field equations
In the following various governing equations for an incompressible creeping viscous
laminar flow are described. Firstly, the equations of motion, that is, the momentum
balance equations are given. The linear momentum balance due to Navier-Stoke’s
equations without inertial terms is given as,
∇ · σ + b = 0 in Ω
or,
∂σij
∂xj
+ ρXi = 0 in Ω. (2.16)
In the absence of body forces, equation (2.16) is given by,
∂σij
∂xj
= 0.
The angular momentum balance is given by,
σ = σT .
The incompressibility condition is expressed as,
∇ · u = 0 in Ω
or,
∂ui
∂xi
= ε̇ii = 0 in Ω.
The constitutive equation describing the behavior of the material being rolled is given
by,
σ = 2µ(ε̇ −
1
3
(ε̇ : I)I) − pI
= 2µ(ε̇ −
1
3
ε̇iiI) − pI.
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Due to incompressibility condition, the above equation can be expressed as,
σ = 2µε̇ − pI. (2.17)
In indicial notation the above equation (2.17) takes the form,
σij = 2µε̇ij − pδij. (2.18)
Applying equation (2.15) in equation (2.18) results in,
σ′ij = 2µε̇ij. (2.19)
The term denoted by the symbol µ is the viscosity of the fluid. The viscosity follows
Bingham’s law described by the following equation for viscoplastic metals [5],
µ =
σy + τ ˙̄ε
m
3 ˙̄ε
.
For ideal plastic materials τ = 0, resulting in,
µ =
σy
3 ˙̄ε
. (2.20)
Flow stress is a function of all hot-deformation parameters. Alloy 718 shows the
existence of dynamic softening, that is, the flow stress decreases when temperature
increases [65]. Work hardening plays a key role in the deformation of superalloy
Alloy 718 at small strains. Dynamic softening dominates in the deformation of Alloy
718 when the strain is sufficiently large. Strain rate dependence is also observed.
Therefore, in the case of Alloy 718, the flow stress is a function of effective strain,
temperature, and effective strain rate ( ˙̄ε). RAWHIDE models the viscosity as the
function of these parameters while the flow stress is a function of the viscosity. That
is,
σy = σy(ε̄, ˙̄ε, T ),
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and hence,
µ = µ(ε̄, ˙̄ε, T ),
which makes the equations non-linear. The boundary conditions for the analysis are
given by,
(a) σijnj = T̄i on Γt,
and
(b) ui = ūi on Γu.
The other relationships that are incorporated in RAWHIDE in determining some of
the input variables necessary for solving the governing equations and postprocessing
of the results are given in the following discussion. The effective stress and effective
strain rates are given as,
σ̄2 =
3
2
σ′ : σ′
=
3
2
σ′ijσ
′
ij
˙̄ε2 =
2
3
ε̇ : ε̇
=
2
3
ε̇ij ε̇ij, (2.21)
that is,
˙̄ε =
√
2
3
{
(ε̇2xx + ε̇
2
yy + ε̇
2
zz) + 2(ε̇
2
xy + ε̇
2
xz + ε̇
2
yz))
}
.
Using the constitutive equation (2.19), the effective stress can be written as,
σ̄2 =
3
2
· 2µε̇ : 2µε̇
= 6µ2ε̇ : ε̇
= 6µ2
3
2
˙̄ε2. (2.22)
Therefore,
σ̄ = 3µ ˙̄ε.
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The plastic work is given by,
W = σ′ : ε̇
= σ′ij ε̇ij. (2.23)
Upon substituting equation (2.19) and equation (2.21) in the equation (2.23) results
in,
W = 2µ
3
2
˙̄ε2
= 3µ ˙̄ε2.
Accordingly, the heat generation rate due to plastic work is,
Q̇ = βW, (2.24)
where β is the work to heat ratio, also known as the Taylor-Quinney coefficient. The
work to heat ratio is specified as a material property varying between 0.9 and 0.95.
2.3 FE flow formulation
Assuming no body forces and substituting the constitutive equation (2.19), the
equation 2.5 can be rewritten as,
δJ∗ =
∫
Ω
σ′ijδε̇ijdΩ −
∫
Γt
T̄iδuidΓ +
∫
Ω
pδε̇iidΩ +
∫
Ω
δpε̇iidΩ
=
∫
Ω
ε̇ij2µδε̇ijdΩ −
∫
Γt
T̄iδuidΓ +
∫
Ω
pδε̇iidΩ +
∫
Ω
δpε̇iidΩ. (2.25)
In the above expression, the Lagrange multiplier was replaced by the hydrostatic
pressure as discussed earlier.
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2.3.1 Matrix form
Let the terms strain rate (ε̇), viscosity (D), traction vector (T̄ ), and velocity (u)
be defined in matrix form as follows:
ε̇ = {ε̇} =

























ε̇xx
ε̇yy
ε̇zz
ε̇xy
ε̇xz
ε̇yx

























, [D] =














2µ 0 0 0 0 0
0 2µ 0 0 0 0
0 0 2µ 0 0 0
0 0 0 4µ 0 0
0 0 0 0 4µ 0
0 0 0 0 0 4µ














,
T̄ =
{
T̄
}
=









T̄x
T̄y
T̄z









, u = {u} =









ux
uy
uz









, and {m} =

























1
1
1
0
0
0

























.
The variation of the functional for a single element in matrix form from equation
(2.25) is therefore,
δJ∗e =
∫
Ωe
{δε̇}T [D] {ε̇} dΩe −
∫
Γet
{δu}T
{
T̄
}
dΓe −
∫
Ωe
{δε̇}T {m} pdΩe
−
∫
Ωe
δp {m}T {ε̇} dΩe, (2.26)
where, ε̇ii = {m}
T {ε̇}, and σ = [D] {ε̇}.
2.3.2 Galerkin’s formulation
Galerkin’s procedure is used to derive the discretized finite element formulation by
defining a trilinear solid brick element.
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Therefore,









ux(x, y, z)
uy(x, y, z)
uz(x, y, z)









=





N1 0 0 N2 0 0 · · · N8 0 0
0 N1 0 0 N2 0 · · · N8 0 0
0 0 N1 0 0 N2 · · · N8 0 0



































u1x
u1y
u1z
...
u8x
u8y
u8z






























,
or,
{u(x, y, z)}e = [Nu]e {û}e .
That is,
{u(x)}e = [Nu]e {û}e .
Similarly,
p(x)e = [N p]e {p̂}e .
Now, the strain rate within an element is,
{ε̇}e =
[
N ′
u]e
{û}e ,
or,

























ε̇xx(x)
ε̇yy(x)
ε̇zz(x)
ε̇xy(x)
ε̇xz(x)
ε̇yx(x)

























=














∂N1
∂x
0 0 ∂N2
∂x
0 0 · · · ∂N8
∂x
0 0
0 ∂N1
∂y
0 0 ∂N2
∂y
0 · · · ∂N8
∂y
0 0
0 0 ∂N1
∂z
0 0 ∂N2
∂z
· · · ∂N8
∂z
0 0
∂N1
2∂y
∂N1
2∂x
0 ∂N2
2∂y
∂N2
2∂x
0 · · · ∂N8
2∂y
∂N8
2∂x
0
∂N1
2∂z
0 ∂N1
2∂x
∂N2
2∂z
0 ∂N2
2∂x
· · · ∂N8
2∂z
0 ∂N8
2∂x
0 ∂N1
2∂z
∂N1
2∂y
0 ∂N2
2∂z
∂N2
2∂y
· · · 0 ∂N8
2∂z
∂N8
2∂y












































u1x
u1y
u1z
...
u8x
u8y
u8z






























.
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That is,
{ε̇}e = [Bu]e {û}e .
Using the approximating functions described before, the variation of the functional
in the matrix form expressed in equation (2.26) for a single element can be written
as,
δJ∗e = {δu
e}T [ked] {u
e} − {δue}T [qe] {pe} − {δpe}T [qe] {ue} − {δue}T {f e} . (2.27)
Using standard assembly procedures this can be written for the whole domain as,
δJ = {δu}T [KD] {u} − {δu}
T [Q] {p} − {δp}T [Q]T {u} − {δu}T {f} . (2.28)
FE formulation of the above leads to,


KD Q
QT 0





u
p



=



f
0



, (2.29)
where,
KD =
nel
A
1
∫
Ωe
[Bu]T [D][Bu]dΩe,
Q =
nel
A
1
∫
Ωe
[Bu]T{m}[Np]dΩe, and
f =
nel
A
1
∫
Γet
[Nu]{T̄}dΓe.
In the equation set shown by (2.29), the first equation describes the variation of
functional with reference to an arbitrary δu while the second equation describes the
variation of functional with respect to an arbitrary δp. This system augmented with
a penalty function [4] can be written as,


KD Q
QT − 1
γ
I





u
p



=



f
− 1
γ
p



,
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and the solution can be found iteratively as follows for velocities and pressure,
pn+1 = pn + γ(QTun),
[
KD + γ(QQ
T )
]
un+1 = f −Qpn+1.
The incompressibility is imposed only in an average sense [6], that is,
∫
Ω
ε̇iidΩ = 0.
Literature by Thompson, et al. [9] and Y. S. Lee, et al., [10] provide information
about the free surface adjustment and bulge predictions for a steady state rolling
process.
2.4 Heat transfer formulation
Energy balance to solve the heat transfer inside the control volume (see FIGURE
2.2) within a pass is given by,
(kθ,i),i − uiρCpθ,i + Q̇ = 0. (2.30)
In equation (2.30), the first term is the conductive term, second term is the convective
term due to the transport of the fluid, and the third term describes the heat generation
due to plastic work. The boundary conditions for the thermal problem are,
(a) θ = θ̄ on Γθ,
and
(b) kθ,ini = q̄ on Γq.
There is no variational formulation available for energy balance due to the convective
terms and hence an application of direct Galerkin’s weighted residual method leads
to,
[H]{θ} = {q},
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where,
[H] =
nel
A
1
{
∫
Ωe
[Bθ]T k(θ)[Bθ]dΩe +
∫
Ωe
[Nθ]T ρCp{u}
T [Bθ]dΩe
}
,
{q} =
nel
A
1
{
∫
Ωe
[Nθ]T Q̇dΩe +
∫
Γer
κε(θ4e − θ
4
s)[N
θ]dΓe +
∫
Γee
he(θe − θs)[N
θ]dΓe
}
.
The boundary conditions for both flow and heat transfer problem are schematically
depicted in FIGURE 2.3.
TWO DIMENSIONAL TRANSIENT
TRANSFER ANALYSISHEAT
Stand - i Interstand - i
Stand - i
FIGURE 2.2: 3D and 2D analysis control volumes.
ZERO TRACTION
ZERO TRACTION
θ = θ̄
qr = κε(θ
4
e − θ
4
s)
qr = κε(θ
4
e − θ
4
s) u = uroller
∂θ
∂n
= 0
∂θ
∂n
= 0
∂θ
∂n
= 0
qh = he(θe − θs)
qh = he(θe − θs)
FIGURE 2.3: Boundary conditions used for the 3D analysis in the control volume.
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FIGURE 2.4: Creation of FE mesh used in the multi-pass rolling simulation.
2.5 Mesh generation
The FE mesh generation can be summarized as follows. The control volume con-
sidered in the analysis is divided into a number (user-specified) of equi-sized slices.
Initially, a two-dimensional mesh using quadrilaterals (see FIGURE 2.4(a)) is gener-
ated on each cross-section with all the cross-sections having exactly the same nodal
connectivity. By specifying the appropriate connectivity between the nodes of cross-
sectional elements in any given slice, the three-dimensional mesh is created (see FIG-
URE 2.4(b)). From FIGURE 2.4(a), it can be observed that the two-dimensional
mesh is developed as a combination of a core consisting several layers and one or
more outer layers. The number of the divisions in the core and outer layers is user-
specified.
2.6 RAWHIDE Capabilities
As detailed in [1], the above mentioned formulation has been successfully used for a
four stand multi-pass rolling. Some of the output variables from RAWHIDE include
temperature, effective strain from current stand, effective strain accumulated over
the previous stands, effective strain rate, axial and effective stresses, resident time
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(a) ROLLED BAR AT THE END OF STAND 3
TEMP
1120.0
1095.6
1071.1
1046.7
1022.2
997.8
973.3
948.9
924.4
900.0
(b) TEMPERATURE DISTRIBUTION
STRATE
50
45
40
35
30
25
20
15
10
5
(d) STRAIN RATE DISTRIBUTION
ACCSTRAIN
1.20
1.10
1.01
0.92
0.83
0.73
0.64
0.55
0.45
0.36
(c) ACCUMULATED STRAIN
FIGURE 2.5: Steady state control volume after visco-plastic analysis and results from
FEM.
and pressure. The important variables that are necessary for a successful prediction
of microstructure are the temperature, effective strain from current stand, and the
resident time. The resident time is the time that elapses between a material particle’s
entry into the control volume and the time at its current location in space [11]. Since
the analysis is a flow formulated analysis and a material particle is assumed to follow a
streamline, this time can be considered for calculating the current strain rate instead
of the strain calculated by the analysis for microstructure prediction.
CHAPTER 3: MESH RE-ZONING IN MULTI-STAND ROLLING
3.1 Introduction
RAWHIDE, the finite-element (FE) package discussed in detail in Chapter 2 is
numerically efficient and fast for analyzing the thermomechanical histories during
multistand rolling of metals. The package can be used in designing rolling schedules
and analyzing process anomalies. The accuracy of the algorithm was demonstrated
in [1] by comparing numerical predictions with the experimental results for 4-stand
rolling of nickel-base superalloy (alloy 718). However, a typical multistand rolling
process consists of as many as 26 stands and as the workpiece passes through these
stands, the material deforms significantly (see FIGURE 3.11) and consequently, FE
mesh distortion becomes progressively severe. The algorithm presented in [1] does
not have remeshing capabilities. In this Chapter, a remeshing technique is presented
to handle severe distortions during the rolling process. The technique does not alter
significantly the efficiency of the original algorithm.
In addition, even though RAWHIDE carries out a two-dimensional transient heat
transfer analysis during the interpass, the temperature history is not recorded dur-
ing this analysis. It is necessary to have this information in order to predict the
microstructure evolution during the interpasses. The major contributors to the mi-
crostructure evolution (see Chapter 4 for detailed discussion) are the metadynamic
recrystallization (MDRX) and grain growth processes that occur after deformation
and further cooling or annealing. Therefore, RAWHIDE package needed a modifi-
cation to write the temperature histories to accurately predict the microstructure
evolution.
3.2 Mesh distortion
As detailed in [1], the above mentioned formulation has been successfully used for
multi-stand rolling. However, without the re-meshing capabilities, this FE formula-
tion fails at later stands due to severe mesh distortion. A simple angle check revealed
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AT THE END OF ODD STANDS
THE SHAPE BECOMES ELLIPTI-
CAL FROM ROUND
UMC
UMC
x
x
x
y
y
y
z
First (entrance)
cross-
cross-
section
section
Last (exit)
∆
∆
∆ ∆
∆∆
∆
∆
∆ ∆
∆
∆
∆ ∆
∆
∆
∆
∆
∆
∆ ∆
∆
∆
∆
∆ - Some of the distorted elements
(a) First cross-section
(b) 3D Control volume
(c) Last cross-section
- Unrealistic missing of surface curvature
FIGURE 3.1: Distorted mesh during multi-stand rolling of Alloy 718. The mesh
corresponds to 13th stand.
that in many elements in the deformed FE mesh, the included angles were greater
than 170◦. In this study, an element is defined as distorted when an internal angle
exceeds 170◦. FIGURE 3.1 shows a case at the end of analysis in the 13th stand. The
cross-sections shown are the first (entrance to stand) cross-section (FIGURE 3.1(a))
and the last (exit from stand) cross-section (FIGURE 3.1(c)) of the control volume
considered in the analysis. The distorted elements (as defined previously) are marked
in these figures with the symbol ‘∆’. As the analysis progresses over stands, starting
from the first stand, near the cross-sections that have gone through the roll-gap, there
is an unrealistic loss of bar surface curvature. This is due to the fact that linear ele-
ments are used in the analysis and these elements distort significantly as the material
passes through the later stands (see FIGURE 3.1(b, c)). Therefore, to proceed fur-
ther and avoid mesh distortion issues, a remeshing and data interpolation algorithms
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are needed. The next Section provides a discussion of the methodology proposed for
remeshing and interpolation collectively called as “mesh rezoning.”
3.3 Outline of the mesh re-zoning approach
The remeshing algorithm proposed in this work consists of three steps:
1. Fit the outer surface with an algebraic curve.
2. Re-define the mesh by keeping the same number of elements.
3. Interpolate the data from previous mesh to new mesh using an accurate and
efficient algorithm.
The first step is needed to restore the bar curvature. The area change after this
redefinition of outer surface is assumed to be acceptably small. Since the boundary
after this redefinition has an algebraic form, the nodes in the new mesh can be
easily found. In order to retain the efficiency and simplicity of the original solution
algorithm, the number of nodes (and nodal connectivity) must remain the same before
and after remeshing. Step 2 ensures that this requirement is satisfied. Step 3 ensures
that the data transfer from old to new mesh does not lead to significant errors or
computational cost. The remeshing is essentially addressed as a two-dimensional
problem, even though the analysis is three-dimensional. As shown in FIGURE 3.2(a),
the cross sectional mesh at the end of the analysis is taken and the boundary defining
the mesh is considered as depicted in FIGURE 3.2(b).
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y
(a) Cross Sectional Mesh
x
y
(b) Cross Section Boundary
FIGURE 3.2: Boundary extraction from the FE mesh.
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3.4 Cubic splines
Polynomial fits on the outer surface of the distorted mesh may lead to erroneous
results because of round-off errors and overshoot. In addition, polynomial fits tend
to swing through wild oscillations in the vicinity of an abrupt change in slope on the
outer surface which happens around stand 13, (see FIGURE 3.1 (c)) for the data
considered in this work. On the other hand, the algebraic curves known as cubic
splines are limited to third-order changes, and the oscillations are kept to a minimum
and provide superior approximation of the behavior of functions that have local,
abrupt changes. Therefore, cubic splines are considered as the appropriate choice of
algebraic curves, for the intervals between each pair of contiguous nodes (knots) on the
outer surface. Spline functions are lower-order polynomials that are applied to subsets
of data points and are widely used in computer graphics. However, the spline-fitting is
difficult to automate for the commonly used boundary conditions. ‘Natural splines’
x
y
(a) NOT-A-KNOT Spline
x
y
(b) TAUT Spline
FIGURE 3.3: Various spline fits for the mesh boundary.
can be created automatically, but they replicate the original boundary shown in
FIGURE 3.2(b) since they approximate the end intervals with a straight line. ‘Not-a-
knot’ boundary condition provides smooth fit and can be automated but the problem
of ‘extraneous-inflection points’ (see FIGURE 3.3(a)) needs special treatment with
an additional tension parameter as suggested by Schweikert [17]. Algorithms by Cline
[18], are available provided the tension parameters are known. Fletcher and McAllister
[20] proposed an algorithm for automatic tension adjustment. However, one of the
disadvantages is the convergence issues associated with the adjustment of the tension
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parameter. Therefore, their approach becomes semi-automatic and is not preferred
in this work. Sapidis, et al., [19] give a solution to find the tension parameters, with a
detailed and more involved mathematics. De Boor’s [16] simplistic and elegant ‘taut-
splines’ require that the independent data points need to be montonously increasing
for convexity preserving splines. The current work involves the independent data
points (x-coordinates) that increase monotonically and therefore, become a candidate
for taut-spline approximation. The biggest advantage of de Boor’s algorithm is the
complete automation involved. Due to this reason, de Boor’s algorithm is employed
here to redefine the outer surface. FIGURE 3.3(b) represents such a fit for the cross
section considered.
3.5 Re-meshing
As discussed in the beginning of Section 3.3, the number of elements and the
nodal connectivity are preserved while re-meshing. As shown in FIGURE 3.1, the
largest included angle occurs mainly in the so-called ‘diagonal’ elements (represented
by ‘4’ in FIGURE 2.4(a)). The approach considered in this work for remeshing
limits this included angle to less than 150◦ (see FIGURE 3.4(a)). This is achieved by
finding a parametric relation between the coordinates. Then, using a simple geometric
approach the core elements can be found based on the core trapezoid (see FIGURE
3.4(b)). The outer layer nodes are the intersecting points between the piecewise cubic
taut-spline and a line from the origin passing through the outermost core surface nodes
(see FIGURE 3.5(a)). This can be done easily using Newton’s method as follows.
The piecewise cubic spline on a particular interval is given by,
f(x)pp = a + b(x − xi) + cfrac(x − xi)
22 + d
(x − xi)
3
6
, (3.1)
where a, b, c, and d are the coefficients found from spline-fit applied on the outer
surface, and xi are the ‘knots’ of known coordinates on the outer surface. The straight
line with slope m from the origin is,
fs(x) = mx. (3.2)
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(a) Parametric Core. (b) Redefined Core.
FIGURE 3.4: Creation of FE mesh used in the multi-pass rolling simulation (inner
layers).
(a) Finding Outer Layer Elements. (b) Final Mesh Schematic.
FIGURE 3.5: Creation of FE mesh used in the multi-pass rolling simulation (outer
layer).
At the intersecting point,
fpp(x) = fs(x) (3.3)
and if,
g(x) = fpp(x) − fs(x),
= a + (x − xi)b +
(x − xi)
2
2
c +
(x − xi)
3
6
d − mx. (3.4)
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The solution to the equation g(x) = 0 is the intersection point and that can be found
using Newton’s method as per the following expression:
xn+1 = xn −
g(xn)
g′(xn)
. (3.5)
The method fails if g′(xn) approaches zero. Evaluating the following terms in equation
(3.4),
(x − xi)
2 = x2 − 2xxi + xi,
and
(x − xi)
3 = x3 − 3x2xi + 3x
2
i x − x
3
i .
The derivatives of the above terms can be expressed as,
d
dx
(x − xi)
2 = 2(x − xi),
and
d
dx
(x − xi)
3 = 3x2 − 6xxi + 3xi
= 3(x2 − 2xxi + x
2
i )
= 3(x − xi)
2.
Using equations (3.1), (3.2), (3.4), and from the derivatives determined above, the
equation (3.4) can be expressed as,
g′(x) = b + (x − xi)c +
(x − xi)
2
2
d − m
= (b − m) + (x − xi)c +
(x − xi)
2
2
d. (3.6)
Fortunately, Newton’s method needs no modification and works stably due to the
first term in equation (3.6). The remeshing becomes a simple geometry problem and
can be handled easily. The schematic of a finished mesh would look similar to the
one shown in FIGURE 3.5(b). This approach when applied to the cross sections at
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the end of 12th and 13th as benchmarking cases looked as shown in FIGURE 3.6. A
more elegant way would be to use the point where the slope changes abruptly on the
spline to find the trapezoidal corner node (see FIGURE 2.4(a)) in the core region.
This slope change point approach can avoid the larger elements in the outer layer
seen in FIGURE 3.6(b), and can be studied in the future for further modification of
the remeshing algorithm.
POINT AT WHICH SLOPE CHANGES SHARPL
CAN BE USED TO FIND THE CORNER POINTS
IN THE CORE FOR THE NEW MESH TO AVOID
THE BIGGER SIZED ELEMENTS AT THE ENDS.
xx
y
y
y
New mesh
New mesh
Old mesh
Old mesh
(a) Stand 12 end cross-section (b) Stand 13 end cross-section
FIGURE 3.6: Redefined mesh during multi-stand rolling of alloy 718.
3.5.1 Influence on area
From the benchmarking cases shown in FIGURE 3.6, it can be observed that there
is an additional area than the one calculated by the FE simulation. The calculated
area increase is found to be 0.267% for the case shown in FIGURE 3.6 (a) while it
is higher at 1.08% for the case shown in FIGURE 3.6(b). Therefore, the increase is
insignificant in the case of round cross sections than the oval cross sections. A simple
experiment involving an automatic enforcement of remeshing at every fourth stand
was carried out and the results are shown in Table 3.1. From the table, it is clear that
the enforcement of remeshing at every fourth stand yields insignificant area increase
when compared to the results from an angle based enforcement of remeshing. This is
an important feature of the remeshing algorithm since the material is assumed to be
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Stand No. % Increase in Area
Stand - 4 0.0064
Stand - 8 0.0
Stand - 12 0.0
Stand - 16 0.0
TABLE 3.1: Area increase due to remeshing.
incompressible.
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FIGURE 3.7: Re-meshed & interpolated contour comparison at the end of 12th stand.
3.6 Interpolation
The mesh distortion problem associated with the FE models of forming processes
were addressed by various authors [21; 22; 23; 24], and accordingly there are various
models for re-meshing and interpolating the essential data. The essential data are
the history-dependent variables namely temperature, strain, and pressure (needed as
starting value for pressure iteration in the next stand). The approach by Crawford,
et al., [24] was found to be very simple and easy to automate. Their approach is
based on inverting the geometric shape functions of elements of distorted mesh to
determine the parameter values of nodes on the new mesh with respect to the old
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mesh [24]. In other words, it is a ‘parametric inversion’ and is very well suited for
a finite element mesh having iso-parametric elements. The parameters involved are
essentially the local co-ordinates ξ, and η, for a two-dimensional finite element. If
the parameters ξ, and η are found, then the data transfer is straightforward. In this
work, a two-dimensional simplification is considered, that is, data will be transferred
to nodes within each cross-section one after the other analogous to the approach used
in creating the FE mesh discussed in Section 3.2. This simplification avoids solving
an 8-degree polynomial even for a simple tri-linear brick element. In addition, the
mesh distortion in the steady-state rolling occurs primarily in the cross-sections, as
if the elements are bi-linear quadrilaterals and distortion present in the z direction
is negligible. The approach considered involves the following algebra. For an iso-
parametric element, the geometry and variables are governed by,
x =
4
∑
i=1
Ni(ξ, η)xi, y =
4
∑
i=1
Ni(ξ, η)yi, and u =
4
∑
i=1
Ni(ξ, η)ui. (3.7)
Ni(ξ, η) is the bi-linear shape function defined as follows, and u is any variable/data
that need to be transferred to the new mesh.
N1(ξ, η) =
1
4
(1 − ξ)(1 − η),
N2(ξ, η) =
1
4
(1 + ξ)(1 − η),
N3(ξ, η) =
1
4
(1 + ξ)(1 + η), and
N4(ξ, η) =
1
4
(1 − ξ)(1 + η).
In the above, for a new mesh, the coordinates x and y are known at each new node,
and if the bounding old element for any new node is found, all four values of xi and
yi are also known and there are two equations in two unknowns (ξ and η), that can
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be found by applying the process of elimination as follows.
x =
1
4
(1 − ξ)(1 − η)x1 +
1
4
(1 + ξ)(1 − η)x2 +
1
4
(1 + ξ)(1 + η)x3
+
1
4
(1 − ξ)(1 + η)x4
=
1
4
{[1 + ξη − η − ξ]x1 + [1 − ξη − η + ξ]x2 + [1 + ξη + η + ξ]x3
+[1 − ξη + η − ξ]x4}
=
1
4
{[x1 + x2 + x3 + x4] + [−x1 + x2 + x3 − x4]ξ + [(ξ − 1)x1 − (ξ + 1)x2
+(ξ + 1)x3 + (1 − ξ)x4]η}.
This can be written as,
x = a1(ξ) + a2(ξ)η, (3.8)
where,
a1(ξ) =
1
4
{(x2 − x1 + x3 − x4)ξ + (x1 + x2 + x3 + x4)}, (3.9)
and
a2(ξ) =
1
4
{(ξ − 1)x1 − (ξ + 1)x2 + (ξ + 1)x3 + (1 − ξ)x4}. (3.10)
From equation (3.7), using a similar approach we find that,
y = b1(ξ) + b2(ξ)η, (3.11)
where,
b1(ξ) =
1
4
{(y2 − y1 + y3 − y4)ξ + (y1 + y2 + y3 + y4)}, (3.12)
and
b2(ξ) =
1
4
{(ξ − 1)y1 − (ξ + 1)y2 + (ξ + 1)y3 + (1 − ξ)y4}. (3.13)
a1, a2, b1, and b2 are functions of ξ only and can be found by substituting the bi-
linear shape functions in equation (3.7) for x and y. Now, upon eliminating η from
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the equation (3.8) and the equation (3.11),
η =
x − a1(ξ)
a2(ξ)
=
y − b1(ξ)
b2(ξ)
.
From this equality, y is found as,
y = b1(ξ) +
[
x − a1(ξ)
a2(ξ)
]
b2(ξ),
and
a2(ξ)y = b1(ξ)a2(ξ) + [x − a1(ξ)]b2(ξ).
Consequently,
f(ξ) = a2(ξ)[y − b1(ξ)] + [a1(ξ) − x]b2(ξ)
= ya2(ξ) − a2(ξ)b(ξ) + a1(ξ)b2(ξ) − xb2(ξ)
= [a1(ξ)b2(ξ) − a2(ξ)b1(ξ)] + [ya2(ξ) − xb2(ξ)].
The ξ that satisfies the equation f(ξ) = 0, can be found iteratively using the Newton’s
method as follows,
ξn+1 = ξn −
f(ξ)
f ′(ξ)
. (3.14)
Assume,
c1(ξ) = a1(ξ)b
′
2(ξ) + a
′
1(ξ)b2(ξ),
c2(ξ) = a2(ξ)b
′
1(ξ) + a
′
2(ξ)b1(ξ),
d1(ξ) = a
′
2(ξ),
and
d2(ξ) = b
′
2(ξ).
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From equations (3.9), (3.10), (3.12), and (3.13),
a′1(ξ) =
1
4
(x2 − x1 + x3 − x4),
a′2(ξ) =
1
4
(x1 − x2 + x3 − x4),
b′1(ξ) =
1
4
(y2 − y1 + y3 + y4),
and
b′2(ξ) =
1
4
(y1 − y2 + y3 − y4).
By using the above expressions, equation (3.14) can be rewritten as,
ξn+1 = ξn −
[a1(ξn)b2(ξn) − a2(ξn)b1(ξn)] + [ya2(ξn) − xb2(ξn)]
[c1(ξn) − c2(ξn) + yd1(ξn) − xd2(ξn)]
. (3.15)
Choose ξ0 = 0, 1,−1 and iteratively check |ξn+1 − ξn| < Tol, where Tol is the
tolerance criterion to find ξ. The solution to equation (3.15) that lies in the interval
[−1, +1] is the acceptable solution. Degeneracies did occur with this approach, as
also noted by Crawford, et al., [24]. These degeneracies were overcome by providing
an additional algorithm called ‘PNPOLY’, developed by W. R. Franklin [25] based on
one of Haines’s [26] approaches for testing a point inside a polygon. The mathematics
behind this is a simple shoot-a-ray method developed using Jordan Curve Theorem
in geometry. An immediate application of this algorithm is to check if a new node
lies inside any old element. Then the parameter ξ is calculated based on equation
(3.15) and checked for their interval validity. Once ξ is determined, η can be found in
closed-form. However, this approach fails on the boundary because the new boundary
falls outside the volume contained by the old mesh. Therefore, for the new boundary
nodes one can use the same spline-fit for the data. Linear interpolation/extrapolation
is used for the boundary nodes as it is just sufficient for the dataset. Two of the key
variables in the analysis, the temperature and strain are compared in FIGURES 3.7
(a) and (b) for the 12th stand before and after re-meshing. The data interpolated are
in excellent agreement with each other.
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FIGURE 3.8: Strain contours.
3.7 Results from mesh re-zoning
The algorithm proposed by Thompson, et al., [1] was tested with the newly in-
corporated mesh re-zoning algorithms explained in Section 3.3 and found to work
very well. The FE algorithm was coded in such a way that mesh re-zoning is user
controlled. That is, the user has the options such as an angle based automatic remesh-
ing option and remeshing at every nth even stand. The data gets updated for that
stand, before being read for analysis in the next stand. The example considered here
involves hot rolling of a circular bar of alloy 718 (the same material considered by
Thompson, et al., [1]) through 16 stands. For a mesh with 5 core divisions and 1
outer divisions the shape prediction is compared in FIGURE 3.9 and the predicted
shapes are in good agreement with the factory given samples for the same material
and rolling parameters. As another benchmark, for a mesh with 8 core divisions and
1 outer division (FIGURE 2.4(a)) along the width (maximum x -coordinate) and
height (maximum x -coordinate) considered in Section 3.1, mesh re-zoning occured
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FIGURE 3.9: Comparison of predicted shapes.
at stands 5 and 12. In FIGURE 3.8, the contour levels at the end of the 12th stand
are compared for with and without re-zoning. As is evident from this figure, the con-
tours match closely in the interior regions. A comparison with the analysis predicted
with remeshing (PWR) dimensions, analysis predicted without remeshing (PWOR)
dimensions, and measured (M) dimensions are listed in Table 3.2. It can be observed
that the predicted dimensions are in close agreement with the measured dimensions.
Further, the predicted dimensions when remeshing is enforced are close to the mea-
sured values. There is no data available in the table for predicted dimensions from
the analysis carried out without remeshing (that is, PWOR), due to the breakdown
of analysis at the 13th stand.
3.8 Interpass temperature history
A change in the original RAWHIDE was incorporated to write the history of tem-
perature while carrying out the two-dimensional heat transfer analysis during the
interpasses. This is important in predicting the microstructural evolution accurately.
A detailed discussion for the necessity of this change is provided in Chapter 4. Prior
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Width Height
(mm) (mm)
Stand-4 PWR 63.00 65.26
PWOR 63.00 65.26
M 63.06 67.31
Stand-8 PWR 40.86 32.14
PWOR 40.75 32.10
M 40.96 32.48
Stand-12 PWR 21.90 18.32
PWOR 21.50 18.43
M 22.05 18.17
Stand-16 PWR 14.64 13.18
PWOR - -
M 13.76 13.68
TABLE 3.2: Predicted Vs. Measured.
to the incorporation of this modification RAWHIDE plotted temperatures linearly in
the interpasses. However, the variation of temperature may not be linear as shown
in the FIGURE 3.10(b). FIGURE 3.10(b) illustrates the temperature history of the
node at the center of the billet (described by a dot at the origin in FIGURE 3.10(a)).
The results were extracted from a 16 stand rolling analysis for the Alloy 718 including
a 2 seconds air quenching followed by 2 second water quenching at the end of the 16th
stand. The inset in the FIGURE shows the temperature distribution of center node
during the first interpass.
3.9 Conclusion
FIGURE 3.11 shows the reduction in area during the rolling process for a 16-stand
continuous rolling. The reduction is of such magnitude that, the analysis interrupts
in the midway due to severe mesh distortion. A systematic approach to address
the mesh distortion and associated unrealistic material reduction problems in a con-
tinuous multi-stand shape rolling has been developed and validated. The approach
enforces both remeshing and data transfer from the old to the new mesh. The data
transfer is done in a completely automated fashion without any of the parameter
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FIGURE 3.10: Temperature history output.
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FIGURE 3.11: Reduction in area during continuous rolling.
degeneracies noted in [24] using a similar approach. An additional modification of in-
cluding temperature in the history output during interpass analysis was incorporated
in the original RAWHIDE package.
CHAPTER 4: MICROSTRUCTURE THEORY AND RELATED WORK
4.1 Introduction
In the case of Alloy 718, work hardening and dynamic softening coexist during
hot deformation [65]. Hardening is mainly due to the increase of dislocation density
in the superalloy during the deformation process. Various deformation parameters
(such as strain, strain rate, and temperature) influence the microstructure. During
deformation, strain causes the increase of dislocation density which results in the
work hardening. The strain rate accelerates the accumulation of dislocations that
results in the strain-rate hardening. Temperature is related to the softening process
through the resulting decrease or rearrangement of dislocations. In general, the ther-
momechanical processing encompasses recovery, recrystallization and grain growth.
Recovery and/or recrystallization may occur during deformation at high tempera-
tures which are the common softening or restoration processes. In addition, the rates
of cooling of the material are generally very low in large-scale metal forming opera-
tions, allowing recovery, recrystallization and grain growth to occur immediately after
hot deformation. These dynamic restoration processes are different from the static
annealing processes which occur during post-deformation heat treatment. These pro-
cesses are of special importance to the metal industry. This is due to the fact that,
these processes lower the flow stress of the material. Therefore, these restorative pro-
cesses enable the material to be deformed more easily. In addition, they also have an
influence on the texture and the grain size of the worked material. However, these
processes are not well understood since they are difficult to study experimentally and
model theoretically.
4.1.1 Recovery
It has been observed that recovery lowers the driving force for recrystallization [94].
The kinetics of recrystallization is influenced by a significant amount of prior recovery.
Even though, it is very difficult to distinguish recovery and recrystallization, recovery
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mechanisms influence the nucleation in recrystallization. Complete recovery can only
occur if the polycrystalline metal is lightly deformed. However, if the crystals are
deformed into stages II or III of work hardening [95], then recrystallization intervenes
the recovery. That is, highly strained materials undergo recrystallization when com-
pared to recovery. This is attributed to the annealing behavior of the various types
of dislocation structure produced during deformation.
4.1.2 Recrystallization
Dynamic recovery is dominant in high stacking fault energy (SFE) metals such
as aluminum and its alloys, α-iron and ferritic steels. This recovery process is rapid
and extensive at high temperatures. In the case of metals of low or medium stacking
fault energy (copper, nickel and austenitic iron), the recovery processes are slow, and
dynamic recrystallization dominates after a critical deformation condition is reached.
Dynamic recrystallization has clear nucleation and growth stages and is classified as
a discontinuous process [94]. During dynamic recrystallization, new grains originate
at the old grain boundaries. As the material continues to deform, the dislocation
density of the new grains increases, thus reducing the driving force for further growth.
In addition, the nucleation of further grains at the migrating boundaries limits the
growth of the new grains. This leads to a thickening band of recrystallized grains. If
there is a large difference between the initial grain size and the recrystallized grain
size, then a ‘necklace’ structure (see FIGURE 4.1) of grains may be formed, and
eventually the material will become fully recrystallized.
4.1.3 Parameters
The progress of recrystallization during isothermal annealing is commonly repre-
sented by a plot of the volume fraction of material recrystallized (X) as a logarithmic
function of the independent variable as follows,
X = 1 − exp (−βxn) . (4.1)
The independent variable (x) in equation (4.1) can be time or strain, depending on
the phase of recrystallization process discussed later. This is commonly known as the
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FIGURE 4.1: Microstructure on the surface of an as-rolled billet showing ‘necklace’
structure (Courtesy: ATI Allvac).
Johnson-Mehl-Avrami-Kolmogorov (JMAK) model [94]. Equation (4.1) is typical of
many transformation reactions, and has been described in terms of the constituent
nucleation and growth processes. β is typically a function of the rate at which the
nuclei are formed, and the rate at which the grains grow. The exponent n is usually
defined as JMAK or Avrami exponent. The significant feature of the JMAK approach
is that the nucleation sites are assumed to be randomly distributed. However, it is too
simple to quantitatively model a process as complex as recrystallization. Graphically,
equation 4.1 represents a sigmoidal curve (see FIGURE 4.2) showing an apparent
incubation time before any recrystallization is detected. Then, an increasing rate
of recrystallization is detected by a linear region, ultimately, leading to a decreased
recrystallized region. In general, for isothermal experiments, the measure of the rate
of recrystallization is characterized by the value of x at which recrystallization is 50%
complete. The microstructural evolution is usually dependent on the deformation
temperature (T) and strain rate (ε̇) in addition to the strain (ε) at temperatures
where thermally activated deformation and restoration processes occur. The strain
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FIGURE 4.2: DRX based on Strain.
rate and deformation temperature are often incorporated into a single parameter, the
‘Zener-Hollomon parameter’ (Z) also known as the ‘temperature compensated strain
rate.’ This parameter is defined as:
Z = ε̇ exp
(
Q
RT
)
, (4.2)
where Q is the activation energy of the process. Z is closely related to the flow stress
and hence to the dislocation density. The Zener-Hollomon parameter is particularly
convenient for discussions of hot working processes in which the temperature and
strain rate are generally known, whereas the flow stress may not be measurable. It
should be noted that the flow stress is incorporated into RAWHIDE discussed in
Chapter 1 as a function of temperature, strain, and strain rate in a tabular form.
4.2 Microstructural evolution
From the brief discussion about the restoration processes and the parameters that
characterize the microstructure, it is clear that during high strain and strain rate
thermomechanical processes such as multi-pass rolling, recrystallization is the major
restoration process that influences the development of microstructure. Therefore,
further discussion will focus on the details of recrystallization alone. Recrystallization
based microstructure evolution may involve the following phases,
• Dynamic recrystallization (DRX)
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• Metadynamic recrystallization (MDRX)
• Static recrystallization (SRX) and recovery/grain growth (SGG)
4.2.1 DRX
DRX occurs during deformation when the strain exceeds a certain critical strain ε̄c.
This occurs somewhat before the peak of the stress-strain curve. For a range of testing
conditions, maximum stress is uniquely related to the Zener-Hollomon parameter (Z).
εc decreases steadily with decreasing stress or Zener-Hollomon parameter [30]. In this
process, the nuclei for recrystallization are formed. DRX is associated with very high
dislocation densities and correspondingly high energy levels. It is a very unstable
process involving partial recrystallizations and depends on pre-heating, hot-working
temperature, imposed strain and strain rate. DRX may also occur during creep
deformation [94]. However, the main difference is that the hot working is generally
carried out at higher strain rates (1−100 s−1), whereas, strain rates during creep are
very low (below 10−5 s−1).
4.2.2 MDRX
MDRX occurs after deformation because the strains required to complete the DRX
are not continuously achieved. The strains are still greater than the critical strain ε̄c.
During MDRX, no new nuclei are formed but the dislocations density reduces. Even
though the straining is stopped, annealing continues and the existing nuclei will grow
with no incubation period [30] into the heterogenous, partly dynamically recrystallized
matrix. In this heterogenous matrix, the dislocation free nuclei formed during DRX
continue to grow during the early stages of post deformation annealing due to MDRX
[94]. MDRX is also an unstable process but the grain structure transforms to a
fully recrystallized structure. There are other unrecrystallized regime with a high
dislocation density in the matrix that also undergo MDRX, however, some literature
cited in the Reference [94] classify them as SRX, discussed in the next Section.
4.2.3 SRX
Static recrystallization may occur when a hot deformed material is subsequently
annealed as mentioned in MDRX. This is very similar to the MDRX, however, stored
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energy is lower than the previously mentioned processes. SRX is also strongly depen-
dent on Z and the effect of strain is also important, and in materials that undergo
DRX, the SRX depends on whether the strain was larger or smaller than that re-
quired for DRX. The current work does not distinguish MDRX and SRX as separate
processes and only MDRX is considered for further analysis.
4.2.4 SGG
When the material is fully recrystallized, then further grain growth may occur.
Static grain growth occurs after deformation. The strains are less than the critical
strain ε̄c. Grain growth is a stable process.
4.3 Empirical modeling
Empirical laws describing the various processes mentioned above establish the rela-
tionships between microstructural features such as, grain size, texture, and processing
parameters such as tool and workpiece geometry, temperature, deformation speed,
and amount of deformation through regression analysis of experimental data [45; 49].
4.4 Related work
The previous Sections provided an overview of the microstructural processes that
were the subject of study in predicting the microstructure evolution during various
thermomechanical processing of different materials. Various authors have chosen dif-
ferent approaches depending on the behavior of any given specific material to evalu-
ate the microstructural evolution. Sizable research has been carried out in predicting
the evolution of microstructure during hotworking of superalloys over the last three
decades. The following gives a comprehensive survey of the literature related to the
microstructural evolution pertinent to the current work.
4.4.1 Constitutive laws
One of the original and important publications on the recrystallization and grain
growth during hot deformation, can be attributed to Sellars [30]. Sellars considers the
relationship between the grain size obtained after each process (DRX, MDRX and
SRX) and the stress. This publication discusses the initiation of various processes with
reference to a certain critical strain. Further, the work by Sellars emphasized that
the deformation is a process taking place by dislocation movements rather than by
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diffusion mechanism theories existing at that time. The evolution of microstructure
was studied as a function of temperatures, pass reductions, speeds, and times in
rolling schedules by Sellars and Whiteman [28] during the plate rolling of low carbon
manganese steel. The constitutive equations were written in terms of the temperature
during the deformation, strains (which is a function of dislocation density) and strain
rate for the various recrystallization and recovery processes. Smelser, et al. [3],
consider a material structure based internal state variable to find the constitutive laws
for extrusion process. The use of an internal variable constitutive model has allowed
a detailed comparison of the evolution of microhardness in the deformation zone and
subsequent product. The use of numerical techniques is one of the key features of this
study. Brown, et al. [76], also describe an internal variable constitutive model for
hot working of metals. Constitutive equations for cyclic plasticity of waspaloy were
proposed by Latif [55] to overcome the flaws encountered in the previous kinematic
hardening models. Davenport, et al. [31], describe the flow stress behavior or steel
during hot deformation. This work standardizes the constitutive equations in terms
of Z which in turn, is a function of temperature and strain rate. Hot torsion tests
were conducted by Hodgson, et al. [32], to study the microstructural changes during
interpass times and accumulated strains common in rod and bar rolling. In this
work, the accumulated strain from pass to pass in C-Mn steel rod rolling was used to
calculate complete dynamic recrystallization. Shen [49; 50; 51], considered the forging
of waspaloy turbine discs. Shen developed constitutive equations involving the Z and
carefully studies the effect of DRX, MRX, and SRX on the microstructure evolution.
The constitutive equations were developed in line with a series of experiments carried
out using Gleeble testing machine and realtime forgings at a factory. Kuziak, et al.
[47] followed the approach of Gangshu, to predict the microstructure in the forging
of nickel-base superalloy bolt heads.
The current work takes into account the empirical laws proposed by Gangshu [49]
as the basis. However, the development of the proposed microstructural algorithm
incorporates appropriate modifications to predict the behavior of various superalloys
including Alloy 718.
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4.4.2 Computations
The research works mentioned in the previous Section involved a tremendous
amount of time and effort in carrying out experiments and establishing the con-
stitutive models for the various recrystallization processes. However, as mentioned
earlier in Chapter 1 industrial trials and laboratory experiments are very restrictive
in the information they provide. The advancement in the computer industry, bet-
ter plastic deformation constitutive laws, and numerical procedures such as Finite
Element Methods (FEM) to simulate complicated thermomechanical processing pro-
vided the impetus for further development in the prediction of microstructure. The
constitutive equations describing the microstructure evolution need parameters such
as temperature, strain and strain rates. These can be found using the FEM by com-
mercial packages such as FORGE [47; 73; 75], ABAQUS [38], LARSTRAN/SHAPE
[74], DEFORM [43; 64] and RAWHIDE discussed in Chapter 1.
Anderson, et al. [82], were some of the pioneers in numerically simulating the grain
growth in materials during the early 80’s. The use of FEMs picked up slowly and
by the end of the twentieth century, there was substantial work done in modeling
of microstructural evolution. The microstructural modeling coupled with the plastic
deformation could predict various hotworking processes. Also, this helped in coming
up with newer and better constitutive models for different materials. The microstruc-
tural phenomena can be studied even more precisely with the advent of the faster
computers and quasicontinuum formulations [79].
Beynon & Sellars developed SLIMMER (sheffield Leicester Integrated Model for
Microstructural Evolution in Rolling) [27]. This program can calculate rolling loads
and torques using Sims theory with an accurate prediction of mean flow stress. In
their model, they consider the dynamic recovery. The predominant microstructural
feature of dynamically recovering metals is a well-defined subgrain structure. Model-
ing the dynamic microstructural events is important for determining flow stress levels,
and hence rolling loads. A more detailed work was carried out by Habraken & Bour-
douxhe [15] on steel pieces when the materials were cooling from high temperature.
In this work, they use the additivity principle, that is, the microstructure obtained
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at the end of a continuous cooling is a result of a succession of elementary isothermal
transformations, each one independent of the preceding thermal history. The model
considers germination/nucleation being achieved if the Scheil’s sum reaches unity.
This is an extensive work involving the total strain rate incorporating five terms:
elastic, thermal, transformation, plastic, transformation plastic. A recent publication
by Lin, et al. [33] treats the microstructure evolution in the context of dislocation
densities using viscoplastic equations for C-Mn steel.
Mirza, et al. [77], incorporated microstructure predicting algorithms in a FE pack-
age to determine the microstructure in aluminum alloys. Goerdeler, et al. [74], and
Hirch, et al. [78], developed simulation procedures that can predict the grain orien-
tation or texture in addition to the usual grain size prediction during the multi-pass
rolling of aluminum alloys. The relative position of the peak in the flow stress shifts
as a function of the Z complicating the analyses. Davenport, et al. [31], suggest the
incorporation of constitutive equations into first stage equations, describing the stress
at a given strain as a function of Z, and second stage equations, resulting in a contin-
uous flow stress curve. Serajzadeh [34; 35], in his publications discusses an approach
involving the basic balance laws coupled with the microstructural behaviors. The
vast number of experiments and numerical procedures carried out for steel materials
have been compiled in the form of a textbook [37] listed in the References. This
literature incorporates the many procedures developed for microstructural evolution
during various processes and the established constitutive laws for various iron alloys.
The current work employs the FEM calculated deformation variables from the
custom built FE code, RAWHIDE and uses the formulation discussed in the next
Section to model the microstructure as a separate microstructure analysis package.
4.4.3 Formulations
Some of the published works take specific recrystallization processes into consider-
ation. The effects of DRX and MRX are discussed by Zhou & Baker [46] on wrought
Alloy 718 in hot deformation and the kinetics of DRX is predicted by Serajzadeh [36].
Semiatin, et al. [48], divide the DRX into discontinuous DRX (DDRX) and continu-
ous DRX (CDRX) for low stacking fault-energy materials such as nickel based alloys.
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Some authors tried to modify the FEM with reference to the basis such as Lagrangian
[38], Eulerian and mixed formulation [7] in predicting the microstructure evolution.
Josef, et al. [7], develop a velocity-displacement model (or vu-model) under plane-
strain conditions for hot rolling process which is a better model when compared
with the velocity-pressure model commonly found in the commercial FEM packages.
Karhausen, et al. [39], provide a comprehensive procedure in implementing the mi-
crostructure prediction during a five pass rolling of Cr-V Steel. In this procedure,
the effective strain used in the calculations is assumed to be a function of the volume
recrystallized during the rolling process. Pauskar, et al. [41], introduce an averaging
procedure for various families of grains as the deformation proceeds in various passes
during the rolling of TMS-80R steel. Thomas, et al. [61], developed a widely used
microstructure model applicable mainly for the industries based on JMAK model.
This model included refinements that enables microstructure prediction for several
deformation sequences as seen in forging. An applicable example would be the rolling
process which is the subject of the current research. In addition, this model also
expands the microstructure prediction to multiple grain families, viz, waves of recrys-
tallized grains and the remaining ones after each deformation and subsequent holding
time. This procedure is similar to the procedure mentioned in Reference [41]. The
procedure developed by Thomas, et al. [61] is more comprehensive instead and has
been validated for Alloy 718 which undergoes more complex microstructural processes
when compared with those of the steel material considered in [41].
The formulation proposed and developed in the current work is based on the proce-
dure developed in [61]. However, it is modified significantly to suit multi-pass rolling.
4.4.4 Precipitates
All these works find the average grain sizes from recrystallization alone and do
not take into account the precipitation of phases such as γ′, γ′′ and δ that contribute
essentially to the microstructural events. Gao and Wei [83] attempt to study the
precipitation of γ′′ while Wosik [84] and Penkalla [85] studied the precipitation of γ′.
Some researchers, as Guest et al. [57] worked with grain set models to incorporate
the effects of the precipitates using Scheil’s additive function. Sellars [29], discusses
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the effect of secondary phase particles on recrystallization in steel and aluminum
alloys. Liu, et al. [59] observed the influence of cold rolling on the morphology
and the volume fraction of δ phase of Alloy 718. However, modeling this complex
precipitation requires a more detailed understanding. As noted in Section 1.3.1, the
microstructure of Alloy 718 is governed by the fcc lattice structure of the γ matrix
[70] and a number of above mentioned characteristic precipitates. Above 1010 ◦C,
only γ phase is found in equilibrium and at temperatures below 1010 ◦C, δ phase
particles precipitate.
The current study does not include the influence of precipitates in evaluating the
microstructure due to the complications involved in implementing the influence of
precipitates into the analysis.
4.4.5 Atomistic approaches
Frost, et al. [81], implemented a first principles approach in predicting the grain
growth using Monte-Carlo simulations. In this work, the development of crystal-
lographic texture, the effect of dispersion of second phase particles are discussed.
However, the analysis suffers from the computational intensity involved. Since it is
generally difficult to relate the gross deformation behavior to atomistic and crystalline
deformation mechanisms, empirical relationships have been developed for only spe-
cific ranges of temperatures, strain rates, and strains [69]. The other alternative is
to employ multiscale approaches as discussed by Yu, et al. [80]. The empirical mi-
crostructural relationships are replaced by numerically efficient and accurate physics-
based models at the mesoscopic length scale. Physical laws such as the surface energy
reduction law governing normal grain growth, the site-saturated nucleation law for
recrystallization are employed to model the evolution of the lattice [93]. Recrystalliza-
tion mapping is applied locally and then nucleus growth phase is simulated based on
total energy reduction. A drawback of the multiscale approach is that the mesoscopic
properties such as grain boundary energies and mobilities of various materials need
to be empirically evaluated or atomistically simulated. The multiple scale approach
also needs realistic initial microstructure states and orientation as well as accurate
nucleation laws for recrystallization are needed.
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Due to the associated difficulties and lack of critical parameters for the material
under consideration, the current work does not attempt to investigate the multiscale
approach for the multi-pass rolling of Alloy 718 derivative.
CHAPTER 5: MICROSTRUCTURE ALGORITHM
5.1 Introduction
In this Chapter, the formulation of the algorithm for prediction of microstructure
evolution for a generic multi-stand rolling is presented. This formulation is specific
to rolling processes that are modeled with flow formulations described in Chapter 2,
that is, the material is considered a viscous fluid. However, a minor modification can
be applied to the developed procedure to generalize the current approach to include
other formulations. In this approach, the development of microstructure variables is
predicted along a streamline from the flow formulation of the rolling process during
a pass. Examples of such streamlines in a pass from the FE analysis are shown in
FIGURE 5.1. In addition, the microstructure is allowed to develop during interpass
periods as well. However, RAWHIDE predicts only the temperature distribution
during the interpass by simulating a two-dimensional transient heat-transfer analy-
sis. Therefore, the continuation of microstructure development will be implemented
along a hypothetical straight streamline whose nodes correspond to the points in
time during the interpass. Typically, the points in time correspond to the locations
in space since the rolled material moves during the interpass without undergoing any
change in shape. Since temperature is a significant parameter that determines the mi-
crostructure and hence the properties, the accurate prediction of temperature is also
critical during the pass and interpass. Hence, the need for accurate temperature his-
tory recording [75]. This has been done by modifying the existing FE code discussed
in Chapter 3 to printout the calculated temperatures for use in the microstructure
evolution calculations. The application of streamline outputs from commercial FE
codes to calculate the evolution of material properties based on elementary rolling
was implemented previously by Goerdeler, et al. [74]. Shen, [49] employs an element
based approach in contrast to the proposed streamline based approach for a similar
superalloy in the context of forging analysis. The following Sections describe the
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STREAM LINES
(i − 1)
i
(i + 1)
FIGURE 5.1: Typical streamlines from the 3D FE analysis (mesh from stand 3).
proposed microstructure formulation and its implementation to capture the various
microstructural events described in Chapter 4. As mentioned earlier, the current ap-
proach does not include the influence of the precipitates such as γ′, γ′′, and δ and
hence determines only the average distribution of the grain size and recrystallized
fraction and hence it is applicable mostly to the supersolvus temperature regime.
5.2 Formulation
The proposed procedure considers two grain families; strained and recrystallized,
at any given location in a streamline. This is a simplified version of the approach
proposed by Thomas, et al. [61]. Both the families of grains undergo recrystallization
based on a deformation criterion discussed later. The schematic shown in FIGURE
5.2 is developed based on Reference [61]. The schematic shows that an initial uniform
grain size, described by Dst, develops two grain families primarily characterized by
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the average volume recrystallized (F ), and average grain size (D). The subscripts
st and rex denote the respective strained and recrystallized family of grains. These
families undergo further recrystallization based on the achievement of certain critical
parameters and develop into four subgroups. The strained family develops recrystal-
lized grains characterized by dstrex, Xst that represent the instantaneous grain size
due to recrystallization laws and the recrystallization fraction respectively. The non-
recrystallized portion is the strained portion that is characterized by dstst, (1 − Xst)
which are functions of the recrystallized subgroup characteristics. Similar analogy
is applicable to the recrystallized grain family subgroups and are characterized by
drexrex, Xrex for the recrystallized portion and drexst, (1−Xrex) for the strained por-
tions. These families are expected to evolve during the deformation in a pass and
during interpass. Then, an averaging algorithm is applied prior to the achievement
of critical deformation parameters during the next pass. The proposed algorithm
UNIFORM INITIAL
GRAINS
STRAINED GRAINS
FAMILY
REX. GRAINS
FAMILY
STRND. GRAINS
REX. GRAINS
STRND. GRAINS
REX. GRAINS
} AVERAGED REX.MICROSTRUCTURE
After first stand the only the portion
to the right of this line is considered
Dst = d0
Dst , Fst
Drex , Frex
Dst = dstst ,
dstrex , Xst
drexst ,
drexrex , Xrex
Drex , Frex
Fst = (1 − Xst)
(1 − Xrex)
FIGURE 5.2: Microstructure families (based on Reference [61]).
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updates the following,
Drex =
Frex Xrex drexrex + Frex (1 − Xrex) drexst + Fst Xst dstrex
Frex Xrex + Frex(1 − Xrex) + Fst Xst
, (5.1)
Dst = Dst (1 − Xst)
1
nα , (5.2)
Frex = Frex Xrex + Frex (1 − Xrex) + Fst Xst, (5.3)
and
Fst = (1 − Xst)Fst = 1 − Frex. (5.4)
A detailed description of the microstructure evolution based on the deformation
criterion can be explained with the schematic in FIGURE 5.3. The deformation
during a pass is depicted with sawtooth lines at the bottom of the schematic. The
figure is drawn for any arbitrary pair of stands with an interpass during continuous
multi-pass rolling. The strain used for the microstructure calculation is given by
equation (5.5).
ε̄ix = ε̄
i + ν(T )ε̄(i−1)x , (5.5)
where the subscript x can be st or rex to represent the strained and recrystallized
families, ε̄i is the FE analysis evaluated instantaneous effective strain due to deforma-
tion, ν(T ) is the temperature dependent factor used as a fraction for the previously
stored strain ε̄
(i−1)
x . The factor ν(T ) varies between 0 and 1 [61]. In the present work,
it is taken as a constant value of 0.5. The second term in the equation (5.5) denotes
the retained strain from a previous pass. When this equivalent strain reaches a critical
strain ε̄c, and if the effective strain rate ε̇ reaches a value greater than equal to 0.01,
DRX is initiated. Consider a single streamline shown in the FIGURE 5.4, extracted
from the FIGURE 5.1. Based on the FIGURE 5.4, the strain rate is calculated as,
ε̇ =
δε
δt
,
that is,
ε̇ =
εi − εi−1
ti − ti−1
. (5.6)
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FIGURE 5.3: Microstructure evolution of different families.
MDRX follows DRX as mentioned in detail in Chapter 4 and this process does not
require the the strain rate to be greater than 0.01, however, the need for critical strain
to be achieved still holds. This process assumes that the recrystallization initiates
from the beginning, even though, some of the grains may be partially recrystallized
due to DRX. The initial grain size used for MDRX calculations are the original, initial
grain sizes used in calculating the DRX grain size. Therefore, DRX is considered only
as a recrystallization initiation process and the contribution to the microstructure
is primarily due to MDRX [61]. This research does not include SRX since there
is no clear demarcation of MDRX and SRX in the case of Alloy 718. When the
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FIGURE 5.4: Nodes on a streamline.
recrystallization fraction approaches 0.98, the applicable node is assumed to be fully
recrystallized and static grain growth is initiated until further deformation changes
the microstructure evolution process. In this work, the nodes in the FE mesh are
considered to follow the streamline and the nodal deformation variables are used in
calculating the microstructure variables.
5.3 Implementation
Typically, the various microstructural processes are characterized empirically based
on isothermal experiments carried out at different strain rates and strains with linear
regression analysis applied in developing the empirical laws [49]. Recrystallization
is a continuously evolving process and an instantaneous application of the empirical
laws may not capture the continuous nature of the process under consideration. In
addition, the deformation is not an isothermal process. The approach described
in this Chapter calculates the evolution based on time integration detailed in the
following Sections. The flow chart at the end of this Chapter (FIGURE 5.7) shows
the computer implementation of the detailed procedure.
5.3.1 Dynamic recrystallization
The rate of DRX increases with an increase in temperature and strain, and de-
creases with an increase in the strain rate [49; 56]. A generic form of the relationship
can be obtained from the literature by Shen [49], Thomas, et al. [61], and Huang, et
al. [45] for superalloys. For a particular location in a streamline, this can be observed
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from the expression for fraction recrystallized expressed as,
X = 1 − exp
(
− ln(2)
[
ε
ε0.5
]adyn
)
, (5.7)
where ε̄0.5 refers to the strain at which the grains are 50% recrystallized (see FIGURE
5.5). In other words, ε̄0.5 refers to the strain at which X = 0.5 and is expressed as
follows:
ε0.5 = ddyn (do)
cdyn ˙(ε)
d1dyn
exp
(
d2dyn
Qdynh
RT
)
.
Equation (5.7) is representative of typical sigmoidal curve shown in FIGURE 5.5.
ε̄
V ol.Rex.
X = 0.5
X i
X(i+1)
ε̄0.5 ε̄i ε̄(i+1)
X = 1.0
FIGURE 5.5: DRX based on strain.
In order to capture the continuous evolution of the fraction recrystallized, a time
integration is necessary that incorporates the increment in strain in each increment
of time. Accordingly, the recrystallization fraction for DRX is a function of the
equivalent strain named as the virtual strain in this work. That is,
X = f(ε̄v). (5.8)
Rewriting the equation (5.7) in line with equation (5.8),
X = 1 − exp
[
− ln(2)
(
ε̄v
ε̄0.5
)adyn
]
,
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or,
1 − X = exp
[
− ln(2)
(
ε̄v
ε̄0.5
)adyn
]
. (5.9)
Taking natural logarithms on both sides of equation (5.9),
ln(1 − X) = − ln(2)
(
ε̄v
ε̄0.5
)adyn
,
or,
(
ε̄v
ε̄0.5
)adyn
=
ln(1 − X)
− ln(2)
.
Therefore, the virtual strain is given by,
ε̄v = ε̄0.5
(
ln(1 − X)
− ln(2)
)
1
adyn
. (5.10)
During rolling, the material undergoes deformation continuously under the rolls
and the strain continues to increase and so does the recrystallization fraction. In
general, the recrystallization fraction for DRX during rolling is the sum of the recrys-
tallization fraction from previous deformation and an incremental recrystallization
fraction from the current deformation. This can be mathematically represented as
(see FIGURE 5.4 for superscript notations),
X i = X i−1 + δX i−1. (5.11)
The right hand side of the above equation (5.11) can be expressed in terms of the
virtual strain as,
X i = 1 − exp
[
− ln(2)
(
ε̄i−1v + δε̄
i−1
ε̄i−10.5
)adyn
]
. (5.12)
From FIGURE 5.4, initially i = 1, therefore,
X1 = X0 + δX0
= 1 − exp
[
− ln(2)
(
ε̄0v + δε̄
0
ε̄00.5
)adyn
]
. (5.13)
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Evaluating the virtual strain,
ε̄0v = ε̄
0
0.5
[
ln(1 − X0)
− ln(2)
]
1
adyn
= 0,
since X0 is zero initially. Therefore, equation (5.13) simplifies to the following ex-
pression;
X1 = 1 − exp
[
− ln(2)
(
δε̄0
ε̄00.5
)adyn
]
.
Similarly, if i = 2, then,
X2 = X1 + δX1
= 1 − exp
[
− ln(2)
(
ε̄1v + δε̄
1
ε̄10.5
)]
,
where,
ε̄10.5 = f(T
i
, ˙̄εi),
and
ε̄1v = ε̄
1
0.5
[
ln(1 − X1)
− ln(2)
]
1
n
.
This algorithm is incorporated into GRANARY (the microstructure prediction
package developed for the current work) for DRX based on the achievement of certain
critical strain. The critical strain is expressed as a fraction of the peak strain. Peak
strain is a material and process dependent variable. The peak strain, critical strain,
and the strain corresponding to 50% recrystallization for any location are given by,
εc = ndynctop εp, (5.14)
εp = fdyn d
gdyn
o ε̇
h1dyn exp(h2dyn
Qdynh
RT
), (5.15)
and
ε
(i)
0.5 = ddyn (do)
cdyn ˙(ε)
dldyn
exp(d2dyn
Qdynh
RT
).
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Equations (5.12), (5.14), (5.15), and (5.3.1) are evaluated by substituting the average
temperature and strain rate calculated using the following expressions;
T
i
=
T i + T i+1
2
and
ε̇
i
=
δεi
δti
.
The grain size expression developed by empirical methods give only the grain size
at steady state, that is when the recrystallization is 100% complete. However, the
grain size also evolves continuously and the instantaneous grain size need to be incor-
porated in the recrystallization fraction [61]. Equation (5.16) is the commonly found
expression for the steady state grain size due to recrystallization. Equation (5.17) is
the instantaneous recrystallized grain size as a function of the fraction recrystallized.
The third expression (given by equation (5.18)) denotes the grain size of the strained
grains in the current family of grains.
d
(ss)
drx = pdyn(ε̇)
q1dyn exp
(
q2dyn
Qdynd
RT
)
, (5.16)
d
(i)
drx = d
(ss)
drx (X
(i))nxdrx, (5.17)
and
d
(i)
str = d0 (1 − X
(i))nxdrxst. (5.18)
In these expressions, the following parameters,
nxdrx, nxdrxst, Qdynh, Qdynd, ndynctop, Qdynp, a∗dyn, b∗dyn, c∗dyn,
d1∗dyn, p∗dyn, q1∗dyn, f∗dyn, g∗dyn, h1∗dyn, h2∗dyn, d2∗dyn, q2∗dyn,
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are pertinent to the specific material and are described in the nomenclature. In the
parameters with the symbol ∗, the
∗ represents 1 for sub-solvus (T < 1010 ◦C)
∗ represents 2 for solvus (T = 1010 ◦C)
∗ represents 3 for super-solvus (T > 1010 ◦C)
as stated in Reference [49]. As a first step to describing similar laws for Alloy 718,
the empirical laws that describe the behavior of Waspaloy found in the Reference [49]
were incorporated into the microstructure algorithm as one of the many models that
may be utilized by the user.
5.3.2 Metadynamic recrystallization
When DRX is not 100% complete, further recrystallization occur without the ad-
dition of any strain [68]. This is characterized as MDRX, as discussed in the previous
Chapter. During MDRX, the recrystallization fraction is primarily a function of the
time (t) and a time constant (t0.5) at which the recrystallization is 50% complete.
The general expression is similar to equation (5.7). The fraction recrystallized dur-
ing MDRX and the time at which 50% recrystallization occurs, can be expressed in
general by equations (5.19) and (5.20).
X i = 1 − exp
[
− ln(2)
(
t
t0.5
)amdyn
]
, (5.19)
t0.5 = bmdyn d
cmdyn
o ε
fmdyn ε̇
d1mdyn exp
(
d2mdyn
Qmdynh
RT
)
. (5.20)
The general expression for the fraction recrystallized during MDRX characterizes
a sigmoidal curve shown in FIGURE 5.6 similar to FIGURE 5.5. Some literature [72]
does not include time in the calculations of MDRX. This approach is questionable
[56] since MDRX evolves with time without the addition of strain and strain rate
does not affect the process. That is, strain rate is zero during MDRX [56]. However,
the strain rate is necessary in order to calculate the variable t0.5. In the present
work, the average strain rate during deformation has been incorporated to calculate
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FIGURE 5.6: MDRX based on time.
this variable. To capture the continuous evolution of MDRX, a similar approach
developed in the previous Section is applied in the following paragraphs. The fraction
recrystallized during MDRX can be expressed in terms of a virtual time similar to
the virtual strain shown in equation (5.12) as,
X i = 1 − exp
[
− ln(2)
(
ti−1v + δt
i−1
ti−10.5
)]
. (5.21)
From FIGURE 5.6, initially i = 1, and therefore,
X1 = 1 − exp
[
− ln(2)
(
t0v + δt
0
t00.5
)]
.
The expression for the virtual time is similar to the expression shown in equation
(5.10). That is,
t0v = t
0
0.5
[
ln(1 − xo)
− ln(2)
]
,
= 0.
Therefore, the expression for the recrystallization fraction due to MDRX simplifies
to,
X1 = 1 − exp
[
− ln(2)
(
δt0
t00.5
)]
. (5.22)
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While predicting the microstructure evolution during MDRX, the time at which
50% recrystallization occurs and the virtual time are evaluated with the following
expressions at every location in the streamline,
t
(i)
0.5 = bmdyn d
cmdyn
o ε
fmdyn ε̇
d1mdyn exp
(
d2mdyn
Qmdynh
RT
)
and
t(i)v = t
(i)
0.5
[
ln(1 − X(i−1))
− ln(2)
]
1
amdyn
,
and substituted in the equation (5.21). The following equations for the grain sizes
due to MDRX are similar to the equations (5.16), (5.17), and (5.18) for calculating
the grain sizes due to DRX,
dssmdrx = pmdyn d
smdyn
0 ε
rmdyn ε̇
q1mdyn exp
(
q2mdyn
Qmdynd
RT
)
,
d
(i)
mdrx = d
(ss)
mdrx (X
(i))nxmdrx,
and
d
(i)
st = (1 − (X
(i))nxmdrxst,
and utilize the results from equation (5.21). Following are the parameters in the
aforementioned expressions. These are described in the nomenclature and can be
found from literature [45; 49; 62] for various superalloy materials;
amdyn, bmdyn, cmdyn, fmdyn, d1mdyn, d2mdyn, nxmdrx,
nxmdrxst, pmdyn, smdyn, rmdyn, q1mdyn, q2mdyn, Qmdynh, Qmdynd.
5.3.3 Static grain growth
When the MDRX process is 100% complete, and the material does not undergo
any additional strain, annealing occurs. Any extended hold at elevated temperatures
causes the grains to grow statically. There are quadratic [45] and cubic [49] laws that
describe the static grain growth. A general expression that describes the static grain
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growth is expressed by equation (5.23),
dggr =
[
d
nggr
ini + tggrδt exp
(
−Qggr
RT
)]
1
nggr
, (5.23)
where the parameters nggr, tggr, Qggr are listed in the nomenclature and, as mentioned
earlier, can be found from literature. The grain growth typically occurs during the
long interpasses and during hold times at the end of the rolling process.
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FIGURE 5.7: Microstructure algorithm.
CHAPTER 6: RESULTS AND DISCUSSIONS
6.1 Introduction
The microstructure prediction algorithm was implemented in a user interactive
package known as GRANARY, that can evaluate the microstructure evolution during
the multi-stand rolling of superalloys. Currently, the alloys Waspaloy [44; 49] and
Alloy 718 [44; 45; 61] are included. Other superalloys may be added if the appro-
priate constants are known. In the present work, for the verification of the proposed
algorithm, Alloy 718 was considered and a proprietary rolling pass schedule was used
to carry out the FE analysis of rolling. The verification was conducted by comparing
predicted microstructure to actual values for two different processes. In the first pro-
cess, a 4-stand rolling followed by air cooling was considered. In the second process, a
16-stand rolling followed by air cooling and subsequent immersion quenching in water
was considered.
The mesh considered for the rolling and microstructure analysis was developed
with 5 core divisions and 1 outer division (see FIGURE 6.1(a)). The details of the
core and outer divisions are given in Section 2.5 in line with FIGURE 2.4(a). FIGURE
6.1(a) also shows some locations with symbols ●, ◆, ▼, ■, and ▲ chosen to study the
history of microstructure evolution over many stands. These locations characterize
center, mid radius, sub surface and surface locations, chosen to permit a comparison
of predicted microstructure results with the experimental observations.
Even though the FE algorithm can accommodate a finer mesh, it was observed that
the chosen mesh, that is, 5 core and 1 outer division, gives accurate enough results
when compared with the measured temperature and shape at intermediate and final
stands. It should also be noted, that the calculations are carried out at each node
in a cross section and each node constitutes a point on a streamline. This approach
is different from the approach found in the Reference [49], where microstructure was
evaluated by using a nodal variables averaging in order to predict the average grain
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size of a particular FE mesh element. Since the deformation variables are extracted
(a) Mesh and benchmarking locations. (b) Microstructure control volume.
FIGURE 6.1: Mesh considered and the schematic control volume in a pass.
to the nodes from the integration points, it was chosen to use the nodal variables
to predict the microstructure and since the accuracy is not significantly affected by
choosing the mesh considered, the selection of the mesh is justified. An initial uniform
grain size of 90 µm (ASTM rating 4, [92]) is used as input to the analysis.
6.2 Cooling
At the end of rolling, the bars may be either air cooled or water quenched. Water
quenching can be with water sprays or by immersion. The current algorithm incor-
porates a cooling analysis at the end of the desired stand that is either air cooling,
water quenching or a combination. At high strain rates, quench time becomes a
critical parameter due to MDRX [61]. In addition, the micrographs to compare the
predicted results were captured at the end of 4th stand with an assumed 5 Seconds
air cooling and at the end of 16th stand with 2 Seconds air cooling and 2 Seconds
immersion water quenching. Therefore, the results comparison incorporates both the
analyses and involves a detailed discussion of the evolution. As a brief review of the
discussion made in the previous Chapter, FIGURE 6.1 gives a larger picture of the
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microstructure evolution process. That is, DRX process under the rolls as deforma-
tion continues and MDRX in the region close to the rolls and a continuation of the
MDRX and a static grain growth during the interpass or cooling depending on the
achievement of 100% recrystallization.
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FIGURE 6.2: Temperature history on various streamlines (4-stand analysis).
6.3 4-Stand analysis with air cooling at the end of 4th stand
The temperature and equivalent strain histories at the chosen locations are shown
in FIGURES 6.2 and 6.3 respectively. From these figures, it can be observed that the
strains are low in the initial two stands, specifically very low during the 2nd pass with
a maximum value of 0.25. It should be noted that, in FIGURE 6.3, the independent
axis is not to scale. That is, the interpass times are much bigger compared to the pass
times and hence the figure was created with actual strains and not to scale times.
The strains reach a maximum of 0.9 during the 4th pass at the subsurface location
represented by the symbol ▼. The temperatures (FIGURE 6.2) are always maximum
at the center location (represented by the symbol ●) and always minimum at the outer
surface (represented by the symbol ▲). This is the expected pattern of deformation
heating, that is, the core heats up more than the surface since there are radiative
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FIGURE 6.3: Strain history on various streamlines (4-stand analysis).
and convective heat losses at the surface. From FIGURE 6.2, the interpass regions in
general reduce the temperature in the internal locations whereas the surface location
represented by the symbol ■ heats up.
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FIGURE 6.4: Recrystallization fractions (x100%) at the end of 1st stand and inster-
stands.
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6.3.1 Initial observations
The initial grain size denoted as d0 is the initial strained grain family’s grain
size (Dst) and obviously, all the grains are initially strained grains only. That is,
Frex is 0, and hence Fst is equal to 1.0. FIGURES 6.4(a) and 6.4(b) indicate the
recrystallized fraction of the strained families. The grains close to the center are
more recrystallized at the end of Stand-1 and at the end of interstand-1. This is due
to the fact, that the strains (FIGURE 6.3) and temperatures (FIGURE 6.2) are higher
near the core than at the other locations in the cross section. The recrystallization is
primarily due to MDRX immediately after the deformation and during interpass. At
the end of first stand, in the central region, initial grains are almost fully recrystallized
while the surface experienced partial recrystallization. At the end of 2nd stand, there
are two families of grains, the strained and the recrystallized families. Therefore,
the recrystallization fraction was evaluated for both the families. FIGURES 6.5(a)
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FIGURE 6.5: Recrystallization fractions (x100%) at the end of 2nd stand.
and 6.5(b) indicate the fraction recrystallized for strained and recrystallized families
respectively. Since the strains attained during the 2nd pass are very low as observed in
FIGURE 6.3 for specific locations and in FIGURE 6.6(a) for the entire cross section,
the recrystallization is very low for both families. However, high temperature (see
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FIGURE 6.6(b)) at the end of the pass and the interpass drives the MDRX for the
recrystallized family and as high as 80% recrystallization is achieved in that family of
grains as observed in FIGURE 6.7(b). A portion of the strained family, specifically
represented by the location ▲ is also recrystallized as high as 98% (see FIGURES
6.7(a) and 6.10).
0.1
0.1
0.1
2
0.12
0.14
0.
14
0.14
0.14
0.
16
0.
16
0.16
0.16
0.
18
0.18
0.180.
2
0.2
0.2
0.22
0.22
●
◆
▼
■
▲
x
y
(a) Effective strain (ε̄).
980
1000
1000
1020
1020
1020
1040
1040
1040
1060
1060
1060
1080
1080
1100
1100
●
◆
▼
■
▲
x
y
(b) Temperature ◦C.
FIGURE 6.6: Deformation variables from the FE analysis at the end of 2nd stand.
6.3.2 Streamline results
Some of the initial observations indicate that the microstructure algorithm cap-
tures the real behavior of the material under consideration fairly accurately. How-
ever, the verification of the algorithm can be accomplished effectively by observing
the microstructure history along the streamlines indicated by the locations shown in
FIGURE 6.1(a).
FIGURES 6.8 through 6.12 give a clear picture on the effectiveness of the proposed
and implemented microstructure algorithm. These figures have three subfigures; (a)
showing the variation of a normalized temperature and normalized strain over the
time, (b) showing the recrystallization fractions and normalized microstructure vari-
ables for the recrystallized family of grains over time, and (c) showing the recrystal-
lization fractions and normalized microstructure variables for the strained family of
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grains over time. Normalization of some of the variables enable the visualization of
many variables in the same figure. The subfigures indicated by (a) is a repetition of
FIGURES 6.2 and 6.3, however, normalized. The strains in subfigures represented by
(b) and (c) indicate the assumed strain till the recrystallization continue. Therefore,
in many of the cases, the strains represented for two families of grains last a little
longer than the applied instantaneous strain. When the recrystallization is complete,
that is 98% of the grains in any family, the strains corresponding to that family is set
to zero until further deformation increases the strain.
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FIGURE 6.7: Recrystallization fractions (x100%) at the end of 2nd interstand.
At the central location (see FIGURE 6.8), recrystallization initiates with DRX
and continues with MDRX as soon as the addition of the strain stops, and progresses
till the recrystallization is complete during the interpass. Strains are reset to zero for
the strained family and the grains start to grow during the interpass. Prior to the
achievement of the strain rate and critical strain condition in the second pass, the
microstructure averaging algorithm updates the microstructure and as seen in the
figure, Fst is set to zero since all the grains at this location are fully recrystallized.
During the deformation in the 2nd stand, the recrystallized family undergoes re-
crystallization and the MDRX does not recrystallize the REX family of grains fully.
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However, due to the high strains and temperatures in Stand-3, the MDRX completes
and a similar phenomenon is observed during Stand-4 also. Therefore, at this loca-
tion, at the end of 4th stand, only recrystallized family exists and the grain size is
approximately 70µm.
Similar characteristics are observed for the locations represented by ◆ and ▼,
however, a rapid grain growth is observed at the location represented by ▼. The
grain sizes are approximately 55µm and 20µm at the respective locations. FIGURES
6.9 and 6.11 indicate the observations clearly. From FIGURE 6.10, for the location
indicated by the symbol ▲, the strained family of grains vanish only at the end of 2nd
stand. On the other hand, from FIRURE 6.12, it takes four stands for the surface
location indicated by the symbol ■ to recrystallize completely.
6.3.3 Final observations
The microstructure evolution for specific streamlines clearly depict the effective
implementation of the proposed and developed algorithm shown schematically by
FIGURE 5.3. A contour plot of the recrystallized fraction (Frex) at the beginning of
the deformation during the 4th stand and the recrystallized fraction (Xrex) at the end
of the air cooling analysis after the 4th stand are depicted in FIGURES 6.13(a) and
6.13(b) respectively. Frex is calculated based on the averaging algorithm proposed in
Section 5.2 and given by equation 5.3. It can be observed that there are very few
portions in the cross section near the surface that are not fully recrystallized.
An observation on the grain sizes due to FIGURES 6.14(a) and 6.14(b) indicate
that the region near the core experienced a significant grain growth due to the high
temperatures while the surface regions show smaller grains. FIGURE 6.15 indicates
the observed microstructure at various locations and the grain sizes at those locations.
It is clear that the grains show signs of complete recrystallization at all locations and
groups of recrystallized families as seen in FIGURE 6.15(c). Also, at the center (FIG-
URE 6.15(a)) the grains are larger and smaller at the midradius location (FIGURE
6.15(b)) while they are smaller at the surface (FIGURE 6.15(c)).
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FIGURE 6.13: Recrystallization Fractions (x100%) during the 4th stand and after air
cooling after 4th stand.
6.4 16-Stand analysis with air cool and water quenching after 16th stand
The microstructure evolution algorithm is extended for evaluating the microstruc-
ture at the end of a 16-stand rolling analysis. Since the mesh distortion issues are
previously addressed by a mesh-rezoning procedure developed in Chapter 3, the mi-
crostructure evolution can be analysed for as many stands as the real industrial mill
can have. Since there is a deformation variables interpolation involved during mesh-
rezoning procedure, the same approach was incorporated in the microstructure evo-
lution algorithm also.
GRANARY encompasses the interpolation algorithm in addition to the microstruc-
ture evolution algorithm, and cooling analysis algorithm. In the case of the 16-stand
analysis, the cooling at the end of the 16th stand is carried out in two steps. Firstly,
an air cooling for 2 Seconds that captures the time for transferring the billet, and an
additional 2 Seconds that captures the evolution during immersion water quenching.
It is clear from the observations based on FIGURES 6.13, 6.14, and 6.15, that the
microstructure evolution has been captured accurately by the proposed approach.
The equivalent strain and temperature history at the chosen locations (see FIGURE
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FIGURE 6.14: REX family grain size (µm) after air cooling at the end of 4th stand.
6.1(a)) are shown in FIGURES 6.17 and 6.16 respectively. In, FIGURE 6.17, the plot
was created with actual strains and not-to-scale times as described for FIGURE 6.3.
From these figures, it can be observed that the instantaneous equivalent strains reach
values as high as 1.45 during the 13th stand. Similarly, due to severe deformations im-
posed during the later stands, the temperatures also experience a significant increase.
The initial stands experience a similar recrystallization phenomena observed in the
4-stand analysis. Therefore, the initial observation part is skipped in the 16-stand
analysis. Streamline results are discussed in the next section.
6.4.1 Streamline results
The streamline results for the various benchmarking locations are depicted in FIG-
URES 6.18 through 6.22. The subfigures in all these plots are similar to the ones
observed for a 4-stand analysis. However, the subfigure indicated by (c) depicts the
microstructure evolution for times until the strained grain families are fully recrystal-
lized. This enhances the analysis of the strained grain families closer. FIGURE 6.18
indicates the microstructure evolution for the central location in the billet indicated
by symbol ●. The strained grain family vanishes at the end of the first interstand and
the recrystallized family undergoes recrystallizations due to further deformations and
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annealing during the rest of the stands. The recrystallization fraction Frex denoting
the global recrystallization at this location reaches a value of 1.0 at the beginning of
the deformation in the second stand. A closer look at the end of 10th stand indicates
an increasing trend of grain size characterized by drexrex. This phenomenon is ob-
served in all the locations considered. Location indicated by the symbol ◆ experiences
a similar trend regarding the microstructural variables (see FIGURE 6.19). For the
midradius location, a small remaining portion of the strained family undergoes full
recrystallization at the end of the 2nd interpass (see FIGURE 6.21).
An interesting phenomenon is observed in the case of the subsurface location (in-
dicated by ▼) in FIGURE 6.21. An insignificant portion of strained grain family
experiences full recrystallization during the 9th interpass. However, this does not
contribute much to the global microstructure characteristics. The surface location
(see FIGURE 6.22), contains both strained and recrystallized grain families till the
6th stand and then the strained grain family vanishes.
6.4.2 Final observations
It is clear from the bench marking location results that the microstructure at the
end of 16th stand contains only recrystallized grains. That is, grains are fully recrys-
tallized. A contour plot of the recrystallized grain sizes characterized by the variables
Drex and drexrex are shown in FIGURE 6.23. The grain size distribution is almost
uniform around 20µm (see FIGURE 6.23(a)) for the Drex which characterizes the
overall grain size distribution while the recrystallized grains (characterized by drexrex
in FIGURE 6.23(b)) show slightly larger grains close to the center, since the center
does not cool quickly. The actual microstructure observed at the end of cooling after
16-stand rolling of the considered material is shown in FIGURE 6.24. The calculated
microstructure results are in excellent agreement with the observed microstructure.
6.5 Discussions
The generic microstructure algorithm is capable of accommodating various mi-
crostructural models developed empirically. In the current work, the parameters used
are based on Reference [49] for DRX. For the MDRX, the recrystallization process pa-
rameters were considered from Reference [45], however, the grain size during MDRX
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FIGURE 6.23: Grain sizes (µm) at the end of cooling after 16th stand.
was calculated based on Reference [62]. The static grain growth was calculated based
on the cubic laws found in Reference [49], however, the first parameter in the equa-
tion 5.23 had to be modified for Alloy 718. This model is in very good agreement
with the experimental observations for the previously mentioned 4-stand and 16-stand
analyses.
When microstructural processes such as DRX occurs, the increase of strain and
temperature favors dynamic softening. Grain size is a function of the deformation
variables such as temperature, strain, and strain rate. Temperature enhances dy-
namic softening, and as observed during the later stands, where a significant increase
in temperature is observed, the grain sizes tend to increase. Strain influences the
microstructure significantly as observed by other authors [56; 61; 65]. The streamline
figures indicate this conclusion. The fraction recrystallized due to DRX increases due
to increase in the addition of strain and the accumulated strain at the end of defor-
mation influences the MDRX since DRX does not completely recrystallize the grains
in any case for Alloy 718 material. The increase in strain increases the dislocation
density and nucleation of recrystallized grains as the deformation continues. An in-
creased rate in MDRX after deformation at high strain rates as a result of adiabatic
heating is explained in References [70]. Even though, a graphical representation of
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FIGURE 6.24: Uniform microstructure at any location at the end of 16th stand
(ASTM 8 or 22 µm uniform) (courtesy: ATI Allvac).
this effect is not included here, it has been generally observed that during the later
stands, especially after 11th stand the rate of MDRX has been observed to be signif-
icantly faster than during the other stands. The variation of grain size is correlative
to the behavior of work hardening and dynamic softening existing in Alloy 718 during
x
y
FIGURE 6.25: Finer mesh considered for microstructure comparison.
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FIGURE 6.26: Grain sizes (µm) at the end of cooling after 16th stand for finer mesh.
hot deformation.
When the temperature increases, dynamic softening occurs and the grain size in-
creases. When the strain rate increases, work hardening occurs and the grain size
decreases. An equilibrium is reached between the work hardening (due to the in-
crease in strain) and dynamic softening (due to temperature increase). Increasing
the holding time increases the volume fraction recrystallized. Long holding times
after deformation allows complete recrystallization of microstructure [61]. This is
witnessed during the interpasses, where the MDRX is a significant contributor.
6.6 Finer mesh results
In this section, a finer mesh is considered to study the effect of FE mesh on the
microstructure prediction. A mesh involving six core divisions and one outer division,
shortly, a 6x1 mesh as shown in FIGURE 6.25. The finer mesh contains an additional
13 elements and 15 nodes in comparison to the standard mesh (5 core divisions and
1 outer division) considered (see FIGURE 6.1(a)) for the whole analysis discussed in
this Chapter. FIGURE 6.27 shows the comparison of one of the deformation variables,
the temperature and shape for both the meshes at the end of cooling analysis after
the 16th stand. It can be observed that the temperatures compare very close to each
other. The predicted shapes are identical in dimensions except at the top of the
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rolled bar where the finer mesh determined a flat geometry and the standard mesh
predicted a sharper geometry. However, the difference in the predicted dimensions
is negligible. In addition to the closeness of predicted temperatures between the
standard and finer meshes, it was observed that the other deformation variables also
showed similar patterns.
The results from the microstructure analysis are presented in FIGURE 6.26. From
FIGURE 6.26(a) and FIGURE 6.23(a), it is clear that the recrystallized grain sizes
at the beginning of the 16th stand are very closely comparable. In addition, from
FIGURE 6.26(b) and FIGURE 6.23(b), it can be observed that the average recrys-
tallized grain sizes are very close to each other. From this comparison, it is concluded
that a finer mesh which requires additional computational time and resources is not
necessary for the approach developed and presented in the previous Chapter.
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(a) Temperature contours for 5x1 mesh.
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FIGURE 6.27: Temperature comparison for different meshes.
6.7 Conclusion
The current procedure incorporates the approach by which a total recrystallization
fraction is calculated by taking into account the residual strain and also incorporates
a total recrystallized fraction that incorporates fractions of previously recrystallized
grain families as described in References [71; 61]. The developed procedure assumes
95
that the grain matrix does not contain excessive δ phase [61]. However, δ phase
disappears at temperatures above 1000 ◦C [46], close to the solvus temperature of ≈
1010 ◦C [49].
In the current procedure the observed temperatures are mostly above the solvus
region and the averaging procedure is considered applicable in predicting the mi-
crostructure dominated by γ matrix. In the current work, the microstructure is
considered isotropic and equiaxed [61; 65]. A geometric modeling approach discussed
elsewhere [61] can accommodate the variances in the geometry of the microstructure.
CHAPTER 7: CONCLUSIONS & FUTURE WORK
7.1 Summary of the present work
As mentioned in Chapter 1, nickel-base superalloys possess high flow stresses and
can be hot worked only in a small temperature range as evident from the streamline
figures explained in Chapter 6. If the hot working temperature exceeds the maxi-
mum in the range, detrimental grain growth may be initiated. On the other hand,
if the temperatures are too low, undesired phases might precipitate [70]. These facts
need to be taken into consideration when devising a hot working strategy. Since the
final microstructure controls the product properties which are in fact, controlled by
the deformation variables, it is important to know the evolution of the microstructure
quickly and accurately. Empirical laws attempt to capture the behavior of a particular
alloy under laboratory conditions and are very limited [80] in their prediction capabil-
ities. However, they are simple in nature and when applied in predicting the average
microstructure, they are very efficient and excellent tools in designing a multi-stand
rolling sequence that was the focus of this work. The prediction of microstructure
by employing an appropriate model available in the literature still requires a scien-
tific approach that captures the evolution of the microstructure. Specifically, such a
procedure is not currently available for the multi-pass rolling of any superalloy. The
current work encompassed the development of such a procedure and its validation in
the context of Alloy 718.
7.2 Conclusions
In line with the set objectives listed in Chapter 1, the accomplishments are listed
as follows:
• A detailed mesh re-zoning algorithm was developed and validated in the context
of a 16-stand multi-pass rolling of the alloy material considered for the current
work.
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• The FE package, RAWHIDE, was modified to allow printing of the temperature
history during the interpass heat transfer analyses, since the accurate informa-
tion of this history is important in predicting the microstructure accurately.
• A microstructural modeling algorithm was developed for predicting the mi-
crostructure for a multi-stand rolling process based on flow formulation.
• The developed algorithm was validated for Alloy 718 for a 4-stand rolling anal-
ysis involving air cooling at the end of the 4th stand and for a 16-stand rolling
analysis involving air and water cooling at the end of the 16th stand.
The predicted numerical results are in excellent agreement with the observed
microstructure by incorporating suitable empirical models found in literature [45; 49;
62] for various microstructural processes.
7.3 Future Work
The developed microstructure algorithm was applied for a specific proprietary
rolling schedule and for a specific material only. However, there are many super-
alloys that can be explored with the developed procedure. In addition, other rolling
schedules can also be explored. Even though, the present algorithm is tested on a
rolling process which was modeled using flow formulation, the algorithm is capable
of predicting microstructure even for other formulations found in many commercial
FE packages.
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