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Abstrat. The fratal dimension of the global attrators of porous media equations
in bounded domains is studied. The onditions whih guarantee this attrator to
be nite dimensional are found and the examples of innite-dimensional attrators
beyond of that onditions are onstruted. The upper and lower bounds for the
Kolmogorov's "-entropy of innite-dimensional attrators are also obtained.
Introdution.
It is well-known that the long-time behaviour of many dissipative systems gen-
erated by evolution PDEs of mathematial physis an be desribed in terms of the
so-alled attrators. By denition, a global attrator is a ompat invariant set in
the phase spae whih attrats the images of all bounded subsets under the tempo-
ral evolution. Thus, on the one hand, the global attrator (if it exists) ontains all
of the nontrivial dynamis and, on the other hand, it is usually essentially smaller
than the initial phase spae.
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In partiular, in the ase of dissipative PDEs in bounded domains, this attrator
usually has nite Hausdor and fratal dimension, see [2℄, [18℄, [23℄ and referenes
therein. Consequently, in spite of the innite-dimensionality of the initial phase
spae, the redued dynamis on the attrator is (in a sense) nite-dimensional
and an be studied by the methods of the lassial (nite-dimensional) theory of
dynamial systems.
In ontrast to that, innite-dimensional global/uniform attrators are typial for
dissipative PDEs in unbounded domains or/and for the nonautonomous equations.
In order to study suh attrators one usually uses the onept of Kolmogorov's
"-entropy, see [5℄, [7℄, [11℄, [14℄, [24-27℄ for the details.
We however note that the above results have been obtained mainly for evolution
PDEs with more or less regular struture (e.g., uniformly paraboli or uniformly
hyperboli). In ontrast to this, very little is known about the equations with
singularities or degeneration (even in the relatively simple ase of salar seond order
equations, like porous media equations, ellipti-paraboli equations et.) whih also
play a signiant role in modern mathematial physis, see [3℄, [22℄ and referenes
therein. Indeed, although the attrators for suh equations have been onsidered in
a number of papers (see [1℄, [9-10℄, [16℄), to the best of our knowledge, the questions
related to the nite or innite-dimensionality of these attrators have been not
studied yet (as an exeption, we mention the reent paper [21℄, where the nite
dimensionality of the attrator of a 3D Cahn-Hilliard problem with logarithmi
nonlinearity is proved).
The main aim of the present paper is to give a detailed study of the fratal di-
mension and Kolmogorov's entropy of attrators of the following degenerate porous
media equation:
(0.1) 
t
u = 
x
(f(u))  g(u) + h
in a bounded domain 
  R
n
(equipped with Dirihlet boundary onditions). Here
f(u)  ujuj
p 1
has a degeneray at u = 0 (p > 1), the funtion g satises the
standard dissipativity assumptions and h = h(x) is a given external fore (see
2
Setion 1 for the rigorous onditions).
The paper is organized as follows. In Setion 1, we briey reall some basi
results on the existene, uniqueness and regularity of solutions of equation (0.1).
A natural lass of equations of the form (0.1) whose global attrators are nite-
dimensional is onsidered in Setion 2. The nite-dimensionality is proved under
the additional assumption
(0.2) g
0
(0) > 0
and strongly based on the global Holder ontinuity of solutions of equation (0.1),
see Theorem 2.1 of Setion 2.
A nite-dimensional exponential attrator (in the sense of [15℄) for problem (0.1)
under assumption (0.2) is onstruted in Setion 3.
Finally, in Setion 4, we show that the global attrator is usually innite-
dimensional if ondition (0.2) is violated and, thus, the sign of g
0
(0) appears to
be ruial for nite or innite-dimensionality of the global attrator. Namely, we
onsider here the partiular ase of (0.1) of the following form:
(0.3) 
t
u = 
x
(ujuj
p 1
) + u  g(u)
with p > 1 and g(u) vanishing near u = 0. Under these assumptions, we prove (see
Theorem 4.1) that the assoiated global attrator is innite-dimensional.
Moreover, we study also the Kolmogorov's "-entropy H
"
(A) of this attrator
(whih, by denition, is a logarithm from the minimal number of "-balls whih
over the ompat set A). To be more preise, we establish the following lower
bounds for that quantity:
(0.4) H
"
(A)  C

1
"

n(p 1)=2
where C is some positive number independent of " > 0.
Thus, porous media equations of the form (0.3) give natural examples of dissi-
pative equations of mathematial physis in bounded domains with innite-dimen-
sional attrators. It is also worth noting that, although the innite-dimensional
3
global attrators are typial for regular equations in unbounded domains, even in
that ase the asymptotis of their Kolmogorov's "-entropy were always logarith-
mial (like (log
2
1
"
)
n+1
, see [24-26℄). To the best of our knowledge, it is a rst
example of a global attrator whose "-entropy has polynomial (with respet to "
 1
)
asymptotis.
We also note that equation (0.3) with the nonlinearity g vanishing in the neigh-
bourhood of zero looks rather artiial. That is the reason why, we extend (in
Setion 4) the above result on the following equation:
(0.5) 
t
u = 
x
(u
3
) + u  u
3
; u




= 0
whih has analyti nonlinearities and an be onsidered as a natural degenerate
analogue of the Chafee-Infante equation.
We nally note that the method of the study of the dimension of global attrators
of degenerate paraboli equations developed in this paper seems to have a general
nature and an be applied for other lasses of degenerate equations (e.g., for ellipti-
paraboli equations). We will return to these questions in forthoming papers.
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x1 A priori estimates and regularity of solutions.
In this setion, we briey reall the known results on the regularity of solutions
of porous media equations whih will be systematially used in the next setions,
see e.g. [4℄, [6℄, [8℄ and [17℄ fore more details.
In a bounded domain 
  R
n
with a suÆiently smooth boundary we onsider
the porous media equation in the following form:
(1.1)
(

t
u = 
x
f(u)  g(u) + h;
u




= 0; u


t=0
= u
0
:
where u = u(t; x) is an unknown funtion, 
x
is the Laplaian with respet to the
variable x = (x
1
;    ; x
n
), f and g are given funtions and h = h(x) is a given
external fore.
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We assume that the funtion f 2 C
2
(R) has a polynomial degeneray at u = 0
and is nondegenerate for u 6= 0. To be more preise, we assume that
(1.2) C
1
juj
p 1
 f
0
(u)  C
2
juj
p 1
; f(0) = 0;
for some positive onstants C
i
and p > 1. It is also assumed that the funtion g
satises the following dissipativity ondition
(1.3) g
0
(u)   C + juj
q 1
;
for some q > 1,  > 0 and the external fore h belongs to L
1
(
).
As usual, in order to prove the existene of a solution of problem (1.1), one
onsiders the nondegenerate analogue of (1.1)
(1.4)
(

t
u = 
x
f(u) + "
x
u  g(u) + h;
u




= 0; u


t=0
= u
0
whih obviously has a unique solution for every " > 0 and suÆiently smooth u
0
,
see e.g. [20℄ and then passes to the limit " ! 0. Following this sheme, we rst
derive uniform with respet to " estimates for equation (1.4). We start from the
standard L
1
  L
1
-estimates.
Lemma 1.1. Let the above assumptions hold and let u be a solution of equation
(1.4). Then the following estimates hold:
(1.5)
(
1) ku(t)k
L
1
(
)
 ku(0)k
L
1
(
)
e
 t
+ C(1 + khk
L
1
(
)
);
2) ku(t)k
L
1
(
)
 ku(0)k
L
1
(
)
e
 t
+ C(1 + khk
L
1
(
)
)
where the positive onstants  and C depend only on the funtion g and are in-
dependent of ", t, u
0
and u. Moreover, the following L
1
-L
1
-smoothing property
holds:
(1.6) ku(t)k
L
1
(
)
 Q(t
 1
+ khk
L
1
(
)
); t > 0
where the monotoni funtion Q is independent of ", t and u.
Proof. Indeed, multiplying equation (1.4) salarly in L
2
(
) by the funtion sgnu =
sgn(f(u)+ "u) and using the Kato inequality (
x
v; sgn v)  0 and the dissipativity
assumption (1.3), we dedue that
(1.7) 
t
ku(t)k
L
1
(
)
+ ku(t)k
q
L
q
(
)
 C + khk
L
1
(
)
:
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Sine kuk
q
L
q
(
)
 ku(t)k
L
1
(
)
  C, the the Gronwall inequality applied to (1.7)
implies the rst estimate of (1.5). In order to dedue the seond estimate of (1.5),
we use the omparison priniple for seond order paraboli equations and dedue
that
(1.8) y
 
(t)  u(t; x)  y
+
(t)
where y

(t) solve the following ODEs
(1.9) y
0

(t) + g(y

(t)) = khk
L
1
(
)
; y

(0) = ku
0
k
L
1
(
)
:
It remains to note that, due to the dissipativity assumption (1.3), the solutions y

(t)
satisfy the analogue of estimate (1.5)(2) whih together with (1.8) nishes the proof
of estimate (1.5)(2). Finally, in order to verify (1.6), it remains to reall that, due
to our assumptions, g has a superlinear growth rate as u!1. Consequently, the
solutions y

(t) satisfy estimate (1.6) (see e.g., [21℄) whih together with estimate
(1.8) imply estimate (1.6) for the solution u and nishes the proof of the lemma.
The next Lemma gives some kind of energy estimates for equation (1.4).
Lemma 1.2. Let the above assumptions hold and let u be a solution of (1.4). Then,
for every Æ > 0, the following estimate holds:
(1.10) kuk
W
1=p Æ;2p
([t;t+1℄
)
+ k
t
f(u)k
L
2
([t;t+1℄
)
+
+ kr
x
f(u)k
L
1
([t;t+1℄;L
2
(
))
 Q(t
 1
+ khk
L
1
(
)
)
where the monotoni funtion Q is independent of ", t > 0 and u (here and below,
W
s;p
denotes the Sobolev spae of distributions whose derivatives up to order s
belong to L
p
, see e.g. [20℄).
Proof. Without loss of generality we an assume that t  1. Then, multiplying
equation (1.4) salarly in L
2
(
) by f
"
(u) := f(u) + "u, and integrating over [Æ; 2℄,
Æ > 0, we get
(1.11) (F
"
(u(2)); 1)  (F
"
(u(Æ)); 1) +
Z
2
Æ
kr
x
f
"
(u(t))k
2
L
2
(
)
dt+
+
Z
2
Æ
(f
"
(u(t); g(u(t)))  (h; f
"
(u(t))) dt = 0
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(here and below we denote by (; ) the standard inner produt in L
2
(
) and F
"
(u) =
R
v
0
f
"
(v) dv). Together with L
1
-estimate (1.6) this estimates give
(1.12)
Z
2
Æ
kr
x
f
"
(u)k
2
L
2
(
)
dt  Q(Æ
 1
+ khk
L
1
(
)
):
Let us now multiply equation (1.4) by (t  Æ)
t
f
"
(u) and integrate over [Æ; T ℄ 
,
Æ  T  2. Then, we have
(1.13)
Z
2
Æ
(t  ")f
0
"
(u(t))j
t
u(t)j
2
dt+
+ (T   Æ)(1=2kr
x
f
"
(u(T ))k
2
L
2
(
)
+ (F
";g
(u(T )); 1)  (f
"
(u(T )); h)) =
=
Z
T
Æ
1=2kr
x
f
"
(u(t))k
2
L
2
(
)
+ (F
";g
(u(t)); 1)  (f
"
(u(t)); h) dt
where F
";g
(u) :=
R
u
0
f
0
"
(v)g(v) dv. This estimate, together with L
1
-estimate (1.6)
and estimate (1.22) implies that
(1.14)
Z
2
2Æ
f
0
(u(t))j
t
u(t)j
2
dt+ kr
x
f(u)k
2
L
1
([2Æ;2℄;L
2
(
))
 Q(Æ
 1
+ khk
L
1
(
)
)
for the appropriate monotoni funtion Q. This estimate, together with the L
1
-
estimate implies, in turn, that
(1.15) k
t
f(u)k
L
2
([t;t+1℄
)
+ kr
x
f(u)k
L
1
([t;t+1℄;L
2
(
))
 Q(t
 1
+ khk
L
1
(
)
):
Thus, it only remains to estimate the rst term in the left-hand side of (1.10). To
this end we note that, aording to (1.15), we have v = f(u) 2W
1;2
([t; t+1℄
) 
W
1 Æ;2
([t; t+1℄
). Then, due to Proposition A.1, see Appendix below, we have
kuk
W
1=p Æ;2p
([t;t+1℄
)
 C
f;Æ
kvk
1=p
W
1;2
([t;t+1℄
)
where the onstant C
f;Æ
depends only on f and Æ > 0. Lemma 1.2 is proved.
The next lemma gives the uniform Lipshitz ontinuity of solutions in L
1
(
).
Lemma 1.3. Let the above assumptions hold and let u
1
(t) and u
2
(t) be two solu-
tions of equation (1.4). Then, the following estimate holds:
(1.16) ku
1
(t)  u
2
(t)k
L
1
(
)
 e
Kt
ku
1
(0)  u
2
(0)k
L
1
(
)
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where K := max
v2R
f g
0
(v)g.
Proof. Indeed, let v(t) := u
1
(t)  u
2
(t). Then, this funtion satises the following
linear equation:
(1.17) 
t
v = 
x
(l
1
(t)v) + "
x
v   l
2
(t)v; v




= 0; v


t=0
= u
1
(0)  u
2
(0)
where l
1
(t) :=
R
1
0
f
0
(su
1
(t) + (1   s)u
2
(t)) ds  0, l
2
(t) :=
R
1
0
g
0
(su
1
(t) + (1  
s)u
2
(t)) ds   K. Multiplying now equation (1.17) by sgn v = sgn((l
1
(t) + ")v)
and using again the Kato inequality, we arrive at
(1.18) 
t
kv(t)k
L
1
(
)
 Kkv(t)k
L
1
(
)
 0:
Applying the Gronwall inequality to this relation, we nish the proof of Lemma
1.3.
We are now ready to verify the existene and uniqueness of a solution for the
initial degenerate problem (1.1). To this end, we rst formulate the denition of a
weak solution of that problem.
Denition 1.1. We say that a funtion u is a weak solution of (1.1) if u 2
C([0; T ℄; L
1
(
)), u 2 L
1
([t; T ℄
) and f(u) 2 L
2
([t; T ℄;W
1;2
0
(
)), for every t > 0
and it satises (1.1) in the sense of distributions.
The following theorem an be onsidered as the main result of the setion
Theorem 1.1. Let the above assumptions hold. Then, for every u
0
2 L
1
(
), there
exists a unique weak solution of problem (1.1) and this solution satises all of the
estimates, formulated in Lemmata 1.1{1.3.
Proof. We rst establish the existene of a solution and assume additionally that
u
0
is smooth enough. Let us onsider a sequene u
"
n
(t) of solutions of the auxiliary
problem (1.4) with "
n
! 0. Then, this sequene satises estimates (1.5) and (1.10)
uniformly with respet to n. Moreover, sine u
0
is smooth, then estimate (1.10)
holds for t = 0 as well. In partiular,
(1.19) ku
"
n
k
W
1=p Æ;2p
([t;t+1℄
)
 C
8
uniformly with respet to t and n. Thus, without loss of generality, we an assume
that u
"
n
! u strongly in C([0; T ℄; L
1
(
)) (due to the ompatness of the embedding
W
1=p Æ;2p
([0; T ℄  
)  C([0; T ℄; L
1
(
)) if Æ is small enough). Passing now in a
standard way (see e.g., [2℄) to the limit n ! 1 in equations (1.4), we verify that
u
0
satises the initial equation (1.1) (in the sense of distributions) and passing
to the limit n ! 1 in the uniform estimates of Lemmata 1.1{1.3, we verify that
the solution thus onstruted satises estimates (1.5), (1.6), (1.10) and (1.16). In
partiular, these estimates show that u is a weak solution in the sense of Denition
1.1. Thus, for smooth initial data u
0
the existene of a solution is veried. In
order to relax the smoothness assumption, it remains to reall that the solutions
onstruted satisfy (1.16) with the onstants whih are independent of the initial
data, onsequently, approximating in L
1
(
) the nonsmooth initial data u
0
2 L
1
(
)
by a sequene of the smooth ones u
n
0
, onstruting the assoiated solutions u
n
(t) and
passing to the limit n!1, we obtain a weak solution u(t) for every u
0
2 L
1
(
).
Obviously, this solution will also satisfy all of the estimates of Lemma 1.1.{1.3.
Thus, the existene is veried.
Let us now prove the uniqueness. Indeed, let u
1
(t) and u
2
(t) be two weak
solutions of equation (1.1) and let v(t) := u
1
(t) u
2
(t). Then, this funtion satises
the equation
(1.20) 
t
v = 
x
(l
1
(t)v)  l
2
(t)v
where l
i
(t) are the same as in (1.17). It would be natural (analogously to the proof
of Lemma 1.3) to multiply equation (1.20) by sgn(v) and use the Kato inequality
whih would immediately give estimate (1.16) and nish the proof of the uniqueness,
but, unfortunately, in ontrast to the situation in Lemma 1.3, we do not have now
enough regularity for the expression (
x
(l(t)v); sgn(v)) to have sense. Thus, we
need to proeed in a little more preise way. To this end, we assume, in addition,
that u
i
2 L
1
([0; T ℄ 
) and introdue the following \regularized" version of the
onjugate equation for (1.20):
(1.21)  
t
w = l
1
(t)
x
w + "
x
w; w


t=T
= w
T
; w




= 0:
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whih we will onsider in the spaeW
(1;2);2
([0; T ℄
) (here and below, we denote by
W
(1;2);q
the anisotropi Sobolev spae onsisting of distributions whose t-derivatives
up to order one and x-derivatives up to order two belong to L
q
, see [20℄).
The next Lemma gives the solvability result for that equation.
Lemma 1.4. Let the above assumptions hold. Then, for every w
T
2W
1;2
0
(
) and
every " > 0, equation (1.21) possesses a unique solution w 2 W
(1;2);2
([0; T ℄  
)
and the following estimate holds:
(1.22) kr
x
w(t)k
2
L
2
(
)
+ 2"
Z
T
0
k
x
w(t)k
2
L
2
(
)
 kr
x
w(T )k
2
L
2
(
)
; t 2 [0; T ℄:
Moreover, if in addition, C
1
 w
T
(x)  C
2
, then
(1.23) C
1
 w(t; x)  C
2
; t 2 [0; T ℄:
Proof. Indeed, aording to our assumption, l
i
2 L
1
([0; T ℄
) and, moreover, due
to (1.2), l
1
(t)  0. Therefore, equation (1.21) is non-degenerate. A priori estimate
(1.22) an be obtained by multiplying (1.21) by 
x
w and integrating over [0; T ℄

and the L
2
-estimate for the derivative follows then from (1.22) and equation (1.21).
Thus, the a priori estimate in W
(1;2);2
([0; T ℄ 
) is obtained. The existene of a
solution an be easily veried by e.g. the Galerkin method, see [2℄. Finally, estimate
(1.23) is just a maximum priniple for the linear seond order paraboli equation
(1.21) (Being pedants, we annot apply the lassial maximum priniple diretly
to equation (1.21) sine the funtion l
1
(t; x) is only from L
1
(and not smooth),
but approximating it by the smooth ones, say, in L
2
([0; T ℄
), we may apply the
maximum priniple for the solutions of the assoiated smooth equations and then
pass to the limit in a standard way.) Lemma 1.4 is proved.
We are now ready to nish the proof of the uniqueness for weak solutions of (1.1).
To this end, we multiply equation (1.20) by the solution w(t) of the \onjugate"
equation (1.21) (with some w
T
) and integrate over [Æ; T ℄  
. Then, after the
10
integration by parts, we have
(1.24) (v(T ); w(T ))  (v(0); w(0))+
+ "
Z
T
0
(
x
w(t); v(t)) dt+
Z
T
0
(l
2
(t)v(t); w(t)) dt = 0:
We now approximate the funtion w
0
T
:= sgn(v(T )) in the L
2
(
) metri by w
n
T
2
W
1;2
0
(
) in suh way that  1  w
n
T
 1 and onstrut the appropriate solutions
w
n
(t) of equation (1.21). Then, due to (1.23),  1  w
n
(t; x)  1 and, onsequently,
(1.24) reads
(1.25) (v(T ); w
n
T
) + "
Z
T
0
(
x
w
n
(t); v(t)) dt  kv(0)k
L
1
(
)
+ L
2
Z
T
0
kv(t)k
L
1
(
)
dt
where L
2
= kl
2
(t; x)k
L
1
([0;T ℄
)
. We are now pass to the limit "! 0 (with a xed
n) in the inequality (1.25) using (1.22) and
"
Z
T
0
(
x
w
n
(t); v(t)) dt  "
1=4
("
1=2
k
x
w
n
k
2
L
2
([0;T ℄
)
+ kvk
2
L
2
([0;T ℄
)
):
Then, we have
(1.26) (v(T ); w
n
T
)  kv(0)k
L
1
(
)
+ L
2
Z
T
0
kv(t)k
L
1
(
)
dt:
Finally, passing to the limit n!1 in (1.26), we get
(1.27) kv(T )k
L
1
(
)
 kv(0)k
L
1
(
)
+ L
2
Z
T
0
kv(t)k
L
1
(
)
dt:
Sine T > 0 is arbitrary, then the Gronwall inequality, applied to (1.27) implies
that
kv(t)k
L
1
(
)
 e
L
2
t
kv(0)k
L
1
(
)
:
Thus, we have proved that every weak solution u(t) of (1.1) is unique under the
additional assumption u 2 L
1
([0; T ℄
). Therefore, every suh solution oinides
with the solution obtained by passing to the limit "! 0 in the nondegenerate equa-
tions (1.4). This, implies, in turns, that all suh solutions should satisfy estimate
(1.16).
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Let us now onsider the general ase of two weak solutions u
1
and u
2
whih
do not belong to L
1
([0; T ℄  
). Then, due to the denition of a weak solution,
u
i
2 L
1
([Æ; T ℄ 
) for every Æ > 0 and, onsequently, due to (1.16), we have
(1.28) ku
1
(t)  u
2
(t)k
L
1
(
)
 e
K(t Æ)
ku
1
(Æ)  u
2
(Æ)k
L
1
(
)
:
Passing now to the limit Æ ! 0 in (1.28) and taking into aount that u
i
2
C([0; T ℄; L
1
(
)), we obtain estimate (1.16) for any two weak solutions of (1.1).
Theorem 1.1 is proved.
Remark 1.1. In Theorem 1.1, we have proved, in partiular, that every weak
solution of (1.1) an be approximated by smooth solutions of the nondegenerate
problem (1.4). This allows us in the sequel to use the Kato inequality for deriving
more deliate estimates without taking are about the regularity. Indeed, all that
estimates an be easily justied by this approximating proedure.
We also note that the rather strong dissipativity ondition (whih guarantees, in
partiular, the superlinear growth rate of the nonlinearity g) has been posed only
in order to avoid the tehnialities in proving the L
1
 L
1
smoothing property for
the solutions of (1.1) and an be relaxed to the standard dissipativity ondition:
lim sup
juj!1
g(u)
u
> 0:
We onlude this Setion by formulating the result on the Holder ontinuity of
solutions of degenerate paraboli equations whih is ruial for our study of the
dimension of the attrator.
Theorem 1.2. Let the above assumptions hold and let u be a weak solution of
(1.1). Then, there exists a positive onstant  suh that
(1.29) kuk
C

([t;t+1℄
)
 Q(t
 1
+ khk
L
1
(
)
)
where t > 0 and Q is some monotoni funtion.
In the multidimensional ase n  2 the Holder ontinuity (1.29) is a rather
deliate fat and its proof is based on the proper modiation of the De Giorgi
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tehnique, see [6℄, [8℄ and [17℄. By ontrast, in the one-dimensional ase, it an be
easily derived from standard energy estimates. For the onveniene of the reader,
we give the proof for the 1D ase.
Proof: 1D ase. Indeed, aording to Lemma 1.2 and Theorem 1.1, any weak solu-
tion u satises
(1.30) kf(u)k
L
1
([t;t+1℄;W
1;2
(
))\W
1;2
([t;t+1℄;L
2
(
))
 Q(t
 1
+ khk
L
1
(
)
):
Moreover, by interpolation, see [20℄, we have
(1.31) kvk
C

([t;t+1℄;W
1 2;2
(
))
 C

kvk
L
1
([t;t+1℄;W
1;2
(
))\W
1;2
([t;t+1℄;L
2
(
))
for 0   < 1=2. In 1D-ase, we have the embedding W
1 2;2
(
)  C
1=2 2
(
).
Taking  = 1=6, we nally derive
(1.32) kf(u)k
C
1=6
([t;t+1℄
)
 Q(t
 1
+ khk
L
1
(
)
)
for some monotoni funtion Q. Proposition A.1 together with (1.32) imply (1.29)
with  = 1=(6p). Theorem 1.2 for 1D is proved.
x2 The finite-dimensional ase: global attrators.
In the previous setion we have proved that equation (1.1) generates a uniformly
Lipshitz ontinuous semigroup S(t) on the phase spae  = L
1
(
) via
(2.1) S(t)u
0
= u(t); u
0
2 L
1
(
); t > 0
where u(t) is a unique weak solution of (1.1) (see Theorem 1.1). The present setion
is devoted to study of the long-time behaviour of the trajetories of that semigroup
in terms of nite-dimensional global attrators. The ase where the limit dynamis
is innite-dimensional will be onsidered in Setion 4.
We rst reall that, by denition, the set A   is a global attrator of the
semigroup S(t) if the following onditions are satised:
1) the set A is a ompat subset of the phase spae  = L
1
(
);
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2) it is stritly invariant, i.e. S(t)A = A, for all t  0;
3) it attrats the images of all bounded subsets as time tends to innity, i.e.,
for every bounded subset B   and every neighbourhood O(A) there exists time
T = T (B;O), suh that
(2.2) S(t)B  O(A); for all t  T:
This assumption an be reformulated in the following equivalent form: for every
bounded set B
(2.3) dist(S(t)B;A)! 0 as t!1
where dist(; ) is a non-symmetri Hausdor distane between sets in :
(2.4) dist(X;Y ) = sup
x2X
inf
y2Y
kx  yk

:
The next lemma states the existene of suh an attrator.
Lemma 2.1. Let the assumptions of Setion 1 hold. Then, the semigroup S(t)
assoiated with equation (1.1) possesses a global attrator A in the phase spae
L
1
(
) whih is globally bounded in C

(
) (for some suÆiently small ) and has
the following struture:
(2.5) A = K


t=0
where K is a set of all bounded solutions of (1.1) dened for all t. Moreover, this
set satises
(2.6) kKk
C

(R
)
 Q(khk
L
1
(
)
):
for some monotone funtion Q.
Proof. As usual, in order to verify the existene of a global attrator, one needs to
verify two properties:
1) the maps S(t) : !  are ontinuous for every xed t;
2) the semigroup S(t) possesses a (pre)ompat absorbing set in , see [2℄, [18℄.
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In our ase, the rst property is obvious, sine, due to Lemma 1.3, the semigroup
S(t) is even globally Lipshitz ontinuous in . Moreover, the existene of an
absorbing set, bounded in C

(
), is an immediate orollary of Theorem 1.2. Thus,
due to the abstrat theorem on the attrator's existene, this semigroup possesses
a global attrator A, bounded in C

(
). Formula (2.5) is also a orollary of that
theorem and (2.6) follows from Theorem 1.2. Lemma 2.1 is proved.
For the further investigation of the onstruted global attrator we reall the
denition of the so-alled Kolmogorov "-entropy, see [19℄ for the details.
Denition 2.1. Let K be a (pre)ompat set in a metri spaeM . Then, for every
" > 0, K an be overed by the nite number of "-balls in M . Let N
"
(K;M) be
the minimal number of suh balls. Then, by denition, the Kolmogorov "-entropy
of K is a binary logarithm of that number:
(2.7) H
"
(K;M) := log
2
N
"
(K;M):
The fratal dimension dim
f
(K) of the set K an be expressed in terms of this
entropy via
(2.8) dim
f
(K;M) :=
H
"
(K;M)
log
2
1="
:
We also reall that the Kolmogorov entropy is nite for every ompat set K and
every " > 0 and the fratal dimension an be innite (if the spae M is innite-
dimensional).
The next theorem whih establishes the nite-dimensionality of the global at-
trator under the additional assumption that equation (1.1) is asymptotially stable
near u = 0 an be onsidered as the main result of the setion.
Theorem 2.1. Let the assumptions of Setion 1 hold and let, in addition,
(2.9) g
0
(0) > 0:
Then the fratal dimension of A in C(
) is nite:
(2.10) dim
f
(A; C(
)) <1:
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Proof. As usual, see [5℄,[12-13℄,[23℄ in order to prove the nite-dimensionality of
the attrator, we need to onsider an arbitrary nite "-net V
"
in A in the metri
of L
1
(
) (with a suÆiently small positive ") and to onstrut, using this net, a
"-net V
"
(with  < 1) in A satisfying
(2.11) #V
"
 L#V
"
where the onstants  and L are independent of " and of the initial overing V
"
(here and below #S means the number of elements of the nite set S). Then,
iterating this proedure we an prove the nite dimensionality of the attrator.
Let V
"
= fu
i
0
g
N
"
i=1
, V
"
 A be an arbitrary "-net in A (with N
"
= #V
"
). Then, in
order to onstrut the required "-net, it is suÆient to onstrut, for every u
0
2 A,
the "-net V
"
(u
0
) in the the image S(T )(B("; u
0
; L
1
)\A)) (for some positive T ) of
the "-ball entered at u
0
interseted with the attrator (here and below we denote
by B(R; x;X) an R-ball in the spae X entered at x 2 X) satisfying
(2.12) #V
"
(u
0
)  L:
Then, obviously, the set V
"
:= [
u
0
2V
"
V
"
(u
0
) gives a "-net in S(T )A satisfying
(2.11). Finally, sine S(T )A = A, the required "-net in A would be onstruted.
Thus, we only need to onstrut the "-net in the set S(T )(B("; u
0
; L
1
(
))\A)
for all suÆiently small ", u
0
2 A and some T > 0 satisfying (2.12) with the
onstant L independent on " and u
0
. So, let u
0
2 A and " 1 be xed.
Let us introdue, for every  > 0, the following sets:
(2.13)
L() = L(; u
0
) := fx 2 
; ju
0
(x)j > g;
S() = S(; u
0
) := fx 2 
; ju
0
(x)j < g:
Then, obviously, S(
1
)  S(
2
) and L(
2
)  L(
1
) if 
1
 
2
. Moreover, sine
u
0
2 C

(
) and ku
0
k
C

M , then these sets are open,
S() = L() = fx 2 
; u
0
(x) = g; 
 = S() [ L() [ L()
and, for every Æ > 0,
(2.14) d[S( + Æ); S()℄  C
Æ
16
where the onstant C
Æ
depends only on Æ,  and M and is independent on  and on
the onrete hoie of u
0
2 A. Here and below we denote by d(X;Y ) the standard
metri distane between sets in R
n
:
d[X;Y ℄ := inf
x2X
inf
y2Y
kx  yk:
Let us x now  > 0 and  > 0 in suh way that
(2.15) g
0
(u) > 3 > 0; 8juj < 5
(this is possible by assumption (2.9)) and the ut-o funtion  2 C
1
(R
n
),   0
suh that:
(2.16) (x) =
(
1; x 2 S(4);
0; x 2 L(5):
Due to (2.14), and Proposition A.2 this ut-o funtion  an be hosen in suh a
way that
(2.17) kk
C
k
(
)
 C
k
where the onstants C
k
depend only on M ,  and k and are independent of u
0
.
We reall that the trajetory u(t) := S
t
u
0
belongs to C

with respet to t and
x, onsequently, there exists time T > 0 (also depending only on M ,  and ) suh
that
(2.18)
g
0
(u(t; x)) > 2; x 2 S(5); t 2 [0; T ℄;
ju(t; x)j > =2; x 2 L(); t 2 [0; T ℄:
On the other hand, due to the interpolation inequality
(2.19) kwk
C(
)
 Ckwk

L
1
(
)
kwk
1 
C

(
)
(for some 0 <  < 1) and the Holder ontinuity, we obtain that
(2.20) jv(t; x)  u(t; x)j  C
1
"

; x 2 
; t 2 [0; T ℄
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for every solution v(t) suh that v(0) 2 A \ B("; u
0
; L
1
). Thus, assuming that " is
small enough ("  "
0
 1 where "
0
> 0 is independent of u
0
2 A), we may improve
(2.18) in the following way:
(2.21)
g
0
(v(t; x)) > ; x 2 S(5); t 2 [0; T ℄;
jv(t; x)j > =4; x 2 L(); t 2 [0; T ℄
uniformly with respet to v
0
2 A \ B("; u
0
; L
1
).
In order to onstrut the required "-net in S(T )(A \ B("; u
0
; L
1
)), we need to
derive some smoothing property for dierenes of solutions. To this end, we onsider
the dierene w(t) := u
1
(t)  u
2
(t) of two solutions satisfying u
i
(0) 2 B("; u
0
; L
1
).
Then the funtion w(t) solves the following equation:
(2.22) 
t
w(t) = 
x
(l
1
(t)w)  l
2
(t)w; w


t=0
= u
1
(0)  u
2
(0); t 2 [0; T ℄
where l
i
(t) are the same as in (1.17).
Let us rst onsider the ase of domains L() where the equation (1.1) is, in a
sense, nondegenerate. To this end, we need the following lemma whih is similar to
the lassial interior regularity estimates for the linear paraboli equation (2.22).
Lemma 2.2. Let u
0
2 A be arbitrary, the sets L(; u
0
) be dened via (2.13).
Assume also that u
1
(t) and u
2
(t) are two solutions of (1.1) suh that u
i
(0) 2 A \
B("; u
0
; L
1
(
)). Then, the following estimate holds for every t
0
2 (0; T ):
(2.23) ku
1
  u
2
k
C

([t
0
;T ℄L(3))
 C
t
0
ku
1
(0)  u
2
(0)k
L
1
(
)
where the onstant C
t
0
depends on t
0
and is independent of ", u
0
, u
1
and u
2
.
Proof. We rst prove that, for every r > 2, the funtions u
1
and u
2
satisfy the
following estimate:
(2.24) ku
i
k
W
(1;2);r
([t
0
=2;T ℄L(2))
 C
r
; i = 1; 2
where the onstant C
r
depends on r, but is independent of the onrete hoie of
u
0
, " and of the trajetories u
1
and u
2
(starting from A \ B("; u
0
; L
1
)). Indeed,
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let us verify it for u = u
1
(for u = u
2
it an be veried analogously). To this end,
we introdue a new dependent variable v(t; x) := f(u(t; x)). Then, sine f(u) is
nondegenerate if juj >  > 0, one an easily verify that the funtion v solves the
following equation:
(2.25) 
t
v = a
x
v + h
u
; (t; x) 2 [0; T ℄ L()
where a(t; x) := f
0
(u(t; x)) and h
u
(t; x) := f
0
(u(t; x))[h(x)  g(u(t; x))℄. Moreover,
due to (2.6), the oeÆient a is uniformly (with respet to u 2 K) Holder ontinuous
and the funtion h
u
is uniformly bounded in L
1
. Furthermore, due to the seond
inequality of (2.21) and assumption (1.2), we have
a(t; x)  C
1
; (t; x) 2 [0; T ℄ L()
where the onstant C
1
is also independent of the hoie of u
0
and u. Thus, we
an apply the standard L
r
-interior regularity estimate for the solution of the linear
nondegenerate equation (2.25), see Proposition A.4 and Corollary A.1. Due to
(2.14) with Æ = , this estimate implies
kvk
W
(1;2);r
([t
0
=2;T ℄L(2))
 C
r
(khk
L
r
([0;T ℄L())
+ kvk
L
1
([0;T ℄L())
)  C
0
r
:
Returning bak to the variable u = f
 1
(v) and using that f 2 C
2
(and nondegen-
erate outside of zero), we dedue estimate (2.24).
We now return to equation (2.22) whih will be now onsidered in the domain
[t
0
=2; T ℄L(2). To this end, we rst need to study the regularity of the oeÆient
l
1
(t). Indeed, sine f 2 C
2
and estimate (2.6) holds, then
(2.26) kl
1
k
C

([0;T ℄
)
 C
where the onstant C is independent of u
1
and u
2
. Moreover, due to (2.24), we
have
(2.27) k
t
l
1
k
L
r
([t
0
=2;T ℄L(2))
 C
2
X
i=1
k
t
u
i
k
L
r
([t
0
=2;T ℄L(2))
 C
00
r
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and, nally, due to the seond inequality of (2.21), we also have
(2.28) l
1
(t; x)   > 0; (t; x) 2 [t
0
=2; T ℄ L(2)
where the onstants C, C
00
r
and  are independent of the onrete hoie of u
0
, u
1
and u
2
.
Let us introdue a new dependent variable Z(t) := l
1
(t)w(t). Then, this funtion
solves
(2.29) 
t
Z = a(t; x)
x
Z + l(t; x)Z; (t; x) 2 [t
0
=2; T ℄ L(2)
where a(t; x) := l
1
(t; x) and l(t; x) := l
2
(t; x)  

t
l
1
(t;x)
l
1
(t;x)
. Furthermore, estimates
(2.26){(2.28) (together with the obvious fat that l
2
is uniformly bounded in the
L
1
-norm) allows us to apply the L
q
-interior regularity estimate for equation (2.29)
whih gives, see Proposition A.4 and Corollary A.1,
(2.30) kZk
W
(1;2);q
([t
0
;T ℄L(3))
 C
q
kZk
L
1
([t
0
=2;T ℄L(2)
 C
0
q
kwk
L
1
([0;T ℄
)
:
Fixing now q large enough to have the embedding W
(1;2);q
 C

, returning to the
initial variable w and using (2.26), we have
(2.31) kwk
C

([t
0
;T ℄L(3))
 Ckwk
L
1
([0;T ℄
)
:
Estimating the right-hand side of (2.31) using (1.16), we dedue (2.23) and nish
the proof of Lemma 2.2.
Let us onsider now equation (2.22) on the set S(4) where, due to the rst
ondition of (2.21), we have, in a sense, the ontration property for the dierenes
of solutions. Indeed, let us multiply equation (2.22) by
(2.32) (x) sgn(w(t; x)) = (x) sgn((x)l
1
(t; x)w(t; x))
(where  is dened by (2.16)) and use the equation
(2.33) 
x
[l
1
(t)w℄ = 
x
((x)l
1
(t)w)  2r
x
:r
x
(l
1
(t)w) 
x
l
1
(t)w:
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Integrating then over x 2 
 and using the Kato inequality, we derive that
(2.34) 
t
(; jwj)  (
x
; l
1
(t)jwj)  (g(u
1
)  g(u
2
);  sgn(u
1
  u
2
)):
Taking into aount the rst inequality of (2.21) and the fat that 
x
(x) = 0 for
x 2 S(4), we dedue from (2.34) that
(2.35) 
t
(; jw(t)j) + (; jw(t)j)  Ckw(t)k
L
1
(L(4))
and onsequently, due to the Gronwall inequality and estimate (1.16), we infer
(2.36) ku
1
(T )  u
2
(T )k
L
1
(S(4))
 e
Kt
0
 (T t
0
)
ku
1
(0)  u
2
(0)k
L
1
(
)
+
+ C
t
0
ku
1
  u
2
k
L
1
([t
0
;T ℄L(4))
where t
0
is an arbitrary time in the interval (0; T ).
Let us now x t
0
in suh way that
e
Kt
0
 (T t
0
)
< 1  Æ < 1:
In this ase (2.29) really gives a ontration in S(4). Moreover, using that
kwk
L
1
(
)
 kwk
L
1
(S(4))
+ kwk
L
1
(L(7=2))
and that kw(T )k
L
1
(L(7=2))
 Ckwk
C([t
0
;T ℄L(7=2))
, we derive from (2.23) and
(2.36) the following basi inequalities:
(2.37)
8
>
>
<
>
>
:
ku
1
  u
2
k
C

([t
0
;T ℄L(3))
 Pku
1
(0)  u
2
(0)k
L
1
(
)
;
ku
1
(T )  u
2
(T )k
L
1
(
)
 (1  Æ)ku
1
(0)  u
2
(0)k
L
1
(
)
+
+Pku
1
  u
2
k
C([t
0
;T ℄L(7=2))
whih is valid for all solutions u
i
suh that u
i
(0) 2 B("; u
0
; L
1
) \ A where the
onstants T > 0, Æ > 0 and P are independent of the onrete hoie of "  "
0
and
u
0
2 A.
Our next observation is the fat that the embedding C

([t
0
; T ℄  L(3; u
0
)) 
C([t
0
; T ℄  L(7=2; u
0
)) is ompat. Moreover, sine L(7=2; u
0
)  L(3; u
0
) and
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d[L(3; u
0
); L(7=2; u
0
)℄  C

with the onstant C

independent of u
0
2 A, then
this embedding is uniformly (with respet to u
0
2 A) ompat. This means that
there exists a monotone dereasing funtion M (Æ) suh that
(2.38) H
Æ
(B(1; 0; C

([t
0
; T ℄ L(3; u
0
))); C([t
0
; T ℄ L(7=2; u
0
)))  M (Æ)
uniformly with respet to u
0
2 A and Æ > 0, see Proposition A.5.
We are now ready to onstrut the required "-net in the set S(T )(B("; u
0
; L
1
)\
A). To this end, we x a minimal Æ"=(4P )-net V in the ball B(P; u; C

([t
0
; T ℄ 
L(3))), where u(t) := S(t)u
0
, endowed with the metri of C([t
0
; T ℄  L(7=2)).
Then, due to (2.38), the number of points in that net an be estimated via
(2.39) #V = N
"Æ=(4P )
(B(P"; u; C

([t
0
; T ℄ L(3)); C([t
0
; T ℄ L(7=2))) =
= N
Æ=(4P
2
)
(B(1; 0; C

([t
0
; T ℄ L(3)); C([t
0
; T ℄ L(7=2)))  e
M (Æ=(4P
2
))
:= L
where L is independent of u
0
. Moreover, sine we only need to ontrol the traje-
tories v(t) starting from A\B("; u
0
; L
1
) (all these trajetories are ontained in the
ball B(P"; u; C

([t
0
; T ℄L(3)) due to the rst estimate of (2.37)), then inreasing
the radii of the balls by a fator of two, we may onstrut the Æ"=(2P )-net

V =
fu
1
;    ; u
N
g in the set of these trajetories (in the metri of C([t
0
; T ℄L(7=2)))
suh that the funtions fu
1
;    ; u
L
g are also the trajetories of (1.1) started from
A \B("; u
0
; L
1
) and #

V  L. We laim that the set
(2.40) V
"
(u
0
) :=

V


t=T
is the required "-net in S(T )(B("; u
0
; L
1
) \ A) with  = 1  Æ=2 < 1. Indeed, let
v(t) be an arbitrary trajetory starting from the B("; u
0
; L
1
)\A. Then, due to our
onstrution of the net

V , there exists a solution u
i
2

V satisfying
(2.41) ku
i
  vk
C([t
0
;T ℄L(7=2)))
 Æ"=(2P ):
Inserting this estimate into seond estimate of (2.37) and using that ku
i
(0)  
v(0)k
L
1
(
)
 ", we infer
ku
i
(T )  v(T )k
L
1
(
)
 (1  Æ)"+ Æ"=2 = (1  Æ=2)":
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Thus, (2.40) is indeed the required "-net in S(T )(B("; u
0
; L
1
)\A). Sine an "-ball
of the attrator has been hosen arbitrarily, then the reurrent formula (2.11) is
veried for "  "
0
.
We are now ready to nish the proof of the theorem. Indeed, sine the attrator
A is ompat in L
1
(
), then
(2.42) H
"
0
(A; L
1
(
))  C
"
0
<1:
Moreover, starting from that "
0
-net and using the reurrent proedure desribed
above, we prove that
(2.43) H

m
"
0
(A; L
1
(
))  C
"
0
+m log
2
L
for all m 2 N . Together with (2.8) this estimate gives
(2.44) dim
f
(A; L
1
(
)) 
log
2
L
log
2
1=
<1:
The nite-dimensionality in C(
) is now an immediate orollary of Holder onti-
nuity (2.6) and the interpolation inequality (2.19). Theorem 2.1 is proved.
x3 The finite dimensional ase: exponential attrators.
In the previous setion, we have proved the existene of a nite dimensional
global attrator A for problem (1.1). However, aording to the denition of A, we
know only that dist(S(T )B;A) tends to zero as t!1 (for every bounded subset
B) and do not have any information on the rate of onvergene in (2.3). Moreover,
this rate of onvergene an be arbitrarily slow and, to the best of our knowledge,
there is no way to ontrol this rate of onvergene in a more or less general situation
(e.g., to express it in terms of physial parameters of the system onsidered). This
leads to essential diÆulties in numerial simulations of global attrators and even
makes them, in a sense, unobservable.
In order to overome this diÆulty, the onept of the so-alled exponential
attrator has been suggested in [15℄. By denition, a set M  is an exponential
attrator of the semigroup S(t) if the following onditions are satised:
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1) the set M is ompat in  = L
1
(
);
2) it is semi-invariant, i.e. S(t)MM;
3) it attrats exponentially the images of all bounded sets, i.e., for every B  
bounded,
(3.1) dist(S(t)B;M)  Q(kBk

)e
 t
where the positive onstant  and the monotoni funtion Q are independent of B;
4) it has nite fratal dimension in :
(3.2) dim
f
(M;)  C <1:
We reall that in ontrast to global attrators, an exponential attrator is not
unique and, onsequently, the partiular hoie of the exponential attrator is, in
a sense, artiial (of ourse, it is natural to nd \the simplest" onstrution of
an exponential attrator). An essential advantage of exponential attrators (in
omparison with global ones) is, however, the fat that the funtion Q and the
onstant  an be usually expliitly found in terms of physial parameters of the
equation onsidered. Moreover, the exponential attrators are muh more robust
with respet to perturbations, in partiular, upper and lower semiontinuos and
even Holder ontinuous in the symmetri Hausdor distane, see [12-15℄, [21℄ and
the referenes therein.
In the present setion, we onstrut the exponential attrator for the porous
media equation (1.1). The main result of the setion is formulated in the following
theorem.
Theorem 3.1. Let the assumptions of Theorem 2.1 hold. Then, the semigroup
(2.1) generated in  = L
1
(
) by equation (1.1) possesses an exponential attrator
M in the sense of the above denition. Moreover, this attrator is bounded in
C

(
), for some  > 0.
Proof. Let us introdue the set
(3.3) C :=

[
t1
S(t)

C

(
)
24
where [℄
V
is a losure in the spae V . Then, due to Theorem 1.2, we have
(3.4) kCk
C

(
)
M
and, due to the onstrution of C, we have also
(3.5) S(t)C  C; t  0:
Thus, instead of onstruting an exponential attrator for S(t) on the whole phase
spae , it is suÆient to onstrut it only for the restrition of that semigroup on a
ompat invariant subset C. To this end, we will use the algorithm of onstruting
"-nets, developed in the proof of Theorem 2.1. To be more preise, let V
"
0
 C be
an "
0
-net in the set C with suÆiently small "
0
. Then, arguing exatly as in the
proof of Theorem 2.1, we an nd positive numbers T , L and  < 1 suh that, for
every u
0
2 C, the set S(T )(B("
0
; u
0
; L
1
) \ C) possesses a "
0
-net with L-points.
Thus, starting from the "
0
-net V
"
0
of C, we onstrut the "
0
-net V
"
0
 S(T )C of
the set S(T )C suh that
#V
"
0
 L#V
"
0
:
Iterating this proedure, we onstrut then, for every n 2 N , 
n
"
0
-nets V

n
"
0

S(nT )C in the set S(nT )C whih satisfy
(3.6) #V

n
"
0
 L
n
#V
"
0
:
These 
n
"
0
-nets in S(nT )C allow us to onstrut in a standard way the exponential
attratorM
d
for the disrete dynamial system, generated by the map S = S(T ) :
C ! C. This exponential attrator an be dened via the following expression:
(3.7) M
d
:=

[
1
n=0
[
1
m=0
S(m)V

n
"
0

L
1
(
)
:
Indeed, the semi-invariantness and exponential attration property are obvious
sine
(3.8) dist(S(nT )C; V

n
"
0
)  
n
"
0
; n 2 N ;  < 1:
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The nitness of the fratal dimension ofM
d
an be easily veried using (3.6), (3.8)
and the fat that V

n
"
0
 S(nT )C, see [12℄ for details. Thus, sine M
d
is losed,
it is indeed an exponential attrator for the map S = S(T ) : C ! C. As usual, the
required exponential attratorM for the semigroup S(t) with ontinuous time an
be dened via
(3.9) M = [
t2[T;2T ℄
S(t)M
d
:
Indeed, the semi-invariantness and exponential attration property follow immedi-
ately from the analogous properties of the disrete attratorM
d
and the niteness
of a fratal dimension in L
1
(
) an be easily veried using that the dimension of
M
d
is nite and that the map S(t) is uniformly Holder ontinuous on M
d
, see
[12-15℄ for the details. Thus, M is indeed the required exponential attrator and
Theorem 3.1 is proved.
Remark 3.1. There exists a rather important exeptional lass of dynamial sys-
tems whose global attrators are simultaneously the exponential ones. These are
the so-alled regular attrators whih appear in smooth dynamial systems with the
global Lyapunov funtion under the additional assumption that all of the equilibria
are hyperboli, see [2℄. In our ase of the porous media equation (1.1), we obviously
have the global Lyapunov funtion. Indeed, arguing as in Lemma 1.2, we an easily
verify that the funtional
(3.10) G(u) :=
Z
x2

1
2
jr
x
f(u(x))j
2
+ F
0;g
(u(x))  h(x)F
0
(u(x)) dx
where F
0;g
and F
0
are the same as in Lemma 1.2, satises
(3.11) G(u(t))  G(u(0)) =  
Z
T
0
Z
x2

f
0
(u(t; x))j
t
u(t; x)j
2
dx dt
and, onsequently, gives a global Lyapunov funtion for (1.1).
Nevertheless, the regular attrator's theory seems to be not appliable here, sine
equation (1.1) is degenerate and we annot obtain the dierentiability of semigroup
S(t) with respet to the initial data and the hyperboliity of the equilibria.
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Remark 3.2. As we have already mentioned, the appropriate smoothing prop-
erties for dierenes of solutions play a ruial role in the modern theory of ex-
ponential attrators, see [12-15℄, [21℄. The simplest abstrat version (whih gives
existene of an exponential attrator for the map S) of suh a smoothing property
is the following one:
(3.12) kSu
1
  Su
2
k
H
1
 Kku
1
  u
2
k
H
where the onstant K is independent of u
i
belonging to a bounded invariant subset
and H
1
and H are two Banah spaes suh that H
1
is ompatly embedded in H,
see [13℄.
Our proof of the existene of an exponential attrator an also be embedded in
an abstrat sheme, but, in ontrast to (3.12), in our situation, the spaes H
1
and
H should depend on u
1
and u
0
.
To be more preise, let S be an abstrat map ating on some Banah spae X
and let C be a ompat subset of X suh that
(3.13) SC  C:
Let us assume also that, for every u
0
2 C and for every "  "
0
, there exist a pair of
Banah spaes H
1
(u
0
; ") and H(u
0
; ") suh that H
1
is ompatly embedded in H
and this embedding is uniformly (with respet to " and u
0
) ompat in the sense of
Kolmogorov's "-entropy, ompare with (2.38) and a map T
u
0
;"
: B("; u
0
; X) \ C !
H
1
(u
0
; ") suh that, for every u
1
; u
2
2 B("; u
0
; X) \ C
(3.14)
(
kT
u
0
;"
u
1
  T
u
0
;"
u
2
k
H
1
 Pku
1
  u
2
k
X
;
kSu
1
  Su
2
k
X
 (1  Æ)ku
1
  u
2
k
X
+ PkT
u
0
;"
u
1
  T
u
0
;"
u
2
k
H
;
ompare with (2.37). Then, arguing exatly as in the proof of Theorems 2.1 and
3.1, we an verify the existene of an exponential attrator for the abstrat map S.
Remark 3.3. It would be very interesting to develop the perturbation theory
for the exponential attrator M of degenerate porous media equation (1.1). In
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partiular, it would be interesting to onstrut exponential attrators M
"
for the
non-degenerate approximations (1.4) in suh way that
(3.15) dist
symm
(M
"
;M
0
)  C"

;
for some positive onstants C and . We shall return to that problem elsewhere.
x4 The global attrator: the ase of infinite dimension.
We now show that the attrator A an be innite-dimensional if ondition (2.9)
is violated. To be more preise, we onsider the following equation of the form
(1.1):
(4.1) 
t
u = 
x
(ujuj
p 1
) + u  g(u); u




= 0
where p > 1 and the funtion g vanishes near zero and satises assumption (1.3)
at innity. As we will show below the assoiated attrator has innite dimension.
That is why we will study below its Kolmogorov "-entropy. The following theorem
whih gives a natural lower bound for the entropy of the attrator an be onsidered
to be the main result of this setion.
Theorem 4.1. Let the above assumptions hold. Then the global attrator A as-
soiated with equation (4.1) is innite-dimensional and its "-entropy possesses the
following estimate:
(4.2) H
"
(A; L
1
)  C

1
"

n(p 1)=2
;
for some positive onstant C independent of ".
Proof. In order to prove the theorem, we will study as usual the so-alled unstable
set M
+
(0) of the equilibrium u  0 of equation (4.1). By denition,
(4.3) M
+
(0) = fu
0
2 L
1
(
); 9u 2 K; lim
t! 1
ku(t)k
L
1
= 0; u(0) = u
0
g:
Obviously M
+
(0)  A. On the other hand, sine the nonlinearity g vanishes at
the origin, it is suÆient to onsider only the bakward solutions of the following
\linearized" problem:
(4.4) 
t
u = 
x
(ujuj
p 1
) + u; u(0) = u
0
; t  0
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tending to zero as t !  1 (all suh solutions belonging to the suÆiently small
ball in L
1
will satisfy also equation (4.1)). In order to solve equation (4.4), we
hange to the unknown v(t) := e
 t
u(t). Then we arrive at
(4.5) 
t
v = e
(p 1)t

x
(vjvj
p 1
); v(0) = u
0
; t 2 ( 1; 0):
Finally, making one more variable hange s := e
(p 1)t
, we obtain
(4.6) 
s
~v = (p  1)
x
(~vj~vj
p 1
); ~v(1) = u
0
; s 2 (0; 1℄:
Let S
t
: L
1
(
)! L
1
(
) be the solution operator of the following problem:
(4.7) 
t
w = (p  1)
x
(wjwj
p 1
); w


t=0
= w
0
; t  0:
Then, we have shown that the unstable set M
+
(0) ontains the image of a suÆ-
iently small ball B(r
0
) := B(r
0
; 0; L
1
):
(4.8) S
1
B(r
0
) M
+
(0)  A:
Thus, it is suÆient to estimate the "-entropy of the set S
1
B(r
0
). To this end, we
reall that in ontrast to the nondegenerate ase, equation (4.7) possesses spatially
loalized solutions, i.e. there exists a nonzero solutionW (t; x)  0 of equation (4.7)
suh that W (0) 2 B(r
0
) and
(4.9) suppW (s; )  K  
;
for all s 2 [0; 1℄. For simpliity, we assume that kW (1)k
L
1
= 1. On the one hand,
if W (s; x) solves (4.7) then the saled funtion
(4.10) W
"
(s; x) := "W (s; "
(1 p)=2
x)
also solves (4.7) for every " 6= 0 and
(4.11) suppW
"
(s; x)  K
"
:= "
(p 1)=2
K:
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Therefore, for every suÆiently small ", there exists a nite set R
"
:= fx
i
g  

suh that
(4.12)
1) (x+K
"
) \ (y +K
"
) = ?; 8x; y 2 R
"
; x 6= y;
2) #R
"
 C

1
"

n(p 1)=2
;
3) x+K
"
 
; 8x 2 R
"
:
Consequently, for every m 2 f0; 1g
R
"
the funtion
(4.13) W
m;"
(s; x) :=
#R
"
X
i=1
m
i
W
"
(s; x  x
i
)
solves (4.7) in 
. On the other hand, obviously we have
(4.14) kW
m
1
;"
(1; ) W
m
2
;"
(1; )k
L
1
 "
for m
1
6= m
2
. Sine we have 2
#R
"
dierent funtions of that form, then
(4.15) H
"
(A; L
1
)  H
"
(S
1
B(r
0
); L
1
)  #R
"
 C

1
"

n(p 1)=2
:
Theorem 4.1 is proved
Remark 4.1. It is worth realling the usual method of obtaining lower bounds for
the attrator dimension based on unstable manifolds theory. Namely, if we are able
to nd a (hyperboli) equilibrium with large/innite instability index then, due to
this theory, the attrator ontains a manifold of large/innite dimension (whih
is equal to the instability index, see [2℄). But this method is not appliable for
degenerate equations sine the assoiated semigroups are usually not dierentiable.
Indeed, under the assumptions of Theorem 4.1 the formal linearization near the
zero equilibrium reads

t
w = w
whih, of ourse, has innite instability index. But, in ontrast to the nondegen-
erate ase the bakward solutions of that equation are not assoiated with the
bakward solutions of the whole nonlinear equation (due to the lak of regularity)
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and, onsequently, do not give the innite-dimensionality of the assoiated unstable
set. That is the reason why we needed to develop above the alternative method
based on the existene of a loalized solution and saling tehnique whih is losely
related with the degenerate nature of the problem onsidered.
Remark 4.2. It is also worth noting that, for nondegenerate paraboli equations,
the asymptotis for the image of a ball under the evolution operator is usually
logarithmi:
C
 1

log
2
1
"

1+n=2
 H
"
(S
1
B(r
0
);)  C

log
2
1
"

1+n=2
where n is the spae dimension, see [28℄. The proof of Theorem 4.1 shows that the
degeneray hanges drastially type of these asymptotis.
The next orollary gives the lower bounds for the "-entropy in the initial phase
spae L
1
(
).
Corollary 4.1. Let the assumptions of Theorem 4.1 hold. Then, the Kolmogorov
"-entropy of the attrator A in L
1
(
) possesses the following estimate:
(4.16) H
"
(A; L
1
(
))  C

1
"

n(p 1)
2+n(p 1)
where the onstant C is independent of ".
Proof. Indeed, aording to (4.10),
(4.17) kW
"
(1; x)k
L
1
(
)
= C"
1+n(p 1)=2
and, onsequently, instead of (4.14), we now have
(4.18) kW
m
1
;"
(1; ) W
m
2
;"
(1; )k
L
1
 C"
1+n(p 1)=2
:
Therefore, the distane between any two funtions of the form (4.13) is not less than
C"
1+n(p 1)=2
. Sine we have 2
#R
"
of suh funtions, estimate (4.16) is veried and
Corollary 4.1 is proved.
We note that, in ontrast to the lower bounds for the entropy in L
1
-metri
given in Theorem 4.1, estimate (4.16) seems to be very rough (in partiular, the
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exponent in the right-hand side of it remains bounded as p ! 1 or n ! 1).
Nevertheless, it allows us to establish the innite-dimensionality of global attrators
for an essentially more general lass of porous media equations. We illustrate this
on the following example of the degenerate Chafee-Infante equation:
(4.19) 
t
u = 
x
(u
3
) + u  u
3
; u




= 0:
Corollary 4.2. Let A be the attrator of equation (4.19). Then, its Kolmogorov
"-entropy satises:
(4.20) H
"
(A; L
1
(
))  C
(
"
 1=2
; n = 1;
"
 2=(n+1)
; n  2;
for some C > 0 independent of ".
Proof. Indeed, analogously to the proof of Theorem 4.1, replaing the dependent
variable u(t) = e
t
v(t) in equation (4.19) and saling time s = e
2t
, we arrive at
(4.21) 
s
v = 2
x
(v
3
)  v
3
; s 2 [0; 1℄:
Let now W
"
(s; x) := "W (s; "
 1
x), " 1 be the solutions of equation
(4.22) 
s
w = 2
x
(w
3
)
onstruted in the proof of Theorem 4.1 and dene, for every m 2 f0; 1g
R
"
, the
funtions W
m;"
(s; x) via (4.13). We also reall that the L
1
-norm of every solution
of (4.22) with ompat support is preserved, onsequently,
(4.23) kW
m;"
(s; )k
L
1
(
)
= C"
1+n
jmj
where jmj =
P
m
i
. Let us now dene the assoiated solutions

W
m;"
(s; x) of (4.21)
with

W
m;"
(0; x) = W
m;"
(0; x). Then, the dierene Z(s) =

W
m;"
(s)   W
m;"
(s)
satises
(4.24) 
s
Z = 2
x
(

W
3
m;"
 W
3
m;"
)  (

W
3
m;"
 W
3
m;"
) W
3
m;"
:
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Multiplying (4.24) by sgnZ integrating and using the Kato inequality together with
(4.23), we obtain
(4.25) k

W
m;"
(1; ) W
m;"
(1; )k
L
1
(
)

Z
1
0
(W
m;"
(s))
3
ds  C"
3+n
jmj:
Thus, due to (4.18) with p = 3,
(4.26) k

W
m
1
;"
(1) 

W
m
2
;"
(1)k
L
1
(
)
 kW
m
1
;"
(1) W
m
2
;"
(1)k
L
1
(
)
 
  C"
3+n
(jm
1
j+ jm
2
j)  C"
1+n
(1  "
2
(jm
1
j+ jm
2
j))
and, onsequently, the funtions

W
m
i
;"
are "
1+n
=(2C)-separated if
(4.27) jm
i
j  1=4"
 2
:
We reall that #R
"
 "
 n
. Then, for n = 1, (4.27) is automatially satised for
small " and so, the number N of 1=2C"
2
separated funtions is equal to 2
#R
"

2
C"
 1
. In the ase of n  2 this number N , obviously satises N  2
1=4"
 2
. These
estimates immediately imply (4.20). This nishes the proof of Corollary 4.2.
To onlude, we disuss also the upper bounds for the Kolmogorov's "-entropy of
the attrators of porous media equations of the form of (4.1). To this end, we reall
that the polynomial asymptotis of the Kolmogorov entropy (like "
 k
) are typial
for the embeddings of Sobolev spaes, and, onsequently, the upper bounds of the
entropy in the same form an be obtained by studying the maximal smoothness of
the attrator. In partiular, Theorem 1.2 together with the standard asymptotis
for the Kolmogorov entropy of the embedding C

 C, see [19℄, gives
(4.28) H
"
(A; L
1
)  C

1
"

n=
:
In partiular, for n = 1 under the assumptions of Theorem 4.1, we have
(4.29) C
 1

1
"

(p 1)=2
 H
"
(A; L
1
)  C

1
"

6p
:
In turns, estimate (4.2) (and the saling method, introdued in Theorem 4.1) give
the natural upper bounds for the smoothness of the attrator.
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Corollary 4.3. The Holder onstant  in (1.29) satises   2=(p 1). Moreover,
if the inequality
(4.30) ku
0
k
W
1;1
(
)
 C
holds uniformly with respet u
0
belonging to the attrator A of (4.1) then, neessar-
ily, p  3.
Proof. Indeed, analogously to the proof of Theorem 4.1, all funtions W
"
(1; x) =
"W (1; "
(1 p)=2
x) belong to the attrator. On the other hand,
(4.31) kW
"
(1)k
C

(
)
= "
1 (p 1)=2
kW (1)k
C

(
)
:
Sine the left-hand side of (4.31) should be bounded as " ! 0, then, neessarily,
  2=(p  1).
Analogously,
(4.32) kW
"
(1)k
W
1;1
(
)
= "
(3 p)=2
"
n(p 1)=2
kW (1)k
W
1;1
(
)
:
Let us now onsider the funtion W
~
1;"
(1; x) assoiated with (4.13) with all m
i
= 1.
Then, sine #R
"
 "
n(1 p)=2
, (4.32) implies that
kW
~
1;"
(1)k
W
1;1
(
)
= C"
(3 p)=2
kW (1)k
W
1;1
(
)
:
Thus, (4.30) implies indeed that p  3 and Corollary 4.3 is proved.
Appendix. Some tehnialities.
In this onluding setion, we give, for the onveniene of the reader, a more
detailed exposition of several known tehnial issues used above. We start with the
smoothness relations between u and f(u).
Proposition A.1. Let the funtion f 2 C
2
(R;R) satisfy (1.2). Then, for every
s 2 (0; 1) and 1 < q  1, we have
(A.1) kuk
W
s=p;pq
(
)
 C
p
kf(u)k
1=p
W
s;q
(
)
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where the onstant C
p
is independent of u.
Proof. Indeed, let f
 1
be the inverse funtion to f . Then, due to onditions (1.2),
the funtion G(v) := sgn vjf
 1
(v)j
p
is nondegenerate and satises
(A.2) C
2
 G
0
(v)  C
1
;
for some positive onstants C
1
and C
2
. Therefore, we have
(A.3) jf
 1
(v
1
)  f
 1
(v
2
)j
p
 C
p
jG(v
1
) G(v
2
)j  C
0
p
jv
1
  v
2
j;
for all v
1
; v
2
2 R. Finally, aording to the denition of the frational Sobolev
spaes (see e.g. [20℄),
kf
 1
(v)k
pq
W
s=p;qp
(
)
:= kf
 1
(v)k
pq
L
pq
(
)
+
Z


Z


jf
 1
(v(x))  f
 1
(v(y)j
pq
jx  yj
n+sq
dx dy 
 Ckvk
q
L
q
(
)
+ C
0
p
Z


Z


jv(x)  v(y)j
q
jx  yj
n+sq
dx dy = C
00
p
kvk
q
W
s;q
(
)
;
where we have impliitly used that f
 1
(v)  sgn vjvj
1=p
. Proposition A.1 is proved.
We are now going to disuss the interior regularity estimates for linear paraboli
equations. To this end, we rst onstrut speial ut{o funtions.
Proposition A.2. Let V  B(R; 0;R
l
) be a bounded set in R
l
and let V
Æ
:= O
Æ
(V )
be its Æ-neighbourhood. Then, there exists a ut-o funtion  2 C
1
(R), (x) 2
[0; 1℄, suh that, for every  2 (0; 1) and every k 2 Z
+
,
(A.4)
(
1: (x) = 1; for x 2 V and (x) = 0 for x =2 V
Æ
;
2: jD
k
x
(x)j  C
k;
[(x)℄
1 
; x 2 R
l
;
where the onstant C
k;
= C(k; ; Æ; R) is independent of x and the onrete hoie
of V and D
k
x
means the olletion of all x-derivatives of order k.
Proof. Indeed, let us introdue the standard bump funtion in R
l
:
(A.5)  
r
(x) :=
(
e
 
1
r
2
 jxj
2
; jxj < r;
0; jxj  r:
Then, this funtion obviously satises estimate (A.4)(2).
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Let us x now a overing of the R
l
by the balls of radius Æ=2 and letW
Æ
:= Æ=2Z
l
be enters of that overing. Let us now onstrut also partition of unity assoiated
with that overing and (A.5) via
(A.6) 
q
(x) :=
 
Æ=2
(x  q)
P
p2W
Æ
 
Æ=2
(x  p)
; q 2W
Æ
:
Obviously, f
q
(x)g
q2W
Æ
is a partition of unity assoiated with the above overing
and, moreover, these funtions satisfy (A.4)(2) uniformly with respet to q 2W
Æ
.
Let us dene now the required ut-o funtion (x) = 
V
(x) by the following
expression:
(A.7) 
V
(x) :=
X
q2W
Æ=2
\V
Æ=2

q
(x):
Indeed, sine supp 
q
 B(Æ=2; q;R
l
) and the sum of all suh funtions equals one
identially, the funtion 
V
thus dened satises (A.4)(1). Moreover, sine the
number of points
#(W
Æ=2
\ V
Æ=2
)  #(W
Æ=2
\ B(R+ Æ; 0;R
l
))  N(Æ; R)
is nite and uniformly bounded with respet to V  B(R; 0;R
l
) and the funtions

q
(x) satisfy (A.4)(2) uniformly with respet to q 2W
Æ=2
, then the funtion 
V
(x)
also satises this inequality uniformly with respet to V  B(R; 0;R
l
). Proposition
A.2 is proved.
We now reall the lassial L
q
-regularity estimate for seond order paraboli
equations on the following model example:
(A.8)
(

t
w = a(t; x)
x
w + b(t; x)w + h;
w




= 0; w


t=0
= 0:
Proposition A.3. Let 
 be a smooth domain and let a 2 C

(

T
) (with  > 0
and 

T
:= [0; T ℄ 
) satisfy
(A.9) 0 < C
1
 a(t; x)  C
2
; (t; x) 2 

T
;
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for some positive C
i
. Let also h 2 L
q
(

T
) for some 1 < q <1, q 6= 3=2. Assume
nally that
(A.10) b 2 L
r
(

T
)
for a suÆiently large r depending on q (r > maxfq;
n+2
2
g). Then, problem (A.8)
possesses a unique solution w 2W
(1;2);q
(

T
) and the following estimate holds:
(A.11) kwk
W
(1;2);q
(

T
)
 Ckhk
L
q
(

T
)
;
where the onstant C depends on q, 
, kak
C

, kbk
L
r
and on the onstants C
i
from
(A.9), but is independent of the onrete hoie of a, b and h.
The proof of this proposition (in more general setting) an be found in [20℄, see
Chapter IV, x9 Th. 9.1. In partiular, the assertion of the proposition is proved
there without the assumption on Holder ontinuity of a and the onstant C in
(A.11) depends on the modulus of ontinuity of the funtion a. However, for our
purposes it is more onvenient to ontrol this modulus of ontinuity by the Holder
norm.
We are now able to verify the L
q
-interior regularity estimate for equation (A.8)
(whih is analogous to estimate (10.12) of [20℄, see Chapter IV, x10, page 355).
Proposition A.4. Let the above assumptions hold and let V be an arbitrary open
set in 
. Then, for every 0 < t
0
< T , Æ > 0 and q > 2, the solution w satises
(A.12) kwk
W
(1;2);q
([t
0
;T ℄V )
 C(khk
L
q
([0;T ℄V
Æ
)
+ kwk
L
1
([0;T ℄V
Æ
)
);
where V
Æ
:= O
Æ
(V )\
 and the onstant C is independent of w and of the onrete
hoie of a, b and h.
Proof. Aording to Proposition A.2 there exists a ut-o funtion  2 C
1
(R
n+1
)
suh that
(A.13)
8
>
>
>
<
>
>
>
:
1: (t; x)  1; for (t; x) 2 [t
0
; T ℄ V ;
2: (t; x)  0; for (t; x) =2 [3t
0
=4; T ℄ V
Æ=2
;
3: jD
k
(t;x)
(t; x)j  C
k;Æ;
[(t; x)℄
1 
;
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where  > 0 is arbitrary and the onstant C
k;Æ;
is independent of V . Let us now
introdue a funtion w

(t; x) := w(t; x)(t; x) whih obviously satises the following
equation:
(A.14) 
t
w

= a
x
w

+ bw

+ h

; w



t=0
= 0; w





= 0
where
(A.15) h

:= h+ w
t
  2r
x
r
x
w   w
x
:
Applying now the L
q
-regularity estimate (see Proposition A.3) to equation (A.14)
and using (A.13), we infer
(A.16) kw

k
q
W
(1;2);q
(

T
)
 Ckh

k
q
L
q
(

T
 C
1
(khk
q
L
q
([0;T ℄V
Æ
)
+
+
Z


T
[(t; x)℄
q(1 )
(jw(t; x)j
q
+ jr
x
w(t; x)j
q
) dx dt):
Let us assume for the moment that we have proved the following interpolation
inequality:
(A.17)
Z


T

q(1 )
(jwj
q
+ jr
x
wj
q
) dx dt 
 "kw

k
q
W
(1;2);q
(

T
)
+ C
"
kwk
q
L
1
([0;T ℄V
Æ
)
whih holds for every " > 0. Then, inserting it into the right-hand side of (A.16)
and xing " to be small enough, we have
(A.18) kw

k
q
W
(1;2);q
(

T
)
 C(khk
q
L
q
([0;T ℄V
Æ
)
+ kwk
q
L
1
([0;T ℄V
Æ
)
)
whih together with (A.13)(1) implies (A.12) and nishes the proof of the proposi-
tion.
Thus, we only need to verify inequality (A.17). Indeed, due to Holder's inequal-
ity,
(A.19)
Z


T

q(1 )
jwj
q
dx dt =
Z


T
(
V
Æ
(x)jwj)
q
jw

j
(1 )q
dx dt
 Ckwk
q
L
1
([0;T ℄V
Æ
)
kw

k
(1 )q
L
s
(

T
)
 "kw

k
q
L
s
(

T
)
+ C
"
kwk
q
L
1
([0;T ℄V
Æ
)
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where 
V
Æ
(x) is the harateristi funtion of the set V
Æ
and s = s() :=
q(1 )
1 q
.
Fixing now  so small that the Sobolev embedding W
(1;2);q
(

T
)  L
s
(

T
) holds,
we verify inequality (A.17) for the term 
q(1 )
jwj
q
.
Thus, it now remains to verify (A.17) for the term ontaining r
x
w. To this end,
we transform this term as follows,
(A.20)
Z


T

q(1 )
jr
x
wj
q
dx dt  C
Z


T

1 q
r
x
w:r
x
w

jr
x
w

j
q 2
dx dt
+ C
Z


T
(
1 
jr
x
wj)(
1 2
jwj)
q 1
dx dt:
The last integral on the right-hand side an be, in turn, estimated via Holder's
inequality
(A.21) I
1
 "
Z


T

q(1 )
jr
x
wj
q
dx dt+ C
"
Z


T

q(1 2)
jwj
q
dx dt:
The last term on the right-hand of (1.21) an be estimated exatly as (A.19) and
the rst one oinides with the left-hand side of (A.20), but with arbitrarily small
oeÆient. This implies
(A.22)
Z


T

q(1 )
jr
x
wj
q
dx  C
Z


T

1 q
r
x
w:r
x
w

jr
x
w

j
q 2
dx dt
+ "kw

k
q
W
(1;2);q
(

T
)
+ C
"
kwk
q
L
1
([0;T ℄V
Æ
)
:
So, one only needs to estimate the rst term on the right-hand side of (A.22).
Integrating by parts in that term and using again (A.13)(3), we infer
(A.23) I
2
 C
Z


T

1 q
jwj  j
x
w

j  jr
x
w

j
q 2
dx dt+
+ C
Z


T

1 (q+1)
jwj  jr
x
w

j
q 1
dx dt
(here we have impliitly used that w




= 0 and that q > 2). Applying now one
more the Holder inequality to both integrals in the right-hand side of (A.23), we
nally arrive at
(A.24) I
2
 "
Z


T
j
x
(w

)j
q
+ jr
x
w

j
q
dx dt+ C
"
Z


T

q(1 (q+1))
jwj
q
dx dt 
 C"kw

k
q
W
(1;2);q
(

T
)
+ C
"
Z


T

q(1 (q+1)
jwj
q
dx dt:
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Estimating now the last term on the right-hand side of (1.24) analogously to (A.19),
we dedue the analogue of estimate (A.17) for the term I
2
. Inserting then this
estimate to (A.20){(A.22) and using (A.19), we nish the proof of estimate (A.17).
Thus, Proposition A.4 is proved.
Corollary A.1. Let the solution w(t; x) of equation (A.8) be dened only for
(t; x) 2 [t
0
=2; T ℄  V
Æ
and the oeÆients a, b and the external fore h be also
dened only in [t
0
=2; T ℄V
Æ
and satisfy the assumptions of Proposition A.4 in this
domain. Then, the solution w satisfy the interior regularity estimate (A.12) with
the onstant C independent of the onrete hoie of V , a, b, h and w.
Proof. Indeed, the funtion w

(t; x) := w(t; x)(t; x) introdued in the proof of
Proposition A.4 equals zero identially for (t; x) outside of [3t
0
=4; T ℄V
Æ=2
. There-
fore, we an onstrut an extension ~a and
~
b of the oeÆients a and b from the
initial domain of denition [t
0
=2; T ℄ V
Æ
to the whole domain [0; T ℄ 
 in suh a
way that
(A.25)
8
>
>
>
<
>
>
>
:
1: ~a(t; x) = a(t; x);
~
b(t; x) = b(t; x); (t; x) 2 [t
0
=2; T ℄ V
Æ
2: k~ak
C

(

T
)
 Ckak
C

([t
0
=2;T ℄V
Æ
)
; k
~
bk
L
r
(

T
)
 Ckbk
L
r
([t
0
=2;T ℄V
Æ
)
3: C
1
 ~a  C
2
;
where the onstant C is independent of a, b and V and the onstants C
i
are the
same as in (A.9). Suh an extension an be onstruted e.g. via
(A.26) ~a(t; x) := C
1
(1   (t; x)) +  (t; x)a(t; x);
~
b(t; x) :=  (t; x)b(t; x)
where the ut-o funtion  equals one for (t; x) 2 [3t
0
=4; T ℄  V
Æ=2
and zero for
(t; x) outside of [t
0
=2; T ℄ V
Æ
(this ut-o funtion exists due to Proposition A.2).
Thus, due to (A.25)(1), the funtion w

satises the equation
(A.27) 
t
w

= ~a
x
w

+
~
bw

+ h

in the whole domain [0; T ℄
 and, due to (A.25)(2) and (A.25)(3), the L
q
-regularity
estimate is appliable to (A.27) in 

T
and gives (A.16). The rest of the proof of
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Corollary A.1 repeats word by word the proof of Proposition A.4. Corollary A.1 is
proved.
We onlude by verifying the uniform ompatness of the embedding C

(V
Æ
) 
C(V ) whih is ruial for our proof of the nite-dimensionality given in Setion 2.
Proposition A.5. Let V  
 be an open bounded set and Æ > 0 some positive
number. Let us also onsider a unit ball B

:= B(0; 1; C

([t
0
; T ℄  V
Æ
)) and its
restrition 
V
B

to the domain [t
0
; T ℄ V for some t
0
< T and positive . Then,
the embedding 
V
B

 C([t
0
; T ℄V ) is uniformly ompat with respet to V  
 in
the following sense: there exists a monotone dereasing funtion "! M (") (whih
depends on , t
0
, T and Æ, but is independent of V  
) suh that
(A.28) H
"
(
V
B

; C([t
0
; T ℄ V ))  M (")
holds for every " > 0.
Proof. Let us x a ut-o funtion (x) suh that (x) = 1 for x 2 V and (x) = 0
for x =2 V
Æ=2
(see Proposition A.2). Then, sine the norms of derivatives of  are
uniformly bounded (with respet to V ), we have the following embedding:
(A.29) B

 B(0; r; C

([t
0
; T ℄ 
))
where the radius r depends on  and Æ, but is independent of V .
Let us now x an arbitrary " > 0 and nd a nite "-netW
"
of B(0; r; C

([t
0
; T ℄

)) relative to the metri of C([t
0
; T ℄  
) (suh net exists sine the embedding
C

 C is ompat). Then, embedding (A.29) guarantees that the nite set 
V
W
"
will be the required "-net in the set 
V
B

. As usual, inreasing the radiii of the
balls by the fator of two, we an onstrut a 2"-net with the enters belonging to

V
B

. Proposition A.5 is proved.
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