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› 
R E S U M O 
O objetivo deste trabalho ê apresentar dois algo 
ritmos de identificação paramëtrica cuja característica principal 
ë a eliminação de perturbações deterministicas. ' 
A prova de estabilidade dos algoritmos ë basea 
da em conceitos de Positividade e Híperestabilidade. 
Vãrios resultados de simulação digital comprovaram 
que os algoritmos também têm um bom desempenho em ambiente esto 
cãstico. 
z Uma comparação com algoritmos clãssícos mostrou a 
superioridade de desempenho dos algoritmos propostos.
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A B S T R A C T 
The aim of this work is to present two algorithms 
of parametric identification whose main characterístic is~ the 
elimination of deterministic perturbations. 
The stability proof of the algorithms is based 
on the concepts of Positivity and Hyperstability. - 
Several digital simulation results have also 
proved that the algorithms have a good behavior in a stochastic 
environment. ` ' . A . 
, 
_ 
A comparasion with classical algoríthms has shown 
a superior performance of the proposed algorithms.
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C A P I T U L O 1 
INTRODUÇÃO 
O problema da identificação paramëtrica aparece, 
em automãtica, quando se deseja determinar com boa aproximação um 
modelo que possua as mesmas propriedades que o processo considera 
do, sujeitos ã mesma entrada e utilizando dados mensuráveis.
~ Os algoritmos recursivos de identificaçao paramš 
trica são métodos apropriados para identificação ON-LINE, com É 
plicações industriais de controle de sistemas. ' 
Os algoritmos adaptativos de identificaçao estuda 
dos neste trabalho estão alicerçados sobre a teoria de Síntese 
de Sistemas Adaptativos com Modelo de Referência (S.A.M.R) Il,2|. 
Um Sistema Adaptativo, mede um certo Indice ' de 
Performance (IP) usando as entradas, os estados e as saídas do 
sistema ajustãvel. Da comparação do IP medido e um conjunto de 
dados, o mecanismo de adaptação modifica os parâmetros do sistg 
ma ajustável ou gera uma entrada auxiliar para zerar o IP medi 
do com o IP desejado. 
Dentre os vãrios tipos de configuração de sistemas 
adaptativos, S.A.M.R. são importantes pois levam ã uma relativa 
facilidade para implementação de sistemas com alta velocidade de 
adaptação, devido ao IP ser medido diretamente pela diferença 
entre os estados (ou saídas) do Modelo de Referência e do Sistema
~ 
Ajustãvel que podem ser usados numa variedade de situaçoes. 
O objetivo principal dentro da síntese de S.A.M.R. 
ë fazer tender a zero 0 erro generalizado quando 0 tempo tende a
2 
' »
A infinito (0 erro`generalizado ë uma imagem da distancia paramëtri 
ca entre o Modelo de Referência e o Sistema Ajustãvel). Isto per 
mite formular o problema de S.A.M.R. como um problema de Estabi 
lidade Assintõtica Global. A convergência assintõtíca global, des 
tes sistemas, ê estudada através de uma forma denominada padrao, 
e mostrada na Figura 1.1 |l|, a qual permite a utilízaçao de um 
Teorema de Estabilidade proposto por H.M. SILVEIRA e I.D. LANDAU 
|2,3|, baseado no Teorema de Hiperestabilidade de Popov |l,9|. 
= _ no BLOCO LINEAR y INVARIANTE NO 
- 1 TEMPO 1 
. BLOCO N-LINEAR 
VARIANTE NOTEM- 
PO 
vi*
C 
Figura 1.1 - Forma Padrão. 
A partir do Teorema proposto, foi desenvolvido em 
|2|, um método de síntese unificado para sistemas sem acesso ãs 
variãveis de estado, que contém os seguintes passos: 
1° - Formulação do problema e dos objetivos deseja 
dos; 
2° - Determinação da equação do erro; 
3° - Cálculo de sinais de adaptação auxi1iares.For
«-
~ ma Padrao;
3 
4° - Determinação das leis de adaptação paramëtri 
' 
cas; 
5° - Cãlculo do erro em função dos valores conhe 
cídos;
' 
69 - Verificaçao dos objetivos. 
Um S.A.M.R., de um modo geral, ë esquematizado 
gundo o que apresenta a Figura 1.2.
E 
MooELo 
os Y 
REFERENCIA 
" #20 
msTEMA 
‹ AJUSTÁVEL 
MECANISMO 
DE
b 
ADAPTAÇAO 
Figura 1.2 - Esquema de um S.A.M.R.
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Observando-se o esquema da Figura 1.2, em se tra 
tando de .identificaçáo, o Modelo de Referência corresponde ‹ ao 
processo e o Sistema Ajustável se relaciona ao identificador. 
O objetivo principal deste trabalho ê desenvol 
ver algoritmos de identificação adaptativos que funcionem para 
processos sujeitos ã perturbaçoes determinísticas e/ou estocáâ 
ticas. O enfoque, neste caso, difere do mëtodo clássico de sínte 
se de S.A.M.R. por tratar com um sistema, na forma padrao, apenas 
estável. ' 
Este trabalho está ordenado em seis Capítulos e 
três Apëndices. 
- 
- No primeiro Capitulo ë apresentada uma introdução 
ao trabalho. Ela contêm breves informaçoes de caráter genérico, a 
respeito da teoria clássica de síntese de identificadores, bem cg 
mo dos objetivos pretendidos. 
O Capítulo dois ë dedicado ao estudo de dois iden 
tifícadores adaptativos clássicos, o Série-Paralelo e o Paralelo, 
desenvolvidos por Landau. 
No Capítulo três ë definida uma classe de sistemas 
lineares discretos e invariantes no tempo. Utilizando-se esta de 
finiçáo, ë então, demonstrado um Teorema de Estabilidade para 
uma Classe de Sistemas Realimentados, a partir do Teorema de 
Popov. São mostradas duas aplicações deste teorema, que garantem 
a estabilidade dos algoritmos desenvolvidos no Capítulo 4. 
No Capítulo 4 são apresentados dois novos metodos 
de identificação paramëtrica cuja principal caracteristica ë a Ê 
liminação de perturbações, deterministicas e/ou estocásticas. 
' O Capitulo 5 contêm os resultados, na forma de grá 
ficos, de simulações digitais referentes a vários exemplos, que
5 
mostram, comparativamente, a eficiência dos algoritmos propostos. 
Finalmente, no Capítulo seis, são apresentadas as 
.- conclusoes finais e perspectivas para futuros trabalhos nesta § 
rea de estudo.
V 
O primeiro Apêndice mostra definições de positivi 
dade de sistemas lineares discretos. 
No segundo Apêndice expõe-se as definições de duas 
classes de sistemas e um Teorema de Estabilidade para uma Clas 
se de Sistemas Realimentados.
^ O terceito Apendice apresenta a prova de dois lg 
mas contidos no Capítulo 4.
\
6 
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C A P I T U L O 2 
OS IDENTIFICADORES PARALELO E SERIE-PÀRALELO RECURSIVOS DE LANDAU 
2.1 - Introdução 
Neste Capítulo são apresentados os métodos Parale 
lo-Extendido e Série-Paralelo, a Ganho Decrescente, de Identifica 
ção Recursíva. 
'O algoritmo Série-Paralelo, cmflespmkknte ao Método 
Recursivo de Mínimos Quadrados, derivado de considerações estatis 
ticaS,foi,sob o ponto de vista de S.A;M.R., mostrado pela primei 
ra vez por Landau em |4|. Q 
O algoritmo Paralelo-Extendido, também derivado de 
técnicas de S.A.M.R., foi apresentado em Iô] e a prova deste algo 
ritmo é mostrada em Ill. - 
O objetivo deste Capítulo é apresentar estes dois 
métodos clãssicos de identificação recursiva que serão simulados 
e comparados com os identificadores proposto no Capítulo 4. A a 
presentação destes identificadores é feita satis&wemk>os1xwsos de 
projeto de IZI, jã citados no Capítulo l. 
Este Capítulo é assim dividido: Inicialmente é a 
presentado o Método Paralelo-Extendido sendo, em seguida, mostra 
do o Método Série-Paralelo. Finalmente serã construída uma tabg 
la que apresentará comparativamente os dois métodos bem como se 
rão apresentadas algumas conclusões.
›
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2.2 - Identificador Paralelo-Extendido 
Neste ítem ë apresentado o identificador Paralelo 
com Modelo Ajustável Extendido. 
2.2.1 - Descrígão do Processo 
onde: 
Seja o processo descrito pela equação: 
n m . 
y(k) = _E aí y(k - i) + Z bi u(k - j) (2.l) 1=l j=0 
aí, bj_ : parâmetros desconhecidos do processo; 
y(k) : saída do processo no instante k; 
u(k) : sinal de entrada do processo no instante k. 
» 2.2.2 ~ Descrição do Modelo êjnstãvel 
Seja o modelo ajustável dado pela equaçao: 
n À ^ m ^_ n A a k) (k- ) + E b (k) u(k-j) + Z c£(k) e(k-2) (2.2) í'(_k)= 2 -( >' 1 - . 
' 1 '-0 3 z=1 
onde 
i=1 3- 
âí(kl, gjfk), E£(k) : parâmetros do modelo ajustãvel` va 
ríantes no tempo; 
§(k) : saída do modelo ajustãvel no instan
8 
te k; 
e(k) : erro entre a saída do processo e a 
saída do modelo ajustãvel no instan 
te k. A expressao matemática de 
e(k) ê apresentada a seguir. 
2.2.3 - Definição do Erro de Saída 
.O erro de saída ë dado pela seguinte diferença: 
€(k) = Y(k) - ?(k) (2-3) 
O objetivo do identificador 6 encontrar uma lei 
de adaptação para os parâmetros ajustãveis no sentido de zerar o 
erro de saída. Se a entrada satisfazer certas propriedades (rica
^ "^ A ^ em frequencias) 11,21, pode-se mostrar que os parametros ai e bj
A do modelo ajustãvel convergem para os respectivos parametros ai 
e bj do processo. Os parâmetros E2 aparecem no modelo ajustãvel E 
nicamente com 0 propõsito de se demonstrar a estabilidade. Se o 
processo sofrer perturbação estocãstica estes parãmetros podem 
ser interpretados. 
A seguir serã mostrada a equação dínãmica do erro 
de saída bem como a prova da estabilidade assintõtica de e(k), E 
sando o teorema B.3, Algoritmo a Ganho Decrescente, contido no 5 
pêndice B.
9 
2.2.4 - Eqgaçao Dinâmica do Erro 
Usando (2.1), (2.2) e (2.3), encontra-se: 
n m n 
e(k) = E a- y(k-i) + E b- u(k-j) - E ã-(k) §(k-i) - 
i=1 1 j=o 3 í=1 1 
- Ê 1§.(1<)zz(1<-5)- Ê ê,¿(1<)z(1<-sz) '(z.4) 
j=o 3 9.=1 
Adicionando e subtraindo, no lado direito de (2.4L 
o seguinte somatõrio: - 
obtêm-se: 
Definindo: 
T1 
Z a. y(k-i) 
i=1 1 
zm = -[ä1(1<> - al] íck-1) - - tênue - anl íffk-nu - 
-[B0(1<) - bo] u(1<) - . - [f›m(1<) - bm] u(1<-m) - 
-[Ei(k) - ai] €(k-1) - ... - [En(k) - an] a(k-n) 
(z.5)
T Peê [zzlman b0...bm a1...zzn] (z.ó.a) 
ff; (_1<) Q [â1(1<)...ân(1<) B0(1<)...í›m(1<).êl(1<)...ên(1<)] 
(z.ó.b)
10 
v'§(1<) Q [mz-1)...y(1<-n) u(1<)...u(1<-m) z(1<-1)...z(1<-ny] (z.ó.¢) 
Substituindo (2.6) em (2.5) obtêm-se a equação di 
nãmica do erro: r 
âck) = - všuo fzšeckâ - pe] (2.1) 
_ 
A partir de (2.7) e utilizando-se o Teorema~ B.3, 
pode-se obter um sistema realimentado que se encontra na forma 
padrão, como mostra a figura 2.1. 
e:(|‹) e:(k) 
›'~a~ ~iI1 
F(k)Vb(k) 
~ ~ õe(k)-p + e(k)-p em ‹)- - K r â. * ° Fu‹)vz(k) .. 
í. 
vgm 
Figura 2.1 - Sistema Realímentado na forma padrão, 
referente ã (2.7). 
Como o ganho 1 pertence ã Classe L(1), o sistema 
da Figura 2.1 ë assintoticamente estável, conforme o Teorema B.3. 
Deste modo, e(k) tende a zero quando k tende a infinito. A es 
tabilidade assintõtica de e(k) fica assim demonstrada.
11 
Da Figura 2;1 e do Teorema B.3, a lei de adapta 
ção paramëtrica ë: z
_
A 
5e(k› = pack-1) + Fckâ veckâ zckâ ,(2.8) 
onde a sequência de matrizes F(k) ë dada por: 
møwmfimfm
L 
F(k+1) = F(k) - a são ~ ã , F(o) > o (2.9) iwflmmmum 
2.2.5 - Expiicitação de c(k) 
Verifica-se pela equação (2.8) que para encontrar 
pe(k) ë necessãrio o conhecimento de e(k), que ë função de pefld, 
como mostra (2.7). Necessita-se, então, explicitar c(k). Para is 
to são definidas variãveis ã priori, obtidas em função de valores 
jã conhecidos, que permitem atender a este objetivo. 
Definindo §O(k) como "saida ã priori": 
íock) Q âltk-11 ick-1) + ... + ânck-1) ick-n) + 
+ BO(k-1)-u(k) + ... + Bm(k-1) u(k-m) + 
+ ê1(k-1) z(k-1) + ... + ¿n(k-1) z(k~n) (z.11›.z) 
01.12 
§0(k) Q vš(k) §e(k-1) (2.1o.b) 
e c0(k) como "erro ã priori":
12 
â¢(k)"z¿. y(1<) - §›O(1<) (z.11) a 
Agora, multiplicando os dois lados da igualdade 
(2.8) por -Vš(k) e usando (2.2) e (2.10), encontra-se: 
-@m¿m=-fimgmm-fimrmwwamz 
' - &<k) = - §0(k) - všckâ Fck1 vcki zcka 
Somando y(k) nos dois lados da igualdade anterior: 
yck› - äckâ = yckâ - 90(k) - v§(k) Fck› ve(k) zck› 
Obtëm-se, então,usando (2.3) e (Z.ll) que: 
_ 
. €0(k) 
€(k) - ezza z (2.l2)
T 
1 + Ve(k) F(k) Ve(k) 
Note que em (2.l2) c(k) ë explicitado em funçao 
de valores conhecidos. 
De maneira semelhante ã mostrada neste item ê pos 
sivel mostrar que o algoritmo ë vãlido para Ganho Constante, ou 
seja: F(k) = F > 0. 
2.3 - Identificador Sërie-Paralelo 
E apresentado, neste item, seguindo os passos ci 
tados no ítem 2.1, o identificador do tipo Série-Paralelo. Este 
identificador, ao contrãrio do Paralelo não tem bom comportamento
13 
em ambiente fortemente estocãstico. Do mesmo m0<í0 que 110 (1850 antg 
rior serã definida uma equação de erro que colocada sob a forma 
padrão, aplicando o Teorema B.3, garantirã a identificação. 
2.3.1 - Descrição do Processo 
Seja o processo descrito pela seguinte equação: 
Il m 
y(k) = Z ai y(k-i) + Z b. u(k-j) (2.13) 
4 
i=1 j=o 3 
. 
*JF 
onde: 
ai, bj : parâmetros desconhecidos do processo;
l 
y(k) : saída do processo no instante k; 
u(k) : sinal de entrada do processo no instante k. 
. \ 
2.3.2 - Qescrição do Modelo êjustãvel 
Seja o modelo ajustãvel dado por: 
^ n A m z 
y(k) = E ai(k) y(k-i) + Z b.(k) u(k-j) (2.14) 
í=1 j=0 J 
onde: 
ãí(k), pj(k) : parâmetros do modelo ajustável variantes 
no tempo.
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2.3.3 - Definígão do Erro de Saída 
Seja o erro de saída dado pela seguinte diferença: 
€(k) = Y(k) - ?(k) (2›l5) 
Como no identificador anterior, o objetivo deste 
algoritmo de identificação ë ajustar os parâmetros ãi e bj no 
sentido de zerar o erro de saída. Prova-se, também neste caso, 
que se a entrada for rica em frequências Il,2} hã identificação,
^ 
ou seja, ai e bj convergem respectivamente para ai e bj. 
2.3.4 - Equação Dinamica do Erro 
A partir de (2.15) e pelo mesmo motivo do subitem 
2.2.4, serã obtida uma equação dinâmica do erro. 
Assim, substituindo (2.13) e (2.l4) em (2.l5), en 
contra-se: 
e(k) = - [ã1(k) - al] y(k-1) - ... - [ãn(k) - an] y(k-n) - 
- [Ê0(k) - bo] u(k) - - [Em(k) - bm] uck-m) (2.1ó) 
Definindo: 
pT 
Ê [al ... an bo ... bm] (2. 17.a) 
5T(k) Ê [â1(k) ... ân(k) 50(k) ... Bm(k)] (z.17 b)
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vT(1<) A [y(1‹-1) y(1<-n) zz(1<) u(1<-my] (z.17.¢) 
Substituindo (2.17) em (Z.l6), obtêm~se: 
zoo = - vT(1‹) h3c1‹› - pl <2.18> 
A partir de (2.18) e utilizando-se o Teorema 
B.3, semelhantemente ao caso anterior; obtêm-se um sistema reali 
mentado que se encontra na forma padrao, como mostra a Figura 
2.2. 
010 
e(M emH 
Fw)vw) 
z - - ô(k)-D + e(I‹)-0 km-p
_ El ~ 
' 
VT(k) 
*X4
+ 
Figura 2.2 ~ Sistema Realimentado na Forma padrão, 
referente ã (2.l8) 
Da Figura 2.2 e do Teorema B.3, obtêm-se a seguin 
te lei de adaptaçao paramëtrica: 
^ A 
p(k) = p(k-1) + F(k) V(k) e(k) (2.19)
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onde a sequência de matrizes F(k) ê dada por: 
F(k+1) = F(k) _ _f(k) v(k) vÍ(k) p(k) , F(o) > o (z.2o) 1+WmFmvm 
2.3.5 - Êxplicitação de c(k) 
De maneira semelhante ao caso anterior verifica-
A 
se por (2.l9) que para encontrar p(k) ê necessário o conhecimento 
de e(k), que ê função de pík) como mostra (2.l8). ÉNecessita-se, 
então, explicitar e(k) definindo, também neste caso, variáveis 
ã priori. _ 
Definindo §0(k) como "saída ã priori": 
?0(k) = ä1(k~1) Y(k'l) * - + ãn(k-1) Y(k'H) + 
A A 
+ bO(k-1) u(k) , + . + bm(k-1) u(k-m) 
(2.2l.a) 
ouz 9O(k) = vT(k) §(k-1) (2.z1.b) 
e e0(k) como "erro ã priori": 
zocki = ycki - 90(k› c2.22) 
Seguindo os passos do caso anterior, multiplica- 
se os dois lados da igualdade (2.l9) por - VT(k), e utiliza~se 
. â 
(2.l4) e (2.21) para se obter: ,
17 
-vTc1‹› Bm = - vT‹1‹› f›c1‹-1) - vT(1<1 mo voo zck) 
- üno = - mk) - vT(1‹› mo voo zm 
Somando y(k) nos dois lados da igualdade anterior: 
>'(1<) - §'(1<) = >'(k) - Yoík) - VT(1<) F(1<) V(1<) €(1<) 
Usando (Z.l5) e (2.2Z), encontra-se: 
zm = a z (z.zs) 
1 + vT(1<) 1=(1<) v(1<) 
Nota-se que em (2.23), e(k) ë obtido em função de 
valores conhecidos, como se deseja. 
Como no caso anterior ë possível derivar um algo 
ritmo Série-Paralelo a Ganho Constante seguindo passos semelhan 
tes ao deste item. ~ 
2.4 - Tabela dos Algoritmos Apresentados 
A Tabela 2.1 mostra, comparativamente, os dois al 
goritmos 'apresentados neste Capitulo.
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~ 2.5 - Conclusao 
Seguindo os passos de projeto de |2l¿ mostrou-se 
dois algoritmos de identificação recursiva, o Paralelo-Emtmufido 
e o Série-Paralelo, usando os Teoremas B.2 e B.3. Verifica-se 
que ambos os métodos são de fãcil implementação em computadordi 
~ 4 .ú .ø A gital e que nao e necessario o pre-conhecimento dos paramg 
tros a serem identificados, como ë o caso do método paralelo a 
presentado em |4I. 
Estudos realizados em |l,9,l3[ mostraram que o 
algoritmo a ganho decrescente apresenta um bom desempenho quan 
do em ambiente estocãstico. Verificou-se, nestes mesmos traba 
lhos,que o Algoritmo Paralelo-Extendido tem uma performance bem 
melhor que o Algoritmo Série-Paralelo sob estas condiçoes. E5 
plica-se este fato porque no caso Paralelo, ao contrário do Sê 
rie-Paralelo o vetor das medidas nao contêm as saídas do sis$ 
tema a ser identificado, mas sim elementos que estao se adaptando. 
Quando o processo a ser identificado está sujei 
to ã uma pertubação deterministica, como Será mostrado no Capí 
tulo 5 os dois métodos apresentados tem uma identificaçao ten 
denciosa.
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C A P I T U L O 3 
UMA CLASSE DE SISTEMAS LINEARES 
3.1 - Introdugão 
Neste Capítulo ë definida uma classe de sistemas 
lineares discretos e invariantes no tempo, a Classe 5 (E). Esta
^ classe de sistemas, de modo semelhante ã Classe L(A) (Apendice 
B), quando realimentada por sistemas N(T), na forma padrão, permi 
te provar um Teorema de Estabilidade. 
O objetivo deste Teorema ë mostrar que os algorit 
mos propostos são estäveis. Serão, então, desenvolvidas duas apli 
cações deste Teorema que, no Capitulo 4, permitirão J . encontrar 
leis de adaptação paramêtrica para os casos estudados. 
O Capitulo encontra~se assim dividido: Inicialmen 
te ë definida a Classe Í9(E) e mostrados os critérios da classe. 
A seguir 6 apresentado um Teorema de Estabilidade para uma Clas 
se de Sistemas Realimentados, bem como duas aplicações sob forma 
de Teoremas. Finalmente são apresentadas as conclusões. 
3.2 - §istemas Discretos Qertencentes É Çlasse Ãg(E) 
Seja o sistema linear discreto dado pelas seguin 
tes equações:
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x(k+1) = A x(k) + B u(k) (3.1) 
. 
Y(k) = C X(k) + D U(k) (3-2) 
Onde: 
x(k) : vetor de Estados, de dimensão n; 
u(k) : 'vetor de Entradas, de dimensão m; 
y(k) : vetor de Saídas, de dimensão m;
1 
A,B,C,D : matrizes constantes de dimensoes apropriadas. 
Assume-se que o par (A,B) ë Completamente Contro 
lãvel e o par (C,A) ê Completamente Observãvel. O sistema ë tam 
bêm caracterizado pela seguinte Matriz Quadrada de Transferência 
Discreta: 
H(z) = D + c(z1 -'A)'1 B (ss) 
Definição 3.1 - Çlasse X9(E) 
Seja E uma matriz simëtrica. O sistema formado pg 
las equações (3.l) e (3.2) pertence ã Classe [,(E) se o sistema 
resultante de sua combinação em paralelo com a matriz de ganho 
- À EI for caracterizado por uma matriz de tranferëncia “Real 
Pošitiva“. 
A partir da Figura 3.1, obtêm-se o sistema: 
x(k+1) = A x(k) + B u(k) '(3-4)
U 
-¬ *Di ú-_-J
M 
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yR(k) = c ×(k) + 
(D 
- 
É E) 
u(k) (s.s) 
que ë caracterizado pela seguinte matriz de transferência discre 
ta: C . 
H'(z) = n - 
É 
E + c(z1 - A)'1 B (s.ó)
¬ 
TV
1 
>
\ |'\)
A 
FT? 
S. 2; f I 
{L:B:] 
. x‹m›>4 Z-‹ gxuop 
* “ 
yem 
+ _....: 'Ô' Q' 
-u--1;.. 
i . 
Figura 3.1 - Sistema Paralelo Equivalente. 
Aplicando o Lema A.l em (3.6) ë possível verificar 
se o sistema formado pelas equações (3.4) e (3.5) ë Real Positi 
vo e, consequentemente, se o sistema descrito por (3.l) e (3.2) 
pertence ã Classe b (E). Assim: 
Lema 3.1 - Critério da Classe b (E) - 
O sistema formado pelas equações (3.l) e [3.2)
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pertence ã Classe X9(E) se existe uma matriz simêtrica P defini 
da positiva, uma matriz simëtrica E e matrizes K e L tais que: 
1) ATPA - P = - LLT (3.7) 
2) BTPA + KTLT = c (3.s) 
3) KTK = D + DT - l (E + ET) - BTPB (3.9)
2 
Observacoes: 
l - Existe uma semelhança bastante estreita en 
tre as definiçoes e os critérios das Classes 
L(A) e Â9(E), como se pode verificar; 
2 - Para sistemas monovariäveis a matriz E se 
transforma no escalar É_, e o sistema ë dito 
pertencer ã Classe X9(€). 
3.3 - eorema de Estabilidade para uma Classe de §istemas Reali T 
_ _ 
mentados - 
De modo semelhante ao Teorema B.2 |2,3I, tomando- 
se por base o Teorema B.l Ill, de Popov, obtêm-se: 
Teorema 3.1 - Um sistema discreto1mmtmumnu2ãClasse b (E) reali 
mentado por um sistema pertencente ã Classe N(F), 
como mostra a Figura 3.2, ë estãvel se a matriz E - F(k) ë defi 
nida positiva ou semidefinida positiva.
V
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. Assim: 
E-1¬(1<)¡ o , V 1< 3 ko (:s.1o) 
'
_ 
» ›1‹ 
“ Y 
Figura 3.2 - Sistema Realimentado na Forma Padrão. 
Nota-se que o Teorema 3.1 mostra apenas a estabi 
lidade do sistema realimentado, enquanto o Teorema B.Z mostra a 
estabilidade assintótica. Então, no caso da Figura 3.2, o estado 
do sistema linear ë apenas limitado. 
3.3.1 - Prova do Teorema 3.1 
Seguindo os mesmos passos usados em |2| para pro 
var o Teorema B.2, tem-se: 
A Figura 3.3 ê equivalente ã Figura 3.2.
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Figura 3.3 - Representação Equivalente do Sistema 
Realimentado da Figura 3.2. 
Rearranjando a Figura 3.3, obtêm-se a 
_ _ 
Figura 
3.4. ' 
O sistema S1, por hipótese, ê Real Positivo, bem 
como S3 verifica a Desigualdade de Popov (B.l5). Deve-se, em 
tão, provar que o sistema S2 também satisfaz a desigualdade U&15) 
para que o sistema global da Figura 3.2 seja Estãvel. Para isto 
ë necessário mostrar que: 
k _1 
z. [u1(k)]T y] (k) 3 - ví ,›¢ kl z ko (3.11) k=k0 ~
.-_í-.¬,- 
~__--_-__.____.. 
020 
U‹ 
uz 
~ 
gq 
___.._..i-..._ 
__... 
___ 
._-..-.__-._-
i 
' V2F@)` 
Figura 3.4 - Representaçao Equivalente do Sistema 
Da 
da Figura 3. 
Figura 3.4 sabe-se que
+
+
m ü..
3 
__:-__-_- 
!m 
›$-__ 
_.._.......__ 
Ya 
r 
aí ` 
V2 
NU) 
kl
. 
g [u1c1‹)]T yzuo z -vã A+ klâ O cs 2) k~k0 
y2(1<) = y1(1<) -Ê [E - 1¬(1<)] u1(1<) (s.13) 
Substituindo (3.l3) em (3.12), encontra-se:
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kl 
k›¿k 
[z›1c1‹1]T ylckâ £u1(1<>1T [E - 1¬‹1<›1 ulckâ z - vã _
0 
Consequentemente: 
kl ,
3 
kšk 
[u1(1<)]T y1(1<) ¿ - Yä +.21. {u1(1<)]T [E - r(1<)] u1(1‹) z - vã (:s.14) '
o 
As desigualdades (3.l4) e (3.ll) sao equivalentes 
pois sempre haverã yo z O, de (3.1Z), tal que a ¡`desigua1dade 
(3.l4), e conseqüentemente (3.ll), sejam verificadas, pois 
E - T(k) z O , por hipõtese. 
Observação: Para sistemas monovariãveis, (3.10) 
ë substituída por: 
ç_-Y(1<) go ,'>v< 1<¿1<0 (5.1s) 
3.3.2 - aplicacao do Teorema 3.1 
.
. 
A partir do Teorema 3.1 obtêm~se o seguinte Teo 
_. _. rema que permitira encontrar as leis de adaptaçao paramêtrica pa 
ra um dos identificadores que serã mostrado no Capítulo 4, bem 
como sua estabilidade. 
Teorema 3.2 - Seja o sistema monovariãvel pertencente ã Classe 
. Ãn(1), descrito pelas seguintes equações:
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x(k + 1) = A x(k) + bu(k) (3.16) 
v(k) = ó ×(k) + súfk) - (s.17) 
realimentado pelo seguinte Sistema variante no tempo: 
6(k+1) - p = 6(k) - p + F(k) V(k) v(k) (3.18) 
£›c1<) - p = em - p + me voo wo (mg) 
Onde: 
1=(1<+1) = 1=(1<)V- 'PUG VW) VTUÚ FW) , F(o) > 0 (3.2o) 
1 + vT(k) Fck) v(k) 
p 
uçk) = - vT(k) [§(k) - p] (3.z1) 
O sistema ã malha fechada descrito acima ê um 
sistema Estãvel. 
Observação: Serã mostrado no Capítulo 4 que (3.18) e (3.19) po 
dem ser usadas como leisde adaptação paramêtrica. O 
estado p(k) - p serã interpretado como erro paramš 
trico. 
A Figura 3.5 mostra claramente , de maneira seme 
lhante ã B.4, que o sistema realimentado descrito por (3Jó),(3J7) 
e (5.18), (3.l9) juntos com (3.21), encontra-se na forma padrão 
da Figura 3.2.
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Figura 3.5 - Sistema Realimentado Equivalente. 
3.3.2.1 - Rrova do Teorema 3.2 
Considere o sistema Sl dado pelas seguintes equa 
goes: 
e(1<+1) - p = em - p + Em v(1<) \›(1<) (s.zz) 
vT(1<) 5Ê(1<) - p] = vT(1<) [em - p] + vT(1<) P(1<) v(1<) ×›(1<) (3.zs) 
Para que o sistema mostrado na Figura 3.5 seja 
Estável ele deve satisfazer a condição (3.l5). Logo, o sistema 
formado pelas equações (3.22) e (3.23) deve pertencer ã Classe 
N(1), onde Y(k) = l. Assim:
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de (}.22) Afk) = I (3.24.a) 
b(k) = F(k) V(k) (3.24.b) 
de (3.zs) ¢(k) = vT(k) (s.zs.a) 
ó(k) = vT(k) Ftk) vck) (s.zs.b) 
A seguir são testadas as condições do Lema' B.2, 
utilizando (3.24) e (3.25) e fazendo P(k+l) = F-1(k+l), para 
mostrar que S1 pertence ã Classe N(l). 
Como F(k+1) ë uma matriz simëtrica definida posi 
tiva, F-1(k+l) existe (Lema da Inversão Hj) e umbänë1mm matriz 
simëtrica definida positiva. Entao: ` 
Verificações 
se: 
F'1(k+1) = F'1(k) + V(k) vT(k) (3.zó) 
Utilizando-se (3.24), (3.25) e (3.26), encontra- 
1) A partir de (B.20): 
Q(k) = O (3.27) 
2) A partir de (B.21]: 
sT(k) _= o (3.zs)
3] A partir de (B.Z2): 
R(k) = vT(k) 
4) Substituindo 
obtêm-se: 
M<k) z --@-
O 
F(k) V(k) (3.29) 
(3.2 
__.-...-....___..._ 
7), (3.2s) e (3.29) em (B.23), 
____ --9-_-__---- (5 so) 
vT(1<) me vck) 
, 
Logo M(k) ë semidefinida positiva. Assim, o 
sistema S1 ê pertencente ã Classe N(l) e o Teorema 3.2 esta 
provado. 
Observações: 
1 - Fazendo: F(k) = F > O pode-se demonstrar .um 
.. 
teorema de maneira semelhante ao anterior, pa 
o caso de ganhos constantes. 
2 - Prova-se que F(k), dada por (3.20), ê decres 
cente e tende ã zero |2,l4|.
~ 3.3.3 - Qutra Aplicaçao do Teorema 3.1 ' 
De maneira semelhante ao teorema 3.2 encontra-se 
o seguinte teorema, que será usado no outro identificador do Ca 
pítulo 4 para prova da estabilidade e para encontrar a lei de a 
daptação paramëtrica. '
Teorema 3.3: Seja o 
Q 
sm), 
x(k+1) 
s(k) 
onâez v(1<) = __ë-__ 
(k + 
u(k) = 
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sistema monovariãvel pertencente ã Classe 
descrito pelas seguintes equaçoes: 
= A X(k) + b v(k 
= C x(k) + v(k 
a)p a > 0 
- vT<1‹> íšckâ - pl 
realimentado pelo seguinte sistema variante no tempo: 
6(k+1) - P =
A 
Mk) -P = 
Onde: 
\›(1<)= __@__. S(1<) 
Ck+a)p 
Gík) - P + F(k) V(k) v 
9(k) - P * F(k) V(k) v 
) (3.31) 
) (3¬32) 
u(k) , 0*> 0 (3.33) 
(3.34) 
(k) (3.35) 
(k) (3.36) 
(3.37) 
PGM) Z Mk) _ az _ 1=(1<) vgk) vT(1<) mk) _p , Fm) > O 
(k"a)2p 1 + -i2- VT (1<) 1=(1<) v(1<) 
u<+a› 2° 
(3.38)
a Figura 3.6, que se encontra na forma padrao da Figura 3. , ë um 
sistema Estãvel
U (W o 
(wQR_ 
O sistema realimentado descrito acima,como mostra 
"
2 
...__._.__._z__..._._.-____-___- 
,_X 
-_.-.____`<......_..‹ 
>dwfln à 
_______________§_1=_
< -1 r` É' wa 
:Ê 
21--..-
5 
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wfixfàõ <°57° F. 
-«~ ^ +- 
_ _ ,_. H.. ._ 
Pík) P K. (K) 
Pl 
(kn)-v F)( 
Figura 3.6 - Sistema Realimentado Equivalente. 
Da Figura 3.6 obtêm~se: 
9(k+l) _ P = 9(k) - P * Fík) V(k) v(k) (3-39) 
vTu‹1 [z3c1‹1 - pj) = vTc1‹>Le<1‹1 - p1+ vTc1<› mo voo ×›c1‹› 
(3.40)
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3.3.3.1 - Prova do Íeorema 3.3 
A Figura 3.7, a seguir, ë equivalente ã Fígna 3JL 
cš) 
vw) 
alii... 
sm) 
H H 
- F‹k)vu‹J 
'
' 
w eüfirp z "^ - +f 9(. a--~~ 
_. 
1? Éz " Fv‹›‹› 
:___ ‹ 
+ +_ 
WM '
0 QD `z~ O 
Figura 3.7 - Representaçao Equivalente do Sistema 
Realímentado da Figura 3.6. 
Fazendo: 
{f(1<)_ = ___a__ v(1<) (s.41) 
u<+a>°
` 
chega-se ã Figura 3.8.
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69 f "“*e ~~~iIi!III e 
““ 
U3 
L-__..._ 
-- '5' :' 
__ 
e(k4-1) 1
_ 
›:‹ ul ›:‹~ I 
Figura 3.8 - Representação Equivalente ao Sistema 
' da Figura 3.7. 
O sistema S ë dado, então, pelas seguintes equa 
çõesí 
@u‹+11 ~ p = em - p + 1=‹1‹› um sua (M2)
A 
vT<1<> [pm - pl = vT<1<› [em - p] + vT(1‹) me voe sua cms) 
E facil observar a semelhança entre o.sistema fo; 
mado pelas equações (3.42) e (3.43) e aquele formado por (3.22) e 
Ç3.23). Verifica-se, então, que o sistema S pertence ã Classe 
N(l). Logo, o sistema da Figura 3.6 ë um sistema Estável e pro 
vou-se o Teorema 3.3. 
Neste caso, F`l(k+l) ê dada por:
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F`1(k+1) = F'1(k) + v(k) vT(k) (s.44) 
e pode ser reescrita como:
2 
F`1(k+1) = F'1(k) + --Ê-+-_ v(k) vT(k) (s.4s) 
(k+a)2° ' 
Pela teoria de convergência de Séries |l6,l7| pg 
de-se observar que se p < 0.5, F 1(k) diverge. Para 
Q > 0.5, F-1(k) ~ aconverge, o que implica que F(k) tende 
a ser constante quando o tempo tende para infinito. 
3.4 - Conclusao 
Neste Capitulo foi definida uma classe de_ siste 
mas lineares discretos e invariantes no tempo, a Classe ig (E). 
Usando-se o Lema da Positivídade (Apendice A) foi possível en 
contrar os critérios da Classe £;(E). '
A A partir do Teorema de Popov (Apendice B), consi 
dermxkrse um sistema &)(E) realimentado, na forma padrão, por 
um sistema N(F) demonstrou~se um Teorema de Estabilidade para 
esta classe de sistemas realimentados. Para demonstrar este teo 
rema foram usados os mesmos passos que em |2| para provar o Teg 
rema 3.2. Este novo Teorema garante a estabilidade do sistema glg 
bal, resultado este que serã usado no Capitulo 4. 
Como aplicações deste novo Teorema foram apresen 
tados dois Teoremas e suas respectivas provas. Estas duas aplica 
ções permitirão definir dois algoritmos de adaptação para 
métrica, como serã mostrado no Capítulo 4, apesar de não ser ga 
rantida a Estabilidade Assintõtica Global.
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I 
C A P I TIJ L O ›4
1 
DOIS ALGORITMOS QE IDENTIEICAÇÃO PARAMETRICA 
COM ELIMINAÇÃO DE PERTURBAÇÃO DETERMINÍSTICA 
4.1 - Introdução 
Neste Capítulo sao apresentados dois novos algorit 
mos de identificação paramëtrica que têm como principal caracte 
rística a propriedade de eliminar perturbações .determinísticas 
que atuem no processo a ser identificado. Os algoritmos também 
_. ~ .- sao capazes de eliminar perturbaçoes estocasticas. 
Os dois algoritmos possuem estrutura do tipo SÉ 
rie-Paralelo e diferem do Algoritmo Sërie-Paralelo de Landau, da 
do no Capitulo 2, por possuírem um corretor na parte linear do 
sistema global, atuando sobre e(k), sintonizado nas frequências 
do sinal de identificação. " 
Para mostrar a estabilidade dos algoritmos sao 
usados os Teoremas 3.2 e 3.3, que também permitem . encontrar 
leis de adaptação paramêtrica para esses casos. Para provar a 
convergência dos algoritmos procede-se da seguinte maneira: Pri 
meiramente usa-se uma funçãode Limnmov_associada aos sistema glo 
bal, que contêm um termo relacionado com a parte linear e outro 
com a parte não~linear. Ela permite provar, em cada caso, um le 
ma. Em seguida, utilizando-se este lema e a propriedade de sinto 
nia do corretor prova-se, por contradição, que ha identificação. 
Este resultado, encontrado para processos não-perturbados ë usa 
do _ para provar a convergência dos algoritmos quan
38 
do o processo estã sujeito ã perturbações, determinísticas ou es 
tocãsticas. 
O Capítulo encontra-se assim dividido: No ` item 
4.2 ë apresentado um primeiro identificador com as característi 
cas já citadas, e a prova de convergência. No item seguinte mos 
tra-se um segundo identificador bastante parecido com o primei , 1¬ 
ro, procedendo-se da mesma maneira. No item 4.4 ë mostrado um re 
sumo dos dois métodos. Finalmente são apresentadas as conclusões. 
4.2 - Identificador l ll9L 
Desenvolve~se neste item o projeto de um primeiro 
identificador com as caracteristicas citadas anteriormente. 
Considere o algoritmo Série-Paralelo, dado no Ca 
pítulo 2, descrito pelas equações (Z.l3) ã (2.18). 
4.2.1 - Corretor 
Atuando sobre e(k) coloca-se um corretor sintoni 
zado nas frequências do estímulo, descrito pelas seguintes equa 
goes: ' 
x(k+l) = A x(k) + b e(k) (4.l) 
v(k) =' c x(k) + cfik) . (4.2)
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4.2.1.1 - Êropriedades do Corretor 
O corretor deve pertencer ã classe.& (1). Assim, 
a partir das equações (3.7), (3.8) e (3.9), obtêm-se as seguin 
tes propriedades. 
1) ATPA - P = -LLT = -Q , 
onde Q ê semidefinida positiva. (4.3) 
T _ 2) b PA - C (4.4) 
T _ 3) b Pb - 1 (4.5) 
4.2.1.2 - Verificação das Propriedades do Çorretor: 
Neste item sao verificadas as propriedades (4.3), 
(4.4) e (4.5) referentes ao Corretor dado por (4.1) e (4.2) ou 
por (4.52) e (4.53). Deste modo são obtidas a matriz A e os 
vetores b e c, do corretor que deverão ser usados para o cãl 
culo do algoritmo. Será também escolhida o vetor L que satis 
faça (4.3) e (4.4).
A 
4.2.l.2.l - Geração do Sinal de ldentificagão 
O estímulo deve conter um número mínimo de fre 
"A ,ú A quencias proporcional ao numero de parametros do processo a ser 
identificado, para que haja uma identificaçao satisfatõria |l|. 
Um sistema que gera u(k) ê:
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-0 - ~ ` d ä 
Í11UÚ r11(k+1) a 
A1 
¬ 
T12 (.k*1) 
¬ 
O 
¬ 
r12(.k) 
. (Á.ó) 
z~n1c1<+1) O 
A 
rnlckâ
n 
k+1) rn2(k) rn2( 
az _* _. 
u(k) = [cl C2 ... c2n_lc2n] r(k) (4.7) 
, Czn são arbitrãrios detal forma “ 1 _ Cl, , ... , 
que o sistema acima seja observãvel. 
2 - Ai = O 
1 
. - (4.s) 
3 - r(0) f O 
4.2.1.2.2 - Corretor 
r deve estar síntonizado com u(k), então O Correto 
. O' era o est¿ alores da matrlz A que g ele deve ter os mesmos autov 
mulo. Deste modo:
._ 
xl2(k+1) 
I
. 
xn1(k+1) 
xn2(k+1) 
_- -‹ ._ ._ -w - - 
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><1l(1<) . 
A1 ` b 
O 
X12 (k)
1 
+ õ(k) (4.9) 
×n111<› 
An bl 
1 Xnz (k) .
ø
T 
×›(1<) = Â [bl P1 A1 bã Pn An] ×(1<) + z(1<) 
_., ` - _.. -1. .ó _.. 
(4.lO) 
.H . . 
Onde: 
1 - Ai ë dada por (4.8) 
2_Pi= 
3 - 1 - cosz wi > O + [cos wi] # 1 
T _ 4 - bl - [0 1] 
Observações:
1
1 
11-› 
1 1 1 1 1 
H'
I 
_____¿____ 
1 1 1 1 1 
P-“1
1 'H 1 
-cos w- 
(4.11) 
-cos w 
(4.12) 
(4.l3) 
1 - E fäcíl verificar que para os valores dados aci 
ma, 0 sistema dado tem uma resposta impulsiva
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correspondente ä um somatõrio de cossenos, re 
sultado este queserã usado no subitem 4.3.3.2, 
Z - Nota-se que se em (4.9) e (4.10) e(k) e v(k) 
forem respectivamente substituídos por v(k) 
e s(k), tem-se o Corretor que serã dado por 
(4.52) e (4.53]. 
4.ZJJ2.3-Verificação das Propriedades do Corretor 
1) verificação de ATPA - P = -Q 
A matriz P deve ser do tipo: 
" ¬ 
P1 
~ O 
P= 1- 01.14) 
“i
O 
1 
P. 
D. 
'- ._ 
Se a condição .(4.l2) ê satisfeita, P ê definida 
positiva, como se deseja. Então:
ATP =Â
n 
ATPA = 1 
Então: 
CCS ml 
A- 
I»-*
I
I 
1-Zcosz ml os wl 0
| 
_____L__
| 
¿c os
O
1 
-1 
°°1 
C S O uh 
1-Zcos 
n 
(5)
1 
*COS mn
O 
“ñ 
..__..¡....._..
O 
.._6...._ 
OS
1 
-1 
OS wH
wD
4
_ 
4» 
ATPA `- P = o (4 S) 
Ou seja, Q = O ë semidefinida positiva e (4.3) 6 satisfeita. 
Mas: Q = LLT. Entãoflâscolhe-se o vetor LT = [0 O OI, `pois K 
qug apareçe @m(3.8) e (3.9) assume o valor O para satisfazer (4.4) 
e (4.5).
i
2) verificação de bTPA = z 
_ -T -T 1 c- [bl bl] 5 
O pm O An 
1 T T C;-_...
n 
substituindo (_4.'s), (4.11`) e (4. 
encontram-se os valores que satisfazem (4.4). Assim: 
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P1 () A1 O 
[bl P1 A1 bl Pn An] (4.1ó) 
12) em (4.16) 
c = 1 [%1` cos wl ... -1 cos wn] (4Íl7)
n 
3) Verificação de bT Pb = 1
¬ 
b¶Pb'= [0 1 0111
n
1 
__..._L____ 
-COS (U1 
O 
M
1 
O ~ l 
“COS ,(1) 
T1 
_._..........__.__._ 
` `
1
O
o
4 
-cos wn O 
1 1 
A L.. 4 
bTPb=1 (4.1s)_
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C De (4.l8) conclui-se que a propriedade (4.5) ê 
satisfeita para os valores escolhidos. ' 
Comentãrio: 
Verificou-se que com os valores escolhidos para A, 
b e c , bem como P, as propriedades do Cor 
retor são satisfeitas. Chegou-se ã conclusao que 
Q = O e escolheu-se LT = [ 0 ... O 1. Deste mg 
do o Corretor dado pertence ã Classe ig (1), e \`e§ 
tã sintonizado nas freqüências do estímulo, como se 
deseja. 
Como o Corretor pertence ã Classe ãâ (1), utili 
zando o Teorema 3.2 para estabilizar_o sistema global, encon 
tra-se a seguinte "lei de adaptação paramëtrica“: 
í›(1<) = ñtk-1) + 1=(1<) v(1<) ×›(1‹) (449) 
onde a seqüência de matrizes F(k) ë dada por:
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FUN) , Mk) _ Foo vck3ovTu(o1¿)fck›f ,FW , O 
1 + vT(,1<) 1= (_1<) v (_1<) 
(4.20) 
O sistema realimentado, na forma padrão, encontra- 
se na Figura 4.1. 
_ _ ,_ _____f H _. 
¡F(K) Vík) 
_ _ . + 
°“°'° f“”f° ~ 
Figura 4.1 - Sistema Realimentado, na Forma Padrão. 
4.2.2 - Êxpliçitação de v(k). 
Nota-se, de ULl9) que para encontrar n(k) ë neces 
sãrio o conhecimento de v(k), que ê'fungão de e(k), devido ã 
(4.2), que por sua vez ë função de fifikl, como mostra (2.l8l. Ne 
cessita-se, então, explicitar v(k), usando as variáveis ã priori 
definidas no item 2.3.5_mais uma variável a priori a ser defüúda.
Considerando (Z.22), define-se, ã partir de (4.
` "Corretor a priori" como: 
ç0(k) 5 z ×(k) + zo 
Subtraindo UL21) de (4.2), encontra-se: 
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2). 
(k) (4.21) 
v(k) - vO(k) = e(k) - e0(k) (4-22) 
Substituindo (2.15) e (2.22) em (4.22), tem-se: 
4 ×›c1<) - vückâ = yck) - im - Mk) ~ io kl 
×›c1‹› - ×›0u‹> = ycki -vTc1‹) £›u<> - [mo -vT<1‹> šck-ln 
T i i v(k) - v0(k) = - v (k) [p(k) - p(k-1)] (4. 
Mas , de (4-1-9)¡ 
5(k) - §(k-1) = Fck) vfik) vík) (4. 
Substituindo (4.24) em (4.23), obtëm~5e: 
v0(k) 
v(k) = z 4T z W 4 4 (4. 
1 (k) + v (K) F(k)\f 
Nota-se que em (4.25) vfik) ë explicitado em 
ção de valores conhecidos. 
23) 
24) 
25) 
fun
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4.2.3 - Prova da Convergënçia dos Parâmetros 
Para provar que o vetor de parâmetros ajustãveis, 
p(k), converge para os valores desejados, ou seja, para o vg 
tor de parâmetros a identificar, p, serã utilizada uma função de 
Liapunov associada, contendo, como já citado anteriormente, ~dois 
` ~ termos: um relacionado ã parte linear e outro a parte nao-linear 
do sistema global da Figura 4.1. 
4.2.3.1 - Lema 4.1 
' O desenvolvimento a seguir ê necessário para a pro 
va de um lema que serã util na prova de convergência dos paräme 
tros. Escolhe-se, então, a seguinte Função de Liapunov: 
mo = ›‹T<1‹) P mo + [Boo - pJT 1='1u‹) temo - pl c4.2f›1 
_ _, onde a matriz definida positiva F l(k) e dada por (3.26). A matriz 
P também ê definida positiva. 
A equaçao (4.2ó) pode ser reescrita como: 
L(k) = Ll(k) + L2(k) (4.27) 
onde: 
Ll'(1<) = ×T(1<) P ×(_1<) (4.zs) 
Lzuo = tem - p1TP'1(1<) [emo - pl (4-29)
- Prova gue Lfk) É šhcrescente 
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Para que L(k) seja decrescente, deve ser satisfei 
ta a seguinte desigualdade: 
L*(1<+1) - L(1<) 5 o , *V4 k z 0 (4.3o) 
O lado esquerdo de (4.30) pode ser reescrito por 
L(k+l) - L(k) = AL1(k) + AL2(k) (4.3 
Onde: 
ALl(k) = Ll(k+l] - Ll(k) (4.3 
AL2(1<) = L2(1<+1) - L2(1<) (4.5 
1 - Êbsenvolvímenro de ALl[k) 
De (4.32) e (4.28), obtêm-se: 
¢
. 
1) 
2) 
3) 
AL1(1<) = ×T(1<+1) P ×(,1<+1) - ×T(1<) P X (1<) (454) 
Substituindo (4.1) em (4.34), chega-se Ã: 
/àL1c1‹> = I›<Tc1‹> AT + zck) bTJ P [A ×c1<) + bem] - ×Tu<› P me 
AL1(1<) = ×T(1<) ATPA ×(1<) + ×T(1<) ATM» z(_1<) + em bTPA ><(1<) + z(1<) bT Pb z(1<) - 
- ×T(1<) P ×(1<)
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S óL1(k) = ×T(k) LATPA - P] ×(k) + z z(k) bTPA xçk) + z(k) bT Pb z(k) (4.ss) 
Usando (4.3), (4.4) e (4.5) em (4.35), encontra- 
Se 
AL1(k) = - ×T(k) Q ×(k) + 2 z(k) C ×(k) + z2(k) (4.só) 
Somando e subtraindo a2(k) no lado direito' de 
(4z36): \ _ 
.ALl(1<) = - ×T(1<) Q ><(1<) + 2 z(1<) [C ><(1<) + z(1<)] ¬ z2(1<) (4.s7) 
Substituindo (4.2) em (4.37), obtêm-se: 
AL1(k) = - ×T(k) Q ×(k) + 2 z(k) v(k) - z2(k) (4.ss) 
2 - jbsenvolvimento de AL2(k) 
IB (4.33) e (4.29), encontra-se 
ALzu‹> = [@(1<+1› - p1TP'1(1‹+1) [‹>(1<+1> - pl - E600 - p1TF`1 Mk) - pl 
(4.39) 
Substituindo (3.26)_em (4.39), chega~se ã 
×:»L2c1‹1 = fec1<+1) - pf íF'1u<1 + voo vTc1‹)1 [e<1<+1;- pl - feno - pf 
1='1(1<) [emo - pl
Sl 
AL2(1<) = [e(1<+1) - p]T1=`1(1<) [@(1<+1) - p] + [@(.1<+1) - p]T V(.k) VT(1<) 
E@<k+1) - pi - íefika - p1T F`1(k) Ifiíka ~ pJ (4-1401 
Mas:
A 
6(1<+1) - P = P(k) - P (4-41) 
Usando (2.18), (3.22) e (4.4l) em (4¿40) encog 
ÍlI`â-S6 
âLz<k> = {[@ck) - p1T + vT(k) Pík) vck>1 F`1<k> f[@<k> ~ pl + P<k> vfika v<k>} 
+ zzckâ - Eeck) - PJT P'1(k> L@ck› - pl 
AL2‹k) = [@(k> - p1T vfk> v<k› + vck> vT(k› £@ck> - pl + vT(k› P<k› v(k) vzík 
+~ z2ck1
¬ 
ôL2(k) = 2 v“(k) [eck> - pl vck> + vT<k) Fck) vck) v2(k> + z2<k› 
(4.42) 
- Somando e subtraindo VT(k) F(k) V(k) v2(k) no lg 
do direito de (4.42): 
AL2(k› = 2 vTck1 {[e<k> - pl + F(k> vck) v<k>1 vcku - vTck› Fck> víkâ »2<k> + 
z2(1<) (4.4s)
D
+
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. 
Substituindo (2.l8), Ç3.23) e Ç4.4l) em L4.43), op 
têm-se: 
ALZUÓ = " 2 €(k) \>(k) " VTUÚ FUÚ VCR) \›2(1<) * É-2(.k) C4- 44) 
Encontrados ALl(k) e AL2(k), (4.38) e (4.44), 'res 
pectívamente, e substituindo em (4.3l), chega-se ã: 
L(1<+1) + L(1<) = - ×T(1<) Q ×(1<) - vT(1<) 1=(_1<) v(1<) ×›2(1<) (.4.45) 
Como Q ë semidefinida positiva verifica-se (4.30), 
e pode-se afirmar que L(k) ë “monotõnica decrescente". 
A partir de (4.26) pode-se afirmar que L(k) ê “li 
mitada inferiormente“, pois P e F-1(k) são definidas positivas. 
Das duas afirmaçoes anteriores conclui-se que 
L(k) “converge“ Il6,17|. 
Como o sistema global da Figura 4.1 ë uma aplica 
çao do Teorema 3.2, conclui-se que o Estado do Corretor ë limita 
do. Então, de (4.1), e(k) também ë limitado e de (4.2) a saída do 
corretor, v(k), também ê limitada. ' 
Lema 4.1 ; lim ||F(1<)v(1<) \›(1<)J| ~› o (4.4ó) 
k~›oo - 
A prova deste Lema encontra-se no Apêndice C. 
Usando o Lema 4.1 em (4.24) conclui-se que a difg 
rença p(k) - p(k-1) tende a zero quando k tende a infinito. En 
tão p(k) tende ã p(k-1) em regime permanente.
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O sinal de identificação, u(k), dewacmnmr wnlnmwro 
finito de frequências proporcional aos parâmetros a identificar 
¶l,2l e pode ser escrito como: 
u(k) = kl cos (ml k + ¢l) + ... + kj cos Uñ k + ¢j) (4.47) 
Onde: 
kj - amplitudes constantes de cada cosseno;
H A 
pj - frequencias em Iradl; 
¢j - ângulos de defasagens. 
. Como u(k) ë entrada para o processo linear descri 
to por (2.13) e ê composto de várias frequências, a saida y(k) 
contêm estas mesmas frequências. Consequentemente VT(k) ë forma 
do por estas mesmas frequências, como se pode verificar por 
(2.17.c). Suponha que p(k) - p ê diferente de zero em regime per 
manente. Assim, o produto VT(k) Kp(k) - pj tera as mesmas frequên 
cias de VT(k), e consequentemente, e(k) também as possuirã, cano 
mostra (2.18).
_ 
e(k) ê entrada para o Corretor, que deve estar sin 
tonizado nas frequências de u(k), e desta forma a saída do cor 
retor, v(k), serã: 
v(k) = mll cos (ml k + ell) + .. + mjl cos (wjk + ¢j1) + 
+ mlz k cos (ml k + ¢l2) + + mjzkcos (wjk + ¢j2) 
(4.4S)
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Onde: 
mjí - amplitudes constantes; 
¢ji ~ ângulos de defasagem. 
A equação (4.48) afirma que a saida do Corretor 
não ë limitada, o que contradiz a conclusão de estabilidade. A hi 
põtese de p(k) - p diferente de zero deve ser descartada e con 
clui-se que p(k) deve convergir para p, ou seja, "há identifica 
ção".
V 
4.2.4 - Convergência dos Parâmetros quando 9 Processo estã âujei 
to ã Perturbações 
Provou-se que os parâmetros identificados conver 
gem para os valores desejados para um processo não perturbado.Cqn 
siderando, então, o processo descrito pela seguinte equação: 
n m 
y(k) = Z ai y(k-i) + Z b, u(k~j) + §(k) (4. 49) 
i=1 jzo J 
Onde: 
E(k) = perturbação 
Usando (4.3ó), a Equação Dinâmica do Erro dada 
por(Z.l81pode ser reescrita como: 
suo = -pvTc1‹> [zšcki - pl + em <4.5@;
/ 
ss 
Deste modo, pode-se redesenhar o sistema realimen 
tado da Figura 4.1 como segue: 
Í 
§w›
i 
€“) coRRemR V(k) 
' + 
5(k)_p Ateomrmooe AoAPyAçAo Pâ- 
RAMETmcA 
VT(k) . 
Figura 4.2 - Sistema Realimentado para um Processo 
Sujeito ã Perturbaçoes. 
§(k) pode ser um ruido ou uma perturbação determi 
nistica. Se esta perturbaçao for limitada e nao instabilizar o 
sistema da Figura 4;2, pode-se afirmar que x(k), e(k) e v(k) con 
tinuam sendo limitados, e deverá haver identificaçao, pelos mes 
mos motivos citados no subitem anterior. Tem-se,então, um algo 
ritmo robusto de identificação paramêtrica. 
ser do tipo 
Se šfik) = cos wèk, o sinal de estímulo tem que
'só
n 
' u(k) = Z ki cos (wík + oi) (4.51) 
i=1 
Onde: 
wi f aí)+rfiw , pois cm caso contrário a.>pertLnfl>açao estará se 
confundindo com o estímulo. Este fato acarretaria em uma i 
_. ^ A dentificaçao erronea dos parametros. 
4.3 - identificador Â j19L 
. Desenvolve-se neste item o projeto de um segundo 
identificador com as caracterÍsticas_citadas no item 4.1. 
Considere o Algoritmo Sêrie~Para1elo, dado no Capí 
tulo 2, descrito pelas equações (2.l3) ã (2.l8) 
4.3.1 - Corretor 
Considere um Corretor sintonizado nas frequências 
do estímulo, descrito pelas seguintes equações: 
x(k+1) = A x(k) + bvfk) (4.52) 
s(k) = c xfik) + v(k) (4.53) 
O Corretor atua sobre e(k) através de: 
vpk) = -»ií-«- zçk) (4.s4) 
ck + ai”
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E sobre a saida do Corretor tem-se: 
v(1<) = --í-~ s(_1<) (4. 55) 
a 
(1< + 81'” 
Onde: 
a > O 
0,5 < p 5 1 (4.56) 
4.3.1.1 - Propriedades do Corretor Ê-lei de adaptação Paramêtrica 
O Corretor deve pertencer â Classe fl9(l) e sao vá 
lidas as propriedades dadas por (4.3), (4.4) e (4.5). 
Sao válidos, neste caso, os Valores verifica 
dos no subitem 4.2.1.2. 
Como o Corretor pertence ã Classe Ã9 (1), considâ 
rando-se as igualdades (4.54) e (4.55) e utilizando o Teorema 
3;3 para estabilizar o sistema global, encontra-se a seguinte 
“lei de adaptaçao paramêtrica“: 
š›<1‹1 =13<1‹-1) + Foo voo voo (mn
^ onde a seqfiencia de matrizes F(k) 5 dada por: 
WD z W + 2; .C mz), r\¿_c1<>r;fTf1<r>offo1‹ir_ , W > O 
.Z 2 .¬ . (kw D 1 + _â._.à_. V1 ao 1z‹_1‹> vao 
` (.k+a) O 
(4.58)
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O sistema realimentado, na forma padrão, encon 
tra-se na Figura 4.3. 
j' em) ' CI 
V 
'V(K) I 
0- -×_(kf.¡) 
u 
-K R ~S(K ' 
F 
~ ›® É 
ô‹›‹›-p _ f ,, 
F M “'°““ * F ~ 
_. \+ 
v*u‹›
' 
Figura 4.3 - Sistema~Realimentado, na Forma Pa 
drão. 
4.3.2 - Explicitagao de v(k) 
Nota-se, de Ç4.57), e como no caso anterior, que 
para encontrar p(k)ë necessário o conhecimento de v(k), que ê fun 
ção de e(k), devido ã (4.55), (4.54) e (4.53), que por sua vez ê 
função de p(k) como mostra (2.l8). Necessita-se, então,exp1icitar 
v(k), usando as variáveis ä priori definidas no subitem 2.3.5 
mais uma variavel 5 priori a ser definida. ' 
Considerando-se Ç2.Z2), faz-se a partir de UL54):
ri" como: 
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v0(k) 5 -__š~»- zoçk) 54.59; 
A (k+a)° 
E, a partir de Q4.5$: 
s0(k) É Ç xflk) + vofik) (4.óO) 
Definindo-se, a partir de(4.55),“Corretor ã prig 
×›0c1<>= -"“`°- som <4.õ1) 
ck+a›° 
Subtraindo Ç4.Õ1) de (4.55), encontra-se: 
»ck› - v0<k› = -§-- {S<k> - âockil <4.õ2> 
<k+a›” 
Substituindo (4.60) e (4.55) em (4.óZ), obtêm-se: 
v(k) - v0(k) = --Ê»- [v(k) - v0(k)¡ (4.ós) 
(4.63) tem-se 
(k+a>° 
Substituindo (4;59), (4.54), (2.22) e (2.l5) em 
_
2 
. _ a ^ ^ vík) ~ v0(k) - --~š~ {y(k) ~ Y(k) - [y(k) - y0k1} 
f) Ck+a)
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. 2 ^ ^ 
×›<1‹› - ×›O<1<) = _-Ê-~ {›fu‹› ~ vTu‹> pelo - Mk) - vTc1<> p<1<-mi 
(.k+‹'=1)2p ~
à 
2 ^ i 
va) - vom = - -í-- vTu‹> [pm - pck-1)] (M4) 
(1‹+zz)2'° 
A partir de (4.57) obtêm-se (4.24), que substitui 
da em (4.64), da: 
_ 7 . V0(k) . p 7 7
` 
\›(1<) _ “2” z t (4-55) 
p 
1 + _-»í.-- vT(_1<) 1=(1<) v(1<) 
(k+a>2° 
Nota-se que em (4.ó5)~v(k) ê explicitado em fun 
ção de valores conhecidos. 
4.3.3 - Prova da Convergência dos Parâmetros 
Seguindo os mesmcs passos do caso anterior para 
provar a convergência do vetor de parametros ajustãveis para os 
valores desejados, será utilizada uma funçao de Liapunov associa 
da ao sistema da Figura 4.3, semelhante ã função (4.2ó). 
4.3.3.1 - Lema 4.2 
O desenvolvimento a seguir, de maneira semelhante 
ao do subitem 4.2.3.1, ê necessario para a prova de um lema que 
também será útil na prova da convergência dos parâmetros para es
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te caso. Escolhe-se, então a seguinte função de Liapunov. 
L'<1<) = ×T‹1‹› P me + tem - pf P'1c1‹› [Quo ~ pi c4.f›f›> 
onde a matriz definida positiva F_1(k) ê dada por (3.4S). A ma 
triz P também ê definida positiva. 
A equação (4.6ó) pode ser reescrita como: 
L'(1<) = Lim + Lè(1<) (4.ó7) 
Onde:
v 
1.'1(_1<) = ×f(1<) P ×(1<) (4.óa) 
Lè(1<) = [emo - p]T P`1(t1<) [em - p] (znósâ) 
- Prova gue L'(k) É decrescente 
Para que L'(k) seja decrescente, deve ser satiä 
feita a seguinte desigualdade: 
L'(1<+1) -L'(1<) 5 o , 4 1< go (4.7o) 
O lado esquerdo de (4.70) pode ser reescrito por: 
L'(1<+1) - L'(_1<) = /iL5_(_1<) + z>L¿(_1<) (4.v1)
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Onde: 
AL'1(_1<) = 1.í(_1<+1) ~ Lí(_1<)_ (4. 72) 
ALè(1<) = L¿(1<+1) - L¿(1<) (4. vs) 
1 - Desenvolvimento de ALí(k) 
De (4.72} e (4.68) obtêm-so 
ALí(1<) = ×T(1<+1) P ×(1<+1) - ×T(1<) P ×(1<) (4. '/4) 
Substituindo (4.52) em (4.74)_ chega-se ã 
AL¿'L(1<) = [×T(1<) AT + vT(1<) bT] P [A ×(1<) + b v(1<)1 - ×T(1<) P ×(1<) 
ALí(_1<) = ><T(1<) AT PA ><(1<) + vT(1<) bT PA ×(1<) + ><T(1<) AT Pb v(1<) + 
+ vT(1<) 'bT Pb v(1<) - ×T(1<) P ×(1<) 
ALí(1<) = ><T(1<) [AT PA ~ P] ×(1<) + 2 v(1<) bT PA ×(1<) + vT(1<) bT Pb v(1<) 
(4.75) 
Usando (4.3), (4.4) e (4.5) em (4.75), encontra~ 
se 
/›L¿c1‹1 = - ×T<1‹1 Q ×<1o + 2 voo ‹z mo + vzuo (4. vs)
Somando e subtraindo v2(k) no lado diieito 
(4.76): 
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de 
AL¿c1<> = - ›‹Tc1‹1 Q ×u<> + 2 v<1‹> [ ‹;×c1<> + mo] - vzcw 
Substituindo (4.53) em (4.77), obtëm~se: 
(4¿77) 
ALí(k) = - ×T(k) Q ×(k) + 2 v(k) sçk) - v2(k) (4.78) 
Usando (4.54) e (4.55), encontra-se: 
S(k) V(k) = vfik) €(k)n (4-79) 
Então:
2 
ALí(k) = - ×T(k) Q ×(k) + 2 »(k) z(k) -zm-Ê--_. @2(k) 
(k+a)2p 
2 - Desenvolvimento de ALá(k) 
De (4.73) e (4.69), encontra~se: 
(4.80) 
AL¿(1<› = [e(1‹+11 - pf 1='1u<+1› [<>c1<+1)~p1~ Iene - p]T1='1u<) Leno - pl 
Substituindo Ç3.45) em(A.81),chega-se ã: 
(4.8l)
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. 
V 2 ¬ 
AL¿(1<› = {p(1<+1) - pf p'1U<1 + -?-- voa vTc.k) [@<1<+1> - pl - 
(k+a)2°
_ 
- [e<.1<) - pl F'1<1‹> Leno -pl 
T -1 - az T 
AL¿(1<) = [e(1<+1) - p] F (1<) [e(_1<+1) - pl + [@(k+1) - pJT---š- l/(kl V (kl 
(k+a) D V 
[@c1<+1› - pl - (Gm - plT F'1c1‹) tpckl - pl ~ (mz) 
Masz p(1<+1> - p = pm _ p (4.8I<) 
Usando (2.18), (3.35) e (4.83) em (4.82), encog 
tI`â'S€ 
z\L¿u‹) = pgppkz _ pf + vT<1<› mo pckn p'1u<› memo - pl + Fm v<1<1 ×›<1<1l- 
az ~T -1 ----- zoo - [em - pl P ck) [emo - pl 
(k+a)2p 
A1,¿(1<) = [em ~ pf v(1<) \›(1<) +_×›(1<) vT(1<) [pm ~ pj + vT(1<) 1=(1<) \/(k) p2(1<l+
Z 
+ _-2» âzckâ 
cm) 2° 
H 2 ¬ 
úpgckl = 2 vT‹11<> leem - pl pm + vino Im voo ×›2(1<1 + ~--*L-‹ voo 
(k+a)2° 
(4.84)
65 
Somando e subtraindo VT(k) F(k) Vfik) v2(k) no la 
do direito de (4.84): ~ 
óL¿<k› = 2 vT(k›~{[e<k> - pl + Pri) vck› vckii vtkâ - vT(k1 Pcki v(k› vck›+ 
2
2 + -ë›~__.z (k) (4.ss) 
ck+â›2° 
Usando (2.18), (3.3ó) e (4.83) em (4.85), obtêm- 
se:
'
2 
_AL¿(k) = - 2 zíky v(k) - vT(k) p(k) v(k) víki + -Ê›-E- z2(k) (4.só) 
1 Ufia)O 
Encontrados ALí(k) e ALá(k), (4.80) e (4.86), res 
pectivamente, e substituindo em (4.71), chega-se.ã: 
L'(k+11 - L'‹k> = - ×Tck) Q ×<k1 - vT‹k> Ftka víkâ vzckõ cú, 87) 
. Como Q ë semidefinida positiva verifica-se(4.70} 
n ' 4 "` u 
e pode-se afirmar que L (k) e "monotonica decrescente". 
A partir de (4.66) pode-se afirmar que L'(k) ê “Li 
mitada inferiormente“, pois P e F_l(k) são definidas positi 
V€iS . 
Das duas afirmações anteriores conclui-se que 
L'(k) "converge“ |16,17|. 
Como o sistema global da Figura 4.3 é uma aplica 
.-. » 
çao do Teorema 3.3, conclui-se que o Estado do Corretor e limita 
do. Então, de (4.52), v(k) que ê entrada para o Corretor, tam
66 
bém ê limitada e de Ç4.53) a saida do Corretor, s(k), também 56 
limitada. 
Lema 4.2 z 11-m :|F(1<1 v(41<) v(_1<)f| ~› o (4.88) 
k_ ~› oo 
A prova deste Lema tambëm encontra-se11oAp&nüce(L 
Como (4.24) também ë valida para este caso,aplican 
do o Lema 4.2, conclui-se que a diferença p(k) - p(k-1) tende a 
zero quando k tende a infinito. Então p(k) tende a p(k-1) em 
regime permanente.
_ 
Como u(k), descrito por (4.47), ê entrada para o
4 processo linear descrito por (2.l3) e 6 composto de varias frg 
quëncias, a saida yfik) contêm estas mesmas frequências. conse 
.. T ,_ ..^ _ quentemente V (k) e formado por estas mesmas frequencias, como 
se pode verificar por (2.l7.c). Suponha que p(k).- p ê diferen
^ 
te de zero em regime permanente. Assim o produto VT(k) [p(k) - p] 
terá as mesmas frequências de VT(k) e, consequentemente, e(k) tam 
bem as possuirã, como mostra (2.l8). A entrada do corretor, dada 
por (4.54], sera, entao, do tipo:
_ 
v(1<)=F1< cos (w11< + ¢ ) + + k. aos (w,1< +¢.ƒ .im (4. SIG) 
(1<+a)p 
Com a entrada do Corretor dada por (4.89) será vis 
to que a saída do Corretor serã não-limitada, ou seja¿ s(k) + w.
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4.3.3.2 - §rova gue_ Sfik) à w Qnendo y(kl É dade por §4.89) 
Considere o seguinte diagrama: 
E 
(k+ 0 W 
Figura 4.4 - Diagrama Correspondente ã Partelánear 
do Sistema da Figura 4.3. ' 
Sabe-se que: 
s(k) = h(k) * v(k) (4.90) 
Onde h(k) ë a resposta impulsiva do Corretor. 
Entao: 
‹›‹› 1< 
âcku = 2 h<k-5) vfin = 2 hck-51 vcâ) <4.@1> 
â=0 - ~â=0 
Desenvolvendo (4.9l), encontra-se: 
s(k) = h(O) v(k) + hfil) v(k-l) + . . + h(k) v(O) 
' 
_(4.92) 
Mas h(k} ë do tipo:
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h(k) = bl ccs wl k + bz cos wz k + . _ + bj cos da k (/1.93) 
Onde: bj sao valores constantes. 
Pode-se decompor vfik) em: 
v(k) = yl(k) + v2(k) + . + vjfik) (4.94) 
Como o Corretor ë um sistema linear, sua saída ã 
(4.94) será: 
sfik) = sl(k) + s2(k) + .. + sj(k) _(4.95) 
Onde: sj(k) ë a resposta do Corretor ã vj(k) 
Considerando um sinal senoidal do tipo: 
§i(k) = ai cos mi k (4.9ó) 
Onde: ai = amplitude constante 
wi = freqüência 
A resposta do Corretor ã (4.96) serä, usando(4{92) 
A ^ ^ ,_ 
.âí(_1<) - mo) z›i(_1<) + hu) _vi(_1<-1) + + 1¬(_1<) viço) (4.â›_,) 
Considerando o período de Ç4.9ó) como um múltiplo 
inteiro do período de amostragem, existo um inteiro Mi tal que:
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cos) (wi + 0) = cos (wiMi) = cos (wi 2 Mi) = 
cos (95 + 1) = cos (wi GWi + 1)) = Cos (wi(ZM¿ + 1) = 
cos (wi + k) = cos (wi (Mi + k)) = cos (wi (2 Mi + k)) = (4.98 
Também existe um inteiro M tal que: 
h(O) = h(M) ='h[2M) = 
h(l) = I1(M + 1) = h(2M + 1) = . 
› O o
u 
V 
h(1<) =1z(M+ k) = h(zM + 1<)= . (4. 99) 
De (4. 98):À 
^ ^ 
vim) = vimi) =§i(_zMi) = = Çiavmiy = = §zi(zMMi) = . 
. 
= Vi(SM.VIí) = . (/1.1.00] 
De (4. 99): 
h(O) = h(M) = h(2M) = = h(MMí) = h.(ZMMí) = . . = h(EíMi) = 
' 
(4.1@1) 
A partir de (4.100) e (4.lOl) pode-se escrever que: 
h(O) = h(MMi) = h(,2MMi) = = }1(_NZ`-flvíi) (4.].O2) 
§(o) = §¿(MMi) = §i(2MMí) = .. = §i(NMMi) (4.1o3)
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^ 
. Assim, si no ponto NMMÍ, onde N ë um inteiro, 
5: 
šimmwi) = hm) Çigmwiy + hm ízí(Nm»zí - 1) + . . + h(M~1i)ízi((N-1.)r›mi)+ . 
+ hpzmí) §i(_(N-zmâi) + + mmvxiy {zi(o) (4.1~04)
A 
O sinal si(NMMi) pode ser escrito como:
A 
siU®@%) = h(0) ;i(NMMi) + hfldfii) §i((N-1)MMi) + h(ZMMi) vi((N-2)MMi)+ .. 
+ 11(N›-Mi) {zi(o) + fl (mai) (4405) 
Onde: rl ë um resto. 
Considerando, agora, que: 
vino = --ff*- izino 
1 *(4.1‹›õ) 
c1‹+a>@ 
A resposta do Corretor ã (4JDó) será, considerando 
(4.lO5), (4.l0O) 6 (4.lOl)1 
^ [ a + a + ai + si(1\wí) = hm) vim) - z Í ~ Í e s ~ Í z z 
l 
(_NMMi + a)f° (4(N-1)M»1i + a)° (_(1\=-2)m~1i + a)p 
+ -ii-_ + r_ @_\1r»ârv1i) (4.1o7)
30
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Onde: r ë um resto. 
O termo entre colchetes em (4-1U7)ë a série har 
mõnica, que diverge para valores de o dentro do intervalo dado 
por (4.5Õ). Deste modo, cada termo do estímulo gera uma presposta 
no Corretor que tende a um valor não limitado. 
A coclusão anterior afirma que a saida do corretor ë 1150- 
limitada, o que e uma contradição ã conclusão de estabilidade. A 
hipõtese de de p(k) - p diferente de zero deve ser descartada e
^ 
conclui~se, como no caso anterior, que p(k) deve convergir para p, 
ou seja, “hã ídentificaçao“. “ 
4.3.4 - Convergência dos _Rafiàwtra;quando E Processo esta §ujeit9 
Ê Perturbacoes 
Provou-se, como no caso anterior, que os parâme 
tros identificados convergem para os valores desejados para um 
processo não-perturbado. Considerando o processo descrito por 
(4.49), pode-se redesenhar, a partir de (4.50), o sistema reali 
mentado da Figura (4.3) como segue: 
+ 
` 
(mdf 
V 
' (mma 
. A1.eoR›'TMo DÊ
E 
\ _ ôk r› _ Ar›/-\«r»\cfo ___ ¿ ‹›~- ~ ¬ ‹ .¬ /\ \"-_-_..-í___' ' I `- _ `›{:;-`} 
E 
PAR/W-zETR|cA
Í VT(L<) 
Figura 4.5 - Sistema Realimentado Sujeito a Perturbações. 
5...
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§(k), como no caso anterior, pode ser um ruído 
ou uma perturbação deterministica. Se a perturbação foi limita 
da e não instabilizar o sistema da Figura 4.5, pode-se concluir 
que x(k), v(k) e s(k) continuam sendo limitados e deverá haver 
identificação pelos mesmos motivos citados no item anterior. 
A diferença básica entre o identificador 1 e 2 
pode ser vista na Figura 4.5. Como o ganho -Ê- ê decreâ 
(k+a)° 
cente no tempo, a influencia de g(k) também fica decrescente no 
tempo. Assim, quando o tempo tende para infinito, a influen 
cia da perturbação no algoritmo tende a desaparecer. 
` ' ._ ... à. E também válida a afirmaçao feita em relaçao a 
(4.5l) no subitem 4.2.4.' 
4.4 - gesumo dos Métodos Qropostos de identificação 
Neste item ê apresentado o resumo dos dois meto 
dos de identificação paramëtrica desenvolvidos no Capitulo. Dei 
te modo, como se pode verificar, ë fãcil implementa-los em com 
putador digital. 
4.4.1 - Método 1 
1) Processo:
¬ me = pq vuo 
Onde:
T p A Ia] ... an bø ... bm! 
vT(1<) 
9: 
1y(1< - 1) y(1< - n) u(1<) u(1< - m);
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2) Modelo Ajustável: 
íckâ = šTck) vck1 ~ 
onàez 1§T(z1<) = [â1(,1<) ân(1<) Í›0(_1<) ...LÂ]¿.(1<).j1 
3) Equaçao do Erro 
SCR) = Yfk) ~ §'(_1<) 
4)_Corretor 
x(k+1) = A x(k) + b eflk) 
4 
vfik) = c xfik) + e(k) 
onde a matriz A e os vetores b e c são aqueles dados no i 
tem 4.4. 
5) Lei de Adaptação 
zocku = ycka - pT<k-11 vck) 
v (k) = C x(k) + 6 (k) o- ~~ o 
~ (K) 
×›(1<.) = oz Âíoz fo
¬ 1+v¶m1Pw>vw) 
ickâ = 5ck~11 + P(k› vfkl »<k>
I 
4.4.2 - Método 
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mo v(1<) vT(1<) 1=(1‹ 'F(1<+1)_=F(1<) - , 1=(_o) > o
T l + V (k) F(k) V(k)
2 
Usando-se o mesmo procedimento que se chegou ã Fi 
gura 3.8, pode-se desenhar o diagrama padrão do método 2 .sob a 
seguinte forma 
'v k) CORRETOR
A 
Onde: 
1) Processo:
F 
&w_p fwlfifoošífifiowmšè 
_w"d 
AQAPTAÇAQ {$¿{.*'"“' 
' P@É¶ÊlÊí"L.LM 
(U '¬2F 
>< 
4
à 
Figura 4.6 - Sistema Equivalente ao da Figura 4.3. 
vçk) = ›~¿í- vT(k) , o.5 < O <-1 
(k+af 
.H
yc1<1=1>Tu‹1 voo Í
Modelo Ajustável: 
- ^T " 
Yfik) = p (k) Vfik) 
Equaçao do Erro: 
vc1‹> = «L mo - im 
z <1‹o+ a) D 
Corretor:
‹ 
X(k+l) = A x(k) + b v(k) 
s(k) = c x(k) + vflk) 
Lei de Adaptação: 
voou = -~í- yck) - pT<1‹-1) vam 
Ck+a)p 
s0(k) = c xfik) V+ v0(k) 
SO(k)` 
s(k) = _' W~ zz ¿- 
1 + vf(k) F(k) v(k) 
im =z3cok-11 + 1=c,1‹) \7c1‹› sua 
m¬.1> z W) _ _o1í_<o1;í›.v1§,1‹1o\¿To(,o1â>f F (k) 
1 + v1(k) Fpk) v(k)
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4.5 - Conclusão 
Neste Capitulo foram apresentados dois métodos de 
identificação paramêtrica cuja principal caracteristica 6 a eli 
minação de perturbações, estocãsticas e/ou determinísticas.
4 A estrutura escolhida para ambos os metodos foi a 
Série-Paralelo. Considerando-se, então, o Algoritmo Série Parale 
lo de Landau, utiliza-se um Corretor sintonizado nas frequencias
_ do estímulo e pertencente a Classeââfil), definida no Capitulo 3, 
atuando.na parte linear do sistema global sobre c(k). Desta ma 
neira, utilizando~se as aplicações do Teorema de Estabilidade pa 
ra uma Classe de Sistemas Realimentados, dados também no Capitulo 
3, garante-se a estabilidade dos sistemas realimentados. 
_ 
Para provar a convergência dos paràmtrms identifi 
.... z ú. ._ cados quando o processo nao esta sujeito a perturbaçoes, foram es 
colhidas funções de Liapunov que permitiram provar um lema para 
cada caso. A partir destes lemas e da propriedade de sintonia do 
Corretor conclui-se que para que os sistemas das figuras 4.1 e 4.3 
sejam estáveis deve haver identificação. Deste modo foi também pqâ 
sível derivar as leis de adaptação paramêtrica, que utilizam a se 
quencia de matrizes a Ganho Decrescente, que possui boas proprie 
dades de convergência Íl,2,3,4,ó|. 
Então conclui~se que estes iden 
tificadores também funcionam quando o processo a ser identificado 
está sujeito ã perturbações limitadas que não instabilizam os al 
goritmos. 
Através da verificação das propriedades do Cor 
retor foram escolhidos os valores da matriz de Transição de Esta 
dos, do vetor de acoplamento da Entrada e do vetor de saída do
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corretor. 
Pelos resumos apresentados verifica-se que os algo 
ritmos são de fácil implementação em computador digital e que em 
ambos os métodos não É necessário o pré-conhecimento dos parãmg 
tros a serem identificados.
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C A P I T U L O S 
SIMULAÇÃQ DIGITAL 
5.1 - Introducao 
Neste Capítulo são apresentados os resultados das 
simulações em computador digital dos métodos de identificação a 
presentados neste trabalho. O objetivo 5 avaliar comparativamente 
o desempenho dos novos identificadores dados no Capitulo 4, com 
os identificadores dados no Capitulo 2 e em l6|. Deste modo com 
prova~se quecfi idmfljficwünfs prqxBtos° apresentam um bom desempe 
' .z nho em ambiente determinístico e/ou estocastico. 
As simulações, puramente digitais, foram realiza 
das num minicomputador PDP ll/40 e os resultados foram obtidossob 
a forma de Tabelas e Graficos. A avaliação do comportamento dos 
algoritmos ê feita atraves de medidas de desempenho, como distan 
.¢ ~ cias parametricas e relaçao ruido/sinal. 
O Capitulo encontra~se assim dividido: No item sub 
sequente são tecidas considerações sobre a programação e equipa 
mentos utilizados. No item 4.3 são definidas as medidas de desem 
penho; a seguir são mostrados os resultados e finalmente são a 
presentadas as conclusões.
79 
5.2 - Considerações sobre 3 Programação Ê Equipamentos Utiliza 
dos 
Implementou-se, no minicomputador PDP ll/40 os 
seguintes algoritmos de ídentificaçao paramëtrica: Sëríe-Paralelo 
e Paralelo-Extendído, dados no Capítulo 2; método Paralelo com Ve 
tor de Parâmetros Ajustãveis Extendido, dado em Í6|; e os dois me 
todos de identificaçao propostos no Capítulo 4. ~ 
A linguagem escolhida foi a FORTRAN, que se pres 
ta para redigir programas voltados ã aplicaçoes técnicas e cien 
tíficas. Os cãlculos envolvendo variaveis reais foram realizados 
em dupla-precisão, pensando-se numa melhor convergência dos falgg 
ritmos. ” 
A programação dos algoritmos foi baseada na Tabela 
2.1 e no item 4.4. Assim sendo, o programa de simulação ê compos 
to de uma rotina de entrada de dados, de rotinas de inicializaçoes 
e atualizações, das rotinas de cãlculo dos algoritmos, e uma_roti 
na de armazenamento e saída de dados. Um programa para traçado 
no ploter analõgico ë usado como apoio e objetiva apresentar cuz 
^ A vas de Distancia Paramêtrica e Distancia Paramëtrica dos Valores 
Médios. 
O computador usado foi o minicomputador PDP 11/40, 
.- 
da Digital Corporation, locado no Laboratorio de Controle e Micro 
informática Marcos Cardoso Filho, do Departamento de Engenharia É 
lëtrica de UFSC. Este computador ë apropriado como dispositivo de 
computação em tempo real e também como componente de sistemas de 
controle e instrumentação. Descrições mais detalhadas do minicom 
putador e periféricos encontram-se em Íl2| e |l4|.
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Como dispositivo de saída de dados sob a forma 
de curvas foi usado o ploter Analõgico do mesmo Laboratório. ' 
5.3 - Definição das Medidas de Desempenho 
Para avaliar o desempenho dos identificadores, a 
sa-se as seguintes medidas:
A 5.3.1 - Distancias Paramêtricas 
A Distância Paramëtrica, que representa a distâa 
,- cia dos parâmetros do processo e dos parâmetros do modelo ajusta 
vel, ë definida pela seguinte expressao: 
DP(k) = --l-ÀV/ É (aí-ãi(k))2 
+i 
É (bj-Êj(k))2 (5.l) 
(n+m) 1=l J=0 
Onde: 
_.. A 
aí e bj sao os parametros do processo. 
ãí(k) e bj(k) são os paràmmros identificados. 
Outra medida decbsmmxnmo usada 5 a Distância Para 
A ^ métrica dos Valores Médios, que representa a distancia dos para 
metros do processo e dos valores médios dos parâmetros do modelo 
ajustável, e ê definida como segue:
81 
f zz-r^f_V `____ _,,, _ _ _ _, 
DP (k) = -_-1 É ( 
1 
Í 
2 m 1 2 
med __ aí~ai(k)) + E (bj~bj(k)) (5.2) 
(n+m) 1`1 . Àj=0 
onde: 
§(k) G Éj(k) são os valores mõdios dos parâmetros identifi 
cados. 
Definindo: 
A A ^ ^ 
f›med(k) lg [`ã1(1<) an(k) b¿,(1<)_ bm(1<)] (5.3)_ 
tem-se: 
§med(k) = QÍÊJ êmed(k"1) + É §(k) (5~4) 
onde p(k) ë dado por (2.19) 
5.3.2 - §e1ação guide/Sinai (RRS) 
Para verificar o desempenho dos identificadores 
qUafid0 0 PTOCGSSO está 5Ujeít0 ä perturbações, usa-se, também, a 
seguinte relação entre a perturbagãø C 3 Saída me¿ida do processo; 
RRS = _§nergiai§§dia_defiRní¿0í (5.5) 
Energia Nõdiu de Sinal 
C0HSíd€Tafld0 8 Figura 5.1, (5.5) pode ser rescri 
ta como segue:
Ou: 
Onde 
k 2 (1/k) É E (Ê) 
RRs(1<) = zf *E1 Í z- 
(1/1‹> ›: ››2mcz› 
£=1 
R1-'<s(1<) ~= -R-(Â 
5(1<) 
Roo = 5129 R<1<-11 + 1 azcka 
k k 
s(1<) = 92-12. s(1<-1) + À y2m(1<) 
1< ~ k 
Figura 5.1 - Processo Sujeito ã Perturbações
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5.4 - Resultados 
Neste item são mostrados os resultados de simula 
ção dos algoritmos citados na secção anterior para um processo 
não perturbado ou sujeito ã perturbações determinísticas e/ou es 
tocãsticas.Dentre os vãrios sistemas identificados escolheu-se,pa 
ra mostrar os resultados obtidos, o processo descrito pela seguin 
te relação entrada-saída, usado em ll8I e l9{: 
-1 _-2 q + 0.5 q me = zaz as z um cs.10) 
1 - 1.5q`1 + o.7q'2 
Para efeito de identificação usou-se uma entra 
da da forma de (4.34), escolhendo-se 4 frequências arbitrãrias,n§ 
mero este suficiente para poder identificar satisfatoriamente Í1,2Í- 
Foi também verificado que não ë necessãrio que os períodos do es 
tímulo sejam obrigatoriamente múltiplos inteiros do período de 
amostragem. 
Para satisfazer a condição que a sequência de ma 
trizes F(k), dadas por (3.20) ou por (3.38), seja definida posi 
tiva, escolheu-se: 
F(0) = G . I (5.l1) 
Deste modo, como se pode observar por simulações, um ganho G al 
to proporciona identificação mais rãpida em ambientes não pertur 
~ 9 bados ou perturbados. Escolheu-se, entao, G = 10 . 
Como F(k) descrita por (3.38) tende a um valor
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constante, como mostra (3.45), escolheu-se um valor alto de "a" 
(103 para as simulações realizadas). Esta escolha possibilita que 
F(k), neste caso, tenda a um valor constante baixo melhorando con 
sideravelmente os resultados de identificação quando usado o Mš 
todo 2 dado no Capítulo 4. 
Verificou-se que osmétodasParalelo-Extendido, da 
do no Capítulo 2, e Paralelo com Vetor de Parâmetros Ajustãveis 
Extendído, dado em Iól, apresentaram resultados iguais para as 
mesmas condições de simulação. Assim os resultados referentes a 
estes dois algoritmos serão referidos simplesmente como ao do Mé 
todo ou Algoritmo Paralelo. 
. Os resultados das simulações serão apresentadosda 
seguinte maneira: Inicialmente serão descritos a forma da pertur 
bação, o instante de amostragem final e a RRS correspondente." En 
tão, para cada método apresentado serão mostradas DP e DPmed na 
iteração final, o valor de p quando for usado 0 Método 2 apre 
sentado neste trabalho, e os valores identificados e médios identif_i_ 
cados sob a forma de relação entrada-saída. Sob a forma de curvas 
serão mostrados o desenvolvimento da Distância Paramétrica e Dis 
tãncia Paramétrica dos Valores Médios, sendo que os valores mé 
dios serão sempre calculados a partir da óê iteração. 
5.4.1 - Caso l ~ Processo Não Perturbado 
Neste caso foi identificado o processo não sujei 
to ã perturbações. Os métodos de identificação utilizados foram o 
Série-Paralelo, o Paralelo, o Método l'e o Método 2, ` este 
con1o = 1.0 e com 0 = 0.55. Os resultados obtidos foram iguais 
para os 5 algoritmos, com convergência garantida em 5 iterações,
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e sao assim descritos: 
A qfl + 0.5 
q_2 ' 4
. 
>'(1<) = - a a ff ~‹ U(.1<) (5.l2) 
1 - 1.5q'1 + o.7q'Z 
O comportamento da DP, para todos os casos, ë 
mostrado na Figura 5.2. 
g . 
DP 
1.0 
_c®¬ H 
O H 10 k . 
Figura 5.2 - Distância Paramëtrica. 
Os resultados obtidos,-relaçäo (5.12) e Figura 
5.2, mostram que todos os identificadores convergem para os valg 
res desejados em poucas iterações, quando o processo não está su
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jeito ã perturbaçoes. 
5.4.2 - Çaso 2 - Processo Sujeito Ê um Ruído Estocãstico 
Símulou-se o processo perturbado por um ruído es 
tocãstico de distribuição gaussíana, com as seguintes mëdia e 
variância:
4 
E = 0.0 
02 = 1.0 
Outros dados: 
k = 4000 
RRS(k) = 0.901ó49% 
a - Metodo Série-Paralelo 
Tami 
As distâncias paramëtricas na iteraçäo final fg 
DP(k) = 0.27l934 
DPmed (k) = 0.293123 
Os resultados obtidos foram os seguintes: . 
-1 -2 
§(k) = o¿93s719_q pp 
+ 
p 
o.9ó2oó7\g;p _ u(k) (5_13) 
1 - 1.2s7s17 q`1 + o.s1ó923 
q'2
guras 5.3 
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- -1 -2 
y(k) 
014 q}í + 0 Qsvssó _; 0.9 43 . = f‹a 0 zfa q -_ u(k) - (s.14) 
1 - 1.zó1791 q"1 + o.so1zss q'2 0 
O comportamento da DP e DPmed ë mostrado nas Fi 
e 5.4.
O W 
â 
._‹
4 
~z«:=vv= 
_:í:§§ëm 
-_.?'.':' 
Í`.-`- 
¡ 
__ 
"" 
;_ 
__
_ 
0 r 
, 
Í ,&f_ a, 
4000 k 
Figura 5.3 - Distância Paramêtrica.
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e DPmed 
1.o '
E 
11;; Q
: 
nz_,, _* , z szzz "V 
0 i _ 4000 k 
Figura 5.4 - Distância Paramëtrica dos Valores Mš 
dios. 
b - Método Paralelo 
Taml 
Às distâncias paramëtricas na iteraçao final «fg 
DP(k) = o.ooz5o3 
_DPmed(k) = o.o15o25
_ 
Os resultados obtidos foram os seguintes: `
Figuras 5.5 e 
DP 
1.0” 
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1 2 
A 
1 - 1.s03ss1 q'1 + 0.702741 q'2 * 
- 
_ 
1 1 
Wk) = 1.00ó2ó2 q + 0.47ó9ó1 qw “um (5_16) 
1 - 1.513502 q`1 + 0.7124s1 q`1 . 
O comportamento da DP e DPmed ë mostrado nas 
5.6.
A 
¿_£ ¿ 
_ , _ _ _ .¿_._..¡ ff Í ~,~,~ . .;›~.~_ . › 4 _¡.‹--.z.-_» .-..,...¡,, _ ,, 
0 É 4000 k 
Figura 5.5 - Distância Paramêtrica.
c - Método 1 
ram: 
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â DPmed 
1.0” 
P. › 
0 ` 4000 k 
Figura 5.6 - Distância Paramêtrica dos Valores Mš 
dios. 
As distâncias paramêtricas na iteração final fg 
DP(k] = 0.03063l 
DPmed(k) = 0.0l6l55 
Os Resultados obtidos foram os seguintes:
guras 5.7 e 
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. -1 -2 
9(k) = 1 002333 q + o.4§§gQ§3 q Í u(k) (5.17) 
1 - 1.5o55o1 q'1 + o.ó97431 q`2 
~ -1 -2 
y(k) = o.9eoó75 q ¿ÍÍo,s2sss¿ q í u(k) (SJB) 
1 - 1.5oozóó q 1 + o.7o14ó7 q 2 
O comportamento da DP e DPmed ë mostrado nas Fi 
5.8.
A DP 
1.0? 
fWw«W\ 0 
0 ~ 4000 k 
Figura 5.7 - Distância Paramëtrica.
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A 
DPmed 
1.07 
WFwúø\“,“""“”“““-«-“"-~ 
rf ~ def zzz › 
00 4000 k 
Figura 5.8 - Distância Paramëtrica dos Valores Mš 
dios. 
d - Método Â com p =_1.0 
Tam 
As distâncias paramëtricas na iteração final fg 
DP(k) = 0.0oZ435 
DPmed(k) = 0.041123 
Os resultados obtidos foram os seguintes:
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1 2 
?(k) = o¿93o3s9 q í 
+ o.382331 q u¿k) ¿5¿9) 
1 - 1.s2741z qfl + o.7247o4 q'2 
^ -1 -2 _ o.9s4ósz o.5óó44 yuo = z 4* ~ * 1 Q um (mo) 
1 - 1.4só9oz q'1 + o.óss951 q'2 
O comportamento de DP e DPmed ë mostrado nas 
Figuras 5.9 e 5.10.
Â 
DP 
1.0”
F 
; _
, 
à' 
'V 
--~~¬ z» ~-'zz z - __ z _«._ zzzz., 
0 0 4000 k 
Figura 5.9 - Distância Paramëtríca.
Tam: 
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A 
DPmed 
1.0 “ 
Ív"jÍ`\-”'”"-~”.s;m.-«-“"¬ s OÍÍ Í -d f Í ññd* *4ooó k 
Figura 5.10 - Distância Paramëtrica dos Valores Má 
dios. 
6 - _Í:'ÍétOdO _2_ com p =àO,55 
As distãnciasfparamêtricas na íteração final fg 
DP(k) = 0.2038ó0 
DPmed(k) = 0.024104 
Os resultados obtidos foram os seguintes:
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-1 -z 
-(k) = fi1.s0os11 q ¿ o.zós207 q u¿k) (5_21) y_} , 001 0 WW 00 
1 - 1.4043só-q'1 + 0592857 q`2 
« 1 . 2 
§(k) = 0.9s077§ qi W; H@.s4s7zz q Í u(k) (5_22) 
1 - 1.454s31 q'1 + 0 696650 q'2 
O comportamento do DP e DPmed ë mostrada nas 
Figuras 5.11 e 5.12." 
DP ` 
1.0 
àxa/NfXff\\f“\J¡~`\J//`\\//Ê 
zfi ~=- - Zz -«f z -a 
00 4000 k' 
Figura 5.11 - Distância Paramëtrica.
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A 
_ 
DPmed~ 
1.o° 
7 ä 14 £_ V ¬f ff f 
I
` 
01* 4000 .k 
Figura 5.12 - Distância Paramétríca dos Valores Mé 
dios. 
Os resultados obtidos para este caso foram os es 
perados. O método Série-Paralelo apresentou resultados bastante 
longe dos desejados. Jã o método Paralelo teve um õtimo compor 
tamento, para um ruído bastante grande. As curvas de DPmed e os 
valores médios obtidos comprovaram o funcionamento dos novos al 
goritmos em ambiente fortemente ruídoso.
V 
Como se pode verificar pelas curvas de DP e 
DPme¿,curvas 5.9 e 5.11 e curvas 5.10 e 5.12, o método 2 a 
presenta resultadossemelhantes para p = l.0 ou para p = 0.55. 
Deste modo serã apresentado, nos casos subsequentes, apenas uma 
das duas situações.
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5.4.3 - Çaso 3 - Processo Sujeito É Perturbação Determinística 
Escolheu-se, para mostrar o comportamento dos i 
dentificadores em ambiente estocãstico, o processo sujeito ã se 
guinte perturbação. 
g(k) = 5.0 . cos 0.4189 k 
Outros dados: 
k' = 4000 
RRS (k) = 10.38988l% 
a - Método Sërie-Paralelo 
As distâncias paramëtricas na iteração final fo 
I`8.Il1Z 
DP(k) = o.0s2s37 
DPmed(k) = o.o754s4 
Os resultados obtidos foram os seguintes: 
_. ~-.›-
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. 1 2 
?(k) = f1.aos744 q + Ío.3óo5s3 q 5 u(k) (5_23) 
11 - 1.5ó7737 q'1 + o.757s4s q`2 
~ -1 ' -Z 
Y(k) = *O.9932ó9 q if 0.5ZS15§ q } u(k) (5.24) 
1 - 1.só4ó7o q'1 + o.7ss71s q`2 - 
_ O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.13 e 5.14.
A 
DP 
0.1' 
_ _ _ z_,z_ ~z;1_ 1 
1' 
gziíf 
;; ¬ z ' 5' -f W 
oÍ 4000 k 
Figura 5.13 ~ Distância Paramëtríca.
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&
. 
DPmed 
0.1 
1-_-fi a,-`¬*' A... ír 
uz azz z › 
0 l 4000 k 
, A .‹ .z Figura 5.14 - Dlstancia Parametrica dos Valores Mg 
dios. 
b ~ Método Paralelo 
Tami 
As distâncias paramëtricas na iteraçao final fo 
DP(k) = 0.095067 
DPmed(k) = 0.078517 
Os resultados obtidos foram os seguintes:
Figuras 5.15 
DP A 
0.1 
100 
1 2 
(k) =vÍ1.osooss q ` + o.;3s95óq Í u(k) (5_25)Y 
1 - 1.544937 q`1 + o.742214 q'2 
~ -1 -2 
¡(k) = 1.o4só9s gí 
+ o.3ó1ss9 q _ u(k) (5_26) 
1 - 1.543ssó q`1 + o.7418so q`2 
O comportamento da DP e DPmed ë mostrado _nas 
e 5.16.
Y 
"i 
Â, 
.-. _, _ :_ __ 9_ 
0* 4000 k 
Figura 5.15 - Distância Paramëtrica.
c - Método 1 
Tâml 
' DP 
101 
DPmedÂ F 
'\ 
0.1 
_:. ':' 0` 4000 k 
Figura 5.16 - Distância Paramëtrica dos Valores Mš 
dios. 
As distancias parametricas na iteraçao final fg
ú 
DP(k) = 0.005526 
med(k) = o.oo1442 
Os resultados obtidos foram os seguintes:
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-1 
_ 
-2 
?(k) : 1 001352 q í +_ o.5o2g9g q u(k) (5_27) 
1 - 1.494oó7 q'1 + o.õ9s1o7 q'2 
-1 -2 
^(k) = 1.ooo9osi9 _+ o.497z§5ñg} u¿k) ¿5_28) Y -1 -2 
1 -1.sooo9ó q + o.ó9991o q 
O comportamento da DP e DPmed ë m0Strado H nas 
Figuras 5.17 e 5.18.
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Figura 5.17 - Distância Paramëtrica.
A DPmed 
0.1 ¬ 
\
l
I
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0i~ 4000 k 
Figura 5.18 - Distância Paramëtrica dos Valores Mš 
dios. 
d - Método 2 com 0 = 1.0 
TZIITII 
As‹hstàujas paramõtricas na iteração final 
DP(k) = o.o2oo7o 
med(k) = o.oo2559 
Os resultados obtidos foram os seguintes: 
_. Ft ff f *__ 
_, z T,, "_ f-¬-f¬:¬e::z':-'vp zg. 
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fo
l 
?(k) = í1,o19999Í9f1 +*~o.4óóoo3 
q`2
0 
4 
zíí 
í u(k) (S.29 
1 _ 
. _ 1.sos5óo q 1 + o.7o49óo 
q'
^ 
§(k) = 1.oo3óó9 
q'1 + o.5o3111 q`2 fzz~ íw ¬ u(k) (5.5o 
1 - 1.49sssó q"1 + o.ó9s9ós q'2 
O comportamento da DP e DP '
)
2
) 
med e mostrado nas 
Figuras 5.19 e 5.20.
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Figura 5.l9 ~ Distância Paramëtrica.
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Figura 5.20 - Distância Paramëtrica dos Valores Má 
dios. 
Observa-se que quando o processo estä sujeito ã E 
ma perturbação determinística, como a deste caso, a identificação 
nos métodos Paralelo e Sërie~Paralelo são tendenciosas, apesar 
de ainda estarem dentro de valores aafitãwfis.. Explica-se este fa 
to por a RRS ser baixa, considerando-se o ambiente determiníâ 
tico. Jã os novos métodos, como se pode observar pelas equações 
(5.28) e (5.30) e pelas curvas das Figuras 5.18 e 5.20 apresen 
tam valores médios altamente satisfatórios.
n
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5.4.4 - Caso 4 - Processo Sujeito É Perturbação Determinística 
Escolheu-se, neste caso, o processo em ambiente 
determinístico assim descrito: - 
E(k) = 5.0 + 5.0 cos 0.4189 k 
Outros dados: 
k = 4000 
RRS (k) = 25.7ó1186% 
a - Método Sërie¿Para1elo 
Tamí 
As distâncias paramëtricas na iteração final fg 
DP(k) = o.1só474 
nPmed(k) = o.1óó399 
Os resultados obtidos foram os seguintes:
107 
_ 
, 
-1 -2 
?(k) = 1.03ó12ó gr 
+ ‹o.1sóós7íg u(k) ¿5.31) 
1 - 1.ó2z2s7 q'1 + o.77o3só q'2 
- -1 _ -2 
§(k) = }1.ooss§7Í9;} 
+ o.193ós9 qf_ u(k) (5_32) 
1 - 1.ó13ó59 q'1 + 0.76308; 
q'2 ' 
O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.21 e 5.22. 
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_Wü _ *__ ;_o 9 
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Figura 5.21 - Distância Paramêtrica.
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DPmed g 
0.5
E
l 
__'_ .J 
jrezvf 
, z 1 F* 
O0 4000 k
4 Figura 5.22 - Distância Paramëtrica dos Valores Me 
dios. 
b - Método Paralelo 
Taml 
À .4 .-. As distancias parametricas na iteraçao final fo 
DP(k) = 0.1087ó0 
DPmed(k) = 0.080344 
Os resultados obtidos foram os seguintes:
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1 _ 2 
9¿k) = 1 1§9pó; 9 â o.s7ó353 q uck) ¿5_33) 
»1 - 1.44s377 qfl + 0.63626? q`2 
1 1 osószs '1 + o ssózss q`2 mo = ' oz W ' uck) (514) 
1 - 1.45só91 q`1 + o.ó41o34 q`2 
O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.23 e 5.24.
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Figura 5.23 ~ Distância Paramêtrica.
c - Método 
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B 
DPmed 
o.5L 
g ' É 
Os 4000 k
A Figura 5.24 - Distancia Paramëtrica dos Valores M§ 
dios. 
._______l 
Tamf 
^ 4 ._ As distancias parametricas na iteraçao final fg 
DP(k) = o.017esó 
DPme¿(k) = 0.002298 
Os resultados obtidos foram os seguintes:
111 
1 .2 
` 
1 - 1.5o4ó5o q'1 + o.7o1384 q' 
~ -1 -2 1 
1 - 1.499927 q'1 + o.ó9954z q`2
. 
O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.25 e 5.26.
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Figuras 5.25 - Distância Paramëtrica.
ll 
DPmed A 
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za _ z V za aa- 
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Z 
Figura 5.26 - Distância Paramëtrica dos Valores Mš 
dios. 
d -Método 2 com p'= O.5§ 
Tam
Q 
As chstànfias paramêtricas na iteração final fo 
nP(k) = o.o3ä944 
med(k) = o.ooz27s 
Os resultados obtidos foram os seguintes:
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1 2 
çck) = 1.os55g4 q W 
+ o.4483çs q WM u(k) (5037) 
1 - 1.5o549s.qf1 + o.ó99s32 q'2 
- -1 -2 
í(k) = o.g99s§z q 
+ To.49545s q u(k) (5.3w 
1 - 1.soo1os q'1 + o.ó99ó75 q`Z 
O comportamento da DP e DPmed ë mostrado nas 
iguras 5.27 e 5.28.
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Figura 5.27 - Distãnéía Paramëtrica.
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A 
DPmed 
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E 
a ›= :›- 
0 4000 k 
Figura 5.28 - Distância Paramëtrica dos Valores Mš 
I dios. 
Observação: Para avaliar os comportamento dos identificadores pro 
pmfics1um1mflor número de iterações, esco1heu~se, nes 
te caso, o método 1, com os seguintes dados: 
= 10000 
RRS (k) = 25.718555% 
nal foram: 
As distâncias paramêtricas obtidas na iteração fi 
DP(k) = o.oo5771 
DPme¿(k) = o.oo11so
Figuras 5.29 
DP 
O. 
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1 2 
?¿k) É _o.994444 q f o.so9479 3 W u¿k) (5_39) 
1 - 1.497z49 q'1 + o.ó9771ó 
q'2 
A _ .- 1 2 
~(k) = W1.oooo7z q í + o.497ó47 q Íí u(k) ¿5_Y 
1 - 1.sooo5ó q`1 + o.ó99845 
q`2 
O comportamento da DP e DPmed ë mostrado nas 
e 5.30.
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Figura 5.29 - Distância Paramëtríca. 
40)
116
5 
DPmed 
0.1”
I
1
K 
_.z _ `“ f 7 :¿'*' '¬"- r17<~ 
O 10000 k
^ Figura 5.30 - Distancia Paramétrica dos Valores Mš 
dios. 
Os resultados obtidos, neste caso, para o Método 
Série-Paralelo mostram que ele nao funciona em ambiente determi 
nístico com RRS 2 25%. Apesar dos valores médios para o Método 
Paralelo, como mostra a equação (5.34) e a Figura 5.24, estarem 
dentro de valores aceitáveis, nota-se que os resultados sao ten 
denciosos. Deste modo, para os casos seguintes não serão mostra 
dos os resultados obtidos para o Método Série-Paralelo. Por outro 
lado, os dois métodos proposnxstivermn um ótimo comportamento, cg 
mo se pode verificar pelas equaçõesÍ5-3fiz(5-3@ 8 (5JW) €INfl8SCUTWE 
5.26, 5.28 e 5.30. Nota~se que neste caso, um maior nümero de i 
terações melhorou a identificação para o Método 1.
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5.4.5 - Caso S - Processo Êerturbado Determínistiçamente 
Neste caso usou-se o processo sujeito ã uma pertur 
bação determinística assim descrita: 
E(k) = 10.0 cos 0.4189 k 
Outros dados: 
k = 4000 
RRS (k) = 3l.7l468% 
a - Método Paralelo 
nal foram 
As distâncias paramëtricas obtidas na iteração fi 
DP(k] = 0.233069 
DPmed(k) = 0.l9S7l7 
Os resultados obtidos foram os seguintes:
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~1 -2 
1 - 1.ó3ó9ss q`1 + 0.szz418 q`2 
^ _ _. 1 2 
y(k) = 0.075§31 q f1 0¿¿012s7 q u(k) (5.42) 
1 - 1.ó342ó2 q`1 + 0.sz1501 q`2 
O comportamento da DP e DPmed ë mostrado nas 
uras 5.31 e 5.32.
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Figura 5.31 - Distância Paramëtrica.
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â
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b ~ Mëtodo 1 
Taml 
Dpm 
0` 4000 k 
Figura 5.32 - Distância Paramêtrica dos Valores Mš 
dios. 
As distâncias paramêtricas na iteração final fg 
DP(k) = 0.0Zl034 
ed(k) = 0.007088 
Os resultados obtidos foram os seguintes:
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-1 -2
` 
?(k) = }1.o1s245 gH_ + g4ó374s q _ u¿k) ¿5_43) 
1 - 1.sos7óo.qf1 + o.7oó749 q'2 
^ -1 -2 
§(k) = _;;oo21a2 q Í Í flp.4sóg;ó 9 
2 
u(k) (5_44) 
1 - 1.so3osó q`1 + o.7o1ós9 q' 
O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.33 e 5.34. 
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Figura 5.33 - Distância Paramëtrica.
â DPmed 
121 
0.2 ¬ 
0 4000 k 
Figura 5.34 - Distância Paramêtrica dos Valores Mš 
dios. 
c - Método 2 com p =].O 
Taml 
DP 
^ ,z ~ As distâncias parametrícas na iteraçao final fo 
DP(k) = 0.059203 
med(k) = 0.003494 
Os resultados obtidos foram os seguintes:
122 
~ - 1.o45s47 q'1 + “o.397394 q`2 
l 
y(k)_= 5 5 . ozz . ~ uçk) (s.45) 
~ 1 - 1.s29999 q"1 + o.722141 q'2 
- . -1 -2 
y(k) = W1.go5s48 9 +_ g.5Q24g3 q W u(k) (5¿46) 
1 - 1.497714 q`1 + o.ó9sz13 q`2
5 
O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.35 e 5.36.
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Figura 5.35 - Distância Páramëtríca.
Observações 
DPmed 
0.2 “ 
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f ` 1' --¬'ü\
O S 4000 k
/ 
Figura 5.36 - Distância Paramêtrica dos Valores Má 
dios. 
1 - Para avaliar o comportamento dos identificado 
RRS 
resprqxfitos num maior número de iterações, os 
colheu-se, neste caso, o método 2 com o = 1.0, 
com os segpintes dados: 
k = 10000 
(k) = 3l.ó1ó730% 
As distâncias paramëtricas obtidas na iteração
124 
final foram: 
DP(k) = 0.035995 
DPmed(k) = 0.00419? 
Os resultados obtidos foram os seguintes: 
o 976801 g`1 + 0 445769 q'2 ífck) ° em ' 
Q 
uc1‹›(5.zm 
1 - 1.s33óso q`1 + o.7z3s5ó q`2 
^l -1 -2 
y(k) = 10.99262§ Q; f Q¿50323ó q u(k) (5.48) 
` 
1 - 1.49s27ó q`1 + o.ó9s3az q`2 
O comportamento da DP e DPmed ë mostrado nas 
uras 5.37 e 5 
2 _ 
38. 
Para verificar o comportamento dos algoritmos 
prqxmtosã ganho constante, ou seja F(k+1) = 
F(k], foram simulados os 2 métodos com valo 
res de matrizes de ganho de 109, 103 e 1, e os 
resultados obtidos foram semelhantes. Esco 
lhcu-se, entao, para mostrar esta situaçao, 
o Método 1 com F_= 109.
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Figura 5.37 - Ifistâncía Paramëtrica.
â DPmed 
0.2 ¶'
i
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- ¬ z.” ,`?”""'Í ,Wiz ,9 
of 10000 k 
Figura 5.38 - Distância Paramëtrica dos Valores 
Médios.
4000 foram: 
DP (k 
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As distâncias paramëtricas obtidas no instante 
`flP(k) = 0.l78850 
med» ) = 0.llZ44l 
Os resultados obtidos foram os seguintes:
A o. 1 . 2 y¿k) = Í s9z929Í9 + io 4§97z2 q u(k)(5_49) 
1 - 1.73401? q'1 + o.941o13 q'2 
~ -1 -2 
y(k) = o.9o§1ó4 q +W p.§7s7o7 q ñ u(k)(5_50) 
1 - 1.ô244ó9 q"1 + o.so9z41 q`2 
O comportamento da DP e DPmcd ë mostrado nas 
Figura 5.39 e 5.40. 
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Figura 5.39 - Distância Paramëtrica.
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Figura 5.40 - Distância Paramëtrica dos Valores Má 
dios. 
Verificou-se neste caso em que a RMS ê mais al 
ta, que_o identificador Paralelo não funciona, como mostram as 
Figuras 5.31 e 5.32. Os resultados para os métodos propostos, a 
ganho decrescente, mostram que eles funcionam em ambientes forte- 
mente perturbados deterministicamente. Os testes feitos, a ga 
nho constante, mostraram que os mêtodosprmxmtwânãofuncionam.
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5.4.6 - Caso 6 - Processo Sujeito Ê Perturbação Ibterminística Ê 
Estocástica
_ 
Trata-se, neste caso, o processo sujeito ã pertur 
bação determinística mais um ruído estocästico. A perturbação de 
terminística ë assim descrita: 
€(k) = 10.0 cos 0.4189 k 
O ruído estocãstico apresenta uma distribuição gaussiana, com: 
E = 0.0, 
oz = 1.0 
Outros dados: 
k = 4000 
RRS (k) = 32.104669% 
a - Método Paralelo -í--ii _._____..í_._ 
^ . .4 .-.. As distancias parametricas na iteraçao final fo 
ram: 
DP(k) = o.12o4óó 
DPmed(1<) = _o.119373
Figuras 5. 
DP 
0.2 
41 e 
129 
Os resultados obtidos foram: 
_1 . 2 
§¿k) = _0.9g§§§5Wq_x1 fa 0.34o4§o qw Í u(k) (5_51¡ 
1 ~ 1.ó22s0s q`1 + 0.s1057s q'2 
1 . 990 4 `1 .5 'Z (k) = ~° 8 3 zqz s* O 059074 Q u(k) (s.sz)Y 
1 ~ 1.ó21405 q`1 + 0.8104s1 q`2 
O comportamento da DP e DPmed ë mostrado nas 
5.42.
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Figura 5.41 ~ IÂstancia~ParamÕtrica.
DPmed 
b - Método 1 .__..._í___*___ 
nal foram:
A 
0.2 ` 
nl/` W -'_ V 1
I 
_fi_,¬ oz. ff as 9 
O 4000 k 
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Figura 5.42 - Iästãncía Paramëtrica dos Valores M6 
dios. 
^ z‹ ._ As distancias parametricas obtidas na iteraçao 
DP(k) = 0.0s0429 
med(k) = 0.012792 
Os resultados obtidos foram:
fi
131 
1 2 
. 
?(k) =‹ 1.03263; q W 
+ 0.44s37s q u(k) (5.53) 
1 - 1.s049ó4 q'1 + 0.ó99400 q'2 
~ -1 -Z 
§(k) = O.983747 qi* + 0¿519524 g u(k) (5.54) 
1 -1;Á9s4ó9 q'1 + 0.ó973ss q"2
_ 
O comportamento da DP e DPmed ë mostrado nas 
Figuras 5.43 e 5.44. 
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Figura 5.43 - Distância Paramëtrica.
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A . 
DPmed 
0.5*
Á
I
1 
`
z 
¬ _o _ _ › 
O 4000 k 
Figura 5.44 - Distância Paramëtrica dos Valores Mš 
dios. 
c - Método 2 com p =lL55 
I`8.mI 
As distâncias paramëtricas na iteração final fo 
DP(k) = 0.Z4l444 
DPmed(k) = 0.02l643 
Os resultados obtidos foram os seguintes:
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-1 -2 
9(k) = á1.30g4yó gv f 0.190972 qñwm u(k) (siss) 
1 - 1.470401 q`1 + 0.ós2sz7 q`2 
~ ' -1 ~ -2 
1 - 1.49ó420 q`1 + 0.ó9óó9s q"2 
O comportamento da DP e IPmed ëmostrado nas 
Figuras 5.45 e 5.46.
â DP 
0.5 ` 
~ 
¿ 
._¿ 
~z__;ä¢" 
.:fi§š;;"“ 
Dfh
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,f_ÍT::zn 
Íšššš:::Z?r Ê? 
» z zzí 0 0 0=~ =o› 
O 0 4000 k 
Figura 5.45 - [Estância Paramëtríca.
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A . DPmed
w 
Ô.5 i
r
I 
0 » 
04 4000 k 
Figura 5.46 - Ifistancia Paramëtrica dos Valores Má 
dios. 
Observação: Par Ji a aya zu'o comportamento dos identificadores pro 
postmspara um maior número de iterações, escolheu-se 3 
neste caso, o método 2 com p = 0.55, com os seguin 
tes dados:
V 
k = 10000 
RRS (k) = 3z.oo19ó9% 
As distâncias paramëtricas na iteração final fo 
I`8.mI
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'DP(k) = O.137609 
DPmed(k) = o.oosóo1 
Os resultados obtidos foram os seguintes: 
= o.97ósó7 q 1 + Ío.77oo1p 9 2 u(k) (5 57) 
1 - 1.4ó15ss q'1 + o.ó7119s q`2
9 
1 2 
Y = o.99i321 q + ¬o.5o9ó2s q 8(k) (5_58) 
~1 - 1.5014ó9 q'1 + o.7o14o4 q`2
A 
O comportamento da DP e DPmed ë mostrado nas Fi 
guras 4.47 e 5.48. 
DP Â 
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! 
rg. 
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f~f`f\WW\ft : _;-'-.-~ 
A-z 
fZ:E:~ `Í;ƒ*fTE£Ê; 
ã. 
‹__:,'Í\zs\- 
0» 
` 
ioooo k
^ Figura 5.47 - Distancia Paramõtrica.
136
à 
°DPmed 
0.5 ” 
i ~ 
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I 
=~ z W. w 
0 10000 k
^ Figura 5.48 - Ihstancia Paramêtrica dos Valores Mš 
dio. ° 
Pode4se observar neste caso, em que o processo es 
tã sujeito ã uma perturbação deterministica e a um ruido que o mš 
todo Paralelo não funciona. Observa-se que mesmo em um ambiente 
fortemente ruidoso os métodos prqxfitos eliminam as parturbações 
deterministicas e são obtidos bons resultados. Comparando-se as 
curvas 5.46 e 5.48, nota-se que a identificação melhora com o 
maior numero de iterações. 
5.5 - Eonclusao 
Foram mostrados neste Capitulo os resultados refg 
rentes ã simulação digital dos algoritmos Série-Paralelo e Para
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lelo, de Landau,e dos dois novos métodos de identificação paramé 
trica apresentados no Capítulo 4 deste trabalho. 
Apõs terem sido feitas algumas consideraçoes 53 
bre a programação e equipamento utilizados, foram definidas as me 
.z ' didas de desempenho necessarias para avaliar o comportamento dos 
` ~ identificadores em ambientes sujeitos a perturbaçoes. 
Escolheu-se como exemplo a ser identificado um 
processo de Zê ordem, dado por (5.l0). Verificou-se, por simula
U 
_. A goes, que ganhos iniciais altos da sequencia de matrizes F(k) pro 
porcionam melhores resultados. Nota-se, também, que na maior par 
~ .z ›- te dos casos mostrados sao os valores medios que tem comportamen 
to mais desejado. ` 
.- 
` Mostrou-se, inicialmente, que os quatro metodos 
~ 4 , ` ~ A usados, quando o processo nao esta sujeito a perturbaçoes, tem 
funcionamento idêntico e convergem para os valores desejados em 
poucas iterações. 
Verificou-se que em ambiente fortemente ruidoso 
o método Série-Paralelo não funciona, e que o método Paralelo, co 
mo se esperava, apresenta um bom desempenho. Os novos métodos 
tiveram neste caso, um comportamento dentro de valores desejados. 
Através de simulaçoeš em ambiente determinístico 
verificou-se que com o aumento da Ielação Ruído-Sinal os métodos 
Série-Paralelo e Paralelo apresentam resultados tendenciosos. Ve 
rificou-se que para esta situação os dois novos métodos desen 
volvidos apresentam resultados bastante bons para valores de Rela 
ção IhÍdo~Sinal consideravelmente altos. Tem-se, então, dois bons 
algoritmos de identificação paramétrica com eliminação de' pertur 
... 44 4 .‹ baçoes deterministicas. Mostrou-se tambem que estes novos meto 
dos não funcionam usando o algoritmo a Ganho Constante.
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Simulou-se, então, o processo em um ambiente for 
temente perturbado determinística e estocasticamente e verificou- 
se que os dois novos mëtodos apresentam bons resultados. 
Conclui-se, então, que os dois novos métodos de i 
dentificação paramëtrica estudados neste trabalho apresentam um 
bom comportamento em ambientes determinísticos Q/ou estocãsticos.
'\ 
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C A P I T U L O 6 
,coNçLusoEs 5 gERspEcT1vAs 
Foi primeiramente estudado neste trabalho os iden 
tificadores Paralelo e Série-Paralelo adaptativos de Landau. A 
síntese destes identificadores foi estudada através de uma trans 
formação destes sistemas na forma padrão, a qual permite a apli 
cação de critérios de Estabilidade Assintõtica Global. 
A partir do Lema da Positividade, contido no Apên 
dice A, definiu-se uma classe de sistemas lineares e discretos, a 
Classe &(E). Usando-se esta definição, foi demonstrado, a partir 
do Teorema de Popov, um Teorema de Estabilidade para uma Classe 
de Sistemas Realimentados. Foram mostradas duas aplicações deste 
Teorema, que permitem mostrar a estabilidade dos algoritmos pro 
postos neste trabalho. 
No Capitulo 4 foram mostrados dois algoritmos de 
adaptação paramëtrica. O principio de funcionamento de ambos ë 
semelhante e consiste em usar, atuando sobre o erro generalizado 
na parte linear do diagrama padrão, um Corretor pefiencmfie ã Claâ 
se§9(l), sintonizado nas frequências do estímulo. Para provar a 
convergência dos parâmetros do modelo ajustável para os do proces 
so, quando não hã perturbação, utilizou-se, em ambos os casos, 
uma. firção de Liapunov associada ao sistema realimentado global, 
contendo um termo relacionado com a parte linear e outro com a 
parte nao-linear, que contem o algoritmo de adaptaçao parametri 
ca. Deste modo conclui~se que a diferença entre os parâmetros do 
modelo ajustãvel e os do processo ê constante, em regime permanen
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te. Supondo-se, então, que esta diferença ë diferente de Zero, 
prova-se que para que o sistema seja estãvel a única soluçao pos 
sivel 6 que haja identificação. 
Conclui-se, '.entao, que os identificadores 
também funcionam quando o processo esta sujeito ã perturbaçoes 
lhmtadwg deterministicas e/ou estocãsticas. 
Nota-se que ambos os métodos são robustos e de fã 
cil implementação em computador digital. Os algoritmos propostos 
usam matrizes de ganho de ponderação decrescentes e verifica-se 
que o sinal de estímulo, na forma de um somatõrio de cossenos, 
ê de fãcil implementação e evita o uso de Sequências Binãrias Psq¿ 
do-Aleatõrias. 
Os resultados em simulaçao digital mostraram, com 
parando-se os resultados obtidos para osnétmks pflmosufi de identi 
~ ,4 A ficaçao com os do Paralelo e &nie-Paralelo, que eles tem boa per 
formance em ambientes deterministicos e/ou estocãsticos. 
Estes identificadores podem ser usados em sistemas 
de grande porte, onde o problema do controle ë dividido em dive; 
sos controladores locais, cada um atuando em um sistema de peque 
na ordem controlãvel e observãvel e perturbado deterministicamen- 
te. Esta perturbaçao representa a parte do sistema nao representa 
da na parte controlãvel e observãvel. Um exemplo tipico desta si 
._ ,. ,. ^ _ tuaçao e o problema de controle primario em sistemas de potencia, 
onde o conjunto Gerador/Controlador/Turbina/Carga 6 um sistema 
controlãvel e observãvel, e a perturbação que age sobre ele, con 
siderada constante, Õ todo o sistema eletrico. 
Quanto ãs indicações para futuros trabalhos, po 
dem ser citadas as seguintes:
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Utilizaçao destes identificadores na síntese 
de controle adaptativo robusto; 
-‹ ^ Um estudo sobre as frequencias do estímulo; 
Um estudo para identificação da perturbação; 
Implementaçao dos algoritmos propostos em mi 
cro-processadores, com o proposito de realizar 
identíficaçao de processos reais.
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A P É N D I CVE A 
SISTEMAS n1NÃM1cos Posígivos 
A.1 - Introdugšg 
Neste Apêndice são mostradas definições .ei Lemas
^ relacionados ã Positividade de Sistemas Dinamicos Lineares Dis 
cretos e Invariantes no Tempo. › 
A.Z - Positivídade de Sistemas Lineares Discretos Invariantes no 
po descrito por 
Onde 
Tempo 
x(kj 
ufik) 
Y(k) 
ASE! C e D 
Seja o sistema linear discreto e invariante no tem 
x(k+l) = A x(k) + B u(k) (A.1) 
y(k) = C x(k) + D u(k) (A.2) 
- vetor de Estados, de dimensão n. 
- vetor de Entradas, de dimensao m. 
- vetor de saidas, de dimensao m. 
~ matrizes de dimensões apropriadas.
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Assume-se que o par (A,B) ë Completamente Contrg 
lãvel, e que o par (C,A) ë Completamente Observävel. O sistema da 
do acima pelas equaçoes (A.l) e (A.2) ë também caracterizado pela 
^ > seguinte Matriz Quadrada de Transferencia Discreta: 
1â(z)'= D + c gzl - A)"1 B (A.s) 
Definição A.1 111 
I 
Uma matriz discreta H(z), com dimensão m x m, de 
funções racionais reais ê "Real Positiva" se: 
l - Todos os elementos de H(z) são analíticos fora do círculo u 
nitãrio. 
2 - Os eventuais põlos de qualquer elemento de H(z) sobre o cír 
culo unitário lzl = 1 são simples, e a Matriz Residual as 
sociada ê uma matriz Hermitiana Semidefinida Positiva. 
3 - A matriz:
ú 
. ¬ . 
H(z) + HT(z*) = H(e3“) + H¶(e`3“) 
ë uma matriz Hermitiana Semidefinida Positiva para todos os 
valores reais de w que não são põlos de qualquer elemento de 
H(e3“). 
Lema A.l - gema da Bositividade ill ¿]lQf 
A Matriz de Transferêncialfiscrota(kda por (A.3) ë
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“Real Positiva" se existe uma matriz simëtrica P definida posi 
tiva e matrizes K e L , tais que: 
1) ATPA - P = - LLT (A.4) 
2) BTPA + KTLT = c (A.5) 
3) KTK_ = D + DT - BTPB (A.ó) 
Qefinicão A.2 ]2| 
Uma matriz discreta H(z), com dimensão m X m, de 
funções racionais reais ë “Estritamente Real Positiva" se: 
1 - Todos os elementos de Hflz) são analíticos em Izl z 1 
2 - A matriz: 
a(z).+ HTgz*) = açejw) + HT(@'j“) 
ë uma matriz Hermitiana Definida Positiva para todo w (i. 
ë., para todo z sobre o círculo unitário |z| = 1). 
Lema A.2 - A matriz de transferência discreta dada por (A.3) 
ë “Estritamente Real Positiva” se existe uma matriz simëtrica P 
definida positiva, uma matriz simêtrica Q definida positiva e 
matrizes K e L, tais que: 
' 
1) ATPA - P = - LLT - Q (A.7)
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BTPA + KTLT = c (__/ms) 
KTK = D + DT - BTPB (_A.9)
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A P E N D I C E B 
H11>E'_R_1§sTAB.1tL1D'AD§ 
B.l - Introdugão 
Neste Apêndice são apresentadas as principais defi 
nições e Teoremas relacionados ao problema da Hiperestabilidade . 
São também introduzidas as definições de sistemas pertencentes as Classes 
L(A) e N(I) e um Teorema de Estabilidade referente ã uma classe 
de sistemas realimentados, formado por sistemas pertencentes as 
duas definições anteriores IZI, |3]. Este Teorema permite a og 
tenção dos algoritmos apresentados no Capítulo Z. 
B.2 - Qefinigões Ill 
Considere o sistema linear invariante no tempo: 
X(k+1)= A x(k) + B u(k) = A x(k)- B wflk) (B.l) 
y(k) = C x(k) + D u(k) = C x(k) - D w(k) (B.2) 
Onde: 
x(k) - vetor de Estados, de dimensao n. 
u(k) ~ vetor de Entradas, de dimensäoxn. 
y(k) - vetor de Saídas, de dimensão m.
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A,B,C e D - matrizes constantes de dimensões apropriadas. 
Os pares (A,B) e (C,A) são Completamente Controlã 
vel e Completamente Observãvel, respectivamente; 
realimentado pelo bloco:
Ç 
A Figura B.l mostra o sistema realimentado, forma 
do por‹(B.1),ÇB.2) e (B.3), que ë chamado: "Sistema Padrão Mul 
tivariãvel com Realimentação Não-Linear e Variante no Tempo". 
Í c .zrn
Í u=__u) sLo oLfN_› §Y}_-_-_-«~¿- nmvamúwtemo 
-fi , TEMPO 
Q) (D, W : : '“*"'*_"-""""“""'“` >l I 
con, Í stoco N-Llusâa 3m 
'_§ \/:1Rl,'.«i\'TE NO TEM- 
8-na-|¬‹-vFcom 
Figura B.l - Sistema Padrão Multivariãvel com Rca 
limentação Não-Linear e Variante no 
Tempo.
148 
Qefínição B.1 
O sistema ã malha fechada dado pelas equações(B.U 
(B.2) e (B.3) ë Hiperestãvel_(ou, o bloco de alimentação direta 
definido por (B.l) e (B.2) ë Hiperestãvel)se existe uma constan 
te ô > O e uma constante positiva Yo > 0, tais que todas as so 
luçoes XIXÇO), kl das equaçoes (B.l) e (B.2) verifiquem a desi 
gualdade: 
Il×<1<1lI<õ[lI×c0)ll+Y0] Mv* 1<z0 (M1 
para qualquer bloco de realimentação w(k) = f(y,k,£) que satis~ 
faça a seguinte desigualdade, chamada “Desigualdade de Popov":
k l 
nc1‹0,1‹11 = kzk z»T(1‹› voo 2 
- vã , N* 1< › ko 03.51 =
0 
onde Yo ê uma constante positiva e finita. 
Qefinicão B.2 
O sistema a malha fechada dado pelas equaçoes(B.l), 
(B.2) e (B.3), ë “assintoticamente Hiperestãvel“ se: 
1 - Ele ê Hiperestävel 
2 - lim xík) = O , para todo bloco de roalimcn 
k*w tação w(k) = f(y,k,2) que sa 
tisfaça (B.5).
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Equivalente ã definição anterior, tem-se: 
Definígão B.3 
O sistema ã malha fechada, descrito por (B.l), 
(B,2) e (B.3), ê “assintoticamente Hiperestãvel“ se ele ë assintg 
ticamente estável para todos os blocos de realimentação (B.3) que 
verifiquem a desigualdade (B.S). 
B.3 - Ieorema de Popov Ill 
Ieorema B.l 
A condição necessária e suficiente para que o sis 
tema realimentado descritos pelas equações (B.l), (B.2), (B.3) e 
(B.5) ser (Assintoticamente) Hiperestãvel (ou, o bloco definido 
por (B.l) e (B.2) ser(Assintoticamente) Hiperestâvel) 6 que 
a Matriz de Transferência discreta: 
H(z) = D + c (zl - A)`1 B (B.ó) 
seja (Estritamente) Real Positiva. 
B.4 - Definições de Sistemas Discret‹§ Pertencentes És» Classes 
LC/xl 9. NU! _|-2,l |3¡_ 
Qefinicãp 3,4 - Classe LÇA) 
Seja A uma matriz simëtrica. O sistema formado
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pelas equações (B.l) e (B.2) pertence ã Classe LÇA) se o sistema 
resultante de sua combinaçao em paralelo com a matriz de ganho 
- ¿_A for caracterizado por uma Matriz de Transferência discre 
2
_ 
ta Estritamente Real Positiva. 
A partir da Figura B.Z, obtêm-se: 
X(.1<+1) = A X(1<) + B U(.1<) (B ‹- 7) 
YRUQ = c ›<<1‹> + cn - Ê A) um <B.8> 
que ê caracterizado pela seguinte Matriz de Transferência: 
H'(z) =D--Ê-/É +c (_zI -A)'1B (B.9) 
W -1/2A Í
. i if'
_ 
¡>
N 
H
v ~ \ ^ 
p 
(aa
7 
H< ,¬5
+
+ 
um N | É ‹~ (um ~ cw) . _›'zQ;): Í' 
Figura B.2 - Sistema Realimentado Equivalente. 
'
‹ 
Aplicando o Lema A.Z em (B.9), verifica-se se o 
sistema formado pelas equações (B.7) e (B.8) ê Estritamente Real
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Positivo e, conseqüentemente, se o sistema (B.1), ÇB.2) pertence 
ã Classe L(A). Assim: , . 
Lema B.1 - çrizërio da classe ;(A) 
O sistema formado pelas equações (B.l) e (B.2),per 
tence ã Classe LÇA) se existem matrizes simëtricas P e Q defi 
nidas positivas; uma matriz simëtrica A e matrizes K e L, tais 
que: 
1) AT PA - P = - LLT ~ Q (B.1o) 
2) BT PA + KTLT = c (B.11) 
3) KTK = D + DT - É (A + AT) - BTPB (B.12)
Z 
B.4.2 - Sistemas Discretos Pertencentes É Classe N(F): 
Seja um sistema linear discreto e variante no tem 
po, descrito por: . 
X(k+l) = A(k) x(k) + B(k) u(k) (B.13) 
Yík) = C(k) X(k) + D(k) u(k) (B-14) 
Onde: 
x(k) - vetor de Estados de dimensão n. 
u(k) - vetor de Entradas, de dimensão m.
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yfik) - vetor de Saídas, de dimensão m. 
A(k), Bflk), C(k) e D(k) .- sequências de matrizes varian 
tes n t d ` " o empo e dimensoes aprg 
priadas 
Definição B.5 - Classe NQF) 
Seja F(k) uma matriz simëtrica variante no tem 
O sistema formado pelas equações (B.l3) e (B.l4) pertence ã Clas 
PO 
se N(T) se o si t `
' 
s ema resultante de sua combinaçao em realimenta 
~ l çao com a matriz - PCR) satisfazer a Desigualdade de Popov.
2 
Neste caso, a desigualdade ë expressa por: 
kl
T z [yR(k1] uR(k) ¿ - vã , af kl ¿ ko (B.:1s) 
kzko 
Onde: uo 2 O 
A partir da Figura B.3, obtem-se o sistema resul 
tante, dado por: 
a ×<1<+n = Amo ×<1<> + Bm um 
YR(k) = yCk) = C(k) XCK) + Dfik) u(k) 
` . u(fi) = .- X-4 
'X1 
/-¬ 
7T" 
___, 
“.l rçk) y(k)_
z 
(B.ló) 
(B.l7) 
(B.l3)
uz(k) u(k) 
__`__`W 
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________l
~ 
-0- 
FI---__ 
+ ×‹ê‹+‹› ×‹›‹› Í 
¬"+ _›‹‹›<) 
4'
e 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ ___] 
por:
n 
Figura B.3 - Sistema Realimentado Equivalente. 
A desigualdade (B.15) pode, então, ser expressa 
_ 
t
k 
T T ki T 
kl 
1
1 
2 [›fRo‹>1 uRc1‹) = 2 Mm um +5 2 Mm 1¬<1<>›f<1<› 
k=k0 k=kO k=k0 
(B.19) 
Utilizando (B.19) e (B.16) e o Lema contido no 
Apêndice 1 de |4|, conforme prova contida em ISI, obtém-se as 
condiçoes que satisfazem a desigualdade (B.15). Assim: 
Lema B.2 - Qriterios da Qlasse N(T)*}Zi 
O sistema formado por (B.13) e (B.14) pertence 
P(k) definida posi ã Classe N(T) se existe uma matriz simëtrica . _ 
V ^ (k), s(1<) G mk), z›. tiva ou semidefinida positiva, tres matrizes Q
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uma matriz simëtrica F(k), tais que: 
1) ATc1<> Pc1<+1) Am - Pak) = - Quo + cTu‹> rck) em 02.20) 
2) BTu<) Pc1‹+1> Am + sT‹.1<) = cmo + DTc.1‹> Pak) cmo cB.21) 
3) Roo - DT<1‹1 rm um = nm) + DT<1<> -BT<1‹) Pc1<+n Boo cB.22> 
4) A matriz: 
Q(k) S(k) . 
M(_1<) = T 03.23) S (k) RCk) 
ë semidefinida positiva ou definida positiva. 
B.5 - Teorema de Estabilidade parg uma Classe de Sistemas Egali 
mentados I2 
Teorema B.2 -
` Um sistema discreto pertencente 8 ClHSSC L(^) Teä 
limontado por um sistema pertencente ã Classe NÇF), como mostra 
a Figura B.4, ê assintoticamente estável globalmente se a matriz 
A - F(k) ë definida positiva ou semidefinida posnjva. Assimi 
A - 1¬(v1<) ¿ o , *iff 1< 3 ko (B.z4)
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W É 
Figura B.4 - Sistema Realimentado na Forma Padrao 
A prova deste Teorema ê apresentada em [Zi e IS] 
Observação: Para o caso de sistemas monovariãveis, a matriz A 
'°^ converte-se em um escalar À, e a sequencia de matri
^ zes, F(k) numa sequencia de escahues dada por y(k). 
Pode-se verificar estas duas afirmações a partir das 
relaçoes contidas nos lemas B.l e B.2, respectivamen 
te. 
Assim, para sistemas monovariãveis, a condição GL24) 
pode ser reescrita como: 
A - Y(1<) 5 o , *ff 1< 3 ko (B.2s) 
B.5.l - §plicaçäo do Teorema B.2 
Usando o Teorema B.2 6 possível provar o seguin 
te Teorema, que permite a obtenção das leis de adaptação paramš 
trica. ~
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Teorema B.3 - âlgorítmo É Ganho Deçyesçente JZL 
Seja o sistema monovariãvel pertencente ã Classe 
Lfl), descrito pelas seguintes equaçoes: 
x(k+1) = A x(k) + b ufik) (B.26) 
vcki = z ×tk> + uck> 
a 
(B.zv> 
realimentado pelo sistema variante no tempo dado poi: 
8(k+1) = Gflk) + Fflk) V(k) v(k) (B.28)
À 
,P(k) - @(k) + F(k) Vík) v(k) (B.29) 
Onde: 
F(k+1) 2 F¿k) + Ftkarvtki YTtg1 Ffki (B_50) 
1 + vfck) F(k> vtk) 
Sendo P(O) definida positiva 
'ø 
u(k) = - vT(k) [5(k) - pj (B.51) 
O sitema ã malha fechada descrito acima 6 um sis 
tema assintoticamente estável. 
Obäâxxââêe 
1) Se, no lugar de (B.30), utilizar-se F(k+l) = 
F(k), obtêm-se o algoritmo ä ganho constante cuja prova da estabi
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lidade assintõtica ê dada em Ill. 
2) Prova-se que F(k), dada por (B.30), ë decrescen 
te e que F(k)+0 quando k+w ]l,2|. 
O diagrama esquemático da Figura B.4 mostra 'Cla 
ramente que o algoritmo de identificação encontra-se na forma pa 
drao. 
4 
F(k)M$áJ 
€_Ô“*)'p +®L5“*)'° Eiwkv * Fu‹›vu<› + 4,-` 
vT‹«› 
Figura B.5 - Sistema Realimentado na Forma Padrão.
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A P E N D I C E C 
pRovA§ Dos LEMAS 4.ip9 4.2 
C.l - Introdugão 
Neste Apêndice são apresentadas as provas dos dois 
lemas do Capítulo 4.
‹ 
C.2 - Prova do Lema 4.1 
Aplicando lim nos dois lados de(4.45): 
k-›oo
i 
1m1Unan -Lwfl =1m›p¿¶m Qxw)-vT&)F&)vw)v2@fl 
k*w k+w . 
Como L(k) converge: 
_ . T , . 'r . 2 p L - L ~ - lim x (L) Q x(k) - lim Y (k) P(k) V(k) v (k) - O 
k~›oo k-›oo 
Cano: lim xT(k) Q x(k) = O, pois Q = O , como foi visto 
k~›oo 
no subitem 4.4.3, então: 
lim vT(k) Pçk) vçk) vzfik) = o (c.1) 
k-›oo
Fazendo: 
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vT(1‹› Foo voo vzuo = »<.1<) vTu<1 Fm P'1c1‹) Fm vw mo = 
Onde: 
= mT(1<› F'1<1<> mao <<1.2› 
m(k) = F(k) V(k) vfik) (C.3) 
A partir de (3.26), (C.2) pode se reescrita como:
/ 
1<-1 
mT(1<) F'1(1<) mm = mT(1<) F'1(_o) m(1<) + mT(1<) [ >; voz) vT(z)] m(1<) > 
sL=0
` 
z mT(1<) 1='1(o) m(1<) (c.4) 
Usando o Teorema 8.17 de Í15|: 
mTo<) F lcm mm â mo ilmøollz (051 
Onde: 
Amo ë 0 menor autovalor da matriz F4(0)e Mno > O 
Assim, a partir de (C.5) e (C.4): 
um .mT(1<) 1='1(,1<) mm ¿ 11m}m0.1¡m(1<)|12 (c.ó) 
k->°> I<-›°° 
Substituindo ÇC.3) e (C.1) no lado esquerdo de 
(C.6), encontra-se .
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Amo lim ||m(k)||2§ O 
kfw 
Então: lim |]m(k)|| + 0 (C.7) 
k-*oo 
Assim; substituindo (C.3) em (C.7)2 
lim I|P(1<›vc1<)v(1<›II ~› 0 (08) 
k-›oo 
C.3 - Prova do Lema 4.2 
Aplicando lim nos dois lados de (4.87): 
k+w 
lim [L'(k+1) - L'(k)I = lim [‹xT(k) Q X (k) - VT(k) F(k) V(k) v2(k)] 
k-›<›o k-›‹×› 
Como L'(k) converge: 
L' - L' = - um ×T(1<) Q ×(1<) - um vT(1<) mà) v(_1<) \›2(1<) = 
1<-›‹›‹› 1<-›«› 
Como Q = O, tambõm neste caso, chega~se ã (C.l). 
Pode-se usar, então, (Ç.2) e (C.5). 
_ _ 
A-partir de (3.43), (C.2) pode ser reescrita como 
k-1 2 
mT<1<) P'1c1‹› m<1<› = mTo‹1 1='1(.0› melo mTc1‹1 xo »-Â-T voz.) VTW : 
D 
O 
-¡ 
- L_£ (£+a 
m(1<) z mT(1<) Fíoƒl muz) (c.9)
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Usando-se os mesmos argumentos da prova anterior 59 
e (C.9), chega-se ãz 
um HF(_1<) v(_1<) v(_1<)1¡ ¬~ o (c.1o) 
k-+00
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