A direct method for superresolution recently proposed by Walsh and Delaney is further analyzed from the point of view of numerical stability. The method is based on a set OF linear equations Ax = b, where A is m x n, and b is a subset (of cardinal n) of the Fourier transform of the o'bject (which has a total of N samples). We give exact and best possible approximate expressions for the determinant of A, when m = n. As a corollary, it is shown that the smallest eigenvalue of A in absolute value satis-
INTRODUCTION
It is quite well-known that the resolution of a time-domain or space-domain object can be improved by restoring lost f requency-domain information, a process that is known as superresolution.
The theory and algorithms that relate to this problem use the available information concerning the object in both tlhe space-domain and the Fourier domain. As an example, tlhe object, mathematically modeled by a function x, might be finite, and its extent is usually known. For example, the support of the function x might be a certain given compact set. On the other hand, its Fourier transform P might be partially known (in the sense that ;(U) is known for some values of U). Under these two hypotheses, it is theoretically possible to estimate the object given the available information only (in other words, it is possible to extrapolate the Fourier transform of the object).
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The existence and uniqueness of the solution to this superresolution / extrapolation problem is a straightforward consequence of the analyticity of the Fourier transform of a compactly supported object. However, analytic continuation does not seem to lead to any practical superresolution algorithms, and other solutions are needed.
One of the first methods proposed uses the double or- have also given a direct (noniterative) solution to the discrete superresolution problem, which is based on a set of linear equations Ax = b. It is the purpose of this paper to study the stability of their method and to relate it to the noniterative solutions described in some of the works mentioned above. More precisely, we give exact and best-possible bounds for the determinant of A, when A is square. As a corollary we then show that A has, in general, very small eigenvalues whose magnitude depend on the total number of samples of the data record N , and not only on the number of unknown samples. When the matrix is not square we show that its singular values are related to the eigenvalues of the direct methods proposed in [3,10,17].
THEMETHOD
Let z E CN denote a signal, and P E CN its Fourier transform, defined by P = Fx, where If m 2 n one might hope to solve them for the n unknown xj, 0 5 j < n. When the elements of Sf and St are not contiguous modulo N , this necessary condition is not sufficient (it is easy to exhibit examples of sets St and S f such that the matrix A has no inverse). But when either S f or S t are contiguous modulo N the matrix A will be Vandermonde, up to a scale factor, and consequently nonsingular. It is a bit less straightforward to show that contiguity is merely a sufficient condition for non-singularity.
NUMERICAL STABILITY
It is convenient to use the notation Sf = {io, il , . . . ,&-I} despite the fact that we are considering a set S f given by (1). Assume that m = n. Then, as we have remarked, the matrix in (2) is square and proportional to a Vandermonde matrix,
We have written w = e-j%. The determinant A of the matrix A of this set of equations is given by
We will attempt to express the absolute value of this determinant in a more convenient form. Our task is slightly more simple if we note that the absolute value of the determinant is independent of a shift modulo N in the set Sf. Consequently, we are free to assume without loss of generality that ik = k.
The next step is to observe that the possible distances If ni/N is small, the following approximation is valid:
The closed form expression (3) is a convenient representation of the determinant, but we need to go one step further in order to estimate how small can the eigenvalues of A be.
To probe further on the structure of (3) we need to expand the terms of the form sin(ix), with x = T I N , in terms aC sin x and cos x. This can be done as follows. First, setting x = n / N , note that 
OTHER METHODS
The matrices A A H or A H A have the same (real) nonzero eigenvalues, and it is well known that they are the squares of the nonzero singular values of A. It is clear that n-1 n-I and n-1
. n-1
But these equations are similar to those that define the matrices of the direct methods studied in [3, 10, 17] . Therefore, the singular values of A are the square roots of the eigenva1-ues of AAH or AHA. These eigenvalues have been studied (a recent reference is [6] ), and the results can immediately be applied to A as well.
