We consider an assembly system with multiple stages, multiple items, and multiple customer classes. The system consists of m production facilities, each producing a different item. Items are produced one unit at a time. To produce one unit of an item, one unit from each of its predecessor items is needed. Upon production completion, items are placed in inventory. At each decision epoch, we must determine whether or not to produce an item and should demand from a particular class arise whether or not to satisfy it from existing inventory, if any is available. Hence, at each epoch, we must make decisions about both production and inventory allocation. In doing so, we must balance inventory holding costs against shortage costs (lost sales or backorders). We formulate the problem as a Markov decision process and use it to characterize the structure of the optimal policy. For production, we show that the optimal policy for each item is a state-dependent base-stock policy with the base-stock level non-increasing in the inventory level of items that are downstream and non-decreasing in the inventory level of all other items. For inventory allocation, we show that the optimal policy is a multi-level state-dependent rationing policy with the rationing level for each demand class non-increasing in the inventory level of all non-end items. We describe several additional properties for both the production and inventory allocation policies. Using numerical results, we compare the performance of the optimal policy against a heuristic policy that controls production and inventory allocation using fixed base-stock and rationing levels. We find that such a policy is effective in systems with lost sales but can perform poorly in systems with backorders.
Introduction
Multi-stage assembly, one might argue, is the most common process with which physical goods are produced nowadays. Assembly systems are pervasive in industries as wide ranging as electronics, automotive, heavy equipment, household appliances, and many others. Despite their pervasiveness, assembly systems remain notoriously difficult to analyze and manage. Few results exist on how to optimally control production and inventory in assembly systems, especially when there is variability in either demand or production. In practice, assembly systems are managed for the most part using heuristics, or other ad-hoc procedures, whose effectiveness relative to optimal policies remains difficult to verify.
The difficulty of identifying optimal policies appears due to the multi-dimensionality of the problem (multiple items, multiple production facilities and, in some cases, multiple demand classes). Moreover, there are inter-dependencies between these various dimensions: (1) demands for different items are correlated and (2) the production of one item depends on the availability of other items. Hence, there is a need to coordinate production and inventory decisions among the different items. For example, decisions about whether or not to produce an item probably should take into account the inventory status of other items (e.g., there may be no point in continuing to produce one component if there is a current shortage of other components). Coordination is however challenging when items have different production times which may be stochastic, different inventory holding costs, or reside in different locations within the assembly process (e.g., coordination between upstream and downstream items). This can be further compounded when there are multiple demand classes (customers with different priorities). In that case, deciding whether or not to satisfy a demand from a particular class must take into account the ability to fulfill demand from other classes in the future, which may depend not only on the current availability of the end-product but on the availability of all other items in the system.
In a recent review of research on assemble-to-order systems, which also covers assembly systems, Song and Zipkin (2003) state: "Little is known about the forms of optimal policies for multi-period models. The research to date mostly assumes particular policy types. It would be valuable to learn more about truly optimal policies. Even partial characterizations would be interesting. Also, better heuristic policy forms would be useful." In this paper, we take a step toward addressing some of these challenges.
We do so in the context of the system described below by (a) characterizing the structure of the corresponding optimal policy, (b) providing comparisons between optimal policies and heuristics, and (c)
proposing a class of heuristics that closely mimic the optimal policy.
We consider an assembly system with multiple production and inventory stages and multiple demand classes. The system consists of multiple facilities each producing a single item one at a time. Production times at each facility are stochastic, with production rates that can vary from item to item. Items can be produced in a make-to-stock fashion in anticipation of future consumption. Each item, other than the end product, has one successor item but possibly multiple predecessors. One unit of each of the predecessor items is needed for the production of a successor item. Demand for the end product arises from different demand classes. Orders from each demand class take place continuously over time with stochastic inter-arrival times between orders. Demand classes differ in their demand rates and in the shortage penalties incurred if orders are not immediately satisfied from inventory. At any point in time, the system manager must decide (1) which items to produce (production decision) and (2) should a demand arise, whether or not to satisfy it from available inventory (inventory allocation decision).
We formulate the problem as a Markov decision process (MDP) and characterize the structure of the optimal policy under both the discounted and average cost criteria. For production, we show that the optimal policy for each item is a dynamic (state-dependent) base-stock policy, where the state of the system is specified by the vector of inventory levels for items. We show that the base-stock level for each item is non-increasing in the inventory level of downstream items and non-decreasing in the inventory level of all other items. For inventory allocation, we show that the optimal policy consists of a multi-level rationing policy with state-dependent rationing levels. An order from a demand class is satisfied only if the current inventory level of the end item is above the rationing level for that class. The rationing level for each class is non-increasing in the inventory levels of all items (other than the end product).
Furthermore, we identify several additional properties of the optimal policy. Using numerical results, we compare the performance of the optimal policy against a heuristic policy that controls production and inventory allocation using fixed base-stock and rationing levels. We show that such a policy is effective in systems with lost sales but can perform poorly in systems with backorders.
The rest of this paper is organized as follows. In section 2, we offer a brief review of related literature.
In section 3, we present our model for systems with lost sales. In section 4, we characterize the structure of the optimal policy. In section 5, we extend our analysis to a system with backorders. In section 6, we present numerical results and comparisons with the heuristic. In section 7, we offer a summary and a discussion of possible future extensions.
Related Literature
Literature dealing with optimal control policies for assembly systems is relatively limited. Schmidt and Nahmias (1985) study a system with two components, one end product, a single demand class, and constant assembly and procurement leadtimes. They consider a discrete time problem with a finite planning horizon and random independent identically distributed (i.i.d.) demand. They show that, while the optimal assembly policy for the end product is essentially a base-stock policy, the optimal ordering policy for the components does not have a simple form. Rosling (1989) provides a characterization of the optimal policy for a multi-stage version of the assembly system considered by Schmidt and Nahmias but with an infinite planning horizon. He shows, under some conditions on initial inventory, that the assembly system reduces to an equivalent series system. The optimal policy for this series system is known from Clark and Scarf (1960) to be an echelon base-stock policy (the echelon inventory of an item consists of its own local inventory and the inventory of all downstream items). Chen and Zheng (1994) extend the result of Rosling to systems with continuous review and compound Poisson demand and Chen (2000) extends it to systems with batch ordering.
Veatch and Wein (1992) provide monotonicity results for optimal policies for queueing networks where the time between state transitions is exponentially distributed. They note that for an assembly system, such as the one we consider here but with a single customer class, the optimal "produce/do not produce" regions in the state space are separated by monotone switching curves. Benjaafar and Elhafsi (2006) study a single stage assemble-to-order (ATO) system with exponentially distributed component production times, Poisson demand, and multiple demand classes. They assume assembly of the end product is instantaneous and, therefore, only components are held in stock. They show that the optimal component production policy is a state-dependent base-stock policy and the optimal inventory is a multi-level rationing policy with state-dependent rationing levels. The problem we treat in this paper is of course different; we consider a multi-stage system, allow for positive assembly time for the end product, and for the end product to be held in inventory ahead demand. Chen et al. (1993) consider a special ATO system with two components, each produced on a single production facility, and unlimited demand for the end product. They show that the optimal policy for each facility is to produce as long as its inventory is below a certain threshold or if there is positive inventory at the other facility. This policy ceases to be optimal when the demand rate is finite.
There is significant literature that does not deal with optimal policies but instead focuses on the analysis and performance evaluation of heuristics. We refer the reader to the excellent review in Song and Zipkin (2003) and also to Zipkin (2000; chapter 8), Axsater (2006; chapter 5) and Chaouiya et al. (2000) for discussion of important results.
Our paper is related to the literature on inventory systems with multiple demand classes. Here too, there are few results for optimal policies. Topkis (1968) considers a system with a single item (no assembly) with multiple demand classes. In a discrete time setting, he shows that the optimal ordering policy is a base-stock policy and, when inventory is allocated over several sub-intervals of a stocking cycle, the optimal inventory allocation consists of a set of rationing levels in each sub-interval. Ha (1997a) considers a production-inventory system in a continuous time setting with a single item, Poisson demand and exponentially distributed production times. He shows for systems with lost sales that the optimal production policy is a base-stock policy and the optimal inventory allocation policy is a multi-level rationing policy with fixed rationing levels. Ha (1997b) and de Véricourt et al. (2002) extend these results to systems with backordering.
Our paper can be viewed as merging the streams of literature on assembly systems and on systems with multiple demand classes. We do so in the context of production-inventory systems where items are produced on independent facilities with finite production rates and stochastic production times. We provide a unified treatment for both production control and inventory allocation from which results for simpler systems can be retrieved as special cases -e.g., single stage systems, series systems, and simple two-stage assembly systems, with or without multiple demand classes in each case. To our knowledge, our paper is the first to consider a multi-stage assembly system with multiple demand classes. In addition to characterizing the optimal policy and describing several of its properties, we compare the performance of the optimal policy against a commonly used heuristic where the production of items are independently managed.
Problem Formulation
We consider an assembly system with multiple stages, multiple items, and one end product. The system consists of m production facilities, each producing a different item. Items may correspond to starting components, intermediates, including subassemblies, or the end-product. Starting components are produced from material supplied by an external source while intermediates are produced from other items which are themselves produced internally. We refer to the set of items needed to produce item k, k = 1, …, m, as P(k), the set of predecessors of item k, where ( ) P k = ∅ if k is a starting component. We consider pure assembly systems where each item is needed for the production of exactly one other item. We refer to this other item as the successor item. The exception is the end item, item 1, which does not have a successor. We use the notation SS(k) to refer to the successor of item k for k =2, .., m. We also use the notation SS r (k) to denote the item obtained by r successive applications of the successor operator SS to item k. Hence, for every item k, k = 2, …, m, there exists an r(k) such that SS r(k) (k) = 1. In other words, successive applications of the operator SS eventually lead to the end item. We refer to r(k) as the stage (in the production process) to which item k belongs. We refer to any item that can be obtained via r applications of the successor operator SS, r = 0, …, r(k), as being on the successor path from item k to 1 and denote the set of such items as S(k), with SS 0 (k) = k. Figure 1 shows an example of an assembly system with 4 starting components, 4 intermediates, and one end item; in this example, P(3) = {5, 6},
, 2, 1} and r(3) = 2. Special cases of the types of systems we consider include single stage systems, serial systems, and two-stage assembly systems where components are produced in the first stage and assembled into the end product in the second. classes. Demand from class l, l =1, …, n, takes place continuously over time according to an independent
Poisson process with rate λ l . Demand for the end product from any class can be satisfied only if there is positive inventory available for the end product. Otherwise the demand is considered lost (or must be expedited through other means such as overtime or outsourcing to a third party). A demand from class l that cannot be immediately fulfilled from stock incurs a lost sale cost c l per unit, which can vary from class to class. Without loss of generality, we assume c 1 ≥ c 2 ≥ …≥ c n (we treat the case of backorders in section 5).
Because the lost sale costs can be different for different classes, it may not always be optimal to satisfy demand from a class even if there is on-hand inventory for the end product. In fact, it might be more desirable to reject a demand from a class in order to reserve the available inventory for future demand from a more important class (i.e., one with a higher lost sale cost). Consequently, each time an order is placed, the system manager must decide whether or not to satisfy it from on-hand inventory, if any is available. In addition to determining whether or not to reject an incoming order, the system manager must decide at any point in time whether or not to produce any of the items. If an item is not currently being produced, this means deciding whether or not to initiate its production. If the item is currently being produced, this means deciding whether or not to interrupt its production. Note that an item can be produced only if there is at least one unit available in inventory for each of its predecessor items.
If the production of an item is interrupted, it can be resumed the next time the production of that item is initiated (because of the memoryless property of the exponential distribution, resuming production from where it was interrupted is equivalent to initiating it from scratch). We assume that there are no costs associated with interrupting production. This is consistent with earlier treatments of production-inventory systems in the literature; see for example Ha (1997a Ha ( , 1997b and Veatch and Wein (1992) . This assumption is not restrictive since, as we show in Theorem 1, it turns out that it is never optimal to interrupt production of an item once it has been initiated.
In our model, we assume that demand is Poisson and both production times and times between consecutive updates are exponentially distributed. These assumptions are made in part for mathematical tractability as they allow us to formulate the control problem as an MDP and enable us to describe the structure of an optimal policy. They are also useful in approximating the behavior of systems where variability is high. The assumptions of Poisson demand and exponential production times are consistent with previous treatments of production-inventory systems; see for example, Buzacott and Shanthikumar (1993) , Ha (1997a , 1997b ), Zipkin (2000 , and de Véricourt et al. (2002) among others. In Section 7, we discuss how these assumptions may be partially relaxed.
The state of the system at time t can be described by the vector
, where X k (t), k = 1, …, m, is a non-negative integer denoting the on-hand inventory for item k at time t. We let
where h k is an increasing convex function, denote the inventory holding cost rate when the state of the system is X(t). Note that because of the possibility of interrupting production, it
is not necessary to include in the state description whether an item is currently being produced or not.
Furthermore, because both order inter-arrival times and production times are exponentially distributed, the system is memoryless and decision epochs can be restricted to only times when the state changes (i.e., the completion of an item or the fulfillment of an order). The memoryless property allows us to formulate the problem as an MDP and to restrict our attention to the class of Markovian policies for which actions taken at a particular decision epoch depend only on the current state of the system.
In each state, the system manager must decide which item to produce and whether or not to accept an order from a particular customer class should one arise. A policy π specifies for each state x = (x 1 , …, x m ), the action Figure 1 and assuming there are two demand classes, the action ( ) a π x = (1,0,0,0,1,0,0,0,0,1,0) means that whenever the system is in state x, produce items 1 and 5, do not produce items 2-4 and 6-9, accept demand from class 1, and reject demand from class 2. As we can see, there are two types of decisions, production decisions indicated by the parameters k u and inventory allocation decisions indicated by the parameters . Production decisions determine for each state whether or not an item should be produced while inventory allocation decisions determine in which states it is best not to fulfill demand from a particular class in order to reserve inventory for future demand from other classes. We refer to this type of allocation as inventory rationing.
Let N(t) be an n-dimensional vector with items N l (t), where N l (t) denotes the number of orders from class l that have not been fulfilled from on-hand inventory up to time t and let ( ) 
where α > 0 is the discount rate, and c′ denotes the transpose of the vector c. If action a is selected in state x, the next state is y with probability: ( )
Our objective is to choose a policy 
Without loss of generality, we rescale time so that α + β = 1 and rewrite (4) in the equivalent form:
where the operators T k and T l are defined as follows
x e e x (6) and
The operator T k is associated with decisions about whether or not to produce item k and he operator l T is associated with decisions about whether or not to satisfy an order of type l. Note that it is optimal to produce item k if
x provided there is on-hand inventory for each of its predecessors. Similarly, it is optimal to satisfy demand from class l when the system is in state x if
provided there is on-hand inventory for the end product.
The Structure of the Optimal Policy
In this section, we characterize the structure of an optimal policy. In order to do so, we will show that the optimal value function v*(x) for all states x satisfies certain properties. First, we introduce the following difference operators for functions v defined on m + Z where + Z is the set of non-negative integers:
and combinations of such operators, including
where x = (x 1 , …, x m ) and the variables x j are state variables associated with an assembly system per the description in the previous section. Note that the order in which the differences are taken does not matter,
For notational convenience, we also define
Definition 1: Let V be the set of functions defined on
A2:
Proposition 1: If v∈V, then v also satisfies the following properties for
where k x is the on-hand inventory level of item k and
dimensional vector with elements corresponding to the on-hand inventory levels of items j k ≠ . Then, condition B3 applied to the case i = k and j = k,
combined with the above definitions
x e e x and condition B4 applied to the case 
Proposition 2: If v∈V , then Tv ∈V , where
We are now ready to state our main result for this section. 
and j ≠ k and is non-decreasing in
for class l demand is non-increasing in the on-hand inventory levels of
is non-increasing in each x j for 1 j ≠ .
P.3 The rationing levels are ordered such that
* * 1 1 1 ( ) ( ) 1 n r r − − ≥ ≥ = x x L .
P.4 It is always optimal to satisfy class 1 demand as long as there is on-hand inventory.

P.5 The optimal base-stock level
for item k does not decrease with the production completion of any other item j ≠ k.
P.6 For any item k, the base-stock level is more likely to decrease with an increase in the inventory level of items on its successor path that are more closely located. That is,
* * ( ) ( ) k k j k k l s s − − + ≤ + x e x e for ( ) j S k ∈ and ( ) l S j ∈ , l j ≠ .
P.7 It is never optimal to interrupt the production of an item once it has been initiated.
The results of Theorem 1 show that the base-stock level for an item does not increase with an increase in the inventory level of items that are on its successor path; inventory in downstream stages can be viewed as substitute for inventory in upstream stages. On the other hand, the base-stock level for an item does not decrease with an increase in the inventory level of items that are not on its successor path; in this case the inventories can be viewed as complements. For example, for items that are assembled together at a particular stage having less of one item reduces the need for producing the other items, since eventually one unit from each item will be needed. For inventory allocation, the results of the Theorem show that different demand classes should be treated differently, with each class assigned an inventory rationing level below which the demand from this class would be rejected in favor of reserving inventory for classes with higher lost sales costs. Similar to the base-stock levels, the rationing levels are dynamic and must be adjusted based on the inventory level of all items.
We illustrate the structure of the optimal policy using the example system with four items and three demand classes shown in Figure 2 . In Figure 3 , we show how the optimal policy is affected by changes in the inventory levels of items 2 and 3 while the inventory levels of items 1 and 4 are kept fixed. As we can see from Figure 3 (a), the optimal production policy divides the state space into four regions: region 1 where both items 2 and 3 are produced, region 2 where item 2 is produced but not 3, region 3 where item 3 is produced but not 2, and region 4 where neither items is produced. It is important to note that other than region 1, the other three regions are transient under the optimal policy. Note also, as described in Theorem 1, that the optimal policy dynamically adjusts the base-stock level of each item based on the inventory level of the other items. The optimal rationing policy (see Figure 3 (b)) divides the state space into three regions: region 1 where demand from any class is satisfied, region 2 where demand from only class 1 and 2 is satisfied, and region 3 where only demand from class 1 is satisfied. The boundaries of these regions highlight the fact that the rationing levels are sensitive to changes in the inventory levels of any item in the system as described in Theorem 1. The superposition of Figures 3(a) and 3(b) would partition the state space into several sub-regions, each corresponding to a combination of (a) satisfying one or more demand classes and (b) producing one or more items or not producing at all. In Figure 4 , we show how the optimal production and inventory allocation policies are similarly affected by changes in the inventory levels of items 1 and 4 while the inventory levels of items 2 and 3 are kept fixed. In general, the optimal policy defines regions in the state space where only certain items are produced and only certain demand classes are satisfied. These regions are defined by the hyperplanes associated with the multi-dimensional base-stock and rationing level functions. For production, there is only one recurrent region defined by the subset of the state space:
Within this subset, all items are always produced. The intersection of this subset with the subsets defined by the rationing functions (i.e., { } In Figure 5 , we illustrate the fact that the base-stock level of each item becomes less sensitive to the inventory level of other items the further downstream these items are (Property P.6 in Theorem 1). In the example, we consider a series system with three items and a single customer class, with item 3 being the starting item. As we can see, an increase in x 1 has significantly less of an impact on the base-stock level of item 3 than an increase in x 2 . This is an important result because it shows that an echelon base-stock policy, where production is determined by the sum of inventory levels of downstream items, is not optimal. In other words, it is not sufficient to monitor only the sum of downstream inventory levels in making decisions about whether or not to produce. Instead, the specific contribution to total inventory from each item matters. This is different from results for other types of inventory systems, such as systems with fixed supply leadtimes, where an echelon base-stock policy has been shown to be indeed optimal; see for example Rosling (1989) . Theorem 1 characterizes the optimal policy for a general assembly network structure with multiple demand classes. Several simpler problems can be retrieved as special cases. For instance, for a single stage system with a single item, the state of the system can be described by the inventory level x only and 0 3 6 9 3 6 9 1 2 1 5 1 8 2 1
the base-stock and rationing levels reduce to fixed parameters as stated in the following corollary, which corresponds to the main result in Ha (1997a Furthermore, it is always optimal to satisfy class 1 demand as long as there is on-hand inventory.
In a serial system where each item has a single predecessor, the optimal policy for the case of a single customer class can be specified in terms of a dynamic base-stock policy where the base-stock level is non-increasing in the inventory level of items that are downstream and non-decreasing in the inventory level of items that are upstream.
Corollary 2:
In a serial system where items are labeled in the sequence in which they are produced, with item 1 being the end product and item m the starting component, the optimal production policy for an item k, 1 < k < m, can be specified in terms of a base-stock level * ( )
which is non-decreasing in x j for j > k and non-increasing in x j for j < k. Furthermore,
x e e for j ≠ k, and
In a two stage assembly system, where in the first stage m-1 components are produced, each on a separate facility, and in the second stage the components are assembled into the end product on a different facility, the optimal policy for the case of a single customer class is described in the following corollary. It is possible to extend the analysis to the case where the optimization criterion is the average cost per unit time instead of the expected discounted cost. Given a policy π, the average-cost is given by:
A policy π* that yields
x for all states x is said to be optimal for the average cost criterion. In the following theorem, we show that the optimal policy retains all of the properties observed in Theorem 1 under the expected discounted cost criterion. 
The Case of Backorders
In this section, we treat the case where, instead of being lost, orders that cannot be fulfilled immediately from inventory are backordered. Orders that are backordered incur a backorder cost per unit per unit time. We restrict our treatment to the case of a single customer class. Extending the analysis to systems with multiple customer classes is difficult and we do not attempt it here (the analysis is more complex since there is a need to include in the state space not only information about net inventory for each item but also backorder level for each class). For systems with backorders, we use the notation
to denote the state of the system at time t, where ( )
non-negative integer that corresponds to the on-hand inventory of item k at time t; 1 ( ) X t is an integer that corresponds to the net inventory level of the end product (item 1) at time t, such that ( ) 
, where b is an increasing convex function denoting the backorder cost rate when the net inventory level of the end product is 1 ( ).
X t
The objective of the system manager is to choose a production policy that determines for each state whether an item should be produced or not. The expected discounted cost over an infinite horizon under a
given policy π and a starting state x = (x 1 , …, x m ) is given by 0 ( ) ( ( )) .
Our objective is to choose a policy * π which minimizes the expected discounted cost. After rate uniformization and time rescaling (as we did for the lost sales cost), the optimal cost function
can be shown to satisfy the following optimality equation for any starting state x:
where
The operator k T is associated with the decision of whether or not item k should be produced. This decision is made each time a new order arrives or any item completes production.
Theorem 3:
There exists an optimal stationary policy that can be specified in terms of a state-dependent
and not to produce it otherwise. The optimal base-stock levels satisfy properties P.1, P.5 and P.6 of Theorem 1. The optimal policy also satisfies property P.7 of Theorem 1.
Comparisons to Policies with Fixed Base-Stock and Rationing Levels
In this section, we compare the performance of the optimal policy against a heuristic policy that controls production and inventory allocation using fixed base-stock and rationing levels. We refer to this policy as the independent base-stock with rationing (IBR) policy. Such a heuristic is commonly used to manage assembly systems in practice and is also widely studied in the literature (see Song and Zipkin (2003) and the references therein). This heuristic is perhaps easier to implement and communicate than the optimal policy; the optimal policy is also difficult to compute for systems with more than few items due to the exponential growth in the size of the state space (computing the optimal policy is NP-hard because of the well known curse of dimensionally of dynamic programming).
The IBR policy controls the production of items independently of each other via a vector s=(s 1 ,…, s m ) of fixed (i.e., state-independent) base-stock levels and the acceptance/rejection of orders via a vector r=(r 1 ,…, r n ) of fixed rationing levels. For systems with lost sales, the expected discounted cost of the IBR policy can be obtained (for given vectors s and r) via the following dynamic programming equation: 
and
A similar equation can be written for the case with backorders. Also, similar equations can be written for the average cost criterion. In contrast to the optimal policy, the base-stock and rationing levels for items are fixed and not affected by the inventory levels of other items. This is of course sub-optimal since there is no attempt to use current information about the state of the system to coordinate the production of different items.
To test the performance of the IBR policy against the performance of the optimal policy, we carried out a series of numerical experiments for a system with three items (items 2 and 3 are assembled into item 1) and for a wide range of parameter values. For each problem instance, numerical results are obtained by solving the corresponding dynamic programming equation using the value iteration method. The value iteration algorithm we use is a direct adaptation of the algorithm described in Puterman (Chapter 8, 1994 ).
We present results for the average cost criterion because they are independent of the starting state and the discount factor. The state space is truncated at To identify good values for the control parameters for the IBR policy in the case of lost sales, we use the following heuristic search procedure (a slightly modified version of this procedure is used in the case of backorders). For the base-stock levels, we exhaustively search over the region Representative results for systems with lost sales and one demand class are shown in Table 1 . The results are consistent with a larger set of examples where we varied the parameters over a wider range and with results where we generated the parameter values randomly (for brevity, results from this more extensive data set are not included but are available from the authors upon request). As we can see from Table 1 , the IBR heuristic is surprisingly effective. The percentage cost difference relative to the optimal policy is small, with an average for the examples shown of 1.43%, a minimum of 0% and a maximum of 12.54%. In fact, if we exclude the four largest values, the range is from 0% to 1.95%. The largest values correspond to rather extreme scenarios where the utilization of the production facilities is low so that the base-stock levels are very small. In this case, small differences in the base-stock levels (due to integrality) can lead to relatively large differences in cost. These results are consistent with those observed for systems with multiple classes. In Table 2 , we show representative results from a set of randomly generated examples with two demand classes. The average percentage cost difference is 0.99% with a minimum of 0% and a maximum of 5.6%.
Representative results for systems with backorders are shown in Table 3 . In contrast to the case of lost sales, the IBR policy can perform poorly. For the cases shown, the average percentage cost difference between the IBR heuristic and the optimal policy is 13.06% with a minimum of 1.8% and a maximum of 34.73%. The percentage difference is largest when the backorder cost is low or the utilization of the production facilities is high, due to either a high demand rate or low production rates. A possible explanation of why the IBR heuristic can perform poorly is as follows. In systems with backorders the region of the state space over which coordination among the different items under the optimal policy can take place is larger (the recurrent region is finite for lost sales but not for backorders); see Figure 6 . This is significant since the difference in inventory levels between the end item and other items always stays bounded for lost sales while this difference can grow infinitely large for systems with backorders. For systems with backorders, it is possible to accumulate a large backlog at the level of the end item while items maintain positive inventory. This is more likely to occur when the demand rate is high, the production rate for the end item is low, or the backorder penalty is small, which are indeed the cases for which we observe the largest percentage cost differences. Systems with backorders and lost sales differ in another important way. In the case lost sales, it is always possible to set all the base-stock levels at zero Figure 6 -The structure of the optimal policy under backorders for a system with 3 items where item 1 is assembled from items 2 and 3 (x 2 = 32, µ 1 = 5, µ 2 = µ 3 = 4.3; λ 1 = 4; b = 50; h 1 = 5, h 2 = 2, h 3 = 2.9)
Summary and Discussion
In this paper, we considered the problem of optimal production control and inventory allocation in a multi-stage assembly system with multiple customer classes. We formulated the problem as a Markov decision process and used the formulation to study the structure of the optimal policy. For production, we showed that the optimal policy for each item is a dynamic base-stock policy with the base-stock level of each item dependent on the inventory level of all other items. Specifically, we showed that the base-stock level of each item is non-increasing in the inventory level of items that are downstream and non-decreasing in the inventory of other items otherwise. For inventory allocation, we showed that the optimal policy is a dynamic multi-level rationing policy with the rationing level for each demand class dependent on the inventory level of all items (they are non-increasing in the inventory level of each item, other than the end product). We also provided several additional properties for both the production and 7 [16,10,7,6] [21,9,6,4] 54.7 8.9 1.7 7.4 7.9 3.8 9.7 5.2 1.1 3.5 301.6 0.8 [34,49,6,36] [29,54,2,31] 181.4 7.3 36.1 9.2 3.0 7.1 9. inventory allocation policies and discussed the implications of these general properties to several special cases. Using numerical results, we compared the performance of the optimal policy against a heuristic policy that controls production and inventory allocation using fixed base-stock and rationing levels. We found that, while the heuristic appears to be quite effective in systems with lost sales, it can perform poorly in systems with backorders.
The fact that heuristics that manage each item independently using fixed control parameters can be ineffective suggests a need for policies that coordinate production and inventory decisions among the different items. A worthwhile avenue for future research would be the development of simple yet effective heuristics that can achieve this coordination. The following heuristic, which we call the linear base-stock with rationing (LBR) policy, might be such a candidate. The LBP controls production and inventory allocation via threshold vectors and β β β β=[β ik ] and weight vector γ γ γ γ=(γ 1 ,…, γ n ), where α ik , β ik , and α ik ≥ 0 and α jk ≥ α lk for ( ). l S j ∈ Under such a policy, the decision is to produce if The heuristic mimics the optimal policy by specifying a state-dependent base-stock level, Since we are primarily interested in approximating these curves only in the recurrent region, we expect a careful choice of the threshold and weight parameters to lead to an effective approximation for many cases. Note that when α ik = β ik = γ i =0 for all i and k, the policy reduces to the IBR policy.
The advantage of the heuristic over the optimal policy is that it specifies a closed form expression for the base-stock and rationing levels. This simplifies implementation and makes the policy easier to communicate and explain to system managers. However, the challenge is in determining the optimal combination of parameters α ik , β ik , and γ i . For a given combination, evaluating the corresponding cost is relatively easy (this could be done for example via simulation), but searching for an optimal set of parameters can be computing-intensive when the number of items or demand classes is large. For these cases, simpler versions of the heuristic could be specified by fixing a-priori certain parameter values, say to either 0 or 1. More realistically, we expect the heuristic to be mostly useful for simple special cases for which the optimal policy is nevertheless difficult to compute; e.g., a two stage assembly system, a series system with a single class, or a system with multiple classes but few stages.
There are several other potential avenues for future research. It will be useful to consider systems with different demand and production time distributions. For example, it is possible to substitute the exponential distribution by Phase-type distributions which can be constructed to approximate other more general distributions. The use of phase-type distributions retains the Markovian property of the system and continues to allow the formulation of the problem as an MDP. The drawback is that the dimensions of the problem increase with the number of phases. In turn, this could make the analysis less tractable and the optimal policy more difficult to characterize.
A number of other extensions are also worthwhile pursuing, including systems with multiple products where each product may require a different subset of items, systems where there is external demand for both end items and intermediates (e.g., a separate demand stream for subassemblies and components), and systems with more general structures (e.g., systems with disassembly or distribution features). Although we expect a Markov decision process formulation to be still possible for most of these extensions, characterizing the structure of optimal policies is likely to become more difficult. The additional dimensions that each one of these extensions brings are also likely to make computing the optimal policy less tractable. However, special cases might still be amenable to analysis and might help in shedding light on the more general cases.
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Hence, A2 implies
. Also, for any node ( ) j S i ∉ and using A2, we can write 
x e e e L .
Since for any
, we have
B2: By assumption i l ≠ . Hence, using A2, we have
and using the same process as in the proof of B1, we obtain ( )
x e e e x e e e L L .
Here, j n j is the node on the path from node j to node l.
be the set of nodes on the path from j to l not including l. Applying A2 repeatedly to all nodes in the set
and all their predecessor nodes all the way to the leaf nodes, we obtain
x e x e .
Repeating the above process all the way to node j gives ( . By B2, we have,
x e e x , or equivalently
Using A1, we then obtain
x e x . The result follows immediately.
B4:
First, notice that for any i such that ( ) P i = ∅ (i.e., a leaf node), we have, by B3, 
, by B3 we have ( ) Applying this process repeatedly, we would eventually reach a set of leaf nodes for which the P sets are
For any
and therefore
, by applying B3, we have ( ) The result follows immediately.
B6:
First, notice that for any i such that ( ) P i = ∅ (i.e., leaf node), we have, by B1, 
Proof of Proposition 2
First, we introduce the family of functions
T v x can be written in a compact way as follows
x e e x x (2-A)
Note that if
We will divide the proof into three parts. In part 1, we prove that if v∈V then T k v∈V for all k. In part 2, we
In part 3, we use the results of parts 1 and 2 to complete the proof and show that if v∈V then Tv∈V. Throughout the proof, we simplify notation by using the following convention:
for all k.
Operators T k
In order to show that T k v∈V, we need to show that T k v satisfies properties A1-A3. First, we note that
Property A1
In order to show that the functions T k v satisfy A1, we must show that ( ),1
which satisfies A1. Using the fact that
We distinguish two cases:
By A1, we have 1 (
x e x x and 1 ( ) ( )
x . Also, by B5, we
x e x e Hence, we have the following sub-cases:
x e x e x and 1 (
x e x e x and 1 0 ( 
x e x e and ( ( ) ) ( )
Hence, we distinguish the following sub-cases: (by A1).
5.
1 1 
(by A1).
It follows from the above that the functions T k v satisfy property A1.
Property A2
In order to show that functions T k v satisfy A2, we must show that By A2, we have (
x and ( ( ) ) ( ) .
Also, by B4 we have (
since ( ) ∈ k S k by definition. Hence, we distinguish the following sub-cases: Hence, we distinguish the following sub-cases:
1. 
