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In this paper we prove that for a commutative noetherian ring R with 
Krull dim R = d < ix) and a submonoid M of 02 for some r E N such that 
McQ’, is an integral extension, the group of elementary matrices 
E,(R[M]) acts transitively on Um,[R[M]) for all n>max(d+2, 3). 
Hitherto the special case M= 72; was obtained in [Su]. Bass- 
Vasershtein’s classical results imply the transitivity only for n b d + 2 + r. 
The key step is the consideration of finitely generated normal monoids. The 
proof we give here uses some density properties of integer lattices. 
0. PRELIMINARIES 
All the considered monoids are assumed to be commutative, cancellative, 
torsion free (in the group of fractions) and with unit element. For a 
monoid M its group of fractions will be denoted by K(M); let Z, Q, R 
denote the integers, rational and real numbers, respectively; by Z + , Q + 
will be denoted the additive monoids of the corresponding nonnegative 
numbers. N = { 1,2, 3, . ..}. For a monoid M its rank means the rank 
of K(M) (= dim, Q @ K(M)). By Q + @M we denote the universal 
divisible enveloping monoid for M: i.e., (writing additively) 
Q+@M=l&(Ma M), c E N. As usual, an extension of monoids 
M c N is called integral if for any n E N there exists a E P+J such that an E M. 
M is called normal (or integrally closed) if there does not exist an element 
in K(M)\M some positive multiple of which belongs to M (recall that a 
monoid M is called seminormal if: x E K(M), 2x E M, 3x E M 3 x E M). 
Our conditions on monoids imply the natural embeddings 
M 4 K(M) CG Q @K(M). Consequently, without loss of generality we will 
assume that the considered monoids are submonoids of Q-spaces. Let 
rank(M) < co. Denote by C(M) the convex cone in the real space 
135 
0021-8693/92 $5.00 
Copyright f- 1992 by Academic Press. Inc 
4x1~148~1.IO All rights of reproduction m any form reserved. 
136 JOSEPHGUBELADZE 
Iw 0 K(M) spanned by M. By elementary geometric observation we obtain 
that in the case when M is finitely generated and the group of invertible 
elements U(M) is trivial there exists an afline hyperplane Hc [w 0 K(M) 
(dim H= rank(M)- l), O$ H, such that C(M) is spanned by C(M) n H 
and 0. In this situation C(M) n H is a convex closed polytope and we 
denote it by @(M) [Gl, G2]. Of course, the shape of Q(M) depends on 
the choice of H, but its “combinatoric complicatedness” is invariant. Let A4 
be as above (finitely generated and U(M)=O). Then by int(M) will be 
denoted the submonoid of M consisting of all those elements from M the 
radial directions of which pass through the interior of G(M). In purely 
algebraic terms int(M) = ( mEM(m#O, V’nEM, 3aEN, am-nEM}u 
(0) (this algebraic definition was suggested by R. G. Swan in his notes on 
[Gl]; in [Gl, G2] int(M) was denoted by M,). Note that, usually, 
int(M) is not finitely generated. 
Recall that a domain is called seminormal if its multiplicative monoid of 
nonzero elements is so. 
THEOREM 0 ([A-A, Gi, Gl 1. A monoid domain R[M] is integrally 
closed (seminormal) if and only if R and M are integrally closed (semi- 
normal). 
1. @-SIMPLICIAL MONOIDS 
In this paragraph the monoid operation will be written additively. We 
assume that the considered monoids have finite ranks. 
PROPOSITION 1.1. Let M be a finitely generated monoid with U(M) = 0. 
Then the following conditions are equivalent: 
(a) @(M) is a simplex, 
(b) Q+@M=Q’+, where r=rank(M), 
(c) M can be embedded in Cl’,, r =rank(M), so that the extension 
-4? 4 Q”+ will be integral, 
(d ) Jl can be embedded in Z 2, r = rank(M), so that the extension 
MG Z”+ will be integral. 
Proof: Let Q(M) be simplex. Then there exists a system of elements 
m, , . . . . m, E A4 for which the points of intersection of the radial directions in 
FJ@K(M) obtained by m,‘s with the hyperplane H are just the vertices of 
O(M). m,, . . . . m, obviously are linearly independent in K(M) and for any 
rnEM there exist i,, . . . . &E Q+ for which m=l,m,+ ... +il,m, (in 
Q@K(M)). Thus (a)*(b). Now let Q+@MxQ’,. Then for each 
i E [ 1, r) there exist pi E N for which pie, * ni E M, where e, , . . . . e, is the 
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standard basis in Q’. Consider the composition Mq Q + @ Mz Q:. We 
see that the image of M contains the elements (0, . . . . pi, . . . . 0). It remains to 
note that Q; is integral over the submonoid generated by the elements 
(0, . . . . pi, . . . . 0); (b) + (c). Since p is finitely generated there exists a E N such 
that the image of the composition Ma Mcs Q; is a submonoid of Z:. 
The condition of integrality of Z; over this image is obviously satisfied. 
Hence, (c) 5 (d). We have the following implications: M’ z M” and @(M’) 
is simplex * @(M”) is simplex, and extension M’ c M” is integral 5 
@(M’) = @(M”). It just remains to note that @(Z; ) is the standard 
simplex. 
DEFINITION 1.2. A monoid A4 will be called @-simplicial if M is finitely 
generated with trivial group of invertible elements U(M) such that the 
conditions from the previous propositions are satisfied for M (see [G2]). 
Remark. Since a l-dimensional closed convex polytope is just a segment 
(= l-dimensional simplex) we see that every finitely generated monoid M 
of rank(M) 62 with U(M) =0 is @-simplicial. On the other hand in the 
case rank(M) > 2 to the monoids correspond arbitrarily complicated 
polytopes Q(M). 
Note that M’ 0 M” is @-simplicial iff M” and M” are simultaneously. 
LEMMA 1.3. M c iw; be an integral extension and A4 be normal. Then 
there exists elements from Zi of the type 
aI = (a,, 2 a12, ..‘> a,,), 
u2 = (0, a,,, . . . . a,,), 
a,>O, for which M= (a,, . . . . a,) nZi, where (a,, . . . . cc,) denotes the 
subgroup in Z’ generated by ~1, and the intersection is considered in Z’. 
Proof: Since the extension JZ c Z; is integral we obtain that for any 
i E [ 1, r] there exists an element of the type (0, . . . . pli, . . . . 0) in M. Hence, for 
all iE [l, r] the subsets Xi= {(0, . . . . 0, bii, biitl, . . . . bi,)~M~bi,>O) are 
nonempty. In each X, choose and element with minimal bii. We obtain a 
system a,, . . . . U,E M. Let us prove that M = (a,, . . . . a,) n Z:. First, note 
that the normality of M and the integrality of the extension Mc Z; 
imply M=K(M)nZ’, (th e intersection is considered in Zr). Thus 
(cI,, . . . . a,) n Z: c M. Assume m = (b,, . . . . b,) E M. Write b, = qa,, + s for 
some 462, and 0 < s < a,,; since for some c2, . . . . c, E N we have 
m - qc(, + c2a2 + ... + c,a,E K(M) n Z; = M the minimality of a,, implies 
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s = 0. Analogously h, - qa,, + c2uzz = q’a,, for some q’ E Z + and so on. In 
conclusion we obtain m E K(M) and, consequently, Mc (~1,) . . . . cr,) n Z;. 
Let M be a finitely generated normal monoid. Then according to [Chl] 
we can define the group of divisorial ideals Div(A4). Namely, the elements 
of Div(M) are nonempty intersections of the principal divisorial ideals 
of A4, 
(the intersections are considered in K(M)); for D, D’ E Div(M) put 
DD’= n (xi+ M), where the intersection is considered for all .X~E K(M) 
satisfying the condition {d+ d’ 1 do D, d’ ED’} c x, + A4. Then Div(M) 
will become a group containing the subgroup of principal divisorial ideals 
pr(W = {(x + w/x E MW}, which in its turn is isomorphic to 
K(M)/U(M). The quotient group Cl(M) = Div( M)/pr(M) is called divisor 
class group. It just measures the deviation of M from monoids of the type 
z; @ZS (r,s20). 
PROPOSITION 1.4 ( [Chl, Ho]). Let M he a finitely generated normal 
monoid with U(M) = 0. Then there exist s E N and a submonoid N c Zc such 
that N = K(N) n Z: (the intersection is considered in Z’) with N isomorphic 
to M. 
Remark. In terms of our @-correspondence this statement means that 
an arbitrary convex closed polytope @ (of arbitrary dimension) can be 
obtained as an intersection of some simplex A and some afline subspace X 
in some real space R” (of appropriate dimensions). 
PROPOSITION 1.5 ([Ch 1 I). Let M be a submonoid in Z.L for which 
M=K(M)nZ”, (in 27’). Ifforany iE[l,s] theset 
generates Z”/K(M) as a monoid then Cl(M) z Z”/K(M). 
Now assume M is a normal and the extension Mc Z”+ is integral. Let 
a,, . . . . a, be the elements mentioned in Lemma 1.3. Denote by ci, i E [ 1, r], 
the greatest common divisor (gtd.) of the numbers a,,, a,,, . . . . aii. Then 
Mz M’= (cc;, . . . . a:) n Z’+, al = (0, . . . . c,:‘aii, . . . . ~~~‘a,,); M’ is a sub- 
monoid in Z; of the type mentioned in Proposition 1.5. Consequently 
Cl(M) z Cl(M’) z Z’+/(M’, , . . . . ai) and, hence, Cl(M) is a torsion group. 
Conversely, if M is a finitely generated normal monoid with Cl(M) torsion 
then according to Proposition 1.1 and results from [Chl, Ch2] M must be 
@-simplicial. In [Chl] it is also proved that any abelian group can be 
realized as Cl(M) for some normal M. Thus we obtain 
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PROPOSITION 1.6. Let M be a finitely generated normal monoid with 
U(M) = 0. Then M is @-simplicial iff Cl(M) is a torsion group; for any finite 
G there exists a @-simplicial normal monoid A4 for which Cl(M) z G. 
2. TRUNCATED MONOIDS 
We again use the additive notations for monoid structure. Let d , and d, 
be two simplices in some (finite dimensional) real space. A triple 
(P, A,, A,) will be called truncated if the following conditions are satisfied: 
(a) A, c A, and P is a common vertex of A, and A,, 
(b) dim A, = dim A2 
(c) there exists a hyperplane X in our real space such that A, is 
spanned by P and A, n X. 
Let M be a @-simplicial normal monoid. Then for arbitrary vertex P of 
the simplex Q(M) the maximal submonoid N c M for which @p(N) = P is 
isomorphic to Z +. This follows from the observation that N is normal, 
U(N) = 0, rank(N) = 1 and N is a submonoid in K(M) z Z’. The monoid 
N will be denoted by M(P). 
DEFINITION 2.1. A triple (t, M,, M2) will be called truncated if M, and 
M, are Gsimplicial normal monoids of the same rank and the following 
conditions are satisfied: 
(a) M, c M, and MI is integrally closed in M2 (i.e., there does not 
exist an element in M2\M, integral over M,), 
(b) (P, @(&I,), @(M,)) is a truncated triple for certain P (in the 
aforementioned sense), 
(c) t is free generator of M,(P). 
DEFINITION 2.2. We will say that monoid M is truncated if there exists 
a truncated triple (t, M, M’) with M’ z Z; (of course, r = rank(M)). 
LEMMA 2.3. Let (t, M,, M,) be a truncated triple and P be as above, 
Then 
(a) M,(p)=M,(p)=Z+t, 
(b) K(M,) = WM,). 
Proof. (a) is trivial. Let XE K(M,). Choose arbitrary m lint c 
int(M,). Then for sufficiently large a E N the element am +x belongs to 
C(M,) n M2 (this is obvious from elementary geometric reasonings). 
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Consequently, for some b E N we have b(am + x) E M,. Thus am + x is an 
element from M,, integral over M, , by the definition of a truncated triple 
am + x E M, . Hence, x E K(M,). 
LEMMA 2.4. Let M he a truncated monoid and (t, M’, M) be a truncated 
tripIe. Then M’ is a truncated monoid. 
ProoJ The lemma follows from the general observation that if 
(t, M,, M,) and (t, Mz, M3) are truncated then (t, M,, M3) is so. 
Let us introduce the following notation [Gl, G2]: For a monoid (of an 
appropriate type) and any nonzero m E M denote by Q(m) the intersection 
of the radial ray from R 0 K(M) determined by m with the polytope Q(M). 
LEMMA 2.5. Let M be a truncated monoid. Then Cl(M) is a finite cyclic 
group. 
Proof. Let (t, M, M’) be a truncated triple where M’ x 771, 
r = rank(M). It is obvious that in a free monoid the free generators are 
uniquely determined. Consequently, there elements t,, . . . . t, E M’ for which 
(1, t,, . . . . t,} is a basis in M’ and {Q(t), @(t2), . . . . @(t,)} is the set of all ver- 
tices of @(M’). For all natural a E N the systems B, = {t, t, + at, . . . . t, + at > 
are bases for K(M’) z H’. It is obvious that when a -+ co the points 
@(t, + at), . ..) @(tr + at) converge to the point Q(t) (in the sense of 
euclidean metric in @(M’)). By the definition of a truncated triple we 
obtain that for a sufliciently large UE N the points @(ti+ at), iE [2, r], 
belong to Q(M). Since K(M)=K(M’) (by Lemma2.3) we obtain 
ti+ at EM, ic [2, r]. Consider the free submonoid M” c M generated by 
{t, t, + at, . . . . t, + at}. Since K(M”) = K(M) and M” is normal we come to 
the conclusion that M” is integrally closed in M. In addition we have 
that the points @(t,+at), iE [2, r], belong to the edges [@(tl), a(t)] 
(respectively) of the simplex @(M”). In other words, the triple (t, M”, M) 
is truncated. By Proposition 1.1 we can identify M with a submonoid in 
Z”+ so that the extension Mc ZY+ will be integral. In this situation the 
elements t, t, + at, ..,, t, + at must have the forms (for appropriate enumera- 
tion of the basis in Zl ), 
t, + at = (a,, 0, . . . . 0, b,), 
t, + at = (0, a2, . . . . 0, b2), 
t, + at = (0, 0, . . . . a,- 1, b,- ,), 
t = (0, 0, . ..) 0, a,), 
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a,>O, iE [l, I]. Thus M= (t,+at, . . . . t,+at, r)nZ> z (a,, Q, . . . . a,) 
nZ; for 
a1 = (1) 0, . ..) 0, b; ), 
a2 = (0, 1, . . . . 0, /I;), 
ar 1 = (O,O, .‘., 1, b:L ,), 
a, = (0, 0, . ..) 0, a;), 
wherehj=c-‘h,, iE[l,r-l],a~=c~‘a,andc=g.c.d.(h, ,..., b,-,,u,).By 
Proposition 1.5, Cl(M) x Zr/(a,, . . . . a,) z Z/(u:) is a cyclic group. 
As a result of Lemma 2.5 and Proposition 1.6 we obtain that a 
“majority” of @-simplicial normal monoids are not truncated. 
LEMMA 2.6. Let M be a @-simpliciul monoid. Then A4 is truncated iff 
there exists a truncated triple (t, M”, M) with M” free. 
Prooj The part “only if” was already considered in the proof of the 
previous lemma. Now assume (t, M”, M) is a truncated triple and M” is a 
free monoid. Let {t, t,, . . . . t,} be the basis of M”. For arbitrary a E N con- 
sider the free monoid ML generated by {t, t, - at, . . . . t, -at}. From elemen- 
tary geometric reasonings we conclude that for a sufficiently large a E N the 
cone C(M) is contained in C(M:) and these cones satisfy the condition: the 
triple (Q(t), a(M), @(ML)) is truncated (here the hyperplane H mentioned 
in Section 0 is chosen corresponding to the cone C( M:), or equivalently, 
(t, M, Mb) is truncated. 
Remark. The condition of Cl(M) being cyclic is a necessary one for a 
@-simplicial normal monoid M to be truncated, but it is not a sufficient 
condition. 
3. APPROXIMATIONS BY TRUNCATED MONOIDS 
We keep to the additive notations for a monoid structure. 
THEOREM 3.1. Let M be a finitely generated normal @-simpliciul monoid. 
Then int(M) is filtered union of truncated monoids. 
The proof is based on some lemmas. 
LEMMA 3.2 [Gl]. Let A4 be a finitely generated normal monoid with 
U(M) = 0. Then int(M) is normal. 
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This lemma actually holds for arbitrary monoids which satisfy only the 
seminormality condition [Gl 1. 
GORDAN'S LEMMA 3.3 [Da, G2]. Let A4 be a submonoid in Z” (for some 
s E N ) satisfying the condition of existence of a hyperplane H c R’ @ K(M) 
(0 $ H) for which C(M) is spanned by 0 and C(M) n H. Then A4 is finitely 
generated iff B(M) (= C(M) n H) is a finite closed (of course, convex) 
polytope. 
LEMMA 3.4. Let A4 be a finitely generated monoid with U(M) = 0. Then 
for an arbitrary convex WC Q(M) f or which dim W = dim Q(M) the 
submonoid 
M(W)={m~MIrn#0,@(rn)E W}u(O)cM 
has the same group of fractions as A4, i.e., K(M) = K(M( W)). 
Proof: Let x E K(M). Because of the condition dim W = dim @(M) we 
have 3m E M, m # 0, D(m) E int( W), or equivalently int(M) n int(M( W)) 
# 0. Let x = y -2, y E M, z E M. Using again the equality dim W= 
dim Q(M) we obtain that for some aE N, am + YE int(M( W)), 
am + z~int(M( W)), where m is of the aforementioned type (this follows 
from the observation that @(am+ y), @(am+z) --f @s(m) when a+ co). 
In conclusion x = (am + y) - (am + z) E K(int(M( W))) c K(M( W)). Thus 
K(M) = K(M( W)). 
COROLLARY 3.5. Let M be a finitely generated monoid with (M) = 0. 
Then K(M) = K(int(M)). 
By S’- ’ denote the standard unit sphere in R’ (r > 1). For any 1 <k d r 
define a map 
0,:GL,(Z)+S’-‘x ... xS’-‘, 
where on the right hand side the product is taken over r-k + 1 copies of 
S’- ‘, as follows: let o! = (a,) E GL,(B), then for any iE [ 1, r] the row 
czi = (ajl, . . . . a,) defines the radial direction in Z’ is identified with its 
standard image in W), denote by xi the intersection of this direction S’- ’ 
and put 19, : (aq) H (x,, xk + 1, . . . . x,). 
PROPOSITION 3.6. For any r > 1 the image of tlk is dense in 
S’-‘x . . . x&y-’ 
r-k+1 
in the sense of euclidean metric when k 2 2 and it is not so when k = 1. 
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This proposition for k 2 2 will be proved in the next paragraph and the 
case k = 1 will be considered in Section 10. 
Let us define a map T: GL,(Z) --, S’+’ x ... x Sr-‘, where on the right 
hand side the product of r - 1 copies of S’~ ’ is considered. Consider any 
a = (aii) E GL,(Z). Let (A,) be the inverse matrix (aV))’ E GL,(Z). Let yi be 
the point of intersection of the radial direction in R’ determined by 
(A,1, . . . . A,) and put T(a) = (y2, Y,, . . . . Y,). 
COROLLARY 3.1. The image of T is dense in 
(in the sense of euclidean matric). 
Proof The map T can be obtained as the composition 
GL,( rn) = CL,(Z) -fL S’-’ x . . . xS’-1. 
r-1 
Thus the previous proposition implies the desired density. 
In what follows we will keep to the standard terminology. Let X,, . . . . X, 
be variables (r > 1) and b I, . . . . b,E R. Then to the closed semispace 
C; b,Xj2 0 (3i,b;,#O) naturally corresponds a point on S’--], namely the 
point of intersection of the radial direction of (b,, . . . . b,) with S“-‘. Thus 
we obtain the natural bijection S’ ’ x (the set of all semispaces in R’ 
passing through 0). Consequently, the mentioned set of semispaces can 
be equipped with a metric structure (Sr-’ inherits its metric from the 
enveloping W’). We will say that a cone Cc R’ is simplicial if the following 
conditions are satisfied: 
(a) 0 is a vertex of C, 
(b) dim C = r, 
(c) there exists a hyperplane H c R”, for which 0 4 H, C n H is a 
simplex and C is spanned by 0 and C n H. 
Every simplicial cone can be represented as an intersection E, n . . . n E, 
of some semispaces Ei = (b, X, + ... + b,X,2 0) with det(bU) # 0. Of 
course, such a representation is uniquely determined. Consider any group 
basis cli = (ati) of Z’, i, i E [ 1, r]. By si, i E [ 1, r] denote the semispace in IR’ 
determined as follows: 
(a) the boundary of E; is a hyperplane of dimension r - 1, spanned 
by {%a 1, . . . . a;- , > ai + 1, . ..> &j? 
(b) EjE Ei. 
The existence and uniqueness of E; is obvious, 
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Let C, Ei, .zi be as above. 
LEMMA 3.8. Let C = E, n ’ n E, be a simplicial cone. Then there exists 
a basis {c(,, az, . . . . a,} of the free group Z’ for which the semispaces ci are 
sufficiently close (in the sense of the aforementioned metric) to Ei for all 
i= 2, . . . . r. 
Proof Let x2, . . . . x, be the points from S’-’ which correspond to 
E 2, ..., E,. By x denote the point 
(x*,...,x,)=&s-‘X ... xsr-‘. 
-- 
r-1 
According to Corollary 3.7 there exists /?E GL,(E) for which T(b) is suf- 
ficiently close to x. Let /3 = (b,). In the case det(b,) = 1 put c(;= (b,), 
ie [l, r], jg [l, r]. In this situation we have 
,si = det 
. . b 
. . . 
or equivalently ci = ( Bi, X, + . . . + B,X, 2 0), where (B,) = (b,) ~ ’ E 
GL,(Z) (i, jg [l, r]). Of course, the system (a,, CQ, ..,, cc,} posesses the 
desired property. It can be analogously checked that in the case det(b,) = - 1 
the system { -u., , --cI~, . . . . -a,} posesses the desired property. 
Proof of Theorem 3.1. The interior of G(M) can be represented as 
a ftltered union of simplices udi, ie N, where dim di=dim Q(M). 
Moreover, without loss of generality we can assume that the vertices of di 
are the Q-images of some elements from int(M). Here we use the following 
obvious observation: the set {@(m)/mEint(M), m #O} is dense (in the 
sense of the euclidean metric) in Q(M). Each di determines a simplicial 
cone C, with vertex in 0. Let Ci = Ei, n . . n E,, (r = rank(M)) for certain 
semispaces E, in R’ (0 E E,). According to Lemma 3.8 there exist bases 
ia ,I 9 .‘., a,,} (ie N) of K(M) = Z’, for which E,~, .. . . E, are sufficiently close 
to E,z, . . . . E,, respectively (i E N). We keep to the notations introduced 
above . In this situation the cones E;, n .si2 n . . n sir will be simplicial and 
they will be contained in the interior of the cone C spanned by M. Let H 
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be a hyperplane in iw’= I&! @ K(M) for which 0 $ H and C is spanned by 0 
and C n H. Consider the simplices hi = H n (E,, n &i2 n . n Ed,). These 
simplices almost coincide with the simplices Ai (in the sense of the 
euclidean metric of H). Since the boundary hyperplanes of the semispaces 
E,, &ii are determined by rational linear forms in the standard coordinates 
of K(M) = Z’ we come to the conclusion that the vertices of the simplices 
6, are the @-images of some elements from int(M)\{O}. Thus int(A)= 
U M(6,) (the filtered union) and, according to Lemmas 3.2 and 3.3, A(Jj) 
are finitely generated, normal and @simplicial. Moreover, by Lemma 3.4, 
K(M(6,))= K(int(M)) = K(M). It remains to prove that M(6,) are 
truncated. Denote by Pi the vertex H n as,, n ... n &, (in N) of 6,, where 
&, denotes the boundary of the semispace sii. Then clil is the free generator 
of JH(~~)(P~)zZ+. We have @(a,i+a~i,)-tP,=@(a,l) when a-+ cc (here 
a E N and j E [2, t-1). Thus for all sufficiently large a (c( ;, , M,, M(6 ;)) is 
truncated, where M, is the free monoid Z +z,, + Z, (al2 + UN,,) + . + 
Z + (cx,, + zu,,). Indeed, to ensure that Mi is integrally closed in M(6;) is just 
suffices to not that K(M,) = K(M(6,)) (= K(M)). Finally, by Lemma 2.6, 
M(6,) is truncated. Q.E.D. 
4. THE DENSITY OF Im(0,) FOR k>2 
First of all note that the density of the image of l3* implies the density 
of Im(0,) for all k E [3, r]. Thus we will assume k = 2. 
LEMMA 4.1. Let a,, . . . . CC, he a basis of Z’. Let v E Z’, v = C:=, viazi. Then 
for each m E Z there exists a basis a;, a;, a,, . . . . t(, of Z’ with OC; = CI~ + mu, V. 
Proof. Considering L2 = Zr/(a,, . . . . cc,) we see that without loss of 
generality it can be assumed r = 2. We have to show that c& is uni- 
modular in Z*. We can also assume that c1i = (1,0) and c(* = (0, 1). In 
this situation x(; = (mu:, 1 + mv, u2) is actually unimodular since 
mu:.mv:+(l +mv,u,)(l -mv,u,)= 1. 
Proof of Proposition 3.6. We have to show the existence of a basic of Z’ 
for which the radial directions of its elements, except for the first one, 
approximate arbitrarily fixed directions (from Iw’). Let CI], . . . . ~1, be an 
arbitrary basis of Z’. Choose u E Z’ with vI # 0 (notations as in Lemma 4.1) 
approximating the desired direction and then take m large. The result is a 
new basis a’,,, a;, t13, .. . . a, in which the direction of the second basis vector 
approximates the desired direction. Repeating this method one realigns the 
other basis vectors too, except for the first one. This completes the proof 
of Proposition 3.6. 
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5. QUASITRUNCATED MONOIDS 
Let C be a simplicial cone in R’ (for some TE tV) in the sense of 
Section 3. Then if we write C = Co + C, we mean that C is represented as 
a union of some r-dimensional simplex C, one of the vertices of which is 
0 and some convex subset C, c R’ for which C, n C, is the (Y - 1 )-dimen- 
sional face of C, not containing 0. The subsets of R’ of type C, will be 
called (the first word that comes to mind is just “truncated”) quasisimpliciaf. 
DEFINITION 5.1. A @-simplicial monoid N will be called quasitruncated 
(quasinormal) if there exists a truncated (normal) monoid M with integral 
extension N c M (thus M must be @-simplicial bacause C(M) = C(N)) 
such that C(M) admits the representation C(M,) = C, + C, of the 
aforementioned type for which C, n M = C, n N. 
The aim of this section is to prove the following corollary of 
Theorem 3.1: 
COROLLARY 5.2. Let N be a Gkimplicial monoid. Then int(N) is a 
filtered union of quasitruncated monoids. 
For any monoid A4, I@ will denote the integral closure of M (= the 
smallest integrally closed (normal) intermediate monoid M c L c K(M)). 
Of course, &?= {mEK(M)I 3a,E N, a,m EM} (the monoid structure is 
written additively). Let co,,,,, = {m E M ( m + iii c M}. 
LEMMA 5.3. Let A4 be a jinitely generated monoid with U(M) = 0. Then 
C&fIM + 0. 
Proof: Since the extension Mc fl is integral we obtain C(M) = C(m). 
By Gordan’s Lemma 3.3 M is finitely generated. Consider the integral 
extension of monoid rings Z[M] c Z[M]. H[A] is a finitely generated 
Z[M]-algebra. It is a standard fact of commutative algebra that in this 
situation Z[&I] is a finitely generated Z[M]-module. Let (fr, . . ..f.} 
generate Z[R] as Z[M]-module (k E FU). We have the following inclusions 
B[M] c H[li;i] c Z[K(M)]. Hence, there exist elements m,, . . . . mk E A4 for 
which m, fi, . . . . mkfkE [E[M], (here the monoid structure is written 
multiplicatively). Finally, returning to our additive notations, we have 
m, + ... + mk E cm,,. 
Proof of Corollary 5.2. By Theorem 3.1, int(R) can be represented as a 
filtered union of truncated monoids; say int(fl) = up”=, Mi, where Mis are 
truncated and Mi c Mj for i < j. We have int(N) = ui (M, n int(N)). Let us 
prove that for any i E N the monoid Mi n int(N) is quasitruncated. In what 
follows C will denote the cone C(N) and Ci will denote C(M,) (i E kJ). 
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For any XER’ and any YclR’put x+Y=(x+y\y~Y}. Since C:s are 
contained in the interior of C we easily come to the conclusion that for any 
x E R’ the sets C,\(x + C) are bounded. Let m E CR,,,, (previous lemma). It 
follows from the boundedness of C,\(m + C) that we will be done if we 
show that 
(C, n (m + C)) n M; c M, n int(N). 
We have m + m c N and Mi c int(m). Thus (m i- m) n Mi c Mi n int(N). 
On the other hand Min Cj= Mi and K(M,) = K(R) (by Lemma 3.4). 
Hence, (Ci n (m + C)) n Mi = (m + m) n Mi (here we use the following 
obvious fact: for any finitely generated normal monoid L with U(L) = 0 we 
have L = K(L) n C(L)). The corollary is proved. 
6. MONK ELEMENTS IN QUASITRUNCATED MONOID RINGS 
All considered rings are assumed to be commutative. As usual for a ring 
/i the set of unimodular n-rows will be denoted by Urn,(A). For 
E,, PE Urn,,(A) we will write 2-p iff 2cr =p for some GLEE, (the group 
of elementary n x n-matrices). U(n) denotes the group of units. Spec(/l) is 
the prime spectrum of n and max(n) is the maximal one. The monoid 
structure will be written multiplicatively. A commutative monoid ring 
R[M] will be called @-simplicial (truncated, quasitruncated) if M is so. 
Let M be a @-simplicial monoid (we always assume that in this situation 
M is finitely generated). In the following, the integral extension Mcr Z; 
(r = rank(M)), mentioned in Proposition 1.1 will be fixed. Let (t,, . . . . tr} be 
the free basis of Z’+. Thus M can be thought as a monoid consisting of 
monomials. As usual we will say that x is lower than y for some x, y E Z> 
if x= t:‘.. t: and y= t:‘...t: with a, < bi for some index iE [ 1, r] 
and ai= b, for all j> i (thus t; is lower than tj iff i < j). Let f e R[Z',], 
then the highest member H(f) of f is defined as follows: H(f) = am, 
where f=am+a,m,+ . ..+a.m, with m,m,,...,m,EM, aER\{O}, 
a,, . . . . ak E R and m:s are strictly lower (i E [ 1, k]) than m. 
DEFINITION 6.1. An element f E R[Z’, ] will be called manic if 
H(f) = at: for some a E U(R) and s E Z + ; an element f E E[M] for some 
@-simplicial monoid M will be called manic if f is manic in R[Z’, ] (via the 
embedding R[M] 4 R[Z’,]). 
LEMMA 6.2. Let N be a @-simplicial quasinormal monoid, M be the 
enveloping normal monoid mentioned in Definition 5.1 (of course, M = N), 
f E R[N], J be the ideal of R[N] generated by N\{ l}, where R is an 
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arbitrary commutative ring, and J be the image of J in R[N]/(f ). Then 
for the natural homomorphism II/: R [ N]/( f) + R[ M]/( f) the ideal 
In Ker Ic, c R[N]/(f) is nilpotent. 
ProoJ: By the definition of quasinormal monoid we obtain that for any 
n E N\{ l> and g E R[M] there exists CE R9 for which n’g E R[N]. Now let 
a,m, + .‘. +a,m,EJand a,m,+ ... +a,m,=fh for some hER[M]. By 
our remark (fh)‘hE R[N] for some CE IV. Consequently, (fh)“+’ maps 
into 0 in R[N]/(f). 
In the following, for arbitrary @-simplicial monoid L, L, will denote the 
submonoid 
{t.;‘...t~-l,IsiBO}nLcL (r>l); 
of course, L, is @-simplicial as well. 
LEMMA 6.3. Let R be a commutative ring and N be a @-simplicial 
quasinormal monoid of ran1 2 1. Then for any manic element f E R[N]\U(R) 
the natural homomorphism RINo] -+ R [ N]/( f ) is an integral extension (the 
map being considered if obviously mono). 
Proof: Consider the special case when N is normal. In this situation 
N=K(N)nZ”+ (we identify N with its image in Z;). Hence, 
fR[Hi] n R[N]=fR[N]. Now, the lemma in the special case of 
normality of N follows from the commutative square 
RCNol z + RCC’I 
I 
B 
I 
NW/(f) A NC MS 1 
with integral extensions c1 and /I and injective y (here Z”” = 
{t;‘...ts’::Isiao}). c onsider the general case. Let A4 = R. Without loss of 
generality we have to show that for any f. E J (we use the notations from 
Lemma 6.2) its image f0 in RT[N]/(f) is integral over R[N,]. By the 
above consideration $(f,) is integral over R[M,]. Since the composition 
R[N,] G R[M,,] 4 R[M]/(f) is integral we obtain that there exists a 
manic polynomial (in the usual sense) FE RINo] [X], where X is a 
variable, for which F(t,b(jb)) = 0, or equivalently F(f,,) E Ker $. We can 
assume that F does not have a nonzero constant term (it suffices to 
consider XF instead of F). In this situation F(f,) E J. By Lemma 6.2, F(fo) 
is nilpotent. Thus (F(f,,))C = 0 for some c E N. In particular, & is integral 
over R[N,]. 
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We recall the notion of height of any ideal I in a commutative ring A 
[L, Chap. 31: 
ht(Z)=min(ht(p)/Zcpand PEspec(A)} 
LEMMA 6.4 [L, Chap. 31. Let 1,~ Urn,(A) for some noetherian A 
and some nE N. Then there exists ,LL E Urn,(A) with i,- p and 
ht(piA+ . ..+~kA)>kforanyk~l.n~wheue(~,,...,~,,)=~. 
Let I be an ideal in a @-simplicial monoid ring R[M]. Then (similar to 
[L]) y(Z) will denote “the ideal of leading coefficients,” more precisely, 
y(Z) = {a E R 1 there exists f E Z with H(f) = am for some m E M}. 
It is not hard to prove that y(Z) is an ideal in R. 
LEMMA 6.5. Let R be a noetherian ring and M be a @-simplicial monoid 
(i.e., R [ M] is noetherian and @-simplicial). Then for any ideal Z c R [ M] we 
have ht(y(Z)) > ht(Z). 
Proof Is based on some standard facts of commmutative algebra. 
Step 1. For an integral extension of rings A c B and a prime ideal 
p c B we have ht(A np) 2 ht( p). 
Proof In the considered situation there is no inclusion relation between 
the prime ideals of B lying over a fixed prime ideal of A [Ma, Chap. 11. 
Therefore, any chain pOs ... spk = p in spec( B) induces the chain 
Anpos . . . s A n pk (in spec(A)) of the same length. Hence, 
ht(A n p) d m(p). 
Step 2. Let A c B be an integral extension of rings with B noetherian. 
Then for any ideal Zc B we have ht(A n I) 3 ht(Z). 
Proof By the previous step is just suffices to show that for any 
q E spec( A) containing A n Z there exists p E spec( B) containing Z for which 
A n p c q. Since B is noetherian $= n;=, pi for some p, , . . . . p,s E spec(B); 
therefore fly=, (A n p,) = A n $= $%?c q. Since q is prime we obtain 
AnpjOcq for somejoE [l,s]. 
Step 3. Let R be a noetherian ring and Z be an ideal in R[Zl]. Then 
ht(y(Z)) B ht(Z). 
Proof The case r = 1 is considered in [L, Chap. 31. Now the desired 
inequality follows from the iteration process. 
Step 4. Let R, IM, and Z be as in our lemma. Then for each i E [ 1, r] 
there exists natural ci for which t?E A4 (since the extension Mc Z; is 
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integral). The R-algebra A in R[M] generated by these elements tf’ is 
isomorphic to R[Z”+]. ht(y(Z)) < ht(y(A n I)) (since y(Z) 1 y(A n I)), 
ht(y(A n I)) 3 ht(A n I) (Step 3) ht(d n I) 2 ht(Z) (Step 2, the extension 
A c R[M] is integral and R[MJ is noetherian since A4 is finitely 
generated). The lemma is proved. 
In the following N will denote a quasitruncated monoid and A4 will 
denote the covering monoid mentioned in Definition 5.1 (thus M = n). In 
addition we will assume that the enumeration of tis satisfies the following 
condition: there exists a truncated triple (t, M, M’) with free M’ for which 
CD(t) = @(t,). 
LEMMA 6.6. Let R[N] he a quasitruncated monoid ring and let q be an 
R-automorphism of R[Z’, ] of type 
v(tJ = 
{ 
tr 
if i=r, 
ii + t: if i<r, c,E N. 
Then there exist c, aiE N (ie Cl, r]) f or which the restriction of q on R[N] 
(for appropriate embedding N c 27:) is an R-automorphism of R[N] 
whenever ci > c and c, = dia, - ai for some dj E Z +. 
Proof: Let (t, A4, M’) be a truncated triple of the aforementioned type 
with M’ free. By Lemma 2.6 there exists a truncated triple (t, M”, M) with 
M” free. In this situation we know that it can be assumed that, writing 
additively, A4 = (a,, . . . . a,) n Z>, where 
aI = (1, 0, . . . . a,), 
~1~ =(0, 1, -., a,), 
a, = (0, 0, . . . . a,), a,, . . . . a,_, , >o 
with a, > 0; (a i, . . . . a,) denotes the subgroup in Z’ generated by GL,‘s (see 
also the proof of Lemma 2.5). Returning to multiplicative notations we see 
that R[M] is an R-subalgebra in R[t,, . . . . t,] generated by monomials of 
type (t I t;l)b’( t, tF)b2 . . . (t,- it:-‘) br-ltFbr~ R[t,, . . . . t,] (we can assume 
aI, . . . . a r-l >O) for all possible b,, . . . . b,+ i, b,E Z. Consider the 
R-automorphism of R[t, , . . . . t,] defined as follows: q(t,.) = t, and q(ti) = 
t; + tf’, i E [ 1, r - 11, where the natural numbers ci are of the form 
ci= dia,-ai for some diE N. We claim that q(R[M])c R[M]. Let 
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m = (n;- ’ (tit;)“‘) tFbr be an arbitrary element from M, where b, , . . . . h, 
are some integral numbers (see above). Then 
where S c R[M] is the multiplicative subset generated by t:: indeed, we 
only have to show that b, , . . . . b,- I cannot be negative numbers, but this 
condition obviously holds since m E MC 22’2. On the other hand since 
rj E Aut,(R[t,, . . . . t,]) we obtain q(m) E R[t,, . . . . t,] n S-‘R[M]. Hence, 
yl( R[M] ) c R[M]. Since the same reasonings can be applied to the 
automorphism 
?‘(ti) = f;- t”’ 
{ 
if i = r, 
I r if i < r, 
we obtain that the restriction qJRCM, belongs to the group Aut,JR[M]). 
Now for our quasitruncated monoid by L denote its submonoid 
N(@(t,)) cN. Let c be a sufficiently large natural number and YI be the 
aforementioned element from Aut ,J R[ M] ) for which ci > c. Then for 
arbitrary n E N\L we have q(n) = n +f, where f is divisible in (R[M]) by 
tz’ with sufficiently large d’: indeed, it suffices to check this statement for 
G n (N\L), where G denotes the finite generating set for N, but this is a 
direct consequence of the definition of 4. Note that r(n) = n for any n E L. 
It follows from the definition of a quasitruncated monoid that if c is 
sufficiently large then q(N) c R[N]. In other words ~1 RCN, E Aut,(R[N]). 
In the following by k(f) will be denoted the highest term of f in 
correspondence with the order on Z; when ti is lower than tj iff i> j (the 
word “manic” will be used in the usual sense). 
LEMMA 6.7. Let R[N] be a quasitruncated monoid ring and f E R[N] 
with l%(f) = ut;’ . ‘. t:’ for some u E U(R). Then there exists an R-auto- 
morphism q of R[N] for which s(f) is manic. 
Proof. It is a standard fact that there exists a sequence of natural num- 
bers 0 4 c,- ,4 . . . <c, 4 c, for which s(f) is manic (see [L, Chap. 3]), 
where < means sufficiently greater and 
i 
tr 
Vtti)= t,+ tC, 
if i = r, 
I i- if i > r. 
By Lemma 6.6, c,)s can be chosen so that q( RCN, E Aut,(R[ N]). 
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LEMMA 6.8. Let R be a noetherian ring with Gull dimension d < 00, 
N be a quasitruncated monoid and F= (f,, . . . . fn) E Um,(R[N]), where 
n > d+ 2. Then there exists 7 E Aut,(R[N]) and G = (gI, . . . . g,) E 
Um,(R[N]) with g, manic for which n(F) = (v](f,), . . . . q(f,)) - G. 
Proof: By Lemma 6.4 there exists CIE E,(R[N]) for which 
ht(h,R[N]+ ..I +hkR[N])>k, kE[l,n], where H=(h,,...,h,)=ForE 
Um,,(R[N]). Denote by I the ideal h, R[N] + ... + h,- ,R[N] c R[N]. 
Thus by Lemma 6.5 we obtain ht(Q(I))>, ht(Z) >n- 13 d + 1 (here y’ 
corresponds to &), y(1) must coincide with R. It just means that there 
exists u E I with A(v) = ur;’ . . . t;, where u E U(R). By Lemma 6.7 there 
exists r EA~~~(R[N]) for which q(o) is monk. It is obvious that 
q(u)” + n(h,) will be manic as well for sufficiently large natural m. In 
conclusion we have 
v(F) - rl(W = CM,), . . . . v(hn- 11, v(M) 
- (rl(h,L ...y v(h,- ,h v(u)“+ WJ). 
So q and G = (n(h,), . . . . n(h,- ,), q(u)” + n(h,)) are the desired objects. 
LEMMA 6.9. Let R be a noetherian ring with Krulldim R = d < CC and 
FE LJm,( R[N] ) for some quasitruncated N and n B max(d + 2,3). Then 
there exists g E Aut,(R[N]) such that n(F)- (1,0, . . . . 0) over RINlw for 
each ‘9JI E max(R[N,]). 
Proof. By previous lemmas n(F)- (fi, . . . . f,) with f, manic for 
appropriate q. Denote by Ji (ie [ 1, n - 11) the image off, in R[N],/(f,). 
By Lemma 6.3 the extension RIN,lm c R[ N],/( fn) is integral and since 
the considered rings are noetherian and RINolW is local we obtain the 
semilocality of R[N&,J(f,). But the elementary action on the set of 
unimodular rows of arbitrary length > 1 over a semilocal ring is transitive. 
Consequently, 
CA 1 ..., .L ~ I) - (1, 0, . ..> 0). 
Therefore, 
over RINlm for some g,, . . . . g,,- i E RINIW. It remains to note that 
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7. QUILLEN’S PATCHING FOR SURJECTIVE K,-STABILIZATIONS 
One knows that Quillen’s patching theorem concerning the projective 
modules over a polynomial ring [Q] admits the natural generalization for 
a graded situation [Ch2, Gl, G2, L]: 
PROPOSITION 7.1. Let A=A,@A,@ ... be a graded ring P be a 
finitely generated projective A-module. Then P is extended from A, iff 
P,= (A,\p)-‘P are extended,fiom (A,), for all p~max(A,). 
In [G2] we proved the analogous generalization of Quillen’s patching’s 
K,-analog established in [Su] (it should be noted that these generalized 
versions do not make use of any essential changes in the proofs). Now we 
need the same patching for surjective K,-stabilization topics over a gradced 
ring. 
First, some words about notations. For arbitrary ring A and its ideal Z, 
E,(A, I) denotes the normal subgroup in the elementary matrix group 
E,(A) (n E fU) spanned by eli(x), where eii means the elementary matrix 
with unique nondiagonal component on ith row and jth column and x 
ranges over I. Let A=A,@A,@ ... be a graded ring, feA and aEA,, 
then f+(a) denotes <(f)(a) where 5 is the ring homomorphism A + A[X] 
(X is a variable) for which t(a,@al@a,@ . ..)=a0+a.X+a,X2+ . . . 
and [(f)(a) is the image of t(f) under XH~. For ~EGL,(A) and aE A, 
analogously is defined c( +(a). A + =OOA,@A,@ .... The image of some 
matrix 6 under the localization map relative to some element x will be 
denoted by 6,. 
LEMMA 7.2 [Su]. Let A be a ring, CXEA, n > 3, y E GL,(A,), z be a 
variable and f E A,[z]. Put a(z) = ye,(zf) y ’ for some i # j. Then for all 
sufficiently large s E N there exists t E E,(A [z], zA [z]) with z, = cr(a”z). 
For a ring A, Z&J/i) will denote the subset in GL,(A) (k, n E N, k < n) 
consisting of those matrices which are “reducible” to some k x k matrices. 
More precisely: XERJA) iff there exists EE E,(A) with 
where 1 ,, ~ k means the identity (n-k) x (n-k) matrix and CY’E GL,(A). 
Actually in the case n >, 3 the set &,(A) turns out to be a subgroup in 
GL,(A). This is a consequence of the fact that E,(A) (and E,(A, I) as well) 
is a normal subgroup in CL,(A) whenever n 3 3 [Su]. 
154 JOSEPH GUBELADZE 
PROPOSITION 7.3. Let A = A,, 0 Al @ . . . be u graded ring, n 2 3, k d n 
and CL E GL,( A, A + ). Then c1 E R,(A) zf c(, E Rk( A,) for all p E max( A,). 
Here A, = (A,\p)-‘A. 
Proof Step 1. Let fi E GL,,(A) and /IUe R,(A,) for some a E A,,. Then 
there exists a natural number s for which p’(c)(/3’(d))- ’ ER,(A) 
whenever c = d mod as (c, dE A,). 
ProoJ: Put p( y, z) = /If( y)(/3,+ (y + z))-‘, where y and z are variables 
(we use the fact that R, is a group). We have B(y, z) E R,(A,[y, z]) n 
GL,(A,CY, ~1, (z)). Thus KY, ~1’ (n’L’= 1 eikjk(bk +~fk)) PI( Y, 2) for SOme 
bk+AaC~l~fk~A,C~3z1 and 
Pl(X 2) = ( lo” B (“,, ; )2 0 
where Bo(v,z)~GLk(A,Cy,zJ). For each PE CLml put yP= 
Hi’= 1 e,j,(bk) E EJA,Cyl). We have B(Y, z)= WIT= I y,ei,j,(zf,) Y,F’). 
yrn ./l,(y, z). By Lemma 7.2 there exists s, E N with 
ii YkerXjk(aS'&) Yk’ =z,(Y, z) 
k=l 
for some r( y, z) E &(A[ y, z], (z)). Therefore, 
B(Y, a”z)= ~JY, z) Y,PI(Y, a”z). 
Since /3( y, 0) = z,( y, 0) = 1, we obtain that 
1 n-k 0 
Ym = 
0 Bo(Y, Or’ > 
and y,Pl(y, a”z) -s GL,(A,CY, ~1, +)I. F rom this observation we see that 
for sufficiently large s., E N 
where fi’( y, z) E GL,(A[ y, z]). Indeed, it just suffices to note that for 
arbitrary ring A, XEA, o,(zf~GL,(A[z], (z)), u~(z)EGL,(A[z], (z)) (z is 
a variable) with u~(z),~ = e2(z), we have nl(xsz) = CJ~(X’Z) for all sufficiently 
large s E N. Therefore, 
@( y, as’ + s2 Z)=T,(y,01’2z) In-k o 
0 Ph(Y>Z) > 
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and (again using the same arguments) 
a+(Y)(a+(4’+u”l+“Z+.‘3))~‘~z(y,u”2+“z) 
( 
I,-, 0 
0 /J’(Y? z) > 
for some sufficiently large s3 E N. So the number s, + s2 + s3 posesses the 
desired property. 
Step 2. Letn>3,k<n,ol~GL,,(A,A+),a,h~A,withaA,+hA,=A,. 
Assume CL,E R,(A,) and CX~E Rk(Ah). Then u E R,(A). 
Proof: By the previous step there exists a natural number s for which 
~‘(c)(a+(d)) -‘ER,(A) whenever one of the conditions c=dmoda” and 
c = d mod h” is satisfied (c, d E A,). Since a and b are comaximal a”, b‘ will 
be also. Thus a’g + b”h = 1 for some g, h E A,. We have 
(just here we use the aforementioned remark that R,(A) is multiplicatively 
closed in GL,(A) when n > 3). 
Step 3. Let n> 3, k < n and a E GL,(A, A+). Then the set 
I= {uEA~Icc~ER,(A,)} is an ideal in A,. 
ProoJ: It suffices to show that a + b E I whenever a, b E I. But 
UA u+h+b&+h=A.+h. BY Step 1 we have (%+hL~&((A,+bLh 
(~,+h)hERk((A,+h)h)‘Clu+hERk(A,+h)~u+bEZ. 
Step 4. Let A, n, k, CI be as in the proposition. Then for each 
p E max(A,) there exists u(p) E A,,\p for which c(,(~) E R,(A,,,,). Since 
{u(~)~~~max(A,)} generates the unit ideal in A,,, Step 3 implies 
a E R,(A). Q.E.D. 
It remains to note that our proof is a variation of the corresponding 
proof from [Su]. The following corollary for A = Ao[t] is contained 
in [R]. 
COROLLARY 7.4. Let A = A,@ A, @ . . . be a graded ring, n 2 3, 
FE Urn,(A), the natural image of F in Um,(A,) be (l,O, . . . . 0) and 
F- (1, 0, . . . . 0) over each A,, where p varies over max(A,). Then 
F- (1, 0, . . . . 0) (over A). 
Proof: Since F defines a stably free A-module which is locally extended 
from a free A,-module by Proposition 7.1 this module must be free; conse- 
quently there exists N E GL,(A) with Fcl = (1, 0, . . . . 0), or equivalently F can 
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be completed to some invertible matrix p (for details see, for example, 
CL]). Using the elementary actions on the first column of fi we see that 
without loss of generality it can be assumed that 
F= (1 + a,, , aI,, . . . . GJ, . . . . . 
where aIj, a, E A + (i, Jo [ 1, n]). Denote by 7~ the natural homomorphism 
A + A, with Ker rc = A +. Then 
for some /YE GL,- ,(A,). Consider the matrix y =firc(/?)i E GL,(A, A+). 
Let us show that y E R,- i(A). By Proposition 7.3 it s&ices to show that 
y E R,- ,(A,) for each p E max(A,). Using the condition F- (1, 0, . . . . 0) over 
each A, the normality of E,(A,) in GL,(A,) implies /3 E R,-,(A,). 
Therefore, y E R,,_ ,(A,). Thus the first row of s@(B))’ for some E E E,(A) 
is (1, 0, . . . . 0). But then the first row of E/? is also (1, 0, . . . . 0). Again by 
the normality of E, in GL, there exists E’E E,(A) for which 
EB = /?E’ =s FE’ = ( 1, 0, . . . . 0) o F- (1, 0, . . . . 0). 
8. MAIN THEOREM 
THEOREM 8.1. Let M be a submonoid in Q’+ for some r 2 0 with the 
extension M c Qr+ integral. Then for arbitrary noetherian ring R with Krull 
dimension d < co the group E,,( R[M] ) acts transitively on Um,(R[M]) 
whenever n B max(d + 2, 3). 
QUESTION. Let R be as in the theorem and M be any (commutative, 
cancellative) monoid of some finite rank r. Is the action of E,(R[M]) on 
Um,(R[M]) transitive where n B max(d+ 2, 3)? 
In the first special case, not covered by out theorem when M is a group 
the action being considered actually is transitive by [Su]. 
COROLLARY 8.2. Let R, M, d, and n be the same as they were in the 
theorem. Then 
(a) the natural homomorphism GL,- ,(R[M]) --+ K,(R[M]) is surjec- 
tive, 
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(b) all finitely generated projective R[M]-modules of rank more than 
d which are stably extended from R are actually extended from R, 
(c) let R be a noetherian l-dimensional ring; then all finitely generated 
stably free R[M]-modules are free. 
Proof: (a) is obvious. (b) and (c) easily follow from Theorem 8.1 if one 
will use Quillen’s patching (for projective modules) and the elementary 
observation that any unimodular 2-row ,over an arbitrary ring is complet- 
able to an element from GL,. 
LEMMA 8.3. Let Theorem 8.1 hold for some natural r b 1. Then for any 
@-simplicial monoid M the group E,(R[int(M)]) acts transitively on 
Um,(R[int(M)]), where R and M are the same as they were in Theorem 8.1. 
Proof The lemma follows from thje following obvious observation: the 
interior of Q(M) can be represented as a filtered union of “rational” closed 
simplices which (by Gordan’s lemma) excise finitely generated submonoids 
in int(M). 
LEMMA 8.4. Let Theorem 8.1 hold for monoids of rank <r for some 
r 2 1, M be a @simplicial monoid of rank = r, d and n be as in Theorem 8.1, 
and F E Um,(R[M]). Then there exist E E E,(R[M]) and G E 
Um,(R[int(M)]) for which FE = G. 
Proof Since for r = 1 there is nothing to prove we will assume that 
r > 1. Let P be any vertex of, @(M) and put M’ = M( @( M)\ { P} ). We have 
the R-retraction R[ M( P)] 2 R[ M] induced by 
n(m) = 
m, m E M(P), 
0, m 4- M(P). 
Under our conditions there exists E’ E E,( R [ M( P)] ) c E,( R[ M] ) for which 
FE’ E (R[ M’] )“. Let us show that actually FE’ E Um,( R[ M’] ). Since 
FF’E Um,(R[M]) there exist g,, . . . . g, for which fig, + ... +f,g,= 1, 
where FE’ = (f,, . . . . f,). Thus for any m E M’\{ 1) we have 
m=fi(mg,)+ ... +f,(mg,), mg,, . . . . mg, E R[M’]. 
In other words M’\{ l} c f, R[M’] + ... + f,R[M’]. Since the constant 
terms of A.‘s generate the unit ideal we must have FE’ E Um,(R[M’]). By 
the same arguments we easily see that there exists E” E E,(R[M]) for which 
FE” E Um,(R[M”]), where M” = M(@(M)\ the set of all vertices of D(M)). 
By virtue of Lemma 8.3 the analogous arguments show that there exists 
E”‘EE,(R[M]) for which FE”‘E Um,(R[M(@(M)\ the union of all 
l-dimensional faces of @5(M))] ) (here we have to consider R-retractions of 
158 JOSEPH GUBELADZE 
the type R[N] 2 R[M”], where @(N) are the interiors of l-dimensional 
faces of Q(M)). By “killings” of the interiors of high dimensional faces of 
the simplex Q(M) we complete the proof. 
Proof of Theorem 8.1. Since the monoids considered in the theorem can 
be represented as filtered unions of @-simplicial monoids the task to be 
solved at once reduces to the special case of finite generation. We carry out 
the proof by induction on r. The case r = 0 follows from the corresponding 
classical results from [B, I’]. Assume r > 0. Let R, M, d, n be as in the 
theorem and FE Um,(R[M]). We claim that F- (I, 0, . . . . 0). By 
Lemma 8.4 it can be assumed that FE Um,(R[int(M)]). By Corollary 5.2 
we can assume that F;E Um,,(R[N]) for some quasitruncated IV. Let N, be 
as in Lemma 6.3. By Lemma 6.9 there exists r7~ Aut.(R[N]) such that 
v(F) - (1, 0, . . . . 0) over R [N],,,r for each 9JI E max( R(N,] ). By induction 
hypothesis there exists EEE,(R[N,]) for which the natural image of ME 
in R[N,]” is (1, 0, . . . . 0). Since R[N] is a graded R[N,]-algebra 
(R[N]=R[N,]OA,OA,+ . ..) we obtain that Corollary 7.4 implies the 
desired result. Q.E.D. 
9. THE FAILURE OF THE DIRECT K,-ANALOG 
OF ANDERSON'S CONJECTURE 
By the direct analog (for the functor K,) of Anderson’s conjecture we 
mean the hypothesis concerning natural isomorphisms of the type 
K,(R) 3 K,( R[M] ), where R is a regular ring and M is a normal 
monoid without nontrivial units. Somehow unexpectedly (from the main 
theorem of [Gl]) it turns out that this isomorphism K,(R) --% K,(R[M]) 
does not hold even for the simplest representatives of R and M of the 
aforementioned type. For example, if we consider the normal Mc Z: 
generated by (writing additively) { (2,0), (1, l), (0,2)} then, according to 
[Sr], SK,(C[M]) turns out to be an infinite abelian group (C means the 
complex numbers). It should be noted that M actually is a simplest nonfree 
finitely generated normal monoid: Cl(M) = Z,. In this section we will show 
that for arbitrary regular ring R there exist infinitely many finitely 
generated normal submonoids Mc Z: for which the natural homo- 
morphisms K,(R) + K,(R[M]) are not isomorphisms. It should be noted 
that it seems very probable that K,(R) --% K,(R[M]) if and only if M is 
free. 
Let X and Y be variables, for a ring /1, let ,4[x, y] be the quotient ring 
/i[X, Y]/(XY). According to [D-Kr, SW] we have 
PROPOSITION 9.1. Let A be any ring. Then the natural homomorphism 
K,(A) -+ K,(A[x, y]) is not an isomorphism. 
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In what follows the submonoids in iz: will be thought of as multiplicative 
monoids consisting of the corresponding monomials in X and Y. 
PROPOSITION 9.2. Let R be a regular ring. Then the natural 
homomorphism K,(R) --t K,(R[int(Z:)]) is not an isomorphism. 
Proof Consider the Cartesian square 
RCX Yl- RCx> ~1. 
We have K,(R[X, Y], [XY))=Ker(K,(f)) [Mi]. The sequence 
0 + (XY) + R[X, Y] + R[x, y] + 0 
induces the following exact sequence [Mi]: 
KARCX Yl) + K,(R[x, ~1) --+ K,(RCX Yl, V-Y)). 
By the regularity of R we have K,(R[X, Y]) = K2( R); So by Proposi- 
tion 9.1, K,(R[X, Y], (XY)) # 0. 
Assume K,(R)-% K,(R[int(Z’+)]). Let us prove that in this situation 
K,(R[X, Y], (XY))=O. We will prove that K,(f): K,(A)-+ K,(R[X, Y]) 
is an isomorphism. By virtue of the regularity of R we 
have K,(R) = K,(R[X]) = K,(R[ Y]) = K,(R[X, Y]). Consider the 
R-homomorphisms n, : R[X, Y] + R[X] with n,(X) = X, rci( Y) = 0 and 
rc2: R[X, Y] + R[ Y] with nz(X) =0 rc2( Y) = Y. Let [p] be an arbitrary 
element from K,(A), p E GL( A). Then p= (c(, /i’) for some 
IX, /3 E GL(R[X, Y]) with rcj(c() = xi(p), i= 1, 2. Since K,(R) = K,(R[X]) 
there exists E~EE(R[X]) with E~~~(c()=E~~~,(P)EGL(R). Analogously 
E~TC~(E~CX) = E~Tc~(E~~~) E GL(R) for some s2 E E[ R[ Y] ). Therefore, 
a;(&~) E GL(R) (i = 1,2) where E = (.s2s1, ~~6,) E E(A) (here we identify 
GL(R) with its natural image in GL(A)). Let EP= (a’, j3’) for some 
a’, /I’ E GL(R[X, Y]). By the aforementioned remarks we have 
a’, /3’~GL(R[int(Zt)]). By our assumption E’,~‘EGL(R) for some 
E’, ~E(R[int(Z:)l). Let n be the natural augmentation R[int(Z:)] -+ R 
(i.e., n(X”Yh)=O, a>O, b >O). Then (E;, TT(E;))EE(A). Put e, = (E;, x(E’,)). 
Analogously E;T-c(E;) fl’eGL(R) for some E; E E(R[int(Z:]). Put 
e, = (x(E;), E;). We have e2E E(A) and e,e,spE CL(R). Hence, 
[p] ~1rn(K,(R) + K,(A)) and the natural homomorphism K,(R) -+ K,(A) 
is surjective. On the other hand, R is a retract of d; finally 
K,(R)* K,(A). So we conclude that K,(R[X, Y], (XY)) =O, a 
contradiction. 
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COROLLARY 9.3. Let int(Z: ) be represented as a filtered union of 
finitely generated normal monoids Mi and R be a regular ring. Then the 
homomorphisms K, (R) -+ K, (R[M,] ) are not isomorphisms for all but 
finite M,‘s. 
The mentioned representation int(Z: ) = lJ,z, Mi can be obtained, for 
example, by an arbitrary representation of the open interval which 
corresponds to int(Z:) (via @-correspondence) as the filtered union of 
closed “rational” segments. 
10. NONDENSITY OF Im(0,) 
PROPOSITION 10.1. The image of 8,: GL,(Z) -+ S’ x S’ is not dense in 
S’XS’. 
Proof: Of course, we could use direct (elementary) geometric 
arguments but I will show how this proposition follows from Proposi- 
tion 9.2. If Im(0,) is dense then free monoids are distributed densely in Z:. 
Hence, int(Z:) will be a filtered union of free monoids of rank 2. 
Since K,(R) = K,(R[Z:]) we shall have K,(R) Z-r Ki(R[int(Z:)]), a 
contradiction. 
Remarks. It can be analogously shown that 
O,:GL,(Z)+S’-‘x ... xS’-’ 
has not a dense image as well where r> 2. On the other hand, if we 
consider the analogous map 
for arbitrary natural c> 1 then it turns out that Im(8) is dense. This state- 
ment merely coincides with the approximation theorem A from [G2], 
where we proved that K,(R) -S K,( R[M] ) for regular R and any monoid 
M with U(M) = 0, for which there exists a natural c > 1 satisfying the 
condition (writing additively): Vm E U, 3n E U, cn = m. The analogous 
isomorphisms for K, under the additional condition of MC 0: being 
integral are also established in [G2]. 
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