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Abstract. The radiation belts are regions in the near-Earth
space where solar wind electrons are captured by the Earth’s
magnetic field. A portion of these electrons is continuously
lost into the atmosphere where they cause ionization and
chemical changes. Driven by the solar activity, the electron
forcing leads to ozone variability in the polar stratosphere
and mesosphere. Understanding the possible dynamical con-
nections to regional climate is an ongoing research activity
which supports the assessment of greenhouse-gas-driven cli-
mate change by a better definition of the solar-driven vari-
ability. In the context of the Coupled Model Intercompari-
son Project Phase 6 (CMIP6), energetic electron and proton
precipitation is included in the solar-forcing recommenda-
tion for the first time. For the radiation belt electrons, the
CMIP6 forcing is from a daily zonal-mean proxy model.
This zonal-mean model ignores the well-known dependency
of precipitation on magnetic local time (MLT), i.e. its diur-
nal variability. Here we use the Whole Atmosphere Com-
munity Climate Model with its lower-ionospheric-chemistry
extension (WACCM-D) to study effects of the MLT de-
pendency of electron forcing on the polar-ozone response.
We analyse simulations applying MLT-dependent and MLT-
independent forcings and contrast the resulting ozone re-
sponses in monthly-mean data as well as in monthly means
at individual local times. We consider two cases: (1) the year
2003 and (2) an extreme, continuous forcing. Our results in-
dicate that the ozone responses to the MLT-dependent and
the MLT-independent forcings are very similar, and the dif-
ferences found are small compared to those caused by the
overall uncertainties related to the representation of electron
forcing in climate simulations. We conclude that the use of
daily zonal-mean electron forcing will provide an accurate
ozone response in long-term climate simulations.
1 Introduction
Energetic particle precipitation (EPP) and its impact on
middle-atmospheric polar ozone is recognized as a poten-
tial driver for dynamical connections between space weather
and regional climate variability (Andersson et al., 2014,
and references therein). For the Coupled Model Intercom-
parison Project Phase 6 (CMIP6), EPP is included for
the first time in the recommended solar-forcing data set
(Matthes et al., 2017). The CMIP6 EPP set includes ion-
ization in the troposphere–stratosphere–mesosphere–lower
thermosphere due to solar protons (1–300 MeV), mid-energy
electrons (E = 30–1000 keV), and galactic cosmic rays. Au-
roral electrons affecting thermospheric altitudes can be in-
cluded in high-top models using the CMIP6 record of ge-
omagnetic indices Ap and Kp, while models with an up-
per altitude limit at ≈ 80 km can use a parameterized, EPP-
produced odd nitrogen at the upper boundary. The combined
EPP forcing time series is based on measurements, proxy
models, reconstructions, repetitions of historical solar cycles,
and future scenarios. For climate simulations, it provides a
continuous data set from 1850 to 2300 which is publicly
available from the SPARC (Stratosphere-troposphere Pro-
cesses and their Role in Climate) SOLARIS-HEPPA website
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(https://solarisheppa.geomar.de/cmip6, last access: 15 De-
cember 2019).
In the CMIP6 EPP data set, the ionization rates due to
mid-energy electrons (MEEs) have been calculated using
a precipitation model driven by the geomagnetic Ap index
(van de Kamp et al., 2016). This model is based on electron
flux observations of the Medium-Energy Proton and Electron
Detectors (MEPED) flying aboard the Polar-orbiting Oper-
ational Environmental Satellites (POES). It provides daily
zonal-average ionization rates. Thus, the model neglects the
diurnal variation in magnetic local time (MLT) which can
be up to several orders of magnitude, e.g. in the MEPED
measurements (Horne et al., 2009; Whittaker et al., 2014),
and is represented in some particle precipitation models
(e.g. AIMOS – Atmospheric Ionization Module OSnabrück;
Wissing and Kallenrode, 2009, http://aimos.physik.uos.de,
last access: 15 June 2020).
Due to the energy range used for MEE, i.e. E = 30–
1000 keV, the bulk of the ionization effects are in the meso-
sphere at altitudes from 90 to 60 km, corresponding to pres-
sure levels ≈ 0.001–0.1 hPa (van de Kamp et al., 2016). At
these altitudes, EPP causes ionization, production of odd
hydrogen (HOx=H+OH+HO2), and HOx-driven catalytic
depletion of ozone. Odd nitrogen (NOx=N+NO+NO2)
is produced and enhanced as well, which can increase the
HOx-driven mesospheric ozone depletion by changing the
partitioning between HOx species (Verronen and Lehmann,
2015). In polar winter, NOx loss through photodissociation is
diminished, and enhanced amounts can be transported from
the mesosphere to the stratosphere inside the polar vortex
(Callis and Lambeth, 1998; Siskind et al., 2000; Funke et al.,
2005; Randall et al., 2009; Päivärinta et al., 2016). This leads
to ozone depletion in the upper stratosphere through NOx-
driven catalytic loss cycles, typically in late winter and spring
(Fytterer et al., 2015; Damiani et al., 2016).
Any MLT dependency in EPP ionization affects the short-
term HOx and ozone responses in the mesosphere. The
EPP-related HOx production arises from H2O dissociation
in reaction sequences forming positive cluster ions, such as
H+(H2O), and is also linked to the production of HNO3
through negative-ion chemistry (Verronen and Lehmann,
2013). The HOx production efficiency increases with larger
amounts of H2O but decreases with increasing EPP ioniza-
tion. In addition to HOx , the efficient catalytic loss of ozone
requires atomic oxygen which is abundant in the daytime
mesosphere. Several studies have reported a diurnal variabil-
ity in the efficiency of HOx production and magnitude of
mesospheric ozone depletion during EPP (Solomon et al.,
1981; Aikin and Smith, 1999; Verronen et al., 2005, 2006;
Verronen and Lehmann, 2013). The ozone response is de-
pendent on HOx , atomic oxygen, and the electron / negative
ion ratio, which have diurnal cycles in the mesosphere.
Considering the diurnal variability of ozone depletion re-
ported earlier, it seems clear that the MLT dependency of the
MEE forcing must be important if ozone data are analysed at
a temporal resolution finer than a day. However, the CMIP6
MEE forcing is intended for multi-decadal climate simula-
tions, which are typically analysed on longer timescales, e.g.
as monthly averages. Due to the complexity of factors affect-
ing ozone depletion, it is not clear if results of such an anal-
ysis are significantly dependent on the diurnal variability of
the EPP forcing. Assessing this would be essential because
an accurate representation of middle-atmospheric ozone is
crucially needed in climate simulations, e.g. to initiate the
dynamical coupling with the troposphere (Andersson et al.,
2014).
In this paper, we study the importance of the MLT depen-
dency of the MEE forcing. We do this by comparing atmo-
spheric simulations with daily zonal-mean MEE, i.e. CMIP6
style forcing, to simulations using MLT-dependent MEE. An
updated version of the MEE precipitation model includes the
dependency on MLT (van de Kamp et al., 2018). The simula-
tions are made with a variant of the Whole Atmosphere Com-
munity Climate Model, WACCM-D, which includes meso-
spheric chemistry of positive and negative ions and is de-
signed for particle precipitation studies in the mesosphere
and upper stratosphere (Verronen et al., 2016). WACCM-D
allows for detailed simulations of the ion-neutral chemistry
interaction leading to HOx production, in contrast to the sim-
ple parameterizations that are typically used. We analyse the
monthly-mean results as well as the monthly averages at dif-
ferent local times and discuss the differences in the ozone
impact in the context of overall uncertainties in the MEE
forcing.
2 Model and simulations
Here we use version 1.0.5 of the Community Earth Sys-
tem Model (CESM) with WACCM-D in a similar config-
uration to that used by Andersson et al. (2016). Version 4
of WACCM is used as described in Marsh et al. (2013).
The model was run at 1.95◦× 2.5◦ latitude× longitude res-
olution with 88 pressure levels between the ground and the
top altitude of 6× 10−6 hPa (≈ 140 km). The model is con-
figured in a specified dynamics mode; i.e. surface pressure
and horizontal winds and temperatures up to 50 km were
constrained to NASA’s Modern-Era Retrospective Analysis
for Research and Applications (MERRA; Rienecker et al.,
2011). The standard EPP input includes precipitation in the
auroral regions by electrons with a characteristic energy
of 2 keV and a Maxwellian energy distribution as well as
ionization due to solar protons at energies between 1 and
300 MeV. In addition, we applied ionization due to galactic
cosmic rays (GCRs) from the Nowcast of Atmospheric Ion-
izing Radiation for Aviation Safety (NAIRAS) model (http:
//sol.spacenvironment.net/~nairas/, last access: 15 Novem-
ber 2017). Compared to the CMIP6 GCR ionization rates,
which are calculated with a Monte Carlo method (Usoskin
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Figure 1. Ionization rates from the APEEPv2 model. The daily data have been averaged into 10 d resolution for clarity. The white areas
indicate no data and correspond to satellite flux measurements that were screened for being below the noise floor. Tick marks on the x axis
are in the middle of each year.
Figure 2. Extreme-case ionization rates at an approximative altitude of 75 km (0.0264 hPa) and midnight UT presented on the WACCM-D
geographic latitude–longitude grid. (a) APEEPv2 zonal-mean forcing. (b) APEEPv2 MLT-dependent forcing over eight 3 h sectors. Grey
areas have no APEEP forcing.
et al., 2010), NAIRAS ionization rates are about a factor of 2
lower in the stratosphere (Jackman et al., 2016).
For the radiation belt electron precipitation, we used the
APEEP (Ap-driven energetic electron precipitation) proxy
model version 2 by van de Kamp et al. (2018). Fitted to
satellite-based electron observations and using the geomag-
netic Ap index as the sole driver, APEEP provides integrated
electron fluxes above 30 keV energy and energy-flux gradi-
ents at McIlwain L shells between 2 and 10, i.e. between
44 and 72◦ of magnetic latitude. This latitude region is pri-
marily influenced by electrons from the outer Van Allen ra-
diation belt (e.g. Baker et al., 2018). APEEPv2 can output
daily zonal averages or daily averages for eight MLT sectors.
Compared to the earlier version 1 (van de Kamp et al., 2016),
APEEPv2 applies a more conservative noise floor screen-
ing for satellite data and provides, in addition to daily zonal
means, daily MLT-dependent output over eight 3 h sectors.
The purpose of the APEEP models is to allow for multi-
decadal climate simulations with electron forcing; e.g. the
APEEPv1 atmospheric ionization rates are included in the
solar-forcing recommendation of the CMIP6 project, as de-
scribed in Matthes et al. (2017). For the purpose of this study,
the new provision is MLT-dependent MEE ionization pro-
duction rates. Figure 1 shows ionization rates at 88 km alti-
tude from APEEPv2 for the period between 1998 and 2012.
The variation with solar activity is clear, with the lowest ion-
ization seen in 2009 during the solar minimum. The strongest
ionization is in the declining phase of the solar cycle, peak-
ing in 2003. The ionization typically maximizes at magnetic
latitudes of 60–70◦.
We performed WACCM-D simulations using three differ-
ent MEE ionization forcings: (1) no MEE (REF; reference),
(2) APEEPv2 zonal mean (ZM), and (3) APEEPv2 MLT-
dependent (MLT). Note that we calculated APEEPv2 zonal-
mean ionization from APEEPv2 MLT ionization to make
sure that the daily total energy input is the same for simu-
lations with input 2 and 3. All simulations included the stan-
dard aurora and solar-proton-event (SPE) forcing, along with
https://doi.org/10.5194/angeo-38-833-2020 Ann. Geophys., 38, 833–844, 2020
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Figure 3. Southern Hemisphere (SH) polar-cap ozone monthly means for the year 2003. (a) Relative differences between simulations using
MLT-dependent and no MEE forcing. (b) Relative differences between simulations using the zonal mean and no MEE forcing. (c) Relative
differences between simulations using MLT-dependent and zonal-mean MEE forcing. (d) Ozone concentration 10-based logarithm from
simulations with MLT-dependent MEE.
the NAIRAS GCR forcing. Two cases were selected: the year
2003 for high APEEP impact and an extreme case. For the
extreme case, high APEEP ionization on 7 March 2005 was
first multiplied by a factor of 10 at all altitudes and L shells
and then applied constantly in a 3-month simulation from
January to March 2002. The extreme case is thus somewhat
arbitrary but nevertheless useful for verifying the 2003 re-
sults with a very strong and perpetual MEE forcing. The ion-
ization rates for the extreme case are shown in Fig. 2 on the
WACCM latitude–longitude grid at an altitude of ≈ 75 km.
MLT is defined as the magnetic longitude from the midnight
magnetic meridian, converted to hours at 1 h per 15◦. The
difference in forcing between the zonal mean and the MLT-
dependent forcing is clear: the MLT ionization is strongest in
the early-morning-to-noon sector and has a minimum in the
early afternoon. During each 24 h simulation period, these
patterns rotate once around the pole, at each time step fol-
lowing MLT. Even at this relatively low altitude, the zonal-
mean ionization rate reaches 2000 cm−3 s−1 in the middle of
the radiation belt latitudes, while the 2003 mean at the same
altitude and latitude is about 65 cm−3 s−1 (not shown).
3 Results
Obviously, the MLT-dependent forcing produces results that
should have differences to those from the ZM forcing if we
looked at the hourly output from WACCM-D. This particu-
larly applies to species which have short chemical lifetimes,
such as ions. For some neutral species, like HOx , the APEEP-
driven differences in production are partly masked by the
background diurnal variability of chemical production and
loss and are not seen as clearly as in the ionization rates
shown in Fig. 2.
However, since the APEEP models are designed to be used
in multi-decadal climate simulations such as those conducted
during CMIP6, it is more interesting to ask if the analy-
sis of such simulations gives different answers if the MLT-
dependent APEEP forcing is applied. Typically, long climate
simulations are analysed using monthly-mean data. Thus we
concentrate on WACCM-D monthly-mean output first. Then,
we also consider different local solar times (LSTs) separately
from hourly output data saved separately. This would be sim-
ilar to the analysis of data from polar-orbiting satellites, since
such measurements are typically made at limited local times
for any given latitude.
Ann. Geophys., 38, 833–844, 2020 https://doi.org/10.5194/angeo-38-833-2020
P. T. Verronen et al.: Electron precipitation and polar ozone 837
Figure 4. Southern Hemisphere (SH) polar-cap ozone. Local-solar-time (LST) means for August 2003. Panels (a)–(d) are as in Fig. 3.
The ozone changes caused by EPP have been suggested to
drive the top-down dynamical coupling between the middle
atmosphere and the troposphere. Thus we start our analysis
directly with ozone and then go on to the ozone-affecting
NOx and HOx . The polar-cap means shown in the following
sections were calculated as area-weighted (cosine-of-latitude
scaling) averages at the geographic latitudes 60–90◦. We
concentrate more on the Southern Hemisphere (SH), because
there geomagnetic latitudes span over a wider range of geo-
graphic latitudes than in the Northern Hemisphere (NH) and
thus cover a wider range of background conditions and diur-
nal variability, especially during winter. Thus we can expect
that, overall, the MLT dependency of APEEP forcing should
be a more important factor in the SH atmosphere.
3.1 Ozone
Figure 3 shows the monthly-mean results for the SH po-
lar cap in the year 2003. In Fig. 3a, the impact of
MLT-dependent APEEP forcing on mesospheric ozone is
strongest, with up to ≈ 10 % depletion, between April and
September at the pressure levels between 0.1 and 0.01 hPa.
The depletion is mainly caused by the additional HOx pro-
duction, with a contribution from the additional NOx produc-
tion (Verronen and Lehmann, 2015). In the stratosphere, de-
pletion up to≈ 3 % is seen from June to October, descending
from 1 to 10 hPa. The stratospheric depletion and the descent
are both caused by increased NOx descending inside the po-
lar vortex from the production region in the mesosphere–
lower thermosphere towards lower altitudes. The APEEP ef-
fects are moderate in October and November due to the ma-
jor effect from the great Halloween solar proton event (e.g.
Funke et al., 2011), which is included in all simulations.
Above 0.01 hPa, the ozone effect becomes less consistent,
i.e. both small increases and decreases are seen, partly due to
atomic oxygen changes affecting the total odd-oxygen bal-
ance. Overall and qualitatively, our results agree well with
mesospheric and stratospheric ozone responses from simula-
tions using free-running dynamics, e.g. with those presented
by Andersson et al. (2018).
Figure 3b shows the impact of the ZM APEEP forcing on
ozone. The magnitude and extent of the response is clearly
very similar to the response caused by the MLT-dependent
forcing shown in Fig. 3a. For a more detailed view, Fig. 3c
shows the relative difference between simulations using the
MLT and the ZM APEEP forcing. The REF simulation (no
MEE) is used as a reference here, as it was in panels (a)
and (b), so that the percentage numbers in the three panels
are directly comparable. The main response patterns below
0.01 hPa in panels (a) and (b) are not seen in panel (c), which
indicates that applying MLT dependency has little effect for
the monthly-mean ozone impact. Around the 0.01 hPa ozone
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Figure 5. February monthly-mean zonal-mean ozone from the extreme-case simulation. Panels (a)–(d) are as in Fig. 3. White vertical lines
mark the ±60◦ in geographic latitude.
minimum, there is a region with relative increases and de-
creases of a few percent.
In the following, we selected August 2003 for a closer
study of the effects at different LSTs. As seen in Fig. 3, Au-
gust has a clear APEEP impact in both the mesosphere and
the upper stratosphere. The LST analysis results for other
months (not shown) are qualitatively similar to the August re-
sults but depend on the overall APEEP impact in each month.
Figure 4 shows the LST mean results for the SH polar cap
in August 2003. In other words, the eight LST sectors (3 h
each) have been averaged separately over the entire month.
Data in each sector are similar to what would be available
from satellite instruments which measure at limited local
times at each latitude. In Fig. 4a, the impact of APEEP MLT
is seen in three altitude stripes across all LSTs. Between 1
and 10 hPa, the depletion of ozone due to descending NOx
is not dependent on the LST, and there is no clear diurnal
variability of background ozone either (Fig. 4d). From 0.1
to 0.01 hPa, the daytime depletion is at a slightly lower alti-
tude range than at night. However, this is mostly related to
the diurnal variability of ozone concentration at these alti-
tudes (Fig. 4d). Around 0.001 hPa, an increase of a few per-
cent is seen especially at nighttime. The increase comes from
the production of atomic oxygen, with a lower production
from the MLT-dependent forcing at the noon–afternoon sec-
tors. The APEEP contribution is also less important in the
daytime when solar extreme-ultraviolet (EUV) radiation dis-
sociates oxygen molecules leading to ozone production.
The response to the ZM APEEP forcing is shown in
Fig. 4b, and it is again very similar to the response caused
by the MLT-dependent forcing. Figure 4c shows the relative
difference between the simulations using the APEEP MLT
and the APEEP ZM forcing. Around 0.001 hPa, the MLT
forcing depletes 1 %–2 % more ozone than the ZM forcing
at all LSTs. This is particularly seen in the early-morning
hours when the MLT forcing produces more atomic oxy-
gen compared to the ZM forcing. This effect reaches down
to the 0.01 hPa ozone minimum. At 0.1–0.01 hPa, the MLT
forcing adds to the ozone depletion by a few percent consis-
tently at all LSTs, which is a minor difference when com-
pared to the 7 %–15 % impact seen in panels (a) and (b) of
Fig. 4. Both MLT and ZM forcing produce the largest deple-
tion from midnight to the early morning. In the stratosphere,
the differences are less than 1 %.
Figure 5 shows an example of our results from the extreme
case; the data shown are monthly zonal means for Febru-
ary. Here we look at the MEE forcing region only, i.e. in
the mesosphere and above, because the 3-month span of this
simulation is not long enough for the NOx transport to cause
full stratospheric effects. The ozone impacts below 0.1 hPa
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Figure 6. February monthly-mean zonal-mean NOx (=N+NO+NO2) from the extreme-case simulation. Panels (a)–(d) are as in Fig. 3.
are thus small (not shown). Although both hemispheres were
equally forced with APEEP, except for the differences in the
geographic extent of magnetic latitudes, the ozone effect is
much clearer over the NH winter pole (Fig. 5a and b) due
to a faster recovery in the summer pole through production
driven by O2 photodissociation. Depletion is seen at an al-
titude range between 0.01 and 0.5 hPa at the latitudes pole-
ward of 45◦, with the strongest effect reaching 45 % just be-
low 0.01 hPa and north of 60◦. The depletion here is naturally
stronger than for the year 2003 because the extreme APEEP
forcing was applied throughout the simulation. The response
extends down to ≈ 45◦ latitude, which is consistent with the
extent of the APEEP forcing (see Fig. 2). The simulations
with the ZM and the MLT forcings give very similar results,
and the differences are generally marginal in the range of a
few percent, except in a few small and isolated regions.
3.2 Odd nitrogen
The chemical lifetime of odd nitrogen (NOx) is days to
months in the mesosphere–lower thermosphere, and its con-
centration can easily accumulate especially during polar win-
ter conditions. Therefore, one would expect that a faithful
representation of the MLT dependency of the APEEP forc-
ing and the related NOx production is probably not crucial
for the NOx distribution or the NOx-driven ozone depletion
in the upper stratosphere.
Figure 6 shows the monthly zonal-mean results for Febru-
ary from the extreme case. The largest increases, reaching up
to and beyond an order of magnitude, are seen between 0.1
and 0.001 hPa at the polar latitudes, i.e. at the latitudes and al-
titudes where the APEEP forcing is applied. The increase ex-
tends from the polar regions to all latitudes, with the mid and
low latitudes outside the forcing region showing a smaller but
still > 100 % impact in large regions. The SH effect is rela-
tively stronger in magnitude than the NH effect due to the
lower background concentration there. In the NH, the begin-
ning effect of NOx descent inside the polar vortex extends
the impact towards the stratopause. The MLT and the ZM
forcings again produce a very similar response in both mag-
nitude and spatial extent, with the differences being small
compared to the overall effect. However, the MLT forcing
results in up to 1/10 less NOx in the peak response regions
around 0.01 hPa than the ZM forcing, except above the 80 ◦
latitudes at the poles. At the pressure levels below 0.05 hPa
and above 0.003 hPa the relative differences are smaller.
Figure 7 shows the monthly-mean results for the SH polar
cap in the year 2003. In the summer months, the APEEP forc-
ing enhances NOx down to the middle mesosphere only, due
to the lack of downward transport combined with the efficient
loss from solar photodissociation. During the winter months,
https://doi.org/10.5194/angeo-38-833-2020 Ann. Geophys., 38, 833–844, 2020
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Figure 7. Southern Hemisphere (SH) polar-cap NOx , monthly means for year 2003. Panels (a)–(d) are as in Fig. 3.
when less radiation is available and the chemical lifetime of
NOx increases, NOx created by APEEP above 0.1 hPa de-
scends inside the polar vortex towards the stratospheric al-
titudes. Relatively, the NOx enhancement is strongest dur-
ing the autumn and spring, due to a combination of lower
solar photodissociation and lower background concentration
than in the summer and winter, respectively. The results
we show in Fig. 7 agree qualitatively well with the season-
dependent NOx responses from WACCM simulations using
free-running dynamics (e.g. Andersson et al., 2018). The
differences between the response to APEEP MLT and ZM
are rather small. In general, the differences in the resulting
NOx concentration are less than 1/10, except in July around
0.2 hPa. In the autumn and early winter, the MLT forcing re-
sults in a smaller NOx response in the mesosphere compared
to the ZM forcing, while in the late winter the MLT forcing
produces more NOx in the lower mesosphere.
3.3 Odd hydrogen
The odd-hydrogen (HOx) production from H2O by the
APEEP ionization is restricted to the altitudes below 0.01 hPa
(≈ 80 km), due to the small amount of H2O available for
ion chemistry at the altitudes above. This is clearly seen in
Fig. 8a, which shows the monthly zonal-mean response to
APEEP MLT for February from the extreme case: there is no
clear response above 0.01 hPa at any latitude. Also, the SH
summer pole shows little effect due to the APEEP contribu-
tion being less than that from the solar Lyman-α photodisso-
ciation of H2O. In the NH winter pole, the largest region of
HOx increase is at 0.1–0.01 hPa and at the latitudes between
40 and 80◦, i.e. exactly in the region of direct APEEP forc-
ing. In contrast, a clear decrease is seen below 0.04 hPa at the
high latitudes above 80◦, in a region where the HOx back-
ground concentration is very small. This happens outside the
APEEP HOx production region and seems to be a chemical
response to enhanced NOx , similar to the decrease in HOx at
45–60 km shown by Verronen and Lehmann (2015) in their
Fig. 1.
4 Discussion
Our results indicate that the MLT-dependent diurnal vari-
ability of MEE forcing can be ignored without causing
large differences in simulated ozone responses on monthly
timescales. The same conclusion applies to monthly aver-
ages calculated at individual local times. When comparing
the simulations using a daily zonal-average MEE and an
MLT-dependent MEE, differences in the magnitude of the
response do exist, but they are not more than a few percent
for ozone. The spatial patterns of response are very similar
between the simulations. Thus, the lack of MLT dependency
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Figure 8. February monthly-mean zonal-mean HOx (=H+OH+HO2) from the extreme-case simulation. Panels (a)–(d) are as in Fig. 3.
Figure 9. Standard deviation (SD) of the Southern Hemisphere
(SH) polar-cap monthly ozone anomalies from a 10-member en-
semble of SD-WACCM-D APEEP REF simulations, relative to
the ensemble mean. Plus signs (+) indicate SDs for the individ-
ual months of January, February, March, October, November, and
December (summer); circles are for individual months from April
to September (winter); black lines are the minimum and maximum
SD at each pressure level; and the blue thick line is the median of
all monthly SDs.
in the current CMIP6 MEE forcing data should not create
any important uncertainty in long-term climate simulations.
Our simulations use the MERRA-specified dynamics up to
50 km altitude. In the stratosphere, the small chemical differ-
ences between the simulations suggest that any differences in
dynamics or dynamical feedback would also be small. Above
50 km, our simulations are dynamically free running. In gen-
eral, the specified dynamics below 50 km control much of the
dynamics at altitudes above as well. Thus, dynamical differ-
ences between simulations using specified dynamics should
be much smaller than between fully free-running simula-
tions. Nevertheless, as seen in Fig. 3c for ozone, the rela-
tive differences between the APEEP MLT and the APEEP
ZM simulations above 0.1 hPa (≈ 60 km) increase from <
1 % to up to 2 %–4 % around 0.01 hPa, are smaller around
0.001 hPa, and then increase again around 0.0001 hPa. Al-
though part of this increase in relative differences comes
from the smaller background values of ozone than at the alti-
tudes below (see Fig. 3d), there should also be a contribution
from the free-running dynamics. To quantify this contribu-
tion, we performed a 10-member ensemble of simulations for
the year 2003, with specified dynamics and no MEE forc-
ing. From this ensemble, we calculated the standard devia-
tion of monthly-mean polar-cap anomalies (N = 10), indi-
vidually for each month, and show them for the SH in Fig. 9.
Below 0.1 hPa, i.e. at the altitudes where the specified dy-
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Figure 10. Southern Hemisphere (SH) polar-cap ozone monthly means for the year 2003. (a) Relative differences between simulations using
APEEPv1 and no MEE forcing. (b) Relative differences between simulations using APEEPv2 and no MEE forcing. Note that panel (b)
shows the same data as Fig. 3b, but the contour lines are different.
namics are applied, SD is always below 0.5 %. Above, there
are two SD maxima around 0.01 and 0.0001 hPa, on aver-
age 1.5 %–2 % and reaching up to 3 %–4 % in the winter
months. These maxima coincide with the increased ozone
differences seen in Fig. 3c and have a similar magnitude.
Thus the ozone differences between simulations, seen when
using different MLT dependencies for the applied APEEP
forcing, are within the statistical variability coming from the
free-running model dynamics and are not significant.
To put the uncertainties caused by the MEE MLT depen-
dency into a wider context, Fig. 10 shows a SH ozone impact
comparison between simulations using a zonal-mean forcing
from APEEPv1 and APEEPv2 for the year 2003. The ozone
impact from APEEPv1 is, in general, about twice as large as
that from APEEPv2. This is seen for the mesospheric HOx-
driven depletion in midwinter as well as for the springtime
NOx-driven depletion in the upper stratosphere. The differ-
ence in ozone impact is a result of the lower ionization rates
in APEEPv2, caused by a more careful consideration of the
MEPED instrument noise floor (van de Kamp et al., 2018).
Further, recent studies have demonstrated that the uncer-
tainties related to the MEPED electron flux measurements,
which the APEEP models are based on, can reach an order of
magnitude in certain conditions and particularly when fluxes
are low (Nesse Tyssøy et al., 2019). Thus it seems clear that
the impact of uncertainties related to the electron flux obser-
vations greatly exceeds those related to the MLT dependency
applied in atmosphere and climate simulations.
We conclude that for the monthly-mean atmospheric im-
pact caused by MEE that ignoring the MLT dependency
does not create significant differences in simulations. This
does not apply for atmospheric impacts in daily or hourly
timescales, which should be studied separately. Finally, it
is important to note that good MLT coverage is a crucial
factor when making MEE flux observations because of the
order-of-magnitude variability with MLT (e.g. in Fig. 2).
Even when atmospheric simulations can be made with a
zonal-mean MEE forcing, it is important to apply a forc-
ing that provides the correct total amount of energy input,
and this requires flux measurements that have an adequate
MLT coverage. Nevertheless, the assessment of ozone and
NOx responses does not need a complete MLT coverage,
which eases the observational requirements for any new at-
mospheric instrument or existing data sets.
Code and data availability. All model data used are available from
the corresponding author upon request (pekka.verronen@oulu.fi).
CESM source code is distributed freely through a public Subver-
sion code repository (http://www.cesm.ucar.edu/models/cesm1.0/,
last access: 7 July 2020). WACCM-D was officially released with
CESM version 2.0 in June 2018 (http://www.cesm.ucar.edu/models/
cesm2/, last access: 7 July 2020). The APEEP ionization data sets
are available from the CHAMOS web page (http://chamos.fmi.fi/
chamos_apeep.html, last access: 9 July 2020) and the SOLARIS-
HEPPA web page (https://solarisheppa.geomar.de/cmip6, last ac-
cess: 9 July 2020), see also van de Kamp et al. (2016, 2018).
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