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Abstrat: This paper analyzes the existene and uniqueness issues in a lassof multivalued Lur'e systems, where the multivalued part is represented as thesubdierential of some onvex, proper, lower semiontinuous funtion. Throughsuitable transformations the system is reast into the framework of dynamivariational inequalities and the well-posedness (existene and uniqueness of so-lutions) is proved. Stability and invariane results are also studied, together withthe property of ontinuous dependene on the initial onditions. The problem ismotivated by pratial appliations in eletrial iruits ontaining eletroni de-vies with nonsmooth multivalued voltage/urrent harateristis, and by stateobserver design for multivalued systems.Key-words: Lur'e dynamial systems, passivity, invariane, Kato's theorem,maximal monotone operators, variational inequalities, dierential inlusions,normal 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Existene et uniité de solutions, stabilité etinvariane pour une lasse de systèmes de Lur'emultivaluésRésumé : Cet artile propose deux ritères permettant d'assurer l'existeneet l'uniité des solutions pour des systèmes de Lur'e multivalués, dans lesquelsla partie multivaluée est représentée par la sous-diérentielle d'une fontiononvexe, propre, semi ontinue infèrieurement. Par le biais de transformationsadéquates le système est mis sous la forme d'une inéquation variationnelle dy-namique. La stabilité et le prinipe d'invariane sont aussi étudiés, ainsi quela dépendane ontinue aux onditions initiales. Le problème est motivé parl'analyse de iruits omportant des omposants non-réguliers multivalués, ainsique par la synthèse d'observateurs d'état.Mots-lés : système de Lur'e, passivité, invariane, stabilité, théorème deKato, opérateurs maximaux monotones, inéquations variationnelles, inlusionsdiérentielles, nes normaux.
Multivalued Lur'e systems 31 IntrodutionLur'e systems, whih onsist of a linear time-invariant system in negative feed-bak with a stati nonlinearity satisfying a setor ondition, have reeived aonsiderable interest in the applied mathematis and ontrol literature, due totheir broad interest (see [28℄ for a survey). More reently the ase where thenonlinearity is a maximal monotone map has been studied [7℄. The maximalmonotoniity allows one to onsider unbounded setors [0,+∞] and nonsmoothset-valued nonlinearities. So-alled linear omplementarity systems an be re-ast into Lur'e systems, where the feedbak nonlinearity takes the form of a setof omplementarity onditions between two slak variables [24, 15, 31℄. One ofthese slak variables may be interpreted as a Lagrange multiplier λ, while theother one usually takes the form y = Cx +Dλ. More general pieewise linearnonlinearities have been onsidered in [27, 26℄. As pointed out in [7℄ there existsa lose relationship between some omplementarity systems and dierential in-lusions with maximal monotone right-hand-sides, in partiular inlusions intonormal ones to onvex sets (whih are in turn equivalent to dynamial varia-tional inequalities of the rst kind). Partiular ases have been investigated in[23, 10, 11℄. All these works are however restrited to the ase where D = 0,exept [26℄ where ane omplementarity systems are onsidered. In this paper,we extend the works in [23, 10℄ to the ase where D 6= 0, i.e. there exists afeedthrough matrix in the linear part of the system. Moreover the nonlineari-ties whih we onsider are muh more general than omplementarity onditionsbetween y and λ (i.e. y ≥ 0, λ ≥ 0, yTλ = 0) and the onsidered systemsmay be written equivalently as dynamial variational inequalities of the seondkind. Suh an extension may be important in pratie (for instane eletrialiruits with ideal diodes and transistors usually yield systems with a nonzerofeedthrough matrix D, possibly possitive semidenite and non symmetri). Ob-server synthesis for set-valued systems is also an important appliation [8, 14℄.This work may also be seen as the ontinuation of previous eorts to study therelationships between various types of dierential inlusions, omplementaritysystems, projeted systems in nite dimensions [11, 19, 25, 21℄.The paper is organized as follows: In setion 2 the dynamial system is pre-sented, and its well-posedness is studied in setion 3. In setion 4 the stabilityproperties are studied, and an invariane result is presented in setion 5. Con-lusions end the paper in setion 6.Notations : Let f : IRn → IR∪{+∞} be a proper onvex and lower semiontin-uous funtion, we denote by dom(f) := {x ∈ IRn : f(x) < +∞} the domain ofthe funtion f(·). Reall that the Fenhel transform f∗(·) of f(·) is the proper,onvex and lower semiontinuous funtion dened by
(∀z ∈ IRn) : f∗(z) = sup
x∈ dom(f)
{〈x, z〉 − f(x)}.The subdierential ∂f(x) of f(·) at x ∈ IRn is dened by
∂f(x) = {ω ∈ IRn : f(v) − f(x) ≥ 〈ω, v − x〉, ∀v ∈ IRn},where 〈·, ·〉 denotes the usual salar produt in IRn, i.e. 〈y, z〉 = yT z for anyvetors y and z of IRn. We denote by Dom(∂f) := {x ∈ IRn : ∂f(x) 6= ∅} theRR n° 7158
4 Brogliato & Goelevendomain of the subdierential operator ∂f : IRn → IRn. Let x0 be any elementin the domain dom(f) of f(·), the reession funtion f∞(·) of f(·) is dened by




f(x0 + λx).The funtion f∞ : IRn → IR∪{+∞} is a proper onvex and lower semiontinuousfuntion whih desribes the asymptoti behavior of f(·). For a nonempty losedand onvex set K ⊂ IRn, the dual one of K is the nonempty losed onvex one
K⋆ dened by






(K − x0).The set K∞ is a nonempty losed onvex one that is desribed in terms of thediretions whih reede from K. When K is a one then K∞ = K. The relativeinterior of a set K is denoted as rint (K), and its losure as K̄. Let M ∈ IRm×nbe a given matrix, we denote by ker(M) the kernel of M and by R(M) therange of M . M ≥ 0 means that M is positive semidenite, M > 0 means thatit is positive denite.2 The multivalued Lur'e systemLet A ∈ IRn×n, B ∈ IRn×p, C ∈ IRp×n, D ∈ IRp×p be given matries, f ∈
C0(IR+; IR) suh that f ′ ∈ L1loc(IR+; IRn) and ϕi : IR → IR∪{+∞} (1 ≤ i ≤
p) given proper onvex and lower semiontinuous funtions. Let x0 ∈ IRnbe some initial ondition, we onsider the problem : Find x ∈ C0(IR+; IRn)suh that x′ ∈ L∞loc(IR+; IRn) and x right-dierentiable on IR+, λ ∈
C0(IR+; IR
p) and y ∈ C0(IR+; IRp) satisfying the nonsmooth dynamial system





























a.e. t ≥ 0 :
x′(t) = Ax(t) +Bλ(t) + f(t)
for all t ≥ 0 :





The system is therefore in the anonial absolute stability form sine it is thenegative feedbak interonnetion of a linear invariant system (A,B,C,D) (withinput λ, output y and external exitation f(·)) with a stati multivaluednonlinearity (with input y and output −λ). In [23, 10℄ it was onsideredthat D = 0. As we shall see next the ase D 6= 0 ompliates the analysis. Itis noteworthy that one may have p > n, whih is ruial beause λ is not aINRIA













x′(t) = Ax(t) +Bλ(t) + f(t)
λ(t) ∈ −M ∂Φ(y(t))













x′(t) = Ax(t) + B̄λ̄(t) + f(t)
λ̄(t) ∈ − ∂Φ(Cx(t) + D̄λ̄)
(4)Therefore the transformed system (4) possesses the same struture as the systemin (2). The Lur'e system (2) an be represented as in gure 1 (a).Finally as will appear learly later, all the existene and uniqueness of solu-tions results whih are derived in this paper (setion 3) also hold when the linearterm Ax is replaed by a Lipshitz ontinuous mapping A(x). For the sake oflarity of the presentation the linear ase Ax is kept all through the paper, forthe well-posedness and the stability analysis.3 Well-posedness analysisIn this setion the existene and uniqueness of solutions will be shown rstby using a version of Kato's theorem, seond via maximal monotone operators.Examples oming from eletrial iruits and state observer design are providedto illustrate the theoretial developments.3.1 Well-posedness by Kato's theoremIn the remainder of this setion we shall apply some transformations to theLur'e system so that its well-posedness an be analyzed.3.1.1 System's transformationsLet us set
(∀z ∈ IR) : ϕ∗,−i (z) := ϕ∗i (−z). (5)RR n° 7158
6 Brogliato & GoelevenAssumption 1. We assume the existene of z0,i ∈ IR at whih ϕ∗,−i (·) isontinuous.Assumption 1 is a simple qualitative ondition that is required to ensure that(see [29℄):
(∀z ∈ IR) : ∂ϕ∗,−i (z) = −∂ϕ∗i (−z).Then





) (6)with DII 6= 0pII×pII . In using this notation, we suppose by onvention that
pI = 0 (resp. pII = 0) means that the terms indexed by I (resp. II) areuseless and not onsidered. So, if pI = 0 (resp. pII = 0) then D ≡ DII (resp.
D ≡ 0p×p). For z ∈ IRp, we set also z = ( zI zII )T with zI ∈ IRpI and









)with BI ∈ IRn×pI , BII ∈ IRn×pII , CI ∈ IRpI×n and CII ∈ IRpII×n. Finally, weset
(∀y ∈ IRpI ) : ΦI(y) := ϕ1(y1) + ϕ2(y2) + ...+ ϕpI (ypI ) (7)and
(∀y ∈ IRpII ) : ΦII(y) := ϕpI+1(y1) + ϕpI+2(y2) + ...+ ϕpII (ypII ). (8)We have:
(∀z ∈ IRpII ) : Φ∗II(z) = ϕ∗pI+1(z1) + ϕ∗pI+2(z2) + ...+ ϕ∗pII (zpII ).We set
(∀z ∈ IRpII ) : Φ∗,−II (z) := Φ∗II(−z). (9)We note also that Assumption 1 ensures that:
(∀z ∈ IRpII ) : ∂Φ∗,−II (z) = −∂Φ∗II(−z).We also set:
(∀x ∈ IRp) : Φ(x) = ΦI(x) + ΦII(x) (10)and
(∀x ∈ IRp) : Φ∗,−(x) = Φ∗(−x). (11)Assumption 1 guarantees that
(∀x ∈ IRp) : ∂Φ∗,−(x) = −∂Φ∗(−x). INRIA











λp(t) ∈ −∂ϕp(yp(t))an be written equivalently as:
{
λI(t) ∈ −∂ΦI(yI(t))
λII(t) ∈ −∂ΦII(yII(t))or as:
{
λI(t) ∈ −∂ΦI(yI(t))



























a.e. t ≥ 0 :
x′(t) = Ax(t) +BIλI(t) +B
IIλII(t) + f(t)
for all t ≥ 0 :
yI(t) = CIx(t)
λI(t) ∈ −∂ΦI(yI(t))
yII(t) = CIIx(t) +DIIλII(t)
yII(t) ∈ −∂Φ∗,−II (λII(t))The feedbak nonlinearity is therefore splitted into two main parts: one partindexed by I is multivalued, the other part indexed by II will be shown underertain onditions to be single-valued.Remark 1 The ase pI = n (i.e. D = 0n×n) has been the objet of speipapers, see [23, 10, 4℄. The omplementarity problem (i.e. ϕi(·) = ΨR+(·) ∀i ∈
{1, ..., n}), has also been the objet of various papers [24, 15, 17, 16℄.Assumption 2. (If pI ≥ 1) There exists a symmetri and invertible matrix
W ∈ IRn×n suh that:
W 2BI = CTI . (12)We set:
V =
{
W if pI ≥ 1
I if pI = 0
(13)and
(∀w ∈ IRpI ) : ΞI(w) =
{
ΦI(CIV
−1w) if pI ≥ 1
0 if pI = 0
(14)Notie that by [30, Exerise 1.40, Proposition 1.39℄ the funtion ΞI(·) = Φ ◦
CIV
−1(·) is lower semiontinuous, proper, onvex.RR n° 7158
8 Brogliato & GoelevenAssumption 3. (If pI ≥ 1) There exists a point w0 in IRpI at whih ΞI(·) isontinuous.Assumptions 2 and 3 ensure in ase pI ≥ 1 that
(∀w ∈ IRpI ) : ∂ΞI(w) = V −TCTI ∂ΦI(CIV −1w) = V −1CTI ∂ΦI(CIV −1w).The multivalued mapping ΞI(·) is maximal monotone, being the subdierentialof a onvex, proper, lower semiontinuous funtion. Let us now set:
(∀x ∈ IRn) : ΛII(x) := { V BII(DII + ∂Φ∗,−II )−1(−CIIV −1x) if pII ≥ 10 if pII = 0We suppose also the following:Assumption 4. (If pII ≥ 1) The operator ΛII : IRn → IRn : x 7→ ΛII(x) iswell-dened, single-valued and Lipshitz ontinuous.Realling that
DIIz − q ∈ −∂Φ∗,−II (z) ⇔ q ∈ (DII + ∂Φ∗,−II )(z) ⇔ z ∈ (DII + ∂Φ∗,−II )−1(q),we note that Assumption 4 (in ase pII ≥ 1)) requires that for all q ∈ IRpII ,there exists at least one z(q) ∈ IRpII suh that




−1(−CIIV −1x1), z2 ∈ (DII + ∂Φ∗,−II )−1(−CIIV −1x2):
||V BIIz1 − V BIIz2|| ≤ K||x1 − x2|| (16)The solvability of the variational inequality in (15) ensures that
(∀x ∈ IRn) : V BII(DII + ∂Φ∗,−II )−1(−CIIV −1x) 6= ∅while the ondition in (16) guarantees that if x ∈ IRn and z1, z2 ∈ (DII +
∂Φ∗,−II )
−1(−CIIV −1x) then ||z1 − z2|| ≤ 0 and thus z1 = z2. It results that theoperator ΛII(·) is single-valued. The Lipshitz ontinuity of ΛII(·) is then alsoa diret onsequene of (16).Conditions on the matrix DII and on the funtion Φ∗,−II (·) ensuring that As-sumption 4 holds will be disussed in the following setion.The problem NSDS(A,B,C,D, f, ϕ1, ..., ϕp, x0) an be redued, by setting
X(t) = V x(t) (∀t ≥ 0), to the following dynamial variational inequalityproblem: Find X ∈ C0(IR+; IRn) suh that X ′ ∈ L∞loc(IR+; IRn) and X right-dierentiable on IR+ suh that X(0) = V x0 and satisfying for a.e t ≥ 0 thevariational inequality:
〈X ′(t) − V AV −1X(t) − ΛII(X(t)) − V f(t), v −X(t)〉 INRIA
Multivalued Lur'e systems 9
+ΞI(v) − ΞI(X(t)) ≥ 0, ∀v ∈ IRn . (17)whih we may name a dynamial variational inequality of the seond kind.Indeed, let us here write the details in ase pI ≥ 1 and pII ≥ 1. It is lear that















yII(t) = CIIx(t) +DIIλII(t)
yII(t) ∈ −∂Φ∗,−II (λII(t))
m
x′(t) −BII(DII + ∂Φ∗,−II )−1(−CIIx(t)) −Ax(t) − f(t) ∈ −BI∂ΦI(CIx(t))
m
V x′(t) − V BII(DII + ∂Φ∗,−II )−1(−CIIV −1V x(t))
−V AV −1V x(t) − V f(t) ∈ −V −1V 2BI∂ΦI(CIV −1V x(t))
m
X ′(t) − V BII(DII + ∂Φ∗,−II )−1(−CIIV −1X(t))
−V AV −1X(t) − V f(t) ∈ −V −1CTI ∂ΦI(CIV −1X(t))
m
X ′(t)−V AV −1X(t)−V BII(DII+∂Φ∗,−II )−1(−CIIV −1X(t))−V f(t) ∈ −∂ΞI(X(t))from whih one dedues (17). The ase pI = 0 (resp. pII = 0) an be deduedfrom the previous relations in removing the terms indexed by I (resp. II). Thesystem has therefore been transformed from (a) to (b) in gure 1, whih areequivalent representations. As will be made lear in the next setion, the trans-formation onsists of inserting the Lipshitz ontinuous part of the multivaluednonlinearity, into the ontinuous dynamis of the system.
Ax + Bλ
λ






∂Φ(y)Figure 1: Lur'e system transformation.
RR n° 7158
10 Brogliato & Goeleven3.1.2 The operator x 7→ V BII(DII + ∂Φ∗,−II )−1(−CIIV −1x)In this setion, we suppose that pII ≥ 1. The following two results give on-ditions on DII and ΦII(·) ensuring that the operator z ∈ IRpII 7→ (DII +
∂Φ∗,−II )
−1(z) is well-dened, single-valued and Lipshitz ontinuous, i.e. suhthat Assumption 4 is satised. The operator ΛII : x ∈ IRn 7→ V BII(DII +
∂Φ∗,−II )
−1(−CIIV −1x) is then onsequently also well-dened, single-valued andLipshitz ontinuous.Proposition 1 Suppose that DII is positive denite and ΦII(·) is proper onvexand lower semiontinuous. Then the operator (DII + ∂Φ∗,−II )−1 is well-dened,single-valued and Lipshitz ontinuous.Proof: The onditions of the proposition ensure (see e.g. [2℄) that for all
q ∈ IRpII there exists a unique z = z(q) ∈ IRpII+ suh that
〈DIIz − q, v − z〉 + Φ∗,−II (v) − Φ∗,−II (z) ≥ 0, ∀v ∈ IRpII ,that is equivalent to DIIz − q ∈ −∂Φ∗,−II (z). The operator (DII + ∂Φ∗,−II )−1 :
IRp → IRp; q 7→ (DII + ∂Φ∗,−II )−1(q) is thus well-dened and single-valued. It isalso Lipshitz ontinuous. Indeed, let q1, q2 ∈ IRp be given. Set z1 = (DII +
∂Φ∗,−II )
−1(q1) and z2 = (DII + ∂Φ∗,−II )−1(q2). We have 〈DIIz1 − q1, z2 − z1〉+
Φ∗,−II (z2) − Φ
∗,−
II (z1) ≥ 0 and 〈DIIz2 − q2, z1 − z2〉 + Φ∗,−II (z1) − Φ∗,−II (z2) ≥
0 and thus 〈DII(z1 − z2), z1 − z2〉 ≤ 〈q1 − q2, z1 − z2〉. The matrix D ispositive denite and thus (∀x ∈ IRn) : 〈DIIx, x〉 ≥ λ1(DII+DTII )2 ||x||2, where
λ1(DII + D
T
II) > 0 is the smallest eigenvalue of the matrix DII + DTII . Thus
||z1 − z2|| ≤ 2λ1(DII+DTII ) ||q1 − q2|| and then:




Let us reall that a P-matrix is a matrix with all its prinipal minors positive[20℄.Proposition 2 Suppose that DII is a P-matrix and ΦII(·) = ΨIRpII+ (·). Thenthe operator (DII + ∂Φ∗,−II )−1 is well-dened, single-valued and Lipshitz on-tinuous.Proof: Here (∀z ∈ IRpII) : Φ∗,−II (z) = Ψ∗IRpII+ (−z) = ΨIRpII− (−z) = ΨIRpII+ (z).Thus (DII + ∂Φ∗,−II )−1 ≡ (DII + ∂ΨIRpII+ )−1. It is easy to hek that z =
(DII +∂ΨIRpII+ )−1(q) if and only if z is solution of the omplementarity problem:
z ∈ IRpII+ , DIIz − q ∈ IRpII+ , 〈z,DIIz − q〉 = 0. The matrix DII is assumed tobe a P-matrix and the well-dened single-valued Lipshitz ontinuity propertyof the solution map of the omplementarity problem is in this ase a well-knownresult, see e.g. [20℄. Let us reall that ΦII(·) = ΨIRpII+ (·) implies the omplementarity relations
0 ≤ λII(·) ⊥ yII(t) ≥ 0. The following result onerns the important lass ofpositive semidenite matries. INRIA
Multivalued Lur'e systems 11Proposition 3 Suppose that DII is positive semidenite, i.e.
∀z ∈ IRpII : 〈DIIz, z〉 ≥ 0. (18)Suppose also that







∩ker(DII +DTII)∩{z ∈ IRpII : DIIz ∈ (dom((Φ∗,−II )∞))⋆} = {0}(20)and
R(CII) ⊂ R(DII +DTII) ⊂ ker(BII). (21)Then the operator x 7→ V BII(DII + ∂Φ∗,−II )−1(−CIIV −1x) is well-dened,single-valued and Lipshitz ontinuous.Proof: The existene for any q ∈ IRpII+ of at least one solution of the variationalinequality
z = z(q) ∈ IRpII+ : 〈DIIz − q, v − z〉 + Φ∗,−II (v) − Φ
∗,−
II (z) ≥ 0, ∀v ∈ IRpII .follows from assumptions (18), (19), (20) and Corollary 3.6 in [2℄. Let
x1, x2 ∈ IRpII and set q1 = −CIIV −1x1, q2 = −CIIV −1x2, z1 = z(q1) and
z2 = z(q2). We have
〈DIIz1 − q1, v − z1〉 + Φ∗,−II (v) − Φ∗,−II (z1) ≥ 0, ∀v ∈ IRpII .and
〈DIIz2 − q2, v − z2〉 + Φ∗,−II (v) − Φ
∗,−
II (z2) ≥ 0, ∀v ∈ IRpIIfrom whih we dedue that
〈DII(z2 − z1), z2 − z1〉 ≤ 〈q2 − q1, z2 − z1〉. (22)Let H = ker(DII +DTII). We denote by PH the orthogonal projetor from IRpIIonto H and by PH⊥ the orthogonal projetor from IRpII onto the orthogonalspae H⊥ = R(DII +DTII). There exists a onstant c > 0 suh that
∀z ∈ IRpII : 〈DIIz, z〉 ≥ c||PH⊥z||2. (23)We know from (21) that qi = −CIIV −1x1 ∈ R(CII) ⊂ H⊥ = R(DII +DTII) sothat PH(qi) = 0 and PH⊥(qi) = qi (i = 1, 2). Thus
〈q2 − q1, z2 − z1〉 = 〈PH(q2 − q1), PH(z2 − z1)〉 + 〈PH⊥ (q2 − q1), PH⊥(z2 − z1)〉
= 〈q2 − q1, PH⊥ (z2 − z1)〉 ≤ ||q2 − q1|| ||PH⊥(z2 − z1)||
≤ ||CIIV −1|| ||x2 − x1|| ||PH⊥ (z2 − z1)||. (24)It results from (22), (23) and (24) that
||PH⊥ (z2 − z1)|| ≤
1
c
||CIIV −1|| ||x2 − x1||RR n° 7158
12 Brogliato & GoelevenThen realling that by assumption H⊥ ⊂ ker(BII), we get
||V BII(z2−z1)|| = ||V BII(PH⊥ (z2−z1))+V BII(PH(z2−z1))|| = ||V BII(PH⊥ (z2−z1))||
≤ 1
c
||V BII || ||CIIV −1|| ||x2 − x1||.This means that the operator x 7→ V BII(DII + ∂Φ∗,−II )−1(−CIIV −1x) is well-dened, single-valued and Lipshitz ontinuous. We now may state the next result as a orollary of Proposition 3.Corollary 1 Let DII be positive semidenite, and suppose that ΦII(·) = ΨK(·)for some losed onvex one K ⊂ IRpII . Then if Ko ∩ ker(DII + DTII) = {0}and R(CII ) ⊂ R(DII + DTII) ⊂ ker(BII), the operator x 7→ V BII(DII +
∂Φ∗,−II )
−1(−CIIV −1x) is well-dened, single-valued and Lipshitz ontinuous.
The proof relies on the fat that dom(ΨK) = K and Ψ∗K(·) = ΨKo(·). Notiethat in suh a ase one has the one omplementarity problem K ∋ yII(t) ⊥
λII(t) ∈ K∗ = −Ko. If DII is denite positive then Proposition 1 applies.3.1.3 Existene and uniqueness of solutionsLet us now state the well-posedness result relying on Kato's Theorem.Theorem 1 Suppose that Assumptions 1 - 4 hold. Then for any X0 ∈ Dom(∂ΞI)there exists a unique X ∈ C0(IR+; IRn) suh that X ′ ∈ L∞loc(IR+; IRn), X(·)right-dierentiable on IR+ and:
X(t) ∈ Dom(∂ΞI), (∀t ≥ 0), (25)
〈X ′(t) − V AV −1X(t) − ΛII(X(t)) − V f(t), v −X(t)〉
+ΞI(v) − ΞI(X(t)) ≥ 0, ∀v ∈ IRn, (a.e. t ≥ 0), (26)
X(0) = X0. (27)Proof: The mapping X 7→ −V AV −1X − ΛII(X) is Lipshitz ontinuous. Wemay then apply a version of Kato's Theorem (see Corollary 2.2 in [22℄) to guar-antee the existene and the uniqueness of the solution X(·) of problem (25-27).
Then for x0 ∈ V −1Dom(ΞI), the solution x(·) of the problemNSDS(A,B,C,D, ϕ1, ..., ϕp, f, x0)is uniquely dened by the formula:
x(t) = V −1X(t).It results that λII (ase pII ≥ 1) is uniquely dened by the formula




Multivalued Lur'e systems 13The uniqueness of y is then a onsequene of the formula:
y(t) = CV −1X(t) +Dλ(t) = CV −1X(t) +DIIλII(t).The uniqueness of λI (ase pI ≥ 1) is not in general guaranteed. However, if λ1Iand λ2I denote two solutions then neessarily
(∀t ≥ 0) : BIλ1I(t) = BIλ2I(t).It results that if rank{BI} = pI then the uniqueness of λI is also ensured.Remark 2 Let X = V x be given. We note that if pI ≥ 1 then X ∈ Dom(∂ΞI) ⇔
CIV
−1X ∈ Dom(∂ΦI) ⇔ CIx ∈ Dom(∂ΦI). If pI = 0 then X ∈ Dom(∂ΞI) ⇔
X ∈ IRn ⇔ x ∈ IRn.The ase pI = p is given in the following orollary. Here Λ ≡ 0 and we may set
(∀w ∈ IRn) : ΞI(w) = Ξ(w) := Φ(CV −1w).Assumption 4 is here useless and we obtain the result:Corollary 2 Let pI = p. Suppose that assumptions 1-3 hold. Then for any
X0 ∈ dom(Ξ) there exists a unique X ∈ C0(IR+; IRn) suh that X ′ ∈
L∞loc(IR+; IR
n), X(·) right-dierentiable on IR+ and:
X(t) ∈ Dom(∂Ξ), (∀t ≥ 0), (28)
〈X ′(t) − V AV −1X(t) − V f(t), v −X(t)〉
+Ξ(v) − Ξ(X(t)) ≥ 0, ∀v ∈ IRn, (a.e. t ≥ 0), (29)
X(0) = X0. (30)
Under the onditions of the Corollary it follows that for x0 ∈ IRn suh that
Cx0 ∈ Dom(∂Φ), the funtion



















x′(t) = Ax(t) +Bλ(t) + f(t) (a.e. t ≥ 0)
x(0) = x0
y(t) = Cx(t) (∀t ≥ 0)
λ(t) ∈ −∂Φ(y(t)) (∀t ≥ 0)Remark 3 The funtion y is uniquely dened by the formula y = Cx and if
rank(B) = p then λ is also uniquely dened by the formula Bλ = x′ −Ax− f .RR n° 7158
14 Brogliato & GoelevenLet us now state the ase pII = p. Then ΞI ≡ 0. Here Assumptions 2 and 3 areuseless and we obtain the following result:Corollary 3 Let pII = p. Suppose that assumptions 1 and 4 hold. Then for any
X0 ∈ IRn there exists a unique X ∈ C0(IR+; IRn) suh that X ′ ∈ L∞loc(IR+; IRn)and X(·) right-dierentiable on IR+ suh that:
X ′(t) −AX(t) −B(D + ∂Φ∗,−)−1(−CX(t)) − f(t) = 0 (a.e. t ≥ 0), (31)
X(0) = X0. (32)



















X ′(t) = AX(t) +Bλ(t) + f(t) (a.e. t ≥ 0)
X(0) = X0
y(t) = CX(t) +Dλ(t) (∀t ≥ 0)
λ(t) ∈ −∂Φ(y(t)) (∀t ≥ 0)Remark 4 If rank(B) = p then λ is uniquely dened by the formula Bλ =
X ′ −AX − f and y is then also uniquely dened by the formula y = CX +Dλ.Remark 5 If the operator (D + ∂Φ∗,−)−1 is single-valued (see Proposition1 and Proposition 2) then λ is uniquely dened by the formula λ = (D +
∂Φ∗,−)−1(−CX). Then y is also uniquely dened by the formula y = CX+Dλ.3.1.4 A physial exampleLet us onsider the eletrial system of Figure 2 that is omposed of two resistors
















































































Figure 2: Eletial iruit with apaitors, resistors and ideal diodes.The matries A, B, C and D are easily identied. Assumptions 1-4 are satis-ed as one may hek that Proposition 1 (or Proposition 2) and onsequentlyTheorem 1 apply. One has ϕII(·) = ψK(·) with K = IR+. It is noteworthythat one may onsider any other eletroni devies with urrent/voltage laws
v1 ∈ ∂ϕ2(i1) and −i3 ∈ ∂ϕ1(v2) provided the funtions ϕ1(·) and ϕ2(·) areproper, onvex lower semiontinuous. Doing so our framework enompasses lin-ear omplementarity systems and allows for a muh larger set of nonsmoothnonlinear harateristis of the eletroni devies, see [3℄ for some examples.3.2 Well-posedness by maximal monotoniityIt is noteworthy that the appliation of ondition (21) in Proposition 3 impliesthat the symmetri part of D has a large enough range. This is not the asewhenD is skew-symmetri (see a four-diode bridge full wave retier in Example4 in [2℄) or when its symmetri part has an orthogonal range to the range of
C (see a four-diode bridge wave retier in setion 14.2.1 in [1℄, despite theondition (20) may be satised). This motivates us to look for another path toshow the well-posedness of (2).3.2.1 The existene and uniqueness resultIn this setion we shall not make the assumption that D possesses a strutureas in (6), however a stronger assumption than Assumption 2 is made:Assumption 5. (i) There exists a matrix P = PT > 0 suh that PB = CT ,and (ii) D is positive semidenite.Using the same notations as in setion 3.1, one has λ ∈ −∂Φ(Cx + Dλ), and
Cx+Dλ ∈ −∂Φ∗,−(λ). Let us dene the operator λ 7→ Dλ+∂Φ∗,−(λ). In viewof the assumptions on Φ(·) and of Assumption 5, the operator (D · +∂Φ∗,−(·))is maximal monotone, being the sum of two maximal monotone operators withdom(D·) = IRp [30, Corollary 12.44℄. Now from [30, Exerise 12.8℄ it followsthat the inverse operator (D · +∂Φ∗,−)−1(·) is maximal monotone as well. It isnow easy to see that the Lur'e system in (2) may be rewritten equivalently as:
x′(t) ∈ Ax(t) +B(D · +∂Φ∗,−)−1(−Cx(t)) + f(t) (34)RR n° 7158
16 Brogliato & GoelevenLet R be the symmetri positive denite square root of P , i.e. R2 = P . Let usperform the state variable transformation z = −Rx. Using Assumption 5 thesystem in (34) may be rewritten as:
z′(t) ∈ RAR−1z(t) −R−1CT (D · +∂Φ∗,−)−1(CR−1z(t)) −Rf(t) (35)Sine R is symmetri it now follows from [30, Theorem 12.43℄ that the operator
z 7→ R−1CT (D·+∂Φ∗,−)−1(CR−1z) is maximal monotone, providedR(CR−1)∩rint(Dom((D · +∂Φ∗,−)−1)) 6= ∅.We now may state the following:Theorem 2 Let Assumptions 1 and 5 hold, and suppose thatR(CR−1)∩rint(Dom((D · +∂Φ∗,−)−1)) 6=
∅. Let also x0 ∈ IRn suh that −Cx0 ∈ Dom((D · +∂Φ∗,−)−1))(= R(D ·
+∂Φ∗,−)). Then the Lur'e system in (2) possesses a unique solution that isLipshitz ontinuous.Proof: The proof follows diretly from the above developments and the appli-ation of [6, Proposition 3℄ (see also [5, Proposition 4.3℄). It is noteworthy that sine R(D · +∂Φ∗,−) = Dom((D · +∂Φ∗,−)−1)) then theondition of the Theorem is equivalent to R(CR−1) ∩ rint(R(D · +∂Φ∗,−)) 6=
∅. It is also noteworthy that ontrary to setion 3.1 where the operator x 7→
V BII(DII + ∂Φ
∗,−
II )
−1(−CIIV −1x) is supposed (or shown) to be single-valued,here we allow for multivaluedness. Notie that there is no obstale to onsideroutputs y = Cx+Dλ+E with onstant E of appropriate dimension. Indeedthis does not prelude for the above reasoning to work beause onsideringomposition with ane mappings preserves also the maximal monotoniity [30,Theorem 12.43℄, provided the range intersetion ondition is still satised.Notie that if pI = 0 and if we rely on the results of setion 3.1, then weimpose that the operator (D ·+∂Φ∗,−)−1 is single-valued, whih is not the asein this setion where it is allowed to be multivalued.Remark 6 Assumption 5 (i) implies that the so-alled Markov parameter CB =
BTPB ≥ 0 and is symmetri. This is a relative degree ondition on the quadru-plet (A,B,C,D), in the sense that if D = 0 and p = 1 then CB > 0 and therelative degree is equal to one.3.2.2 A physial exampleLet us onsider the four-diode bridge wave retier in gure 3, with a apaitor






















0 0 0 0
]
λ(t)
0 ≤ y(t) ⊥ λ(t) ≥ 0
(36)INRIA






iRFigure 3: A 4-diode bridge wave retier.where x1 = vL, x2 = iL, λ = (−vDR1 − vDF2 iDF1 iDR2)T , y = (iDR1 iDF2 −
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λ (37)Notie that in this example one has n = 2 and p = 4. The matrix D is full rank,semi-denite positive. The relation PB = CT holds with P = ( C 0
0 p22
),
p22 > 0, where C > 0 is the apaitor parameter. One may hek that ondition(20) is satised, however (21) is not.As a seond example, let us onsider another diode-bridge that is taken from[2, Example 4℄. It is simply obtained from the iruit of gure 3 by droppingthe apaitor and the indutane outside the bridge, and adding a apaitor Cin parallel with the resistor inside the bridge. The state x is the voltage arossthe apaitor. We assume that eah diode has a urrent/voltage law of the form
Vk ∈ −∂ϕk(ik), k = 1, 2, 3, 4, for some onvex, proper lower semiontinuousfuntions ϕk(·). The dynamis of this iruit is given by:





























0 −1 0 0
1 0 1 −1
0 −1 0 0






(38)with y1 = VDR1, y2 = iDF2, y3 = VDF1, y4 = VDR2, and λ = (iDR1 VDF2 iDF1 iDR2)T .The matrix D has rank 2, it is positive semidenite sine it is skew symmetri.Assumption 5 is satised with P = C > 0. We may then hoose R = √C. OnehasR(CR−1) = α(1 0 1 0)T , α ∈ IR, andR(D) = {α(−1 0 −1 1)T +β(0 1 0 0)T ,
α ∈ IR, β ∈ IR}. The ondition of Theorem 2 is satised for a large range of fun-tions ϕi(·). This is the ase in the omplementarity framework if ϕi[·) = ψKi(·)with Ki = IR+: then ϕ∗i [·) = ψK◦i (·) where K◦i = IR− is the polar one to Ki.Remark 7 (Time-disretization) The impliit Euler time-stepping methodstudied in [5℄ an be used to disretize the Lur'e system under study. Under thestated assumptions the method may be shown to onverge, and to be of order 12or 1 (in the ase where ϕi(·) are the indiator funtions of losed onvex sets,RR n° 7158
18 Brogliato & Goeleveni.e. the omplementarity framework. Therefore our results permit to enompassthe results of [17℄, sine we do not assume the stability of the matrix A and wemay have p > n. Moreover we do not need that the matrix ( B
D +DT
) be fullolumn rank as in [17, 16℄. It is noteworthy that for suh types of nonsmothdynamial systems, event-driven methods [1℄ may fail to integrate the systemeven on arbitrarily small intervals of time, and time-stepping methods are theonly available methods.3.2.3 State observer designThis example illustrates how the foregoing results on well-posedness may beused for the design of asymptotially stable state observers for the Lur'e systemin (2). The state x and the multiplier λ are not available for feedbak. Themeasured output of (2) is supposed to possess the general form: z = Gx+ Fλ,




ξ′(t) = Aξ(t) +Bγ(t) + f(t) + L(z(t) −Gξ(t) − Fγ(t))
γ(t) ∈ −∂Φ(Cξ(t) +Dγ(t))




ξ′(t) = (A− LG)ξ(t) + (B − LF )γ(t) + LGx(t) + LFλ(t) + f(t)
γ(t) ∈ −∂Φ(Cξ(t) +Dγ(t))
(40)Let us make the following assumption:Assumption 6 The observed dynamis in (2) is well-posed, i.e. it possesses foreah admissible initial ondition a unique right-dierentiable ontinuous solutionwith bounded derivative, dened on [0,+∞).Starting from this assumption, we may onsider the term LGx(t)+LFλ(t)+
f(t) as an exogenous funtion of time for the observer dynamis, denoted as




ξ′(t) = (A− LG)ξ(t) + (B − LF )γ(t) + LGx(t) + LFλ(t) + f(t)
Cξ(t) +Dγ(t) ∈ −∂Φ∗,−(γ(t))




e′(t) = (A− LG)e(t) + (B − LF )(λ(t) − γ(t))
Ce(t) +D(λ(t) − γ(t)) ∈ −∂Φ∗,−(λ(t)) + ∂Φ∗,−(γ(t))
(42)INRIA
Multivalued Lur'e systems 19The proof of the asymptoti stability of (42) is similar to the proof of theorem4.4 in [8℄ and is omitted here.In [8, 9℄ it is assumed that D = 0, Φ(·) = ψK(·) for some losed onvex set





{x ∈ IRn : CIx ∈ Dom(∂ΦI)} if pI ≥ 1
R
n if pI = 0.Then, for x0 ∈ X0, problem NSDS(A,B,C,D, 0, ϕ1, ..., ϕp, x0) has a uniquesolution


















(a.e. t ≥ 0) : x′(t) = Ax(t) +Bλ(t)
x(0) = x0
(∀t ≥ 0) : y(t) = Cx(t) +Dλ(t)
(∀t ≥ 0) : y(t) ∈ −∂Φ∗,−(λ(t))
(43)and is denoted as the system (A,B,C,D,Φ∗,−). Let us state the following:Assumption 7 The initial data satisfy:
0 ∈ X0 and ΛII(0) ∈ ∂ΞI(0).Let us reall that the system in (43) may be written equivalently as the varia-tional inequality:
〈X ′(t) − V AV −1X(t) − ΛII(X(t)), v −X(t)〉
+ΞI(v) − ΞI(X(t)) ≥ 0, ∀v ∈ IRn, (44)with
(∀t ≥ 0) : X(t) = V x(t).We see that Assumption 7 ensures that
(∀t ≥ 0) : x(t; 0) = 0.In this setion, we suppose that the Lur'e system is well-posed, i.e. As-sumptions 1 through 4 or Assumptions 1 and 5 hold. We also suppose thatAssumption 7 holds.RR n° 7158
20 Brogliato & Goeleven4.1 Dissipativity and stability resultsWe may now examine the question of stability of this last trivial solution. Forthis we shall rely on the property of dissipativity of dynamial systems, whihplays a entral role in ontrol and feedbak systems theory [12℄. Let us rstintrodue several denitions of dissipative systems.Denition 1 One says that the system (A,B,C,D) is passive provided thatthere exists a symmetri and positive denite matrix P ∈ IRn×n suh that thematrix
Q =
(
ATP + PA PB − CT
BTP − C −(D +DT )

















dtfor any t1, t0, t1 ≥ t0, see for instane Chapter 3 in [12℄. One may alsodene the passivity with a positive semidenite P . Then if the pair (C,A) isobservable it follows that the solutions of the LMI Q ≤ 0 are full-rank, hene Pis positive denite [18℄. .Denition 2 One says that the system (A,B,C,D) is stritly passive providedthat there exists a symmetri and positive denite matrix P ∈ IRn×n and a real
ε > 0 suh that
Q =
(
ATP + PA+ εP PB − CT
BTP − C −(D +DT )
) (46)is negative semidenite.These two well-known denitions are now slightly extended to ope with themultivalued Lur'e systems we are dealing with.Denition 3 One says that the system (A,B,C,D,Φ∗,−) is passive providedthat there exists a symmetri and positive denite matrix P ∈ IRn×n suh that
(∀x ∈ IRn, z ∈ IRp) : 〈PAx, x〉+〈(PB−CT )z, x〉−〈Dz, z〉+Φ∗,−(0)−Φ∗,−(z) ≤ 0.Denition 4 One says that the system (A,B,C,D,Φ∗,−) is stritly passiveprovided that there exists a symmetri and positive denite matrix P ∈ IRn×nand a real ε > 0 suh that
(∀x ∈ IRn, z ∈ IRp) : 〈PAx+ 1
2
εPx, x〉 + 〈(PB − CT )z, x〉 − 〈Dz, z〉
+Φ∗,−(0) − Φ∗,−(z) ≤ 0.Let us note that (A,B,C,D,Φ∗,−) is stritly passive if and only if there exists
ε > 0 suh that (A+ 12εI,B,C,D,Φ∗,−) is passive. INRIA
Multivalued Lur'e systems 21Proposition 4 If the system (A,B,C,D) is passive and
(∀z ∈ IRp) : Φ∗,−(z) ≥ Φ∗,−(0)then the system (A,B,C,D,Φ∗,−) is passive.Proof: See the proof of Proposition 5 with ε = 0. 
Proposition 5 If the system (A,B,C,D) is stritly passive and
(∀z ∈ IRp) : Φ∗,−(z) ≥ Φ∗,−(0)then the system (A,B,C,D,Φ∗,−) is stritly passive.Proof: Indeed,
〈PAx + 1
2






〈[(PB−CT )+(BTP−C)]z, x〉− 1
2
〈(D+DT )z, z〉










+ Φ∗,−(0) − Φ∗,−(z)and the result holds. Theorem 3 1) If the system (A,B,C,D,Φ∗,−) is passive then there exists aonstant C > 0 suh that for eah x0 ∈ X0:
(∀t ≥ 0) : ||x(t;x0)|| ≤ C||x0||.2) If the system (A,B,C,D,Φ∗,−) is stritly passive then there exist onstants
C > 0 and α > 0 suh that for eah x0 ∈ X0:
(∀t ≥ 0) : ||x(t;x0)|| ≤ C||x0||e−αt.Proof: Let x0 ∈ X0 be given. We set (∀t ≥ 0) : x(t) = x(t;x0). Let us rstprove part 2) of the theorem. We have :
x′(t) = Ax(t) +Bλ(t) =⇒ Px′(t) = PAx(t) + PBλ(t)
=⇒ 〈Px′(t), x(t)〉 = 〈PAx(t), x(t)〉 + 〈(PB − CT )λ(t), x(t)〉 + 〈CTλ(t), x(t)〉.The matrix P is symmetri and positive denite and thus : (∀x ∈ IRn) :
〈Px, x〉 ≥ λ1(P )||x||2 where λ1(P ) > 0 is the smallest eigenvalue of the ma-trix P . We have




〈Px(t), x(t)〉RR n° 7158
22 Brogliato & GoelevenWe have also (∀t ≥ 0):
y(t) ∈ −∂Φ∗,−(λ(t)) =⇒ Cx(t) +Dλ(t) ∈ −∂Φ∗,−(λ(t))
=⇒ 〈Cx(t) +Dλ(t), v − λ(t)〉 + Φ∗,−(v) − Φ∗,−(λ(t)) ≥ 0, ∀v ∈ IRp .Thus (∀t ≥ 0):
−〈Cx(t), λ(t)〉 − 〈Dλ(t), λ(t)〉 + Φ∗,−(0) − Φ∗,−(λ(t)) ≥ 0and thus (∀t ≥ 0)
〈x(t), CT λ(t)〉 ≤ −〈Dλ(t), λ(t)〉 + Φ∗,−(0) − Φ∗,−(λ(t)).It results that (∀t ≥ 0):
d
dt
〈Px(t), x(t)〉 = 2
[











εx(t), x(t)〉 + 〈(PB − CT )λ(t), x(t)〉
]
− 2〈Dλ(t), λ(t)〉
+2Φ∗,−(0) − 2Φ∗,−(λ(t)) − ε〈Px(t), x(t)〉
≤ −〈εPx(t), x(t)〉 ≤ −ελ1(P )||x(t)||2.Thus









||x(s)||2ds.It results from the Gronwall's lemma that










,we have proved that
(∀t ≥ 0) : ||x(t)|| ≤ C‖|x0‖|e−αtThe proof of part 1) of the theorem is obtained as above by setting ε = 0. Remark 8 i) If the system (A,B,C,D,Φ∗,−) is passive then for eah ǫ > 0,there exists δ > 0 suh that
(x0 ∈ X0, ||x0|| ≤ δ) ⇒ (∀t ≥ 0) : ||x(t;x0)|| ≤ ǫ.This relation ensures the stability of the trivial solution.ii) If the system (A,B,C,D,Φ∗,−) is stritly passive then the trivial solution isstable and
(x0 ∈ X0) =⇒ lim
t→+∞
||x(t;x0)|| = 0.This last relation ensures the global attrativity of the trivial solution. INRIA
Multivalued Lur'e systems 234.2 An impliation of dissipativitySuppose that the linear matrix inequality (LMI) in (45) is satised for some
P = PT > 0, and that D has the form in (6). Then using for instane the Shuromplement Lemmas A.64 and A.65 in [12℄ it may be dedued that D+DT ≥ 0and that PBI = CTI while
Q =
(
ATP + PA PBII − CTII
(BII)TP − CII −(DII +DTII)
)
≤ 0.Therefore (12) holds with W 2 = P . The appliation of the well-posednessresults (and in partiular whether Assumption 4 holds or not) then depends onwhether the onditions of Propositions 1, 2 or 3 hold.When the matrix D is skew symmetri with pII = p (see for instane (38))then D +DT = 0 and one may again use Lemma A.64 in [12℄ to dedue thatAssumption 5 (i) holds.4.3 CommentsThe existene and uniqueness results, as well as the stability, are foused on thestate x(·). The multiplier λ(·) is not onsidered. In pratie however λ maybe a vetor that ontains physial variables (see setion 3.1.4 and 3.2.2 withthe iruits where λ ontains voltages and urrents). It may then be betterto onsider the whole vetor ( x
λ
) into the well-posedness and the stabilityanalysis. This is outside the sope of the present work, anyway.5 Invariane resultsIn this setion it is shown that the Krasovskii-LaSalle invariane prinipleextends to the autonomous multivalued Lur'e system under study (43). Therst theorem onerns the ontinuity of the solutions with respet to the initialondition. We suppose that the Lur'e system is well-posed, i.e. Assumptions 1through 4 or Assumptions 1 and 5 hold. We also suppose that Assumption 7holds all through this setion.Theorem 4 If the system (A,B,C,D) is passive then for eah t ≥ 0, the fun-tion
x(t; .) : X0 → IRn;x0 7→ x(t;x0)is Lipshitz ontinuous.Proof: Let x01, x02 ∈ X0 be given and set
(∀t ≥ 0) : x1(t) = x(t;x01), x2(t) = x(t;x02).Let also λ1(t) and λ2(t) be suh that:
Cx1(t) +Dλ1(t) ∈ −∂Φ∗,−(λ1(t))and
Cx2(t) +Dλ2(t) ∈ −∂Φ∗,−(λ2(t))RR n° 7158
24 Brogliato & GoelevenWe have
〈P (x′1(t) − x′2(t)), x1(t) − x2(t)〉 =
〈PA(x1(t) − x2(t)), x1(t) − x2(t)〉 + 〈PB(λ1(t) − λ2(t)), x1(t) − x2(t)〉.Thus
d
dt
〈P (x1 − x2)(t), (x1 − x2)(t)〉 = 2[〈PA(x1(t) − x2(t)), x1(t) − x2(t)〉
+〈(PB −CT )(λ1(t)− λ2(t)), x1(t)− x2(t)〉+ 〈CT (λ1(t)− λ2(t)), x1(t)− x2(t)〉]We have
〈Cx1(t) +Dλ1(t), v − λ1(t)〉 + Φ∗,−(v) − Φ∗,−(λ1(t))〉 ≥ 0, ∀v ∈ IRp .and
〈Cx2(t) +Dλ2(t), v − λ2(t)〉 + Φ∗,−(v) − Φ∗,−(λ2(t)) ≥ 0, ∀v ∈ IRp .It results that
〈Cx1(t) +Dλ1(t), λ2(t) − λ1(t)〉 + Φ∗,−(λ2(t)) − Φ∗,−(λ1(t)) ≥ 0and
〈Cx2(t) +Dλ2(t), λ1(t) − λ2(t)〉 + Φ∗,−(λ1(t)) − Φ∗,−(λ2(t))〉 ≥ 0,from whih we dedue that
〈C(x2(t) − x1(t)), λ2(t) − λ1(t)〉 ≤ −〈D(λ2(t) − λ1(t)), λ2(t) − λ1(t)〉.Thus
d
dt
〈P (x1 − x2)(t), (x1 − x2)(t)〉 ≤ 2[〈PA(x1(t) − x2(t)), x1(t) − x2(t)〉
+〈(PB−CT )(λ1(t)−λ2(t)), x1(t)−x2(t)〉−〈D(λ1(t)−λ2(t)), λ1(t)−λ2(t)〉] ≤ 0.Therefore
〈P (x1(t) − x2(t)), x1(t) − x2(t)〉 ≤ 〈P (x01 − x02), x01 − x02〉and





For x0 ∈ X0, we denote by γ(x0) the orbit
γ(x0) := {x(τ ;x0); τ ≥ 0},and by Λ(x0) the limit set
Λ(x0) := {z ∈ IRn : ∃{τi} ⊂ [0,+∞); τi → +∞ and x(τi;x0) → z}. INRIA
Multivalued Lur'e systems 25We say that a set D ⊂ X0 is invariant provided that
x0 ∈ D ⇒ γ(x0) ⊂ D.We also denote by d(s,M) the distane from a point s ∈ IRn to a set M ⊂ IRn,that is d(s,M) := infm∈M ‖s−m‖.Taking advantage of the ontinuity property with respet to the initial onditionswe may state the following:Proposition 6 Assume that the system (A,B,C,D) is passive. Let x0 ∈ X0 begiven. The set Λ(x0) is invariant.Proof: Let z ∈ Λ(x0) be given. There exists {τi} ⊂ [0,+∞) suh that τi → +∞and x(τi;x0) → z. Let τ ≥ 0 be given. Using Theorem 4, we obtain x(τ ; z) =
limi→∞ x(τ ;x(τi;x0)). Then remarking that x(τ ;x(τi;x0)) = x(τ + τi;x0), weget x(τ ; z) = limi→∞ x(τ+τi;x0). Thus setting wi := τ+τi, we see that wi ≥ 0,
wi → +∞ and x(wi;x0) → x(τ ; z). It results that x(τ ; z) ∈ Λ(x0).Finally the result of the next lemma will be used in the invariane theorem:Lemma 1 Assume that the system (A,B,C,D) is passive. We set
(∀x ∈ IRn) : V (x) = 〈Px, x〉.Let x0 ∈ X0 be given. There exists a onstant k ∈ IR suh that
(∀x ∈ Λ(x0)) : V (x) = k.Proof: Let us set (∀t ≥ 0), x(t) = x(t;x0) and V ∗(t) = V (x(t)). As it has beenheked in the proof of Theorem 3, we have
(∀t ≥ 0) : dV
∗
dt
(t) = 2〈Px′(t), x(t)〉 ≤ 0.It follows that V ∗(·) is dereasing on [0,+∞[. Moreover V ∗(·) is bounded frombelow (by 0) on [0,+∞[. It results that
lim
τ→+∞
V (x(τ ;x0)) = kfor some k ∈ IR. Let y ∈ Λ(x0) be given. There exists {τi} ⊂ [0,+∞) suh that
τi → +∞ and x(τi;x0) → y. By ontinuity
lim
i→+∞
V (x(τi;x0)) = V (y).Therefore V (y) = k. Here y has been hosen arbitrary in Λ(x0) and thus
(∀y ∈ Λ(x0)) : V (y) = k.The invariane theorem for autonomous passive multivalued Lur'e systems(2) an now be stated:RR n° 7158
26 Brogliato & GoelevenTheorem 5 (Invariane Theorem) Assume that the system (A,B,C,D) is pas-sive. Assume also that:
(∀x ∈ IRp, x 6= 0) : Φ∗,−(x) > Φ∗,−(0).Let M be the largest invariant subset of
E = {z ∈ IRn : 〈PAz, z〉 = 0}.Then for eah x0 ∈ X0, the orbit γ(x0) is bounded and
lim
τ→+∞
d(x(τ ;x0),M) = 0.Proof: Here (A,B,C,D,Φ∗,−) is passive sine (A,B,C,D) is passive and (∀x ∈IRp) : Φ∗,−(x) ≥ Φ∗,−(0) (see Proposition 4). The set γ(x0) is thus bounded(see Theorem 3) and following standard arguments (see Remark 3.1 iii) and iv)in [4℄), we dedue that Λ(x0) is nonempty and
lim
τ→+∞
d(x(τ ;x0),Λ(x0)) = 0.Let us now hek that Λ(x0) ⊂ E. From Lemma 1, there exists k ∈ IR suh that
(∀x ∈ Λ(x0)) : V (x) = k.Let z ∈ Λ(x0) be given. Using Proposition 6, we see that (∀t ≥ 0) : x(t; z) ∈
Λ(x0) and thus
(∀t ≥ 0) : V (x(t; z)) = k.Thus
d
dt
V (x(t; z)) = 0, a.e. t ≥ 0. (47)It results that for a.e. t ≥ 0:
〈PAx(t; z), x(t; z)〉 + 〈PBλ(t; z), x(t; z)〉 = 0with
Cx(t; z) +Dλ(t; z) ∈ −∂Φ∗,−(λ(t; z)).Thus
0 = 〈PAx(t; z), x(t; z)〉 + 〈(PB − CT )λ(t), x(t; z)〉 + 〈CTλ(t; z), x(t; z)〉
≤ 〈PAx(t; z), x(t; z)〉 + 〈(PB − CT )λ(t; z), x(t; z)〉]
−〈Dλ(t; z), λ(t; z)〉 + Φ∗,−(0) − Φ∗,−(λ(t; z)) ≤ Φ∗,−(0) − Φ∗,−(λ(t; z)) ≤ 0.It results that for a.e. t ≥ 0:
Φ∗,−(λ(t; z)) = Φ∗,−(0).and then
λ(t; z) = 0. INRIA
Multivalued Lur'e systems 27It results that for a.e. t ≥ 0 and by ontinuity for all t ≥ 0:
〈PAx(t; z), x(t; z)〉 = 0Taking the limit as t→ 0, we obtain
〈PAz, z〉 = 0It results that z ∈ E. Finally Λ(x0) ⊂ M sine Λ(x0) ⊂ E and Λ(x0) isinvariant.
Remark 9 Denoting by S the set of stationary solutions of our problem, i.e.
S = {z ∈ IRn : Az +Bλ = 0; Cz +Dλ ∈ −∂Φ∗,−(λ)}.It is lear that S is invariant and we hek easily that the assumptions of The-orem 5 imply that
S ⊂ E.Then if we an prove that S is the largest invariant subset of E then we mayassert that for any x0 ∈ X0, limτ→+∞ d(x(τ ;x0),S) = 0.Remark 10 (Feedbak system) In the ase y = Cx +Dλ+ Fu and f(t) =
Eu(t), where u(·) is some m-dimensional ontrol input, then the study of thispaper may be used to analyze feedbak ontrollers of the form u = Sx+Gλ. Itsues to replae (A,B,C,D) by (A + ES,B + EG,C + FS,D + FG) in theanalysis. For instane the ondition (i) of Assumption 5 an be formulated asthe problem:P1: Find P = PT > 0, P ∈ IRn×n, and S ∈ IRm×n, G ∈ IRm×p suh that
P (B + EG) = (C + FS)T .The feedbak stabilization (resp. asymptoti stabilization) issue via dissipativity(Proposition 4 or 5 and Theorem 3) may then take the form of the nonlinearmatrix inequality problem:P2: Find P = PT > 0, P ∈ IRn×n, S ∈ IRm×n, and G ∈ IRm×p suh that


(A+ ES)TP + P (A+ ES) P (B + EG) − (C + FS)T
(B + EG)TP − (C + FS) −(D + FG) − (D + FG)T

 ≤ 0 (resp. < 0)(48)This problem redues, if Problem P1 is solved with some P , to nd S and Gsuh that (A + ES)TP + P (A + ES) ≤ 0 and −(D + FG) − (D + FG)T ≤ 0.The fat that the nonlinear matrix inequality (48) possesses a solution relies oninvertibility and minimum phase properties of the quadruple (A,E,C, F ) [12,Proposition 5.39℄.RR n° 7158
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k nonlinear-ity is studied. A non zero feedthrough matrix is onsidered in the linear part.After some suitable transformations the system is proved to be, under ertainonditions on the feedthrough matrix, well-posed using an extension of Kato'stheorem. Another path to show the existene and uniqueness of solutions isbased on maximal monotone operators, using a suitable state variable hange.Stability properties related to dissipativity are studied and an extension of theKrasovskii-LaSalle invariane priniple is proposed. Appli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ewise-linear ele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