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Abstract
Energy bands formed by rotation-vibrational states of molecules in the pres-
ence of symmetry and their qualitative modications under variation of some
control parameters are studied within the semi-quantum model. Rotational
variables are treated as classical whereas a nite set of vibrational states
is considered as quantum. In the two-state approximation the system is de-
scribed in terms of a ber bundle with the base space being a two-dimensional
sphere, the classical phase space for rotational variables. Generically this
rank two complex vector bundle can be decomposed into two complex line
bundles characterized by topological invariant, rst Chern class. General
method of explicit calculation of Chern classes and of their possible modi-
cations under variation of control parameters in the presence of symmetry
is suggested. The construction of iso-Chern diagrams which split the space
of control parameters into connected domains with xed Chern numbers is
suggested. Detailed analysis of rovibrational model Hamiltonian for D3 in-
variant molecule possessing two vibrational states transforming according to
two-dimensional irreducible representation is done to illustrate non-trivial
restrictions imposed by symmetry on possible values of Chern classes.
Keywords: energy bands, ber bundle, Chern class, molecules
1. INTRODUCTION
Qualitative understanding of many physical phenomena is based on the
construction of a model associated with topological and symmetry notions
[45, 44, 27]. The interrelation between physical and mathematical ideas here
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is so important that many new mathematical ideas are tightly related to
preliminary physical constructions [9]. The most intensive such collaboration
between mathematicians and physicists is in the eld of high-energy and
solid state physics. Description of nite particle quantum systems (atoms
and molecules) is often considered as being more related to the domain of
direct extensive numerical calculation based on the study of multi-particle
Schrodinger equation. Nevertheless, it turns out that many sophisticated
mathematical constructions are extremely adequate for the description of
qualitative features of simple isolated quantum systems. [22, 33, 16, 11].
In some way the nite particle systems have even certain advantage from
the point of view of the verication of adequacy of mathematical models
due to a large amount of very detailed information about energy spectra
of nite quantum systems and their variation as a function of some control
parameters, whereas many mathematical applications to high-energy physics,
gravitation, cosmology and so on either could not be veried experimentally
at present, or can be compared with a very restrictive set of experimental
data.
In this paper we discuss qualitative aspects related to such well known
molecular notion as energy bands and their rearrangement from the point of
view of vector bundles, their characteristic classes (Chern classes), associated
topological quantum numbers and especially from the point of view of sym-
metry and its consequences on the possible values of topological quantum
numbers and their modications.
The relevance of Chern numbers to the notion of reorganization of energy
bands in molecules was initially suggested in [35], where the reorganization
of energy bands was related to the modications of the Chern number as-
sociated with corresponding singularity. This initial paper was inspired by
the manifestation of the \diabolic type" singularities in the adiabatic study
of the evolution of quantum systems and appearance of geometrical Berry
phase [17]. Further studies of essentially the same model [13, 14, 15] allowed
to formulate more concrete relation between Chern numbers and the num-
bers of states in the bands. Moreover, the extension of the model to purely
classical treatment reveals an interesting relation [40, 18] between redistri-
bution of bands (accompanied by Chern number variation) and Hamiltonian
monodromy phenomenon [30, 10, 8]. This correspondence in its turn stim-
ulated further generalizations of the Hamiltonian monodromy to fractional
monodromy phenomenon [32, 31, 20] which is ultimately related to specic
symmetry of the problem.
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From the physical point of view the most spectacular appearance of the
Chern numbers is related to the description of the quantum Hall eect [3].
Here the topological origin of Chern numbers is responsible for an appearance
of plateau of conductivity and for its persistence even in presence of pertur-
bations naturally existing for real materials. It was noted that appearance
of nontrivial Chern numbers for quantum Hall eect is related to breaking of
time reversal invariance. For time reversal invariant systems new interesting
topological phenomena are the Quantum Spin Hall Eect and Topological
insulators [25, 29]. Further attempt to classify topological phases is based
on the construction of \periodic table" taking into account the topology and
symmetry of the emergent phases [26]. One of the simplest cases is the Z2
topological invariant appearing for specic phases of topological insulators.
From the mathematical point of view the problem of description of quan-
tum Hall eect by Chern numbers is the description of stratication of the set
of eigenvalues and eigenfunctions of a family of Hermitian matrices [2, 1, 33].
Alternatively it is possible to study the singularities appearing in families of
dynamical systems depending on some control parameters. In any approach
the presence or absence of symmetry strongly modify the results because the
notion of generic system itself depends on symmetry restrictions imposed on
the problem. Instead of trying to develop general equivariant formalism we
study in this article several concrete examples possessing dierent symmetry.
We work below within the model inspired largely by the molecular physics
which assumes generically the existence of certain limiting cases consisting
in splitting of dynamical variables (or equivalently classical motions) in sev-
eral types (electronic, vibrational and rotational) which can be relatively
well characterized by dierent scale of corresponding energy excitations, or
characteristic times. In majority of systems due to rovibronic (rotational-
vibrational-electronic) coupling the reorganization of energy levels and cor-
responding eigenfunctions takes place which does not allow a simple splitting
of quantum energy levels and even the associated classical motions into ro-
tational, vibrational and electronic ones [19, 23, 21].
At the same time very often the coupling of dierent degrees of freedom
results after a short transition region in appearance of a new set of approx-
imate integrals of motion, which allows to see again an almost regular type
of motion in classical mechanics with another set of approximate integrals
of motion. In quantum mechanics this corresponds to formation of another
system of energy levels classied by a new set of approximate but good quan-
tum numbers. Restructuring the set of energy levels under the variation of
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some control parameters is precisely the qualitative phenomenon which we
addressed in this paper from both topological and symmetry point of view.
We start in section 2 by introducing the notion of bands and their rear-
rangements. The adiabatic separation of variables into slow and fast ones and
the assignment of respective variables for classical and quantum descriptions
of motions suggests us to introduce a semi-quantum model whose Hamilto-
nian is a matrix-valued function dened on the manifold associated with the
classical variables. The rearrangement of bands may be linked with topolog-
ical change in bundle structure associated with the Hamiltonian depending
on control parameters.
By using very simple model of two angular momentum coupling in the
presence of continuous SO(2) symmetry, several concrete examples of exactly
solvable quantum problems showing redistribution phenomenon are treated
in section 3. For generality, the SO(2) action on two angular momenta is
weighted.
Systematic construction of semi-quantum model within coherent state
approach is discussed in section 4.
The formalism of bre bundles and the basic approach of Chern number
calculation used further in this article is described in section 5. A key to
constructing a complex line bundle associated with a non-degenerate eigen-
value, called an eigen-line bundle in this article, is the exceptional point which
is a singularity for normalization of the eigenvector concerned. Evaluation
of the Chern numbers results in the calculation of a quantity assigned to
the exceptional points. Two methods are presented for the evaluation of
Chern numbers, one of which is a winding number method, and the other a
linearization approach to winding numbers.
The notion of iso-Cherm diagram is introduced and discussed in section 6.
It will be shown that elementary transformation of the Hamiltonian results
either in the invariance of the Chern number or in a change in the sign of it.
This observation works well in making out the iso-Chern diagram.
Some generalities about construction of eective rotation-vibration Hamil-
tonians in terms of irreducible tensors in the presence of symmetry are sum-
marized in section 7, and applied to the construction of SO(2) and D3 in-
variant Hamiltonian models.
In section 8, the evaluation of Chern numbers for the SO(2) model is made
through the direct calculation of winding numbers for exceptional points.
Finally in section 9 we discuss in details the application of the developped
approach to the analysis of D3 invariant rotation-vibration Hamiltonian for
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two vibrational states belonging to irreducible two dimensional representa-
tion of D3 group. The Hamiltonian which is also invariant with respect to
time reversal is written in the form of polynomial expansion in rotational
tensors and depends on four control parameters. Complete iso-Chern dia-
gram is constructed for this example. Detailed calculation of Chern numbers
are given in the appendix. The linearization approach is used to calculate
the winding numbers.
Section 10 discusses shortly possible generalizations of our approach.
2. Notion of bands and their rearrangement
Let us start by introducing the energy bands on very simple example
of coupling of two angular momenta. Let N and S denote two operators
acting each on irreducible nite dimensional vector space VN and VS whose
dimensions are dimVN = 2N + 1 and dimVS = 2S + 1, where N;S are
nonnegative integers or half integers. The total space of the problem is the
tensor product VN 
 VS, which generally could be reducible. The operators
acting on that space can be constructed in terms of S 
 1 and 1 
 N
operators.
Instead of looking at the total space we can try to introduce an additional
classifying operator which split the total space into irreducible subspaces. If
the classifying operator commutes with the Hamiltonian of the dynamical
system under study, it plays the role of an integral of motion and enables us
to split rigorously the total space into subspaces, corresponding to dierent
eigenvalues of the classifying operator.
What kind of classifying operator is interesting depends on the form of
the Hamiltonian dened on this total space by the concrete dynamical sys-
tem. The operator Sz or Sz 
 1 can be chosen as a classifying operator, for
example. It naturally splits the total space into subspaces with xed value
of Sz operator. Each such subspace has the dimension 2N + 1 coinciding
with the dimension of the space VN . In a similar way it is possible to use the
operator Jz = Sz
1+1
Nz as a classifying operator. Subspaces associated
with dierent values of Jz have dierent numbers of states. Another natural
classication operator is N 
 S. This operator splits the total space into
irreducible subspaces, given by standard Clebsch-Gordan decomposition of
the product of two irreps of SU(2) group. Note that in the case of N  S
the number of irreducible subspaces for Sz and N 
 S operators are ex-
actly the same, but the dimensions of subspaces are quite dierent for two
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decompositions.
If the Hamiltonian dening dynamical system on the total space com-
mutes with a classifying operator, the whole number of eigenstates of the
Hamiltonian can be split into irreducible subspaces which are the invariant
subspaces of the classifying operator. From the physical point of view such
splitting is often named a band structure. The origin of such terminology
becomes especially clear in a limiting situation when all the eigenvalues of
the Hamiltonian corresponding to the same eigenvalue of the classifying op-
erator are very close in value (their energy) being at the same time quite
distant from energy eigenvalues corresponding to another eigenvalue of the
classifying operator. Energy eigenstates corresponding to each irreducible
subspace of classifying operator form an \energy band".
From the physical point of view there is a quite important and interesting
question: Is it possible to generalize the notion of bands to slightly perturbed
(deformed) systems, when the classifying operator does not commute exactly
with the Hamiltonian. And even more interesting: Is it possible to describe
and to characterize the reorganization of bands which can be easily imag-
ined by constructing a parameter dependent family of Hamiltonians having
at dierent limits the Hamiltonians commuting with dierent classifying op-
erators, giving the decomposition into dierent systems of bands.
One of the possibility to realize such a construction is based on the adia-
batic separation of variables responsible for an intra-band structure (so called
slow motion) and inter-band structure (fast motion). After using classical
variables for slow motion and quantum description for fast motion, we obtain
so called a semi-quantum model [38, 40, 14, 47], where the classical phase
space for slow variables can be considered as a base space for a vector bundle,
whose bers are quantum eigenfunctions associated to each point of the clas-
sical phase space. The Hamiltonian in this model is a matrix valued function
dened over the classical limit manifold, the classical phase space for \slow"
classical variables. The rank of the vector bundle is the number of quantum
states taken into account in the model.
The situation becomes simple in the case of a ber bundles over a base
space being classical phase space for a one-degree-of-freedom system. If the
energy surface associated with each quantum eigenfunction and considered as
a function over the classical phase space is isolated as a whole, i.e., possesses
no degeneracy points with another energy surface, the ber bundle can be
decomposed into line bundles. The topology of each bundle with complex
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line bers can be topologically characterized by the corresponding rst Chern
class. Now, if we deform the problem in such a way that the classifying opera-
tor does not commute with the Hamiltonian, the topology of each line bundle
cannot change as long as energy surfaces remain isolated. The only possibil-
ity for qualitative modications of bands can appear along with formation of
degeneracy points between dierent energy surfaces. Such degeneracy points
do not appear for a generic bundle over base space of real dimension 2, be-
cause the real codimension of degeneracy is three [2]. At the same time the
one-parameter family of Hamiltonians have generically isolated degeneracies
which can result in qualitative modications of bands. Type of degeneracy
and corresponding modications of bands depends strongly on symmetry of
the problem or more exactly on the action of the symmetry group of the
problem on classical phase space variables and on quantum states taken into
account. In spite of a large variety of dierent symmetry groups and their
dierent possible actions on classical and quantum variables we try in this
paper to describe some generic type of behavior for a semi-quantum model
and to compare it with completely quantum description of possible splitting
of the whole system of energy levels into bands and possible rearrangements
of bands.
3. Preliminary analysis of model examples
The simplest family of Hamiltonians describing coupling of two angular
momenta is given by the operator
H1:1(t) = (1  t)1
 Sz + t N 
 S; 0  t  1; (1)
which admits the existence of additional integral of motion due to presence of
axial symmetry whose action on N and S variables is diagonal. This family
of operators is studied from dierent points of view in [35, 40, 18, 13, 14].
In spite of the fact that Jz = 1 
 Sz + Nz 
 1 operator is the integral of
motion for any values of parameter t two other classifying operators are more
appropriate to describe the system of bands. At t close to zero the operator
1 
 Sz is used whereas for t close to 1 the operator N 
 S is a natural
candidate. The rearrangement between these two band systems takes place
at t  1=2 [40, 13].
3.1. A 1 : 2 resonance model
Another family of operators constructed with angular momenta is de-
signed to model on the compact phase space the 1 : 2 and 1 : ( 2) resonance
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situations widely studied for linear oscillators [7, 31]. We take the Hamilto-
nian of the form
H1:2(t) = (1  t) 1
 Sz + t
 
Nz 
 Sz +N2  
 S+ +N2+ 
 S 

; 0  t  1; (2)
essentially corresponding to that studied in [20]. This family again has an
integral of motion related to the U(1) or SO(2) action on S and N vari-
ables but now this action is weighted (has dierent weights). We study the
implications of symmetry group actions on the redistribution phenomenon
with the simple example of model (2).
In analogy to the analysis of model (1) [35, 40, 13] showing the redistribu-
tion of only one energy level between two bands under variation of the control
parameter t, we study the model Hamiltonian (2) within purely quantum ap-
proach by imposing S = 1=2 and N = 1. The total space is spanned by six
states which we choose to be eigenstates of 1
Sz and Nz
1 operators. One
can check that the operator
Jz = 2(1
 Sz) +Nz 
 1 (3)
commute with the Hamiltonian (2) and we can immediately block diagonalize
the Hamiltonian by going to eigenspaces of Jz. Fortunately, for S = 1=2 and
N = 1 there are ve dierent subspaces corresponding to dierent eigenvalues
of Jz = 2; 1; 0; 1; 2. Only Jz = 0 subspace has dimension two. All others
are one-dimensional. We denote the basis states by
jJz = 2;Nz = 1; Sz = +i; (4a)
jJz = 1;Nz = 0; Sz = +i; (4b)
jJz = 0;Nz =  1; Sz = +i; jJz = 0;Nz = 1; Sz =  i; (4c)
jJz =  1;Nz = 0; Sz =  i; (4d)
jJz =  2;Nz =  1; Sz =  i: (4e)
The eigenvalues exhibit the following behavior as a function of t: Four of
six eigenvalues are obtained directly as











E(Jz =  1) =t  1
2
; (5c)




















































































Figure 1: Redistribution of energy levels for model 2 in the case of N = 1.
The other two eigenvalues corresponding to the subspace with Jz = 0 should
be obtained by diagonalizing the 22 matrix with matrix elements h1=2jS+j 












and its eigenvalues are
E1;2 =
 tp17t2   2t+ 1
2
: (7)
At t = 1 we have E1;2(t = 1) = f3=2; 5=2g.
Figure 1 shows schematically the variation of eigenvalues with t. Near
the t = 0 and t = 1 limits the energy levels forming bands are marked by
hatching. Eventually it is not obvious that near t = 1 limit the energy levels
should be grouped in the manner shown in that picture. One needs to apply
more serious arguments than simply existence of the energy gap in order to
justify the existence of two isolated bands near t = 1 limit.
3.2. A 1 : K resonance model
For a generalization of the 1 : 2 resonance model, we consider the Hamil-
tonian H1:K(t) in the form of 1 : K resonance and the symmetry operator
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Jz, which are given, respectively, by
H1:K(t) = (1  t) (1
 Sz) + t(Nz 
 Sz +NK  
 S+ +NK+ 
 S ); (8)
and
Jz = K (1
 Sz) +Nz 
 1; (9)
where S and N are not restricted to 1=2 and 1, respectively. Since N are
nilpotent, that is,
NK = 0 for K  dimVN = 2N + 1; (10)
the range of K is restricted to 1  K  2N . In a similar manner to that in
Sec. 3.1, we can nd invariant subspaces for the Hamiltonian H1:K ,
W
(`)
N;S = spanfjmi 
 jri; m+Kr = `; jmj  N; jrj  Sg; (11)
where jmi := jN mi and jri := jS ri are the basis vectors of VN and VS,





N;S, the HamiltonianH1:K is expressed as a matrix of smaller
size. In particular, for ` =  N  KS, one obtains dimW ( N KS)N;S = 1 and
H1:K(t)j  Ni 
 j   Si = ( S + S(1 +N)t)j  Ni 
 j   Si: (12)
We note here that for (N;S) = (1; 1
2
) and K = 2 the eigenvalue shown in the
equation (12) reduces to (5d). The above equation implies that for t = 0,
j   Ni 
 j   Si is an eigenvector associated with the lowest eigenvalue  S
of H1:K(0) = 1 
 Sz, but for t = 1, the same vector j   Ni 
 j   Si is
an eigenvector with the eigenvalue SN which is not the lowest one. This
implies that the reordering1 of energy eigenvalues must occur as t ranges
from zero to one. In addition, the same argument as in (12) can be carried
on to see that jSi 
 jNi is an eigenvector associated with the eigenvalue S
of H1:K(0) = 1
 Sz, and also an eigenvector associated with the eigenvalue
NS of H1:K(1). It then turns out that the level NS is degenerate, i.e., the
eigenspace associated with NS is of dimension two at least.
1We use here the word \reodering" because we speak about process which can equally
occur within one band as well as between several bands. We reserve the notion \redistri-
bution" for process consisting in passing of energy levels from one band to another.
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If S = 1
2
, we can say more about reordering of eigenvalues in a simple




= 1 for ` =  N +    1
2
K and for ` =
N +1
2




















with 0    K   1 are eigenvectors associated with the same eigenvalue
1
2





of H1:K(0) = 1 
 Sz, respectively. Further, for ` with
 N + 1
2
K  `  N   1
2




= 2, and the eigenvalues







K  `  N   1
2
K will be non-degenerate in general. Thus, the K
vectors j  N + i 
 j  1
2
i out of jmi 
 j  1
2







i with 0    K   1 and jmj  N are distinguishable from others
in the sense that they are responsible for the reordering of eigenvalues. Thus
the number K is viewed as characteristic of the reordering of eigenvalues.
The number K will be further interpreted as a characteristic of the possible
modications of the Chern number when the model is modied into a semi-
quantum system (see Sec. 8).
If N = 1 and K = 2 in addition, the pair of states j   1i 






i and the pair of states j0i 
 j   1
2




associated with the eigenvalues 1
2
and 0, respectively. In fact, Fig. 1 shows
that both the eigenvalues 1
2
and 0 are doubly degenerate at t = 1.
In conclusion of this subsection, we note that the operator Jz given in (9)
generates the weighted diagonal U(1) action on VN 
 VS,
e itNz 
 e itKSz : (13)
The operators N; Nz and S; Sz transform according to
e itNzNeitNz = eitN; e itNzNzeitNz = Nz; (14a)
e itKSzSeitKSz = eitKS; e itKSzSzeitKSz = Sz; (14b)
respectively, which are easily veried by showing that both sides of each
equation satisfy the same dierential equation with the same initial value
as matrix-valued functions in t. From these formula, the Hamiltonian (8) is
shown to be invariant under the weighted U(1) action (13).
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4. Classical limit and semi-quantum Hamiltonians
4.1. Averaging with the coherent states
We now treat N as classical variables and S as quantum variables. To
make N into classical variables, we take the averages of them with the co-
herent states which are dened to be the orbit, jJi := DN(g)jNi, of the
maximum weight vector jNi in VN , where DN(g) is the representation ma-




g = e iNze iNye i Nz 2 SU(2): (15)









apkap` = k`; (16)
we verify that
hJjNkjJi = hN jDN(g)yNkDN(g)jNi =
X
p
akphN jNpjNi = Nak3 =: xk;
(17)
where we have used the fact that all the diagonal matrix elements hmjNpjmi
vanish for p = 1; 2. From (16) as the denition of (apk) and (17), we see that
x = (xk) is restricted to the two-sphere of radius N ,
x =
0@N sin  cosN sin  sin
N cos 




As is expected, we have thus veried that the classical variables associated
with N are the x given in (17). In particular, we have
hJjNjJi = x iy; hJjNzjJi = z; (19)
where (x; y; z) = (x1; x2; x3).








which implies that the classical variables are subject to the transformation
x 7! A 1x; A = (akj) 2 SO(3): (21)
In particular, Eqs. (14a) and (19) are put together to give rise to the SO(2)
action on the sphere S2(N),
x 7! A 1t x; At = etbe3 ; (22)
where be3 denotes the antisymmetric 3 3 matrix associated with the vector
e3, the unit vector along the z axis in the positive direction.
To make the Hamiltonian (8) into a semi-quantum operator, we have to
average NK with the coherent states jJi. A question here arises as to whether
hJjNK jJi are equal to (x  iy)K , respectively, or not. As was mentioned in
(10), the operators N are nilpotent, so that the averages of NK must vanish
identically for K  2N + 1, but (x  iy)N never vanish identically. This
suggests that hJjNK jJi 6= (x   iy)N even for 0 < K < 2N + 1. Another
question is as follows: To what extent, are hJjNK jJi and (x iy)K dierent
to each other ? Calculating hN jDN(g)N DN(g)yDN(g)N DN(g)yjNi by the
use of the formula (16), we can show that





jxj2 ; jxj = N: (23)
To get the average of NK  , we note that hN jDN(g)NK DN(g)yjNi should
vanish for N subject to 2N + 1  K. On account of this, the average we








     N   K   1
2

(x  iy)K : (24)
As is expected, this equation shows that hN jDN(g)NK DN(g)yjNi becomes
equal to (x  iy)K in the fully classical limit as N !1.
Now the Hamiltonian (2) is averaged into
H1:2(t) = (1  t)Sz + t









This Hamiltonian is expected to be SO(2) invariant.
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4.2. Semi-quantum Hamiltonians with weighted SO(2) symmetry
In what follows, we assume that N is suciently large, so that we may
think of functions f(x) on S2(N) in semi-quantum systems. With this in






where fk are real-valued functions on the sphere S
2(N). Our question is
as to when this Hamiltonian is invariant with respect to the SO(2) action
associated with the 1 : K diagonal action (13). From (14b) and (22), it











 tKbe3 = A Kt ; (28)
Then, the Hamiltonian (26) is invariant under the K-weighted SO(2) action,







We here introduce the vector notation for the functions fk by F (x) =P
k fk(x)ek, where ek are the standard basis vectors in R
3. Then, the above
equation is put in the form
F (A 1t x) = A
 K
t F (x): (30)
We call F satisfying the above equation to beK-weighted SO(2) equivariant.
To nd such a function, let us introduce
w = x+ iy; w = x  iy; h(x) = f1(x) + if2(x): (31)
Then, the above K-weighted SO(2) equivariance is put in the form
h(e itw; eitw; z) = e iKth(w;w; z); f3(e itw; eitw; z) = f3(w;w; z): (32)
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Note that we have a similar condition for h(x) = f1(x)  if2(x). Dierenti-

















This implies that h is a homogeneous function of degree K in w and inde-
pendent of w, and that f3 is independent of both w and w. Examples of h
and f3 are given by
h(x) = h(z)(x+ iy)K ; h(x) = h(z)(x  iy)K ; f3(x) = f(z); (34)
where h(z) and f(z) are both real functions depending on z only. Then, the





h(z)(x  iy)KS+ + 1
2
h(z)(x+ iy)KS  + f(z)Sz: (35)
It is to be noted again that N should be suciently large, namely N >
(K   1)=2. For s = 1
2






































The Hamiltonian (25) is now extended in an SO(2) invariant manner to
H1:K(t) = (1  t)Sz + tHK(x); 0  t  1: (37)
If f(z) = z; 1
2
h(z) = 1   1
2N
, and K = 2, Eq. (37) becomes (25). The
redistribution of energy levels for the Hamiltonian (8) will give rise to a
corresponding phenomenon on the semi-quantum Hamiltonian (37). Since
(37) is dened on the sphere S2(N), at each point of S2(N) there is attached
the eigenspace associated with an eigenvalue of (37), which would form a
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complex line bundles if all eigenvalues are dierent from one another on the
whole sphere S2(N). Then, we would obtain the direct sum of line bundles
associated with respective eigenvalues. However, this is not the case for all
0  t  1. In fact, if we take up a point  Ne3, the south pole of S2(N), the
Hamiltonian at  Ne3 is expressed as
H1:K(t)jx= Ne3 = ((1  t) + tf(N))Sz: (38)
If t = 1=(1   f( N)) is in the interval 0  t  1, which is the case for
f(z) = z, then all the eigenvalues of the Hamiltonian vanish at the north
pole for t = 1=(1   f( N)). This means that we have no way to single out
a one-dimensional subspace at z =  Ne3 for t = 1=(1   f( N)). Thus we
fail to construct a line bundle over S2(N) for t = 1=(1  f( N)). However,
for t 6= 1=(1   f( N)), all the eigenvalues are dierent to one another for
H1:K(t)jx= Ne3 , and we expect that line bundles can be formed over S2(N)
for t 6= 1=(1   f( N)). However, the degeneracy at t = 1=(1   f( N))
implies that the bundle structure over S2(N) may changes when the control
parameter t passes the value t = 1=(1   f( N)). In fact, while the bun-
dle structure associated with H1:K(0) = Sz is trivial, that associated with
H1:K(1) = HK(x) is not so. The change in the bundle structure is viewed as
the correspondent to the redistribution of energy levels. The Chern numbers
of the bundles associated with HK(x) will be evaluated in section 8.
5. Chern class analysis of a two-state model
We leave for a moment the symmetry aspects of Hamiltonians and anal-
yse Chern classes for bundles formed by eigenvectors of an arbitrary 2  2
Hermitian matrix dened as a Hamiltonian on the two-sphere. Let the 2 2
Hermitian matrix 
a11 a12 + ib12
a12   ib12 a22

(39)
has its elements aij(x; y; z) and b12(x; y; z) dened on the two-dimensional
sphere, parameterized by x; y; z, subject to the condition x2 + y2 + z2 = 2
with  > 0. Such a matrix has no degeneracy points of its two eigenvalues in
general. Hermitian matrices with degeneracy of eigenvalues have codimension
3 in the space of Hermitian matrices and consequently are not generically
present in the chosen family depending on two parameters. The eigenspaces
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of the matrix (39) form a bundle of rank two over the base space which is two-
dimensional sphere. In the absence of degeneracy points of eigenvalues this
vector bundle decomposes into the direct sum of two complex line bundles
whose bers are eigenspaces associated with respective eigenvalues. Each
such complex line bundle, which we call an eigen-line bundle, is characterized
by a Chern number. For topological reason, small continuous deformation
of a Hamiltonian can not alter the Chern number which is a topological
invariant for a complex line bundle. This is a key idea to iso-Chern diagrams
to be treated in Sec. 6. We can calculate explicitly the Chern number by
analyzing eigenvectors of (39).
5.1. Setting up a complex line bundle
As soon as we suppose that two eigenvalues 1; 2 are nowhere degenerate
we can admit that 1 > 2 everywhere. Let us consider the eigenvector





where C1 and C2 are complex numbers satisfying normalization condition
jC1j2 + jC2j2 = 1. Two possible alternative equations for C1; C2 follow from
the eigenvalue equation for the matrix (39). We have from the rst and the
second row of the eigenvalue equation the relations
(a11   1)Cup1 + (a12 + ib12)Cup2 = 0; (41)
and
(a12   ib12)Cdown1 + (a22   1)Cdown2 = 0; (42)
respectively. Naturally, both relations give the same eigenvector up to phase
factor but the denition domain for these two representations of the same
eigenvector could be dierent. Each of them can be dened only in its proper
domain in the base space S2. This is why we have denoted them dierently
by Cup and C
down
 .













This vector is well dened everywhere on the sphere except at points where
the norm of the vector goes through zero. The exceptional points occur if
three conditions are satised:
a12 = 0; b12 = 0; a11 = 1: (44)
The rst two conditions a12 = b12 = 0 generically lead to a number of isolated
solutions described as isolated points on the sphere. By substituting a12 = 0




(a11 + a22 + ja11   a22j) : (45)





a11 + a22 
q
(a11   a22)2 + 4a212 + 4b212

; (46)
so that the sign plus before the square root should be chosen for the 1
eigenvalue.
We rewrite Eq. (45) as
a11(; )  a22(; ) = ja11(; )  a22(; )j (47)
to specify two parameters ;  assigning the points on the base space.
It is clear that the equation (47) is automatically satised in the region
where a11   a22  0 and it is not satised in the region where a11   a22 < 0.
However, if a11   a22 = 0 in addition to a12 = b12 = 0, the eigenvalues are
degenerate. Put another way, exceptional points determined by a12 = b12 = 0
become degeneracy points. We exclude such a case in order to dene the
eigen-line bundle associated with the eigenvalue 1 larger than 2.
Now we dene the domain Uup to be the subset of the sphere where the
eigenvector (43) is well dened. This domain includes the whole sphere with
exception of a number of isolated points which can be found as a solution of
the following system of equations and an inequality:
a12 = 0; (48a)
b12 = 0; (48b)
a11   a22 > 0: (48c)
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Now we can analyse the second equation (42) for the same eigenvector
associated with the highest eigenvalue. The solution to (42) provides the












Like (44), the exceptional points occur if three conditions are satised:
a12 = 0; b12 = 0; a22 = 1: (50)
The rst two conditions a12 = b12 = 0 are exactly the same as in (44).
They give on the sphere the same system of isolated points as those for \up"




(a11 + a22 + ja11   a22j) (51)
or equivalently as
a22   a11 = ja11   a22j: (52)
It is clear that condition (52) is satised if a11 a22  0. For the same reason
as that for \up" expression, we exclude the case of a11   a22 = 0.
In a similar manner to the previous case we can dene the domain Udown
of the sphere where the eigenvector (49) is well dened. This region includes
the whole sphere with exception of a number of isolated points which can be
found as a solution of the following system of equations and an inequality:
a12 = 0; (53a)
b12 = 0; (53b)
a11   a22 < 0: (53c)
Schematic summary of generic situation can be given in Figure 2. Generically,
a11 a22 = 0 curve does not pass through the solutions of a12 = b12 = 0. This
means that on Figure 2 the black points are not located on the boundary
of the hatched region. Otherwise three equations a11   a22 = 0 and a12 =
b12 = 0 are simultaneously satised and two eigenvalues are degenerate in
the corresponding point.
So far we have obtained two expressions, (43) and (49), of the eigenvector,





















































































Figure 2: Schematic description of generic situations for regular domains. a) - Description
on the sphere of regions with a11   a22  0. Hatched region - positive values. Boundary
black curve - zero value. b) - Solutions of a12 = b12 = 0. - isolated black points. c)
- Description of the regular Uup domain. Only black points (which belong to hatched
regions) should be excluded from the sphere to get the open set Uup.
proportionality between (43) and (49) on the intersection Uup \ Udown, we
need to calculate the ratio of the rst (or of the second) components of the
same eigenvectors dened in dierent domains. This ratio can be rewritten
by using the relation (1   a11)(1   a22) = a212 + b212 and calculated as
a12 + ib12q
(1   a11)2 + a212 + b212
q
(1   a22)2 + a212 + b212



















on Uup \ Udown; (55)
which determines the eigen-line bundle associated with the eigenvalue 1.
The eigen-line bundle associated with the eigenvalue 2 can be constructed
in the same manner.
5.2. The Chern class of the eigen-line bundle
For notational simplicity, we denote the transition rule (55) by

















; " = sgn(1   a22): (57)
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The local connection forms are dened on Uup and Udown to be
!+ := u
y
+du+; !  := u
y
 du ; (58)
respectively. Then, when dierentiated, the transition equation provides the
relation between !+ and ! ,
!+ = 
 1d + !  on Uup \ Udown: (59)
Let  = ei', where ' is determined within additive constants. Then, one
obtains by dierentiation  1d = id', where d' is dened uniquely on
Uup \ Udown. Since d( 1d) = id(d') = 0, the curvature form turns out to
be dened globally to be

 =
n d!  on Udown
d!+ on Uup
: (60)








If we are given the Hermitian matrix (39) explicitly, we can calculate the
above integral to get the Chern number.
5.3. Applying the Stokes theorem
In order to calculate the Chern number according to (61), we rst nd all
\positive" and \negative" exceptional points, where the positive and negative
exceptional points means the points determined as solutions to (48) and (53),
respectively. Then, we split the whole sphere S2 into regions S2+ and S
2
  in
such a way that the local connection form !+ has no singularities in S
2
+ and
the local connection form !  has no singularities in S2 . Put another way,
the region S2+ includes only \negative" exceptional points and the S
2
  only
\positive" exceptional points. We can always do that but each region (S2+ or
S2 ) may consist of several connected components. The division of the whole
sphere S2 into S2+ and S
2
  can be done by a set of closed curves C1; C2; : : : Ck.
All curves Ci, i = 1; : : : ; k belong to Uup \ Udown. Each closed curve Ci is
always a boundary between the S2+ and S
2
  regions. Each curve Ci should be
properly oriented. We choose the orientation of Ci in such a way that the
boundary of S2+ is oriented counterclockwise with respect to the outgoing
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normal to the sphere. This automatically leads to reversed orientation of the
boundary for the S 2 region. By the application of the Stokes theorem with
this convention, the surface integral over the sphere in (61) can be written

















Using the relation (59) between local connection forms !+ and ! , we rewrite
the expression (62) for the integral over the sphere in terms of winding num-






















where W [Cs] denotes the winding number of the mapping  : Cs ! U(1).
Finally, Eqs. (61) and (63) are put together to provide the rst Chern number





In the formula (64), the sum of winding numbers are taken for all contours
separating the S2+ and S
2
  regions with appropriate signs. It can be easily
seen that this sum of winding numbers can be transformed into a sum over
circles surrounding each one exceptional point with a small neighborhood
forming S2  region.
Figure 3 gives an example of a transformation of contours. Figure 3, left
shows three positive exceptional points surrounded by two circular paths.
A continuous deformation of contours leads to a new conguration (repre-
sented in Figure 3, right) which shows clearly that the winding numbers can















Figure 3: Example of the splitting of the sphere into S2+ and S
2
  regions. A part of
the sphere is represented which has three \positive" zeros assigned to Uup as exceptional
points. These zeros are shown by three black dots. They belong to S2  region. Left gure





The sum of integrals along C1 and C2 contours is equivalent to the sum of integrals along
three contours surrounding \positive" zeros, as shown in the right gure. Paths shown by
dashed lines in the right gure give zero contribution to the sum of contour integrals.
three new paths (Figure 3, right). Each new path surrounds only one ex-
ceptional point and its contribution to the Chern number can be evaluated
locally using information about transition factor between charts in a small
neighborhood of each exceptional point.
From the practical point of view two slightly dierent approaches are
possible to apply in order to calculate Chern numbers for eigen-line bundles
of any generic 2 2 Hermitian matrix.
i) One is the application of (64). For each contour separating S2+ and S
2
 
we nd the winding number for the map from this contour with a parameter
t to a closed curve (a12(t); b12(t)) in R2 or a12(t) + ib12(t) in C. The Chern
number is expressed as an appropriate algebraic sum of winding numbers for
all contours. It is useful to choose contours lying on the sphere at a constant
value of one of coordinates, say z. In this procedure, the stereographic pro-
jection is eectively used. This allows us to check easily the winding numbers
by looking at the z dependence of the winding number. The winding number
is not dened if the contour goes through an exceptional point. Otherwise
the winding number is an integer and remains invariant under continuous de-
formation of the contour if all exceptional points remain avoided under such
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deformation. Computer algebra tools assist us to plot easily corresponding
curve on the complex plane and to count the number of times the curve goes
around the zero even for rather complicated eective Hamiltonians.
ii) Alternatively it is possible to calculate the Chern number by summing
up the local contribution from positive (or negative) exceptional points. For
each (say, positive) exceptional point the winding number should be eval-
uated along an innitesimal circular contour surrounding this exceptional
point. Using Taylor expansion of o-diagonal matrix element near excep-
tional point allows us to calculate analytically the contribution of this point
to the Chern number. In the simplest case of a generic exceptional point
the linear approximation is sucient and this approach in this case can be
named the linearization method.
Both these approaches will be illustrated below during the analysis of
model eective Hamiltonians invariant with respect to a symmetry group
(see secs. 8 and 9).
5.4. The linearization method
In this subsection, we explain how the linearization method works. For
notational simplicity we denote the o-diagonal components of the Hamilto-
nian by X + iY . Then the transition function given in (56) is expressed as
 = " (X + iY )=
p
X2 + Y 2. A straightforward calculation shows that
 1d = i
XdY   Y dX
X2 + Y 2
: (65)
We can relate this equation with the formula for the index of a vector eld.
We take (x; y) as local coordinates of the north hemisphere of S2, for example.
There are several choices of hemispheres, of course. Then we can viewW =
(X; Y ) as a vector eld dened locally on the domain f(x; y); x2 + y2 < 2g
of R2 and the exceptional points in the north hemisphere as singular points
of this vector elds, i.e., as zeros of W = (X; Y ). Suppose that we have a
small circle  (") of radius " > 0 centered at an exceptional point and that
the circle encloses no other exceptional points. We can normalize the vector
eldW to be w in a vicinity of but outside of the present exceptional point
and denote by v the vector eld w rotated by =2 counterclockwise;
w =
1p













Then, the one-form  1d is rewritten as
 1d = iv  dw; (67)










v  dw: (68)
If we make " tend to zero, the right-hand side of the above equation gives the
denition of the index of the vector eld W at the singularity in question,













In the process of " ! 0, we see that the linear approximation of W is
sucient for calculating the index ofW . Taking the local coordinates (x; y),














where (1; 2) are the Cartesian coordinates whose origin is located at the
exceptional points in question and where the coecient matrix is evaluated




1 if detA > 0;
 1 if detA < 0; (71)
which is easily proved by calculating the dening contour integral. It is to be
noted here that this formula is applicable only if detA 6= 0. Thus it turns out
that if we evaluate the determinant of the coecient matrix in (70) we nd
the index or the winding number at the exceptional point in question. It is to
be noted further that the orientation of the circle surrounding the exceptional
point and the orientation of the local coordinate system adopted should be
taken into account, since these orientations aect the sign of the determinant.
For example, if we take the south hemisphere, the local coordinate system
(x; y) is negatively oriented against the sphere. The positive oriented local
coordinate system should be (y; x), which means that the coecient matrix











Further, as in the case of the small circles shown in Fig. 3, if the small circle
concerned is clockwise oriented, the index in question should be reversed
from those given in (71).
In closing this section, we have to make a remark on the locally-dened
vector eld W = (X; Y ). For the purpose of evaluating a contour integral
along a small circle, we took W as a vector eld locally-dened on a hemi-
sphere. However, the W cannot be extended so as to be a globally dened
vector eld on the two-sphere. In order thatW be dened globally, it should
be subject to a transformation rule according to the coordinate change in the
intersection of local charts, say, in the intersection of the hemisphere with
z > 0 and that with x > 0, where z and x are considered as height functions
for the respective hemisphere, and the local coordinates adopted are (x; y)
and (y; z), respectively. However, the W is not subject to such a transfor-
mation rule. Further, if the W were dened on the two-sphere, the sum
of the indices would be two, the Euler number of the two-sphere. However,
the Chern numbers we will obtain in our examples are not restricted to two.
This implies also that the W is not globally dened on the two-sphere.
6. Iso-Chern diagrams
6.1. Iso-Chern domains
So far we have studied generic eective 2 2 Hermitian matrix Hamilto-
nians dened on S2 and possessing nondegenerate eigenvalues. Now we turn
to the discussion of families of Hamiltonians which depend as well on some
control parameters (d1; d2; : : :). This means that degeneration of eigenval-
ues may occur for some control parameter values and we need to start our
analysis by nding the stratication of the control parameter space with the
condition of eigenvalue degeneration. The whole space of parameters should
be split into the union of a subset of \regular" values of parameters (cor-
responding to the absence of degenerate eigenvalues) and a subset formed
by degeneracy points, i.e., \singular" values of parameters (corresponding to
the presence of degenerate eigenvalues). The subset of degeneracy points can
include in general an isolated points, lines, surfaces, ... . As a whole, the
set of regular points in the control parameter space is split generically into
connected domains in such a way that any two points within one connected
domain can be connected by a parameter dependent continuous path going
only through \regular" points in the parameter space. Any such domain can
be named an \iso-Chern" domain because Chern numbers for two eigen-line
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bundles should be the same for all parameter values belonging to the same
domain.
For simplicity, we treat traceless Hermitian matrices only in what follows.
To nd the boundaries of iso-Chern domains, we need to solve the equation:
det

a11 a12 + ib12
a12   ib12  a11

= 0; (73)
which is equivalent (assuming that a11; a12, and b12 are real) to the system
of three equations
a11 = 0; a12 = 0; b12 = 0: (74)
In order to make explicit the dependence of matrix elements on control pa-
rameters d1; : : : ; dk and on parameters characterizing the point of the base
space S2, given by x2 = x2+y2+z2 = 2 equation, we can rewrite the system
(74) dening the degeneracy points as
a11(x; dj) = 0; a12(x; dj) = 0; b12(x; dj) = 0; x
2 = 2; j = 1;    ; k:
These equations mean that degeneracy points are special case of \excep-
tional" points. Namely, an exceptional point determined by a12(x; dj) =
b12(x; dj) = 0 become a degeneracy point if the diagonal matrix element
a11(x; dj) takes zero value at the exceptional point. As soon as the codimen-
sion of degeneracy points of generic Hermitian complex matrix is three and
the base space has dimension 2, the codimension of degeneracy points in the
control parameter space is one. Consequently, the degeneracy points split the
control parameter space into connected domains. Within each connected do-
main the eigenvalues remain non-degenerate and the corresponding eigen-line
bundles are topologically invariant, i.e., have the same Chern numbers. This
explains why the diagram representing the splitting of the control parameter
space into connected domains by subsets associated with Hamiltonians pos-
sessing degenerate eigenvalues is named an iso-Chern diagram. We note here
that we speak of degeneracy points from two dierent points of view; one is
assigned to the control parameter space, and the other to the sphere. The
exceptional points are also spoken about in two ways; one is assigned to the
control parameter space and the other to the sphere.
Though the boundary of an iso-Chern domain in the control parameter
space consist of degeneracy points, the number of corresponding degeneracy
points on S2 may vary piecewise-constantly on the boundary. In an analogous
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manner, the number of exceptional points in the iso-Chern domain may vary
from place to place. In spite of this fact, the Chern number which is evaluated
by taking into account the corresponding exceptional points on the sphere
should be the same throughout the iso-Chern domain in question. We will
show this fact with an concrete example in section 9. No matter how many
are the exceptional points concerned, the calculation of Chern numbers for
one chosen point of control parameter values is sucient for each connected
domains of the iso-Chern diagram.
6.2. Elementary transformations of the Hamiltonian
Suppose that we have distinct eigenvalues 1 > 2 and the associated
normalized eigenvectors u1 and u2, respectively;
Hu1 = 1u1; Hu2 = 2u2; (75)
where the eigenvectors are dened on a suitable domain of the sphere. We
denote the associated eigen-line bundles by L1 and L2, where L1 and L2 are
associated with the larger eigenvalue and with the smaller one, respectively.
If we associate the complex plane C2 at each point of the sphere, we have a
trivial bundle over the sphere, which decomposes into the direct sum L1L2.
The sum of respective Chern numbers is zero, accordingly.
We now discuss a simple scaling of the Hamiltonian. If we multiply the
Hamiltonian by a non-zero real number , the Hamiltonian H has eigenval-
ues 1 and 2, but the associated normalized eigenvectors remains to be
u1 and u2. If  > 0, the ordering of the eigenvalues is invariant, 1 > 2,
and the associated normalized eigenvectors are u1 and u2, respectively. This
implies that the Chern number which is evaluated through the local con-
nection forms ! = u
y
du remains to be the same value, where u is a
short form of u1 or u2 (see (58)). However, if  < 0, the ordering of the
eigenvalues is reversed; 1 < 2. Then we may exchange the normalized
eigenvectors and associate u1 to 2 and u2 to 1. This implies that the
roles of the eigen-line bundles L1 and L2 are exchanged and accordingly the
Chern numbers are exchanged. This fact can be interpreted as follows: If 
varies continuously from the positive half of R to the negative half, it must
pass the origin, at which the direct sum L1  L2 breaks down. When  gets
into the negative half of R, the direct sum is reconstructed, but the roles of
L1 and L2 are exchanged together with the Chern numbers.
If the matrix elements depend homogeneous-linearly on the parameters
dj, the above observation can be described in terms of iso-Chern diagrams as
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follows: Trivial scaling of all terms of the Hamiltonian by the same positive
factor naturally transforms regular point of the control parameter space into
regular point. All such regular points should belong to the same \iso-Chern"
domain of the control parameter space. At the same time the simultaneous
scaling of all terms of the Hamiltonian by a negative factor transforms regular
point of parameter space into another regular point of the parameter space,
but corresponding points are not obliged to belong to the same connected
(iso-Chern) domain of the parameter space. This is due to the fact that the
zero value of the scaling factor can result in a singular parameter value.
Each connected regular domain of iso-Chern diagram is characterized by
Chern numbers associated with eigen-line bundles for positive and negative
eigenvalues. Trivial scaling by ( 1) of the Hamiltonian cannot naturally
change the set of two Chern numbers for two eigen-line bundles for any regu-
lar domain, but if these two Chern numbers are not zero and dierent by sign,
the scaling by ( 1) of the Hamiltonian will interchange the Chern numbers
for positive and negative eigen-line bundles. Thus this scaling transforms
Hamiltonian from one iso-Chern domain to another one.
As an extension of trivial scaling, we are interested in the complex conju-
gation of the Hamiltonian. By complex conjugation, Eq. (75) are transformed
into
Hu1 = 1u1; Hu2 = 2u2: (76)
If H is complex conjugated, the eigenvalues are the same, and the ordering of
the eigenvalues is unchanged; 1 > 2. Then, the eigen-line bundle associated
with 1 is endowed with the local connection form !1 = u
y
1du1, where !1 =
uy1du1. Since the connection form takes its value in the Lie algebra u(1), we
see that !1 =  !1, so that one has the curvature form 
1 =  
1 for L1. This
implies that the Chern number changes in the sign under the transformation
H 7! H.
If we multiply Eq. (76) by  1, and if we use the fact that  1 = 2,
which is the case for traceless Hermitian 2 2 matrices, then we obtain
 Hu1 = 2u1;  Hu2 = 1u2: (77)
The local connection form for L1 is then given by !2 = u
y
2du2, which is equal
to  !2. Since the Chern number evaluated by !2 is  1 times that evaluated
by !1, it turns out that the Chern number in question is kept unchanged
under the transformation H 7!  H.
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The change in Chern numbers under the transformations H 7! H and
H 7!  H will make a pattern in the distribution of Chern numbers on the iso-
Chern diagram. An interesting question related with iso-Chern diagrams is
the description of typical boundaries and associated modications of Chern
numbers especially in the presence of symmetry. We will return to this
question later in this article when studying concrete examples.
7. Semi-quantum Hamiltonians invariant by symmetry
Let us return to semi-quantum models and view classical and quantum
variables as spanning typically some representation of the dynamic symme-
try group. In addition, any continuous or nite subgroup of this dynamic
symmetry group may be considered as an invariance group of the problem.
Very natural examples of dynamic symmetry groups appearing in molecular
problems are given by unitary groups accompanied with invariance groups
which are continuous or nite subgroups of an associated orthogonal group.
As nite symmetry groups, we take point symmetry groups which are used as
symmetry groups for equilibrium conguration of molecules. We extend as
well geometrical transformations by adding time reversal which is typically
assumed to be a symmetry operation in the case of isolated molecules in the
absence of magnetic eld. According to Eugene Wigner [46], a symmetry
operation S for a Hamiltonian in quantum mechanics is represented either
by a unitary operator, S = U , or an anti-unitary operator, S = UK, where
U is unitary, and K denotes complex conjugation. We note here that the
time reversal is anti-unitary.
7.1. Symmetry groups and their action on classical and quantum variables
Let us treat the simplest model problem constructed from two angular
momenta N and S from the viewpoint of possible invariance groups, where
N and S are looked upon as classical and quantum variables, respectively.
In the context of the semi-quantum models, rotation-vibration interaction
will be spoken about in association of N and S with rotational and vibra-
tional variables, respectively. As is already shown, the classical variables are
viewed as those on the sphere S2() of radius  > 0. By appropriate scaling
transformation we can put  = 1. This is the case if the elements of the
Hamiltonian dened on the sphere take the form of polynomials of classical
variables, and if the coecients undergo due changes. In this section, N or
x is used without distinction for the description of the classical variables.
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Let G be a group which is supposed to be an invariance group and to act
both on the classical and quantum variables. Our task is to specify how it
acts on them as an invariance group. The G action on classical variables is
viewed as a subgroup of O(3), either compact or nite with its natural action
in R3 spanned by x (orN ) variables. From the viewpoint of a representation
of G in R3, the representation, which we denote by  rot, can be reducible or
irreducible, depending on the group G. We denote the action of G on classical
variables by x 7! gx with x 2 S2() and g 2 G, if  rot is specied. In the case
of G = SU(2), we have the action of SO(3), as is shown in (21). Since we take
a position of semi-quantum models, the inverse notation such as A 1 in (21)
is needless to use. Further, we note also that a choice of basis vectors is in our
hands when realizing  rot in R3. In contrast with this, the action of G on the
quantum variables is treated through a unitary representation,  vib = (V;D),
of G, where V is a representation space and D is a map of G to U(V ), the
space of unitary matrices acting on V . For the sake of simplicity, we restrict
V to dimV = 2 with an application to two-level models in mind, and the
representation is either reducible or irreducible. Put in detail, depending
on the choice of physical models, the representation is isomorphic either to
the direct sum of two one-dimensional irreducible representations, to a pair
of complex conjugate representations, or to one two-dimensional irreducible
representation.
Then, G acts also on Hermitian matrices by adjoint action. The proce-
dure for this is performed through the Schwinger representation of angular
momenta in terms of the two-dimensional isotropic harmonic oscillator. Let
a and a
y
 be annihilation and creation operators, which are subject to the
commutation relations,




] = 0; [a; a
y
] = ; ;  = 1; 2: (78)





a; C := (c) : 2 2 Hermitian matrices: (79)
If C's are Sk; k = 1; 2; 3, the associated operators are referred to as vibrational
angular momenta, where the Sk are the basis of the representation space for




Let U(g) and D(g) denote a unitary operator and a matrix expression,















where the overline denotes the complex conjugate. Accordingly, the quadratic











This shows that the G acts on Hermitian matrices by adjoint action. Put
another way, the quantum variables Sk, if viewed as traceless Hermitian
matrices, are subject to adjoint transformations.
So far we have specied the action of G on the classical and quantum
variables. We now describe the time reversal. In view of the origin of the
classical variables x (or N ) as angular momenta and of the fact that the di-
rection of a momentum is reversed by time reversal, we think of time reversal
as the transformation
x 7!  x; (S1; S2; S3) 7! (S1; S2; S3): (82)
Here we note that Sk serve only as basis matrices for 2 2 traceless Hermi-
tian matrices and bear no physical meaning such as spin angular momenta.
Indices 1; 2; 3 are used instead of more standard x; y; z indices, since we pre-
fer in the following applications to associate Cartesian indices (x; y; z) with
symmetry elements acting on rotational variables according to conventions
used in physical literature on point symmetry group applications.
Now we can describe the condition for Hamiltonians to be of rotational-
vibrational invariance. Let H(x) denote a 22 Hermitian matrix depending
on x 2 S2(), which is thought of as a Hamiltonian for a two-level model.
Then, the H(x) is invariant under the G action, if and only if
D(g) 1H(gx)D(g) = H(x); g 2 G: (83)
We here expandH(x) in the formH(x) =
P
k fk(x)Sk. Note here that higher
degrees of operators Sk do not appear because of two-level approximation.
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where (akj(g)) is the 33 matrix representation of G as a subgroup of SO(3).





which means that the vector-valued function fk(x) is equivariant with respect
to G. Note that Eq. (30) is a special one of the above equation. The matrix
representation (akj(g)) is determined through the decomposition of the tensor
product representation  vib
 vib into the sum of irreducible representations,
if the representation  vib is real, as is expected from (84). We will meet with
such a case for G = D3 in Sec. 7.3.
If we take the time reversal symmetry (82) into account, we obtain, for a
Hamiltonian admitting time reversal symmetry, the conditions
f1( x) = f1(x); f2( x) =  f2(x); f3( x) = f3(x): (86)
Now our task is to nd functions subject to (85). For this purpose, the
invariant-tensor approach could give a guide. From three elementary rota-
tional variables, we can construct tensors of each needed symmetry type in
terms of polynomial series by using the integrity basis approach widely used
in the theory of invariants [27]. The degree of rotational tensors can be arbi-
trary. All tensors of even degree are invariant with respect to time reversal,
whereas tensors of odd degree change the sign under time reversal. Let us
denote rotational tensors of degree 
 by R
(n; ), where n is the multiplicity
index counting tensors of the same representation   and the same degree

, and by V  ; vibrational tensors belonging to the representation  , where
the index  =  is added to specify symmetry properties with respect to
time reversal. To get all rotation-vibration invariant Hamiltonian, we need
to couple vibrational angular momenta with rotational tensors into totally




For real representations, the construction of invariants is possible only if
rotation and vibration tensors transform according to the same irreducible
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representation (see (85)). In order to respect the time reversal symmetry, the
vibrational tensors of  = + type should be coupled with rotational tensors
of even degree, whereas vibrational tensors of  =   type should be coupled
with rotational tensors of odd degree.
In what follows, we choose G to be SO(2) as a continuous subgroup
and D3 as a nite subgroup and determine invariant Hamiltonians in the
respective cases.
7.2. SO(2) symmetry models
Let us start with an abelien group SO(2) as an invariance group of the
problem. All irreps of SO(2) are one-dimensional. We denote them by
(m) with m being any integer. In such a case, the rotational variables Nk
transform according to the representation (0)( 1)(1). We assume thatNz
belongs to (0) and Nx iNy to (1) representations (see (14)). Then, SO(2)
acts on R3 as a rotation about the z-axis. Under this action, all invariants
can be put in the form P (z; x2 + y2) and all covariants of type (m) in the
form P (z; x2 + y2)(x iy)m. (Note that x is used instead of N for notation
simplicity.) If we restrict our analysis to the sphere x2 + y2 + z2 = 2,
all invariants can be written as P (z) polynomials of one variable. General
covariants of type (m) have the form P (z)(x iy)m (see (34)).
Since we are interested in the two-level quantum state model, we need
to specify the symmetry of operators Sk for the two-level model. We can
specify it phenomenologically in several dierent ways. Put another way, our
task here is to choose a representation  vib = (V;D) of SO(2). Though a
physically reasonable choice is a representation (m) ( m), we here choose
a representation (m)  (n) for the sake of computational generality. Then
our unitary matrix acting on V is written as
D(gt) = diag(e
imt; eint); gt 2 SO(2); (88)
where m and n are integers. We now put together (83) and (88) to obtain
the conditions for entries hk`(x) of H(x),
h11(gtx) = h11(x); h22(gtx) = h22(x); (89a)
h12(gtx) = e
i(n m)th12(x); h21(gtx) = e i(n m)th21(x): (89b)
It then turns out that without the restriction of x to S2(), a general solution
matrix has the form
f11(z; x
2 + y2) f12(z; x
2 + y2)(x+ iy)n m
f12(z; x





The term proportional to the identity matrix is not important at all. Con-
sequently only rotational tensors of (0) and (m   n) types appear in the
Hamiltonian. If we set n =  m and exclude the term proportional to the
identity matrix, and if we restrict solutions of (89) to polynomials and pose
the condition of x 2 S2(), we obtain
f11(cos ) f12(cos ) sin
K  exp(iK)
f12(cos ) sin
K  exp( iK)  f11(cos )

(91)
with K =  2m and fij being any real polynomial.
The exponent K =  2m seems to be restricted to even numbers. How-
ever, if we take another choice of representation for SO(2), we can show that
K is allowed to be odd. We regard SO(2) as a subgroup U(1) of SU(2), and








which is a double cover of (88) with n =  m. Eqs. (83) and (92) are put
together to provide (91) with K =  m.









in place of (92), we can obtain (36a) with a bit dierent notation of functions.
If m = n = 0, we have two quantum states which are both invariant, that
is, belong both to (0) representation. In such a case, all matrix elements
should be invariant as well
f11(z; x
2 + y2) f12(z; x
2 + y2)
f21(z; x
2 + y2)  f11(z; x2 + y2)

+ f0(z; x
2 + y2)I; (94)
where f12 and f21 are complex conjugate, of course. In the absence of time
reversal symmetry, the non-diagonal elements are supposed to be generically





If we additionally suppose that the system is time reversal invariant, the











7.3. D3 symmetry models
Let us consider now the problem with nite symmetry group D3 and with
two vibrational states spanning two-dimensional irreducible representation of
D3. Group D3 is shown in gure 4 together with its natural action on the
two-dimensional sphere. Group D3 includes one axis C3 of the third order
and three axes C2 of second order.
The D3 action on the classical and quantum variables are subject to
 rot = E  A2 and  vib = E, respectively. Note that  rot is realized as
a subgroup of SO(3). The decomposition of the direct product of two E
representations ( vib = E) takes the form
E 
 E = A1  E  fA2g; (96)
where the fA2g indicates the antisymmetric part of the square of representa-
tion. Then, we choose (aij(g)) in (84) to belong to EfA2g, since the space
of traceless Hermitian matrices carries the representation E  A2 through
adjoint action. The space spanned by the identity matrix carries the A1
representation.
The 2  2 rotation-vibration invariant Hamiltonian in this case can be
put in the form
(N(x))E1 (N(x))
E
2   i (N(x))A2




where (N(x))  denote components of tensor operator transforming accord-
ing to the irreducible representation  . For the two-dimensional E repre-
sentation, there are two components with  = 1; 2. For one-dimensional A2
representation, there is only one component for which the subscript is not
indicated. Here we note that the space spanned by S3 and S1 carries the E
representation and the space span by S2 is the representation space for A2.
To write out the Hamiltonian (97), we need to construct the rotational
tensors of types E, A2, and generally of A1 type, although the invariant
rotational tensors enter only in the trivial scalar diagonal part of the matrix
(97).
General expression for rotational tensors of symmetry type A1, A2, and







Figure 4: D3 group and its action on the sphere. z axis is the C3 symmetry axis. Three
C2 axes belong to xy plane. Two intersection points of C3 axis and the sphere form two-
point orbit with C3 stabilizer. Six points of intersection of three C2 axes with the sphere
form two three-point orbits with stabilizer C2. The choice of the \elementary cell" for the
D3 group action on the sphere is shown by a hatched sector (to be compared with the
representation of the orbits in Figure 5).



























































where the z-axis is chosen along C3 symmetry axis and the x-axis coincides
with one of C2 symmetry axes of D3 group, and Pi are arbitrary polynomials









NE)E denote E type tensors from the decomposition of the
product of two or three E type tensors NE.
Additional symmetry with respect to time reversal requires that real part
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of matrix elements should be of even degree whereas imaginary part of o-
diagonal element should be of odd degree. The totally symmetric part of
Hamiltonian can be omitted.
The analysis of eective Hamiltonian composed of terms of degree not
higher than three in elementary rotational variables, which will be analysed
in section 9, is found explicitly as follows: If we keep only terms of degree
not higher than three under the convention of the choice of symmetry axes,
we obtain the following two-term expression for A2 tensor of odd degree,
(N(x))A2 = a1z + a3y(3x
2   y2): (101)
The E tensor proves to take the form
(N(x))E = a2e(E 
 E)E + a2a(A2 
 E)E : (102)
Two tensors of degree two are written below explicitly in terms of x; y; z





















Since the numerical coecients are not important, we can multiply both
components of each tensor by a non-zero factor in order to remove the de-
nominator. Under such a choice we can write the linear combination of two
degree-two-tensors of type E as
a2e (E 
 E)E + a2a (A2 










Putting (101) and (105) together, we obtain a complete rotation-vibration
invariant Hamiltonian whose terms are of degree less than four as follows:
h11 = a2e(y
2   x2) + a2a( zy); (106a)
<h12 = a2e2xy + a2azx; (106b)
=h12 = a1z + a3y(3x2   y2): (106c)
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7.4. Symmetry and degeneracy points
The eigenvalues and the eigenvectors of invariant Hamiltonians H(x) are
of our main concern in the following sections. In particular, degeneracy
of eigenvalues is important as we have already pointed out in section 6.
Since H(x) is a 2  2 Hermitian matrix, the discriminant of the eigenvalue
equation for H(x) is given by D(x) = (trH(x))2 4 detH(x) and is invariant
under the G action (see (83)); D(gx) = D(x). (Note that for our SO(2)
symmetry models and D3 symmetry models we have trH(x) = 0.) Hence we
see that if D(x) = 0 then D(gx) = 0, which implies that if a point x is a
degeneracy point then the orbit of G through x is a set of degeneracy points.
A generic orbit is a nite set or a curve, according to whether G is nite or
continuous. Figure 5 shows the space of orbits for SO(2) group possessing
one continuous parameter and for D3 nite group. For a continuous group
with one parameter the space of orbits of the group action on 2D-manifold is
generically one-dimensional because each generic orbit is itself a continuous
curve (circle in the case of SO(2) group action on two-dimensional sphere).
From a more detailed point of view, orbits are classied according to
their stabilizers. For the SO(2) natural action on the S2 sphere there are
two types of orbits: generic orbits with trivial stabilizer C1 which are circles
and one-point orbits with stabilizer SO(2) corresponding to the north and
south poles of the sphere. For the D3 action on the sphere there are three
dierent types of orbits. One orbit with stabilizer C3 consists of two points
coinciding with the C3 axis positions on the sphere. There are two three-
point orbits with stabilizer C2 formed by intersection points of C2 axes with
sphere. All other points on the sphere form generic orbits with stabilizer C1.
Each such orbit consists of six points.
For the analysis of D3 invariant objects it is sucient to look at an \ele-
mentary cell" on the sphere (dashed area on the gure 4) representing orbits
of the D3 action. In order to characterize orbits it is possible to use invariant
polynomials (see gure 5). We use two main \denominator" invariant poly-
nomials, 2 and 2, and one \numerator" polynomial ' dened, respectively,
by
2 = z
2; 3 = x(x
2   3y2); ' = zy(3x2   y2); (107)
where these invariants are related by
'2 =
 
(1  2)3   23

2): (108)
According to general approach of invariant theory, to characterize orbits we










































































































Figure 5: Left : Space of orbits for SO(2) group action on the sphere. There are two one-
point orbits with stabilizer C1 and continuity of generic circular orbits with stabilizer C1.
Right : Space of orbits for D3 group action on the sphere. Space of orbits is represented
in invariant polynomial coordinates 2 = z
2; 3 = x(x
2   3y2). Two parts corresponds to
orbits with dierent sign of auxiliary invariant  = zy(3x2 y2). Corresponding points on
the boundary of   0 and   0 parts should be identied. Orbit with stabilizer C3 has
3 = 0; 2 = 1 coordinates. Two orbits with stabilizer C2 have coordinates 3 = 1; 2 = 0
of the space of orbits in (2; 3) variables consists of two regions (see Fig. 5)
bounded by curve '2 = 0 and corresponding to '  0 and to '  0 with
identication of respective points on the boundary.
Another point to make in advance concerns exceptional points, which are
determined as zeros of the o-diagonal element. In contrast with degeneracy
points, the exceptional points do not form an orbit of the symmetry group in
general. However, if the symmetry of vibrational part is the direct sum of one-
dimensional representations, say,  vib = A1A2, then the exceptional points
form an orbit of the symmetry group action. This is because the invariance
condition in this case provides "h12(gx) = h12(x) for the o-diagonal element,
where " = 1, which implies that if h12(x) = 0 then h12(gx) = 0. Further,
in the case of SO(2) symmetry, Eq. (89) implies as well that if h12(x) = 0
then h12(gtx) = 0.
8. SO(2) invariant Hamiltonian
In this section, we apply the method for Chern number calculation studied
in section 5 to problems with axial symmetry.
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8.1. Chern numbers in the presence of weighted SO(2) symmetry
As is seen from (91) together with a remark stated after (92), the matrix
admitting weighted SO(2) symmetry takes the form

f11(cos ) f12(cos ) sin
K  exp(iK)
f12(cos ) sin
K  exp( iK)  f11(cos )

; (109)
where K and fij are an integer and any real polynomial, respectively.
The application of our method to (109) will provide the following:
Proposition 1. The matrix (109) has two eigenvalues, positive and negative,
with no degeneracy points, if f11 and sin
K f12 do not share zeros. ForK 6= 0,
the complex line bundle associated with each eigenvalue is dened over the
two-sphere S2, which is characterized by the rst Chern number. The Chern
number is equal to 0 for two line bundles or to K with the sum over two
bundles being 0, depending on whether the number of zeros of the diagonal
element, counted with their multiplicities, is even or odd.
Before starting the proof of the proposition, we make a comment on the
degeneracy of eigenvalues. For the matrix (109), the eigenvalues
1;2 = 
q




can be taken as non-degenerate because two functions of one variables can-
not go through zero simultaneously in general. Hence generality is not much
lost with the assumption on zeros of f11 and f12 sin
K . However, for one-
parameter family of such matrices the formation of degenerate points is pos-
sible and so we can expect a change in the Chern numbers when going from
one generic matrix to another.
We now proceed to the proof of Proposition 1, following the analysis of
a general two state model dealt with in Sec. 5. Let us now suppose that 1
is positive and 2 is negative. For the matrix (109), Eqs. (41) and (42) take
the form
(f11   1)Cup1 + f12 sinK  exp(iK)Cup2 = 0; (111)
and
f12 sin
K  exp( iK)Cdown1 + ( f11   1)Cdown2 = 0; (112)
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which is a specialization of (43). This eigenvector is dened everywhere on
the sphere except at the points where the expression under the square root
becomes zero. From (48), this happens if f12 sin
K  = 0 and if at the same
time f11 > 0. The o-diagonal element always goes through zero at  = 0; 
(these two points correspond to the north and the south poles of the sphere),
and equally at zeros of f12(cos ). Each such zero other than the north and
the south poles corresponds to a circle on the sphere due to the symmetry
group action. Again by the generality arguments the zeros of f11 do not
coincide with the zeros of f12 in general. We have here to point out that
the exceptional points are discrete in a generic case (see Fig.2b), but the
exceptional circles appear in the present case, which are orbits by SO(2)
symmetry group action, as is stated in the last sentence of Sec. 7.
The sphere is divided into zones with constant sign of the diagonal element
f11. Note that we are interested only in zeros located at  6= 0; . If the
number of zeros counted with multiplicity is even, the south and the north
poles of the sphere belong to the regions with the same sign of f11. If the
number of zeros is odd, the sign of f11 at the north pole is opposite to that
at the south pole. In this sense, a single zero of multiplicity two is equivalent
to a pair of zeros of multiplicity one. We can deform f11, as long as the
assumption of Prop. 1 holds, i.e., unless f11 and f12 sin
K  share zeros, in
such a way that a pair of zeros of multiplicity one get together to form a
single zero of multiplicity two and then the zero disappears, and also deform
f11 conversely. In this process, the change in the number of zeros is two. In
general, if we deform f11 to make the number of its zeros increase/decrease
by two, the sign of f11 at the both poles is kept the same as before, where
the deformation should be made so as to keep the SO(2) symmetry.
For the description of the eigenvector given by (113), the singularities of
the norm in (113) include all lled points and solid lines representing circles
determined by f12 sin
K  = 0 and located within the zone of positive values
of f11 limited by dash lines. These singularities should be removed from the
sphere in order to get the domain Uup. In a similar way, by removing from
the sphere all singularities determined by f12 sin
K  = 0 and f11 < 0, we get






































Figure 6: Location of zeros of diagonal and non-diagonal elements of the matrix. Filled
points - zeros of sin  factor of non-diagonal element. Solid lines - zeros of f12 factor. Dash
lines - zeros of diagonal element f11. Plus and minus signs indicate the sign of f11 diagonal
element in the region. Sub-gure a corresponds to the situation when two lled points
belong to zones with dierent sign of f11. Sub-gure b corresponds to the situation when






















































Figure 7: a - Singularities on domains up and down for an example shown in gure 6a,
with odd number of zeros of diagonal element. b - Singularities on domains up and down
for an example shown in gure 6b, with even number of zeros of diagonal element.
multiplicity one are one and two with the assumption that f11(1) > 0 and
f11( 1) < 0 for Fig. 7a and f11(1) > 0 and f11( 1) > 0 for Fig. 7b. From
the denition, the domain Udown, for example, can include both poles, only
one (north or south), and even no poles.
Suppose we are given the situation represented by Figure 8. There are two
solid circles associated with zero of non-diagonal element, two lled points,
and one double dash circle associated with a zero of f11 of multiplicity two.
In this case, the domain Uup is obtained from the sphere by removing
all circles and points mentioned above, but the domain Udown is the whole
sphere with no exceptional circles and points.
For notational convenience, we denote by U+ and U  the domains Uup
and Udown, respectively. Namely, the U+ denotes the domain obtained from











































Figure 8: a - Example of location of zeros of diagonal and non-diagonal elements in the
case of one double zero of diagonal element (shown by double dash line). b -Singularities
on domains up and down for an example shown in subgure a.
the region of positive value of the diagonal element f11, and the U  denotes
the domain obtained from the sphere by removing all zeros of o-diagonal
element which belong to the region of negative value of f11.
The eigenvectors dened on these two domains are proportional on the
intersection U+ \ U . The coecient of proportionality is a complex phase,
exp(iK), as is seen from (54) with a12 + ib12 = f12 sin
K  exp(iK) and
" = sgn(1   a22) = 1. This coecient is dened on the intersection of
domains even in the case of domains composed of several disjoint components
(namely in cases when diagonal and/or o-diagonal elements have several
zeros).
Now we can follow the calculation done in the section 5 on the basis of
the Stokes theorem. Since  = eiK in the present case, the relation (59)
takes the form
!+ = iKd+ !  on U+ \ U : (114)
The global curvature form 
 on the whole S2 is dened like (60). A way
to integrate the curvature and calculate the Chern number is to make more
specic choice of parts into which we split the sphere.
In the example shown in Figures 6a and Figure 7a (the number of zeros
of f11 is one), we need to split the sphere into only two regions, as is shown
in Figure 9. In the example shown in Figures 6b and Figure 7b (the number
of zeros of f11 is two), we need to split the sphere into three regions, as is
shown in Figure 10.
First we consider the case where the number of zeros of f11 is one, where
the zero is of multiplicity one (or odd). Let C denote a circle which is in
U+ \ U  and separates the sphere into two, as is shown in Figure 9. Let
S2+ and S
2
  denote the regions included in U+ and U , respectively (the

























Figure 9: Choice of the splitting of the whole sphere into two regions of integration for
an example given in Figure 6a. The choice of charts follows that shown in Figure 7a.
the arrow indicate the direction of contour integral after application of Stokes theorem to










































Figure 10: Choice of the splitting of the whole sphere into three regions of integration for
an example given in gure 6b. The choice of charts follows that shown in gure 7b. Arrows
indicate the direction of contour integral after application of Stokes theorem to surface
integral of the curvature form.
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representing \up" and \down" domains, respectively). Note that the local
connection forms !+ and !  have no singularity in S2+ and S
2
 , respectively.
According to our rule, adopted in Sec. 5.3, of choosing the orientation of
curves separating S2+ and S
2
 , the orientation of C is given in such a way
that the coordinate  varies from 2 to 0, which is shown in the left gure


































 = K: (117)
We note here that we have assumed that f11(1) > 0 and f11( 1) < 0. If the
sign of f11 at z = 1 is opposite, i.e., f11(1) < 0 and f11( 1) > 0, then the
right-hand side of the above equation changes the sign, i.e., we obtain the
Chern number  K.
We turn to the case where the number of zeros of f11 is two, but the
multiplicity of each zero is one (or odd). Let C1 and C2 denote circles which
are in U+ \ U  and separate the sphere into three regions, as is shown in
Figure 10. The respective orientations of the circles are indicated by the
arrows put on them in the left gure. Let S2+ and S
2
  denote the regions
which are included in U+ and U , respectively, where S2+ is a cylinder-like
region with boundary C1 and C2 and S
2
  consists of two disjoint subsets (the
left and the right hatched regions shown in Figure 10b, respectively). Then












!+   !  = iK
Z
C1+C2
d = 0; (118)
which shows that the Chern number is zero. We note that the last equality
of the above equation is due to the orientation of C1 and of C2.
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In the case of a multiplicity-two zero, the domain U  is the whole sphere,







d!  = 0: (119)
If the number of zeros of f11 is three with multiplicity one for each zero,
we take three circles Ck; k = 1; 2; 3, to separate the sphere into four regions.
However, we can form S2+ and S
2
  by gathering two of those regions so that
the local connection forms !+ and !  may be well dened on S2+ and S
2
 ,
respectively. Then, the three circles form boundaries of S2+ and S
2
 . In a
























where the last equality of the above equation is due to the orientation of the
circles, and where C3 is the boundary of the saucer-shape region like the left







 = K: (121)
In the case where the number of zeros is three counted with multiplicity
and where they are one multiplicity-two zero and a multiplicity-one zero, we
have only to draw a circle which divide the sphere into two, S2+ and S
2
 ,
so that !+ and !  may be well dened on S2+ and S
2
 , respectively. The
argument for (120) applies with a slight modication to result in (121).
In a similar manner, we can treat the case of bigger numbers of zeros
of f11. A point to make here is the parity of the number of circles and the
orientation of the circles. Thus we nd that the Chern number is zero or
K under the assumption that f11(1) > 0, according to whether the number
of circles counted with multiplicity is even or odd. If f11(1) < 0, then the
Chern number becomes zero or  K.
So far we have worked with the line bundle associated with the positive
eigenvalue. A similar treatment will run in parallel for the negative eigen-
value, and the Chern number of the line bundle associated with the negative
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eigenvalue will be found to be zero or K, depending on whether the Chern
number for the positive eigenvalue is zero or K. This completes the proof.
8.2. Characteristic number for real symmetric matrices
If the two-by-two matrix of the eective two level Hamiltonian can be cho-
sen real, the associated vector bundles are real line bundles. The transition
rule (56) becomes
u+ = u ; 1 2 Z2; (122)
where u are real eigenvectors. The transformation rule (59) for local con-
nection forms becomes
!+ = !  on U+ \ U ; (123)
which implies that the connection form ! is dened globally on S2. The
curvature from 







d! = 0: (124)
Thus the characteristic number for any real symmetric matrix is zero.
9. D3 invariant Hamiltonian for E vibrational state
Now in this section we concentrate on one concrete example of eective
rotation-vibration Hamiltonian for two vibrational states which transform
according to two-dimensional irreducible representation E of D3 group sup-
posed to be an invariance symmetry group of equilibrium conguration of
a molecule. Restricting the tensorial polynomials to not higher than third
degree in elementary rotational tensors denoted for simplicity by (x; y; z) and
choosing a coordinate system with the z axis along C3 symmetry axis of D3
group and with the x axis along one of C2 symmetry axes (see Fig. 4), we
have obtained a model Hamiltonian with entries given in (106). If we choose
four phenomenological coecients a1; a2; b1; b2 for notational convenience in
place of those used in (106), the model Hamiltonian in this section takes the
following 2 2 matrix form,
H(x) =

b1(y2   x2) + b2zy 2b1yx  b2zx  i(a1z + a2y(y2   3x2))




The pairs of parameters (a1; a2) and (b1; b2) are associated with rotational
tensors transforming according to the A2 and the E representations of D3
group, respectively. Since we are concerned with vibrational angular mo-
menta Sk; k = 1; 2; 3, transforming according to EA2 representation of D3,
we assume that (a1; a2) 6= (0; 0) and (b1; b2) 6= (0; 0), and hence the parameter
space is expressed as _R2  _R2, where _R2 = R2   f0g.
We apply the general method of section 5 to describe the eigen-line bun-
dles formed by eigenspaces of Hamiltonian (125). If detH(x) 6= 0, the eigen-
values of the Hamiltonian H are distinct. We denote them by + > 0 and
  < 0 and note that they are related by  + =  . Further, we denote
by u the normalized eigenvectors associated with , respectively. These
eigenvectors u are not generically dened globally on the two-sphere with-
out singularity. We call such a singularity an exceptional point. However, for
each eigenvalue, assuming the absence of degeneracies, we can obtain locally-
dened normalized eigenvectors on suitably chosen domains Uup and Udown.
These eigenvectors are patched together on the intersection Uup \Udown by a
transformation rule. Then we can form the eigen-line bundle associated with
each eigenvalue, which we denote by L according to the eigenvalues .
The whole bundle structure associated with the Hamiltonian is expressed as
L+  L , a direct sum. If detH(x) = 0, the eigenvalues are degenerate,
and hence there is no natural way to dene a line bundle over a sphere S2
associated with the degenerate eigenvalue. We call the points determined by
detH(x) = 0 on S2 degeneracy points. The set of parameters a1; a2; b1; b2
corresponding to Hamiltonians possessing degeneracy points on the S2 sphere
denes the boundaries of the iso-Chern domains in the space of parameters
a1; a2; b1; b2 as it is described in section 6 and allows us to construct the
iso-Chern diagram.
9.1. Reduction of the parameter space
It is easy to see that under the constraint condition x 2 S2(1), one has
detH(x) = 0 ,
8<:
b1(y
2   x2) + b2zy = 0;
x(2b1y   b2z) = 0;
a1z + a2y(y
2   3x2) = 0:
(126)
We note here that we can set the radius of the two-dimensional sphere to be
 = 1 by a suitable scaling. The above condition (126) is invariant under the
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parameter transformation
(a1; a2) 7! (a1; a2); (b1; b2) 7! (b1; b2); (127)
where  and  are real non-zero numbers. Note that the parameters  and
 are allowed to be negative. The transformation (127) denes an equiva-
lence relation on the parameter space _R2  _R2, and the quotient space by
this equivalence relation becomes RP 1  RP 1, where RP 1 denotes the real
projective space of one dimension. Thus, we may conclude that the original
parameter space _R2  _R2 projects to RP 1  RP 1 on account of the scale
invariance of the degeneracy condition det(H) = 0 (126).
However, as we have already observed in Sec. 6, under the transformation
(127) with  =  =  1, the Hamiltonian transforms like H !  H, and
though the whole bundle structure is also the same as before, that is, L+L ,
the roles of L+ and L  are exchanged together with the Chern numbers.
Then, it turns out that if we are interested in the eigen-line bundle associated
with the positive or negative eigenvalue, the scaling transformation (127)
with  < 0 and  < 0 is not allowed, but restricted to the case of  > 0 and
 > 0. Hence, the reduced parameter space proves to be T 2 = S1  S1, a








2 = 1: (128)
In what follows, we refer to S1S1 and RP 1RP 1 as the reduced parameter
space and the over-reduced parameter space, respectively. Though RP 1 =
S1, we will distinguish S1S1 from RP 1RP 1 for the reason stated above.
9.2. Degeneracy set and iso-Chern domains
Though the control parameters (a1; a2; b1; b2) are subject to the constraint
conditions (128), we are to nd those values which correspond to the existence
of points x 2 S2(1) determined by the condition detH(x) = 0 without
reference to (128) for the sake of another purpose.
(1) In the case of a1 6= 0; a2 = 0, the equations we have to solve are
b1(y
2   x2) + b2zy = 0; x(2b1y   b2z) = 0; a1z = 0: (129)
Since a1 6= 0, one has z = 0 from the third equation of (129). If b1 6= 0
further, then the rst and the second equations of (129) provide y2 = x2
and yx = 0. If y = 0 in this case, one has x = 0, a contradiction to the
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constraint. If x = 0 in this case, the same result comes out. Thus, we have
found that in the case of a1 6= 0; a2 = 0; b1 6= 0 no degeneracy point occurs.
If b1 = 0, then Eq. (129) becomes b2zy = 0; b2xz = 0; a1z = 0. Since a1 6= 0
and b2 6= 0, these equations hold for z = 0. From the constraint condition
x2+ y2+ z2 = 1, in the case of a1 6= 0; a2 = 0; b1 = 0; b2 6= 0, the degeneracy
points form a circle
x2 + y2 = 1; (130)
which consists of innity of orbits of theD3 group action on S
2. More exactly,
there are two orbits with C2 stabilizer and innity of generic orbits with C1
stabilizer.
(2) If b1 6= 0, b2 = 0, then the equations to be solved are
y2   x2 = 0; yx = 0; a1z + a2y(y2   3x2) = 0: (131)
From the second equation of (131), one has (i) y = 0 and (ii) x = 0.
(i) In the case of y = 0, the rst equation of (131) gives x = 0. Then,
the third equation of (131) becomes a1z = 0. If a1 6= 0, one has z = 0,
a contradiction to the constraint. If a1 = 0, the third equation of (131) is
satised, and then one has z = 1 from the constraint condition.
(ii) In the case of x = 0, the rst equation of (131) provides y = 0, and
hence the third equation becomes a1z = 0. If a1 6= 0, then z = 0, the same
contradiction occurring. If a1 = 0, one has z = 1 from the constraint.
Thus we have found that in the case of a1 6= 0; b1 6= 0; b2 = 0, there are no
degeneracy points, and that in the case of a1 = 0; b1 6= 0; b2 = 0, there are
two degeneracy points expressed as0@ 00
1
1A (132)
and forming one orbit of the D3 action with stabilizer C3.
(3) Now we consider the case where all the parameters aj; bj are non-zero.
From the second equation of (126), we obtain (i) x = 0 and (ii) b2z = 2b1y.
(i) When x = 0, the rst equation of (126) becomes y(b1y+b2z) = 0, which
results in y = 0 or b1y + b2z = 0. If y = 0, then the third equation of (126)
becomes a1z = 0, which implies that z = 0, contradicting to x
2+y2+z2 = 1.
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Hence, y 6= 0 in this case. If b1y + b2z = 0, then the third equation of (126)
becomes y(a2y
2 (a1b1)=b2) = 0. Since y 6= 0, one has y2 = a1b1=a2b2. Hence,





In this case, we have solutions y = pa1b1=a2b2, and then
z = (b1=b2)
p






















Since these degeneracy points should be on the sphere S2(1), the parameters














) = 1: (135)
(ii) When b2z = 2b1y, the rst equation of (126) becomes b1(3y
2   x2) =
0, so that x = p3y. Then the third equation of (126) is expressed as
2b1a1y=b2   8a2y3 = 0. If y = 0, then z = x = 0, a contradiction to the
constraint, so that y 6= 0. Hence, one has y2 = a1b1=4a2b2. Thus we obtain





If this is the case, we have solutions y = (1=2)pa1b1=a2b2, and then z =
(b1=b2)
p
a1b1=a2b2, x = 
p







































These degeneracy points should be on the sphere S2(1), so that the param-












Figure 11: A degeneracy curve in the space of reduced control parameters p = a1=a2,
q = b1=b2 given by relation pq(1 + q
2) = 1.









which are looked upon as local coordinates of RP 1  RP 1. Later, we will
introduce local coordinates of S1  S1. In terms of these parameters, the
constraint (135) is expressed as
pq(1 + q2) = 1; (139)
from which we nd that the quantity pq = a1b1=a2b2 ranges as follows,




which satisfy the inequalities (133) and (136).
The graph of (139) is shown in Figure 11.
It then turns out that the Hamiltonian with non-zero parameters (a1; a2; b1; b2)
has degenerate eigenvalues if and only if the constraint (139) holds among
the parameters. If the parameters are subject to this constraint, there are
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six degeneracy points given in (134) and (137), which are rewritten below in






























































form triangles on the plane z =  qppq and z = qppq, respectively. Each of
these triangles corresponds to an orbit of the subgroup C3 of D3. Alltogether
these six points form a generic orbit of D3 group.
Up to now we have analyzed the case of a1 6= 0; b1 6= 0. Let us be
reminded here that the solutions for degeneracy points (and for exceptional
points below) do not depend on the sign of a1 and b1 parameters. We proceed
now to consider the cases where one of the parameters a1 or b1 vanishes.
(4) In the case of a1 = 0; a2 6= 0, we have to solve the equations
b1(y
2   x2) + b2zy = 0; x(2b1y   b2z) = 0; a2y(y2   3x2) = 0 (143)
to nd degeneracy points. From the last equation of (143), we obtain (i)
y = 0 and (ii) y2   3x2 = 0.
(i) If y = 0, then the rst equation of (143) provides b1x
2 = 0. If further
b1 6= 0, then one has x = 0, so that z = 1.
(ii) We turn to the case of y2 = 3x2. If x = 0 in this case, then one
has y = 0, so that z = 1. If x 6= 0, the second equation of (143) provides
2b1y = b2z, and thereby the rst equation of (143) becomes b1x
2 = 0. If
further b1 6= 0, one has x = 0, a contradiction to the assumption that x 6= 0.
The case of b1 = 0 will be dealt with in below. So far we have found that in




which form an orbit of D3 with stabilizer C3. If b1 = 0 in addition to a1 = 0,
the equations (143) reduce to
b2zy = 0; b2xz = 0; a2y(y
2   3x2) = 0: (145)
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If b2 6= 0, one has two cases (i) z = 0 and (ii) z 6= 0; (x; y) = (0; 0) from the
rst and the second equations of (145).
(i) If z = 0 and if y 6= 0 further, the third equation of (145) provides
y2 3x2 = 0, so that y = p3x. In this case, one obtains, from the constraint
condition, 1 = 4x2, which is solved by x = 1
2





y = z = 0, then one has x = 1 because of the constraint.
(ii) If z 6= 0 and (x; y) = (0; 0), then one has z = 1 on account of the
constraint. Thus, we have found that in the case of a1 = 0; a2 6= 0; b1 =









































Two three-point orbits have stibilizer C2, whereas the last two-point orbit
has stabilizer C3.
(5) If b1 = 0; b2 6= 0, the equations we have to solve are
b2zy = 0; b2zx = 0; a1z + a2y(y
2   3x2) = 0: (148)
From the rst and the second equations of (148), one has two cases, (i) z = 0
and (ii) z 6= 0; (x; y) = 0.
(i) If z = 0, the third equation of (148) becomes a2y(y
2   3x2) = 0.
If a2 6= 0 in this case, one obtains y(y2   3x2) = 0, and thereby y = 0,
y2   3x2 = 0. In the case of y = 0, one has x = 1. In the case of
y2 = 3x2, one has y = p3x, and thereby the constraint condition becomes
1 = 4x2, so that x = 1
2




. If a2 = 0, then the third equation
of (148) becomes a1z = 0. Since a1 6= 0, one has z = 0. Then the rst
and the second equation (148) are satised. This means that in the case of
a1 6= 0; a2 = 0; b1 = 0; b2 6= 0 the circle y2+x2 = 1 is a degeneracy set, which
we have obtained in (130).
(ii) If z 6= 0; (x; y) = (0; 0), then the third equation of (148) provides
a1z = 0. If a1 6= 0 in this case, one has z = 0, a contradiction to the
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constraint. If a1 = 0, the third equation of (148) is satised and then one
has z = 1. Thus we have found that in the case of a2 6= 0; b1 = 0; b2 6= 0











and if a1 = 0 in addition, two degeneracy points appear further;0@ 00
1
1A : (150)
That is, if a1 = 0; a2 6= 0; b1 = 0; b2 6= 0, there are eight degeneracy points,
forming one C3 and two C2 orbits which are already given by (146). If
a1 6= 0; a2 = 0; b1 = 0; b2 6= 0, then there appears a degeneracy curve already
found in (130).
The above observation of degeneracy points can be described in the q-p
plane, where (q; p) are dened, if a2 6= 0 and b2 6= 0, by (138), where (p; q) are
viewed as local coordinates of the over-reduced parameter space RP 1RP 1.
The degeneracy curves on the q-p plane are pq(1+ q2) = 1, p = 0, and q = 0,
where the lines p = 0 and q = 0 correspond to parameters of type (0; a2; b1; b2)
and (a1; a2; 0; b2), respectively. For the parameters corresponding to the curve
qp(1 + q2) = 1, the Hamiltonian has six degeneracy points (one six-point
generic orbit with stabilizer C1 of D3 action on the sphere), which are given
in (141) and (142). For the parameters corresponding to the line q = 0
except for the origin (p; q) = (0; 0), the Hamiltonian has six degeneracy
points (two three-point orbits with stabilizer C2), which are given in (149).
For the parameters corresponding to the line p = 0 except for the origin
(p; q) = (0; 0), the Hamiltonian has two degeneracy points (two-point orbit
with stabilizer C3), which are given in (144) or (132). For the origin (p; q) =
(0; 0), the Hamiltonian has eight degeneracy points (two three-point orbits
with stabilizer C2 and one two-point orbit with stabilizer C3), which are
given in (146). We have obtained another degeneracy points which cannot
be described in the q-p plane. In fact, for parameters with a2 = 0 and b1 = 0,
we have a degeneracy circle, which is given in (130).
Since the degeneracy points form orbits of group D3, they are mapped to
the orbits space. For the degeneracy points (141) and (142), the invariant
56
polynomials dened in (107) take the values 3 = 0, 2 = 1  pq, ' = q(pq)2.
This allows us to plot easily the positions of corresponding degeneracy points
on the orbit space in the polynomial coordinates. For the degeneracy points
with stabilizers C2 and C3, both given in (147), one has (2; 3) = (0;1)
and (2; 3) = (1; 0), respectively. The circle of degeneracy points (130) is
represented on the space of orbits as 2 = 0 boundary interval. The images















ϕ < 0 ϕ > 0
θ θ2 2
θ θ3 3
Figure 12: Degeneracy points on the space of orbits. Dash line corresponds to six-point
degeneracy orbits with C1 stabilizer. Two-point orbit with C3 stabilizer is represented by
a triangle. Two three-point orbits with C2 stabilizer are shown by circles. Note that the
respective points on the boundary of '  0 and '  0 domains should be identied. (See
gure 5.)
In order to describe completely the degeneracy set, we choose to use the
reduced parameter space T 2 = S1  S1, which is a quadruple covering of
RP 1  RP 1. We introduce in the reduced parameter space the local coordi-
nates (1; 2) determined by
a1 = cos1; a2 = sin1; b1 = cos2; b2 = sin2: (151)
The degeneracy curve pq(1 + q2) = 1 can be expressed in terms of these
parameters. Since p = cos1= sin1; q = cos2= sin2, we nd that 1 and
2 are related by
cos1 cos2 = sin1 sin
3 2: (152)
We have another exceptional curves, which are described as p = 0 and
q = 0. These curves can be expressed also as 1 = 2 and 2 = 2 ,
respectively. Note that the parameters (a1; 0; 0; b2) 6= 0 are mapped to
(1; 2) = (0;2 ); (;2 ), where 1 =  and 1 =   are identied,
of course. Figure 13 shows the degeneracy set, which forms all boundaries
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Figure 13: Degeneracy set for Hamiltonian (125) in the space (1; 2) of control parame-
ters. Black curve : degeneracy on six-point generic orbit with C1 stabilizer. Blue horizontal
lines : degeneracy on two three-point orbits with stabilizer C2. Red vertical lines : degen-
eracy on one two-point orbit with stabilizer C3. For intersection points of the horizontal
and vertical lines, three orbits of degeneracy points are present : two three-point orbits
with stabilizer C2 and one two-point orbit with stabilizer C3. The intersection points of
black curve and red vertical line one six-point generic orbit with C1 stabilizer and one
two-point orbit with stabilizer C3 are fused together to form one C3 orbit with multiple
zero. Further, to the intersection points between the curves and the horizontal lines, there
corresponds a degeneracy circle consisting of an innity of D3 orbits.
In order to complete the construction of the iso-Chern diagram for the
Hamiltonian (125), we need to calculate Chern numbers for any represen-
tative point from each connected iso-Chern domain. For this purpose, the
elementary transformation of the Hamiltonian and the accompanying change
in Chern numbers, or a distribution rule of Chern numbers works well, which
were discussed in Sec. 6. To see this in the present situation, Figure 14 is of
great help. What we have to do is to evaluate Chern numbers assigned to
three subregions of the region I. The Chern numbers to be assigned on other































































































































































































Figure 14: Representation of T 2 space of reduced parameters (1; 2) as a four-fold cov-
ering of a space of parameters characterizing system of equations for degeneracy and
exceptional points. Four regions I, II, III, IV correspond to identical solutions for degen-
eracy and for exceptional points. If region I is associated with Hamiltonian H, region II
corresponds to  H, region IV to H which is complex conjugate of H, and region III to
  H.
9.3. Chern numbers and iso-Chern diagram
Detailed calculations for Chern numbers are given in the appendix by
using as an example the closed path (1) represented in Figure 15. They
are done through the explicit calculation of all exceptional points. Winding
numbers for exceptional points are found by the linearization method. The
present subsection gives short summary of these calculations of Chern num-
bers and discusses the so obtained complete iso-Chern diagram for D3-model
Hamiltonian (125) depending on four parameters.
In order to see better what kind of change in Chern numbers could be
observed for families of Hamiltonians depending on control parameters, we
show in Figure 15 the evolution of Chern numbers along dierent closed paths
chosen on the reduced parameter space.
9.3.1. A local coordinate system on the two-torus
Since the parameters (1; 2) on the torus are not convenient for the
calculation of Chern numbers for eigen-line bundles for Hamltonian (125),
we choose to use another coordinate system dened in the following. In
the (a1; a2)-plane, we draw a unit circle centered at the origin along with



















Ch= − 4Ch= − 2
































1 2 3 4 5 6
Figure 15: The space of reduced parameters (1; 2) for a model D3 invariant Hamiltonian
(125). The space is a two-dimensional torus represented as a square with identication of
points on opposite boundaries. Dash lines 1,2,3,4,5,6 correspond to six closed paths in the
space of reduced parameters (1; 2). The evolution of Chern numbers along these closed






Figure 16: Local coordinate patches (A).
as coordinate patches of the circle. For a given point of a chosen tangent line,
we draw the line segment which connect the point to the center of the circle.
Then, the intersection point of the line segment with the circle is uniquely
determined. In this manner, the tangent line and a half of the circle are
in one-to-one correspondence. In order to nd the transformation of local
coordinates, we take, say, the tangent lines to ( 1; 0) and to (0; 1), which
are expressed as ( 1; ") and (; 1), respectively, where ";  2 R. Then, the "
and the  serve as local coordinates of the circle. The tangent lines ( 1; ")
and (1; ) cover the left and the upper halves of the circle, respectively (see
Fig. 16). In the intersection of the left and the upper halves of the circle,







from which we nd that the coordinate transformation between  and " is
given by
" =  1; " > 0;  < 0: (154)
Other tangent lines also serve as coordinate patches for the circle, and coor-
dinate transformations are found in the same manner as above.
In a similar manner, we can dene local coordinates on the unit cir-
cle in the (b1; b2)-plane. In the (b1; b2)-plane, like Fig. (17), we draw a
unit circle centered at the origin together with tangent lines to the circle
at (1; 0); (0; 1); ( 1; 0); (0; 1). In order to nd the transformation of local
coordinates, we take, say, the tangent lines to (1; 0) and to (0; 1), which are
expressed as (1; ") and (; 1), respectively, where ";  2 R. Then, the " and






Figure 17: Local coordinate patches (B).
(1; ) cover the right and the upper halves of the circle, respectively (see Fig.
17). In the intersection of the right and the upper halves of the circle, two







from which we nd the coordinate transformation between  and "
" = 1; " > 0;  > 0: (156)
The local coordinate patches
f(1; 1)g; f(2; 1)g; f( 1; 3)g; f(4; 1)g (157)
assigned to S1 in the (a1; a2)-plane and
f(1; 1)g; f(2; 1)g; f( 1; 3)g; f(4; 1)g (158)
assigned to S1 in the (b1; b2)-plane are put together to form the products,
f(1; 1)gf(2; 1)g, f(2; 1)gf( 1; 3)g etc., as a local coordinate system
of the two-torus.
9.3.2. Exceptional points and Chern numbers along a closed path (1)
In what follows, we give the results of the evaluation of positions of excep-
tional points and the values of Chern numbers along the closed path (1) on
the two-torus which is shown in Fig. 15, leaving the calculations in Appendix.
Table 1 gives a summary of the result of calculation for Chern numbers. The
parameters " and  in the rst and the second row are local coordinates at-
tached to the left and the upper halves of the closed path (1), respectively.
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Table 1: Evolution of exceptional points, sign of diagonal matrix element, and corre-
sponding Chern numbers for closed path (1). Parameters " and  are related to 1, 2 as
1 =    arctan ", 2 = =2  arctan. Positions of exceptional points on the sphere are
shown in Figure 18. The details of calculations are given in the Appendix.
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e + + + 0   0 + +
n                
a; b + (empty)   0 + + + (empty)
Chern not not
number  2  2  2 defined 4 defined 2 2
On the overlapped interval of respective parameters, the coordinate change
(154) is used to identify corresponding subintervals with each other. These
two parameters are put together to cover three quarters of the circle (1). In
the bottom row of Table 1, along this three-quarter circle, the Chern num-
bers are given for the eigen-line bundle associated with a positive eigenvalue
of Hamiltonian (125). Though this table does not cover all Chern numbers
along the closed path (1), we can determine the other Chern numbers, as is
shown in subgure 15.1, by using a shift law for Chern numbers, which we
will explain in the following subsection. (In Appendix, the missing quarter
of the circle (1) is treated by the method similar to the shift law touched
upon above.) The third row of Table 1 gives exceptional points denoted by
e;n, a, and b together with signs which indicate that each of them
is positive or negative exceptional point. When the parameter takes special
values, the number zero is placed at due positions of the row, which means
that the exceptional points in question become degeneracy points at each of
those moments. For example, if " = 26=27 or  =  27=26, the e, a, and
b become degeneracy points, and thereby no Chern numbers are dened.
From the expression of these exceptional points given in Appendix, we
observe that there are three types of exceptional points. The exceptional
points n are independent of the parameter modications. They are xed
at (x = 1; y = 0; z = 0) points of the sphere. Second pair of exceptional
points, namely e, is located on the great circle x = 0 of the sphere. These
two points remain always antipodal to each other. They exist for all values of
parameters and go along the great circle when the parameters follow the path
(1). Finally, the quadruple (a; b) of exceptional points exist only for some
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subset of parameter values corresponding to path (1). These four exceptional
points appear through a bifurcation at n points and then annihilate in pairs
when arriving at x = 0 plane. All positions of these exceptional points at
dierent values of parameters are plotted in Figure 18. Figure 18 represents
the sphere as projections of two hemispheres z  0 and z  0 on the plane
z = 0. All the positions of a; b points form ellipsoidal curves.
Figure 18 remains qualitatively the same even if the position of the path
(1) moves to another values of 2 parameter. As soon as 2 approaches
2 =  =2 the interval of 1 values for which the quadruple of exceptional
points a; b exists shrinks to 1 = 0 and the whole circle of exceptional
points dened by z = 0 exists for 1 = 0, 2 =  =2 point in the parameter
space. However, this circle should be referred to as a degeneracy curve, as
we see from (130). We note here that degeneracy points are special ones
of exceptional points. If, on another way, 2 approaches 2 = 0, the set of
exceptional points approaches the circle y = 0 and for the 1 =  =2, 2 = 0
point in the parameter space we get the whole circle of exceptional points
dened on the sphere by x2 + z2 = 1, but two points z = 1 of this circle















Figure 18: Positions of exceptional points on the sphere along the closed path 1 represented
in Fig. 15. The sphere is shown through projections of its north (z  0) and south (z  0)
hemispheres on the plane fx; yg. The n+ and n  as exceptional points are xed and
present for all points along the path 1. Positions of e+ and e  exceptional points are
shown by dash line. The e+ =  e  move along the great circle. Projections of the
points a; b on the fx; yg plane move along ellipsoidal curve shown by solid line. These
four points appears by bifurcating from n points at  =  9=4 and disappears through
bifurcation at  = 27=100 at x = 0 point of the solid curve.
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9.3.3. The iso-Chern diagram
We here give a shift law for Chern numbers on the iso-Chern diagram,
using the results in Sec. 6.2. From the point of view of the Hamiltonian
(125) the transformation (a1; a2; b1; b2) 7! ( a1; a2; b1; b2) corresponds to
modication H 7! H, where H is a complex conjugate to H. The trans-
formation (a1; a2; b1; b2) 7! ( a1; a2; b1; b2) corresponds to modication
H 7!  H, and the transformation (a1; a2; b1; b2) 7! (a1; a2; b1; b2) corre-
sponds to modication H 7!   H (see Figure 14). On the other hand, the
transformations (a1; a2) 7! ( a1; a2) and (b1; b2) 7! ( b1; b2) correspond
to the transformations 1 7! 1   and 2 7! 2   on the two-torus,
respectively. From the results obtained in Sec. 6.2, it follows that according
as the shift operations on the torus
(1; 2) 7! (1  ; 2) or (1; 2) 7! (1; 2  ); (159)
the Chern number assigned to (1; 2) undergoes a change in sign or is kept
unchanged. This gives a shift law for Chern numbers on our iso-Chern dia-
gram. Using this law, we can determine the Chern numbers along the whole
closed curve (1), as is shown in subgure 15.1. Further, since the curve (1)
passes the lower left and center subregions of the region I, we can determine
Chern numbers on the iso-Chern domains to which the lower left and the
central subregions of the region I are shifted by the transformations (159).
However, the curve (1) does not pass the upper right subregion, and hence in
order to complete the iso-Chern diagram, we have to nd the Chern number
to be assigned to the upper right subregion of the region I in Fig. 14. For
this purpose, we choose the closed curve (3) in Fig. 15 for the Chern number
evaluation. Like Table 1, after a straightforward calculation, which we do
not give here, we obtain the following table as the result of the evaluation of
Chern numbers along the upper half of the closed curve (3).
From Table 2, we see that the Chern number to be assigned to the upper
right subregion of the region I is  4. Now we can make out the iso-Chern
diagram by using the above-shown shift law together with the Chern numbers
so far obtained.
Proposition 2. For the D3 invariant Hamiltonian (125), the reduced pa-
rameter space is the two torus on which the iso-Chern diagram for the eigen-
line bundle associated with positive eigenvalue is described as is shown in
Fig. 19. The iso-Chern diagram for the eigen-line bundle associated with
negative eigenvalue is obtained by opposing the sign of the Chern number
assigned to each iso-Chern domain.
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Table 2: Evolution of exceptional points, signs of the diagonal matrix element, and corre-
sponding Chern numbers for the upper half of the closed path (3).















e     0 + 0    
n + + + + + + +
a; b (empty)       0 + (empty)
Chern not not








































































































































































































Figure 19: Complete iso-Chern diagram for D3 invariant Hamiltonian (125). In each iso-
Chern domain the Chern number for eigen-line bundle with positive eigenvalue is indicated.
Chern number for eigen-line bundle associated with negative eigenvalue has opposite sign.
66
10. Conclusion
We have analysed in this paper the consequences imposed by symme-
try on the possible values of topological Chern numbers for energy bands
and on their allowed modications. The analysis is made essentially in the
semi-quantum model which has a nite number of quantum states describing
quantum subsystem which is supposed to be in interaction with classical sub-
system described by classical variables dened over classical phase space with
prescribed topology. An important assumption is the two level approxima-
tion leading within the semi quantum model to eective Hamiltonian linear
in SU(2) generators, and the S2  CP 1 topology of the classical phase space
corresponding to physical example of rotational structure for two vibrational
states.
Under these assumptions after giving the symmetry group of the problem
(which denes in its turn the action on quantum states and on classical
variables) we have obtained that only some special integers (depending on
the symmetry group) could appear as Chern numbers for individual eigen-
line bands. The results for the SO(2) and D3 symmetry Hamiltonian models
are given in Propositions 1 and 2, respectively.
Here in conclusion, we try to formulate several important generalizations
and possible further steps in the study of qualitative description of bands
and their rearrangements.
It is necessary to nd mathematical justication for selection rules for
possible Chern numbers in the presence of symmetry which follows from the
purely group theoretical analysis of band decompositions for quantum molec-
ular problems formulated in [48, 47, 24] in terms of the numbers of states in
bands. Combining these selection rules with the correspondence between
Chern numbers for semi-quantum model and exact numbers of quantum
states for corresponding purely quantum problem [13, 14, 15] leads to results
conrmed by explicit calculation of Chern numbers on concrete examples in
the present paper. In particular, for D3 invariant model with two quantum
states transforming according to two-dimensional E-type representation the
direct application of group theoretical selection rules [48, 47] gives the follow-
ing restrictions on the possible values of Chern numbers: Ch = 2 mod6. We
have found for four-parameter model 2 and 4 as possible values. Adding
higher degree terms (namely fourth degree in elementary rotational variables)
in the Hamltonian enables us to nd iso-Chern domains in the parameter
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Table 3: Codimension of eigenvalue degeneracies for complex Hermitian matrices under
the absence of symmetry.
Degeneracy i = j i = j i = j = k i = j i = j
k = l k = l k = l = m
m = n
Codimension 3 6 8 9 11
space with Chern numbers 8. Nevertheless the systematic proof of this
selection rule remains an open problem.
One of the possible ways to generalize the model is to consider several
quantum states but to keep the dimension and the topology of the classical
phase space unchanged. In order to preserve under such generalization the
generic character of the model we need to include in the model nonlinear
terms in SU(2) generators. The constructed N N matrix of N -state model
in such a case will have exactly the same codimension of degeneracies as
two-state problem taking into account the symmetry of quantum states. In
a generic way the rearrangement of bands can take place for one-parameter
families of Hamiltonians at isolated values of control parameter.
Another possible way of a generalization is to go to models with classical
subsystems being described by phase space of higher dimension (and nat-
urally of dierent topology). In this case the complex dimension of a base
space is larger than 1 and new eects appear if the number of quantum states
taken into account is suciently large.
The most important new feature is the appearance of non-decomposable
bands associated with several quantum states. The appearance of such bands
follows directly from the comparison of codimension of degeneracy points
listed in table 3 with the dimension of base space. In order to characterize
bands topologically for higher dimensional base spaces the rst Chern class
is insucient and higher Chern classes appear naturally. Example of such
three-state model over classical phase space with CP 2 topology was studed
in [16]. The study of symmetry eects for such multi-state problems with
non-trivial topology of highly-dimensional classical phase space is completely
open problem.
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Appendix A. Calculation of Chern numbers for D3 model Hamil-
tonian
We calculate in this appendix the Chern numbers along a closed path de-





) in the parameter
space. This path is denoted by 1 in Figure 15. For the sake of simplicity in
the notation, we choose to take the local coordinates dened in (157) and
(158). With a bit change of parameters, we then treat the Hamiltonian (125)
in terms of the parameters
a1 =  1; a2 = "; b1 = 1; b2 =  3
2
: (A.1)




z) = 0; z   "y(y2   3x2) = 0: (A.2)
From the rst equation of (A.2) we see that there are two cases: (i) x = 0
and (ii) 2y + 3
2
z = 0.
(i) If x = 0, then the second equation of (A.2) becomes z = "y3. Then, the
constraint condition yields the equation 1 = y2(1 + "2y4), which is solved by
, where  is determined uniquely as the only real solution of (1+"22) =
1, since the function f(s) = s(1+ "2s2) is monotone increasing in s. We note









(ii) If 2y+ 3
2
z = 0, then the second equation of (A.2) becomes  4
3
y  "y(y2 
3x2) = 0. If y = 0, then z = 0, so that x = 1 because of the constraint





If y 6= 0, then the second equation of (A.2) reduces to  4
3
= "(y2   3x2). In
this case, the constraint condition provides 28
9
y2 = 1  4
9"




right-hand side of this equation is positive, and we have non-zero solutions














. Then, the constraint condition
















< ". From the above results, it follows that if  100
27
< " < 4
9
, there
are no real solutions of the present type, but for "   100
27

















































for "   100
27
or "  4
9
:
In particular, if " = 4
9
, the exceptional points a and b coincide with each
other and equal n.
The next task for us to do is to determine Uup and Udown. To this end,
we examine the sign of the values of
F = y2   x2   3
2
zy (A.6)
for the exceptional points obtained, where F is the left upper element of
the Hamiltonian matrix. An exceptional point is assigned to Uup or Udown,
according to whether F > 0 or F < 0 for that point.
First we take up (A.3). We then need to nd the sign of F (e) =   32"2.
To this end, we set f(s) = s(1+"2s2) and g(s) = s  3
2
"s2. Our task becomes
to nd the sign of g(). By the denition of , one has f() = 1. It is easy
to see that g(0) = g( 2
3"






. First we consider
the case of " > 0. If f( 2
3"
) > 1 = f(), then  < 2
3"
. This is because the
function f(s) is monotone increasing. Since g(s) > 0 for 0 < s < 2
3"
, we see
that g() =   3
2
"2 > 0 for <  < 2
3"




> 1 or " < 26
27
,
then g() > 0. Contrarily, if " > 26
27
, then f( 2
3"
) < 1 = f(), so that we verify
that 2
3"
< . Since g(s) < 0 for s > 2
3"
, we nd that g() =    3
2
"2 < 0 if
" > 26
27
. In the case of " < 0, we see easily that g(s) < 0 for s > 0, so that
g() =   3
2
"2 < 0.
We turn to the exceptional points (A.5). For a and b, we obtain
F (a) = F (b) = 67"("  2627), and for n we have F (n) =  1 < 0.
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In a summary, the sign of the value of F = y2   x2   3
2
zy for each of the
exceptional points and for all studied intervals of "-parameter values is listed
up in the table 1 given in the main text, section 9.
It is to be noted that F (e) = F (a) = F (b) = 0 at " = 2627 . This
means that the points e; a; b become degeneracy points at the moment
of " = 26
27
. This can be also veried as follows: For " = 26
27
, the reduced
parameters take the values p = a1=a2 =  2726 and q = b1=b1 =  23 , which










In addition, we note also that at the moment of " = 26
27
, the six degeneracy



































The set of three points fe+; bg and that of fe+; ag form triangles, re-
spectively. Each triple corresponds to one orbit of the C3 subgroup of the D3
group with trivial stabilizer. All six points together form one six-point orbit
of the symmetry group D3 with trivial stabilizer.
According to the sign of F for the exceptional points, we nd the following
four types of domains;
Uup = S











2   e	; Udown = S2   n; a; b	 for 4
9












To evaluate the Chern number, we take the linearization method ex-
plained in Sec. 6.2. Let X = a12 and Y = b12, the real and the imaginary
parts of the upper o-diagonal element of the Hamiltonian matrix;
X = x(2y +
3
2
z); Y = z   "y(y2   3x2): (A.12)
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Note that the transition function on Uup \ Udown is expressed as  = (X +
iY )=
p
X2 + Y 2 with  = 1.
In the case of "   100
27
, we draw two circles C1 and C2 on the levels




< h < 1, respectively. The circles divide the sphere into
three regions. We denote by S2+ the union of the regions which contain either
of n, and by S2  the region which contains the equator. The orientation of
C1 and that of C2 are in keeping with the orientation of S
2
+. We take (y; z)
as local coordinates and view x as a height function. Then, the rst-order






















=3"( 3y2 + x2); @Y
@z
= 1  6"yz: (A.13b)
Then, the determinant of the coecient matrix of the linearlized vector is













 = 2x(1  94"); (A.14)
where x denotes the x-component of n. Since "   10027 , the right-hand side
of the above equation is positive or negative, according as x = 1 or x =  1.
Hence, the winding number of C1 for n+ is +1. Since the local coordinate
system (y; z) is negatively oriented against the orientation of the hemisphere
with x < 0, the winding number of C2 for n  is +1 as well. Thus, the sum
of the winding numbers is +2, so that the Chern number is  2.
We now consider the case of  100
27
< " < 4
9
. Since no degeneracy points
appear as " passes the number " =  100
27
, the Chern number should remain
to be the same though the points a and b disappear. We verify this fact
by evaluating the Chern number. We draw two circles C1 and C2 on the
levels x = h with 0 < h < 1, respectively. The circles divide the sphere
into three regions. As in the case of "   100
27
, we denote by S2+ the union of
the regions which contain either of n, and by S2  the region which contains
the equator. The orientation of C1 and that of C2 are in keeping with the
orientation of S2+. We take the linearization method as well. Taking (y; z)
as local coordinates, we obtain the same determinant evaluated at n as in




< " < 4
9
, the sign of the right-hand side
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of (A.14) is the same as in the case of "   100
27
, so that the same reasoning
can be made to result in the same Chern number  2.
We turn to the case of 4
9
 " < 26
27
. We draw two circles C1 and C2 which





















< " < 26
27
. The circles divide the sphere into three
regions. We use the notation S2+ and S
2
  in a similar manner to the above.
The S2+ is the union of the two regions which contains either the exceptional
points a+; b+;n+ or a ; b ;n . The S2  is the region containing the equator.
We take (z; x) as local coordinates in view of the position of e and look on












































 0 21=2 + 32"3=21 + 3"22 0














 0  21=2   32"3=21 + 3"22 0
 > 0; (A.17)
respectively. The local coordinate system (z; x) is positively oriented on the
hemisphere with y > 0 in which e+ is included, but negatively oriented on the
hemisphere with y < 0 in which e  is included. However, the orientation of
small circles centered at respective exceptional points are clockwise. Thus,
we observe that the winding numbers associated with e are both 1 and
summed up to be 2. The Chern number is then  2 in this case. Thus, we
have veried that the Chern number is the same as in the case of " < 4
9
.
We proceed to the case of " > 26
27
. We draw two circles C1 and C2 in a
bit dierent manner from that in the above two cases. The circles C1 and C2
enclose the exceptional points a in the hemisphere with y > 0 and b in
the hemisphere with y < 0, respectively. The circles divide the sphere into




of the remaining two. The region S2+ then contains the exceptional points
n and e and the S2  contains a and b. In view of the positions of the
exceptional points a and b, we take (z; x) as local coordinates and look
on y as a height function. From (A.15) we verify that the determinant of the


























 = x2y (9"  4); (A.18)
where y and x are y- and x-components of a or b. Since " > 49 , the right-
hand side of the above equation is positive or negative according to whether
the y-component of a or b is positive or negative. Since the y-component
of a is positive and that of b is negative, we nd that the determinant
is positive for a and negative for b. Since the orientation of small circles
centered at a is negative, the winding numbers for a are both  1. Taking
into account the fact that the (z; x)-coordinate system is negatively oriented
against the sphere in the neighborhood of b, we observe that the total
winding number is  4, so that the Chern number is 4.
In a summary, we have extended the table of signs of F = y2   x2   3
2
zy
for the exceptional points by calculating corresponding Chern numbers (see
table 1 of section 9).
We are interested in what happens to the exceptional points in the limit
as " ! 1. We rst consider the exceptional points e given in (A.3). If
" ! 1, then the  as a real solution to 1 = s + "2s3 tends to 0. Since the
relation 1 =  + "23 is preserved in the process of "!1, we observe that




1A as "!1: (A.19)
For these limit points, we see that F = y2 x2  3
2
zy = 0, which implies that
the above points (A.19) become degeneracy points as " ! 1. This can be
veried also by letting ! 0 in the expression   3
2
"2. In fact, we obtain
   3
2
"2 =    3
2
"3=21=2 ! 0 as " ! 1. Note also that the points e
given in (A.19) form two-point orbit of the group D3 with stabilizer C3.
We turn to the exceptional points a; b given in (A.5). If we make
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Since we have F (a) = F (b) = 67   1" 626727 for generic a; b, we verify that
F (a) = F (b) ! 67 as " ! 1. This implies that a and b remain to be
exceptional points if "!1. The exceptional points n are independent of
" and remain to be exceptional points if "!1.
We are to observe what happens to the exceptional points if " !  1.
We rst consider the exceptional points e. If "!  1, then  tends to 0 in
the same manner as in the case of "!1. However, in the case of "!  1,








respectively, in contrast with (A.19). Similar to the case of "!1, the limit





























which are exceptional points. This is veried in the same manner as in the
case of "!1. The exceptional points n are independent of " and remain
to be exceptional points if " !  1. The degeneracy points (A.21) form a
two-point orbit of D3 group with stabilizer C3.
We note here that the operations " ! 1 correspond to 1 ! 2 and
1 ! 32 , respectively. Put another way, the parameter " cover the left half
of the unit circle in the (a1; a2)-plane (see gure 16).
We turn to the upper half of the unit circle. In other words, we now
consider the Hamiltonian with the parameters








z) = 0; z + y(y2   3x2) = 0: (A.24)




(i) If x = 0, the second equation of (A.24) becomes z + y3 = 0. Then,
the constraint condition provides 1 = y2(1 + 1
2
y4), if  6= 0. We will treat
the case of  = 0 separately after nishing the case of  6= 0. Since the
function f(s) = s(1 + 1
2
s2) is monotone increasing in s, we have a unique
real positive solution  determined by 1 = (1 + 1
2
2). Solutions to the
equation 1 = y2(1 + 1
2
y4) are then given by y = 1=2. Thus we have
obtained the exceptional points with the vanishing x-components. For the























1A ;  < 0: (A.26)
(ii) If z =  4
3
y, then the second equation of (A.24) becomes  4
3
y + y(y2  
3x2) = 0. The y = 0 is a solution to this equation. Then, we have z = 0, so






If y 6= 0, then we have  4
3
 + y2   3x2 = 0. This equation and the









). The right-hand side of this equation is in the




)  1 if and only if  9
4




   27
100
,







. Then, y2 = 4
3
+3x2 is solved






























































   27
100
:
We now explain the reason why we have chosen the denitions (A.25)
and (A.26), where the suces  look exchanged, if the sigh of  is ignored.
We can prove the validity of the denition (A.26) from the viewpoint of the
parameter change (154). In terms of the parameter ", the exceptional points
e are dened in (A.3) with the  determined by 1 = (1+ "22). Let us be
reminded of the fact that the parameter change (154) is valid for " > 0 and
 < 0. In (A.25),  is determined by the equation 1 = (1 + 1
2
2), which is
put into 1 = (1 + "22) if  =  1=" is taken into account. With these in
mind, we can observe that the exceptional points (A.3) in the case of " > 0
are exactly the same as (A.26) in the case of  < 0.
We further verify that although the exceptional points e look discontin-
uous at  = 0, they are continuous in a neighborhood of  = 0. To this end,
we rst note that if  ! 0 then  ! 0. Since the relation 1 =  + 1
2
3 is
preserved in the process of  ! 0, it follows that 1
2
3 ! 1 as  ! 0. On




1A as  # 0: (A.29)
In the case of  < 0, from the denition (A.26), the limit points of e as




1A ;  " 0: (A.30)
Eqs. (A.29) and (A.30) are put together to show that the exceptional points
e dened by (A.25) and (A.26) depend continuously on  in a neighborhood
of  = 0.
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We note further that if  < 0, the exceptional points a and b dened
in (A.28) are transformed into those dened in (A.5) with "  4
9
.




z) = 0; y(y2   3x2) = 0: (A.31)




(i) If x = 0, then the second equation becomes y3 = 0, so that y = 0. Then,
the constraint condition provides z = 1.
(ii) If 2y+ 3
2





3x2) = 0. If z = 0, then one has y = 0, so that the constraint condition
provides x = 1. If z 6= 0, then the present equation reduces to 9
16
z2 3x2 =
0. This and the constraint condition are put together to give 1 = 7
4
z2, so
that z =  2p
7










. Thus, for  = 0, we
































We note that the leftmost exceptional points among the above are limit
points of e as  ! 0, as is seen in (A.29) and (A.30). The second one is
the same as n. The third and the last ones are the limit points of a and
b, respectively. In fact, if  ! 0, the exceptional points a and b given



























So far we have obtained all the exceptional points, our next task is to
examine the sign of the value of F = y2 x2  3
2
zy for each of the exceptional




which is positive for  > 0. For e, one has F (e) = + 32
2 > 0 for  > 0.
For n, one has F (n) =  1 < 0. In the case of  = 0, a straightforward
calculation shows that F (e) = 0, F (n) < 0, F (a) = F (b) > 0. In the
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case of  < 0, we need not to examine the sign of the value of F , since we
can nd the sign by applying the parameter change  =  1=" to the results
in the case of " > 0. The summary of our results is given in the table 1 in
section 9, where the correspondence between results obtained by using " and
 parameters is explicitely demonstrated.
It is to be noted here that the exceptional points e become degeneracy
points at the moment of  = 0, which we have already shown when we
studied the limit points of e as "!1.
In what follows, we study the case of  > 0. The domains Uup and Udown
are now determined according to the sign of F for the exceptional points as
follows:
Uup = S




2   feg; Udown = S2   fng for 27
100
< : (A.35)
To evaluate the Chern number, we take the linearization method. Let
X = x(2y +
3
2
z); Y =  z   y(y2   3x2): (A.36)
In the case of 0 <   27
100
, we draw two circles C1 and C2 on the levels




< h < 1. These circles divide the sphere into three
regions. We denote by S2+ the union of regions containing either of e, and
by S2  the region containing the equator. The orientations of the circles are
in keeping with that of S2+. We take (y; z) as local coordinates and view x as






















=  9y2 + 3x2; @Y
@z
=    6yz: (A.37b)














 =  2x(+ 94); (A.38)
where x is the x-components of n. If  > 0, the right-hand side of the
above equation is negative or positive according to whether x = 1 or x =  1.
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Thus, the winding number associated with n are both  1 on account of the
orientation of the coordinate system (y; z) against the north and the south
hemispheres. It follows that the Chern number is 2.
In the case of 27
100
< , we draw two circles C1 and C2 on the levels x = h,
where 0 < h < 1. The regions S2+ and S
2
  are dened in a similar manner as
above. The Chern number is also evaluated in the same manner as above to
result in 2.
The summary of the results can be seen again in the table 1 in section 9.






For these limit points, the function F = y2   x2   3
2
zy has the value 1 > 0,
so that they remain to be exceptional points. The exceptional points n
remains to be xed, since they are independent of .
We move on to the right half circle in the (a1; a2)-plane. The tangent
line to the circle at (1; 0), which is a coordinate patch of the half cycle in
question, is expressed as (1; "), which is the inversion of the tangent line
( 1; ") at ( 1; 0), where " 2 R. The present parametrization of the tangent
line carries the advantage that we need not to perform another calculation to
nd exceptional points. This is because the equation for exceptional points
for the parameter







z) = 0; z   "y(y2   3x2) = 0; (A.41)
which are the same as in the case of (a1; a2) = ( 1; "). Then, we have the
same exceptional points as those obtained in the case of (a1; a2) = ( 1; ").
And the domains Uup and Udown prove to be the same. However, the Chern
numbers are not the same, since the quantities X and Y are not the same.
They are given by
X = x(2y +
3
2
z); Y =  z + "y(y2   3x2); (A.42)
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We note that Y is changed in the sign in comparison with (A.12). This
modication is due to the transformation H ! H of Hamiltonian to its
complex conjugate as shown in Figure 14. If we are reminded of the fact
that Chern numbers can be evaluated through the sign of the determinant of
the coecient matrix of the linearized vector, we can observe that the Chern
number is reversed in the sign under the transformation (X;Y )! (X; Y ).
Thus, we have for the case of (a1; a2) = (1; ") the following table
"   10027  10027 < " < 49 49  " < 2627 " = 2627 2627 < "
e + + + 0  
n          
a; b + (empty)   0 +
Chern not
number 2 2 2 defined  4
which is completely similar to the appropriate part of Table 1 dealing with
(a1; a2) = ( 1; "). The only formal dierence is the inversed sign of the Chern
number for the same eigen-line bundle associated with positive eigenvalue of
the model Hamiltonian (125).
It is to be noted here that the coordinate patches with " < 0 and with
" > 0 cover the upper right quarter and the lower right quarter of the circle,
respectively.
In the same manner, we can inverse the sign of (; 1) to obtain the tangent
line, ( ; 1), to the circle at (0; 1). By the same reasoning as above, we
can obtain the following table for the case of (a1; a2) = ( ; 1):















e + + 0   0 + +
n              
a; b (empty)   0 + + + (empty)
Chern not not
number 2 2 defined  4 defined  2  2
This table again coincides with the appropriate part of Table 1 dealing
with (a1; a2) = (; 1) case except for the sign of Chern numbers, which are
inversed.
Thus, we have found all Chern numbers along the closed path determined





). This closed path
carries four singular points on which Chern numbers are not dened. The




Ch= − 4Ch= − 2
Ch= 4 Ch= 2
Figure A.20: Chern numbers along closed path 1 shown in gure 15.
dots on the circle denote the points in the parameter space corresponding to
Hamiltonians with two eigenvalues possessing degeneracy points. Eigen-line
bundles cannot be dened for Hamiltonian with these parameter values. The
Chern number is constant in each arc between adjoining dots.
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