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Classical physics obeys the intuitive logic that if something happened then it happened some-
where, it just might be unknown where. Entanglement breaks this, enabling interactions without a
single specific location. In this work we study these delocalised-interactions, whereby an interaction
happens whilst creating less locational information than would be classically possible. We intro-
duce quantum games to capture the effect and prove bounds that demonstrate a direct operational
use for quantum concurrence. We also find a connection with quantum teleportation, explore an
information theoretic approach, and demonstrate the games using an IBM quantum processor.
The study of quantum entanglement [1] has proved an
insightful topic which has repeatedly reshaped our un-
derstanding of what nature fundamentally allows. In ad-
dition to its role in quantum foundations, entanglement
is necessary for several types of non-classical advantage
[2–4] and provides the archetypal quantum resource the-
ory [5]. Furthermore, for specific tasks, certain entan-
gled states provide non-classical advantage where others
do not, hence hierarchies of entanglement, with the best
studied being the division into the proper subset capa-
ble of quantum steering [6, 7] and the proper subset of
these that are capable of demonstrating Bell non-locality
[8]. Interestingly, this fundamentally motivated hierarchy
has connections to quantum cryptography [9], with corre-
sponding levels of security for entanglement [10], steering
[11], and Bell non-locality [12, 13].
A key method for studying particular aspects of entan-
glement is to consider non-local games, where entangle-
ment can provide non-classical advantage. The archety-
pal example is the game constructed from the Clauser-
Horne-Shimony-Holt test [14], which is an example of an
XOR game [15]. Further games have been considered
where the questions are asked with quantum states, as in
semi-quantum non-local games [16, 17] that can witness
all forms of entanglement, and includes as a subclass the
quantum XOR games [18]. There are also extended non-
local games (sometimes referred to as bipartite steering
games) [19–21] in which the referee also holds a quan-
tum system that is provided at the start of the game by
the players, and numerous other interesting setups and
variations have been studied [22–27].
In this paper, we study quantum delocalised-
interactions. Essentially, entanglement can allow inter-
actions to happen in a manner where the location of the
interaction is not fixed to a single unique place. This
enables certain quantum protocols [28, 29], and fun-
damentally stands in stark contrast to classical theory,
where if something happened then it happened some-
where, though we may not know where.
We formulate quantum games to study delocalised-
∗ a.paige16@imperial.ac.uk
interactions. Using these we prove various connections
with established results from the field of quantum cor-
relations. In particular, the games provide a direct
operational use of concurrence [30, 31], whereby con-
currence provides a bound for the non-classical perfor-
mance of a state, and this can be saturated for a broad
class of states. In addition, we find a correspondence
with quantum teleportation, where the capacity for non-
classical teleportation fidelity [32] implies the capacity
for non-classical performance in a delocalised-interaction
game. Furthermore, we consider the possibility of for-
mulating an information theoretic notion of delocalised-
interactions by utilising the trace distance, and com-
pare this with the formulated games. There are con-
nections between the two in limiting cases but numerics
indicate that in general the derived inequality does not
always capture delocalised-interactions as established by
the games. We also demonstrate the games using an IBM
quantum processor, achieving non-classical performance.
FIG. 1. Illustration of the imagined double-slit setup. A and
B must try to record when C sends through particles, whilst
attempting to not damage the interference pattern.
Double slit – First we illustrate what we mean by
delocalised-interactions with the familiar double slit
thought experiment. Consider the following setup as il-
lustrated in Fig. 1. Charlie (C) prepares a double slit
experiment where every second he either sends through a
particle or does not. Alice (A) stands at one slit and Bob
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FIG. 2. Schematic illustration of the formal game setup. On the left is the no particle case and on the right the particle case,
where the particle is in a superposition of going to A and B. After interaction via the controlled unitaries W = UAAp ⊗ VBBp ,
the ApBp system is returned to C who performs a projective measurement onto the originally prepared state.
(B) stands at the other, and they try to produce a record
of when there is and is not a particle. The catch is that
they must try to not destroy the interference pattern. At
the end they can come together to produce the record,
but before this they must act locally at their respective
slits.
With only classical resources this will not be possi-
ble. There will be a trade-off, the more information
they locally record on whether a particle is present, the
more they gain which-path information and destroy the
interference [33]. However, if they share certain entan-
gled states then this simple logic no longer holds. If for
instance they share copies of the Bell state 1√
2
(|00〉 +
|11〉)AB , then they can produce a perfect record of when
there were particles without affecting the interference. To
do this they prepare their setups such that if a particle is
at A/B’s slit then the bit flip XA/B is performed on the
shared Bell state, i.e. they perform controlled bit flips.
Note that the key property is not simply that we end up
in the same state with either unitary, or else the classi-
cally correlated state 12 (|00〉〈00|+ |11〉〈11|) would exhibit
the same behaviour, and it does not. One can appreci-
ate this by considering the purification 1√
2
(|000〉+ |111〉),
which is transformed to orthogonal states by XA, XB ,
and hence even though there is no difference in the orig-
inal state, the information as to which side the uni-
tary happened still exists in the universe (adhering to
the church of the larger Hilbert space). For separable
states, any information gained that an interaction hap-
pened must come with corresponding information estab-
lished on where the interaction happened. When some
quantum state is used to demonstrate that this classical
trade-off is not holding we refer to this as demonstrating
a delocalised-interaction.
With this setup in mind we now construct a formal
quantum game, to study the phenomenon of delocalised-
interactions.
Particle/No-Particle game – We use the setup as illus-
trated in Fig. 2. C flips a fair coin to determine whether
he does or does not send a particle to A and B. If he does
not send a particle we write this as him preparing the
state |np〉 = |00〉ApBp . If he does send the particle then
he prepares it in an equal superposition of going to A
and B, which we write as |p〉 = 1√
2
(|01〉ApBp + |10〉ApBp).
In order to record whether there was a particle or not in
any given instant, A and B use some shared state ρAB .
They perform local controlled unitaries onto this shared
state such that the global unitary is of the form
W = |00〉ApBp〈00| ⊗ 1AB + |10〉ApBp〈10| ⊗ UA ⊗ 1B
+ |01〉ApBp〈01| ⊗ 1A ⊗ VB + |11〉ApBp〈11| ⊗ UA ⊗ VB .
(1)
After this the ApBp subsystems are returned to C who
will then make a projective measurement onto the orig-
inal state he prepared to try to determine whether they
have affected the state. A and B are spatially separated
and unable to communicate until the end of the game
when they come together and perform joint measure-
ments, with POVM elements Π
(p)
AB ,Π
(np)
AB corresponding
to their answer being particle or no particle respectively.
The rules are simple. A and B win if they cor-
rectly record whether there was a particle and C projects
onto his original state. We refer to this game as the
Particle/No-Particle (PNP) game. For a given choice
z ∈ {p,np}, the probability that A and B win is
p˜z = Tr
[
(Π
(z)
AB ⊗ |z〉〈z|)W (ρAB ⊗ |z〉〈z|)W †
]
. (2)
This leads to their total win probability being
pw(ρAB) =
1
2
+
1
2
eigs+(σ˜AB − ρAB), (3)
where σ˜AB =
1
4 (UA+VB)ρAB(UA+VB)
†, eigs+ sums the
positive eigenvalues, and we have maximised over their
choice of POVM.
The classical limit for this game is 34 as can be achieved
using |00〉AB and bit flips XA, XB . We now examine how
entanglement can quantify potential non-classical advan-
tage. For pure states the maximum win probability is
pmw (|ψ〉AB) =
3
4
+
1
4
G(|ψ〉AB), (4)
3(proof in appendix A), where we define G(|ψ〉AB) ≡
maxUA,VB |〈ψ|U†AP⊥VB |ψ〉|, with P⊥ a projector onto the
space orthogonal to |ψ〉. This maximum is obtainable by
selecting optimal unitaries from those that map to an
orthogonal state so 〈ψ|UA|ψ〉 = 〈ψ|VB |ψ〉 = 0.
This can be extended to a bound for mixed states by
using the fact that the maximum win probability is a
convex function, giving
pw(ρAB) ≤ 3
4
+
G(ρAB)
4
, (5)
where G(ρAB) ≡ inf
∑
i qiG(|ψi〉AB〈ψi|).
We shall now focus on two qubits states. For these we
find that
G(ρAB) = C(ρAB), (6)
the well-known concurrence entanglement monotone [30,
31] (see appendix B for proof). Since the concurrence
has an analytic closed form, we can now easily calculate
a bound on the win probability gain for any two qubit
state. We can also view the game as providing a direct
operational use of concurrence. Additionally this informs
us that for pure states in the limit of many copies we are
better off not attempting ebit distillation, since in the
asymptotic limit this gives an optimal win probability
of 34 +
1
4E(|ψ〉), where E(|ψ〉) is the entanglement en-
tropy [34], and it is known that C(|ψ〉) ≥ E(|ψ〉).
We shall study the connection to concurrence in
greater detail, but first we give an entanglement-
independent bound that shall prove useful. For mixed
states the record quality of the state can be a factor.
Consider the extreme example of the maximally mixed
state 1AB/n. It is clear that if A and B try to unitarily
encode the presence of a particle in this state then they
will not gain information. This inability of the state to
acquire information is what we intuitively mean when
we say it has bad record quality. We capture the general
effect via the bound
pw(ρAB) ≤ 1
2
+
1
2
Tc(λ
↑, λ↓), (7)
where Tc is the Kolmogorov classical trace distance, and
λ↑ is the vector of eigenvalues of ρ arranged in ascending
order and including any zero values. For the 1AB/n ex-
ample, we see the win probability cannot exceed 12 , i.e.
the best they can do is just guess. The proof of the bound
proceeds via the lemma T (ρ, σ) ≤ Tc(λ↑, µ↓), where µ↓
is the vector of eigenvalues of σ in descending order (see
appendix C for details).
Mixed state examples– For pure states we have the
equality Eq. (4), whereas for mixed states we have only a
bound Eq. (5). A natural question is whether this bound
can be tight for mixed states. The answer is yes, as
confirmed by mixing two Bell states (see appendix D).
However, not all mixed states can saturate the bound.
An informative example is given by states of the form
ρAB = a|ψk〉AB〈ψk| + 1−a4 1AB , where 0 ≤ a ≤ 1 and
|ψk〉 is chosen as one of the four Bell states (e.g. the
Werner state [35]). The left-hand plot of Fig. 3 shows
the results of numerical optimization over choices of uni-
taries for these qubit states (our code made use of qutip
[36, 37]). This indicates that the record quality bound
can be saturated. This can be demonstrated analyti-
cally with UA = XA, and VB = ±XB , where the sign is
chosen to match the sign of 〈ψk|XAXB |ψk〉. This gives
pw =
1
2 (1 + a), which exactly saturates the bound and is
therefore an optimal tactic.
It is noteworthy that the Werner state example demon-
strates that with no additional resources, entanglement
is not sufficient to beat the classical limit. The Werner
state is entangled for a > 13 , but we see that the win prob-
ability does not exceed 34 until a >
1
2 . Additionally the
capacity for Bell non-locality is clearly not necessary for
a state to demonstrate non-classical performance, since
this requires a > 1√
2
.
The limiting factor for these states is poor record qual-
ity, but this issue could in principle be dealt with if we
allow A and B unlimited access to additional pure sep-
arable resources. This introduction of additional classi-
cal resources is seen to be equivalent to embedding in a
higher dimensional Hilbert space, which then zero-pads
the vector of eigenvalues such that Tc(λ
↑, λ↓) = 0. If A
and B share a Werner state and are given access to the
additional pure qubit state |00〉A′B′〈00|, this is equivalent
to allowing them to optimize their unitaries UA, VB over
the group U(4) as opposed to the previous case where we
used U(2). The right-hand plot of Figure 3 illustrates the
results for this. As expected the win probability is never
significantly below the 0.75 classical limit. However we
note the striking feature that the win probability still
does not get above the classical limit until a > 12 , and
that when it does it follows the H2 ⊗ H2 record quality
bound. This indicates that entanglement is not sufficient
to demonstrate non-classical performance even when we
grant access to additional pure classical resources.
Bell distinguishing game – We now study a modi-
fied game that indicates an even stronger connection
with concurrence, and additionally with teleportation fi-
delity. In the PNP game considered above, there is no
change caused to the no particle state by local measure-
ment. To move away from this, we can consider replacing
|np〉 = |00〉ApBp , with the Bell state |00〉ApBp + |11〉ApBp .
So Alice and Bob are now tasked with determining which
of the |ψ+〉, |φ+〉 Bell states they received and return-
ing it undamaged. We shall refer to this as the Bell-
Distinguishing (BD) game.
For this game the win probability is
qw(ρAB) =
1
2
Tr(η˜AB) +
1
2
eigs+(σ˜AB − η˜AB). (8)
where η˜AB =
1
4 (UAVB + 1AB)ρAB(UAVB + 1AB)
†.
The general case can not be approached with the same
method as for PNP. However, for pure states we can write
qw(|ψ〉AB) = 1
2
(√〈ψ|Π+AΠ+B |ψ〉+√〈ψ|Π−AΠ−B |ψ〉)2, (9)
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FIG. 3. Plot showing the numerically optimized PNP win
probabilities and bounds for 2-qubit states of the form
a|ψk〉〈ψk| + 1−a
4
1, for different values of a, as described in
the main text.
where Π±A = (1±A)/2, A = (UA + U†A)/2, and similarly
for B. Then for two qubit states (see appendix F) we
again find concurrence quantifies the entanglement gain
via qmw (|ψ〉AB) = 12 + 12C(|ψ〉AB), and thus we have the
general bound
qw(ρAB) ≤ 1
2
+
1
2
C(ρAB). (10)
Unlike for the PNP game, the Werner state and all Bell
diagonal states can saturate the concurrence bound. En-
tangled Bell diagonal states have a probability pmax >
1
2
for one of the Bell states. The probability of winning
with one of these states can be pmax, since we can adopt
the optimal tactic for that Bell state and win with prob-
ability pmax. The concurrence of Bell diagonal states is
2pmax − 1, so the bound is 12 [1 + 2(pmax − 12 )] = pmax.
Thus we can always saturate the bound. Bell diagonal
states are an important and well studied set of states [38–
40]. Theoretically they have a key role in defining the
maximum extractable entanglement for single copies of a
state under local operations and classical communication
(LOCC) [41, 42], and in experiments one often wants to
prepare pure Bell states but various noise channels result
in less entangled Bell diagonal states [43].
Furthermore, we now demonstrate a connection with
quantum teleportation [32]. All entangled qubit states
capable of non-classical teleportation fidelity are capa-
ble of non-classical performance in the BD game. The
proof utilises the fully entangled fraction (singlet frac-
tion) F(ρ) = maxψ〈ψ|ρ|ψ〉, where the maximum is
taken over all maximally entangled vectors of the system.
It was shown that a two-qubit state can achieve non-
classical teleportation fidelity if and only if F > 12 [44]
(note that local environments can enhance teleportation
fidelity [45]). By the same tactic outlined for Bell diago-
nal states above, any state with F > 12 can also achieve
non-classical win probability in the BD game. However,
it is known that there exist entangled two-qubit states
with F < 12 [46] and we were able to find entangled
states that, subject to numerical optimization, appeared
not to show non-classical performance.
An information inequality – It is interesting to ask
whether there are information theoretic quantities that
can be used to intuitively capture the capacity for states
to perform delocalised-interactions. Here we consider one
such formulation and compare this with the above games.
For any separable state ρAB , with any purification
state |Ψ〉ABC such that ρAB = TrC |Ψ〉ABC〈Ψ|, then for
all unitaries UA, and VB , acting locally on A, and B, we
have that
T (UAρABU
†
A, ρAB) ≤ T (UA|Ψ〉ABC , VB |Ψ〉ABC), (11)
where T (ρ, σ) ≡ 12 ||ρ−σ||1 is the standard quantum me-
chanical trace distance (proof in appendix G). This result
has a nice operational interpretation. The left-hand side
T (UAρABU
†
A, ρAB), quantifies the probability that one
can tell the local unitary UA has been applied to ρAB .
The right-hand side T (UA|Ψ〉ABC , VB |Ψ〉ABC), quanti-
fies the probability that someone given access to the full
purified state can distinguish the application of UA from
a unitary action VB on the other subsystem.
Despite the operational meaning, violation of Eq. (11)
does not appear to correspond directly with non-classical
performance in the delocalised-interaction games. For
pure states it does, but we can see this does not extend
to mixed states with the Werner state example. For the
PNP and BD games we have non-classical performance
for a > 12 , and a >
1
3 respectively. However, numerically
we find violation of Eq. (11) only for a > 710 . Despite
this, it is interesting to note that if we add the addi-
tional condition that A and B must keep a perfect record
of what they received, or that the Bell states must not be
decohered at all, then non-classical performance implies
violation of Eq. (11) for all considered games (see ap-
pendix H). These correspond to the extreme cases, where
keeping a perfect record means having the left-hand side
of Eq. (11) equal to 1, and no decoherence requires the
right-hand side to equal 0.
IBM machine demonstration– We used the IBM super-
conducting quantum processor Paris, to see if we could
observe non-classical performance for delocalised interac-
tion games. We used both the BD and PNP game and
the protocols involved A and B sharing a Bell state and
applying controlled bit flips, for details see appendix I. A
key simplifying aspect of this approach is that A and B
do not have to perform a joint measurement at the end,
they can simply measure in the Z basis and base their
answer on the parity of the results. Therefore they only
require LOCC rather than a quantum channel. For the
BD game the win probability achieved was 0.71, which
is far from the ideal but comfortably violates the classi-
cal limit of 12 . This demonstrates a usable concurrence of
0.42 and thus a convincing delocalised-interaction. For
the standard PNP game we could not demonstrate non-
classical performance but using an altered game with dif-
ferent sending probabilities (as discussed in appendix E)
5we found non-classical performance, although we cannot
currently relate this violation directly to an entanglement
measure.
Note that this is not an ideal demonstration of
delocalised-interactions. Imperfections in the device’s be-
haviour could in principle be used to account for the non-
classical result. Delocalised-interactions are subject to
the usual loopholes that plague demonstrations of non-
local effects [47]. Potentially these could be addressed by
future experiments with photonic qubits [48].
Conclusions– In this work we studied the concept
of delocalised-interactions. To this end we introduced
and investigated quantum games to capture the relevant
physics. These provided a direct operational use of con-
currence in bounding the non-classical win probabilities,
and a connection with teleportation was established. We
also proved a trace distance inequality in an effort to find
an information theoretic description, which corresponds
with the games in limiting cases but seemingly not in
general. Finally, the delocalised-interaction games were
demonstrated on an IBM superconducting quantum pro-
cessor, finding non-classical performance.
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7Appendices
A. PNP GAME FOR PURES STATES
To derive the entanglement bound we start by considering the maximum win probability for a pure state, which
we write as
pw(|ψ〉AB〈ψ|) = 1
2
[1 + eigs+(M)], (12)
where M = 14 (|ψu〉 + |ψv〉)(〈ψu| + 〈ψv|) − |ψ〉〈ψ|, and we are writing UA|ψ〉 = |ψu〉, VB |ψ〉 = |ψv〉. If |ψu〉 + |ψv〉
is parallel with |ψ〉, then it follows that M ≤ 0, and so pw ≤ 12 . This means we now just need to consider the case
where this is not true, such that M has rank 2. The two non-zero eigenvalues must sum to Tr(M), so we write
m1 + m2 =
1
2 (1 + Re〈ψu|ψv〉) − 1, from which we have −1 ≤ m1 + m2 ≤ 0. This means that we can have at most
one positive eigenvalue, and the maximization will choose unitaries that maximise the magnitude of this positive
eigenvalue.
We now consider an operator of the form M = K1|ψ〉〈ψ|K†1 − K2|ψ〉〈ψ|K†2 , (we are performing a more general
treatment as the result shall prove useful later as well). For this we derive an expression for its eigenvalues. We write
m(αK1|ψ〉+ βK2|ψ〉) = (K1|ψ〉〈ψ|K†1 −K2|ψ〉〈ψ|K†2)(αK1|ψ〉+ βK2|ψ〉)
= (α〈ψ|K†1K1|ψ〉+ β〈ψ|K†1K2|ψ〉)K1|ψ〉 − (α〈ψ|K†2K1|ψ〉+ β〈ψ|K†2K2|ψ〉)K2|ψ〉.
Under the assumption that K1|ψ〉 and K2|ψ〉 are not proportional, and defining kij = 〈ψ|K†iKj |ψ〉, we obtain the
following two equations
mα = (αk11 + βk12),
mβ = −(αk21 + βk22).
Combining these to eliminate α and β we find
m2 + (k22 − k11)m− (k11k22 − k12k21) = 0.
The solutions to this quadratic equation are then found to be
m =
1
2
(
k11 − k22 ±
√
(k22 + k11)2 − 4k12k21
)
. (13)
Applying this result to the case at hand we find that the largest eigenvalue is given by
m(k, κ) =
(k − 1) +√(k + 1)2 − 4κ
2
,
where k = 〈ψ|K†K|ψ〉, and κ = |〈ψ|K|ψ〉|2, and K = (UA + VB)/2. We write these out explicitly as
k =
1
2
(1 + Re〈ψ|U†AVB |ψ〉),
κ =
1
4
(u2 + v2 + 2uv cos ∆φ),
where we are using 〈ψ|UA|ψ〉 = eiφAu and 〈ψ|VB |ψ〉 = eiφBv with u, v ∈ R≥0, and ∆φ ≡ φA − φB .
We now insert a resolution of the identity 1 = |ψ〉〈ψ|+ P⊥ to rewrite k as
k =
1
2
(1 + uv cos(∆φ) + Re〈ψ|U†AP⊥VB |ψ〉).
From this we write
k ≤ 1
2
[1 + uv cos ∆φ+G(|ψ〉)] ≡ kb,
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G(|ψ〉) ≡ max
UA,VB
|〈ψ|U†AP⊥VB |ψ〉|,
is a state dependent constant.
We shall only consider values of G(|ψ〉) < 1 since the maximum win probability is 1 for G = 1. Now since increasing
k can only increase m we can write m(k, κ) ≤ m(kb, κ). This is important as by construction m(kb, κ), only depends
on the three variables u, v,∆φ, and this enables us to maximise via taking partial derivatives.
We start by writing
m˜(k, κ) ≡ m(kb, κ) = (kb − 1) +
√
(kb + 1)2 − 4κ
2
,
where we have kb =
1
2 [1 + uv cos ∆φ+G(|ψ〉)], and κ = 14 (u2 + v2 + 2uv cos ∆φ).
Taking partial derivatives w.r.t. ∆φ, u, v via the chain rule we find
∂m˜
∂∆φ
= −1
4
uv sin ∆φ(1 +
kb − 1√
(kb + 1)2 − 4κ
),
∂m˜
∂u
=
1
4
(1 +
kb − 1√
(kb + 1)2 − 4κ
)(v cos ∆φ)− 1
2
√
(kb + 1)2 − 4κ
u,
∂m˜
∂v
=
1
4
(1 +
kb − 1√
(kb + 1)2 − 4κ
)(u cos ∆φ)− 1
2
√
(kb + 1)2 − 4κ
v.
Setting these expressions equal to zero we obtain the three equations
0 = Xuv sin ∆φ, (14)
0 = Xv cos ∆φ− Y u, (15)
0 = Xu cos ∆φ− Y v, (16)
where X ≡ 12 (1 + kb−1√(kb+1)2−4κ ), and Y ≡
1√
(kb+1)2−4κ
.
First we observe that X cannot equal zero. To see this we set it to zero and solve by squaring it to arrive at kb = κ,
but this does not make the original term zero. We also note that Y ≡ 1√
(kb+1)2−4κ
cannot equal zero either.
It follows from this that to satisfy Eq. (14) we must take u = 0, v = 0, or sin ∆φ = 0. If we consider u = 0 then
Eq. (16) implies v = 0. Similarly if we consider v = 0, then Eq. (15) implies u = 0. So in both cases we have u = v = 0,
and this naturally makes the choice of ∆φ irrelevant. From this we see that the only choice we now have to consider
is sin ∆φ = 0.
Taking this case we write Eq. (15) and Eq. (16) as ±Xv = Y u and ±Xu = Y v respectively. Now if either
±Xv = Y u = 0 or ±Xu = Y v = 0, then we quickly see this implies u = v = 0, so we just need to consider the option
of ±Xv = Y u 6= 0 and ±Xu = Y v 6= 0. In this case we can divide through and get u2 = v2 so u = ±v. Substituting
back we have (X ± Y )u = 0 but we find that (X ± Y ) 6= 0, so we again arrive back at u = 0, v = 0, which means
±Xv = Y u = 0 and ±Xu = Y v = 0, so we have a contradiction.
Putting all this together we have found that the only turning point solution is given by u = v = 0. This gives κ = 0
and kb =
1
2 (1 +G(|ψ〉)). And plugging this into the original equation we arrive at the result
m˜max =
1
2
(1 +G(|ψ〉)).
To verify that this is a maximum we first note that because we are interested in the line u = v = 0 for all ∆φ then
we simply have a 2D problem in each plane defined by a fixed value of ∆φ. Thus we apply the two dimensional second
partial derivative test.
9The required second-order partial derivatives are found to be
∂2m˜(u = v = 0)
∂u2
= − 1
2 +G
,
∂2m˜(u = v = 0)
∂v2
= − 1
2 +G
,
∂2m˜(u = v = 0)
∂u∂v
=
∂2m˜(u = v = 0)
∂v∂u
=
(1
4
+
G− 1
G+ 3
)
cos ∆φ.
From which one finds the determinant of the Hessian matrix as
D(u, v) =
1
(2 +G)2
− (1
4
+
G− 1
G+ 3
)2
cos2 ∆φ.
Now since D(u, v) > 0 and ∂
2m˜(u=v=0)
∂u2 < 0 for all valid values of ∆φ and G, the second partial derivative test informs
us that we have found a maximum.
When we do this we find
m(k, κ) ≤ m(kb, κ) ≤ 1
2
[1 +G(|ψ〉)].
Using this with Eq. (12) we arrive at
pw(|ψ〉AB) ≤ 3
4
+
G(|ψ〉AB)
4
.
This bound is obtainable for all pure states. In order to see this we note that if we only consider unitaries that
map the initial state to an orthogonal state such that 〈ψ|UA|ψ〉 = 0 and 〈ψ|VB |ψ〉 = 0. Then the win probability
of Eq. (3) becomes 34 +
1
4Re[Tr(UA|ψ〉AB〈ψ|V †B)], which by inserting the previous resolution of identity becomes
3
4 +
1
4Re[〈ψ|UAP⊥V †B |ψ〉]. We can always choose phases such that 〈ψ|UAP⊥V †B |ψ〉 is real, and hence we see that all we
need to do is find the best choice of UA, VB subject to the orthogonality constraint, and we thus obtain the optimal
win probability
pmw (|ψ〉AB) =
3
4
+
1
4
G(|ψ〉AB),
where we use the superscript m to denote the maximum obtainable value.
B. G FOR TWO QUBIT STATES
Here we prove that for qubit states G(ρAB) = C(ρAB). We start by defining the orthogonal basis states
|ψ〉 = √r|00〉+√1− r|11〉,
|ψ1〉 =
√
r|10〉+√1− r|01〉,
|ψ2〉 =
√
1− r|10〉 − √r|01〉.
|ψ3〉 =
√
1− r|00〉 − √r|11〉,
We can then write P⊥ =
∑
i |ψi〉〈ψi|.
We parametrize the unitaries in terms of the identity and Pauli operators as UA = e
iφAa · σA, where σ =
(1, X, Y, Z)T , a = (a0, ia1, ia2, ia3)
T , ai ∈ R and
∑
i a
2
i = 1. Similarly we write VB = e
iφBb · σB . We also define
the three vectors ~a = (a1, a2, a3)
T , ~b = (b1, b2, b3)
T , and ~σ = (X,Y, Z)T ,
We wish to evaluate
〈ψ|U†AP⊥VB |ψ〉 = ei(φB−φA)〈ψ|~a · ~σP⊥~b · ~σ|ψ〉,
= ei(φB−φA)(〈ψ|~a · ~σ|ψ1〉〈ψ1|~b · ~σ|ψ〉+ 〈ψ|~a · ~σ|ψ2〉〈ψ2|~b · ~σ|ψ〉+ 〈ψ|~a · ~σ|ψ3〉〈ψ3|~b · ~σ|ψ〉).
(17)
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To do so we calculate
〈ψ1|~a · ~σ|ψ〉 = a1 + ia2(2r − 1)),
〈ψ2|~a · ~σ|ψ〉 = 2ia2
√
r(1− r),
〈ψ3|~a · ~σ|ψ〉 = 2a3
√
r(1− r),
〈ψ1|~b · ~σ|ψ〉 = 2b1
√
r(1− r),
〈ψ2|~b · ~σ|ψ〉 = −ib2 + b1(1− 2r),
〈ψ3|~b · ~σ|ψ〉 = 2b3
√
r(1− r).
We use these to evaluate Eq. (17) and find
〈ψ|U†AP⊥VB |ψ〉 = ei(φB−φA)
[
2b1
√
r(1− r)(a1 − ia2(2r − 1))
+ (−ib2 + b1(1− 2r))(−2ia2
√
r(1− r)) + 4a3b3r(1− r)
]
,
= 2
√
r(1− r)ei(φB−φA)(a1b1 − a2b2 + 2a3b3
√
r(1− r)).
Taking the modulus of this gives
|〈ψ|V †BP⊥UA|ψ〉| = |2
√
r(1− r)(a1b1 − a2b2 + 2a3b3
√
r(1− r))|.
By writing ~v1 = (a1, a2, a3)
T , ~v2 = (b1,−b2, 2
√
r(1− r)b3)T , we can rewrite the right-hand side as 2
√
r(1− r)|~v1 ·~v2|.
The Cauchy-Schwarz inequality gives |~v1 · ~v2| ≤ |~v1||~v2|, and it is straightforward to show |~v1| ≤ 1 and |~v2| ≤ 1,
which leads us to |〈ψ|V †BP⊥UA|ψ〉| ≤ 2
√
r(1− r). Since this maximum is clearly obtainable by for instance setting
a1 = b1 = 1 and the other terms to zero we conclude
G(|ψ〉AB) = max
UA,VB
|〈ψ|U†AP⊥VB |ψ〉| = 2
√
r(1− r) = C(|ψ〉AB),
where we have identified 2
√
r(1− r) as the pure state concurrence [30, 31], and this also coincides with the negativ-
ity [49]. Now since the concurrence can be defined via a convex roof extension, we have that
G(ρAB) = C(ρAB).
C. PNP RECORD QUALITY BOUND
First we note that one can rewrite the win probability in terms of a trace distance but care is needed on account
of σ˜AB not being normalised. To see this we start from Eq. (3) and perform the standard separation of positive and
negative eigenvalues by writing σ˜−ρ = Q−S, so that |σ˜−ρ| = Q+S, and therefore T (σ˜, ρ) = 12Tr|σ˜−ρ| = 12 (TrQ+TrS).
We now use Tr(σ˜ − ρ) = Trσ˜ − 1 = TrQ − TrS, to find that TrQ = T (σ˜, ρ) − 12 + 12Trσ˜. Finally the fact that
TrQ = eigs+(σ˜ − ρ), leads through to
pw(ρAB) =
1
4
+
1
2
T (σ˜AB , ρAB) +
1
4
Tr[σ˜AB ]. (18)
With this we now write σ˜AB = σAB − σ˜(−)AB , where σAB = 12 (UAρABU†A + VBρABV †B), and σ˜(−)AB = 14 (UA −
VB)ρAB(UA − VB)†. Since T (σ˜AB , ρAB) = 12 ||σ˜AB − ρAB ||1, we can apply the triangle inequality ||A + B||1 ≤
||A||1 + ||B||1, to get T (σ˜AB , ρAB) ≤ T (σAB , ρAB) + 12Tr(σ˜(−)AB ). Using this with Eq. (18), and noting that
Tr(σ˜
(−)
AB ) + Tr(σ˜AB) = 1, we arrive at pw(ρAB) ≤ 12 + 12T (σAB , ρAB).
Before progressing further, we can understand this more intuitively by considering a variation on the game, where
C no longer performs a measurement afterwards to see if they have decohered the state. This means we are just
focusing on A and B’s ability to record the presence of a particle. The win probability for this game is similar to
before, but with the modified such that we have
p˜z = Tr
[
(Π
(z)
AB ⊗ 1)W (ρAB ⊗ |z〉〈z|)W †
]
.
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Following on from here we arrive at
p˜w(ρAB) =
1
2
+
1
2
T
(
ρAB ,
UAρABU
†
A + VBρABV
†
B
2
)
,
where we have already performed the maximization over the choice of POVMs.
This is an easier game by construction, so the maximum win probability for it must upper bound the maximum win
probability of the original game. This therefore gives the same bound that we arrived at via the triangle inequality.
In order to continue we make use of the following inequalities
max
UA,VB
T
(
ρAB ,
UAρABU
†
A + VBρABV
†
B
2
) ≤ 1
2
max
UA,VB
(T (ρAB , UAρABU
†
A) + T (ρAB , VBρABV
†
B)),
≤ max
UAB
T (ρAB , UABρABU
†
AB).
(19)
Here we have used the convexity of the trace distance [50] and the fact that a maximization over all possible global
unitaries will always give a value greater than or equal to that obtained by maximization over locally restricted
unitaries.
We now make use of the following Lemma.
Lemma 1 For two density matrices ρ and σ defined on the same Hilbert space H of dimension n. It holds that
T (ρ, σ) ≤ Tc(λ↑, µ↓),
where T is the quantum trace distance, Tc the Kolmogorov (classical trace) distance, λ
↑ is the vector of n eigenvalues
of ρ arranged in ascending order and µ↓ is the vector of n eigenvalues of σ arranged in descending order, where these
vectors of eigenvalues include any zero values.
To prove this we start by writing ρ =
∑
i λi|ψi〉〈ψi|, σ =
∑
i µi|φi〉〈φi|, and ρ − σ =
∑
i ai|αi〉〈αi|, with all the
eigenvalues arranged in ascending order such that λ1 ≤ λ2 ≤ ... ≤ λn and similarly for the others. The trace distance
T (ρ, σ) = 12Tr|ρ− σ|, is given by the sum of the positive eigenvalues of ρ− σ, i.e. T (ρ, σ) =
∑
i,ai≥0 ai.
We now shall make use of the Min-max theorem which we state as follows. Consider a Hermitian operator H,
defined on a Hilbert space H of dimension n. We denote k dimensional subspaces as Hk, i.e. this denotes any Hilbert
space that satisfies Hk ⊆ H, and dim(Hk) = k. Now working with normalised vectors |〈χ|χ〉| = 1, the Min-max
theorem states that the eigenvalues of H, arranged such that h1 ≤ h2 ≤ ... ≤ hn, satisfy
hk = minHk
max
|χ〉∈Hk
〈χ|H|χ〉.
A simple corollary of this is that
hk ≤ hk+l ≤ max|χ〉∈Hk+l〈χ|H|χ〉.
We apply this Corollary to ρ− σ to get
ak ≤ max|χ〉∈Hk+l
n∑
i=1
(λi|〈χ|ψi〉|2 − µi|〈χ|φi〉|2). (20)
This is true for any choice of Hk+l. We shall proceed by defining a particular case. To this end we define the linear
operator
L =
n−k∑
i=1
|ei〉(
√
λn−i+1〈ψn−i+1|+√µi〈φi|),
where the |ei〉 form some set of orthonormal vectors.
We now consider the kernel of L. We know that the kernel of a linear operator is a vector space, and L|χ〉 = 0
implies the following n− k constraints √
λn−i+1〈ψn−i+1|χ〉+√µi〈φi|χ〉 = 0. (21)
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This specifies a k + l dimensional subspace with l = 0 if the constraints are independent and l 6= 0 otherwise. From
this we see that we can choose to define Hk+l as the kernel of L.
We now rewrite Eq. (20) as
ak ≤ max|χ〉∈Hk+l
( k∑
i=1
λi|〈χ|ψi〉|2 −
n∑
i=n−k+1
µi|〈χ|φi〉|2 +
n−k∑
i=1
(λn−i+1|〈ψn−i+1|χ〉|2 − µi|〈φi|χ〉|2
)
.
Substituting in for the constraints of Eq. (21) we have
ak ≤ max|χ〉
( k∑
i=1
λi|〈χ|ψi〉|2 −
n∑
i=n−k+1
µi|〈χ|φi〉|2
)
.
From this we find
ak ≤ λk − µn−k+1.
Now we use this to write
T (ρ, σ) =
∑
i,ai≥0
ai,
≤
∑
i,ai≥0
(λi − µn−i+1),
≤
∑
i,(λi−µn−i+1)≥0
(λi − µn−i+1),
=
∑
j,(λn−j−µj+1)≥0
(λn−j − µj+1).
By writing the last term in this way it is now clear that this is equal to the Kolmogorov (classical trace) distance
Tc(λ
↑, µ↓), therefore we have the stated result.
Now since ρAB and UABρABU
†
AB have the same eigenvalues we have that T (ρAB , UABρABU
†
AB) ≤ Tc(λ↑, λ↓), and
using this with Eq. (19) we arrive at the final form for the record quality bound
pw(ρAB) ≤ 1
2
+
1
2
Tc(λ
↑, λ↓).
As stated in the main text, this bound can be saturated for certain mixed states.
D. PNP MIXTURES OF TWO BELL STATES
Here we show that mixtures of two Bell states can saturate the concurrence bound. Taking the specific example
ρ = a|ψ+〉〈ψ+|+(1−a)|ψ−〉〈ψ−|, we find ρ˜ = (Y ⊗Y )ρ∗(Y ⊗Y ) = ρ, so ρρ˜ = ρ2, and from this we find C(ρ) = 1−2a
for a ≤ 12 , and C(ρ) = 2a − 1 for a ≥ 12 . Now for a ≤ 12 , we calculate the win probability from Eq. (3) with
the choices UA = XA, and VB = −XB , noting that this choice maps ρ to an orthogonal state. For this choice of
unitaries we find pw(ρ) = 1 − a2 = 34 + 1−2a4 , and for a ≥ 12 , we take UA = XA, and VB = XB , for which we get
pw(ρ) =
1
2 (1 + a) =
3
4 +
2a−1
4 . We see that in both instances we are exactly saturating the concurrence bound.
E. PNP WITH DIFFERENT SENDING PROBABILITIES
Accounting for different probabilities for C sending a particle pp and no particle pnp, the win probability can be
written as
pw(ρAB) = pnp + eigs+(ppσ˜AB − pnpρAB),
For pure states, using the same logic and notation as before via Eq. (13) we arrive at needing to maximise
n = ppk − pnp +
√
(ppk + pnp)2 − 4pppnpκ
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As before we instead maximise an upper bound on this given by
n˜ = ppkb − pnp +
√
(ppkb + pnp)2 − 4pppnpκ,
where we have kb =
1
2 [1 + uv cos ∆φ+G(|ψ〉)], and κ = 14 (u2 + v2 + 2uv cos ∆φ). Calculating the partial derivatives
we find
∂n˜
∂∆φ
= −1
2
uv sin ∆φ(pp +
p2pkb − pppnp√
(ppkb + pnp)2 − 4pppnpκ
),
∂n˜
∂u
=
1
2
(pp +
p2pkb − pppnp√
(ppkb + pnp)2 − 4pppnpκ
)(v cos ∆φ)− pppnp√
(ppkb + pnp)2 − 4pppnpκ
u,
∂n˜
∂v
=
1
2
(pp +
p2pkb − pppnp√
(ppkb + pnp)2 − 4pppnpκ
)(v cos ∆φ)− pppnp√
(ppkb + pnp)2 − 4pppnpκ
v,
Setting these expressions equal to zero we obtain the three equations
0 = X˜uv sin ∆φ, (22)
0 = X˜v cos ∆φ− Y˜ u, (23)
0 = X˜u cos ∆φ− Y˜ v, (24)
where X˜ ≡ (pp + p
2
pkb−pppnp√
(ppkb+pnp)2−4pppnpκ
) and Y˜ =
2pppnp√
(ppkb+pnp)2−4pppnpκ
. Note that setting pp = pnp = 1/2, recovers
the equations we had before.
For pp 6= 0 and pnp 6= 0, we as before find that neither X˜ nor Y˜ can equal zero. It follows that to satisfy Eq. (22)
we must take u = 0, v = 0, or sin ∆φ = 0. If we consider u = 0 then Eq. (24) implies v = 0. Similarly if we consider
v = 0, then Eq. (23) implies u = 0. So in both cases we have u = v = 0, and this naturally makes the choice of ∆φ
irrelevant. Therefore the only choice we now have to consider is sin ∆φ = 0.
Taking this case we write Eq. (23) and Eq. (24) as ±X˜v = Y˜ u and ±X˜u = Y˜ v respectively. Now if either
±X˜v = Y˜ u = 0 or ±X˜u = Y˜ v = 0, then this implies u = v = 0, so we just need to consider the option of
±X˜v = Y˜ u 6= 0 and ±X˜u = Y˜ v 6= 0. In this case we can divide through and get u2 = v2 so u = ±v. Substituting
back we have (X˜ ± Y˜ )u = 0. We have
X˜ ± Y˜ = pp +
p2pkb − pppnp ± 2pppnp√
(ppkb + pnp)2 − 4pppnpκ
,
and see that for the relevant ranges only X˜ − Y˜ could be equal to zero so we write
pp +
p2pkb − 3pppnp√
(ppkb + pnp)2 − 4pppnpκ
= 0.
The solution to this equation is kb =
pnp
pp
+ κ2 . Plugging in the definitions of kb and κ and using that sin ∆φ = 0, and
u2 = v2, we have
u2 ∓ u2 = 2(1 +G(|ψ〉))− 4pnp
pp
.
We can check for our previous result by setting pnp = pp =
1
2 , we then have that the right hand side is always negative
for G(|ψ〉) < 1, therefore there is no real solution. For pnp ≥ pp this argument holds, but for pnp < pp things are
more complicated. However, we can extract a useful extra result for the case of separable states G(|ψ〉) = 0. For these
we find that the right hand side is negative for pp <
2
3 , and for this by similar arguments to before we have that the
turning point is given by u = v = 0. This gives the maximum separable win probability in this range as pnp +
1
2pp. It
makes sense that this regime breaks down at pp =
2
3 because this is when doing nothing and simply always guessing
that there is a particle, will give equal win probability to measuring all the time and losing half the time when there
is a particle.
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F. BD GAME CONCURRENCE BOUND
The win probability for a pure state |ψ〉, can be written as
qw =
k11 + k22 +
√
(k11 + k22)2 − 4k12k21
4
.
where kij = 〈ψ|K†iKj |ψ〉, with K1 = (UA + VB)/2 and K1 = (UAVB + 1)/2
One can rewrite the terms as
k11 + k22 = 1 + 〈ψ|AB|ψ〉,
k12 =
1
2
〈ψ|(A+B)|ψ〉,
where we have defined the local operators A = (UA + U
†
A)/2, and B = (VB + V
†
B)/2.
We can then re-express the term under the square root as
(1 + 〈ψ|AB|ψ〉)2 − 〈ψ|(A+B)|ψ〉2 = 〈ψ|(1+AB)|ψ〉2 − 〈ψ|(A+B)|ψ〉2,
= 〈ψ|(1+AB +A+B)|ψ〉〈ψ|(1+AB −A−B)|ψ〉,
= 24〈ψ|Π+AΠ+B [|ψ〉〈ψ|Π−AΠ−B |ψ〉.
where we define the positive semi-definite operators Π±A = (1±A)/2, and similarly for B.
We also write
k11 + k22 = 〈ψ|(1+AB)|ψ〉,
=
1
2
〈ψ|(1 +A)(1+B)− (1−A)(1−B)|ψ〉,
= 2(〈ψ|Π+AΠ+B |ψ〉+ 〈ψ|Π−AΠ−B |ψ〉).
Putting these together we have
qw =
〈ψ|Π+AΠ+B |ψ〉+ 〈ψ|Π−AΠ−B |ψ〉+ 2
√
〈ψ|Π+AΠ+B |ψ〉〈ψ|Π−AΠ−B |ψ〉
2
,
=
1
2
(√〈ψ|Π+AΠ+B |ψ〉+√〈ψ|Π−AΠ−B |ψ〉)2.
Now considering qubit states we write |ψ〉 = √r|00〉+√1− r|11〉, and we denote ai,j = 〈i|Π+A|j〉, and bi,j = 〈i|Π+B |j〉.
Since Π+A ≥ 0, we have a00a11 ≥ |a01|2, and since 1 − Π+A ≥ 0, we have (1 − a00)(1 − a11) ≥ |a01|2. Using these we
write
〈ψ|Π+AΠ+B |ψ〉 ≤ ra00b00 + (1− r)a11b11 + 2
√
r(1− r)
√
a00a11b00b11,
= (
√
ra00b00 +
√
(1− r)a11b11)2,
and similarly
〈ψ|Π−AΠ−B |ψ〉 ≤= (
√
r(1− a00)(1− b00) +
√
(1− r)(1− a11)(1− b11))2.
This now gives us that
qw ≤ 1
2
[
√
r(
√
a00b00 +
√
(1− a00)(1− b00) +
√
1− r(
√
a11b11 +
√
(1− a11)(1− b11))]2,
≤ 1
2
[
√
r +
√
1− r]2,
=
1
2
[1 + C(|ψ〉)].
The bit flip strategy saturates this bound thus proving equality. We can then extend to mixed states in the usual
manner to obtain
qw(ρAB) ≤ 1
2
+
1
2
C(ρAB),
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G. TRACE DISTANCE INEQUALITY
First we prove that for the special case of pure separable states (product states) we have
T (UA|ψ〉AB , |ψ〉AB) ≤ T (UA|ψ〉AB , VB |ψ〉AB). (25)
To prove this we first note that for product states |〈ψ|V †BUA|ψ〉| = |〈ψ|V †B |ψ〉〈ψ|UA|ψ〉|. It then follows that
T (UA|ψ〉AB , VB |ψ〉AB) =
√
1− |〈ψ|V †BUA|ψ〉|2
=
√
1− |〈ψ|V †B |ψ〉〈ψ|UA|ψ〉|2
≥
√
1− |〈ψ|UA|ψ〉|2
= T (UA|ψ〉AB , |ψ〉AB)
We use this result to prove the general statement as follows. Using the fact that a separable state can be decomposed
into a convex mixture of product states ρAB =
∑
i qi|ψi〉AB〈ψi|, we write
T (UAρABU
†
A, ρAB) = T (
∑
i
qiUA|ψi〉AB〈ψi|U†A,
∑
i
qi|ψi〉AB〈ψi|)
≤
∑
i
qiT (UA|ψi〉AB , |ψi〉AB)
≤
∑
i
qiT (UA|ψi〉AB , VB |ψi〉AB)
≤ T (UA|Ψ〉ABC , VB |Ψ〉ABC).
To get to the second line we use convexity of the trace distance and to get to the third we use Eq. (25). To arrive at
the last line we consider doing state discrimination between the two states UA|Ψ〉ABC , VB |Ψ〉ABC . All purifications
of ρAB =
∑
i qi|ψi〉〈ψi| can be written as |Ψ〉ABC = UC′→C
∑
i |ψi〉AB |i〉C′ , where UC′→C is an isometry. A strategy
to discriminate between UA|Ψ〉ABC , and VB |Ψ〉ABC , is given by first undoing any isometry, then measuring in the
|i〉C basis, and finally performing the optimally discriminating measurement between UA|ψi〉AB and VB |ψi〉AB . This
will correctly discriminate between the two states with probability
∑
i
qi
2 (1 + T (UA|ψi〉AB , VB |ψi〉AB), however the
maximal discrimination probability is given by 12 (1+T (UA|Ψ〉ABC , VB |Ψ〉ABC), hence
∑
i qiT (UA|ψi〉AB , VB |ψi〉AB) ≤
T (UA|Ψ〉ABC , VB |Ψ〉ABC). This concludes the proof.
H. GAMES WITH ADDITIONAL CONDITIONS
First we consider the PNP game subject to one of the following conditions
1. A and B must always correctly record whether there was a particle and they win if C projects onto his original
state.
2. A and B must ensure that C always projects onto his original state and they win when they correctly record
whether there was a particle.
Note that these can both be considered tactical choices for the general PNP game.
Taking condition 1 and using Eq. (2), A and B aim to achieve the largest possible win probability pw1 subject to a
perfect record condition. They must maximise
pw1(ρAB) =
3
4
+
1
4
Re[Tr(UAρABV
†
B)],
s.t. T (ρAB ,
1
2
(UAρABU
†
A + VBρABV
†
B)) = 1.
(26)
Note that in a finite-size Hilbert space condition 1 implies a restriction of the states ρAB that can be used to play this
version of the game. In addition, we know that this game has the same bound as the general game Eq. (5), since we
showed that for pure states the best tactic was to choose unitaries that map the initial state to an orthogonal state,
in other words satisfying condition 1.
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We can use the trace distance inequality Eq. (11) to derive the classical bound for the win probability. Condition
1 and convexity of the trace distance implies that T (ρAB , UAρABU
†
A) = 1. If ρAB is a separable state then by
Eq. (11) we have T (UA|Ψ〉ABC , VB |Ψ〉ABC) = 1, which can be written as (1− |Tr(UAρABV †B)|2)1/2 = 1, and therefore
|Tr(UAρABV †B)| = 0. Using this in the expression for the win probability given in Eq. (26) we have that for all
separable states the maximum win probability is 34 . Therefore we can conclude that non-classical performance in the
game implies violation of the trace distance inequality.
We now turn to consider condition 2. For this the entanglement bound is different from the general PNP game, so
we proceed to derive it for qubits as follows. Taking condition 2 and using Eq. (2) the problem is to maximise
pw2(ρAB) =
1
2
[1 + T (UAρABU
†
A, ρAB)],
s.t. Re[Tr(UAρABV
†
B)] = 1.
(27)
Note that non-trivially satisfying the condition of Eq. (27) implies a restriction to states that can non-trivially satisfy
UAρAB = VBρAB , which were termed strongly anonymous (SA) in [29] and shown to be the “maximally correlated”
states studied by Rains [51].
We make use of the fact that the form of states that can satisfy UAρAB = VBρAB was given in Ref. [29]. We have
that a general two qubit SA state can be written in the eigenbasis of the local unitaries UA, VB , as
ρAB = ρ00|00〉〈00|+ ρ01|00〉〈11|+ ρ∗01|11〉〈00|+ (1− ρ00)|11〉〈11|.
Since this is in the eigenbasis of the local unitaries, the unitary action UA can only introduce off diagonal phases, so
all possible UAρABUA can be written as
UAρABUA = ρ00|00〉〈00|+ eiφρ01|00〉〈11|+ e−iφρ∗01|11〉〈00|+ (1− ρ00)|11〉〈11|.
The trace distance T (UAρABUA, ρAB) is then calculated via the standard formula T (ρ, σ) =
1
2Tr(
√
(ρ− σ)†(ρ− σ)).
Using an appropriate basis we can write the states in matrix form and have
UAρABUA − ρAB =
[
0 ρ01(e
iφ − 1)
ρ∗01(e
−iφ − 1) 0
]
.
from which it follows that
T (UAρABUA, ρAB) =
√
2(1− cosφ)|ρ01|.
As expected this is clearly maximised when cosφ = −1 and obtains a maximal value of 2|ρ01|.
The concurrence can be calculated as follows. Using ρ˜ = (Y ⊗ Y )ρ∗(Y ⊗ Y ), we have
ρ˜AB = (1− ρ00)|00〉〈00|+ ρ01|00〉〈11|+ ρ∗01|11〉〈00|+ ρ00|11〉〈11|.
In matrix form we find
ρAB ρ˜AB =
[
ρ00(1− ρ00) + |ρ01|2 2ρ00ρ01
2(1− ρ00)ρ∗01 ρ00(1− ρ00) + |ρ01|2
]
.
The eigenvalues are given by λ± = ρ00(1 − ρ00) + |ρ01|2 ± 2
√
ρ00(1− ρ00)|ρ00|2, and the square roots of these are√
λ± =
√
ρ00(1− ρ00)± |ρ01|. The fact that density matrices are positive semi-definite means that
√
ρ00(1− ρ00) ≥
|ρ01| and therefore
√
λ+ ≥
√
λ−, so the concurrence is calculated as√
λ+ −
√
λ− = 2|ρ01|.
But this is precisely the maximum value of T (UAρABUA, ρ), therefore we have shown that for qubit states that can
be used to play this game we have maximum win probability
pmw2(ρAB) =
1
2
[1 + C(ρAB)].
This is clearly reminiscent of the BD game concurrence bound Eq. (10), but note that not all Bell diagonal states are
SA states, therefore some states that saturate Eq. (10) cannot even be used to play the PNP game with condition 2.
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We could consider higher dimensional cases. The form for SA states (with no degeneracy) is
∑
i,j ρi,j |ii〉〈jj|, and
our local unitaries are of the form UA =
∑
k e
iφk |k〉A〈k|, VB =
∑
k e
iφk |k〉B〈k|. For the two qubit case we had two
unitary phases to vary one relative phase in the state (the off-diagonal term). This made the maximization simple as
we just arranged the relative phase to be pi. However, we straight away can see that for high d dimensions we shall
clearly run into a problem with the number of unitary phases scaling as only d, whereas the number of relative phases
scales as (d2− d)/2. Furthermore, even in the case d = 3, where the scaling is not a problem since (32− 3)/2 = 3, the
result from the optimization appears to be a long and unenlightening expression.
Now that we know the classical bound it is straightforward to demonstrate that non-classical performance implies
violation of the trace inequality. Condition 2 implies that T (UA|Ψ〉, VB |Ψ〉) = 0, and hence for all separable states
under this condition we have T (UAρABU
†
A, ρAB) = 0, giving a maximum win probability of
1
2 , i.e. without some form
of entanglement all A and B can do is guess. Therefore we have the claimed result.
What of the BD game. For condition 1 the problem becomes the maximisation of
qw1(ρAB) =
1
2
+
1
4
Re[Tr(UAρABV
†
B + UAρABVB)],
s.t. T (
1
2
(ρAB + UAVBρABU
†
AV
†
B),
1
2
(UAρABU
†
A + VBρABV
†
B)) = 1.
(28)
The classical bound for this game is the guessing probability of 12 , as we would expect. Applying the convexity of
the trace distance to the condition of Eq. (28) leads through to T (ρAB , UAρABU
†
A) = 1. Then by applying the same
arguments as above with the trace distance inequality we conclude that |Tr(UAρABV †B)| = 0 and |Tr(UAρABVB)| = 0,
therefore the maximum win probability is 12 .
For the BD game under condition 2 we have to maximise
qw2(ρAB) =
1
2
[1 + T (UAρABU
†
A, ρAB)],
s.t. Re[Tr(UAρABV
†
B)] = Re[Tr(UAρABVB)] = 1.
(29)
Unlike in the PNP game, this time there is no need to derive a new bound, the guessing probability of 12 is still the
best we can do classically in accordance with Eq. (29) (since it is the do nothing strategy). By precisely the same
argument as before we then see that the trace distance inequality implies a maximum win probability of 12 . Thus we
have found that in all four cases, non-classical performance implies violation of the trace distance inequality.
I. DEMONSTRATION ON IBM QUANTUM PROCESSOR
We implemented demonstrations for both the PNP and BD game, using different circuits to represent the various
cases of different states prepared by Charlie. For both games we ran circuits for Alice and Bob having an entangled
resource state |ψ+〉 and only having a separable resource state |00〉. We designed the demonstrations to be implemented
on a sequence of four qubits with linear connectivity. This is because it is a simple approach that requires only low
depth circuits and is consistent with the qubit connectivity of the IBM device we selected, but naturally one could
create more complex circuits using other architectures. We used Paris as it was the most recent device provided by
IBM at the time of running.
The circuits for an initial entangled resource state are illustrated in Fig. 4. The circuits represent the cases where
Charlie prepares |φ+〉, |ψ+〉, and |00〉 respectively. The qubits q0, q3 are used to represent the resource state of Alice
and Bob so correspond to A,B respectively. The qubits q1, q2 will represent the state Charlie sends and correspond
to Ap, Bp, where this labelling ensures that A interacts with Ap and B with Bp. However, qubits q1, q2 have an extra
use as before representing Ap, Bp, they will be used to distribute the initial entanglement between q0 and q3. We shall
clarify the action of the circuits by explicitly describing their four stages.
The first stage is to prepare q0, q3 in the |ψ+〉q0,q3 Bell state, as this will be the entangled resource state. This is
achieved by first preparing q1, q2 in the state |ψ+〉q1, q2 by applying Hq1 followed by CXq1q2 , and then moving out this
state by applying the swaps SWAPq1q0 and SWAPq2q3 . This stage is the same for all three of the entangled cases, and
when we do the separable cases we simply omit it and thereby Alice and Bob start with the unentangled |00〉q0,q3
The second stage is to prepare Charlie’s question state. This can be one of the three states
|φ+〉q1,q2 , |ψ+〉q1,q2 , |00〉q1,q2 , where for the BD game we use the first two and for the PNP game we use the lat-
ter two. The |φ+〉 state is prepared by applying CXq1q2Hq1 , the |ψ+〉 state by applying Xq1CXq1q2Hq1 , and the |00〉
state requires no operations. This is the same for the separable cases because Alice and Bob’s tactics have no bearing
on the game as administered by Charlie.
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FIG. 4. Circuit diagrams for A and B using the entangled resource state |φ+〉 and Charlie sending |φ+〉, |ψ+〉, and |00〉, respec-
tively. The circuits are partitioned into sections: AB State Preparation, C State Preparation, Interaction, and Measurement.
The third stage is the interaction stage and is the same in all cases. It is made up of the controlled unitaries CXq1q0
and CXq2q3 . This is followed by the fourth and final stage which is the measurement stage. If Charlie has prepared an
entangled state then he applies CXq1q2 followed by Hq1 , and then all qubits are measured in the computational basis.
Each circuit was run with 8192 shots, with the win probabilities calculated from the measurement results, and
these are presented in Fig. 5. Focusing first on the BD results, we see that the entangled state total win probability
is higher than the classical limit of 0.5, from which we calculate that it demonstrates a usable concurrence of 0.42,
and thus a convincing delocalised interaction. However, the realised win probability is far below the ideal case of 1.
Additionally, we note the separable case is below the classical limit, demonstrating the problem with noise even for the
classical strategy. For the standard PNP game we note that we were unable to convincingly demonstrate non-classical
performance, as the entangled state total win probability approximately matches the classical limit of 0.75, it does
not exceed it. Despite this, it should be noted that the entangled strategy still out performs the separable strategy as
run on the device, which indicates the entanglement is still acting in beneficially. Furthermore, if we use the different
sending probabilities pp =
2
3 , pnp =
1
3 (see appendix E) then we get total win probability 0.72 which is higher than
this game’s classical limit of 23 . Note however, that we currently do not have a way to directly relate this violation to
an entanglement measure. Clearly the noise in the device is significant, but we still see non-classical behaviour and
with the impressive rate of improvement in this field [52] one can envisage even better results in the near future.
Though the BD case apparently clearly demonstrates delocalised-interactions, as in Bell tests, there are a number
of loopholes [47] one could consider to avoid the conclusion that a delocalised interaction took place. Chief amongst
them is that A and B actually interacted during the game, which could be solved by keeping them space-like separated
for the duration. The difficulty with this comes from having to reliably and quickly send quantum information, which
for superconducting qubits is not currently feasible, therefore photonic qubits [48] could prove to be more appropriate.
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FIG. 5. Plot of the results calculated from the Paris device measurements. The top plot is for the BD game and the bottom
plot is for the PNP game. The total win probability is calculated for equal probability of sending either state. The blue bars
are for the entangled initial resource state, the red for the separable, and the green line is to show the maximum classical win
probabilities of 1
2
, and 3
4
, respectively.
