Stability Analysis of Fluid Flows Using Sum-of-Squares by Goulart, PJ & Chernyshenko, SI
Global Stability Analysis of Fluid Flows using Sum-of-Squares
P. Goulart∗
Automatic Control Laboratory, ETH Zu¨rich,
Physikstrasse 3, 8092 Zurich, Switzerland
S. Chernyshenko∗∗
Department of Aeronautics, Imperial College London,
Prince Consort Road, London, SW7 2AZ, United Kingdom
Abstract
This paper introduces a new method for proving global stability of fluid flows through
the construction of Lyapunov functionals. For finite dimensional approximations of fluid
systems, we show how one can exploit recently developed optimization methods based
on sum-of-squares decomposition to construct a polynomial Lyapunov function. We then
show how these methods can be extended to infinite dimensional Navier-Stokes systems
using robust optimization techniques. Crucially, this extension requires only the solution
of infinite-dimensional linear eigenvalue problems and finite-dimensional sum-of-squares
optimization problems.
We further show that subject to minor technical constraints, a general polynomial Lya-
punov function is always guaranteed to provide better results than the classical energy
methods in determining a lower-bound on the maximum Reynolds number for which a
flow is globally stable, if the flow does remain globally stable for Reynolds numbers at least
slightly beyond the energy stability limit. Such polynomial functions can be searched for
efficiently using the SOS technique we propose.
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1. Background and problem statement
In this paper we propose a new analytical method for determining whether a fluid flow is
globally stable. This new approach has its origins in two hitherto distinct research areas.
The first of these is the classical energy approach of [5, 16], which provides conservative
lower bounds on the stability limits of flows by analyzing the time evolution of the energy
of flow perturbations. The other is the emerging field of sum-of-squares (SOS) optimization
over polynomials, which can be used to prove global stability of finite-dimensional systems
of ordinary differential equations with polynomial right-hand sides [13, 14]. It is our hope
that the present text is written in such a way that it will be understandable to researchers
from either of these two areas, which until now have remained almost completely isolated.
We are aware of only two other publications where SOS methods have been used to analyze
the behavior of similar systems governed by partial differential equations, namely [11, 20].
We apply SOS methods to the problem of assessing global stability of an incompressible
flow. The velocity w and pressure p′ of a flow of viscous incompressible fluid, evolving inside
a bounded domain Ω with boundary ∂Ω under the action of body force f , is governed by
the Navier-Stokes and continuity equations
∂w
∂t
+ w · ∇w = −∇p′ + 1
Re
∇2w + f (1a)
∇ ·w = 0, (1b)
with a boundary condition w = 0 on ∂Ω. Here Re is the Reynolds number, which is a
dimensionless parameter indicating the relative influence of viscous and inertial forces in
the flow. In what follows we will make extensive use of an inner product of vector fields
defined as
〈u,v〉 :=
∫
Ω
u · v dΩ
with the usual L2 norm ‖.‖ defined as ‖u‖2 := 〈u,u〉. Similarly, we define (using standard
Einstein summation notation throughout)
〈∇u,∇v〉 :=
∫
Ω
∂ui
∂xj
∂vi
∂xj
dΩ
and ‖∇u‖2 := 〈∇u,∇u〉.
We say that a steady solution w = u¯, p′ = p¯ of the system (1) is globally stable if, for each
 > 0, there exists some δ > 0 such that ‖w − u¯‖ ≤ δ at time t0 implies that ‖w − u¯‖ ≤ 
for all time t ≥ t0. We say that it is globally asymptotically stable if in addition w → u¯
as time t → ∞ for any initial conditions. For the system (1), these stability conditions
ensure laminar flow. Our principal aim is to identify the largest value Re for which these
conditions can be guaranteed to hold for the system (1).
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The results described in this paper can be extended to other types of boundary conditions,
most notably to the frequently encountered case of periodic boundary conditions. A useful
property of systems with such boundary conditions is that, for any solenoidal vector field
or fields satisfying these boundary conditions and for any scalar function φ, the following
hold true: 〈v,∇φ〉 = 0, 〈v1,∇2v2〉 = 〈v2,∇2v1〉 = −〈∇v1,∇v2〉 and
〈v1,v2 · ∇v3〉 = −〈v3,v2 · ∇v1〉 , (2)
hence
〈v,v · ∇v〉 = 0. (3)
These properties can be proved by applying standard identities from vector calculus or sim-
ply by integrating by parts, using incompressibility (∇·v = 0) and applying the boundary
conditions. These properties are, of course, well known.
In particular, the identity (3) plays an important role in the energy approach to proving
global stability [16]. Defining velocity perturbations u := w−u¯ and pressure perturbations
p := p′ − p¯, the system (1) can be written as
∂u
∂t
+ u · ∇u + S(u, u¯) = −∇p+ 1
Re
∇2u (4a)
∇ · u = 0, (4b)
where S(u,v) := u · ∇v + v · ∇u is introduced for compactness of notation. The time rate
of change of the velocity perturbation energy can be obtained by taking the inner product
of both sides of (4a) with u, to obtain the energy equation
∂ ‖u‖2 /2
∂t
=
1
Re
〈
u,∇2u〉− 〈u, S(u, u¯)〉 . (5)
Note that the nonlinear term u ·∇u in (4a) does not feature in the energy equation because
of the identity (3). This is particularly useful because it allows one to obtain immediately
an (albeit conservative) method for checking stability of the system (4), which we now
describe briefly.
There exists a real constant κ such that for all solenoidal u,
1
Re
〈
u,∇2u〉− 〈u, S(u, u¯)〉 ≤ κ ‖u‖2 . (6)
We can follow the procedure in [3, p. 33-34] to find the smallest such κ via solution of
an eigenvalue problem. The smallest κ satisfying (6) is the solution to the optimization
problem
sup
(
− 1Re ‖∇u‖2 −
∫
Ω u · (∇u¯) · u dV
‖u‖2
)
,
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subject to the incompressibility condition ∇ · u = 0 and the boundary conditions. Since
the objective function in this optimization problem is homogeneous in u, one is free to
optimize over the numerator only, with additional constraint ‖u‖ = 1. This leads to the
eigenvalue problem
λu = (e− 1
Re
∇2)u +∇p
∇ · u = 0, u|∂Ω = 0,
(7)
where p is the Lagrange multiplier for the incompressibility condition, λ is the Lagrange
multiplier for the unit norm condition ‖u‖ = 1 and e is the base-flow rate of strain tensor
with components
eij(x) :=
1
2
[
∂u¯i
∂xj
+
∂u¯j
∂xi
]
.
Note the identities used in arriving at (7); 〈u, S(u, u¯)〉 = 
〈u, u¯ · ∇u〉=0+ 〈u,u · ∇u¯〉 and
u · (∇u¯) · u = u · e · u. Since the operator in (7) is self-adjoint [3], all the eigenvalues λk of
(7) are real. If these eigenvalues are ordered by decreasing value with λ1 being the largest,
then the inequality (6) is tight with κ = λ1. If the largest eigenvalue λ1 < 0, then (5) is
always negative for ‖u‖ 6= 0 and hence the energy ‖u‖2 /2 is a Lyapunov functional for (4),
thus proving the global stability.
A particularly nice feature of the energy approach is that proving global stability by this
method requires only the solution of linear eigenvalue problems, even though (4) is a
system of nonlinear partial differential equations. This is a direct consequence of the
unique advantages of using ‖u‖ as a Lyapunov functional, in particular the opportunity to
exploit (3). In general, any other choice of Lyapunov functional would result in a stability
condition featuring the nonlinear inviscid term u · ∇u, in contrast to the more benign
energy stability condition (5).
On the other hand, the energy approach can give very conservative results, in the sense
that the largest Re for which global stability can be proven by this method is generally
well below the maximum Re for which the flow is generally observed to be globally stable,
either numerically or experimentally.
The approach proposed in the present study aims to improve this bound, using a partial
Galerkin decomposition of the infinite dimensional system (4). Finite dimensional meth-
ods, based on recently developed techniques in polynomial optimization, are used to define
a Lyapunov functional that is nonlinear in a finite number of terms, while otherwise main-
taining some of the attractive numerical advantages of energy methods for the remaining
(infinite dimensional) dynamics. We stress that our results suggest a way of computing
a Lyapunov functional verifying stability of the infinite dimensional system (4), and not
some truncated finite dimensional approximation thereof.
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1.1. Finite Dimensional Systems and the Sum-of-Squares Decomposition
We first comment briefly on the state of the art in direct methods for computing Lyapunov
functions for finite dimensional nonlinear systems. Suppose that the evolution of a finite-
dimensional system with state vector a ∈ Rn is governed by a set of ordinary differential
equations (ODEs)
a˙ = f(a) (8)
with equilibrium point a = 0. We will use ∇a throughout to indicate the gradient of a
scalar function defined on this n-dimensional state space, and otherwise use ∇ to indicate
the gradient or divergence of functions in physical space, as in (1).
The origin of the system (8) is globally asymptotically stable if there exists a continuously
differentiable Lyapunov function V : Rn → R such that V (0) = 0, V (a) > 0 for all
a ∈ Rn \ {0} and V˙ (a) = ∇aV · f(a) < 0 for all a ∈ Rn \ {0} [6]. Given a Lyapunov
candidate function V (a) and associated V˙ (a), these conditions amount to checking global
positivity or negativity of functions. There is no general method for performing such a
check, nor any systematic way of constructing Lyapunov functions for general systems of
ODEs.
A truncated Galerkin approximation reduces the Navier-Stokes equations (4) to a system of
ODEs in exactly the form (8), but with polynomial (in fact quadratic) right hand side f(a).
In this particular case, checking that a polynomial function V (a) serves as a Lyapunov
function reduces to verifying the positive-definiteness of the two related polynomials V (a)
and −V˙ (a). However, verifying positive-definiteness of a general multivariate polynomial
is still NP-hard in general, and is a classical problem in algebraic geometry.
Nevertheless, there has been significant recent progress in stability analysis of polyno-
mial systems using sum-of-squares optimization methods, which were first employed in
the context of dynamical systems in [13]. These methods are based on a recognition that
a sufficient condition for a polynomial function to be positive-definite is that it can be
rewritten as a sum-of-squares (SOS) of lower order polynomial functions1. Verifying this
stronger condition, and solving other problems related to such representations, is signifi-
cantly simpler than verifying global positivity in general. Therefore the general approach
of sum-of-squares optimization in control applications is to search for a Lyapunov function
V (a) and associated function V˙ (a) that satisfy sum-of-squares conditions.
1This condition is not a necessary one however, apart from certain exceptional cases involving relatively
few variables or low-order polynomials. An example of a positive-definite polynomial function that is not
a sum-of-squares is the Motzkin polynomial y4z2 + y2z4 − 3y2z2 + 1. A nice account of the history of this
problem, the 17th of Hilbert’s 23 famous problems posed at the turn of the 20th century, can be found
in [15].
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Every polynomial V (a) of order 2k can be represented as a quadratic form of monomials of
order less than or equal to k, i.e. in the form V = Cijmi(a)mj(a). The monomials mi(a) in
this factorization are expressions of the form ak11 a
k2
2 . . . a
kn
n , with integer exponents ki ≥ 0
satisfying
∑n
i ki ≤ k. If the matrix Cij is positive-definite and symmetric (the latter is
always possible), then it can be diagonalized by a suitable linear transformation of the
monomial set. Since all the diagonal elements in the resulting expression will be positive,
this gives a representation of the polynomial as a sum of squares of polynomials of lower
order. Such a representation is known as a sum-of-squares decomposition.
Hence, the problem of finding a Lyapunov function is reduced to finding coefficients Cij =
Cji such that this matrix is positive-definite and the corresponding matrix factorization
representing −V˙ (a) is also positive-definite. The relationship between the coefficients of
V (a) and the matrix Cij amounts to a set of linear equality constraints, with similar linear
equality constraints relating the coefficients of V˙ (a) and its factorization. A further set of
equality constraints couple the coefficients of the polynomial functions V (a) and V˙ (a).
Problems such as that described above can be solved efficiently since the set of positive-
definite matrices is convex. The general field of optimization theory and numerical methods
related to such problems is known as semidefinite programming2, and such problems are
solvable in an amount of time that is polynomial in the size of their problem data [2, 18, 19].
Standard software tools are freely available for posing and solving sum-of-squares problems
[7, 8, 12] as semidefinite programs.
1.2. Application of SOS methods to fluid systems
With respect to the SOS approach, ODE systems obtained via finite-dimensional approx-
imation of the Navier-Stokes equations require special treatment for two reasons. First,
since the ODEs describing the dynamics are quadratic, if V (a) is of even degree (as it
must to be positive-definite), then −V˙ (a) is formally of odd degree, and hence will not be
positive-definite in general.
The second reason is more subtle. Consider the behaviour of the Lyapunov functional for
very large values of ‖u‖. In this case the term S(u, u¯) and the viscous term 1Re∇2u in (4a)
become small relative to the nonlinear term u·∇u, and the dynamics become approximately
inviscid. In the limit the time derivative of a Lyapunov functional can remain negative or
can tend to zero. In the first case the high-‖u‖ asymptotics of the Lyapunov functional
would be a Lyapunov functional of the zero solution for the inviscid flow with zero forcing.
2 Strictly speaking, the problem described here has positive-definite matrix constraints, rather than
semidefinite constraints as in standard semidefinite programming. The conditions described above can be
recast as semidefinite constraints via inclusion of appropriate terms, e.g. V (a) > 0 if V (a) −  ‖a‖2 =
Cijmi(a)mj(a) ≥ 0 for some small  > 0. In this case the semidefiniteness condition Cij  0 is sufficient.
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This is impossible because in such an inviscid flow the energy is conserved, i.e. the flow
does not decay to rest. In the second case the asymptotics will be a functional remaining
constant on any solution, i.e. it will be an invariant of the inviscid flow.
In the 2D case there are an infinite number of such invariants, so that no conclusions can
be drawn, but in the 3D case the only invariant known so far is energy. Hence, it is highly
likely that the high-‖u‖ asymptotics of the Lyapunov functional of the viscous flow match
‖u‖ itself or a monotone function thereof. Therefore, it is reasonable to limit the search for
a Lyapunov functional to functionals with such asymptotics. Moreover, since ‖w‖ has the
same high-‖u‖ asymptotics as ‖u‖ itself and since, unlike ‖u‖ , ‖w‖ decays monotonously
in a viscous flow for any Re if ‖u‖ is large enough, it is sensible to seek a Lyapunov
functional that behaves like ‖w‖ at large ‖u‖. Although this argument is not rigorous, it
helps in guessing the structure of an appropriate Lyapunov functional. A more technical
analysis of the asymptotic behaviour of Lyapunov functionals is given in Section 3.1 for
the finite-dimensional case.
We describe in Sections 2 and 3 how one can apply SOS methods to truncated ODE
approximations to (4) to obtain numerical estimates of the maximum value Re for which
the system is global stable. We supply a numerical example illustrating the application of
these methods in Section 6, where a stability limit approximately seven times larger than
the value demonstrable via energy methods is obtained, and which is close to the global
stability limit estimated by direct numerical simulation. A preliminary version of these
results was also presented in [4].
There remains the question of convergence of global stability results obtained in this way
as the number of modes in the truncated Galerkin approximation tends to infinity; global
stability of a truncated approximation does not imply global stability of the Navier-Stokes
solution. This problem is particularly acute since one cannot realistically expect to apply
SOS methods to high resolution approximations of the Navier-Stokes equations, since the
size of the related optimization problems quickly becomes unmanageable.
We therefore demonstrate in Sections 4 and 5 how these difficulties can be overcome by
searching for a Lyapunov functional of the Navier-Stokes system in the form V = V (a, q2),
where a is a finite-dimensional vector of the amplitudes of several Galerkin modes, and q2
is the collective energy of all of the remaining modes. Such an approach requires estimates
via q for the terms stemming from the nonlinearity of the Navier-Stokes system, which is
immediately reminiscent of the difficulties preventing proof of existence of solutions to the
Navier-Stokes equations. In the present context it turns out, however, that the required
estimates are available since they are needed only for the effect of higher-order modes on the
finite set of Galerkin modes. As a result, the required estimates can be obtained by solving
only linear eigenvalue problems in infinite dimensions and certain maximization problems
in finite dimensions, and the resulting system can be treated using the SOS approach.
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We show in Section 5.1 that, with a suitable basis for the Galerkin approximation, the
proposed approach is guaranteed always to give results at least as good as the standard
energy approach. We further show in Appendix B that if the flow remains globally stable
in some range of Re beyond the maximum Re for which stability can be proved using the
energy approach, then a polynomial Lyapunov function is still guaranteed to exist in at
least part of this extended range.
2. Finite Dimensional Flow Models
We assume throughout that the perturbation velocity u can be written as
u(x, t) = ai(t)ui(x) + us(x, t), i = 1, . . . , n (9)
where the basis functions ui are mutually orthogonal, solenoidal and satisfy the boundary
conditions. Likewise, us is assumed to be solenoidal, to satisfy the boundary conditions,
and to be orthogonal to the bases ui. We assume also that each of the basis functions has
unit norm, i.e. ‖ui‖ = 1. For brevity, we denote by S the set of all possible vector fields
that are solenoidal, satisfy the boundary conditions and are orthogonal to all ui, so that
us ∈ S.
In order to address the global stability of the nonlinear Navier-Stokes system (4), we will
partition its dynamics into the interaction of an ODE, representing the evolution of the
basis weights a, and a PDE, representing the remaining unmodeled modes of the system us.
We work initially with the ODE part only, and hence assume initially that us = 0.
First substitute (9) into (4a) and take an inner product of both sides with each of the basis
functions ui in turn, yielding an ODE in the form
a˙i + 〈ui,uj · ∇uk〉 ajak + 〈ui, S(uj , u¯)〉 aj = 1
Re
〈
ui,∇2uj
〉
aj . (10)
Defining matrices Λ, W and
{
Qj
}
j∈1,...,n such that
Λij :=
〈
ui,∇2uj
〉
, Wij := −〈ui, S(uj , u¯)〉 , Qjik := −〈ui,uj · ∇uk〉 ,
with L := 1ReΛ +W , and defining a linear matrix-valued operator N : R
n → Rn×n as
N(a) := ajQ
j ,
one arrives at a compact representation of the ODE (10)
a˙ = f(a) := La+N(a)a. (11)
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Two useful general observations about this system are that the matrix Λ is symmetric
and negative-definite (in particular, it is diagonal if the basis functions ui are chosen as
eigenfunctions of (7) with e = 0), and that aTN(a)a = 0 for all a. The latter assertion is
a restatement of the energy conservation relation (3) in finite dimensions.
3. Stability of Finite Dimensional Models using SOS
For simplicity of exposition, we will assume in this section that the steady solution u¯ is
spanned by the basis functions ui, i.e. that there exist some real constants ci such that
u¯ = uici. In this case, one can rewrite the dynamics of the finite dimensional system (11)
in the equivalent form
a˙ =
1
Re
Λa+N(a+ c)(a+ c)−N(c)c, (12)
where we have used the identity Wa = N(a)c+N(c)a. Note that a = 0 is an equilibrium
solution to (12), and we wish to find the largest value of Re for which this system is globally
asymptotically stable.
To this end, we first recall that an ODE system a˙ = f(a) is stable if one can find a con-
tinuously differentiable Lyapunov function V satisfying each of the following conditions [6,
Thm 4.1]:
V (0) = 0 (L1)
V (a) > 0 ∀a 6= 0 (L2)
∇aV (a) · f(a) < 0 ∀a 6= 0. (L3)
There is unfortunately no known method to construct such a function for an arbitrary
system of nonlinear ODEs. However, in the case of a system described exclusively by
polynomial functions such as (11), the situation is more hopeful.
First define the energy-like functions Eθ : Rn → R as
Eθ(a) :=
1
2
‖a+ θc‖2 .
Of special interest will be the perturbation energy function E0 and the total energy func-
tion E1. In particular, a useful observation is that
∇aE0(a) ·N(a)a = aTN(a)a = 0,
i.e. the nonlinear part of the dynamics of the system (11) is invariant with respect to the
perturbation energy. Selecting as a candidate Lyapunov function V = E0, stability of the
system (11) is therefore assured for all Re such that
∇aV (a) · f = aTLa = aT( 1
R
Λ +W )a < 0 ∀x 6= 0. (13)
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Calculation of the maximum value of Re for which (13) holds is then straightforward, since
one needs only to find the largest Re such that the matrix 2Λ + Re · (W + WT) remains
negative-definite. Of course, this mirrors exactly the situation in the infinite dimensional
case.
We next consider whether it is possible to establish stability of the system (11) using some
alternative polynomial Lyapunov function. In order to restrict the overall size of our search
space, we first consider the essential features of such a function.
3.1. System behavior for extreme values of ‖a‖
Consider first the linear part of the system (11) in isolation, i.e.
a˙ = La. (14)
If L has any positive eigenvalues then the system (14) is unstable, implying immediately
that the nonlinear system (11) is also unstable. If the system (14) is asymptotically stable,
then there exists some P  0 such that V (a) = aTPa is positive-definite and
∇aV (a) · f(a) = aT (LTP + PL) a < 0 ∀a 6= 0, (15)
see [6, Thm 4.6]. Such a function also ensures stability of the nonlinear system (11) for
some region around the origin, since the linear component of (11) dominates when ‖a‖  1.
Considering the nonlinear term of (11) in isolation, one typically expects that for any
V (a) = aTPa with P  0,
{a | ∇aV (a) ·N(a)a > 0} 6= ∅,
unless P ∝ I. Since the nonlinear component of (11) is the dominant term when ‖a‖  1,
we should generally not expect to find a second-order positive-definite polynomial Lyapunov
function V other than the perturbation energy function V = E0, or some monotone function
thereof. On the other hand, using the system representation (12) it follows that
∇aE1(a) · f(a) = (a+ c) ·
(
1
Re
Λa+ [N(a+ c)] (a+ c)−N(c)c
)
=
1
Re
· (aTΛa+ aTΛc)− aTN(c)c. (16)
Consequently, ∇aE1 · f < 0 for all ‖a‖ sufficiently large with respect to a fixed Reynolds
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number3, though the choice V = E1 would not satisfy condition (L1). A reasonable
approach therefore is to search for a candidate Lyapunov function in the form V = A+B,
where the components A : Rn → R and B : Rn → R have the following properties:
[A+B](0) = 0 (17a)
∇a [A(a) +B(a)] ≈ aTP ∀ ‖a‖  1 (17b)
∇aB(a) ≈ σ(a) · ∇aE1(a) ∀ ‖a‖  1 (17c)
‖∇aA(a)‖  ‖∇aB(a)‖ ∀ ‖a‖  1, (17d)
where P  0 and σ : Rn → R is a nondecreasing positive function. The condition (17b)
ensures that ∇aV · f satisfies approximately the linear Lyapunov condition (15) in a local-
ized region about the origin. The conditions (17c)–(17d) ensure that ∇aV · f < 0 for all
states sufficiently far from the origin, in accordance with (16).
In order to exploit SOS techniques, we restrict our attention to cases where both A and B
are polynomial functions and degA < degB. A useful observation is that any choice of B
in the form
B(a) =
k∏
i=1
Eθi(a) with
1
k
k∑
i=1
θi = 1 and θ1 = 0 (18)
with k ∈ N satisfies the condition (17c). In searching for a Lyapunov function in the form
V = A+B, we will view the function A as a term to be optimized, and therefore refer to it
as the variable term. We will restrict the function B to be some combination of energy-like
functions in the form (18), and hence refer to it as the energy term.
3.2. Lyapunov Function Generation Using Sum-of-Squares
If we restrict our attention to polynomial functions V with no constant term (so that
V (0) = 0), then the Lyapunov conditions (L1)–(L3) can be rewritten as
{a | V (a) ≤ 0, `1(a) 6= 0} = ∅ (19a)
{a | −∇aV (a) · f(a) ≤ 0, `2(a) 6= 0} = ∅, (19b)
3 This effect is not exclusive to the total energy function E1. If one defines the energy-like function
Ed :=
1
2
(a + d)T(a + d), then the quadratic part of ∇aEd · f is negative-definite whenever the Reynolds
number Re and vector d are contained in the set{
(Re, d)
∣∣∣∣ Λ + Re2 [(W +WT)− (W˜ (d) + W˜T(d))] ≺ 0
}
,
where W˜ (d) is linear in d and defined such that W˜ (d)a = N(d)a + N(a)d. The above set is convex in Re
for fixed d and vice-versa. In the case that u¯ = ciui, in follows that W = W˜ (c) and one can make the
particularly convenient choice d = c, so that the above set is unbounded in Re.
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where positive-definite polynomial functions `i are used in place of the vector-valued con-
dition a 6= 0. For simplicity, we can define the functions `i as
`i(a) :=
n∑
j=1
ija
2
j ,
and impose a strict positivity constraint on the values ij . Straightforward application of
the Positivstellensatz (see [13] and the references therein) shows that satisfaction of the
conditions (19) is assured if one can identify polynomial functions (s1, s2) such that
V (a)− `1(a) = s1, s1 ∈ Σn
−∇aV (a) · f(a)− `2(a) = s2, s2 ∈ Σn,
(SOS)
where Σn denotes the set of all sum-of-squares polynomials in Rn.
The problem of determining whether (SOS) can be satisfied can be reformulated as a
convex optimization problem in the form of a semidefinite program (SDP) using standard
software tools [7, 8, 12]. If deg V = 2d (note that the degree of V must be even for (L1) to
be satisfied), then the general form of our problem is:
(SDP)

min
V,H1,H2,{ij}
0 (20a)
subject to:
V (x)− `1(a) = md(a)TH1md(a) (20b)
−∂V
∂a
· f(a)− `2(a) = md(a)TH2md(a) (20c)
(H1, H2)  0 (20d)
(1,j , 2,j) ≥ ¯ ∀j ∈ {1, . . . , n}, (20e)
where md(a) is a vector of all monomials in a with degree less than or equal to d. The
objective function in our optimization problem is zero since we are interested only in feasi-
bility. Note that any solution to the problem (SDP) will satisfy the original sum-of-squares
condition (SOS), since the semidefiniteness constraint (20d) ensures that (20b)–(20c) can
be expressed as sums-of-squares following a suitable similarity transformation. The lower
bounding constant ¯ for the terms ij in (20e) must be strictly positive, though it is other-
wise arbitrary.
3.3. Determining Stable Values for Re
One can estimate an upper bound on the value of Re for which a solution to (SOS) can
be found via a straightforward binary search strategy. However, in all but the trivial case
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V = E0, there is no reason to suppose a priori that if a solution to (SOS) can be found for
some R¯e, then a solution can be found for all Re ∈ (0 R¯e]. Provision of such an assurance
is possible by augmenting (SOS) with additional constraints. First note that the Lyapunov
condition (L3) can be written as
∇aV (a) ·
(
Wa+N(a)a
)
+
1
Re
·
(
∇aV (a) · Λa
)
< 0 ∀a 6= 0. (21)
If (21) is satisfied for some R¯e, then it is satisfied for all Re ∈ [0, R¯e] provided that the
second term ∇aV (a) · Λa ≤ 0 for all a. Satisfaction of this condition can be imposed as a
sum-of-squares constraint,
−∇aV (a) · Λa = s3, s3 ∈ Σn, (22)
and included as an additional condition to (SOS) (or checked a posteriori).
Given a Lyapunov function V for some value R¯e, it is possible to compute directly the
smallest and largest value Re for which V is a Lyapunov function, since (21) is affine in
1/Re; e.g. one can compute an upper bound by solving the sum-of-squares problem
min
Re≥0
1/Re
subject to: −∇aV (a)
(
Wa+N(a)a
)− 1
Re
(∇aV (a) · Λa)− `2(a) ∈ ΣN
and taking the inverse of its minimum value.
3.4. Computational Complexity
We next consider the computational effort required to solve the problem (SDP) for various
degrees of Lyapunov candidate function V . If we assume that V is a polynomial function
with arbitrary coefficients and deg V = 2d, then the monomial vector m(a) is composed of
D distinct monomial terms, where
D =
(n+ d)!
n!d!
.
Standard results from semidefinite programming ensure that one can solve the problem
(SDP) in O(√D) iterations using a primal-dual interior point method4, with each itera-
tion requiring O(D3) operations. In practice, it is generally the case that the number of
4 More precisely, one can guarantee that a primal-dual interior point algorithm will reduce the duality
gap of its solution iterate to a multiple  of its original value within O(ln(1/)√D) iterations. The reader
is referred to [2, 18, 19] and references therein for an overview of algorithms and complexity results for
semidefinite programming.
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iterations required to solve a semidefinite programming problem is roughly constant with
respect to increasing problem size, so the computation time is determined almost entirely
by the per-iteration computation cost.
The rapid increase in computational burden with increasing system dimension means that
SOS methods are likely to be applicable for relatively low dimensional models only, even if
one assumes that the considerable degree of problem-specific structure inherent in (20) can
be somehow exploited (e.g. using a structured approach such as (17)). In particular, it is
not advisable to attempt to estimate the maximum stable Reynolds number in the infinite
dimensional Navier-Stokes system (4) via solution of a succession of problems in the form
(20) with increasing dimension. We therefore require a more indirect approach, whereby
the finite-dimensional techniques of this section can be extended to the infinite-dimensional
system (4) without excessive additional computation. We propose such an approach in the
remainder of the paper.
4. Infinite Dimensional Flow Models
We now return to the general case where us 6= 0, which we will view as an uncertain forcing
term in our ODE. In this case substituting (9) into (4a) and taking an inner product of
both sides results in a model similar to the ODE (11), but with additional perturbation
terms in us, i.e.
a˙ = f(a) + Θa(us) + Θb(us, a) + Θc(us), (23)
where the additional perturbation terms are defined as
Θai(us) :=
1
Re
〈
ui,∇2us
〉− 〈ui, S(us, u¯)〉 (24a)
Θbi(us, a) := −〈ui, S(uj ,us)〉 aj (24b)
Θci(us) := −〈ui,us · ∇us〉 , (24c)
and f(a) is as defined in (11). In the above, a subscript i indicates that the expression
is the ith element of a vector quantity. The perturbation term Θa represents a linear
disturbance in us, Θb represents a bilinear disturbance in (us, a), and Θc represents a
quadratic disturbance in us.
We would like to bound the influence of each of these perturbation terms on our ODE
in terms of ‖us‖ and ‖a‖. In order to do so, we apply (2) repeatedly to eliminate the
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appearance of terms ∇us, so that (24) can be rewritten as5
Θai(us) = 〈us,hi〉 , hi := 1
Re
∇2ui −∇u¯ · ui + u¯ · ∇ui, (25a)
Θbi(us, a) = 〈us,hij〉 aj , hij := uj · ∇ui −∇uj · ui, (25b)
Θci(us) = 〈us,us · ∇ui〉 . (25c)
We are of course left with an ODE in the form (23) which still features the perturbations us.
We next bound the influence of this term by modeling only the evolution of its energy q,
which we model as q2 = ‖us‖2 /2. In the process we add a single ODE to supplement (23),
representing the time evolution of the squared energy term q2.
Substituting (9) into (4a) and taking an inner product of both sides with the total velocity
field u = uiai + us provides the additional ODE in term of the perturbation energy q
2,
˙(q2) = aTf(a)− aTa˙+ Γ(us) + χ(us, a), (26)
where
Γ(us) :=
1
Re
〈
us,∇2us
〉− 〈us, S(us, u¯)〉 , (27)
χ(us, a) := 〈us,gj〉 aj , gj :=
(
1
Re
∇2 − e
)
uj . (28)
Verification of the above relies on the aforementioned assumptions about the subspace S
and on application of the various identities described in Section 1. In particular, these
allow one to establish the relations〈
u,
∂u
∂t
〉
= aTa˙+ ˙(q2) and aTf(a) =
[
1
Re
〈
ui,∇2uj
〉− 〈ui, S(uj , u¯)〉] aiaj .
Note that in (26), the terms aTf(a) and Γ(us) represent the self-contained dissipation or
generation of energy depending on aiui and us, while the term χ(us, a) represents the
generation or dissipation of energy containing cross terms between these velocity fields.
4.1. Description as an Uncertain System
The complete system of interest can now be written as
a˙ = f(a) + Θa(us) + Θb(us, a) + Θc(us) (29a)
˙(q2) = aTf(a)− aTa˙+ Γ(us) + χ(us, a). (29b)
5The notation used can be clarified by the equivalent expression for the Cartesian components of the
vector hi: h
m
i =
1
Re
∇2umi − ∂u¯
k
∂xm
uki + u¯ · ∇umi .
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We are now free to treat us as an uncertain term driving the ODE system (29), whose
time evolution is known to satisfy the subspace constraint us ∈ S and the energy con-
straint q2 = ‖us‖2 /2. The worst-case effect of this uncertainty can then be bounded via
appropriate norm bounds.
The first of these bounds relates to the uncertain terms in (29a). There exist constants
ci ≥ 0 and a polynomial function p1(a, q) ≥ 0 such that
‖Θa(us) + Θb(us, a) + Θc(us)‖2 ≤ p1(a, q) = c1q2 + c2q2 ‖a‖2 + c3q4 (30)
for any a and us. A rigorous proof of the existence of these constants is given in Appendix
A. Critically, estimation of the coefficients ci involves the solution only of linear problems
for partial differential equations and optimization over finite-dimensional polynomials.
A second bound relates to the uncertain term Γ(us) in (29b). Comparing (27) with (6)
shows that Γ(us) ≤ κ ‖us‖2 with κ = λ1. However, us satisfies the additional constraints
〈us,ui〉 = 0 and therefore may admit a stronger bound. Note that the number of positive
eigenvalues of (7) is always finite [1]. Hence, if ui are chosen as the first n eigenfunctions
of (7) and n is large enough, then
Γ(us) ≤ κs ‖us‖2 = 2κsq2 (31)
for all us ∈ S, where κs = λn+1 < 0. If ui are not eigenfunctions of (7), then κs is the
largest eigenvalue of the following problem
λu + µkuk = (e− 1
Re
∆)u +∇p
〈uk,u〉 = 0, ∇ · u = 0, u|∂Ω = 0.
In what follows we will assume that κs < 0 in (31).
A final bound relates to the uncertain term χ(us) in (29b). If ui are eigenfunctions of
(7) then χ = 0, because in this case gi = −λiui + ∇φi with some scalar functions φi
and because us is orthogonal to both ui (by definition) and to gradients of any scalars
(since ∇ · us = 0). In the general case there exists a constant d and a polynomial function
p2(a, q) ≥ 0 such that
‖χ(us, a)‖2 ≤ p2(a, q) = dq2 ‖a‖2 . (32)
The proof is very similar to the proof of (30).
5. Stability of Infinite Dimensional Models using SOS
Given the (uncertain) ODE system (29), we can now search for a Lyapunov function
verifying stability of the composite state vector (a, q2). We therefore would like to construct
16
a Lyapunov function V : Rn × R→ R such that
∂V
∂a
a˙+
∂V
∂(q2)
· ˙(q2) < 0, ∀(a,us) 6= 0, us ∈ S. (33)
We can expand the left hand side of this condition and collect terms to get the equivalent
Lyapunov condition
∂V
∂a
f +
∂V
∂(q2)
Γ +
(
∂V
∂a
− ∂V
∂(q2)
aT
)(
Θa + Θb + Θc
)
+
∂V
∂(q2)
χ < 0, (34)
where we have omitted the arguments for (f,Γ,Θa,Θb,Θc, χ) for brevity. For simplicity,
we will assume that the function V is chosen in such a way that
∂V /∂(q2) ≥ 0 (35)
Consequently,
∂V
∂(q2)
· Γ(us) < 0, ∀us ∈ S\{0}
provided that (31) and (35) hold.
5.1. Comparison to the Energy Method
Note that if one chooses a candidate Lyapunov function by making the most obvious
generalization of the type of function suggested in Section 3, i.e. if one chooses V (a, q2) =
Va(a) +
∏k
i=1(Eθi(a) + q
2), where Va(·) is some polynomial function, then (35) is satisfied.
The term (
∂V
∂a
− ∂V
∂(q2)
a>
)
in the Lyapunov condition (34) can be viewed as a misalignment between the (scaled)
gradient of the energy function E0(a) and the gradient term ∂V /∂a. If one chooses as a
candidate Lyapunov function
V (a, q2) = E0(a) + q
2,
then the above misalignment term is zero. If, additionally, one chooses ui such that
χ = 0, which was shown above always to be possible, the situation reduces to the usual
global stability condition using energy functions. Consequently, if energy can be used as
a Lyapunov function for the system (4) for some Reynolds number Re, then the choice
V (a, q2) = E0(a) + q
2 will satisfy the conditions (34).
When the system remains globally stable for Reynolds numbers beyond this energy stability
limit, one should first ask whether there exists any polynomial in (a, q2) that will serve as
17
a Lyapunov function. We give a constructive proof of the existence of such a function in
Appendix B.
It remains to demonstrate that the Lyapunov function V satisfying (33) can be constructed
in a systematic way using the SOS approach.
5.2. Conversion to a Sum-of-Squares problem
After applying (31), the inequality in the Lyapunov condition (34) can be written in vec-
torized form as(
∂V
∂a
f +
∂V
∂(q2)
· 2κsq2
)
< −
[(
∂V
∂a − ∂V∂(q2)aT
)
, ∂V
∂(q2)
] [Θa + Θb + Θc
χ
]
. (36)
We next apply the Schwarz inequality, (30), (32), and (35) to arrive at a sufficient condition
for satisfaction of the inequality (33):(
∂V
∂a
f(a)+
∂V
∂(q2)
· 2κsq2
)
<−
∣∣∣[(∂V∂a − ∂V∂(q2)aT) , ∂V∂(q2)]∣∣∣ [p1(a, q) + p2(a, q)] 12 , ∀(a, q) 6= 0,
(37)
where | · | represents the standard Euclidian norm in Rn. The above can be rewritten more
compactly as
g(a, q) < −‖h(a, q)‖ · p 12 (a, q), ∀(a, q) 6= 0, (38)
where
g(a, q) :=
∂V
∂a
f(a) +
∂V
∂(q2)
· 2κsq2
h(a, q) :=
[(
∂V
∂a − ∂V∂(q2)aT
)
, ∂V
∂(q2)
]T
p(a, q) := p1(a, q) + p2(a, q).
We next apply the following matrix property, based on the Schur complement [2, Sec. A.5.5].
For any vector u and scalar t,
‖u‖ < t⇐⇒
[
t uT
u tI
]
 0.
The condition (36) is therefore equivalent to[
g(a, q) hT(a, q) · p 12 (a, q)
h(a, q) · p 12 (a, q) g(a, q)I
]
≺ 0, ∀(a, q) 6= 0,
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Since p is a nonzero function for all nonzero (a, q), the above can be pre- and post-multiplied
by
(
p
1
2 0
0 I
)
to get the equivalent matrix inequality condition
H(a, q) :=
[
g(a, q) · p(a, q) hT(a, q) · p(a, q)
h(a, q) · p(a, q) g(a, q)I
]
≺ 0, ∀(a, q) 6= 0. (39)
The most important thing to note about (39) is that it is linear in the coefficients of
the Lyapunov function V . This linear matrix inequality (LMI) can be converted to an
equivalent scalar polynomial inequality via introduction of an additional variable z ∈ Rn+1.
It is straightforward to verify that (39) is equivalent to
zTH(a, q)z < 0, ∀z 6= 0, ∀(a, q) 6= 0. (40)
In other words, if the function V is chosen such that ∂V /∂(q2) is nonnegative and
{
(a, q, z)
∣∣∣∣∣ z
TH(a, q)z ≥ 0
‖a‖2 + q2 6= 0, ‖z‖2 6= 0
}
= ∅, (41a)
and {
(a, q)
∣∣∣∣∣ V (a, q
2) ≤ 0
‖a‖2 + q2 6= 0
}
= ∅ (41b)
then the Lyapunov condition (34) is satisfied. This is a standard form convenient for
applying the Positivstellensatz theorem [14], from which it follows that (41) are satisfied
if and only if there exist non-negative integer values M1,M2,M3,M4 and M5 and sum-of-
squares of polynomials si(a, q, z) and σj(a, q) such that
s0 = −
M1∑
i=1
si[z
TH(a, q)z)]i − (‖a‖2 + q2)2M2 ‖z‖4M3
and
σ0 = −
M4∑
j=1
σj [V (a, q
2)]j − (‖a‖2 + q2)2M5 .
One can now choose (from empirical considerations or by trial and error) the integers Mj
and the polynomials si and σj for (i, j) > 0, thus obtaining expressions for s0 and σ0 via
the coefficients of the polynomial V. Then determining the coefficients of V such that s0
and σ0 are sum of squares can be attempted using the existing packages SOSTOOLS [12] or
YALMIP [7, 8]. For the purposes of computational efficiency, the selection of V should be
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subject to structural constraints similar to the case of an ODE system obtained by simple
truncation, as in Section 3.
Finally, we note that if one is able to choose the bases ui such that χ = 0, then the
preceding problem can be simplified somewhat. In this case, one is free to define
h(a, q) :=
(
∂V
∂a
− ∂V
∂(q2)
aT
)T
, p(a, q) := p1(a, q),
in (36)–(38). It is then easy to show that the choice of Lyapunov function V = E0(a) + q
2
will satisfy not only the stability condition (34), but also the robust LMI condition (39)
whenever the total perturbation energy is a Lyapunov functional for the Navier-Stokes
system (4). This ensures that the proposed method will always yields results at least as
good as classical energy perturbation methods.
6. A Finite Dimensional Example
In this section we present numerical results for a model of Couette flow6 using the finite-
dimensional stability analysis results of Section 3. Couette flow refers to the shear flow of
a fluid between two infinite parallel plates as shown in Figure 1.
Lx
Lz
h uu
x
y
z
Figure 1: Periodic flow between parallel plates.
We employ the finite-dimensional ninth-order model developed in [9] for this flow, and
make assumptions identical to those in [9, 10] for the purposes of comparison. The volume
force is assumed to be
f =
(√2pi2
4Re
sin(piy/2); 0; 0
)
,
and the flow is assumed to be periodic in the spanwise and streamwise directions, with
wavelengths Lz and Lx respectively. We fix Lx = 4pi and Lz = 2pi throughout, with plate
separation h = 2.
6The results of this section were first reported in [4].
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The flow is assumed to have free-slip boundary conditions
uy|y=±1 = 0, ∂ux
∂y
∣∣∣∣
y=±1
=
∂uz
∂y
∣∣∣∣
y=±1
= 0.
A set of nine basis functions ui were selected in [9] based on physical insights and observa-
tions arising from numerical simulation and experiment. For reference these basis functions
and their expansion into a nonlinear ODE in the form (12) (equivalently (11)) are included
in Appendix C. In this example, u1 is a laminar solution to the Navier-Stokes equation (1).
We compute an upper bound on the value of Re for which the system (11) is guaranteed
to be stable using a variety of Lyapunov candidates, each of which satisfies the structural
conditions (17)–(18).
To compute the upper bound, we use a bisection method to find the largest Reynolds num-
ber for which the sum-of-squares optimization problem (20) could be solved with ¯ = 10−5
in (20e). All of the results obtained were computed on a 2.33 GHz Intel Xeon processor
with 3.6 GB RAM, using the YALMIP interface to the SDP solver SeDuMi [7, 17].
Overall results are summarized in Table 1. In each case we provide the form of Lyapunov
function used and the maximum value of Re for which a Lyapunov function in this form
could be identified. We also report the total solver time required (which includes the time
spent both in the SDP solver SeDuMi and in preprocessing tasks by YALMIP), the total
number of monomial terms in the vector md(a) that appears in the equality constraints of
(20b)–(20c), the number of decision variables in V that take nonzero values in the solution
to (20), and the total number of nonzero elements required in the solution for the matrices
H1 and H2.
The largest Reynolds number for which a Lyapunov function could be identified was Re =
54.1, which compares very favorably to the value Re = 7.5 for which a purely energy-based
method succeeds. Previous results from numerical work in [10], using the same model,
have suggested a value of no more than Re ' 80 before the system becomes unstable.
This suggests that the method we propose is not unduly conservative. Note that all of the
computed stability bounds on Re presented in Table 1 are unchanged if one includes the
additional constraint (22).
6.1. Perturbation Energy as a Lyapunov Function [Case 1]
We first consider the simplest case where one takes V = E0. Recalling (13), an upper
bound on the value of Re for which the system is guaranteed stable is readily found via
solution of the following semidefinite programming (SDP) problem:
max Re
s.t. 2Λ +Re·(W +WT) ≺ 0.
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Case Lyapunov Function Remax
solver
time (sec)
number of
monomials
nnz(P ) or
dim(p)
nnz(H1)+
nnz(H2)
1 V = E0 7.5 0.1 – – –
2 V = 1
2
aTPa+ E0E2 23.9 2.7 54 21 1276
3 V = 1
2
aTPa+ E0E1E2 28.5 20.8 219 21 19410
4 V = m2(a)
TPm2(a) + E0E1E2 54.1 43.3 219 776 24042
5 V = pTm4(a) + E0E1E2 54.1 41.4 219 190 24042
Table 1: Computed lower bounds on maximum stable Reynolds number for various Lyapunov functions
This method is analogous to the use of the conventional energy-based approach described
in [5, 16].
6.2. Lyapunov Functions with Second-Order Variable Terms [Cases 2 & 3]
We next consider candidate Lyapunov functions with the variable term A restricted to the
quadratic form A(a) = aTPa, where P ∈ Sn is taken as a decision variable to be optimized,
and B restricted to a weighted sum of energy terms of higher order. We restrict P to those
matrices whose sparsity patterns match that of solutions to the Lyapunov equation
LTP + PL = −I, (42)
and note that the sparsity pattern of such solutions are invariant with respect to Re.
This choice does not result in any apparent increase in conservatism (i.e. it does not affect
the range of values for which (SOS) can be solved), while reducing considerably the overall
computation time required. Increasing the degree of the energy term between cases 2 and 3
shows a slight improvement in the maximum value of Re for which stability can be assured.
6.3. Lyapunov Functions with Fourth-Order Variable Terms [Cases 4 & 5]
Finally, we consider candidate Lyapunov functions with variable terms of fourth order.
In these cases, direct solution of (SOS) requires substantially increased computational
effort relative to cases with second-order variable terms. For case 4 we take A(a) =
m2(a)
TPm2(a) with the matrix P treated as a symmetric decision variable. For case 5
we take A(a) = pTm4(a) with vector p treated as a decision variable. In both cases, A is
restricted to contain only terms of degree at least 2.
In both cases, a solution to (SOS) was found once initially for an arbitrarily chosen (small)
value of Re in order to identify a likely sparsity pattern for P and p respectively. Subsequent
computations enforced sparsity of P and p by setting to zero those elements taking relatively
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small values (i.e. ≤ 10−7) in the first trial. In both cases, this procedure resulted in a
substantial reduction in the degrees of freedom afforded to the solver, with a consequently
large reduction in overall computation time.
A selection of cross-sectional plots showing the phase space of the system a˙ = f(a) =
L(a) +N(a)a and level sets of the computed function V for Case 5 are shown in Figure 2.
The following features are of interest:
• Figures 2.(a) and 2.(c) show clearly that level sets of V are centered on a = 0 for
‖a‖  1, and are centered on a = c = (1, 0, · · · , 0) for ‖a‖  1.
• Level sets of V are radially symmetric in 2.(b). Streamlines of f approach tangents
to these level sets as Re→∞. Radial symmetry is also clear in 2.(d) for ‖a‖  1.
• There is significant warping of the level sets of V (with respect to a radially symmetric
energy function) in 2.(c) and 2.(d). Optimizing V over a high-order polynomial allows
increased freedom to shape these sets, thereby increasing the range of values Re for
which f can be proven stable.
6.4. Lyapunov Functions with Higher-Order Variable Terms
Direct solution of problem (20) for Lyapunov functions with variables terms of degree
greater than four is more problematic given the long computation times required. How-
ever, it is possible that close scrutiny of the results from cases 4–5 may give some indication
of appropriate sparsity structures that may be exploited. For example, as shown in Fig-
ure 3, the sparsity pattern of the matrix P featuring in the term m2(a)
TPm2(a) in case
4 can be reordered to block diagonal form. Note in particular that the upper-left hand
corner of the unordered matrix in Figure 3, which corresponds to the second-order terms in
m2(a)
TPm2(a), adopts an identical sparsity pattern to the solution of (42). The resultant
reordering is such that one can rewrite the variable component of V as
m2(a)
TPm2(a) =

m˜12(a)
m˜22(a)
m˜32(a)
m˜42(a)

T 
P˜1
P˜2
P˜3
P˜4


m˜12(a)
m˜22(a)
m˜32(a)
m˜42(a)
 ,
where each of the matrices P˜i is symmetric and dense and the reordered and partitioned
monomial terms m˜i2(a) are defined as
m˜12(a) := (a2, a3, a1a2, a1a3, a4a6, a5a6, a4a7, a5a7, a4a8, a5a8, a2a9, a3a9)
T
m˜22(a) := (a4, a5, a1a4, a1a5, a2a6, a3a6, a2a7, a3a7, a2a8, a3a8, a4a9, a5a9)
T
m˜32(a) := (a6, a7, a8, a2a4, a3a4, a2a5, a3a5, a1a6, a1a7, a1a8, a6a9, a7a9, a8a9)
T
m˜42(a) := (1, a1, a9, a2a3, a4a5, a6a7, a6a8, a7a8, a1a9, a
2
1, a
2
2, a
2
3, a
2
4, a
2
5, a
2
6, a
2
7, a
2
8, a
2
9)
T.
(43)
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(a) Cut through (a1, a3). (b) Cut through (a6, a7).
(c) Cut through (a1, a9). (d) Cut through (a2, a9)
Figure 2: Selection of cross-sectional plots of the phase space for the nonlinear system a˙ = La+N(a)a with
Re = 54. Each figure shows a cut through the origin of the phase space for some (ai, aj) pair. Shading
indicates the relative value of the Lyapunov function V computed for Case 5 in Table 1, with dashed black
lines indicating level sets. Streamlines of the nonlinear system, projected onto the cutting plane, are shown
in solid blue.
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Figure 3: Case 4: Reordering of monomial terms in m2(a) reveals block-diagonal structure in P .
7. Conclusions
A new method for analyzing the global stability of a fluid flows has been proposed. This
method requires only the solutions of linear eigenvalue problems for systems of linear partial
differential equations, combined with a nonlinear analysis of a system governed by nonlinear
ordinary differential equations, which can be treated using the polynomial sum-of-squares
approach. The method is proven always to yield results that at least as good as classical
energy methods, in the sense that if the global stability of a particular flow can be proved
by the energy method then it also can be proved by the new method.
Moreover, if the flow remains globally stable for values of the Reynolds number in a range
extending beyond the maximum for which global stability can be proved by the energy
method, then a polynomial Lyapunov function is still guaranteed to exist in at least part
of this extended range. The methods proposed in this paper can then apply, provided that
the appropriate quantities can be expressed as sums-of-squares.
Application of our method to a finite dimensional model system suggests that using the pro-
posed method might allow proving global stability for much higher values of the Reynolds
number than the values for which this can be done by the energy method. It would of
course be of interest to extend such an example to the infinite dimensional case using the
techniques of Section 5.
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Appendix A. Calculating the norm bounding coefficients ci.
In this appendix we will prove (30). The claim is that there exist constants (c1, c2, c3) ≥ 0
such that
‖Θa(us) + Θb(us, a) + Θc(us)‖2 ≤ c1q2 + c2 ‖a‖2 q2 + c3q4 ∀a ∈ Rn, ∀us ∈ S. (A.1)
First note that for any norm,
‖u+ v‖2 ≤ ‖u+ v‖2 + ‖u− v‖2 = 2
(
‖u‖2 + ‖v‖2
)
.
We can apply this inequality to (A.1) and then compute bounds for each of the terms in
turn.
Part I – Computing a bound on ‖Θa(us) + Θb(us)‖2:
‖Θa(us) + Θb(us)‖2 =
∑
i
〈us,hi + hijaj〉2 ≤ I(a) ‖us‖2
where
I(a) = sup
us
∑
i 〈us,hi + hijaj〉2
‖us‖2
. (A.2)
Let h˜i = hi+∇φi+βikuk be a projection of hi on the solenoidal subspace orthogonal to all
ui, so that ∇h˜i = 0 and
〈
h˜i, uk
〉
= 0. Then the scalar fields φi should satisfy the Poisson
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equation ∇2φi = −∇ · hi. We will make the solution unique by imposing the boundary
condition
∂φi
∂n
∣∣∣∣
∂Ω
= −(hi,n),
where n is a unit vector normal to the boundary ∂Ω. This condition ensures that the
normal component of h˜i equals zero: (hi,n) = 0. Similarly, we also introduce solenoidal
fields h˜ija.
Strictly speaking, in (A.2) the solenoidal velocity field us should also satisfy the full bound-
ary condition us|∂Ω = 0. However, this condition can be relaxed to (us,n)|∂Ω = 0 without
changing the value of I(a), since for any vector field v satisfying only (v,n)|∂Ω = 0 one
can easily construct a solenoidal field v′ satisfying v′|∂Ω = 0 and such that 〈v − v′,hi〉 is
arbitrarily small. With this relaxation one can represent us in (A.2) as
us = Uih˜i + Uijh˜ij + uˆs,
where uˆs is orthogonal to all h˜i and h˜ij . Obviously, uˆs does not contribute to the numerator
of (A.2) but can only increase the denominator. Therefore, for calculating the supremum
one can take uˆs = 0. Then (A.2) becomes
I(a) = sup
Uk,Ukl
∑
i
〈
Ukh˜k + Uklh˜kl, h˜i + h˜ijaj
〉2
∥∥∥Ukh˜k + Uklh˜kl∥∥∥2 . (A.3)
Since
∑
i
〈
Ukh˜k + Uklh˜kl, h˜i + h˜ijaj
〉2
∥∥∥Ukh˜k + Uklh˜kl∥∥∥2 ≤
∑
i
〈
h˜i + h˜ijaj , h˜i + h˜ijaj
〉2
∥∥∥h˜i + h˜ijaj∥∥∥2 =
∑
i
∥∥∥h˜i + h˜ijaj∥∥∥2
both the existence of the supremum and of the coefficients c1 and c2 such that I(a) ≤
(c1 + c2 ‖a‖2)/2 becomes obvious. Note that the numerator of the estimate (A.3) is a
fourth-order polynomial in coefficients Uk, Ukl, and aj , and that polynomial is quadratic
separately in Uk, Ukl, and aj , which implies that efficient numerical methods can be found
for determining c1 and c2.
Part II – Computing a bound on ‖Θc(us)‖:
Calculation of this bounds is straightforward, and amounts to finding a solution to a
generalized eigenvalue problem using a symmetric version of the operator ∇ui, in a manner
similar to that used to calculate the bound λ in (7). This results in a constant c3i such
that
‖Θci(us)‖ ≤ c3iq2,
so that c3 = 2
(∑
i c
2
3i
)
provides a conservative bound. This completes the proof of (A.1).
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Appendix B. Existence of a polynomial Lyapunov functional for Reynolds
numbers greater than the energy stability limit
In general a flow can, and often will, remain globally stable in a certain range of Reynolds
numbers greater than the maximum Reynolds number Ree for which global stability can
be proved by the energy method. We will prove now that at least in some part of this range
there exists a Lyapunov functional that is polynomial in a and q, i.e. of a form suitable
for the proposed method. To this end we will simply give an explicit expression for a
function which is polynomial in a and q2 and which satisfies all the conditions for Lyapunov
functionals. For this purpose we will assume that ui are chosen as the eigenfunctions
of (7), and note that this is always possible. As a result, we will have χ = 0 as explained
in Subsection 4.1. We will, of course, use explicitly also the assumption that the flow is
indeed globally stable in some vicinity of the energy stability limit. More precisely, we
require that
n∑
i=2
f2i /[(1 + 2E0)E0] (B.1)
is strictly positive when a2 = a3 = · · · = an = 0 for all values of a1 including zero and
infinity. If this were not true at some finite a1 = a1s for any n that would mean that a1su1
is a steady non-zero solution, which contradicts the assumption of the basic flow being
globally stable7. This means that this condition can be satisfied by selecting large enough
n. To ensure the positiveness of (B.1) at the origin we will additionally require that the
flow is linearly asymptotically stable, which is not much of a loss of generality for the flow
which is already assumed to be globally stable. To ensure the positiveness of (B.1) with
a1 at infinity, we will also assume that 〈ui,u1 · ∇u1〉 6= 0 for at least one i in 2, . . . , n. If
u1 · ∇u1 6= 0, which is often the case, this assumption can always be ensured to be true by
selecting a sufficiently large n. Finally, we will also assume that the eigenfunctions ui and
eigenvalues λi are continuous functions of Re in some vicinity of the energy stability limit.
The basic idea is simple. At Re = Ree energy satisfies all the conditions for being a
Lyapunov function everywhere except along u1, where its time derivative is zero. We add
to it a small correction constructed in such a way that its time derivative is negative along
u1. The modified expression will therefore be a Lyapunov function at Re = Ree and, by
continuity, also in its vicinity. In the sequel, we exploit this idea in a more formal proof.
7 Note that this argument is valid only if n > 1, and indeed one can check that for n = 1 our approach
will not work for Re > Ree because the one-dimensional system turns out to be unstable. It can be shown
that in the general case n has to be greater than the number of positive eigenvalues λi.
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We propose the following expression for the Lyapunov function
V = E0 + q
2 + (E0 + q
2)2 − ε
n∑
i=2
aifi, (B.2)
where f(a) is defined by (11) and  is a small positive value. Note that the sum in (B.2)
starts at i = 2. Note also that fi are of order a for small a and of order a
2 for large a.
We first provide conditions under which this choice of V is positive-definite. As required,
V = 0 if both a = 0 and q = 0. Otherwise, V > 0 provided ε > 0 and
ε < min
E0 + E
2
0
|∑ni=2 aifi| .
This ratio is easily shown to be bounded on an open ball of sufficiently small (large) radius.
The fraction is continuous outside (inside) of such a ball. Existence of a positive minimizer
is therefore ensured by the extreme value theorem.
We next develop conditions under which V˙ is negative definite. Following the same argu-
ments as in Subsection 5.2, but noticing that here χ = 0 by assumption, we arrive at the
following sufficient condition for satisfaction of the Lyapunov condition (33):(
∂V
∂a
f(a) +
∂V
∂(q2)
· 2κsq2
)
< −
∣∣∣∣∂V∂a − ∂V∂(q2)aT
∣∣∣∣ p 121 (a, q), ∀(a, q) 6= 0. (B.3)
From the definitions of E0 and λi and from the energy equation (5) it follows that
∂E0
∂a
· f =
n∑
i=1
λia
2
i .
Using also the definition of p1 in (30), the inequality (B.3) can be rewritten as
λ1a
2
1 + 2κsq
2 +
∑n
i=2 λia
2
i
E0 + q2
+
−ε∑ni=2 (f2i + ai∑nj=1 ∂fi∂aj fj)+ ε ∣∣ ∂∂a∑ni=2 aifi∣∣ |q|(c1 + c2 ‖a‖2 + c3q2) 12
(1 + 2E0 + 2q2)(E0 + q2)
< 0.
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If we define
a˜i := ai/(E0 + q
2)
1
2 , q˜ := q/(E0 + q
2)
1
2 , (B.4)
f˜i := fi/[(1 + 2E0 + 2q
2)(E0 + q
2)]
1
2 , (B.5)
Fi := Fi(a, q) :=
∑n
j=1
∂fi
∂aj
fj
(1 + 2E0 + 2q2)(E0 + q2)
1
2
, (B.6)
Fq := Fq(a, q) :=
∣∣∣∣∣ ∂∂a
n∑
i=2
aifi
∣∣∣∣∣ (c1 + c2 ‖a‖2 + c3q2)
1
2
(1 + 2E0 + 2q2)(E0 + q2)
1
2
, (B.7)
then (B.4) can be written more compactly as
λ1a˜
2
1 + 2κsq˜
2 +
n∑
i=2
λia˜
2
i − ε
n∑
i=2
(
f˜2i + a˜iFi
)
+ ε|q|Fq < 0. (B.8)
Using the identity xy = (Ax)2 − (Ax− y/(2A))2 + y2/(4A2), one can rewrite (B.8) as
λ1a˜
2
1 + (2κs + εA
2)q˜2 +
n∑
i=2
(λi + εA
2)a˜2i − ε
n∑
i=2
f˜2i +
ε
4A2
(
F 2q +
n∑
i=2
F 2i
)
−
ε
n∑
i=2
(
Aa˜i +
Fi
2A
)2
− ε
(
Aq − Fq
2A
)2
< 0. (B.9)
The last two terms of (B.9) are non-positive, so a sufficient condition to satisfy (B.9) is
D(Re) = λ1a˜
2
1 + (2κs + εA
2 + ε)q˜2 +
n∑
i=2
(λi + εA
2 + ε)a˜2i − ε
[
q2 +
n∑
i=2
(f˜2i + a˜
2
i )
− 1
4A2
(
F 2q +
n∑
i=2
F 2i
)]
< 0. (B.10)
Note that if Re = Ree, then λ1 = 0, κs < 0 and λi < 0, with both inequalities strict.
Satisfaction of (B.10) is therefore ensured if both
ε < −min{2κs, λi}/(A2 + 1)
and A is chosen sufficiently large to guarantee that
q2 +
n∑
i=2
(f˜2i + a˜
2
i )−
1
4A2
(
F 2q +
n∑
i=2
F 2i
)
> 0
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for all (a, q) 6= 0. A suitable choice is
A2 >
1
4
sup
F 2q +
∑n
i=2 F
2
i
q2 +
∑n
i=2(f˜
2
i + a˜
2
i )
, (B.11)
provided that this fraction can be shown to be bounded for all (a, q).
We first consider whether the numerator of (B.11) is bounded above. The functions Fi
and Fq are easily shown to be bounded inside (outside) an open ball of sufficiently small
(large) radius, and are continuous elsewhere. Boundedness over all (a, q) then follows from
the boundedness theorem.
The denominator in (B.11) is bounded below by a strictly positive value, because we already
assumed that (B.1) is bounded below by a strictly positive value when a2 = a3 = · · · =
an = 0.
The above argument ensures that D(Ree) < 0. Then from our continuity assumptions it
follows that D(Re) < 0 in at least some vicinity where Re > Ree, thus completing the
proof.
Appendix C. System Dynamics for Numerical Example in §6
The shear flow model used in the example in Section 6 is taken directly from [9, 10]. We
include here the basis functions ui and resulting ODE system from [9, 10] for easy reference.
The model uses the following 9–dimensional basis of mutually orthogonal, solenoidal basis
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functions:
u1 =
√2 sin(piy/2)0
0
, u2 =
cos2(piy/2) cos(γz)0
0
 · 4√
3
,
u3 =
 02γ cos(piy/2) cos(γz)
pi sin(piy/2) sin(γz)
 · 2√
4γ2 + pi2
u4 =
 00
cos(αx) cos2(piy/2)
 · 4√
3
,
u5 =
 00
2 sin(αx) sin(piy/2)

u6 =
−γ cos(αx) cos2(piy/2) sin(γz)0
α sin(αx) cos2(piy/2) cos(γz)
 · 4√2√
3(α2 + γ2)
,
u7 =
 γ sin(αx) sin(piy/2) sin(γz)0
α cos(αx) sin(piy/2) cos(γz)
 · 2√2√
(α2 + γ2)
,
u8 =
 piα sin(αx) sin(piy/2) sin(γz)2(α2 + γ2) cos(αx) cos(piy/2) sin(γz)
−piγ cos(αx) sin(piy/2) cos(γz)
 ·N8, u9 =
√2 sin(3piy/2)0
0
 ,
where α = 2pi/Lx, β = pi/2, γ = 2pi/Lz and
N8 =
2
√
2√
(α2 + γ2)(4α2 + 4γ2 + pi2)
.
It is easily verified that w = u1 is a laminar solution of the Navier-Stokes equation (1)
when the volume force is
f =
(√2pi2
4Re
sin(piy/2); 0; 0
)
.
These basis functions can then be expanded via Galerkin projection into a nonlinear system
of ODEs as described in Section 2. Define the following notation for neatness:
καβ :=
√
α2 + β2, καγ :=
√
α2 + γ2, κβγ :=
√
β2 + γ2, and καβγ :=
√
α2 + β2 + γ2.
Then the ODE in the numerical example is the form (12), with c = diag(1, 0, . . . , 0),
Λ = −diag
(
β2,
4β2
3
+ γ2, κ2βγ ,
3α2 + 4β2
3
, κ2αβ ,
3α2 + 4β2 + 3γ2
3
, κ2αβγ , κ
2
αβγ , 9β
2
)
,
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and
[N(a)a]1 =
√
3
2
βγ
κβγ
a2a3 −
√
3
2
βγ
καβγ
a6a8
[N(a)a]2 =
10
3
√
6
γ2
καγ
a4a6 − γ
2
√
6καγ
a5a7 − αβγ√
6καγκαβγ
a5a8 −
√
3
2
βγ
κβγ
(a1a3 + a3a9)
[N(a)a]3 =
√
2
3
αβγ
καγκβγ
(a5a6 + a4a7) +
β2(3α2 + γ2)− 3γ2κ2αγ√
6καγκβγκαβγ
a4a8
[N(a)a]4 = − α√
6
(a1a5 + a5a9)− 10
3
√
6
α2
καγ
a2a6 −
√
3
2
αβγ
καγκβγ
a3a7 −
√
3
2
α2β2
καγκβγκαβγ
a3a8
[N(a)a]5 =
α√
6
(a1a4 + a4a9) +
√
2
3
αβγ
καγκβγ
a3a6 +
α2√
6καγ
a2a7 − αβγ√
6καγκαβγ
a2a8
[N(a)a]6 =
10
3
√
6
α2 − γ2
καγ
a2a4 −
√
2
3
2αβγ
καγκβγ
a3a5 +
α√
6
(a1a7 + a7a9) +
√
3
2
βγ
καβγ
(a1a8 + a8a9)
[N(a)a]7 =
αβγ√
6καγκβγ
a3a4 +
(−α2 + γ2)√
6καγ
a2a5 − α√
6
(a1a6 + a6a9)
[N(a)a]8 =
γ2(3α2 − β2 + 3γ2)√
6καγκβγκαβγ
a3a4 +
√
2
3
αβγ
καγκαβγ
a2a5
[N(a)a]9 =
√
3
2
βγ
κβγ
a2a3 −
√
3
2
βγ
καβγ
a6a8,
where [N(a)a]i is the i
th component of N(a)a and diag(·) forms a diagonal matrix from its
arguments.
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