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Abstract: Breast Cancer is one of the most common diseases among women which seriously affect
health and threat to life. Presently, mammography is an uttermost important criterion for diag-
nosing breast cancer. In this work, image of breast cancer mass detection in mammograms with
1024× 1024 pixels is used as dataset. This work investigates the performance of various approaches
on classification techniques. Overall support vector machine (SVM) performs better in terms of
log-loss and classification accuracy rate than other underlying models. Therefore, further extensions
(i.e., multi-model ensembles method, Fuzzy c-means (FCM) clustering and SVM combination method,
and FCM clustering based SVM model) and comparison with SVM have been performed in this
work. The segmentation by FCM clustering technique allows one piece of data to belong in two or
more clusters. The additional parts are due to the segmented image to enhance the tumor-shape.
Simulation provides the accuracy and the area under the ROC curve for mini-MIAS are 91.39%
and 0.964 respectively which give the confirmation of the effectiveness of the proposed algorithm
(FCM-based SVM). This method increases the classification accuracy in the case of a malignant tumor.
The simulation is based on R-software.
Keywords: breast cancer; mammography; classification; multi-model ensemble; Fuzzy c-means
1. Introduction
Cancer is a disease which arises from cells that leave the cell cycle and start to pro-
liferate in an uncontrolled manner and spread into surrounding tissues. In United States,
40,610 women would die due to breast cancer (BC) in 2017 as estimated by the American
Cancer Society (according as AMC, i.e., Annual Maintenance Contract; source: Facts and
figures 2017–2018) [1]. In the year of 2015, the number of women died of BC is minimum
571 thousand reported by WHO (World Health Organization) (source: Cancer—WHO fact
sheets 2017). Globally, a single woman dies per minute because of breast cancer. This death
rate is very high because of delaying tumor-diagnosis but early detection of breast cancer
and properly therapy can able for decreasing mortality rates. This proliferation could be
induced by hormones that are impinging on the breast. Presently, BC is the top cancer in
women worldwide, both in the developed and the developing world. Most of the women
are diagnosed in late stages due to lack of their awareness and barriers to access to health
services. Nearly 7.6 million people died from cancer in 2008. Mortality because of cancer
occurs in low and middle income countries in large percentage (about 70%) [2,3]. There are
various types of breast cancer (BC). The kind of breast cancer depends on which cells in the
breast turn into cancer [4].
It is known that benign tumor cells have well-circumscribed, severely round or in
elliptical shape with soft edges but usually malignant cells have ambiguous edges and
uncontrolled in shapes which indicate about spiculation (source: Cancer—WHO fact sheets
2017 [5]). The existence of spiculation neighbouring a mass usually indicates a malignant
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criterion and the more homogeneous form points out a benign mass [6]. However, benign
lesions can have spiculated patterns (spiculated mass is a lump of tissue with spikes or
points on the surface according to oncology) because of overlapping the tissue on the
image-projection. The degree of spiculation of the edge of the tumor is an attribute of
malignancy considered by different techniques as a feature to classify a mass [7]. The main
factors that influence the risk include being a woman and age. Most breast cancers are
found in women who are 50 years old or older.
The medical imaging technology, which is known as mammography, is very popular
technique for early detection of BC [7]. However, mammograms are difficult to interpret
primarily due to the low contrast and arduous process of understanding due to architectural
sophistication. The resemblance of tumor intensity to normal celsl on the margin of the
tumor which makes it difficult to differentiate between tumors. For tumor recognition
and classification, accurate extraction of characteristics of tumor from a mammogram
image is uttermost important. Therefore, the selection of effective features for the process
of detection and classification is very much needed. Over recent years there are several
methods in the application of BC detection and classification with numerous different
features. In general, many of these have been involved with statistical and geometrical
features to analyse different problems [8]. In this work, we have concerned specifically
with encoding the boundary of the tumor by Fourier expansions which are certainly
translation invariant.
Microcalcifications are small calcium accumulations (deposits) identified with white
tiny specks on a mammogram. These are usually not a result (symptom) of cancer. However,
if they appear in certain patterns and cluster together, then they may be a sign (symptom)
of precancerous cells or early breast cancer (BC). Three categories of calcifications have
been identified [9]: (i) typically benign (ii) intermediate concern (iii) high probability
of malignancy.
Breast cancer is characterized by the presence of a mass accumulated or not accu-
mulated by calcifications. There is a possibility of a cyst that is non-cancerous collection
of fluid to resemble a mass in the film. The identical intensities of the masses and the
normal tissue and similar morphology of the masses and regular breast textures makes
it a tedious task to detect masses in comparison with that of calcifications. The shape,
size, location, density and margins of the mass are highly beneficial for the radiologist to
evaluate the probability of cancer. A majority of the benign masses have compact, well
circumscribed margins and slightly circular or elliptical shapes whereas the malignant
lesions are characterized by blurred boundaries, irregular appearances and are occasionally
enclosed within a radiating pattern of linear speckles. Nevertheless some benign lesions
may also possess speculated appearances or blurred peripheries.
The particles’s shape is an uttermost important to determine the history and behavior.
It is most important for having a suitable measurement of particles’s shape, so that the
changes in shape and the distinctions between the shapes of various populations can be
recognised easily. One of the important methods that is used in describing the shape is
roundness. Roundness is a measure of sharpness of edges and corners. For implementing
roundness, Fourier transformation is used in some cases. The basic idea is to acquire coor-
dinates on the edge that are being measured. For this purpose, the centre point is computed
and then all the edge coordinates are transformed into polar coordinates by considering
the centre as origin. Then the Fourier expansion coefficients of the vector of radii (r(θ)) are
determined and the roundness is computed with the help of these coefficients.
In this work, a clear vision of segmentation has been demonstrated by Fuzzy c-means
(FCM) clustering technique that allows one piece of data to belong to two or more clusters.
The aim of this work is to gather necessary information of the tumor margin. For classifying
the breast cancer dataset, a method is developed as combination of support vector machine
and Fuzzy c-means clustering. Performance of the results are also compared with other
algorithms. The study seeks to investigate the various advanced algorithms which are
preferable to LDA and also investigates the method which is most accurate. A comparison
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has also been made between the performance of the more complex algorithms with LDA.
In this work, improvement of the classification modelling framework has been fitted in
two distinct levels: (i) a characterise model and (ii) a class-wise model conditional on a
character. Five different methods: linear discriminant analysis (LDA), random forests
(RF), support vector machines (SVM), neural networks (NNET) and nuclear penalized
multinomial regression (NPMR) have been described in detail in Sections 5 and 6. The
results demonstrate that the developments can be gained over LDA.
In Sections 2 and 3, we discussed a description of database materials. Then the
comparison among the performance of the underlying models are discussed in Section 3.
Next, in Sections 4 and 5 we analyzed the proposed work and Section 6 provides details of
results with comparison of results. Sections 7 and 8 explain the extension part related with
Section 6, i.e., multi-model ensembles method, the proposed method and the corresponding
steps. The results have been interpreted in the context of Breast Cancer and the efficiency
of the proposed method has also been demonstrated. Finally, the last section demonstrates
the conclusions of this work.
2. Data Description
The data for Breast Cancer is provided at the link: http://peipa.essex.ac.uk/info/
mias.html (accessed on 11 December 2012). The Mammographic Image Analysis Society
(MIAS) database (digitised at 50 micron pixel edge) has been reduced to 200 micron pixel
edge and padded or clipped such as every image is 1024× 1024 pixels [10]. In the dataset,
there are 322 data that present as normal, benign, and malignant tissue. We are only
considering the benign and malignant tissue. In R script, all programs of LR, RF and SVM
can be performed using ‘nnet’, ‘randomForest’ and ‘e1071’ library respectively and ‘caret’
package is also used to construct the model using different classification techniques.
3. Mammogram Database
In this work, to know the validation of the results obtained from the proposed method,
we have used the dataset of Mammographic Image Analysis Society (MIAS). There are
117 images of benign and malignant tumors considered here. According to background
tissue there are three types of the breast images, namely, fatty-glandular, dense and fatty.
The mammogram images also make a categorization as follows: (i) normal, (ii) benign
and (iii) malignant. The masses are also classified as: (i) architectural distortion (ARCH),
(ii) circumscribed (CIRC), (iii) asymmetry (ASYM), (iv) spiculated (SPIC) and lastly (v)
other masses (MISC) after considering the tumor’s shape and the attributes of edges into
various ways [11]. In the MIAS dataset, the proper position of tumor is pointed out using
the coordinates of the tumor radius and the tumor centre that provide the description of
the region of interest (i.e., ROI) of the masses. This ROI gives us the detailed information
about tumor margin, density and shape. In this work, we are interested with two broad
scenarios [12]:
(i) Benign: It is non-life-threatening or non-cancerous tumor. However, it can turn into
a cancer status in a few circumstances. Normally, the immunity system segregates such
tumors from other cells and can be easily removed from our body. This immune system is
called ‘sac’.
(ii) Malignant: It begins with abnormal and uncontrolled growth of cells that can be
spread out rapidly or invade neighbouring tissue. In general, the nuclei of the malignant
cells are much larger than in normal cells, which may be cause of life-threatening disease
in future stages.
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4. Fuzzy c-Means Clustering
Fuzzy c-means clustering is a popular technique to recognise the pattern and widely
used fuzzy separation approach [2,13]. This method can make groups of pixels into
clusters which appeal as fuzzy functions. The pixels can be portions of various clusters
and each data have a distinct membership value between [0, 1]. We have considered
Y = (Yl , Y2, ..., YK) as an K pixels image to be categorized into ς clusters, where 2 ≤ ς ≤ K.
Each cluster is described by its centre and generally the clusters number depends on the
properties and intensity value of pixels of breast tissue [14]. In this work, three cluster
centres are used empirically due to proper segmentation of mammogram tumors. The
technique is an iterative optimization which attempts to find a cluster center in every group








µmij ‖yj − υi‖2 (1)
where yj be the intensity related with the jth pixel, υi be the center of the ith cluster and
the Euclidean distance between pixel yj and cluster center υi is defined as ‖yj − υi‖ and
m be the parameter of weighting exponent on every membership [13]. In the Fuzzy c-
means (FCM) method, the membership of pixel yj to the ith cluster is referred as µij. The




µij = 1 (2)
where





µij < K (4)
If the cluster centre has high membership value, proposed by the intensity of pixel, the
values of cost function is decreasing and vice versa. A pixel is a member or not of a specific
cluster, measured by the presence of membership function. The distance between each
cluster center and the pixel is relied by this possibility in FCM method. The membership



















At first each cluster center is initialized randomly during execution and an iterative
method is applied to (5) and (6) for obtaining the cluster center and the membership
function [13]. After some iterative steps of the cluster center or the changes in the case of
membership function can identify the convergence of this scheme.
5. Some Well-Known Algorithms and Preliminaries
In this work, we demonstrated five different approaches for determining which
method is best to classify based on the character and class of the image of cancer cell. This
work suggests which complex technique gives the highest predictive accuracy in image of
breast cancer cell identification. Let ζi and ςi be the character and class of the ith cancer-cell,
respectively, with ζi ∈ (1, 2, ..., Kζ) and ςi ∈ (1, 2, ..., Kς). Furthermore, let ζ = (ζ1, ζ2, ..., ζη)
and ς = (ς1, ς2, ..., ςη) so that both ζ and ς are vectors of length η. Additionally, for
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the ith cancer-cell, let the vector Ai = (ai1, bi1, ci1, di1, ai2, bi2, ..., aiH , biH , ciH , diH), which
will have length 4H, where H is the number of harmonics. Here, H = 15 is used. Let
A = (A1, A2, ..., Aη)′ be matrix that will contain η rows and 4H columns. Finally, let




2 P, where Λ is
a diagonal matrix whose elements are the eigenvalues of ∑A and P is a matrix of eigen-
vectors of ∑A [15]. Now let, Y = AΓ, where Y is an η by 4H matrix of the coordinates
rotated by the principal components and Γ = Λ
1
2 P. The matrix A and the first p columns of
Y are used as potential predictors in each underlying techniques. The augmented matrix is
denoted X = (A : Y), where X is the augmented matrix combining A and Y that contains η
rows and 4H + p columns, where p ≤ 4H. The procedures are described here. The model
is as follows:
p(ζ)iκ = P(ζi = κ|X), i = 1, ..., η (7)
These probabilities are estimated by the various methods and a series of models were
fitted for class-wise classification conditional on each character. Formally,
p(ς|ζ=κ)ig = P(ςi = g|ζi = κ, X), for i = 1, ..., η (8)
This conditional probability is computed as:
p(ς,ζ)igκ = P(ςi = g, ζi = κ|X) = P(ςi = g|ζi = κ, X)P(ζi = κ|X) (9)
One convenient property of structuring the models in this manner is that
∑
g∈ς(t)
P(ςi = g, ζi = κ|X) = P(ζi = κ|X) (10)
where ς(t) is the set of classes that fall into character ζ = κ. This means whenever estimat-
ing the probability that a particular breast cancer-cell belongs to a particular character, the
implied probability that a breast cancer-cell belongs to a particular character that can be
calculated by summing across all of the class that are nested within a particular character
and this probability will be consistent with probability calculated from the character model
alone. This entire modeling process was repeated separately for the six different criteria
considered (e.g., Centre xa, Centre ya, etc.). Every method is described in terms of the
character classification model for illustration purposes. The methods are easily modified
for classifying class within a given character.
5.1. Linear Discriminant Analysis (LDA)
The assumption of this method is that the distributions of the features within every
specific character of background tissue follow the multivariate Gaussian densities with
common covariance matrix ∑LD across all of the Nζ characters [16]. Let pκ be the prior
probability of belonging to character k, then the discriminant function is denoted and
defined as:





κ + log(pκ) (11)




















(xi − µ̂κ)(xi − µ̂κ)′
η − ηκ
(14)
where ηκ denotes the number of observations in the κth character with η = ∑
Kζ
κ=1 ηκ . Every
observation is classified as [16,17]:
ζ̂i = argmaxκδκ(xi) (15)
5.2. Random Forest (RF) Algorithm
Random forest (RF), a decision tree-based regression and classification approach, is
widely used and most flexible [18,19] and this algorithm also establishes multitude decision
trees using Bootstrap [20]. In this work, the algorithm (tree model) tries to classify every
observation into one of Kζ categories. This model comprises partitioning the feature space






I(ζi = κ) (16)
where m be the node index of region Rm, containing Nm observations and ∑Mm=1 ηm = η.
The model can classify (as the majority class in node m) the observations which fall into








Here we considered a subset of the variables as possible splits that can reduce the
correlation among the trees beyond bootstrapping alone at every potential split in all
trees [19].
5.3. Support Vector Machine (SVM)
Support vector machine is a new classification algorithm for development and imple-
mentation which is currently of great interest in theory and application research purpose in
distinct fields [21]. When constraints are imposed, this mechanism involves for optimizing
a convex loss function, unaffected by local minima problem. The diagram of SVM is
depicted in Figure 1. A support vector classifier obtains a hyper plane such as:
{x : f (x) = xT β + β0 = 0} (18)
Often, the derivation is made for more than two classes, i.e., in the case of multi-
class purpose. For classification purpose, X ∈ <η , a random η-vector is chosen. Let,
Z ∈ {1, 2, 3, ..., K} is label of class and K is denoted as the number of classes. There are
various methods to interpret such a multi-class SVM strategy. This method divides the
K-classes of problems into (κ2) comparisons, for all pairs of classes. A classifier f̂$κ is built
such as: the $th class considered as positive and the kth class considered as negative
and $, k = 1, 2, ..., K where $ 6= k. Multi-class classification is successfully gained by
constructing and combining several binary classifiers. Whenever the data-set is not linearly
separable, a kernel function is involved to transform the data-set from the input space
to a higher-dimensional output space in the input space where the data can be linearly
separable [22]. A cost parameter is used for minimizing the misclassifications number.
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Figure 1. Structure of support vector machine.
5.4. Nuclear Penalized Multinomial Regression (NPMR)
In multinomial regression model, it is assumed that the distribution of characters
follows a multinomial distribution which is conditional on independent variables [23].




P(ζ = 1|X = x)
P(ζ = Kζ |X = x)
}
= θ1 + β1X
log
{
P(ζ = 2|X = x)
P(ζ = Kζ |X = x)
}




P(ζ = Kζ − 1|X = x)
P(ζ = Kζ |X = x)
}
= θKζ−1 + βKζ−1X (19)
In the present study, each βk is assumed to be a vector with a length of 4H + p. There
are a total of (Kζ − 1) of these vectors. These vectors can then be combined into a matrix
denoted by Λ having dimension (4H + p)× (Kζ − 1). Then the log-likelihood L(θ, Λ; X, ζ)
can be defined by the use of these equations.
∴ max
θ∈RKζ−1, Λ∈R(4H+p)×(Kζ−1)
L(θ, Λ; X, ζ) (20)
The maximum likelihood estimate of the parameters is obtained by (5).
In NPMR, the following set-up is assumed:
max
θ∈RKζ−1, Λ∈R(4H+p)×(Kζ−1)





Here σr are the singular values of Λ. Optimal values of λ can be found by cross validation.
5.5. Neural Networks (NNET)
Neural networks is considered as two-stage classification methods [24]:
(i) At first, in the matrix X, the input features, transform into a matrix of derived features
Z whose dimension is η ×Q.
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(ii) Every character is modelled as a function of Z in the following manner:
Zq = σ(ζ0q + ζ ′qX), where q = 1, ....., Q (22)
Uκ = β0κ + β′κZ, where κ = 1, ....., Kζ (23)
fκ(X) = hκ(U), where t = 1, ......, Kζ (24)
σ is defined as: σ(η) = 1/(1 + e−η). From the output Uκ , the function h permits for a






. This function is same transformation which
is used in multinomial regression models. Using cross-validation, tuning parameters
of underlying model are perceived.
6. Results and Comparison
For evaluating the accuracy for each classification technique of each image of cancer
cell for both character and class, cross-validation (six-fold) is used. Each method has been
evaluated using the criteria of log loss and classification accuracy. In the case of character,








I(ζi = κ) log( p̂
(ζ)
iκ ) (25)
where p̂(ζ)i is the vector having length Kζ . This vector contains the predicted probabilities
of each of the Kζ characters for the ith observation and
I(ζi = κ) =

1, if ζi = κ
0, otherwise
(26)








I(ςi = g) log( p̂
(ς,ζ)
ig ) (27)
where the vector p̂(ς,ζ)ig with length Kς is containing the predicted probabilities of each of
the Kς classes for the ith observation. Here
I(ςi = g) =

1, if ςi = g
0, elsewhere
(28)
Log loss has been chosen because of the fact that it heavily penalizes a technique for
being over-confident and incorrect.
When we predict character in terms of log loss, the method SVM is the best model
(ranged from 0.27 through 0.34) among all underlying models. In this work, NNET is the
second best among all. The method LDA is the worst among all the performing models
(since values of log-loss ranging from 1.06 to 1.65). Comparison among log-loss results for
the purpose of character is also performed (shown in Table 1). Next, the results have been
provided for class purpose models in terms of log-loss and it is predicted that SVM method
is also the best among all with log-loss values (range from 0.72 through 0.98). Whenever
we are predicting classes, there does not present any clear view for choosing second best
among rest underlying models. Here also LDA provides worst results (since the values of
log-loss ranging between 2.82 to 3.53).
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Table 1. Logloss comparison.
Character Class
LDA RF SVM NPMR NNET LDA RF SVM NPMR NNET
Centre xB 1.341 0.331 0.329 0.357 0.343 3.450 0.845 0.796 0.802 0.811
Centre yB 1.653 0.325 0.321 0.328 0.321 3.454 0.787 0.728 0.884 0.741
RadiusB 1.047 0.335 0.271 0.335 0.326 3.353 0.829 0.829 0.81 0.829
Centre xM 1.012 0.332 0.338 0.355 0.330 3.279 0.997 0.988 0.992 1.002
Centre yM 1.271 0.323 0.318 0.373 0.363 2.822 0.977 0.982 0.985 1.002
RadiusM 1.093 0.327 0.298 0.348 0.320 3.103 0.976 0.957 0.959 1.003
Furthermore, classification accuracy is measured for different approaches for evaluat-
ing each model. For observation i, each probability vector predicting breast cancer cell is
classified as belonging to the character and class with the highest predicted probability in





i=1 I(ζi = ζ̂i)
η






i=1 I(ςi = ς̂i)
η
, where ς̂i = {g : maxg p̂
(ς,ζ)
igκ } (30)
The measurement is very simple percentage form of breast cancer cell which are
classified to the true character or class.
Table 2. Accuracy comparison.
Character Class
LDA RF SVM NPMR NNET LDA RF SVM NPMR NNET
Centre xB 0.812 0.833 0.898 0.857 0.877 0.745 0.789 0.896 0.889 0.895
Centre yB 0.778 0.899 0.936 0.908 0.901 0.654 0.799 0.829 0.818 0.829
RadiusB 0.747 0.845 0.885 0.835 0.826 0.618 0.780 0.785 0.781 0.784
Centre xM 0.882 0.889 0.921 0.891 0.885 0.779 0.835 0.851 0.833 0.849
Centre yM 0.828 0.843 0.895 0.879 0.863 0.582 0.866 0.882 0.850 0.882
RadiusM 0.821 0.839 0.841 0.843 0.820 0.701 0.853 0.857 0.849 0.857
In terms of accuracy for the character and class models there is a clear vision that
overall percentage of SVM is the best among all except in the case of centre of x co-ordinates
during characterised model performance (shown in Table 2). In the class based modelling
the best performing method is SVM as well as NNET (though it is never the best in the
characterised modelling). Finally, it is noted that LDA is worst among all for both cases
with respect to accuracy (shown in Table 2). As per the obtained results, SVM is the best
among all, so we proceed with this method for classification as benign or malignant tumor
criterion with multi approaches. Next, we also proceed with a parallel combination of FCM
clustering and SVM as unsupervised and supervised algorithms respectively.
7. Classifier Ensembles
A multi-model approach can obtain a more accurate prediction and significantly
improve prediction. The approach provides better performance than the single-model
approach in terms of statistical accuracy, without unduly increasing the computational
burden [25]. Therefore, in this work, we use MIAS datasets to demonstrate the multi-model
method which can provide comparable prediction performance. This approach is used
for combining the predictive ability of multiple models for better prediction accuracy. The
dataset is partitioned into training, development and test sets and build a series of models.
Multi-model approach has achieved high accuracy on nuclear segmentation and classifica-
tion after correctly resolving ambiguities in clustered regions containing heterogeneous cell
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populations [26]. There are mainly two techniques which are widely used for combining
multiple classifiers, i.e., bagging and boosting. In bagging, several classifiers are trained
independently by different training sets through the bootstrap method [27]. Bootstrapping
builds k replicate training data sets to construct k independent classifiers by randomly
re-sampling the original given training dataset with replacement. Then the k classifiers
are aggregated through an appropriate combination method, such as majority voting [28].
Each classifier is trained using a distinct training set in boosting. However, the k classifiers
are trained not in parallel and independently, but sequentially. Schapire (1990) proposed
the original boosting approach, boosting by filtering. AdaBoost (or, Adaptive Boosting) is
also the common boosting used in pattern recognition [29].
For evaluating the performance of mammographic tumor classification, accuracy are
being measured by SVM and SVM ensembles and the results (from Table 3) show that the
performance of SVM ensembles is better than SVM, based on MIAS datasets prediction.
Additionally in terms of accuracy prediction, SVM ensembles based on bagging provide
better performance than other classifiers in this work.
Table 3. Classification accuracies of single SVM and SVM ensembles.





8. Fundamental Evaluation Measures
In classification purpose, generally the classifier is evaluated by a confusion matrix.
For a binary classification problem a matrix is a square of 2 × 2 as shown in Table 4. In
this table, column represents the classifier prediction, while the row is the real value of
class label.
Table 4. Confusion matrix for two classes classification.
Predicted Positive Predicted Negative
Actual positive TP FN
Actual negative FP TN
The acronym TP, FN, FP, and TN of the confusion matrix cells refers as follows:
TP: true positive (the number of positive cases that are correctly identified as positive),
FN: false negative (the number of positive cases that are misclassified as negative cases),
FP: false positive (the number of negative cases that are incorrectly identified as posi-
tive cases),
TN: true negative (the number of negative cases that are correctly identified as nega-
tive cases).
Accuracy, the most common metric for classifier evaluation, it assesses the overall
effectiveness of the algorithm by estimating the probability of the true value of the class
label. Accuracy is defined as:
TP + TN
TP + TN + FP + FN
(31)
Furthermore, error rate is an estimation of misclassification probability according to
model prediction, which is defined as follows:
FP + FN
TP + TN + FP + FN
(32)
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Error, an instance class, is predicted incorrectly where error rate be a percentage of
errors made over the whole set of instances used for testing purpose.
8.1. FCM and SVM Combination Method
This method is a combination of two techniques: (i) Fuzzy c-means and (ii) support
vector machine. The classification is investigated only in the case of cluster centres. This
is achieved as a result of fuzzy clustering as described in Section 4 which is used for the
purpose of training sample of SVM method shown in Figure 2 step by step.











Figure 2. Block scheme for FCM and SVM combinatione.
8.2. FCM Based on SVM Model
In this work, a parallel combination is made using Fuzzy c-means (FCM) and support
vector machine (SVM). Individual clustering was performed for each class. For this method,
FCM clustering is used to pick up instances represented of class of breast cancer cell for
each cancer cell in original training data-set. Original data and centres of cluster are also
being obtained from FCM that are used as training to SVMs shown in Figure 3 step by step.
It is a linear combination of basis functions. The following section describes FCM-based
SVM structure step by step. The steps are as follows:
Step 1: In first step, no computation is performed. Each node in this step corresponds
to one input variable and directly transmits input values x to the next step. When the
FCM-based SVM is used as an equaliser, the input variables are x in the equation x(k) =
[x(k), x(k− 1), ..., x(k− n + 1)], where x(k) be the output.











Figure 3. Block scheme for FCM-based SVM.
Step 2: Each node in this step represents a basis function and may be regarded as a
cluster. The number of nodes in this step is equal to the number of clusters in FCM. The
output of each node is a membership value that specifies the degree to which an input
value belongs to a fuzzy cluster. Let, r be the number of nodes (clusters) in the step and
let v1,...,vr denote the centres of these r clusters. According to FCM [30], the membership













where m is the parameter of weighting exponent on every membership [13].
Step 3: Each node in this step corresponds to one output node. Each node performs a
weighted sum of membership values sent from nodes in step 2.
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8.3. Performance Evaluation and Discussion
For evaluating the performance of mammographic tumor classification, receiver oper-
ating characteristics (ROC) curves and accuracy are measured by the proposed schemes.
The ROC curve indicates the main contrast capacity of various methods. Apart from this,
accuracy can also be measured for necessary significant evaluation. Accuracy is utter-
most important because it provides precise rate of classification of two different levels
(i.e., benign and malignant). It should be as high as possible for a classification model.
In Figure 4, the performance of different classifiers with the MIAS datasets is depicted
with ROC plots using ‘ROCR’ package in R-software. The AUC can measure the perfor-
mance of classification which is between 0 and 1. It summarizes the entire location of the
ROC curve rather than depending on a specific operating point [31,32]. For FCM-based
SVM method, the AUC is 0.964 which indicates that it provides the best performance
among all (from Figure 4). The accuracy of this method is 91.39%. The reduction of error
rate is compared with each of the proposed models. The performance of the model by ROC
curve is also measured using estimation of the Area Under Curve (AUC) value.
AUC (based on ROC) and accuracy seems not the same concept. Accuracy is based on
one specific cutpoint, while ROC tries to cover all the cutpoint and plots the sensitivity and
specificity. Whenever we compare the overall accuracy, we are comparing the accuracy
based on some cutpoint. The overall accuracy varies from different cutpoint. The area
under the curve (AUC) is equal to the probability that a classifier will rank a randomly
chosen positive instance higher than a randomly chosen negative example. It measures the
classifiers skill in ranking a set of patterns according to the degree to which they belong
to the positive class, but without actually assigning patterns to classes. The accuracy also
depends on the ability of the classifier to rank patterns, but also on its ability to select a
threshold in the ranking used to assign patterns to the positive class if above the threshold
and to the negative class if below. Thus the classifier with the higher AUC is likely to also
have a higher accuracy as the ranking of patterns which is beneficial to both AUC and
accuracy. However, if one classifier ranks patterns well, but selects the threshold badly, it
can have a high AUC but a poor accuracy. The high value of AUC indicates how strongly
any predictor is capable for classification between two different classes of the response
variable. Features with higher AUC are selected and overall performance of these features
have been estimated by constructing a model using RF. It is observed that FCM based on
SVM classification can maximize both AUC and accuracy.
Figure 4. ROC curve.
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The changing structure of cells can be recognized by analyzing the images obtained
from mammogram method. Such images are very complex in nature and need fruitful
information to analyse the malignancy properly. FCM method is used mainly for segmen-
tation image to enhance the tumor’s shape. Although the SVM classification for breast
cancer detection has achieved with high accuracy, but with FCM-based SVM method the
accuracy rate is increased which provides that the rate of proposed method (FCM-based
SVM) is higher than all previous methods. The success rate of SVM is 87.258% but with
the FCM-based SVM method, the success rates are increased to 91.39%, shown in Table 5.
After comparison of all underlying methods (described in Sections 7 and 8), FCM-based
SVM gives better accuracy than others proposed methods.
Table 5. Performance evaluation and comparisonn.
Methods Accuracy in Percentage Error Rate
SVM 87.258 0.127
FCM & SVM 82.33 0.177
FCM based SVM 91.39 0.086
9. Concluding Remarks
Breast cancer (BC) is a very serious disease among women worldwide as it is account-
able for increasing death rates among women. For improving the current era with BC is a
vital concern and it can be achieved by fruitful diagnosis, proper investigation, appropriate
patient, and with proper clinical management. To identify BC in the early stages, a regular
basic check-up ca save many lives of human beings. The status of this cancer is changing
with time since the distribution, appearance, and structural geometry of the cells change
on a particular time basis due to the chemical changes which are always going on inside
the cells. Due to the non trivial nature of the images the physician sometimes making
a decision, might counter others. However, computer-aided-diagnosis methods can be
enlightened a significant amount of information from the obtained images and also provide
a proper decision based on the achieved information (viz., identification of cancer) using
classifications of the images. Here, five various approaches including LDA were compared
based on their performance in classifying the characters and classes of image data-set of
breast cancer cells. First we demonstrated that classification accuracy can be increased in
terms of both rate of misclassification and log-loss using SVM method which performs
very well and slightly out performed NNET. Both (i.e., SVM and NNET) performed much
better than RF, NPMR, and LDA.
The contribution of these methods is of utmost importance and using such advanced
techniques with proposed modifications are used for image classification purpose, espe-
cially for image of breast cancer classification and also for segmentation. Overall SVM
performs better than other underlying models, so additional extension has been taken
into account in this current work with classifier ensembles. Then the further utilizations
of FCM and SVM combination method and FCM based on the SVM method make a de-
lightful scenario for the image classification. The comparison results among them provide
higher accuracy, such enhancement confirms the effectiveness of the proposed approach
for malignant tumor with the goal of increasing the accuracy.
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