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KOSZUL COMPLEXES OVER COHEN-MACAULAY RINGS
LIRAN SHAUL
ABSTRACT. We prove a Cohen-Macaulay version of a result by Avramov-Golod and
Frankild-Jørgensen about Gorenstein rings, showing that if a noetherian ringA is a Cohen-
Macaulay, and a1, . . . , an is any sequence of elements in A, then the Koszul complex
K(A; a1, . . . , an) is a Cohen-Macaulay DG-ring. We further generalize this result, show-
ing that it also holds for commutative DG-rings. In the process of proving this, we develop
a new technique to study the dimension theory of a noetherian ring A, by finding a Cohen-
Macaulay DG-ring B such that H0(B) = A, and using the Cohen-Macaulay structure of
B to deduce results about A. As application, we prove that if f : X → Y is a morphism
of schemes, where X is Cohen-Macaulay and Y is nonsingular, then the homotopy fiber
of f at every point is Cohen-Macaulay. As another application, we generalize the miracle
flatness theorem. Generalizations of these applications to derived algebraic geometry are
also given.
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0. INTRODUCTION
Given a commutative noetherian ring A, and a finite sequence of elements a1, . . . , an
in A, a basic construction in commutative algebra is the quotient ring A/(a1, . . . , an).
In homological contexts, this operation is particularly well behaved when the sequence
a1, . . . , an is an A-regular sequence. For instance:
(*) If A is a Gorenstein or a Cohen-Macaulay local ring and this sequence is regular, then
the quotient ring A/(a1, . . . , an) is also Gorenstein or Cohen-Macaulay.
A well known principle in homological algebra is that often results about functors that
hold only under nice homological conditions, hold unconditionally when one works with
derived functors.
The aim of this paper is to show how this principle holds regarding (*). We will show
that the derived quotient of a Gorenstein or a Cohen-Macaulay ring with respect to any
finite sequence of elements is again Gorenstein or Cohen-Macaulay. To do this, let us first
explain how to derive the operationA 7→ A/(a1, . . . , an).
Mathematics Subject Classification 2010: 13H10, 16E45, 13D09.
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Considering A as a Z[x1, . . . , xn]-module by letting xi 7→ ai for any 1 ≤ i ≤ n, we
have a ring isomorphism
A⊗Z[x1,...,xn] Z
∼= A/(a1, . . . , an).
With this realization of A/(a1, . . . , an), it is clear how to derive this operation, by taking
the derived functor of the tensor product. It follows that we may consider
(0.1) A⊗L
Z[x1,...,xn]
Z
as a commutative non-positiveDG-ring which represents this derived quotient. To compute
(0.1) observe that the Z[x1, . . . , xn]-module Z has a concrete flat DG-algebra resolution
using the Koszul complexK(Z[x1, . . . , xn];x1, . . . , xn). It follows from the base change
property of the Koszul complex that
A⊗L
Z[x1,...,xn]
Z ∼= A⊗Z[x1,...,xn] K(Z[x1, . . . , xn];x1, . . . , xn) ∼= K(A; a1, . . . , an).
We see that one may consider the Koszul complexK(A; a1, . . . , an) as the non-abelian
derived functor of A 7→ A/(a1, . . . , an). Observe further that H0(K(A; a1, . . . , an)) =
A/(a1, . . . , an), as one would expect from a derived functor, and thatK(A; a1, . . . , an) is
isomorphic to A/(a1, . . . , an) if and only if a1, . . . , an is an A-regular sequence.
The Koszul complex over a commutative ring has the structure of a commutative non-
positive DG-ring. It turns out that one can generalize the Koszul complex construction
over a commutative DG-ringA, but instead of depending on elements ofA, it is associated
to a finite sequence of elements in H0(A). The main result of this paper states:
Theorem A.
(1) Let A be a Cohen-Macaulay ring, and let a1, . . . , an be a finite sequence of elements
in A. Then the Koszul complexK(A; a1, . . . , an) is a Cohen-Macaulay DG-ring.
(2) More generally, let A be a Cohen-Macaulay DG-ring, such that Supp(Hinf(A)(A)) =
Spec(H0(A)), and let a¯1, . . . , a¯n ∈ H
0(A). Then the Koszul complex K(A; a¯1, . . . , a¯n)
(whose definition is given in Definition 2.4) is a Cohen-Macaulay DG-ring.
(3) Let A be commutative noetherian DG-ring with bounded cohomology. Given any se-
quence a¯1, . . . , a¯n ∈ H
0(A) which generates a proper ideal in H0(A), if A is Gorenstein
then K(A; a¯1, . . . , a¯n) is a Gorenstein DG-ring. The converse holds if (a¯1, . . . , a¯n) ⊆
rad(H0(A)).
Theorem A(1) and Theorem A(2) are completely new, and no other result of this kind
appeared before in the literature. The vast majority of this paper develops the tools needed
to prove this. The extra assumption in Theorem A(2) about the support of Hinf(A)(A) is
necessary. In Example 4.10 we show that the result is false without this assumption. This
condition is automatically satisfied if Spec(H0(A)) is irreducible. See Remark 4.8 for a
discussion of this condition.
A particular case of Theorem A(3) was first proved by Avramov and Golod in [3], this
was later generalized by Frankild and Jørgensen in [10, Theorem 4.9]. There, it was proved
that if (A,m) is a noetherian local ring, and if a1, . . . , an ∈ m, then A is Gorenstein if and
only ifK(A; a1, . . . , an) is Gorenstein. Our result generalizes the theorem of Frankild and
Jørgensen in two ways, allowing A to be non-local, and moreover, letting A be a DG-ring
instead of a ring.
The paper is organized as follows. Section 1 consists of various preliminaries, where
we recall basics about commutative DG-rings, Gorenstein DG-rings and Cohen-Macaulay
DG-rings.
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In Section 2 we introduce and study, following previous work of Minamoto, the Koszul
DG-module over a commutative DG-ring. This section extends previously known results
about Koszul complexes to the DG-setting. It contains one relatively difficult result, The-
orem 2.16, which shows that the Koszul complex of a noetherian local DG-ring commutes
with derived adic completion. The proof is rather difficult because our noetherian assump-
tion is only on the level of cohomology, so one cannot realize adic completion using a
tensor product. This implies that the usual proof that the Koszul complex commutes with
adic completion because of base change reasons does not work. Instead we take a different
strategy, realizing the derived adic completion using a DG version of the Matlis theory of
injective modules.
Section 3 is devoted to the study of dimension theory over Cohen-Macaulay DG-rings.
In Theorem 3.7 we generalize a classical result from commutative algebra to the DG set-
ting, showing that over a noetherian local DG-ring, the sequential depth of a DG-module
M is bounded by the coheight of any associated prime ideal ofM . Using this, in Theorem
3.15, the main result of that section, we obtain an explicit formula for the sequential depth
of any ideal in a Cohen-Macaulay local DG-ring which satisfies a support condition.
The results of Section 3 demonstrate a new technique to study the dimension theory of
a noetherian ring A: find a Cohen-Macaulay DG-ring B such that H0(B) = A, and then
deduce results from the Cohen-Macaulay structure of B about the dimension theory of A.
A corollary of Theorem A(1) is that one can always find such a B, provided that A is a
quotient of some Cohen-Macaulay ring.
In Section 4, using all these tools, we prove TheoremA. The strategy to prove Theorem
A(2) is to, first, using the results of Section 2, reduce to the case where (A, m¯) is local
and derived m¯-adically complete. This implies that A, and hence also its Koszul complex,
have dualizing DG-modules. We then use the explicit formulas obtained in Section 3 to
compute the amplitude of the Koszul complex over A, and of its dualizing DG-module,
showing they are equal.
In the final Section 5 we discuss some applications of Theorem A. We recall the notion
of a homotopy fiber of a local homomorphism, and show:
Corollay B. Let f : X → Y be a morphism of schemes, and assume that X is Cohen-
Macaulay and that Y is nonsingular. Then the homotopy fiber of f at every point is a
Cohen-Macaulay DG-ring.
This is a particular case of a more general result we prove, that is also valid for X
being a derived scheme instead of a scheme. Our final application is a generalization of
the miracle flatness theorem. The classical miracle flatness theorem states that a local
homomorphism ϕ from a regular local ring A to a Cohen-Macaulay local ring B is flat if
and only if the dimension of the fiber of ϕ is equal to dim(B) − dim(A). In Corollary
5.4, we generalize this in two ways, obtaining an explicit formula for the flat dimension
of B over A in terms of the dimension of the fiber, and furthermore, allowing B to be a
Cohen-Macaulay DG-ring instead of a Cohen-Macaulay ring.
1. PRELIMINARIES
All rings in this paper are commutative and unital, and in most cases they will also be
noetherian. For a noetherian ring A, we denote by dim(A) its Krull dimension. IfM is an
A-module, we let dim(M) denote the Krull dimension ofM , and the support ofM is the
set Supp(M) = {p ∈ Spec(A) |Mp 6= 0}.
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1.1. Commutative DG-rings. The main objects of study in this paper are commutative
non-positive DG-rings. By definition, these are graded rings A =
⊕0
n=−∞A
n, equipped
with a Z-linear differential d : A → A. We will be using cohomological gradings, so that
d is of degree +1. The fact that A is commutative means that for all a, b ∈ A we have
that b · a = (−1)deg(a)·deg(b) · a · b, and moreover, if deg(a) is odd, then a2 = 0. The
multiplication of A and the differential d satisfy a Leibnitz rule:
d(a · b) = d(a) · b+ (−1)deg(a) · a · d(b).
All DG-rings in this paper are assumed to be non-positive and commutative. A reference
for commutative DG-rings and their derived categories is the recent book [21]. Other
helpful introductions to the theory of DG-rings include [20, Section 1] and [5].
The category of all (not necessarily commutative) non-positive DG-rings will be de-
noted by DGR. This has a natural Quillen model structure. Inverting quasi-isomorphisms
in DGR, we obtain its homotopy category which we will denote by Ho(DGR).
Given a commutative DG-ring K, and two commutative DG-algebras A,B over K, the
derived tensor product A ⊗L
K
B is a well defined functor in Ho(DGR). We will always
represent it using a commutative DG-ring, as it is always possible to do that.
Given a commutative DG-ring A, DG-modules over A are by definition Z-graded A-
modulesM with a differential, which satisfy a Leibnitz rule. The derived category of all
DG-modules over A will be denoted by D(A). This is a triangulated category.
For a commutative non-positive DG-ring A, its bottom cohomology H0(A) is a com-
mutative ring. There is a natural map of DG-rings πA : A→ H0(A). Moreover, its degree
zero part π0A : A
0 → H0(A) is a surjection of commutative rings.
1.2. Finiteness conditions. We say that a commutativeDG-ringA has bounded cohomol-
ogy ifHn(A) = 0 for all n≪ 0. IfM is any DG-module overA, and n ∈ Z, thenHn(M)
has the structure of an H0(A)-module. In particular Hn(A) is also an H0(A)-module for
all n < 0. We say that A is noetherian (called cohomologically pseudo-noetherian in [21])
if the ring H0(A) is noetherian, and for all n < 0, the H0(A)-module Hn(A) is finitely
generated. The main focus in this paper will be about commutative noetherian DG-rings.
We say that a DG-module M over a noetherian DG-ring A has finitely generated co-
homology if n ∈ Z, the H0(A)-module Hn(M) is finitely generated. The full triangu-
lated subcategory of D(A) consisting of DG-modules with finitely generated cohomology
is denoted by Df(A). A DG-module M is called bounded below (respectively above) if
Hn(M) = 0 for all n ≪ 0 (resp. n ≫ 0), and is called bounded if it both bounded
below and bounded above. The full triangulated subcategories of D(A) consisting of DG-
modules which are bounded below, bounded above and bounded are denoted by D−(A),
D
+(A) and Db(A). If A is noetherian, we set D−f (A) = D
−(A) ∩ Df(A), and similarly
for the other boundedness conditions.
For a DG-module M , we associate the following numbers, called the infimum, the
supremum and the amplitude ofM :
inf(M) := inf{n ∈ Z | Hn(M) 6= 0}, sup(M) := sup{n ∈ Z | Hn(M) 6= 0},
and amp(M) := sup(M) − inf(M). These are sometimes called the cohomological
infimum, cohomological supremum and cohomological amplitude ofM , but we omit this
adjective, as the entire paper is of cohomological nature.
1.3. Localization. Given a prime ideal p¯ ∈ Spec(H0(A)), we define the localization
of A with respect to p¯ as follows: let p := (π0A)
−1(p¯) ∈ Spec(A0), and set Ap¯ :=
A ⊗A0 A
0
p. For M ∈ D(A), we similarly set Mp¯ := M ⊗
L
A Ap¯. It then holds that
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Hn(Mp¯) ∼= (H
n(M))p¯, where the right hand side is the usual localization of the H0(A)-
module Hn(M). A noetherian DG-ring A is called local if the noetherian ring H0(A) is
a local ring. In that case, if m¯ is the maximal ideal of H0(A), we will say that (A, m¯)
is a noetherian local DG-ring. If A is a noetherian DG-ring, and if p¯ ∈ Spec(H0(A)), it
follows that (Ap¯, p¯ · H0(Ap¯)) is a noetherian local DG-ring.
1.4. Dualizing DG-modules. Given a commutative noetherian DG-ring A, following [9,
19], we say that a DG-module R ∈ Df(A) is a dualizing DG-module if R has finite injec-
tive dimensin over A, in the sense of [21, Definition 12.4.8(2)], and moreover, the natural
map A → RHomA(R,R) is an isomorphism. In case A is a ring, this is called a dualiz-
ing complex over A, a notion introduced by Grothendieck. If (A, m¯) is a noetherian local
DG-ring, and if R,S are dualizing DG-modules over it, then by [19, Corollary 7.16], there
is some n ∈ Z such that R ∼= S[n].
1.5. Gorenstein DG-rings. Following [2, 8, 9], we say that a noetherian local DG-ring
(A, m¯) is Gorenstein, if A is a dualizing DG-module over itself, or, equivalently, if A has
finite injective dimension over itself. This implies that A has bounded cohomology. If
A is a noetherian DG-ring, we will say that it is Gorenstein if for all p¯ ∈ Spec(H0(A)),
the local DG-ring Ap¯ is Gorenstein. It is sufficient to check this for all maximal ideals in
H0(A). Our definition in the non-local case is slightly more general than the commutative
version of the definition in [8] as it also allows Gorenstein DG-rings A with dim(H0(A))
being infinite.
1.6. Derived completion. Given a commutative DG-ringA, and a finitely generated ideal
a¯ ⊆ H0(A), we introduced in [16, Section 4] the derived a¯-adic completion of A with
respect to a¯. This is a commutative non-positive DG-ring, denoted by LΛ(A, a¯). If A
is noetherian then LΛ(A, a¯) is also noetherian, and if A has bounded cohomology then
LΛ(A, a¯) also has bounded cohomology. Moreover, if (A, m¯) is a noetherian local DG-
ring, then LΛ(A, m¯) is also a noetherian local DG-ring. A local DG-ring (A, m¯) is called
derived m¯-adically complete if A ∼= LΛ(A, m¯). The DG-ring LΛ(A, m¯) is always derived
m¯-adically complete.
1.7. Injectives over DG-rings. Given a commutative noetherian DG-ring A, by [13, 15],
there exist a full subcategory Inj(A) ⊆ D+(A), which is a DG version of the category of
injective modules over a ring. The Matlis classification of injectives holds in this setting,
so up to isomorphism, elements of Inj(A) are in bijection with Spec(H0(A)). We will
denote the element of Inj(A) which corresponds to a given p¯ ∈ Spec(H0(A)) by E(A, p¯).
1.8. Regular sequences and associated primes over commutative DG-rings. Follow-
ing [14, Section 3.2], [17, Section 5], as well as the earlier [6, 7], given a commutative
noetherian local DG-ring (A, m¯), and givenM ∈ D+(A), we say that an element x¯ ∈ m¯
isM -regular if it is Hinf(M)(M)-regular. That is, if the multiplication map
x¯ : Hinf(M)(M)→ Hinf(M)(M)
is injective. Inductively, we will say that a finite sequence a¯1, . . . , a¯n ∈ m¯ is M -regular
if a¯1 isM -regular, and the sequence a¯2, . . . , a¯n is K(M ; a¯1)-regular. Here, K(M ; a¯1) is
the cone of the map a¯1 :M →M in D(A), or, equivalently, the Koszul DG-module ofM
with respect to a¯1, defined in Definition 2.4 below. The maximal length of an M -regular
sequence in m¯ is a well defined non-negative integer, denoted by seq. depthA(M), and
is called the sequential depth of M over A. The depth of M is defined to be the number
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depthA(M) := inf(RHomA(H
0(A)/m¯,M)), and the local cohomologyKrull dimension
ofM is the number
lc. dim(M) := sup
n∈Z
{dim(Hn(M)) + n} .
The set of associated prime ideals of M , denoted by AssA(M), is by definition the
set {p¯ ∈ SuppA(M) | depthAp¯(Mp¯) = inf(Mp¯)}, where we let SuppA(M) = {p¯ ∈
Spec(H0(A)) | Mp¯ ≇ 0}. In a dual manner, we define the setWA0 (M) to be the set {p¯ ∈
SuppA(M) | lc. dimAp¯(Mp¯) = sup(Mp¯)}. IfM ∈ D
b
f (A), then by [17, Propositions 5.9
and 5.11], the sets AssA(M) andWA0 (M) are finite sets.
1.9. Cohen-Macaulay DG-rings. Given a commutative noetherian local DG-ring (A, m¯)
with bounded cohomology, by [17, Corollary 5.5], there is an inequality seq. depthA(A) ≤
dim(H0(A)). If there is an equality seq. depthA(A) = dim(H
0(A)) then A is called a
local-Cohen-Macaulay DG-ring. The reason for the name local-Cohen-Macaulay is be-
cause this definition is not stable under localization. We say that commutative noetherian
DG-ring A with bounded cohomology is Cohen-Macaulay if for all p¯ ∈ Spec(H0(A)),
the local DG-ring Ap¯ is local-Cohen-Macaulay. All Gorenstein DG-rings are Cohen-
Macaulay.
If a noetherian local DG-ringA with bounded cohomology has a dualizing DG-module
R, then A is local-Cohen-Macaulay if and if and only if amp(A) = amp(R). Many other
equivalent conditions to the local-Cohen-Macaulay condition are given in [17, Theorem 2].
If A is local-Cohen-Macaulay and Spec(H0(A)) is irreducible, or if Supp(Hinf(A)(A)) =
Spec(H0(A)), then A is Cohen-Macaulay.
2. KOSZUL DG-MODULES OVER COMMUTATIVE DG-RINGS
The aim of this section is to study the Koszul complex over commutative DG-rings.
Minamoto began such a study in [14, Section 3.2], where he mainly focused on the Koszul
complex with respect to a single regular element. We first recall the situation over ordinary
commutative rings.
Given a commutative ring A, and an element a ∈ A, recall that the Koszul complex
K(A; a) is the complex
0→ A
·a
−→ A→ 0,
concentrated in cohomological degrees −1, 0. This is has the structure of a commutative
DG-ring by letting a · b = 0 if deg(a) = deg(b) = −1, and by makingK(A; a)−1 a free
A-module of rank 1 with basis 1. The identity map ofA induces a natural map of DG-rings
κ : A→ K(A; a). Observe that there is an isomorphism of complexes of A-modules:
(2.1) HomA(K(A; a), A) ∼= K(A; a)[−1].
Given a sequence a1, . . . , an ∈ A, the Koszul complex associated to A and a1, . . . , an
is defined by:
K(A; a1, . . . , an) := K(A; a1)⊗A · · · ⊗A K(A; an),
where the tensor product is taken in the category of commutative DG-algebras over A. As
a complex of A-modules, K(A; a1, . . . , an) is a bounded complex of finitely generated
free A-modules.
As is well known (see for instance [12, Theorem 16.5]), if a1, . . . , an is an A-regular
sequence, then the natural map
K(A; a1, . . . , an)→ H
0 (K(A; a1, . . . , an)) = A/(a1, . . . , an).
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is a quasi-isomorphism of DG-rings. It follows that in this case, K(A; a1, . . . , an) is a
semi-free commutative DG-algebra resolution of A/(a1, . . . , an) over A.
It follows from (2.1) that there is an isomorphism
(2.2) HomA(K(A; a1, . . . , an), A) ∼= K(A; a1, . . . , an)[−n]
of complexes of A-modules.
IfM is an A-module, we let
K(M ; a1, . . . , an) := K(A; a1, . . . , an)⊗A M.
This is a DG-module overK(A; a1, . . . , an).
If A→ B is a map of commutative rings, and if f(ai) = bi, we obtain an isomorphism
of DG-rings:
(2.3) K(A; a1, . . . , an)⊗A B ∼= K(B; b1, . . . , bn).
We now define the notions of Koszul DG-modules and Koszul DG-rings over a com-
mutative DG-ring, following [14, Section 3.2].
Definition 2.4. Let A be a commutative DG-ring, and let a¯1, . . . , a¯n ∈ H0(A).
(1) We define the Koszul DG-ring K(A; a¯1, . . . , a¯n) associated to A and a¯1, . . . , a¯n
as follows: for each 1 ≤ i ≤ n, choose some ai ∈ A0, such that π0A(ai) = a¯i.
Give A a DG-algebra structure over Z[x1, . . . , xn] by letting xi 7→ ai, and finally,
define
K(A; a¯1, . . . , a¯n) := A⊗
L
Z[x1,...,xn]
Z,
where the derived tensor product is calculated in the category of commutative DG-
rings.
(2) Given a DG-moduleM ∈ D(A), we define the Koszul DG-module associated to
M and a¯1, . . . , a¯n by
K(M ; a¯1, . . . , a¯n) := M ⊗
L
Z[x1,...,xn]
Z ∈ D(K(A; a¯1, . . . , a¯n)).
In [14, Section 3.2], what we denote here by K(A; x¯) was denoted by A//x¯. We will
soon show that this definition is independent of the chosen lifts of a¯1, . . . , a¯n, but to do
this, we first need the following:
Proposition 2.5. Let A be a commutative DG-ring, and let a¯1, . . . , a¯n, b¯1, . . . , b¯m ∈
H0(A). After choosing some lifts a1, . . . , an, b1, . . . , bm ∈ A
0, there is an isomorphism of
DG-rings
K(A; a¯1, . . . , a¯n)⊗
L
A K(A; b¯1, . . . , b¯m)
∼= K(A; a¯1, . . . , a¯n, b¯1, . . . , b¯m).
Proof. By definition, we have that
K(A; a¯1, . . . , a¯n)⊗
L
A K(A; b¯1, . . . , b¯m) =
(
A⊗L
Z[x1,...,xn]
Z
)
⊗LA
(
A⊗L
Z[y1,...,ym]
Z
)
.
Give A the structure of a DG-algebra over Z[x1, . . . , xn, y1, . . . , ym] by letting xi 7→ ai,
yi 7→ bi. Since the maps Z[x1, . . . , xn]→ A and Z[y1, . . . , ym]→ A factor as
Z[x1, . . . , xn]→ Z[x1, . . . , xn, y1, . . . , ym]→ A
and
Z[y1, . . . , ym]→ Z[x1, . . . , xn, y1, . . . , ym]→ A,
and since there are isomorphisms of DG-algebras
Z ∼= K(Z[x1, . . . , xn];x1, . . . , xn)
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over Z[x1, . . . , xn] and
Z ∼= K(Z[y1, . . . , ym]; y1, . . . , ym)
over Z[y1, . . . , ym], by (2.3), we know that there are isomorphisms(
A⊗L
Z[x1,...,xn]
Z
)
∼=
(
A⊗L
Z[x1,...,xn,y1,...,ym]
K(Z[x1, . . . , xn, y1, . . . , ym];x1, . . . , xn)
)
and(
A⊗L
Z[y1,...,ym]
Z
)
∼=
(
A⊗L
Z[x1,...,xn,y1,...,ym]
K(Z[x1, . . . , xn, y1, . . . , ym]; y1, . . . , ym)
)
.
Combining these with the isomorphism
K(Z[x1, . . . , xn, y1, . . . , ym];x1, . . . , xn)⊗
L
Z[x1,...,xn,y1,...,ym]
K(Z[x1, . . . , xn, y1, . . . , ym]; y1, . . . , ym) ∼=
K(Z[x1, . . . , xn, y1, . . . , ym];x1, . . . , xn, y1, . . . , ym)
and with associativity of the derived tensor product, we obtain the required result. 
Proposition 2.6. Up to an isomorphism in Ho(DGR), Definition 2.4(1) is independent of
the chosen a1, . . . , an.
Proof. Suppose a′1, . . . , a
′
n ∈ A
0 is another choice of elements which satisfy π0A(a
′
i) =
a¯i for all 1 ≤ i ≤ n. Let us temporary denote the Koszul DG-ring associated to A
and a lift a1, . . . , an by K(a1, . . . , an). We will show the result by induction on n. If
n = 1, then it is shown in [14, Lemma 3.8] that there is a commutative DG-ring T , and
quasi-isomorphismsK(a1)→ T andK(a′1)→ T , which gives the required isomorphism
K(a1) ∼= K(a
′
1) in Ho(DGR). Suppose that the claim is true for all Koszul DG-rings with
respect to sequences of length less than n. Then by Proposition 2.5, we have a sequence of
isomorphisms in Ho(DGR):
K(a1, . . . , an) ∼= K(a1, . . . , an−1)⊗
L
A K(an)
∼=
K(a′1, . . . , a
′
n−1)⊗
L
A K(a
′
n)
∼= K(a′1, . . . , a
′
n).

Remark 2.7. Given a commutative DG-ring A, and a¯1, . . . , a¯n ∈ H0(A), the natural
surjection Z[x1, . . . , xn]։ Z induces a map of DG-rings
A = A⊗L
Z[x1,...,xn]
Z[x1, . . . , xn]→ A⊗
L
Z[x1,...,xn]
Z = K(A; a¯1, . . . , a¯n).
We denote this map by κ : A → K(A; a¯1, . . . , a¯n), and remark that these maps commute
with the isomorphisms in Proposition 2.6.
Proposition 2.8. Up to isomorphism in D(K(A; a¯1, . . . , a¯n), Definition 2.4(2) is indepen-
dent of the chosen a1, . . . , an.
Proof. This follows from Proposition 2.6 and the isomorphism
K(M ; a¯1, . . . , a¯n) ∼= K(A; a¯1, . . . , a¯n)⊗
L
A M.

Proposition 2.9. Let f : A → B be a map of commutative DG-rings, let a¯1, . . . , a¯n ∈
H0(A), and for any 1 ≤ i ≤ n, let b¯i = H
0(f)(a¯i). Then there is an isomorphism
K(A; a¯1, . . . , a¯n)⊗
L
A B
∼= K(B; b¯1, . . . , b¯n)
in Ho(DGR).
KOSZUL COMPLEXES OVER COHEN-MACAULAY RINGS 9
Proof. Let a1, . . . , an ∈ A0 be such that π0A(ai) = a¯i, and let bi = f(ai) for all 1 ≤ i ≤ n.
Making A,B to DG-algebras over Z[x1, . . . , xn] DG-algebra by setting xi 7→ ai and
xi 7→ bi, we see that the map f : A → B is Z[x1, . . . , xn]-linear, so we get using these
Z[x1, . . . , xn]-structures:
K(A; a¯1, . . . , a¯n)⊗
L
A B
∼= (A⊗LZ[x1,...,xn] Z)⊗
L
A B
∼=
B ⊗L
Z[x1,...,xn]
Z ∼= K(B; b¯1, . . . , b¯n).

Proposition 2.10. Given a commutative DG-ringA, and a¯1, . . . , a¯n ∈ H
0(A), considered
as an object of D(A), the DG-moduleK(A; a¯1, . . . , a¯n) is a compact object.
Proof. Applying Proposition 2.9 to the map πA : A→ H0(A), we have an isomorphism
K(A; a¯1, . . . , a¯n)⊗
L
A H
0(A) ∼= K(H0(A); a¯1, . . . , a¯n).
SinceK(H0(A); a¯1, . . . , a¯n), being a bounded complex of finitely generated free H0(A)-
modules, is a compact object of D(H0(A)), it follows form [19, Theorem 5.11] and [19,
Theorem 5.20] thatK(A; a¯1, . . . , a¯n) is a compact object of D(A). 
The Koszul complex commutes with localization:
Proposition 2.11. Let A be a commutative DG-ring, and let a¯1, . . . , a¯n ∈ H
0(A). Con-
sider the canonical surjection τ : H0(A)→ H0(A)/(a¯1, . . . , a¯n). Given
p¯ ∈ Spec(H0(A)/(a¯1, . . . , a¯n)),
letting q¯ = τ−1(p¯), there is an isomorphism of DG-rings
K(A; a¯1, . . . , a¯n)p¯ ∼= K(Aq¯; a¯1/1, . . . , a¯n/1).
Proof. Since the degree zero part of the Koszul complex satisfies
(K(Z[x1, . . . , xn];x1, . . . , xn]))
0
= Z[x1, . . . , xn],
it follows that (
A⊗L
Z[x1,...,xn]
Z
)0
= A0.
Hence, there is an equality(
π0
A⊗L
Z[x1,...,xn]
Z
)−1
(p¯) = (π0A)
−1(q¯).
Let us denote this prime ideal of A0 by p. By the definition of localization we obtain the
following sequence of isomorphisms of DG-rings:
K(A; a¯1, . . . , a¯n)p¯ = K(A; a¯1, . . . , a¯n)⊗
L
A0 A
0
p
∼=(
A⊗L
Z[x1,...,xn]
Z
)
⊗LA0 A
0
p
∼=
Aq¯ ⊗
L
Z[x1,...,xn]
Z = K(Aq¯; a¯1/1, . . . , a¯n/1).

Proposition 2.12. Let A be a commutative DG-ring, and let a¯1, . . . , a¯n ∈ H
0(A). Then
there is an isomorphism
RHomA(K(A; a¯1, . . . , a¯n), A) ∼= K(A; a¯1, . . . , a¯n)[−n]
in D(K(A; a¯1, . . . , a¯n)).
10 LIRAN SHAUL
Proof. LetK = K(Z[x1, . . . , xn];x1, . . . , xn). Note thatK ∼= Z, and thatK is a bounded
complex of finitely generated free Z[x1, . . . , xn]-modules. Then K(A; a¯1, . . . , a¯n) =
K ⊗Z[x1,...,xn] A is K-projective over A, and we have the following sequence of isomor-
phisms in D(K(A; a¯1, . . . , a¯n)):
RHomA(K(A; a¯1, . . . , a¯n), A) =
HomA(K ⊗Z[x1,...,xn] A,A)
∼=
HomZ[x1,...,xn](K,A)
∼=
HomZ[x1,...,xn](K,Z[x1, . . . , xn])⊗Z[x1,...,xn] A ∼=
(⋄)
K[−n]⊗Z[x1,...,xn] A = K(A; a¯1, . . . , a¯n)[−n].
where the isomorphism (⋄) is by (2.2). 
The last result of this section shows that Koszul complexes of a noetherian local DG-
ring commute with derived adic completion of DG-rings. Before we prove this result, we
need the following lemma.
Lemma 2.13. Let f : (A, m¯) → (B, n¯) be a map of DG-rings between commutative
noetherian local DG-rings, such that H0(f) : H0(A) → H0(B) is a surjective local
homomorphism. Then there is an isomorphism
RHomA(B,E(A, m¯)) ∼= E(B, n¯)
in D(B).
Proof. Let J = RHomA(B,E(A, m¯)). By [15, Proposition 5.6], we have that J ∈
Inj(B). Hence, by [15, Theorem 5.7], it is enough to show that H0(J) ∼= H0(E(B, n¯)).
By definition, H0(E(B, n¯)) is the injective hull over H0(B) of the residue field H0(B)/n¯.
On the other hand, by [15, Theorem 4.10], we have that
H0(J) = H0 (RHomA(B,E(A, m¯))) ∼= HomH0(A)
(
H0(B),H0(E(A, m¯))
)
.
According to [18, tag 08Z2], since H0(A)→ H0(B) is a surjection of local rings, we have
that
HomH0(A)
(
H0(B),H0(E(A, m¯))
)
is isomorphic to the injective hull over H0(B) of the residue field H0(B)/n¯, as claimed.

Before proving that derived completion commutes with the Koszul complex, recall,
following [12, Theorem 7.11], that if A→ B is a map of commutative rings, and ifM,N
are A-modules, there is a natural map
(2.14) HomA(M,N)⊗A B → HomB(M ⊗A B,N ⊗A B),
given by f ⊗ b 7→ b · (f ⊗ 1B). Further note that in case M = N , so that both sides of
(2.14) are rings, then the above map is a ring homomorphism. One may factor (2.14) as
(2.15) HomA(M,N)⊗A B → HomA(M,N ⊗A B)→ HomB(M ⊗A B,N ⊗A B),
where the first map is the tensor-evaluation morphism, and the second map is the hom-
tensor adjunction. This entire discussion may be generalized to DG-rings as follows. As-
sume that A → B is a map of commutative DG-rings, and let M ∈ D(A). Let P → M
be a K-projective resolution, and let A → B˜ ∼= B be a K-flat DG-algebra resolution of B
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over A. It follows that P ⊗A B˜ is a K-projective resolution of M ⊗LA B˜ over B˜, so we
obtain natural maps
RHomA(M,M)⊗
L
A B
∼= HomA(P, P )⊗A B˜ →
(⋄)
HomA(P, P ⊗A B˜) ∼= HomB˜(M ⊗A B˜,N ⊗A B˜)
∼=
RHomB(M ⊗
L
A B,M ⊗
L
A B).
As before, we see that this composition is a map in the homotopy category of DG-
rings, and that it is an isomorphism if and only if the tensor-evaluation morphism, denoted
above by (⋄), is an isomorphism. See [21, Section 12.9] for a detailed discussion of the
tensor-evaluation morphism over DG-rings.
We are now ready to prove that the Koszul complex commutes with derived comple-
tion. We remark that we need the following rather difficult proof, because our noetherian
assumption is only on the level of cohomology. One can give a much simpler proof, using
the base change property of the Koszul complex, if one assumes that the ring A0 is noe-
therian, but as our proof demonstrates, the statement remains true without this assumption.
Theorem 2.16. Let (A, m¯) be a commutative noetherian local DG-ring, and suppose that
a¯1, . . . , a¯n ∈ m¯. Denote by n¯ the image of m¯ in the quotient ring H
0(A)/(a¯1, . . . , a¯n),
Denote the image of a¯1, . . . , a¯n under the completion map H
0(A) → Λm¯(H
0(A)) bŷ¯a1, . . . , ̂¯an. Then there is an isomorphism
K(LΛ(A, m¯); ̂¯a1, . . . , ̂¯an) ∼= LΛ(K(A; a¯1, . . . , a¯n), n¯)
in Ho(DGR).
Proof. Let us set B := K(A; a¯1, . . . , a¯n). Since H0(κ) : H0(A) → H0(B) is surjective,
it follows from Lemma 2.13 that
RHomA(B,E(A, m¯)) ∼= E(B, n¯).
According to [15, Theorem 7.22], there is an isomorphism
RHomB(E(B, n¯), E(B, n¯)) ∼= LΛ(B, n¯)
in Ho(DGR). By Proposition 2.10, considered as an object of D(A), we know that B is
compact. Hence, by [21, Theorem 14.1.22], the map
RHomA(B,A) ⊗
L
A E(A, m¯)→ RHomA(B,E(A, m¯))
is an isomorphism in D(B). By Proposition 2.12, we know thatRHomA(B,A) ∼= B[−n].
Those isomorphisms imply that
LΛ(B, n¯) ∼= RHomB(B[−n]⊗
L
A E(A, m¯), B[−n]⊗
L
A E(A, m¯))
∼=
RHomB(B ⊗
L
A E(A, m¯), B ⊗
L
A E(A, m¯))
in Ho(DGR). By the discussion preceding this theorem, we know that there is a map in
Ho(DGR):
RHomA(E(A, m¯), E(A, m¯))⊗
L
A B → RHomB(B ⊗
L
A E(A, m¯), B ⊗
L
A E(A, m¯)),
and that it is an isomorphism if and only if the map
(2.17) RHomA(E(A, m¯), E(A, m¯))⊗
L
A B → RHomA(E(A, m¯), E(A, m¯)⊗
L
A B)
is an isomorphism. Assuming for a moment that this is the case, we deduce that there is an
isomorphism
LΛ(B, n¯) ∼= RHomA(E(A, m¯), E(A, m¯))⊗
L
A B
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in Ho(DGR). Invoking [15, Theorem 7.22] again, we see that
RHomA(E(A, m¯), E(A, m¯))⊗
L
A B
∼= LΛ(A, m¯)⊗LA B,
and by Proposition 2.9, the latter is isomorphic to
K(LΛ(A, m¯); ̂¯a1, . . . , ̂¯an),
as claimed. The conclusion of the theorem will now follow from the fact that (2.17) is an
isomorphism, and this in turn follows from Proposition 2.18 below. 
Proposition 2.18. Let A be a commutative noetherian DG-ring, let M,N ∈ D(A), and
letK ∈ D(A) be a compact object. Then the natural map
RHomA(M,N)⊗
L
A K → RHomA(M,N ⊗
L
A K)
is an isomorphism in D(A).
Proof. Fixing M,N , it is shown in [21, Theorem 12.9.10] that there is a functorial mor-
phism between triangulated functors
ζK : RHomA(M,N)⊗
L
A K → RHomA(M,N ⊗
L
A K).
By [21, Theorem 14.1.22], the fact that K is compact is equivalent to the fact that K be-
longs to the saturated full triangulated subcategory of D(A) generated by A. Then, by [21,
Proposition 5.3.22], the fact that ζA is an isomorphism implies that ζK is an isomorphism
for any suchK . 
3. DEPTH AND HEIGHT IN COHEN-MACAULAY DG-RINGS
The aim of this section is to study the following definition over Cohen-Macaulay DG-
rings:
Definition 3.1. Let (A, m¯) be a noetherian local DG-ring, let I¯ ⊆ H0(A) be a proper ideal,
and letM ∈ D+(A).
(1) The I¯-depth ofM is the number
depthA(I¯ ,M) := inf
(
RHomA(H
0(A)/I¯,M)
)
.
(2) The sequential I¯-depth ofM , denoted by seq. depthA(I¯ ,M), is defined to be the
maximal length of anM -regular sequence contained in I¯ .
When I¯ = m¯, the maximal ideal of H0(A), we write depthA(M) := depthA(m¯,M), and
seq. depthA(M) := seq. depthA(m¯,M).
The next result connects these two numbers. The proof of it is based on the proof of
[14, Proposition 3.15], where the same statement is proved for the case where I¯ = m¯.
Proposition 3.2. Let (A, m¯) be a noetherian local DG-ring, and let M ∈ D+f (A). Then
for any proper ideal I¯ ⊆ H0(A), there is an equality
depthA(I¯ ,M) = seq. depthA(I¯ ,M) + inf(M).
Proof. The proof is by induction on seq. depthA(I¯ ,M). If seq. depthA(I¯ ,M) = 0, then
every element in I¯ is not Hinf(M)(M)-regular, so by [12, Theorem 16.6], we know that
HomH0(A)(H
0(A)/I¯,Hinf(M)(M)) 6= 0.
Since we have
RHomA(H
0(A)/I¯,M) ∼= RHomH0(A)(H
0(A)/I¯,RHomA(H
0(A),M)),
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and since by [15, Proposition 3.3] we have that
inf
(
RHomA(H
0(A),M)
)
= inf(M),
and
Hinf(M)
(
RHomA(H
0(A),M)
)
= Hinf(M)(M),
we see that
inf(RHomA(H
0(A)/I¯,M)) =
inf
(
RHomH0(A)(H
0(A)/I¯,RHomA(H
0(A),M))
)
= inf(M).
If seq. depthA(I¯ ,M) > 0, then there is some x¯ ∈ I¯ which is M -regular. Let B =
K(A; x¯), and let N = K(M ; x¯). Let J¯ be the image of I¯ in H0(B). By [14, Lemma
3.13], we have that inf(N) = inf(M), and by definition
seq. depthB(J¯ , N) = seq. depthA(I¯ ,M)− 1.
By the induction hypothesis,
seq. depthB(J¯ , N) = depthB(J¯ , N)− inf(N),
and by [14, Lemma 3.9], there is an isomorphism
RHomB(H
0(B)/J¯,N [−1]) ∼= RHomA(H
0(A/I¯,M),
showing that depthB(J¯ , N) = depthA(I¯ ,M)− 1. It follows that
seq. depthA(I¯ ,M) = seq. depthB(J¯ , N) + 1 =
depthB(J¯ , N)− inf(M) + 1 =
depthA(I¯ ,M)− 1− inf(M) + 1 = depthA(I¯ ,M)− inf(M).

Proposition 3.3. Let (A, m¯) be a noetherian local DG-ring, and let M ∈ D+(A). Given
p¯ ∈ Spec(H0(A)), we have that
depthA(p¯,M) ≤ depthAp¯(Mp¯).
Proof. Consider the DG-module X = RHomA(H0(A)/p¯,M). By definition, we have
that
depthA(p¯,M) = inf(X).
On the other hand, by [21, Theorem 12.9.10] and adjunction, we have that
Xp¯ = RHomA(H
0(A)/p¯,M)⊗LA Ap¯
∼=
RHomA(H
0(A)/p¯,M ⊗LA Ap¯)
∼= RHomAp¯(H
0(A)p¯/p¯H
0(A)p¯,Mp¯).
We see that
depthAp¯(Mp¯) = inf(Xp¯).
The result now follows from the inequality inf(X) ≤ inf(Xp¯). 
Unfortunately, the corresponding inequality does not hold, when depth is replaced by
sequential depth, as the next example shows. This example uses the notion of a trivial
extension DG-ring, defined in [11, Section 1], and recalled, in our notation, in [17, Section
7].
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Example 3.4. Let k be a field, let B = k[[x, y]]/(x · y), and let M be the B-module
M = B/(x) = k[[y]]. Let A = B ⋉M [2] be a trivial extension DG-ring, and consider
the prime ideal q¯ = (y) ∈ Spec(H0(A)). Since the element y ∈ H0(A) isM -regular, and
M = Hinf(A)(A), it follows that seq. depthA(q¯, A) ≥ 1. However, the localization of A
at q¯ is quasi-isomorphic to a field, so that
seq. depthAq¯(Aq¯) = 0 < seq. depthA(q¯, A).
Notice that q¯ /∈ Supp(Hinf(A)(A)).
The failure of the above is the reason why in most of the paper we would have to assume
that our DG-rings satisfy Supp(Hinf(A)(A)) = Spec(H0(A)). We will return to discussing
this example in Example 4.10 below.
The next lemma was proved by Bass ([4, Lemma 3.1]) in the case whereM is a finitely
generated module. We will need this lemma for bounded below complexes with finitely
generated cohomology. The same proof of Bass essentially works in the more general case.
Because of the centrality of this lemma in what follows, we give a full proof here.
Lemma 3.5. Let (A,m) be a noetherian local ring, let M ∈ D+f (A), and let p ⊆ m be a
prime ideal, such that dim(A/p) = 1. Suppose that
ExtnA(A/p,M) 6= 0.
Then
Extn+1A (A/m,M) 6= 0.
Proof. Let us choose some x ∈ m such that x /∈ p, and set B = A/p. Let C = B/xB.
Observe that B is an integral domain, and 0 6= x ∈ B. This implies that C is zero
dimensional, so that C has finite length. The short exact sequence of A-modules
0→ B
·x
−→ B → C → 0
implies that there is an exact sequence
ExtnA(C,M)→ Ext
n
A(B,M)
·x
−→ ExtnA(B,M)→ Ext
n+1
A (C,M)
By Nakayama’s lemma, we know that the map ExtnA(B,M)
·x
−→ ExtnA(B,M) cannot be
surjective, so by assumption, we must have that Extn+1A (C,M) 6= 0. Now, as C is a
module of finite length, we may find some A-module C′ ⊆ C, such that C/C′ ∼= A/m,
and such that ℓ(C′) < ℓ(C). This gives an exact sequence
0→ C′ → C → C/C′ → 0
which in turn implies that there is an exact sequence
Extn+1A (C/C
′,M)→ Extn+1A (C,M)→ Ext
n+1
A (C
′,M)
Since Extn+1A (C,M) 6= 0, at least one of Ext
n+1
A (C/C
′,M) and Extn+1A (C
′,M) must
be non-zero. If Extn+1A (C/C
′,M) we are done, and if not, we replace C by C′ and repeat
this process, until we arrive to the conclusion that Extn+1A (A/m,M) 6= 0. 
Lemma 3.6. Let (A,m) be a noetherian local ring, letM ∈ D+f (A), and let p ∈ Spec(A)
be such that dim(A/p) = d. Suppose that
ExtnA(A/p,M) 6= 0.
Then
Extn+dA (A/m,M) 6= 0.
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Proof. The proof is by induction on d. There is nothing to prove if d = 0, and the case
where d = 1 was shown in Lemma 3.5. Assume d > 1. Then we may find a prime ideal
p ( q ( m, such that there are no primes between p and q, and such that dim(A/q) = d−1.
Since ExtnA(A/p,M) 6= 0, it follows from [4, Corollary 2.4] that
ExtnAq(Aq/pAq,Mq) 6= 0.
By Lemma 3.5, this implies that
Extn+1Aq (Aq/qAq,Mq) 6= 0,
which implies by [4, Corollary 2.4] that
Extn+1A (A/q,M) 6= 0.
Since dim(A/q) = d− 1, by the induction hypothesis we deduce that
Extn+dA (A/m,M) 6= 0.

The next result generalizes [12, Theorem 17.2] to the DG setting.
Theorem 3.7. Let (A,m) be a noetherian local DG-ring, let M ∈ D+f (A), let p¯ ∈
AssA(M), and suppose that p ∈ Supp(H
inf(M)(M)). Then
seq. depthA(M) ≤ dim(H
0(A)/p¯).
Proof. Since p¯ ∈ AssA(M),
depthAp¯(Mp¯) = inf(Mp¯) = inf(M).
By Proposition 3.3,
depthA(p¯,M) ≤ depthAp¯(Mp¯) = inf(M),
so from Proposition 3.2 we get
seq. depthA(p¯,M) = depthA(p¯,M)− inf(M) ≤ 0.
As this number is, by definition, non-negative, we deduce that seq. depthA(p¯,M) = 0.
Hence, depthA(p¯,M) = inf(M), so that
inf
(
RHomA(H
0(A)/p¯,M)
)
= inf(M).
Let us set i = inf(M). The isomorphism
RHomA(H
0(A)/p¯,M) ∼= RHomH0(A)(H
0(A)/p¯,RHomA(H
0(A),M))
implies that
ExtiH0(A)(H
0(A)/p¯,RHomA(H
0(A),M)) 6= 0.
It follows from [19, Theorem 2.13] that
RHomA(H
0(A),M) ∈ D+f (H
0(A)).
Letting d = dim(H0(A)/p¯), we deduce from Lemma 3.6 that
Exti+dH0(A)(H
0(A)/m¯,RHomA(H
0(A),M)) 6= 0.
Using adjunction again, this implies that
Hi+d
(
RHomA(H
0(A)/m¯,M)
)
6= 0,
which shows that depthA(M) ≤ inf(M)+dim(H
0(A)/p¯). Hence, Proposition 3.2 gives:
seq. depthA(M) = depthA(M)− inf(M) ≤ dim(H
0(A)/p¯),
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as claimed. 
We will now use this result to study Cohen-Macaulay DG-rings.
Proposition 3.8. Let (A, m¯) be a Cohen-Macaulay local DG-ring. Then p¯ ∈ Ass(A) if
and only if p¯ ∈ WA0 (A) if and only if ht(p¯) = 0.
Proof. By definition, p¯ ∈ Ass(A) if and only if depthAp¯(Ap¯) = inf(Ap¯). On the other
hand,
depth(Ap¯) = seq. depthAp¯(Ap¯) + inf(Ap¯),
so we deduce that p¯ ∈ Ass(A) if and only if seq. depthAp¯(Ap¯) = 0. But Ap¯ is a Cohen-
Macaulay DG-ring, so that
seq. depthAp¯(Ap¯) = dim(H
0(Ap¯)) = dim(H
0(A)p¯).
We see that p¯ ∈ Ass(A) if and only if dim(H0(A)p¯) = 0, as claimed. Similarly, according
to [17, Equation (5.12)], p¯ ∈ WA0 (A) if and only if lc. dimAp¯(Ap¯) = sup(Ap¯), but by [17,
Equation (2.6)], we have that
lc. dimAp¯(Ap¯) = dim(H
0(A)p¯),
and sup(Ap¯) = 0, which implies the result. 
It is well known that Cohen-Macaulay local rings are equidimensional. This is false
for Cohen-Macaulay local DG-rings, because, for example, any noetherian local ring A
which has a dualizing complex can be realized as H0(B), where B is a Cohen-Macaulay
DG-ring. However, we now show that if we assume that the bottom cohomology of B has
full support, then Cohen-Macaulay local DG-rings are equidimensional.
Corollary 3.9. Let (A, m¯) be a Cohen-Macaulay local DG-ring, and suppose that
Supp(Hinf(A)(A)) = Spec(H0(A)).
Then H0(A) is equidimensional.
Proof. Since H0(A) is local, it is enough to show that any prime ideal p¯ ∈ Spec(H0(A))
with ht(p¯) = 0 satisfies dim(H0(A)/p¯) = dim(H0(A)). By Proposition 3.8, any such p¯ is
an associated prime ofA, and by assumption, p¯ ∈ Supp(Hinf(A)(A)). Hence, by Theorem
3.7 applied to A,
seq. depthA(A) ≤ dim(H
0(A)/p¯)
Since A is Cohen-Macaulay,
seq. depthA(A) = dim(H
0(A)),
which shows that
dim(H0(A)/p¯) = dim(H0(A)).

Lemma 3.10. Let (A, m¯) be a local noetherian DG-ring, let M ∈ Dbf (A), and let I¯ ⊆
H0(A) be an ideal. If seq-depth(I¯ ,M) = 0, then there exists a prime ideal p¯ ∈ AssA(M)
such that I¯ ⊆ p¯.
Proof. According to [17, Proposition 5.9], the set AssA(M) is finite. Hence, by the prime
avoidance lemma, if for all p¯ ∈ AssA(M) we have that I¯ * p¯, then there exists x¯ ∈ I¯
such that for all p¯ ∈ AssA(M), x¯ /∈ p¯. Then, by [17, Proposition 5.13], the element x¯ is
M -regular, contradicting the fact that seq-depth(I¯ ,M) = 0. 
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Lemma 3.11. Let (A, m¯) be a Cohen-Macaulay local DG-ring, and suppose that
Supp(Hinf(A)(A)) = Spec(H0(A)).
Let I¯ ⊆ H0(A) be an ideal such that seq-depth(I¯ , A) > 0. Then there exists an element
x¯ ∈ I¯ such that x¯ is A-regular, and moreover, dim(H0(K(A; x¯))) = dim(H0(A)) − 1.
Proof. First, we claim that ht(I¯) > 0. If that is not the case, then there is some p¯ ∈
Spec(H0(A)), such that ht(p¯) = 0 and I¯ ⊆ p¯. By Proposition 3.8, p¯ ∈ Ass(A). Hence,
using Proposition 3.3 we get:
depthA(p¯, A) ≤ depthAp¯(Ap¯) = inf(Ap¯) = inf(A),
so from Proposition 3.2 we get that seq. depthA(p¯, A) = 0. This means that for any x¯ ∈ p¯,
we have that x¯ is not A-regular, contradicting the assumption that seq-depth(I¯ , A) > 0.
Thus, ht(I¯) > 0, which implies that I¯ is not contained in any minimal prime ideal of
H0(A). By Proposition 3.8, we see that I¯ is not contained in p¯ for any p¯ ∈ AssA(A), and
for any p¯ ∈ WA0 (A). By the prime avoidance lemma, we can find x¯ ∈ I¯ , such that x¯ /∈ p¯
for any minimal prime p¯ of H0(A). It follows from [17, Proposition 5.13] that x¯ is A-
regular, and from [17, Proposition 5.16] that dim(H0(K(A; x¯))) = dim(H0(A))− 1. 
Lemma 3.12. Let (A, m¯) be a local noetherian DG-ring with bounded cohomology, and
suppose that
Supp(Hinf(A)(A)) = Spec(H0(A)).
Let x¯ ∈ m¯ be an A-regular element, and let B = K(A; x¯). Then
Supp(Hinf(B)(B)) = Spec(H0(B)).
Proof. Let n = inf(A). By [14, Lemma Lemma 3.13], we have that inf(B) = n. Since
the sequence
0→ Hn(A)
·x¯
−→ Hn(A)→ Hn(B)
is exact, for any p¯ ∈ Spec(H0(A)), we get thatHn(B)p¯ 6= 0, which implies the result. 
Proposition 3.13. Let (A, m¯) be a local noetherian DG-ring with bounded cohomology,
and suppose that
Supp(Hinf(A)(A)) = Spec(H0(A)).
Let x¯ ∈ m¯ be an A-regular element. Then x¯ is not contained in any associated prime of A.
Proof. Let p¯ ∈ Spec(H0(A)), and suppose that x¯ ∈ p¯. Then seq. depth(p¯, A) > 0.
Hence,
depthAp¯(Ap¯) ≥ depth(p¯, A) = seq. depth(p¯, A) + inf(A) > inf(A) = inf(Ap¯).
Which implies that p¯ /∈ Ass(A). 
The next result is a very special case of the main result of this paper. We need to prove
this special case here, as it is required in the sequel.
Proposition 3.14. Let (A, m¯) be a Cohen-Macaulay local DG-ring, and suppose that
Supp(Hinf(A)(A)) = Spec(H0(A)).
Let x¯ ∈ m¯ be an A-regular element, such that
dim(H0(K(A; x¯))) = dim(H0(A)) − 1.
Then the local DG-ringK = K(A; x¯) is also Cohen-Macaulay.
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Proof. Given p¯ ∈ Spec(H0(K)) = Spec(H0(A)/x¯), we must show that Kp¯ is local-
Cohen-Macaulay. If Kp¯ ∼= 0, there is nothing to prove. Otherwise, let q¯ be the inverse
image of p¯ under the map H0(A) → H0(A)/(x¯). Then x¯ ∈ q¯. By Proposition 2.11, we
know that
Kp¯ ∼= K(Aq¯; x¯/1).
If ht(q¯) = 0, so that dim(H0(Aq¯)) = 0, then dim(H0(Kp¯)) = 0, so by [17, Proposition
4.8], Kp¯ is local-Cohen-Macaulay. Suppose ht(q¯) > 0. Since x¯ is Hinf(A)(A)-regular, it
follows that x¯/1 is Hinf(Aq¯)(Aq¯)-regular, so that x¯/1 is Aq¯-regular. Hence,
seq. depthKp¯(Kp¯) = seq. depthAq¯(Aq¯)− 1 = dim(H
0(Aq¯))− 1.
It is thus enough to show that
dim(H0(Kp¯)) = dim(H
0(Aq¯)/(x¯)) = dim(H
0(Aq¯))− 1.
If that is not the case, so that dim(H0(Aq¯)/(x¯)) = dim(H0(Aq¯)), then x¯must be contained
in some minimal prime ideal n¯ contained in q¯. However, since Aq¯ is Cohen-Macaulay, by
Proposition 3.8, any such n¯ is an associated prime of Aq¯, and by Proposition 3.13, x¯ is not
contained in any such n¯, which shows thatKp¯ is local-Cohen-Macaulay. 
Here is the main result of this section.
Theorem 3.15. Let (A, m¯) be a Cohen-Macaulay local DG-ring, and suppose that
Supp(Hinf(A)(A)) = Spec(H0(A)).
Then for any ideal I¯ ⊆ H0(A), there is an equality
seq-depthA(I¯ , A) = dim(H
0(A)) − dim(H0(A)/I¯).
Proof. We prove this by induction on seq-depthA(I¯ , A). If seq-depth(I¯ , A) = 0, then by
Lemma 3.10 there is some p¯ ∈ Ass(A) such that I¯ ⊆ p¯. In that case, by Proposition 3.8
and Corollary 3.9 we have
dim(H0(A)/I¯) ≥ dim(H0(A)/p¯) = dim(H0(A)),
so that
dim(H0(A)/I¯) = dim(H0(A)),
as needed in this case. Assume now that seq-depth(I¯ , A) > 0. By Lemma 3.11, there is
some x¯ ∈ I¯ such that x¯ is A-regular, and dim(H0(K(A; x¯))) = dim(H0(A)) − 1. Let
B = K(A; x¯). By Proposition 3.14, B is Cohen-Macaulay, and by Lemma 3.12,
Supp(Hinf(B)(B)) = Spec(H0(B)).
Let J¯ be the image of I¯ in H0(B) = H0(A)/(x¯). Then
seq. depthB(J¯ , B) = seq-depthA(I¯ , A)− 1.
By the induction hypothesis,
seq. depthB(J¯ , B) = dim(H
0(B)) − dim(H0(B)/J¯).
Hence,
seq-depth(I¯ , A) = dim(H0(B)) − dim(H0(B)/J¯) + 1 =
dim(H0(A))− 1− dim(H0(A)/I¯) + 1 = dim(H0(A)) − dim(H0(A)/I¯).

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We finish this section with the next result which connects depth and the Koszul complex
over commutative DG-rings:
Proposition 3.16. LetA be a commutative noetherianDG-ring, let I¯ ⊆ H0(A) be a proper
ideal, and let a¯1, . . . , a¯n be a sequence of elements of H
0(A) that generates I¯ . Then for
anyM ∈ D+(A), there is an equality
depthA(I¯ ,M) = inf
(
M ⊗LA K(A; a¯1, . . . , a¯n)
)
+ n.
Proof. By [15, Proposition 3.3] we have an equality
inf
(
M ⊗LA K(A; a¯1, . . . , a¯n)
)
= inf
(
RHomA(H
0(A),M ⊗LA K(A; a¯1, . . . , a¯n))
)
.
By [21, Theorem 12.10.14] and adjunction, there are isomorphisms
RHomA(H
0(A),M ⊗LA K(A; a¯1, . . . , a¯n))
∼=
RHomA(H
0(A),M)⊗LA K(A; a¯1, . . . , a¯n)
∼=
RHomA(H
0(A),M)⊗LH0(A) H
0(A)⊗LA K(A; a¯1, . . . , a¯n).
Applying Proposition 2.9 to the map A→ H0(A), we know that
H0(A)⊗LA K(A; a¯1, . . . , a¯n)
∼= K(H0(A); a¯1, . . . , a¯n).
We deduce that
inf
(
M ⊗LA K(A; a¯1, . . . , a¯n)
)
=
inf
(
RHomA(H
0(A),M)⊗LH0(A) K(H
0(A); a¯1, . . . , a¯n)
)
.
To compute the latter, we may invoke [8, Theorem I] over the noetherian ring H0(A), and
deduce that
inf
(
M ⊗LA K(A; a¯1, . . . , a¯n)
)
= depthH0(A)
(
I¯ ,RHomA(H
0(A),M)
)
− n
Note that the formula here is slightly different than the one in [8], because we are using
cohomological grading. By definition, we have that
depthH0(A)
(
I¯ ,RHomA(H
0(A),M)
)
=
inf
(
RHomH0(A)(H
0(A)/I¯,RHomA(H
0(A),M))
)
,
and by adjunction we have that
RHomH0(A)
(
H0(A)/I¯,RHomA(H
0(A),M)
)
∼= RHomA(H
0(A)/I¯,M).
Since by definition inf
(
RHomA(H
0(A)/I¯,M)
)
= depthA(I¯ ,M), we deduce the result.

4. KOSZUL COMPLEXES OVER COHEN-MACAULAY DG-RINGS
In this section we prove the main result of this paper, Theorem 4.2. Before that, we
need the following lemma.
Lemma 4.1. Let (A,m) be a noetherian local ring, and let M be a finitely generated
A-module. Suppose that
SuppA(M) = Spec(A),
and let Â and M̂ denote the m-adic completions of A andM . Then
Supp
Â
(M̂) = Spec(Â).
20 LIRAN SHAUL
Proof. Denote by τ : A → Â the completion map. Given q ∈ Spec(Â), let p = τ−1(q).
SinceM is finitely generated, we have that
M̂q ∼= (M ⊗A Â)⊗Â Âq
∼= M ⊗A Âq.
Since the map A→ Âq factors as A→ Ap → Âq, we have that
M ⊗A Âq ∼=M ⊗A Ap ⊗Ap Âq
∼=Mp ⊗Ap Âq.
SinceMp 6= 0, and as the map Ap → Âq is faithfully flat, we deduce that (M̂)q 6= 0. 
Here is the main result of this paper.
Theorem 4.2. Let A be a Cohen-Macaulay DG-ring, and suppose that
(4.3) Supp(Hinf(A)(A)) = Spec(H0(A)).
Let a¯1, . . . , a¯n ∈ H
0(A) be any finite sequence of elements. Then the Koszul complex
K = K(A; a¯1, . . . , a¯n) is a Cohen-Macaulay DG-ring.
Proof. Given p¯ ∈ Spec(H0(K)), we must show that Kp¯ is local-Cohen-Macaulay. Let q¯
be the inverse image of p¯ in H0(A). By Proposition 2.11, we know that
Kp¯ ∼= K(Aq¯; a¯1/1, . . . , a¯n/1).
Replacing A by Aq¯, we may thus assume without loss of generality that A is local. Let
us denote its maximal ideal by m¯. After replacing A by Aq¯, it is enough to show that
K = K(A; a¯1, . . . , a¯n) is local-Cohen-Macaulay. Moreover, if for some 1 ≤ i ≤ n,
a¯i /∈ m¯, thenKp¯ ∼= 0, so we might as well assume that a¯i ∈ m¯ for all 1 ≤ i ≤ n.
Letting n¯ denote the image of m¯ in H0(K), by [17, Proposition 4.6],K is local-Cohen-
Macaulay if and only if the derived completion LΛ(K, n¯) is local-Cohen-Macaulay. Let-
ting ̂¯a1, . . . , ̂¯an denote the images of a¯1, . . . , a¯n in the m¯-adic completion of H0(A), ac-
cording to Theorem 2.16,
LΛ(K, n¯) ∼= K(LΛ(A, m¯); ̂¯a1, . . . , ̂¯an).
We further note that by [17, Proposition 1.7], we have that inf(LΛ(A, m¯)) = inf(A), and
Hinf(A)(LΛ(A, m¯)) is equal to the m¯-adic completion of Hinf(A)(A). Hence, by Lemma
4.1, we see that
Supp(Hinf(LΛ(A,m¯))(LΛ(A, m¯))) = Spec(H0(LΛ(A, m¯))).
Hence, we may replace A by LΛ(A, m¯), so we may assume without loss of generality that
A is both local and derived m¯-adically complete.
By [15, Proposition 7.21], this implies that A has a dualizing DG-module. Let R be a
dualizing DG-module over A. Define D := RHomA(K,R). Since H0(A) → H0(K) is
surjective, by [19, Proposition 7.5], the DG-moduleD is a dualizing DG-module overK .
Hence, it is enough to show that amp(K) = amp(D).
To do this, we will explicitly compute these two numbers. Since K is a non-positive
DG-ring, we have that amp(K) = − inf(K). By Proposition 3.16, we know that
− inf(K) = n− depthA(I¯ , A),
and by Proposition 3.2 and Theorem 3.15, we have that
n− depthA(I¯ , A) = n−
(
seq. depthA(I¯ , A) + inf(A)
)
=
n−
(
dim(H0(A)− dim(H0(A)/I¯) + inf(A)
)
.
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It follows that
(4.4) amp(K) = n− dim(H0(A)) + dim(H0(A)/I¯)− inf(A).
To compute amp(D), we may forget its K-structure, and treat it as a DG-module over
A. Since by Proposition 2.10, K is compact over A, by [21, Theorem 14.1.22], we have
that
D = RHomA(K,R) ∼= RHomA(K,A)⊗
L
A R.
By Proposition 2.12, we see that
RHomA(K,A)⊗
L
A R
∼= K[−n]⊗LA R.
We deduce that amp(D) = amp(K ⊗LA R). To compute the latter, let us normalize R,
so that inf(R) = − dim(H0(A)). Since A is Cohen-Macaulay, we know that amp(R) =
amp(A), so that sup(R) = amp(A) − dim(H0(A)). It follows from Nakayama’s lemma
that
(4.5) sup(K ⊗LA R) = sup(R) = amp(A)− dim(H
0(A)),
while by Proposition 3.16, we have that
(4.6) inf(K ⊗LA R) = depthA(I¯ , R)− n.
By [19, Proposition 7.5], the complexRHomA(H0(A), R) is a dualizing complex over
H0(A), and by [15, Proposition 3.3], we know that
inf
(
RHomA(H
0(A), R)
)
= inf(R) = − dim(H0(A)).
It follows that RHomA(H0(A), R) is a normalized dualizing complex, in the sense of [18,
tag 0A7M], so by [18, tag 0A7N], the complex
RHomH0(A)(H
0(A)/I¯,RHomA(H
0(A), R)) ∼= RHomA(H
0(A)/I¯, R)
is a normalized dualizing complex over H0(A)/I¯ . This implies that
inf
(
RHomA(H
0(A)/I¯, R)
)
= − dim(H0(A)/I¯),
which, by definition, shows that
depthA(I¯ , R) = − dim(H
0(A)/I¯).
Combining this with (4.5) and (4.6), we obtain:
amp(D) = amp(K ⊗LA R) = sup(K ⊗
L
A R)− inf(K ⊗
L
A R) =
amp(A) − dim(H0(A)) −
(
depthA(I¯ , R)− n
)
=
amp(A) − dim(H0(A))−
(
− dim(H0(A)/I¯)− n
)
=
n− dim(H0(A)) + dim(H0(A)/I¯)− inf(A),
which is exactly (4.4), proving thatK is local-Cohen-Macaulay. 
As an important particular case of Theorem 4.2 we obtain:
Corollary 4.7. Let A be a Cohen-Macaulay ring, and let a1, . . . , an ∈ A be any finite
sequence of elements. Then the Koszul complex K = K(A; a1, . . . , an) is a Cohen-
Macaulay DG-ring.
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Remark 4.8. It is natural to ask if the assumption (4.3) is necessary in Theorem 4.2.
As Example 4.10 below shows, the theorem is false without this assumption. We further
remark that the proof of the theorem shows that one may assume slightly less, namely, it is
enough to assume that for any maximal ideal m¯ ∈ Spec(H0(A)), there is an equality
(4.9) Supp(Hinf(Am¯)(Am¯)) = Spec(H
0(Am¯)).
Since Am¯ is Cohen-Macaulay, by [17, Proposition 4.11], it holds that
dim(Hinf(Am¯)(Am¯)) = dim(H
0(Am¯)).
Hence, we deduce (for instance, by [17, Proposition 8.5]) that the condition (4.9) always
holds if for each m¯ ∈ Spec(H0(A)), the local ring H0(Am¯) has an irreducible spectrum;
equivalently, if every maximal ideal in H0(A) contains a unique minimal prime ideal. In
particular, this is the case if H0(A) contains a unique minimal prime ideal.
Example 4.10. As in Example 3.4, Let k be a field, let B = k[[x, y]]/(x · y), and let
M be the B-moduleM = B/(x) = k[[y]]. Consider again the trivial extension DG-ring
A = B ⋉M [2]. We saw that seq. depthA(A) ≥ 1, and as H
0(A) = B, we see that
dim(H0(A)) = 1, so that A is local-Cohen-Macaulay. The two non-maximal prime ideals
of A are p¯ = (x) and q¯ = (y), and both of them are of height 0, which implies by [17,
Proposition 4.8], that the localizations Ap¯ and Aq¯ are local-Cohen-Macaulay, so that A is
Cohen-Macaulay.
Consider the Koszul complexK = K(A; y). Then it holds that
K ∼= k[[x]] ⋉k[2].
Hence, every element of (x), the maximal ideal ofH0(K) is notK-regular, so we have that
seq. depthK(K) = 0, but dim(H
0(K)) = 1. It follows thatK is not Cohen-Macaulay.
Corollary 4.11. Let B be a commutative noetherian ring which is a quotient of a Cohen-
Macaulay ring. Then there exists a Cohen-Macaulay DG-ring A such that H0(A) ∼= B.
Proof. Let C be a Cohen-Macaulay ring, such that there is an ideal I ⊆ C with C/I ∼= B.
Assume I = (a1, . . . , an), Then by Theorem 4.2, A = K(C; a1, . . . , an) is a Cohen-
Macaulay DG-ring, and H0(A) = C/(a1, . . . , an) ∼= B. 
We finish this section with a corresponding result for Gorenstein DG-rings:
Theorem 4.12. Let A be a commutative noetherian DG-ring with bounded cohomology,
and let a¯1, . . . , a¯n ∈ H
0(A) be, such that (a¯1, . . . , a¯n) ⊆ H
0(A) is a proper ideal.
(1) If A is a Gorenstein DG-ring, thenK = K(A; a¯1, . . . , a¯n) is a Gorenstein DG-ring.
(2) Conversely, ifK(A; a¯1, . . . , a¯n) is a Gorenstein DG-ring, then for any
p¯ ∈ V (a¯1, . . . , a¯n) = {p¯ ∈ Spec(H
0(A)) | (a¯1, . . . , a¯n) ⊆ p¯},
the localization Ap¯ is a Gorenstein DG-ring.
(3) In particular, if (a¯1, . . . , a¯n) ⊆ rad(H
0(A)), then A is Gorenstein if and only if K is
Gorenstein.
Proof.
(1) Similarly to the proof of Theorem 4.2, using Proposition 2.11, we may reduce to the
case where (A, m¯) is a Gorenstein local DG-ring, and a¯1 . . . , a¯n ∈ m¯. Then A is a dualiz-
ing DG-module over itself, so by [19, Proposition 7.5], the DG-moduleRHomA(K,A) is
a dualizing DG-module overK , and since by Proposition 2.12 it is isomorphic to a shift of
K , we deduce thatK is Gorenstein.
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(2) Since any localization of the Gorenstein DG-ringK is Gorenstein, we may use Propo-
sition 2.11 to reduce to the case where (A, m¯) is a noetherian local DG-ring, and moreover
a¯1, . . . , a¯n ∈ m¯. Let us denote by n¯ the maximal ideal ofH0(K), and let k = H0(A)/m¯ =
H0(K)/n¯ be the residue field. Since K is Gorenstein, it is a dualizing DG-module over
itself, so by Proposition 2.12, the DG-module RHomA(K,A) is also a dualizing DG-
module over K . Hence, according to [9, Theorem II], there is an integer j ∈ Z, such
that
k[j] ∼= RHomK(k,RHomA(K,A)) ∼= RHomA(k, A),
which implies by [9, Theorem II] that A is a dualizing DG-module over itself, so that A is
Gorenstein.
(3) This follows from (1), (2), and the fact that the localization of a Gorenstein DG-ring is
Gorenstein.

Remark 4.13. As mentioned in the introduction, this result generalizes the main result of
[3], and [10, Theorem 4.9] in two different ways. First, we do not assume that A is local,
and second, we allow A to be a commutative DG-ring instead of a commutative ring.
Remark 4.14. In contrast with Theorem 4.12, the converse of Theorem 4.2 is false. In-
deed, if (A,m) is any noetherian local ring, and if (a1, . . . , an) is a system of parameters
of A, thenK = K(A; a1, . . . , an) satisfies
H0(K) = A/(a1, . . . , an)
and, by the definition of the notion of a system of parameters, the latter has Krull dimension
zero. By [17, Proposition 4.8], this implies that K is Cohen-Macaulay, but of course in
general A need not be Cohen-Macaulay.
5. APPLICATIONS TO FIBERS OF LOCAL HOMOMORPHISMS
Recall that if ϕ : (A,m) → (B, n) is a local homomorphism between noetherian local
rings, then its fiber ring, is the ring Fib(ϕ) = A/m⊗AB. One may derive this, and obtain
the homotopy fiber of ϕ, HFib(ϕ) := A/m⊗LA B. This is a noetherian local DG-ring.
This discussion generalizes to the case where B is a DG-ring. If (A,m) is a noetherian
local ring, and (B, n¯) is a noetherian local DG-ring, then a map of DG-rings ϕ : A → B
is called local if the induced map H0(ϕ) : A → H0(B) is a local homomorphism. In that
case, the homotopy fiber of ϕ is defined to be HFib(ϕ) := A/m ⊗LA B. Again, this is a
noetherian local DG-ring.
In [2], Avramov and Foxby introduced the notion of a Gorenstein local homomorphism,
and showed that a map ϕ : (A,m) → (B, n) of finite flat dimension between noetherian
local rings is Gorenstein if and only if the DG-ring HFib(ϕ) is Gorenstein. In particular,
this is the case if A and B are both Gorenstein.
We now obtain, as a corollary of Theorem 4.2, some analogues of this result in the
Cohen-Macaulay case.
Corollary 5.1. Let (A,m) be a regular local ring, let (B, n¯) be a Cohen-Macaulay local
DG-ring, and suppose that
Supp(Hinf(B)(B)) = Spec(H0(B)).
Let ϕ : A→ B be a local homomorphism of DG-rings. Then the homotopy fiber
HFib(ϕ) = A/m⊗LA B
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is a Cohen-Macaulay DG-ring.
Proof. SinceA is a regular local ring, we may find anA-regular sequence a1, . . . , an ∈ m,
such that (a1, . . . , an) = m. It follows that there is an isomorphism
A/m ∼= K(A; a1, . . . , an)
in D(A). Hence,
HFib(ϕ) = A/m⊗LA B
∼= K(A; a1, . . . , an)⊗
L
A B
∼= K(B; b¯1, . . . , b¯n),
where we have set b¯i = H0(ϕ)(ai) ∈ n¯. Since B is Cohen-Macaulay, by Theorem 4.2, we
deduce that HFib(ϕ) is a Cohen-Macaulay DG-ring. 
In the special case where B is a ring, we obtain:
Corollary 5.2. Let ϕ : (A,m) → (B, n) be a local homomorphism between noetherian
local rings, such that A is regular and B is Cohen-Macaulay. Then the homotopy fiber
HFib(ϕ) = A/m⊗LA B
is a Cohen-Macaulay DG-ring.
In geometric language, this application may be stated as:
Corollary 5.3. Let f : X → Y be a morphism of schemes, and assume that X is Cohen-
Macaulay and that Y is nonsingular. Then the homotopy fiber of f at every point is a
Cohen-Macaulay DG-ring.
Our final application is a generalization of the miracle flatness theorem. Below, for a
complexM over a ring A, we denote by flat dimA(M) the flat dimension of M over A.
Recall that if ϕ : (A,m) → (B, n) is a local map between noetherian local rings, if A is
regular andB is Cohen-Macaulay, then the miracle flatness theorem ([12, Theorem 23.1]),
states that ϕ is flat if and only if
dim(B) = dim(A) + dim(Fib(ϕ)) = dim(A) + dim(B/mB).
Corollary 5.4. Let (A,m) be a regular local ring, let (B, n¯) be a Cohen-Macaulay local
DG-ring, with B0 being noetherian, and suppose that
Supp(Hinf(B)(B)) = Spec(H0(B)).
Let ϕ : A→ B be a local homomorphism of DG-rings. Then there is an equality
flat dimA(B) = dim(A) − dim(H
0(B)) + dim
(
H0(HFib(ϕ))
)
− inf(B) =
dim(A)− dim(H0(B)) + dim
(
H0(B)/mH0(B)
)
+ amp(B).
Proof. As in the proof of Corollary 5.1, let a1, . . . , an be an A-regular sequence that gen-
erates m, so that
HFib(ϕ) = A/m⊗LA B
∼= K(B; b¯1, . . . , b¯n),
where b¯i = H0(ϕ)(ai) ∈ n¯. Because B0 is noetherian, we may deduce from [1, Proposi-
tion 5.5(F)] that
flat dimA(B) = sup{j | Tor
A
j (A/m, B) 6= 0},
and by the above, this is exactly amp(K(B; b¯1, . . . , b¯n)). According to (4.4), we have that
amp(K(B; b¯1, . . . , b¯n)) = n− dim(H
0(B)) + dim(H0(B)/mH0(B))− inf(B),
so the result follows from the observation that n = dim(A). 
In the particular case where B is a ring, we obtain:
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Corollary 5.5. Let ϕ : (A,m) → (B, n) be a local homomorphism between noetherian
local rings, such that A is regular and B is Cohen-Macaulay. Then there is an equality
flat dimA(B) = dim(A)− dim(B) + dim(B/mB).
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