On the edge-colouring property for the hereditary closure of a complete uniform hypergraph by Brouwer, A.E. (Andries)
stichting 
mathematisch 
centrum 
AFDELING ZUIVERE WISKUNDE 
(DEPARTMENT OF PURE MATHEMATICS) 
A.E. BROUWER 
zw 95/77 
ON THE EDGE-COLOURING PROPERTY FOR THE HEREDITARY 
CLOSURE OF A COMPLETE UNIFORM HYPERGRAPH 
~ 
MC 
APRIL 
2e boerhaavestraat 49 amsterdam 
PILin:ted at :the Ma:thema.Uc.ai. CentJc.e, 49, 2e BoeJr.ha.a.vu.tJw.a;t, Am.6:teJtdam. 
The Mathema.Uc.ai. CentJr.e, 6ou.nded :the 11-:th 06 FebJtu.all.y 1946, ,i,i, a non-
pJto6U .in.6-ti:tu.tlon cwn.ing at :the pMmoUon 06 pUILe mathema.Uc.6 and .lt6 
appUc.a.t.ion.6. Lt h, -0pon60Jted by :the Ne:thettla.n.d6 GoveJtnmen:t :th.Jtou.gh :the 
Ne.t.hettla.n.d6 OJLgan.iza-ti.on l,oJt :the Advanc.emen:t ol, PU/Le RueaJLc.h (Z.W.O). 
AMS(MOS) subject classification scheme (1970): OSAIO, 05B30 
On the edge-colouring property for the hereditary closure of a complete 
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by 
A.E. Brouwer 
ABSTRACT 
We show that the collection of subsets of cardinality at most h of 
a fixed set of cardinality n does not possess a parallelism (I-factorization) 
whenever n # 0 or -1 (mod h) and n > 2h. Also some positive results are 
given. 
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0. INTRODUCTION 
Let x be some fixed set of n elements. Let for H c {0,1, •••• ,n} 
KH denote the hypergraph (x,E) with vertex set x and collection of edges 
n 
E = {y c xi I YI E H}. 
(Since we never need symbols for the vertices of a hypergraph, but 
do use collections of collections of edges, we denote sets of vertices by 
lower case symbols, sets of edges by capitals and collections of sets of 
edges with upper case script letters.) 
h will always denote the largest element of H (if any). When H = {h} 
we write Kh instead of K{h}, the complete h-uniform hypergraph on n vertices. 
n n 
When H = {0,1, •..• ,h} then, following BERGE & JOHNSON, we write ~h for KH, 
.n n 
the hereditary closure of the complete h-uniform hypergraph on n vertices. 
BARANYAI [I] proved that Kh has a I-factorization if£ bin. BERMOND, 
n 
BERGE and JOHNSON then considered the case of ~h. Their results are as 
n 
follows ([2],[3]): 
Write n = kh + l (0 s l s h-1), then 
(i) if h s 2 Ah I-factorization, K has a 
n 
(ii) A3 has I-factorization if£ n t (mod 3) = 4, K a or n 
n 
(iii) A4 has a I-factorization if£ 0 or 3 (mod 4) 6, K n 
-
or n s 
n 
(iv) Ah has I-factorization if l 0 and k 2 h-I, K a = n 
(v) Ah does not have I-factorization when h 2 3 and K a 
n 
a) n * IO, h = 5 
b) k 2 3, l = h-2 
c) k = 2, s l s h-3 
d) k sufficiently large, s .e. s h-3. 
Here we prove: 
(vi) Let k 1. Ah has a I f ' . 'ff ~-I has. = Then ~+.f. - actorization 1· +.f. 
(vii) Let k 2, l o. Ah I-factorization if£ k 2 h-2. 2 = Then K has a n 
(viii) Let k 2, ls h-2. Then Ah does not have a I-factorization. 2 s K 
n 
(ix) Let k 2 2, .e. = h-1. 
2 
Ah . 
a) If K has a l-f;1ctorization then n ~ {h(h-2)-1, i.e., k ~ !h-2. 
n 
b) If k ::: h-~ ,lr if (k '· !h-2 and h is even) 
Ah 
then K has ;i I-factorization. 
n 
Many results are given for mnre gt'neral H. 
All the existence results follow from BARANYAI's theorem [I] which 
' A3 
roughly says that a I-factorization exists iff the numbers fit. E.g. K8 is 
I-factorizable since(~)= 8, (~) = 28, (~) = 56 and· one can imagine a 
I-factorization consisting of 
I-factor containing 8 singletons 
and 28 I-factors each containing 2 triples and pair. 
A3 
On the other hand, as was remarked by R.M. WILSON, K7 is not I-factorizable 
since Ci)= 7, (~) = 21, (~) = 35, and any I-factor not containing a single-
ton must contain 2 pairs and a triple so that there are at most 10 triples 
in a I-factor without singleton and at most 14 triples in a I-factor with 
singleton, which leaves II triples not in any I-factor. 
For precise statements of BARANYAI's theorem see [I],[2] and [3]. 
All the non-existence results are proved with the following argument: 
H Let F be a I-factorization of K. For each I-factor PE F let 
n 
n(g) = Up(g) = !{a E Pl lal = g}I. Suppose that 
PE F we have la. n(i) ~ n(q). Then it follows 
l. 
q EH and that for each 
that (n) ~ 2,a(i) (~). q -1. l. 
Using inequalities on binomial coefficients we then derive a contradiction. 
I. NEGATIVE RESULTS 
Ah 
In this section we prove that K does not have the edge colouring 
n 
property 
if n = kh + l, ~ l ~ h-2, k ~ 2 
or if n = kh - I ' 3 ~ k ~ !(h-3) 
or if n = kh, 3 ~ k ~ h-3. 
First two lennnata: 
LEMMA 1. Let n ~ kh- I and g ~ h. Then (n) ~ (k- I ) g-h (~) . g 
PROOF. Use induction on h-g. If g = h then the lennna is true. Next 
provides the induction step. D 
LEMMA 2. Let n ~ 2h. Then 
h-1 h 
l (~) < n-2h+l (~). 
i=O 
find (h n.) :s; PROOF. As before we 
-J 
h-1 00 j 
I n I h (.) < (n-h+l) 
i=O l. j=I 
3 
h J (n) so that (n-h+l) h 
n h 
(h) = n-2h+l 
n (h). • 
THEOREM I. Let n = kh+l, k ~ 3, I 
colouring property. 
H 
:s; l :s; h-2. Then K does not have the edge 
n 
H PROOF. Suppose K has the e.c.p., i.e., there is a collection of partitions 
n 
of an n-set containing all the g-subsets of this n-set for all g EH. 
(Note that we use the words 'partition' and 'I-factor' as synonyms.) 
Each partition contains at least one l-set or at least two other small 
sets, i.e., 
h-1 
(nh) < __ 21k \ (n) lk(n) l i + 2 l . 
i=I 
Using lennna's and 2 we find 
< ½k(-1- + I ) 
k-2 (k-1) 2 • 
so that k :s; 4. 
Now suppose l = h-2, n = (k+l)h-2. In the same way we find 
I 
:s; !k(----- + 2), 
k-1-(1/h) (k-1) 
which implies k = 3 since h ~ 3. 
On the other hand, if l :s; h-3 then we argue that each partition either 
contains at least one g-set for some g :s; h-2 or at least (h-l) (h-1)-sets, 
and it follows that 
h-2 
(n) < k , (n.) + max(O, n-(h-l)(h-1) ( n )) 
h - l 1. h(h-l) h-1 ' i=I 
4 
hence 
n-h+l < k- h-1 (O k+i 1 ) 
h n-2h+3 + max ' h-l -i ' 
k -
which again implies k = 3. 
Now let n = 3h+L If .e. s h-5 then a partition cannot contain only h-sets 
and (h-1)-sets, i.e. we have 
k-2 
(n) < 3 , (n) 3(n) I( n h -z i~I i +2l +2l+I). 
[Note that if a partition contains 3 h-sets then it contains either an l-
set or at least two smaller sets; if a partition contains 2 h-sets then it 
contains at least two g-sets with gs h-2 unless it is n = h+h+(h-1) + (l+I).J 
It follows that 
n-h+l 3 h-1 3 -4 I -3 
--- < - -,--..,... + -2(k-l) + -2(k-l) , h 2 n-2h+3 
3 3 I 2 < 2 + 32 + T6 , 
a contradiction. 
Finally, if n = 3h+l and h-4 s ls h-2 then from 
h-2 (n) s l , (~) 3(n) I( n) + (k+l _ I)( n) 
h 2 i~l l. + 2 l + 2 l+l h-l h-1 
we find 
n-h+l < 1_ h-1 + lck-1)-(h-l-I)+ .!.(k-1)-(h-l-2)+ cA _ I) 
h - 2 n-2h+3 2 2 h-~ 
so that if l' = h-l: 
l'-1 3 3 3 4 · 
3
- -h- s 4 + --z, + l' -1 + F - 1 , 
2 2 
a contradiction for l' ~ 3. The case l' = 2 is settled by observing that 
I n in this case the term 2 (l+l) can be dropped, i.e. 
8 l'-1 3 3 4 } s 3- -h- s 4 + 4 + 2 
a contradiction. 0 
5 
=z• 
THEOREM 2. Let n = kh, 3 
edge co Zouring property. 
:,; k:,; h-3. Then if (h-1) E: H KH does not ha,ve the 
n 
5 
PROOF. A partition containing (h-1)-sets contains either a g-set with g:,; k 
or at least two g-sets with k+l:,; g:,; h-2 (for: n = kh = k(h-1) + k). 
Hence 
so 
k h-2 
(. n) < ~ r (~) + ~ r 
'h-1 - 2 l 2 l 
. I 1 . I 1= 1= 
n (.), 
1 
< ,i k+l . (k-1 )-(h-k-2) 
- 2 . n-2k+l 
k 
+-2 
hence, since h-2 ~ k+I: 
k k+I I I 
I :,; 2 . (k+ I ) k- I ' k-1 + 2 
k 
k-2 ' 
h-1 
n-2h+3 
a contradiction for k ~ 5. Therefore k :,; 4. Returning to (I) we find for 
k = 4: 
< J..Q_ I h-1 
- n-9 . 3 + 2 . 2h+3 ' 
_I_< 2 
2h+3 - 3(n-9) ' 
12h-27:,; 4h+6, 
h :o; 4, 
a contradiction. 
For k -- 3 we find 
hence, since h ~ 6, 
4 (n) 4 ( n) 3(n) t1+3 5 :,; h+3 h-1 :,; 3 = 3 4 5 (n) 
· n-3 · n-4 5 ' 
(h-1)(3h-4):,; 5(h+3), 
h < 5. 
a contradiction. D 
( I ) 
6 
H THEOREM 3. Let n = kh-1, 3 $ k $ !(h~3). Then if h-2 EH K does not have 
n 
the edge-colouring property. 
PROOF. Consider the partitions containing (h-2)-sets. Since n = k(h,-2) + (Zk-1) 
and 2k-1 $ h-4 each such partition contains at most k (h-2)-sets. Moreover, 
such a partition cannot contain only h, (h-1) or (h-2)-sets since 
n =ah+ b(h-1) + c(h-2) 
implies 
b + 2c 
-
1 (mod h), 
b + C $ k, 
b + 2c $ 2k < h, 
b + 2c = 1 ' 
C = o. 
If a partition contains only one small set, say of sizes, then 
n =ah+ b(h-1) + c(h-2) + s 
b + 2c - 1 + s (mod h) 
and again it follows from 2k+l < h that 
b + 2c = + s, 
s $ 2k-1 $ h-4. 
Hence 
k 2k n 
$ 2 . n-4k+ 1 (2k) 
k h-2 
+-2 'n-2h+5 
n (h-2) ••••••••.•••••••••• (Z) 
so that 
(1 -~.k~2) $}. h=4. (k-1)-(h-2-Zk) $½ "(k~l)' 
i.e., 
k $ 4. 
k h-2 2h-4 
R:turni~g to_ (!~ 1~e find fork= 4 that 2 • n-Zh+S = Zh+4 = 
h+Z $ h-4 · 3 ( ) , a contradiction since h ~ 2k+3 = 11. 
4 
- h+Z so that 
7 
Finally, let k = 3, n = 3h-I, h 2: 9. By the usual arguments we find 
n n n (n) + I cr.1) + I c:1) (3) (h-2) $ <1) + <2) + 5 
. h+2 1 '< 2h+I 1 1$-2- 1--3-
[as follows: If a partition contains 3 (h-2)-sets then by n = 3(h-2)+5 it 
also contains a g-set for g = 1,2 or 5. If a partition contains 2 (h-2)-sets 
h+3 then by n = 2(h-2) + (h+3) it also contains a g-set for some g $ - 2-, and 
. h+3 h . . 2 (h+3) if it does not contain a g-set for some g < - 2- ten it contains - 2- -
sets. Finally if it contains only one (h-2)-set and it does not contain a 
f h+3 h · . 1 h h d 1 g-set or g $ - 2- ten it contains exact y tree ot er sets, an at east 
. 2h+I 
one of them has size$ - 3- .] 
2h+4 Estimating roughly we find for g = ---L 3 J 
so that 
( n) , (n.) h-2 $ 3 l 
'< 2h+I 1 LL-3-J 
2h+4 h-2 \-3-J+ I, 
h $ IO. 
$ 3 g (n) < ( n ) 
• n-2g+I g g+l 
But for h = 9,10 it can be verified directly that (3) is contradictory. D 
THEOREM 4. Let n = 2h+l, I 
ring property. 
$ l $ h-2. Then KH does not have the edge-colou-
n 
PROOF. The case l f h-2 of this theorem is due to JOHNSON [3]. We give 
however a shorter direct proof. For l $ h-3 ws find as usual: 
(n, I c:1) n h' $ + Cl) 
. h+l 1 1<-
- 2 
h+l +I n 
2 ( \ < 
\U (h+l+2) J/ n-(h+l)+I 
8 
n , 
<,e_)' 
( n n-l ( n n-l (n) ( n ·) 2 h.- I ) = h h- I ) :;::; l + I .t = l + I ' 
h-I < l+I, 
l > h-2, 
a contradiction. 
For l = h-2, n = 3h-2 the slightly refined estimate 
(n) 
h 
:;::; 
= 
works: 
I <~) I { n '\ n + 2 \½(h+l)} + (l) 
. h+l 1 
1<--2 
I (~) 1 + ½ (h~I) + (h~2) 
i:;::;h-2 
h-I 
:;::; (n-2h+3 
I 
+-2 
2h-I 
-h-
h-I I h-I 
:;::; h+I + ·2 + 2h 
2 - .!. < h -
2 
k+I 
I 
:;::; 2h ' 
4h :;::; h+I, 
h-1 n 
+ n-h+2)(h-I)' 
a contradiction. D 
2. THE CASE k = 1 
THEOREM 5. Let O < l:;::; h. Then ~+l has a I-factorization if and only if 
Al-I 
~+l has one. 
PROOF. Given a I-factorization 
a c x, l ~ !al :;::; h to obtain a 
that Fis a I-factorization of 
Al-I 
of K_- 0 , add the I-factors {a,x\a} for all 
-n+,{, Ah 
I-factorization of re- 0 • Conversely, suppose Ah -n+,{, 
~+.e. with :naximum number of I-factors of the 
9 
form {a,x\a}. Let a c x, l ~ lal ~ h. If the I-factor P1 containing a 
is not {a,x\a}, but, say, {a,a 1, ••• ,ar} and the I-factor P2 containing x\a 
is {x\a,b 1, ... ,bs}, then 
is a I-factorization containing one more pair of complementary sets, a 
contradiction. Hence F contains all complementary pairs {a,x\a} for a c x, 
l ~ lal ~ h and removing these yields a 1-factoriz~tion of ~~l- 0 
REMARK. Of course~ is I-factorizable. This theorem settles the case k = I, 
and provides some information for the case k = 2, l = 0: 
COROLLARY 1. i~h is 1-factor>izable iff h ~ 4. 
Ah 
PROOF. By (i),(ii),(iii) of the introduction it suffices to show that K2h 
is not I-factorizable for h ~ 5. By the above theorem this is equivalent 
Ab 
to showing that K2h+2 is not I-factorizable for h ~ 4, which follows from 
theorem 4. D 
Ab 
COROLLARY 2. K2h-l is I-factorizable iff h ~ 6. 
Ab Ah-2 
PROOF. K2h-l is I-factorizable iff K2h-l is. But 2h-1 = 2(h-2)+3 hence 
~~h:l is not I-factorizable for h ~ 7 by theorem 4. But by (i)-(iii) of 
the introduction we see the I-factorizability for h ~ 6. 0 
3. POSITIVE RESULTS 
Although not mentioned in all cases we sometimes assume k ~ 3 (which 
we may by theorems 4,5 and corollaries 1,2). 
THEOREM 6. Let n = hk and k ~ h-1. Then KH is I-factorizable. 
n 
PROOF. Use I-factors of the form 
I 0 
f H\{h} I d d 11 d (h,g) (n) or g E . nor er to accomo ate a g-sets we nee _......,__ =: h g 
such I-factors for each g, and 
I /(n) ,~ 
k \ h - l gEH 
g,'h 
(h,g) 
h 
(n) (k g )\ -· N g • - (h,g) ) -. h 
I-factors of the type n = k*h are needed for the remaining h-sets. 
By Baranyai's theorem this setup will produce a solution iff 
(i) 
(ii) 
(iii) 
N is integral for each g EH g 
N ~ 0 for each g EH 
g g 
k? (h,g) for each g EH. 
Ad (i): if (h,g) =ah+ bg for some integers a and b, then 
N g 
is integral. Concerning Nh, since (:) = k(~=!) 
N = (n-1) _ , (N _ (n-1)) 
= k(n-l) we find that g-1 
h h-1 l g g-1 gEH 
g,'h 
is also integral. 
Ad (l.·1.·).· s1.·nce Ng~ 21(ng) f h · ff. h or g < 1.t su 1.ces to prove tat 
But 
and fork ~ 
h-1 (:) ~ L ½<n)(k-1). 
g=O g 
h-1 h L (n) n ~ n-2h+I (h), g=O g 
3 we indeed have 
I h I k-1 
-2 (k-1). -- < - - < I n-2h+I 2 k-2 - . 
(Fork= 2 one may verify directly that Nh ~ O, or appeal to corollary I.) 
Ad (iii): Since k ~ h-1 it follows irmnediately that ( g ) ~ g ~ h-1 ~ k. D h,g 
In fact we proved the more general 
THEOREM 6A. Let n = hk and let for each g EH 
1-factorizabte. • 
k ~ g . Then KH is (h,g) n 
COROLLARY 3. Leth be even and H 
Then KH is 1--factorizable. • 
n 
l 
= {0,2,4, ... ,h} 3 and let k ~ 2 (h-2). 
Ah 
THEOREM 7. Let n = hk-1 and k ~ h-1. Then K is I-factorizable. 
n 
This theorem is an immediate consequence of theorem 6 and the following 
proposition: 
PROPOSITION 1. Let H c { 1,2, ... ,n} be such that j E H - j-1 i H. Let 
H H'. H' = {j I j EH or (j+l) EH}. Then if K 1 is I-factorizable, K ~s I-n+ n 
factorizable also. 
I I 
PROOF. Let x 11 = x u { 00 } be some set of n+l elements. Given a I-factorization 
H 
of K. (with vertex set x'), remove the point 00 from each set containing it. 
n+l H' This yields a I-factorization of K D 
n 
Ah 
THEOREM 8. Let n = h(h-2). Then K is I-factorizable. 
n 
Ah h Ah-1 PROOF. Observe that K = K u K , 
Ah-I n n n 
where Kh is I-factorizable since hin, 
n 
since n = (h-1) 2-1. and K is JI-factorizable by theorem 7 
n 
THEOREM 9. Let n = h(h-2)-1. Then ~his I-factorizable. 
n 
• 
Ah "Kh u Kh-1) u KAh-2 PROOF. K = , 
n ' n n n 
is I-factorizable by proposition I and theo~ 
rem 7 since n = (h-2)h-l. 0 
Ah 
THEOREM 10. Let n = kh - I, where h is even and k ~ ½ h-1. Then K is I-
n 
factorizable. 
PROOF. follows immediately from corollary 3 and proposition I. 0 
What remains to be proved is 
Let n == kh-1 where his odd, k ~ 3, and ½(h-1) :::; k:::; h-3. 
Ah 
Then K is I-factorizable. 
n 
12 
This 1s surely true, but I was unable to find a conclusive argument. 
Some partial results follow: 
- Note that ih is I-factorizable so that it suffices to find a 1-factori-
Hn 
zation for K where 
n 
- Leth= 2k+I so 
H = {k+l,k+2, ... ,h}. 
2 that n = kh-1 = 2k +k-1 = (k+1)(2k-1) = (k+I )(h-2). 
A I-factorization of KH is obtained as follows: 
n 
Let k+I ~ g ~ h-3. Ifs:= (g,h-2) > I then put the g-sets into I-factors 
looking like 
n = (k+l - li) * (h-2) + h-Z * g. 
s s 
. g h-3 · Note that the coefficients are integral and positive since 8 ~ - 2- = k-1 < k+J. 
The number N of I-factors of this type is h~Z (n) which is integral also. g g 
If (g,h-2) = I we use N' I-factors of the type g 
n = (h-2-g) * (h-1) + (k+2+g-h) * (h-2) + I * g 
and N" I-factors of the type g 
n = (h-2-g) * h + (k+l+g-h) * (h-2) + 2 * g. 
Again all coefficients are integral and positive. We shall choose 
N~ = (k-1).N~ so that N~ = Zk~I (;), which is integral since (g,2k-l) = I. 
The remaining (h-2)-sets are put into I-factors of the type 
n = (k+I) * (h-2), 
of which we need 
I 
g 
(g,h-2)>1 
(k+l)(h-2)(n-l) so that 
g g-1 
N = (n-1) _ 
h-2 h-3 I g 
(g,h-2)>1 
(h+I+ ~) N 
. s g - I 
g 
(g,h-2)=1 
(k(k+l+g-h)+l)N'). 
g/ 
l 
g 
( n-I \ \ (k+g-h+2)N~ - (g-l)) 
(g,h-2)=1 
l 
which is integral. It is also positive, for (k+l- ~) _s_ < - k and I s h-2 3 
(k(k+l+g-h)+l). Zk-l < ½(k-1) so that it suffices to show that 
h-3 
(h~2) ~ !(k-1) l 
g=l 
which is true by lemma 2. 
Finally we put the remaining h- and (h-1)-sets into I-factors of the type 
n = (h-1) * h +I* (h-1). 
d d . (n)/( n ) n-h+I -- k-1 d N"/N' k I h . In ee, since h h-l = h an g g = - , t ese sets remain 
in proportion (k-1): I. The number of such I-factors is 
Nh-1 = (h~l) - l (h-Z-g)N' 
(g,h-2)=1 g 
which is integral and positive since h-Z-g < I and 2k-l 
This proves 
13 
THEOREM II. Let n = (k+l)(2k-1) = k(2k+l)-l. Then iZk+l is I-factorizable. 
n 
having settled one extreme of the interval !(k-1) ~ k ~ h-3, we proceed 
to the other one. 
- Leth k+3 so that n = kh-1 2 Observing = = k +3k-1. that 
(n,h-2) = (2k-1, k+ I) = (3,k+ 1) we distinguish the cases (n,h-2) = I and 
(n,h-2) = 3. In the first case we need only h ~ k+3, h odd. If (n,h-2) 
then use the partitions 
n = (k-1) * h + * (h-1) 
n = (2k+l-h) 2 * h + (h+I) * 2 (h-2) 
n = (2k+l-h) * (h-1) + (h-k) * (h-2) 
each N1 resp. N2 resp. N3 times. 
= 
Since (~)/(h~I) = k-1 we need N2/N3 = 2(k-l) and it follows that in order 
. {h-2 h-1 h} to factorize K ' ' we need 
n 
14 
N1 ~ 0 since k ~ h-3, so we proved: 
PROPOSITION 2. Let n = kh-1, h odd, 3 ~ k ~ h-3, H = {h-2,h-1,h}. Then 
K= is I-factorizable if nl(h~2), hence in paritcular if (n,h-2) = I. 
If (n,h-2) = 3 we use the partitions 
n = (k-1) * h + I * (h-1) 
n = (2k+l-h) 2 * h + (h+I) * 2 (h-2) 
2k-1-h (h-1) n = ( 2 ) 
* h + 2 * (h-1) + * (h-2) 2 
n k-3 h-5 3 n 
with frequencies N1 = (h-l) - 2N3, N2 = - 2-N, N3 = - 6-N where N = n(h_2). 
h-3 h-5 Note that his odd and congruent 2 mod 3 so that - 2- and - 6- are integers. 
Also N is integral because if 3 = (n,h-2) =an+ b(h-2) for some integers 
n n- I h+ I h- I I 2 n 
a and b then N = :(h_2) + ~~h-3). Ne~:7 (-2-)N2 + (-2-)N3 = 3 (h -3h-1 )N-= (h_2) 
and N1 + 2N3 = (h-l) and (-,f-) * ~+- (-2-) * N3 = ½(h-4) (h-5) N = 2(k-1 )N3 
so that the last two types of partition contain the right proportion of 
(h-1)- and h-sets. Finally N1 ~ 0, which proves 
"h THEOREM 12. Let n = h(h-3)-1, h odd, h ~ 5. Then K is I-factorizable. 
n 
What remains to be proved is the I-factorizability of ih for h odd, 
n 
n = kh-1, k ~ 3, ~(h+I) ~ k ~ h-4. Continuing as above it is easy enough 
to do some more special cases, but I see no general way of treating all 
values of k for a given hat the same time. The difficulty is that just as 
in the case above (k=h-3) one has to distinguish subcases according to the 
divisibility properties of binomial coefficients (hn.), i = 0,1,2, ..•• 
-1. 
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