+
and Cl -) were added to the solvent box using the Autoionize module of VMD 1.8.6, such that the system was neutralized and the effective NaCl concentration in the solvent was 50 mM.
Initial energy minimizations were performed using the conjugate gradient algorithm of NAMD. Minimization was performed for 5000 steps with harmonic position restraints on the protein backbone (force constant of 300.0 kcal/mol·Å 2 ), followed by an additional 2000 steps without restraints. During minimization, a cutoff of 15 Å was utilized for all non-bonded energy calculations. Electrostatic interactions beyond the cutoff distance were computed using the Particle Mesh Ewald (PME) algorithm, with a tolerance of 10 -6 and a maximum grid spacing of 1.0 Å. Molecular dynamics simulations were then performed under periodic boundary conditions, beginning from the energy-minimized initial structures. A time-step of 1.0 fs was implemented throughout the simulations. All water molecules were constrained to their equilibrium geometries using the SETTLE algorithm and all covalent bonds to hydrogen were constrained using the SHAKE algorithm. A cutoff of 12 Å with PME implementation was utilized for non-bonded energy calculations during the simulations. Short-range non-bonded and long-range electrostatic interactions were evaluated every 2.0 fs and 4.0 fs, respectively, using the RESPA multiple timestep integrator. All minimizations and simulations were executed on a 2.83 GHz octuple-core Xeon cluster, using 56 CPUs per run.
The structures were heated linearly from 0 K to 307 K over 200 ps at constant volume, using the velocity reassignment protocol of NAMD. The heated structures were then simulated at 307 K and constant volume (NVE ensemble) for another 1.0 ns, to allow a period of temperature equilibration prior to introducing pressure regulation. Next, the structures were simulated at a constant temperature and pressure (NPT ensemble) for 1.0 ns, to allow a period of temperature and pressure equilibration prior to the NPT production run. A constant temperature of 307 K was maintained using the Langevin dynamics algorithm, with a Langevin damping coefficient of 1.0 ps -1
. A constant pressure of 1 atm (1.01325 bar) was maintained using the Nosé-Hoover Langevin piston method, with a barostat oscillation period of 200.0 fs and a barostat damping time scale of 100.0 fs. Throughout the heating and equilibration runs, weak harmonic position restraints were imposed on the protein backbone (force constant of 5.0 S3 kcal/mol·Å 2 ), to permit equilibration of the protein side chains and solvent without altering the protein backbone. Finally, production-run simulations were performed at a constant temperature and pressure (NPT ensemble) without restraints. These runs were executed for 110 ns, in order to obtain a 100 ns trajectory for analysis, while allowing for a final unrestrained equilibration period of 10 ns before the 100 ns trajectory. A constant temperature and pressure were maintained using the NPT protocol described above. During the production runs, structures were saved every 10000 timesteps (i.e. every 10.0 ps) for subsequent analysis.
Principal Component and Procrustean Rotation Analysis: Assessment of Differences in the Amplitudes of Inter-Residue Distance Fluctuations -To examine patterns in the amplitudes of inter-residue distance fluctuations within the EPAC2 construct, and how these patterns compare between simulated states of the construct, a Procrustean rotation analysis was performed on the MD trajectories. In this method, a principal component analysis is first performed on structures obtained from each simulation to be used for comparison, with inter-α-carbon distances as input variables (S2). The resulting principal component (PC) vectors are computed such that they optimally describe the patterns of fluctuation within the peptide structures, and how the fluctuation is distributed among the inter-α-carbon distances. The analysis is performed on inter-α-carbon distances because such variables have been previously shown to be the most reliable protein backbone structure descriptors for use in PC calculations. Following computation of the PC vectors, a comparison of two simulations is performed by orthogonal Procrustean rotation, followed by computation of factor loading deviations to examine differences in the amplitudes of inter-α-carbon distance fluctuations.
The analysis procedure starts with an (M x N) matrix of all M inter-α-carbon distances to be examined, for each of the N structures obtained from a simulation of interest (S2). The distance fluctuations in this matrix are then centered relative to the respective mean and normalized in accordance with the standard deviation values of each distance:
where dist i,k is the i th inter-α-carbon distance from the k th structure; Ndist i,k is the corresponding normalized inter-α-carbon distance; and <dist i > and S dist(i) are the mean and standard deviation, respectively, of the i th inter-α-carbon distance across all N structures. From the normalized distance matrix, an (M x M) correlation matrix R is computed as follows:
where R i,j is the computed correlation coefficient for the i th and j th inter-α-carbon distances; and Ndist i,k is the i th normalized inter-α-carbon distance from the k th structure (S2). The computed matrix R is then loaded into the PDSYEVX routine of the ScaLAPACK software package for diagonalization. The (M x M) matrix U, which contains M normalized eigenvectors, diagonalizes matrix R as follows:
where U T is the transpose of matrix U and Λ is a diagonal matrix that contains the corresponding eigenvalues. The eigenvalues and eigenvectors computed by PDSYEVX are sorted in order of decreasing eigenvalue and the first P eigenvalues and eigenvectors are selected for subsequent processing. The P selected eigenvectors are then scaled according to the respective eigenvalues to obtain an (M x P) matrix of principal component (PC) vectors called Fac:
where Fac i,j is the factor loading for the i th inter-α-carbon distance and j th PC; and U i,j and λ j are the corresponding eigenvector and eigenvalue (S2).
Once the principal component (PC) vectors have been obtained for two simulations of interest (e.g. for Wt-Apo and Mutant-Apo), a Procrustean rotation is used to rotate the P selected PC vectors from one simulation such that they optimally superimpose onto those from the other simulation (S2). An optimal superposition is deemed to have been achieved when the following minimization criterion has been met:
where Rot i,j 2 is the Procrustean-rotated squared factor loading computed from one simulation for the i th inter-α-carbon distance and j th PC; and Tar i,j 2 is the corresponding un-rotated squared factor loading computed from the other simulation, to which the first simulation is to be compared. Such rotation ensures that when differences between the simulations are subsequently computed, the two data sets will be positioned in comparable reference frames in multidimensional space.
The analysis was carried out using a Fortran-based software package, in which the PC calculations were performed with SHARCNET's AMD ScaLAPACK library (S2). All analyses S5 were performed on residues 310-462 of the EPAC2 construct, in order to exclude C-terminal conformational fluctuations that could obscure results of interest in the CBD. In addition, a total of 100 PCs were utilized from each simulation, as these PCs captured 80-90 % of the total inter-α-carbon distance variance from the simulations. All PC calculations were run on 16 CPUs of a 2.2 GHz quad-core Opteron computer system at SHARCNET, and the subsequent Procrustean rotations were run as single-CPU routines. The resulting squared factor loadings were used to compute the factor loading deviation for each inter-α-carbon distance as follows:
where
and Tar i,j 2 are defined as above and the sum of differences is computed across all 100 PCs selected for the analysis. Finally, the factor loading deviations were plotted as twodimensional graphs, which display differences in the amplitudes of backbone structure fluctuations for all pairs of α-carbon atoms examined -i.e. on a per-inter-α-carbon-distance basis. A reduced L models a shift of the apo auto-inhibitory equilibrium towards activation, similarly to what is observed through the NMR projection analysis for the Q270A and the E308A CBD mutants (Figure 7) . Overall, a shift of the auto-inhibitory equilibrium towards activation results in decreased AC 50 and increased k max values (grey arrows), as also observed experimentally for the Q270A and the E308A CBD mutants (Table S2 ). 
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