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Abstract 
Writing analytics has emerged as a sub-field of learning analytics, with applications including the provision of 
formative feedback to students in developing their writing capacities. Rhetorical markers in writing have become a 
key feature in this feedback, with a number of tools being developed across research and teaching contexts. 
However, there is no shared corpus of texts annotated by these tools, nor is it clear how the tool annotations 
compare. Thus, resources are scarce for comparing tools for both tool development and pedagogic purposes. In 
this paper, we conduct such a comparison and introduce a sample corpus of texts representative of the particular 
genres, a subset of which has been annotated using three rhetorical analysis tools (one of which has two versions). 
This paper aims to provide both a description of the tools and a shared dataset in order to support extensions of 
existing analyses and tool design in support of writing skill development. We intend the description of these tools, 
which share a focus on rhetorical structures, alongside the corpus, to be a preliminary step to enable further 
research, with regard to both tool development and tool interaction. 
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1. Introduction 
1.1. Writing: A Core Educational Aim 
The importance of writing as a key professional skill is well established, yet, despite this importance, concern about students’ 
writing capacity is long-standing (National Commission on Writing, 2003). Much of the support provided to students is 
targeted at academic English for non-native speakers or ad hoc remedial support (Wingate, 2012). As a result, the potential of 
learning analytics to provide formative feedback to students to support their writing is a growing area of interest (see, e.g., the 
following series of LAK workshops: Buckingham Shum, Knight, et al., 2016; Knight, Allen, Gibson, McNamara, & 
Buckingham Shum, 2017; Shibani, Abel, Gibson, & Knight, 2018). The writing feedback tools build on a longer history of 
automated essay scoring systems, which score constructed responses in standardized assessments, and automated writing 
evaluation systems, which provide instructional formative feedback, typically through targeted lessons on identified writing 
features (Warschauer & Grimes, 2008). Tools that target specific levels of writing, such as middle/high school essays 
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(e.g., Criterion—Burstein, Chodorow, & Leacock, 2003), versus broader kinds of writing, such as emails and resumes 
(e.g., Grammarly: https://www.grammarly.com/), exist, many of which are covered in earlier reviews of computerized writing 
support (e.g., Allen, Jacovina, & McNamara, 2016; McDonald, Moskal, Gunn, & Donald, 2018; Shermis & Burstein, 2013; 
Yan, Rupp, & Foltz, 2020). 
A feature that has been of particular interest in university-level writing is the rhetorical composition or structure1 of 
academic texts. This focus is premised on research demonstrating that expert writers express their ideas and arguments in a 
way that meets the reader’s needs and makes clear the writer’s rhetorical intent (Flower & Hayes, 1977; Scardamalia & 
Bereiter, 1987). A body of research has analyzed writing as socially situated and purposeful (Hyland, 2007; Swales, 1990) and 
has elaborated the view that the genre of a text emerges from shared communicative purposes and discourse conventions 
(termed moves by Swales (1981)), including organization and lexico-grammatical choices. This genre approach considers 
rhetorical structures as a means of “being explicit about the way language works to make meaning” (Cope & Kalantzis, 1993, 
p. 1). Rhetorical moves allow writers to mobilize language to purposefully communicate with target discourse communities 
(such as the academic community) (Swales, 1990), expert members of which conform to the representational resources of 
genres by using moves as vehicles that help create clarity in communication. 
The genre approach has been widely used to analyze texts and identify shared characteristic structural and linguistic patterns 
within the same genre, enabling explicit descriptions of writing conventions established and practised by discourse 
communities. Rhetorical moves are typically identified through particular patterns in textual units, such as sentences and 
sequences of sentences where language choices and metadiscourse explicitly contribute to the author’s overall argument 
(Hyland, 2007; Swales, 1990). Perhaps the best-known formalization of the genre approach in the academic context is Swales’s 
(Swales, 1981, 1990) Create a Research Space (CARS) model describing the rhetorical structures of research article 
introductions. By analyzing articles across multiple disciplines, Swales (1990) identified three rhetorical moves in 
introductions, which follow distinct patterns and a series of functional strategies within each move, called “steps”: 
1. establishing a research territory (including, e.g., the step “reviewing previous research”), 
2. identifying a niche (including, e.g., the step “highlighting a problem or a gap in the existing knowledge”), and 
3. occupying the niche (including, e.g., the step “presenting the contribution of the article itself in addressing that 
niche”). 
Appropriate language use is particularly important to accomplishing these steps and moves. For example, the phrase “Prior 
work has not yet established…” serves to highlight a gap, and “In this paper we describe…” introduces the present research. 
The CARS model forms, more or less explicitly, the basis of much writing instruction in graduate research programs and 
has been extensively researched and validated across a variety of contexts (see discussion in Cotos (2018)). For example, it 
has been deployed to help graduate students identify rhetorical features in article introductions from their own disciplines (Cai, 
2016; Cotos, Link, & Huffman, 2017; Kuteeva & Negretti, 2016). Although extensive research, particularly in the field of 
English for Specific Purposes within Applied Linguistics, yielded move models of the rhetorical conventions of different 
genres in different disciplines2, few tools have been developed for the automated analysis of these moves. Some of these tools 
(e.g., Anthony & Lashkia, 2003; Chang & Kuo, 2011; Cotos, 2011, 2014; Mizumoto, Hamatani, & Imao, 2017) use genre 
analysis for teaching and providing automated feedback regarding the moves. Each tool was developed using different 
techniques and grounded in different datasets (and approaches to that data) or forms of validation, but no work has addressed 
the comparison of the functions and annotations of the tools, particularly using large open corpora. Thus, resources are scarce 
for comparing tools for both tool development and pedagogic purposes (e.g., using shared corpora to exemplify particular 
moves to students in teaching exercises). 
In this paper, we describe a set of tools for rhetorical moves analysis and provide a preliminary corpus to aid in comparing 
the application of these to texts representative of scholarly academic writing. We intend this corpus to be a preliminary step to 
support further research, with regard to both tool development and interaction, that is, how students and educators engage with 
exemplifications of moves drawn from authentic open-access scholarly works. Two of the tools we use in this study are 
available openly, while one is not. This paper is intended to provide both a description of the tools and a shared dataset in order 
to support extensions of existing analyses and tool development in support of writing skill development. 
1.2. Writing Analytic Tools for Rhetorical Moves 
As noted above, among the various features that can be identified in student writing, rhetorical structures are particularly 
 
1 The identity between our term rhetorical structure and the rhetorical structure theory (RST) of Mann and Thompson (1987) 
is misleading. In RST, rhetorical structure refers to temporal, causal, and so on, discourse relations between elementary 
discourse units, whereas in the tools we present it refers to higher-level genre-specific communicative strategies. 
2 Numerous research studies have been conducted over decades to validate the move analysis approach in general and the 
CARS model in particular, but reviewing them is beyond the scope of this article. Interested readers are referred the Journal 
of English for Academic Purposes and the English for Specific Purposes journals. 
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important, and they have received considerable attention in the teaching and research of writing for academic purposes. As a 
result of this, several tools have been developed to automatically identify these structures in academic writing and annotate 
their presence in a text. These tools and their background will be briefly introduced in this section, while the next section 
discusses the corpus to which the tools have been applied. These tools are (1) Mover, (2) Research Writing Tutor, and (3) 
Academic Writing Analytics (AWA) and AcaWriter tools, the background to which is introduced in general first, and then for 
the two versions of the tool individually3. 
1.2.1. Mover 
Background: The Mover tool (Anthony & Lashkia, 2003) was developed to identify the structure of information technology 
research article abstracts. Mover analyzes text based on a version of Swales’s (1990) CARS framework modified by Anthony 
(1999). 
Purpose and Evaluation: Mover was developed to help novice readers and writers understand the rhetorical organization 
of a text. The tool’s practicality was tested with students in two experiments (Anthony & Lashkia, 2003). The first experiment 
focused on six students, who were asked to read 10 abstracts and comment on the structure according to the modified CARS 
moves. The experiment was then repeated with a different set of abstracts; however, this time students used Mover to help 
them read the text. The authors found that when students were asked to comment on the abstracts without the help of Mover, 
only one of the five could do so, and they took over an hour on the task. However, when students did the same task with Mover, 
they were all able to identify moves, their frequency, and the structure of the abstracts, in an average of 15 minutes. The second 
experiment (Anthony & Lashkia, 2003) focused on the usefulness of Mover in the writing process. First, students were asked 
to evaluate their own draft abstract and revise it based on rhetorical structure. The experiment was then repeated, but this time 
students used Mover to help them evaluate their drafts. The authors found that students were able to evaluate and revise their 
drafts more quickly with the help of Mover. 
Technical Implementation: The Mover system provides a front-end graphical user interface that applies a supervised 
machine learning model that was trained on 100 research abstracts in information technology to identify modified CARS 
moves in text input files. It provides as output a set of text files split into files organized by move type. 
Resources: The tool is available as a Freeware download from http://www.laurenceanthony.net/software/antmover/ along 
with a help file for its use to annotate texts. 
1.2.2. Research Writing Tutor 
Background: Similarly to the Mover tool, the Research Writing Tutor (RWT) automatically identifies rhetorical structures in 
research articles. Unlike Mover, RWT analyzes all of the sections of the research article. Following Swales’s (1990) move 
analysis approach and drawing on his CARS model, the researchers developed a comprehensive introduction-method-results-
discussion/conclusion (IMRD/C) move/step framework (see Figure 1 below from Cotos, Huffman, & Link, 2015). This 
framework was then applied to the development of different technical affordances of the RWT (Cotos, 2016). 
 
Figure 1. IMRD/C move/step framework operationalized in RWT 
 
3 We are also aware of SAPIENTA (Liakata, Saha, Dobnik, Batchelor, & Rebholz-Schuhmann, 2012), which is based on the 
Argumentative Zoning scheme (Teufel & Moens, 2002). SAPIENTA has the potential to assist research students with their 
research writing, but it is currently not used in a pedagogical context. Instead, SAPIENTA has been used to extract summaries 
of articles to provide a more detailed summary than an abstract (Liakata et al., 2012). 
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Purpose and Evaluation: RWT was designed to complement advanced academic writing instruction and to provide genre-
based feedback on students’ IMRD/C drafts. It contains three modules: a learning module called Understand Writing Goals, a 
demonstration module called Explore Published Writing, and a feedback module called Analyze My Writing. 
The learning module aims to help students understand their discipline’s research writing conventions. The learning 
materials used in this module draw from the results of large-scale studies (Cotos et al., 2015; Cotos, Link, & Huffman, 2016; 
Cotos, Huffman, & Link, 2017) in which 900 research articles from 30 disciplines were analyzed to develop a move/step 
framework for each section of research articles that follow the IMRD/C structure. This module explains the moves and their 
respective steps and provides representative examples from the corpus. It also includes language focus materials that describe 
patterns of language use characteristic of each move. Short video lectures cover this move-specific content (see Figure 2). 
 
 
Figure 2. Screenshot exemplifying the video presentation of move-specific content in the learning module of RWT 
The demonstration module intends to expose students to the move/step conventions of each IMRD/C section, as used by 
expert writers, by integrating the corpus mentioned above into interrelated components. In one component, IMRD/C texts are 
shown with move and step annotations at sentence level. The IMRD/C moves are consistently represented with the same 
colours: Move 1 is blue, Move 2 is red, Move 3 is green, and Move 4 is gold (see Figure 3). 
 
 
Figure 3. Screenshot exemplifying an annotated introduction text in the demonstration module of RWT 
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Another component contains a concordancer that allows students to search for examples by filtering for discipline, section, 
move, and step (see Figure 4). 
 
 
Figure 4. Screenshot exemplifying step examples in the concordancer of the demonstration module of RWT 
The feedback module generates automated feedback on student drafts at macro and micro levels. The macro-level feedback 
renders the move structure of the draft through colour codes (as in the demonstration module) and through range bars and pie 
charts, which quantitatively describe the move distribution of the draft compared with published texts in the target discipline. 
The micro-level feedback focuses on the text’s steps and provides comments and questions that clarify the rhetorical intent of 
that sentence. This type of feedback appears when students hover over each sentence. Figure 5 exemplifies these forms of 





Figure 5. Screenshots exemplifying different forms of feedback in the feedback module of RWT 
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A number of studies on usefulness and effectiveness have been conducted to inform RWT’s iterative development and 
explore how RWT impacts students and their research writing. Empirical evidence indicates that students’ interaction with this 
tool has a positive impact on cognition, revision strategies, learning of genre conventions, development of genre knowledge, 
writing improvement, and motivation (Cotos, 2016; Cotos, Huffman, & Link, 2020; Cotos et al., 2017). While RWT was 
initially designed to complement graduate writing pedagogy, it has been used in different learning environments, such as peer 
writing groups, one-on-one consultations with writing tutors, and graduate writing workshops. 
Technical Implementation: The researchers applied their IMRD/C move/step framework shown in Figure 1 to manually 
annotate their large multi-disciplinary corpus of research articles and used a machine learning approach (support vectors) to 
automatically classify sentences into moves and steps (Cotos & Pendar, 2016). New sentences are classified with a probability 
distribution, rendered to the user as the different types of feedback described above. In the work described in this paper, this 
approach was re-implemented in Python using logistic regression. 
Resources: A demo of the RWT tool is available at https://vimeo.com/90669213. The tool is currently not accessible 
outside of individual institutions but can be given access to upon request and agreement to institutional terms. The annotated 
corpus on which the tool was trained is copyrighted and thus also not publicly available. 
1.2.3. Academic Writing Analytics and AcaWriter 
Background: The Academic Writing Analytics (AWA) tool and its successor AcaWriter are two feedback systems based on 
a rhetorical analysis framework called concept-matching (Sándor, 2007) and its implementation in the Xerox Incremental 
Parser (XIP) (Aït-Mokhtar, Chanod, & Roux, 2002) and in the open-source Athanor tool (https://github.com/uts-cic/athanor-
server), respectively. AWA and AcaWriter have two modules: one that provides feedback on analytical student essays (see 
Knight et al., 2017) and one that provides feedback on reflective student essays (see Gibson et al., 2017; Buckingham Shum, 
Sándor, et al., 2016). In this paper, we focus on the analytical module. AWA and AcaWriter have been developed along the 
same line of research, with AcaWriter bringing in a new open-source infrastructure and pedagogic implementation. In this 
section, we will first present their common background, and then we will briefly discuss them individually. 
Both tools use a rule-based parser that labels rhetorically salient sentences (Sándor, 2007), meaning they convey particular 
rhetorical intent. Grounded in Hyland’s and Swales’s work, and in analyses of peer-reviewed research articles in a variety of 
fields, the parser distinguishes different types of rhetorical intent and labels them as follows: summarizing issues (describing 
the article’s plan, goals, and conclusions) (S); describing background knowledge (B); contrasting ideas (C); emphasizing 
important ideas (E); mentioning novel ideas (N); pointing out surprising facts, results, and so on (S); describing an open 
question or insufficient knowledge (Q); and recognizing research trends (T). These broadly correspond to a number of steps 
pertaining to the moves in Swales’s model, like claiming centrality, indicating a gap, and so on; therefore, we will henceforth 
refer to them as steps. AWA’s user interface refers collectively to these sentence types as important sentences. Unlike Mover 
and RWT, AWA and AcaWriter do not annotate all of the sentences. 
Technical Implementation and Evaluation: The rules implemented in both tools are based on an updated version of the 
rhetorical parsing module (Sándor, 2007) of XIP. They match expressions conveying the rhetorical steps listed above based 
on the detection of the instantiations of syntactically related “constituent concepts” (c.f. the “concept-matching” framework 
(Sándor, Kaplan, & Rondeau, 2006)). Thus, for example, as outlined in Knight, Buckingham Shum, Ryan, Sándor, and Wang 
(2018), “contrast” sentences include syntactically related words that instantiate the concept of both “idea” and “contrast.” 
“Thus the following 3 syntactically and semantically different sentences are all labeled ‘C’ by AWA, since the words in 
bold match this pattern: challenge, need, failure, and shift convey ‘contrast’ and identify, highlights, demonstrating, and notions 
convey ‘idea/mental operation.’ The two classes of words are syntactically related in all three sentences: 
C The second challenge is to identify different types of SLA and their associated technologies and uses.  
C Consequently this highlights the essential need for repair.  
C Finally demonstrating various solutions and the pragmatic failure or success of these with close regard to case law as  
well as the notions expressed by Keane in particular a shift of current ideology surrounding discovery.”  
(Knight et al., 2018, p. 5) 
Prior work using the XIP rhetorical parser indicated that the detection of the rhetorical steps mentioned above could be 
used to identify “paradigm shifts” in biomedical research abstracts (Lisacek, Chichester, Kaplan, & Sándor, 2005), and that it 
could effectively support peer reviewers (Sándor & Vorndran, 2009) and project evaluators (De Liddo, Sándor, & Buckingham 
Shum, 2012) in navigating the research they were reviewing. In addition, Simsek et al. (2015) suggested that the presence of 
these steps had some correlation with undergraduate essay quality. This evidence established the potential of the XIP rhetorical 
parser for annotating rhetorical steps in academic writing and led to its application in the AWA tool as a hosted service. 
1.2.4. AWA and XIP 
Background: From 2015 to 2017, work was undertaken to apply the rhetorical parser, based on XIP, to create a student-facing 
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writing analytics tool in order to provide support for academic writing. 
Purpose and Evaluation: The initial AWA tool was developed as part of a collaboration with the Xerox Research Centre 
Europe (XRCE), now under new ownership as Naver Labs Europe. As described in detail in Knight et al. (2018), it provided 
feedback by highlighting rhetorical steps in student writing in order to encourage students to reflect on these steps (and their 
absence) and revise their text. Evaluation in the context of legal education (Knight et al., 2018) indicated that the highlighted 
steps were perceived as important in undergraduate academic writing and that students valued the potential of the tool. A later 
study made use of this feedback on rhetorical steps from XIP and AWA to integrate it into a larger pedagogical task involving 
writing activities and instruction (Shibani, Knight, Buckingham Shum, & Ryan, 2017). Until this stage, AWA feedback 
consisted of highlighting rhetorical steps in the text but provided no additional feedback messages on what to improve. Students 
generally found this writing intervention useful to improve their writing and expressed a preference for more actionable 
feedback in their context of writing. However, students used the tool only in a single session after submitting their assignment, 
and no longer-term studies were conducted, nor was impact on the quality of writing assessed. Figure 6 shows a sample 




Figure 6. Sample AWA interfaces 
Technical Implementation: The initial AWA was written in PHP, with a subsequent version (AWA 2) developed in Ruby, 
both making use of the rule-based XIP parser for detecting the presence of rhetorically salient features in student writing and 
highlighting these sentences to students. Students pasted their text, or copied their file, into the text box provided and then 
obtained the generated feedback. In the background, AWA made calls to XIP to process the text and displayed the output 
report using the json output returned by XIP. 
Resources: AWA and XIP Incremental Parser are both now depreciated. 
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1.2.5. AcaWriter and TAP 
Background: AcaWriter and TAP (Text Analytics Pipeline) are open-source versions of AWA and XIP, respectively, with 
improved features. The new versions provide greater flexibility. The underlying technical infrastructure that processes text in 
TAP allows the integration of different text analytics and feedback options. The middleware layer and the user interface in 
AcaWriter also allow the development of customized feedback rules, in addition to the earlier sentence-level highlighting in 
AWA (see implementation). 
Purpose and Evaluation: AcaWriter uses TAP to perform NLP processing, but the output needs to be converted to useful 
feedback for students in the form of reports and/or messages. AcaWriter carries out this middleware job by mapping the text 
features to feedback. In addition to the highlights of rhetorical steps in AWA for reflection, the recent version of AcaWriter 




Figure 7. Sample analytical report in AcaWriter highlighting rhetorical moves in the writing. Top pane indicates the editor 
(left) and feedback (right); bottom pane shows the detailed feedback (left) and feedback messages (right) 
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A number of studies on usefulness, effectiveness, and integration into pedagogic practice have been conducted that inform 
the design and implementation of the AcaWriter tool. These studies indicate that students find the tool useful, that it supports 
them in including more rhetorical expressions in their text, and that students who use the tool perform better on a revision task 
than those who do not (Knight, Shibani, et al., 2020; Shibani, 2018a, 2018b; Shibani et al., 2017). In addition, educator 
experiences of using the tool and transferring its use from one disciplinary context to another have been investigated, with the 
significance of learning design highlighted as a key issue in this process (Shibani, Knight, & Buckingham Shum, 2020). 
Technical Implementation: TAP provides a modular structure for developing and using natural language processing 
(NLP) technology in end-user applications via API calls. TAP is an open-source software that runs as a web application in the 
cloud and provides convenient GraphQl API access to a variety of text analytics processes. TAP delivers a number of natural 
language processing features using pre-built models and parsers, including detection of emotion and rhetorical steps through 
the REST-API Athanor-server, which instantiates the rhetorical rules through Stanford CoreNLP. 
Resources: The Resources menu at http://heta.io/resources provides an overview of the different genres of writing that 
AcaWriter can support analysis of, along with descriptions of the learning designs for integrating the tool into classrooms. 
There is a test demo system, which provides some example texts and feedback genres, at http://acawriter-demo.utscic.edu.au. 
And, finally, the tool set has been released open source, including TAP, under an Apache 2.0 licence, and AcaWriter (the front 
end); see https://cic.uts.edu.au/open-source-writing-analytics and a sample notebook that demonstrates many of the functions 
of the toolset at https://github.com/uts-cic/ALASI2018-WritingAnalyticWorkshop. 
1.2.6. Comparison of Rule-Based and Machine Learning Approaches 
Each of these tools is based in genre theory, in the field of English for specific purposes, intended for different purposes and 
implemented differently, applying both machine learning and rule-based approaches, as summarized in Table 1. 
Table 1. Overview Comparison of Tools 
 Mover RWT AWA/XIP AcaWriter/TAP 
Purpose Support higher-degree learners 
in identifying and learning 
moves through their 












Implementation Machine learning (naive Bayes 
classifier) based on annotated 
corpus of 100 information 
technology research article 
abstracts 
Machine learning (suite of 
support vector machine 
classifiers for moves and 
steps) trained on a corpus 
of 900 research articles 
from 30 disciplines 
manually annotated for 





Resources Freeware software tool with 
little pedagogic support 
Closed-source/access 
















The tools described above target the same functional moves in texts in order to provide feedback to students to improve 
their writing. However, the tools described take two broad approaches to this analysis, which share some benefits and 
drawbacks, as summarized below. 
Machine learning approaches have been applied in Mover and RWT. While Mover has been used in small-scale contexts 
both to analyze student writing and to investigate its potential for supporting student learning of rhetorical moves, its evaluation 
remains small scale. In addition, the models used are trained on a small dataset from a specific discipline (100 IT research 
abstracts), and thus its applicability to a wider dataset—albeit one that should instantiate many of the same properties—is 
unclear. However, RWT, building on this approach, has been successfully developed for multiple disciplines by training on 
labelled corpora for those disciplines. In both cases, the annotation process involved labelling all sentences, and then the 
implementation of those models into feedback by labelling the sentences with the move that received the highest probability, 
indicating that the sentence instantiated that move. While these approaches could be adjusted and have certain benefits, the 
approach differs from a rule-based approach in that sentences that might exhibit low certainty for instantiating any move will 
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still receive an annotation. Thus, there are pedagogic implications to the approach and implementation, insofar as there may 
be occasions on which learning would be best supported by flagging that moves are not instantiated in a sentences. 
The rule-based approaches described above implement instantiations of a conceptual model of rhetorical moves into a 
parser. By not relying on a large corpus of human-annotated data, which may include rhetorical moves outside the scope of 
the model, this approach increases the potential for false negatives or poor recall. On the other hand, the automated annotations 
maintain high fidelity to the theoretical construct, resulting in good intrinsic precision. At the same time, the rule-based 
approach has the advantage of being transparent to students. It defines conceptually the scope of the patterns that convey the 
rhetorical meaning, and thus students understand the automated annotations and can make use of a great diversity of 
instantiations of the rhetorical moves. This system has a technical limitation insofar as the syntactic parsing relies on a relatively 
slow external server, which may make the analyses of longer documents somewhat time-consuming. 
1.2.7. Overview of Rhetorical Coding Schemes 
The rhetorical analysis tools described above are grounded in the same literature, often framed in slightly different ways. In 
this paper, we focus on the rhetorical elements of introductions and abstracts because these are the sections that mainly share 
moves or steps across the tools. The annotated elements in each tool are indicated in Table 2. Whereas AWA/AcaWriter 
annotates rhetorically salient sentences, Mover and RWT annotate all of the sentences. 
Table 2. Coding Schemes of Tools That Identify Rhetorical Structures 
Mover RWT AWA/AcaWriter 
Modified CARS model  
with three main moves  
and further steps: 
1. Establish a territory. 
• Claim centrality. 
• Generalize topics. 
• Review previous 
research. 
2. Establish a niche. 
• Counter claim. 
• Indicate a gap. 
• Raise questions. 
• Continue a tradition. 
3. Occupy the niche. 
• Outline purpose. 
• Announce research. 
• Announce findings. 
• Evaluate research. 
• Indicate RA 
structure. 
Modified CARS model with 3 moves, 17 steps: 
Move 1. Establish a territory: 
1. Claim centrality. 
2. Make topic generalizations. 
3. Review previous research. 
Move 2. Identify a niche: 
4. Indicate a gap. 
5. Highlight a problem. 
6. Raise general questions. 
7. Propose general hypotheses. 
8. Present a justification. 
Move 3. Address the niche: 
9. Introduce present research descriptively. 
10. Introduce present research purposefully. 
11. Present research questions. 
12. Present research hypotheses. 
13. Clarify definitions. 
14. Summarize methods. 
15. Announce principal outcomes. 
16. State the value of the present research. 
17. Outline the structure of the paper. 
Rhetorically salient sentence  
types related to CARS steps: 
• Summarizing 
• Background knowledge 




• Open question 
• Generalizing 
Mapped to CARS for the  
Research Introductions/Abstracts 
version of Acawriter: 
Move 1: 
• Background knowledge 
• Emphasis 
Move 2: 
• Contrasting ideas 




1.3. Open Corpora 
A key challenge in comparing tools and sharing their outputs for both research and pedagogic purposes (e.g., validation and 
exemplification) is the lack of shared datasets. Across the tools described, there is no shared public dataset for testing or 
training purposes. Nor does such a dataset exist for comparative purposes, that is, demonstrating the application of each tool 
to a shared corpus. It is this challenge that the present work addresses. 
To provide such an annotated corpus, we sought to obtain corpora that align with the genres of writing that the tools were 
developed for, that is, scholarly academic communication. Thus, we obtained three sample open-access corpora for analysis 
across tools: 
1. The British Academic Written English (BAWE) corpus (Nesi, Gardner, Thompson, and Wickens, 2004), “contains just 
under 3000 good-standard student assignments (6,506,995 words). Holdings are fairly evenly distributed across four 
broad disciplinary areas (Arts and Humanities, Social Sciences, Life Sciences and Physical Sciences) and across four 
levels of study (undergraduate and coursework masters level). Thirty main disciplines are represented.” (Nesi et al., 
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2004). These texts are typically shorter written assignments that were submitted by students to develop the corpus (for 
a small fee), under a Creative Commons Attribution-NonCommercial-ShareAlike 3.0 Unported License. 
2. The Elsevier Open Access Science Technology and Mathematics (OA-STM) corpus (Elsevier Labs, 2015) packages a 
set of open-access CC-By (Elsevier published) articles within 10 domains. “The domains are agriculture, astronomy, 
biology, chemistry, computer science, earth science, engineering, materials science, math, and medicine. Currently we 
provide 11 articles in each of the 10 domains.” (Elsevier Labs, 2015). 
3. A subset of the Pubmed Central corpus comprises biomedical and life sciences literature under an open licence (PMC, 
n.d.). 
Each of these corpora contains examples of authentic scholarly writing. The content of the writing differs within and 
between these corpora based on discipline, text section, and text level. In particular, we note that student writing (in the BAWE) 
is intended to approximate scholarly academic writing but of course has a number of distinctive features, including a shorter 
length. The texts in that corpus are of a “high standard,” and it is one of the few openly available corpora of student writing. 
Our analysis focuses on the structural aspects of writing using rhetorical moves; as such, we expect these features to be 
instantiated across the target corpora. 
2. Applying Tools to a Shared Dataset 
2.1. Data Structure and Access 
The database consists of six tables: (1) corpus, describing the three different corpora, including their licences; (2) document, 
describing the papers and their disciplines per corpus; (3) sentence, detailing the sentence, and the section (e.g., introduction, 
conclusion) in which it occurs per document; (4) annotation, describing the different labels for the annotations, that is, the 
rhetorical moves/steps, per tool; (5) sentence annotation, providing the annotations for every sentence per tool, including the 
probability value for the annotation (only for RWT); (6) tool, describing the three different tools that have been used to annotate 
the sentences in the corpora. An overview of the database structure can be found in Figure 8. 
 
Figure 8. Enhanced entity relationship database diagram 
The database can be accessed (Knight, Abel, et al., (2020)). A number of scripts exist at https://github.com/uts-cic/corpus-
analysis/ that provide R and Python interfaces to the database, basic transformation, and some sample analyses. To illustrate 
the use of the open database, several of these analyses were conducted, with results as indicated below, showing the number 
of moves/steps in the database in general, and per corpus, section, and discipline, as well as the associations between 
annotations across tools. 
2.2. Corpus Description and Illustrative Uses 
2.2.1. Corpus Description 
The available database consists of 5,186 text documents, spread over the three corpora: OASTM, PMC, and BAWE. In total, 
all documents contain 820,305 sentences. On average there are 158 (S.D. = 156) sentences per document. The descriptive 
statistics per corpus can be found in Table 3. This table shows that the BAWE documents are the shortest in terms of the 
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number of sentences per document, and the OASTM corpus has the fewest documents. Table 4 shows the average number of 
sentences per document section for each corpus. The BAWE corpus consists of documents that mainly include a discussion, a 
short introduction, and a conclusion. The OASTM and PMC documents show especially longer methods sections. 
Table 3: Descriptive Statistics for Available Corpora 







BAWE 2,761 270,815 98 62 
OASTM 110 30,829 280 190 
PMC 2,315 518,661 224 198 
Table 4: Average Number of Sentences per Document Section per Corpus 
Corpus Abstract Introduction Background Method Discussion Conclusion 
BAWE 0 4.5 0 0 90.3 4.0 
OASTM 8.3 26.1 12.6 210 48.8 9.7 
PMC 17.9 24.3 14.5 138 73.6 7.0 
 
2.2.2. Corpus Annotation 
AntMover, AWA, and AcaWriter each processed all of the sentences in the corpus, with RWT processing a subset of this 
corpus (all of the OASTM and BAWE documents, and 1,104 of the PMC documents). 
Depending on the tool, a sentence can be annotated with zero, one, or more rhetorical categories, resulting in more than 
two million annotations. For the RWT tool, each rhetorical move and step is given a probability value. Therefore, in the 
analyses, sentences may be annotated by assigning the move with the highest probability. 
Based on the literature introduced earlier, we focus specifically on sentences in the introduction, background, and abstract 
sections. An overview of the annotations per tool for every corpus can be found in Figure 9, which shows the number and type 
of annotations by rhetorical move/step and corpus for each tool as a proportion of input sentences for that tool. 
 
 
Figure 9. Percentage of abstract, background, and introduction sentences annotated with a specific rhetorical move per tool 
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2.2.3. Comparisons of Annotations over Tools 
While these annotated corpora provide potential for computational analyses, we also note their potential in augmenting human 
coding to support both further computational analysis and pedagogic ends. For example, we foresee potential in analyzing 
associations between moves/steps across the tools, and in comparisons here particularly between versions of the same approach 
(AWA and AcaWriter), as well as across approaches. Here, we highlight a set of manual analyses, indicating how the 
annotations—and (dis)agreement over tools—can be used both for tool development and for pedagogic purposes (e.g., 
providing exemplar sentences). 
2.2.4. Annotation Approaches: Rules, Machine Learning, and Underlying Technologies 
A particular focus of this comparison was in understanding how technical differences in the tool implementation, including 
the annotation approach (rule-based versus machine learning), and underlying technologies relate to the annotation outputs 
and their use. Such comparison of outputs from differing technical implementations can complement gold-standard human 
annotation. 
For example, as explained above, the AcaWriter parser is the adaptation of AWA to a new open-source tool set. Whereas 
in AWA both general syntactic analysis and concept-matching rule implementation are carried out by XIP, in AcaWriter (and 
its underlying Athanor parser), syntactic analysis is carried out by the Stanford CoreNLP Parser and the implementation of 
concept-matching rules by Athanor. This change in tools results in differences in output. First, XIP is a rule-based syntactic 
parser, and thus it could be adapted to better serve the concept-matching tools, contrary to the Stanford CoreNLP Parser, which 
is a black box. Further, the two syntactic analyses may be different at all levels (segmentation, part-of-speech tagging, lexical 
features, etc.), which may affect the output. The adaptation of the concept-matching rules for Athanor was not straightforward, 
and we were not able to test it on a large dataset. A detailed comparison of AWA and AcaWriter output of the present dataset 
could lead to a considerable improvement of Athanor quality. The transfer of technologies is frequent in educational 
technology, and this transfer can have sizeable impact 
A preliminary study (Cotos & Sándor, 2018) has been reported, conducted to compare the move/step and concept-matching 
analyses underlying RWT and AWA/AcaWriter, respectively. The concept-matching framework was applied first on 
introduction move/step definitions and prototypical example sentences taken from the RWT annotation guidelines (see an 
example in Figure 10) and next on a subset of the RWT development corpus (see earlier discussion), where moves and steps 
were annotated by a team of experts (Cotos et al., 2015). In the first case, most step definitions and many example sentences 
realized a concept pattern encoded into AWA/AcaWriter; however, there was no one-to-one correspondence between steps 
and concept-matching categories. The step definitions that do not realize any concept pattern (see an example in Figure 11) 
may open the way for defining further concept-matching categories. 
 
Figure 10. Example of AcaWriter annotation on RWT step definition and example sentence 
 
Figure 11. Example of no AWA annotation on RWT step definition and example sentence –    
Such examples could lead to modelling new rhetorically salient sentence types 
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In a second study (also presented in Cotos & Sándor, 2018), manual move/step annotations and automated concept-
matching annotations were overlaid on the same corpus. It was found that AWA concept patterns are used transversally across 
RWT steps as context-free devices of rhetorical salience. In this study, it was observed that particular concept patterns 
sometimes strongly characterize the realization of particular RWT steps. For example, Contrasting Ideas is a far more frequent 
AWA label in “indicating a gap,” “highlighting a problem,” and “raising general questions” than in any other rhetorical steps. 
This is expected, since all three steps convey research problems; that is, the author presents diverse ideas of the state of the art. 
Another example is that the EMPHASIS, SURPRISE, and NOVELTY AWA labels are found to be more frequent in the 
“indicating a gap” step than in other steps. This is less expected, since at first sight there does not seem to be any specific 
reason to use these devices more often for “indicating a gap” than for “highlighting a problem” or “realizing general questions.” 
Investigating the reasons for this correlation is an interesting question. 
Thus, we conclude that the two analytic frameworks—and shared annotated corpora such as those provided here—may be 
mutually informative for each other: move analysis can enrich the inventory of concepts and concept patterns, and concept-
based analysis, in turn, can provide a fine-grained representation of functional language used to accomplish communicative 
goals. 
3. Conclusion and Discussion 
The rhetorical structure of writing is an important discourse construct characterized by specific linguistic features. Students 
must learn to use these linguistic features in their academic writing. As a result, a variety of tools have been developed to 
analyze these rhetorical moves, and in some cases to provide feedback to students. However, these tools have typically been 
developed independently and are not based on shared datasets or technologies. Thus, in this paper, we have described tools 
designed to annotate rhetorical structures in texts, alongside an open dataset of annotated moves. A key benefit of its open 
nature—including annotations from tools that are not openly available—is that additional analyses, both automated and human, 
may be appended to the dataset. Such analyses could include measures of cohesion, sequence analysis, and analysis of the 
quality of the writing, as well as of course the relationships among these features. We also point to the urgent need in learning 
analytics for shared open datasets, including corpora of student writing that include quality indicators (i.e., grade) across a 
range of qualities (building on the “high-grade” BAWE corpus). 
The dataset also gives an example insight into how changes to an underlying technology may—independent of theory and 
purpose—impact results, through the comparison of the AWA/AcaWriter tools. In addition, it provides useful insight into the 
ways that rhetorical structures are operationalized across tools, including comparison of rule-based versus machine learning–
based approaches, or labelling all sentences (RWT and Mover) or salient sentences only (AWA/AcaWriter). This aspect has 
clear pedagogic implications; texts in which all sentences are labelled compared to those in which only some are labelled are 
likely to require rather different models of student feedback on both the presence and absence of key features. The dataset 
provides a starting point for work on such feedback models, and the role of annotation as a form of feedback, as well as 
providing a labelled dataset from an established published corpus that itself can be used to provide exemplar sentences as a 
form of feedback. 
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