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Abstract: LetM be a multiplicity free Hamiltonian manifoldM for a connected compact
Lie group K (not necessarily abelian). Let P be the momentum polytope of M . We
calculate the automorphism of M as a sheaf over P and show that all higher cohomology
groups of this sheaf vanish. From this, and a recent theorem of Losev, we deduce a
conjecture of Delzant: the momentum polytope and the principal isotropy group determine
M up to isomorphism. Moreover, we give a criterion for when a polytope and a group are
afforded by a multiplicity free manifold.
1. Introduction
Consider a connected compact Lie group K acting on a connected Hamiltonian manifold
M . A measure for the complexity of M is half the dimension of the symplectic reductions
of M and it is natural to study Hamiltonian manifolds with low complexity first, starting
with the case of complexity zero, the so-called multiplicity free manifolds (see [GS] or
[MiFo]). It has been a longstanding problem to classify multiplicity free manifolds and it
is the purpose of this paper to complete this project.
More specifically, Delzant conjectured in 1989 that any compact multiplicity free space
is uniquely determined by two invariants: its momentum polytope P and its principal
isotropy group L0. Evidence for this conjecture was Delzant’s celebrated classification of
multiplicity free torus actions [De1], as well as further particular cases settled by Igle´sias
(K = SO(3), [Igl]), Delzant (rkK = 2, [De2]), and Woodward (transversal actions, [Wo1]).
The main objective of this paper is, building upon work of Losev [Los], to complete the
proof of Delzant’s conjecture (see Theorem 10.2).
Once we know that a multiplicity free manifold is characterized by the combinatorial
data (P, L0) it is natural to ask which pairs actually arise this way. In section 11 we show
that this can be reduced to a purely local problem on P. More precisely, P has to “look”
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locally like the weight monoid of a smooth affine spherical variety (see Theorem 11.2).
Since the latter class of varieties has been previously classified by Van Steirteghem and
the author [KVS] this finishes the classification of multiplicity free manifolds.
The proof of the Delzant Conjecture proceeds in two separate steps: first a local
statement (ultimately due to Losev [Los]) and then a local-to-global argument (addressed
in this paper).
First, we describe briefly the local problem. Let t ⊆ k be a Cartan subalgebra. Then
it is well known that the orbit space k∗/K can be identified with a Weyl chamber t+ ⊆ t.
Thus the moment map m : M → k∗ gives rise to the invariant moment map ψ : M → t+.
By a celebrated theorem of Kirwan [Kir1], the image P = ψ(M) is a convex polytope for
M compact. The local statement asserts now that two compact multiplicity free manifolds
with the same momentum polytope P and the same principal isotropy group are isomorphic
locally over P (see Theorem 2.4). Using techniques from [Sja], one can reduce this local
problem to a statement about smooth affine spherical varieties, the “Knop Conjecture”
(see Theorem 2.7), which was recently settled affirmatively by Losev [Los].
To pass from local to global, we need to determine the automorphism group of a
multiplicity free manifold. More precisely, we need to know the sheaf of automorphisms
AM of M over P. Our main result is (see section 10):
1.1. Theorem. Let M be a compact multiplicity free manifold with moment polyhedron
P. Then AM is a sheaf of abelian groups. Moreover, all of its higher cohomology groups
vanish: Hi(P,AM ) = 0 for i ≥ 1.
As an application, the vanishing ofH1 implies that two compact multiplicity free manifolds
which are locally isomorphic over P are isomorphic globally. Together with the local
statement this yields the Delzant Conjecture. Moreover, the vanishing of H2 implies that
there are no obstructions for gluing manifolds which are given locally over P to one global
manifold M .
The bulk of this paper is devoted to computing the sheaf AM . More precisely, we
show that AM is controlled by a certain root system ΦM . In a sense, this root system is
a symplectic analogue to the restricted root system of a symmetric space and is just as
fundamental to understanding the geometry of a multiplicity free manifold.
The main technique of our approach rests on the fact that multiplicity free mani-
folds are modeled locally by smooth affine spherical varieties. This idea is not new, e.g.,
Sjamaar [Sja] uses it to reprove Kirwan’s convexity theorem. But instead of (locally) em-
bedding M into a smooth affine spherical variety X as an open subset, we embed M into
the cotangent bundle T ∗X as a closed totally real subset. This way, one can think of T
∗
X as
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a complexification of M . The geometry of these cotangent bundles has been the focus of
much of our previous research. In particular, invariants and the automorphisms have been
worked out in detail in [Kn1] and [Kn3], respectively. Thus, the main task solved in this
paper is to port these algebraic results to the smooth category.
As a preliminary step for determining all automorphism we have to first study K-
invariant smooth functions on M since these generate automorphisms via Hamiltonian
flows. It will turn out (see Theorem 4.1) that the smooth K-invariants are controlled by
a finite reflection group WM . This group is then used to construct the root system ΦM .
Note, that this part of the paper is a specialization of our paper [Kn5] where manifolds
of arbitrary complexity were considered. We decided not to refer to that paper, though,
since some argument simplify dramatically in the multiplicity free case.
We conclude this introduction with some historical remarks. The local-to-global prin-
ciple Theorem 1.1 was proved by us around 1995 but circumstances prevented our pub-
lishing a formal proof until now. Around the same time we announced the local statement
Theorem 2.4 or more precisely its algebraic equivalent (Theorem 2.7) as a conjecture (see
e.g. [Kn4]). In joint work with Bart Van Steirteghem, we worked out a classification [KVS]
of smooth affine spherical varieties in an attempt to prove the conjecture. Unfortunately,
this turned out to be unfeasible due to the multitude of cases to consider. Meanwhile
(around 2000), Luna launched a program to classify all spherical varieties and completed
it for groups of type A [Lun]. This enabled his student Camus [Cam] to settle the “Knop
Conjecture” for groups of type A. Finally, Losev [Los] managed to bypass all problems
which still exist in Luna’s program and proved the conjecture in full generality. This event
reinvigorated our interest in the subject so that finally the proof of Delzant’s conjecture is
completely documented.
Acknowledgment: I would like to thank Yael Karshon, Eugen Lerman, Reyer Sjamaar,
Sue Tolman, and Chris Woodward for very fruitful discussions. This is especially true
for the analytical and topological side of this paper. At the time of its conception, I was
supported by grants from the NSF and the NSA.
Notation: In the following, K is a compact connected Lie group with Lie algebra k. Let
TR ⊆ K be a maximal torus with Lie algebra tR and Weyl group W . We fix moreover a
Weyl chamber t+ ⊆ t∗
R
.
Complexifications: For any compact Lie group H, we denote its complexification by
Hc. In particular, we put G = Kc, a connected reductive complex algebraic group. Then
T := T c
R
is a maximal torus of G with Lie algebra t = tc
R
. Let ΛT := Hom(T,C×) the
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character group of T . Then T = Hom(ΛT ,C×) with R-structure
(1.1) χ(t) = χ(t)
−1
.
This way, the group of real points T (R) coincides with the compact torus TR. Likewise,
t∗ = Λ⊗ZR carries the real structure
(1.2) χ⊗ z := −χ⊗ z
such that t∗
R
is identified with
(1.3) {a ∈ t∗ | a = a} = ΛZ⊗ iR.
2. The local Delzant conjecture
Besides developing notation which is used throughout this paper, we describe in this section
how to reduce the local problem mentioned in the introduction to the purely algebraic
statement solved by Losev.
Let M a (possibly non-compact) connected Hamiltonian K-manifold with moment
map m : M → k∗. The momentum image of M is the set P = m(M) ∩ t+. A theorem of
Kirwan [Kir1] states that P is a convex polyhedron when M is compact. There is another
way to look at it: The restriction of the quotient map k∗ → k∗/K to t+ is a homeomorphism
π+ : t
+ → k∗/K. Now we define the invariant moment map as the composed map
(2.1) ψ :M
m→ k∗ ։ k∗/K pi
−1
+−→ t+.
It is important to keep in mind that ψ is, in general, not differentiable. The polytope P is
then the image of ψ.
2.1. Definition. A Hamiltonian K-manifold M is multiplicity free if it is connected and
if dimM/K = dimP, i.e., if ψ :M → P has discrete fibers.
If M is compact then (by another theorem of Kirwan, see [Kir2]) all fibers of ψ are
connected. Thus, M is multiplicity free if and only if ψ is a topological quotient.
In our approach it is necessary to also consider non-compact manifolds. More specif-
ically, let U ⊆ P be open. Then MU := ψ−1(U) is, in general, a non-compact multiplicity
free manifold and we need to determine its automorphism group, as well. For arbitrary non-
compact multiplicity free manifolds certain pathologies may occur, like M/K → P having
non-connected fibers or being bijective but not a homeomorphism. Thus we restrict our
attention to convex manifolds in the sense of [Kn6]. For multiplicity free manifolds the
definition boils down to:
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2.2. Definition. A multiplicity free manifold is convex if
i) the momentum image P is convex and
ii) the invariant moment map ψ :M → P is proper.
Under these conditions, one can show that M/K → P is a homeomorphism and that P is
locally polyhedral, i.e., for every a ∈ P there is a polyhedral cone Ca ⊆ t∗R and an open
neighborhood U of a in t∗
R
such that
(2.2) P ∩ U = (a+ Ca) ∩ U.
In particular, P is locally closed.
The restriction to convexity is quite mild. Clearly, compact Hamiltonian manifolds
are convex. Moreover, every multiplicity free manifold is, at least, locally convex. So, our
theory applies to some extent even to the general case. For the remainder of this section
we will assume M to be convex and multiplicity free.
We proceed by recalling some facts about the principal isotropy group. Let a0 ⊆ t∗
R
be the affine subspace spanned by P. The interior of P inside a0 is called its relative
interior P0. It is open and dense in P. The centralizer LR of a0 (or, equivalently, P) is a
Levi subgroup of K containing the maximal torus T . The generic structure of M is then
described by the following well-known
2.3. Lemma. Let Σ := m−1(P0). Then:
i) Σ is a Hamiltonian LR-manifold with moment map m|Σ.
ii) Let L0 ⊆ LR be the kernel of the action of LR on Σ. Then AR := LR/L0 is a torus
acting freely on Σ.
iii) The map K ×LR Σ→M is an open immersion. Thus, L0 is a principal isotropy group
for K acting on M .
iv) The complement M \KΣ has codimension ≥ 2. In particular, KΣ is dense and Σ is
connected.
Proof: Let F be the smallest face of the Weyl chamber t+ which contains P and let F 0 be its
relative interior. Then P1 := P ∩F 0 is open in P and contains P0. Let Σ1 := m−1(P1). If
Σ is replaced by Σ1 then all assertions i)–iv) except for the freeness of the A-action (which
is false on Σ1) have been shown in, e.g., [LMTW] (even for non-multiplicity free manifolds).
Now observe that Σ1 is a convex multiplicity free AR-manifold with momentum image P1.
These actions have been studied by Delzant [De1] and it follows from his theory that the
AR-action is free over P0 and that the points x ∈ Σ1 with m(x) ∈ ∂P1 have an infinite
isotropy group. Since Σ1 → P1 is the quotient by AR, we conclude that the preimage of
∂P1 in Σ1 has codimension ≥ 2.
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Remark: It is possible to show that KΣ is exactly the union of all K-orbits of maximal
dimension. In particular, it coincides with the open stratum of M .
Let a∗
R
be the Lie algebra of AR. Then the momentum image of Σ is an open subset
in a translate of a∗
R
in t∗
R
. This implies that a∗
R
is in turn the linear subspace of t∗
R
which
is parallel to the affine space a0. From that it follows that the momentum image P alone
determines the Lie algebras lR and l0 of LR and L0, respectively: lR is the centralizer of
P and l0 is the set of ξ ∈ lR with χ1(ξ) = χ2(ξ) for all χ1, χ2 ∈ P. In other words, the
only additional information gained from L0 is in form of the group ΛM := Hom(AR,C×)
considered as a lattice in i a∗
R
⊆ a∗
R
⊗R C.
Now we state the local statement mentioned in the introduction. Recall that MU =
ψ−1(U).
2.4. Theorem. For ν ∈ {1, 2} let Mν be a convex multiplicity free Hamiltonian K-
manifold with invariant moment map ψν. Assume ψ1(M1) = ψ2(M2) =: P and L0(M1) =
L0(M2). Then every a ∈ P has a (convex) open neighborhood U such that (M1)U ∼= (M2)U
as Hamiltonian K-manifold.
First we reduce to the case a = 0. Let t+a be the open star of t
+ in a, i.e., t+ with
all faces removed which do not contain a. Let LR ⊆ K be the centralizer of a. Then
l+a := AdLR(t
+
a ) is a connected open subset of l
∗
R
. Put Σν := m
−1
ν (l
+
a ). The cross-
section theorem (see e.g. [GSj] 2.4) asserts that K ×LR Σν →Mν is an open embedding of
Hamiltonian manifolds. It follows that the momentum images of Mν and Σν (with respect
to K and LR, respectively) are equal in a neighborhood of a. Moreover the principal
isotropy group L0 does not change. We may replace therefore Mν by Σν . Since a is a
character of lR we may replace the moment map mΣν of Σν by its translate mΣν − a.
Thus, we may assume from now on that a = 0.
Let, for the moment,M be any convex Hamiltonian manifold and let x ∈M be a point
with m(x) = 0. Then the symplectic slice theorem (aka. equivariant Darboux theorem, see
[GSj] 2.3) asserts that a neighborhood of Kx inM is uniquely determined by two data: the
isotropy group HR := Kx and the symplectic slice S = (kx)
⊥/(kx) which is a symplectic
representation of HR. Here, kx is the tangent space of the orbit Kx in x.
It is well-known that every symplectic representation of a compact group carries a
compatible unitary structure, i.e., such that the symplectic form is the imaginary part of
the Hermitian form. Thus the action of HR extends to an action of its complexification
H. Now put X := G×H S (recall G = Kc) which is a smooth affine complex algebraic G-
variety.
To relate X withM we equip X with the structure of a HamiltonianK-manifold: first
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embed X equivariantly into a finite dimensional G-module V and choose a K-invariant
Hermitian scalar product on V . Then X inherits the structure of a Hamiltonian K-
manifold from V .
2.5. Lemma. The orbits Kx ⊆ M and K/HR ⊆ G/H ⊆ X have convex open K-
invariant neighborhoods which are isomorphic as Hamiltonian K-manifolds. Moreover,
the momentum images of M , X and the open subsets agree in a neighborhood of 0.
Proof: It is easy to see that the orbits Kx and K/HR share the same local data (HR, S). So
the existence of isomorphic open sets follows from the symplectic slice theorem. Moreover,
if U ⊆ M is open and K-invariant then ψ(U) is an open subset of P. This implies the
second assertion.
The lemma allows to replace M by X . Recall that X is spherical if a Borel subgroup
of G has a dense open orbit. This is equivalent to the ring of functions C[X ] being a
multiplicity free G-module. Its structure, as a G-module, is determined be the set ΞX
of highest weights (the so-called weight monoid). Now, we have the following comparison
theorem due to Brion [Bri]:
2.6. Theorem. Let X = G×H S be as above. Then
i) X is a multiplicity free K-manifold if and only if X is a spherical G-variety.
ii) Let P be the momentum image of X and let Q be the convex cone generated by ΞX .
Then P = iQ.
iii) Let ΛX be the lattice determining the principal isotropy group L0 of X. Then ΛX =
〈ΞX〉Z.
iv) Conversely, ΞX = Q∩ ΛX .
Now we deduce the local Delzant conjecture from the following theorem. It was
conjectured by the author around 1996 (see, e.g., [Kn4]) and proved by Losev [Los] in
2007.
2.7. Theorem. Two smooth affine spherical G-varieties with the same weight monoid are
G-equivariantly isomorphic.
The local Delzant conjecture follows: As explained above, we may assume a = 0.
Likewise, we may replace Mν by Xν = G×Hν Sν where HνR ⊆ K is a closed subgroup and
Sν is a unitary representation of H
ν
R
. Part iv) of Theorem 2.6 implies that X1 and X2
have the same weight monoid. Thus, Theorem 2.7 provides a G-equivariant isomorphism
ϕ : X1
∼→ X2.
The variety Xν contains a unique closed G-orbit, namely G/H
ν . Thus ϕ induces an
isomorphism G/H1
∼→ G/H2. Let ϕ(eH1) = g0H2 with g0 ∈ G. Then H2 = g−10 H1g0.
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Let k = hν
R
⊕pν be a HνR-invariant decomposition. Then it is well known that the map
(2.3) K
Hν
R× pν → G/Hν : [k, ξ] 7→ k exp(i ξ)
is an isomorphism of K-manifolds. It follows that, as a K-manifold, G/Hν has a single
minimal K-stratum namely K/Hν
R
× exp(i (pHνRν )). The isomorphism ϕ maps the minimal
stratum to a minimal stratum. Thus, we get the decomposition g0 = ck with k ∈ K
and H2
R
= k−1H1
R
k and where c = exp(i ξ) ∈ G centralizes H2
R
. Now we change the
isomorphism ϕ by the automorphism of X2 = G×H2 S2 which maps [g, s] to [gc−1, s].
Thereby we achieve c = 1 and therefore g0 = k ∈ K. By replacing x2 with kx2 we even
get g0 = k = 1. Then H
1 = H2. The isomorphism S1 ∼= S2 follows since Sν is the complex
normal space of G/Hν ⊆ Xν in xν .
3. The local model and its invariants
Let M be a Hamiltonian manifold and x ∈ M a point with m(x) = 0. The slice theorem
asserts that a neighborhood of Kx is determined by two data: the isotropy group HR = Kx
and the space S = (kx)⊥/(kx), considered as a symplectic representation of HR. Let G and
H be the complexifications of K and HR, respectively. In the previous section, we worked
with the local model X = G×H S, but from now on it is more convenient to use
(3.1) M := K
HR× (h⊥R ⊕ S).
SinceK, HR, and S are real algebraic varieties, the same holds forM. LetM
c := SpecC[M ]
be the complexification of M. This variety is related to X in the following way:
3.1. Theorem. Let M, Mc, and X be as above. Then
i) Mc is isomorphic to the cotangent bundle T ∗X of X as a Hamiltonian G-variety. In
particular, the diagram of moment maps commutes:
(3.2)
M


//

M
c T ∗X

k∗


// g∗
ii) M is multiplicity free if and only if X is spherical.
Proof: Let 〈·, ·〉 denote the HR-invariant Hermitian scalar product on S. Then S is a
Hamiltonian manifold with symplectic form ωS(s1, s2) = Im〈s1, s2〉 and moment map
mS(s) = (ξ ∈ hR 7→ 12ωS(ξs, s)). Thus also
(3.3) ZR := T
∗
K ×S = K × k∗×S
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is a symplectic HR-manifold with moment map
(3.4) m(k, κ, s) = −κ|hR +mS(s)
After choosing an HR-stable complement pR of hR in k one can extend the linear form
mS(s) ∈ h∗R to the linear form ℓs ∈ k∗ with ℓs(p) = 0. Then
(3.5) K × h⊥R ×S ∼−→ m−1(0) : (k, κ, s) 7→ (k, ℓs + κ, s)
After taking the quotient by HR we see that M is isomorphic to the symplectic reduction
of ZR in 0 ∈ k∗.
Now we complexify. The Hermitian scalar product yields an isomorphism
(3.6) S
∼−→ S∗ : s 7→ 1
2i
〈·, s〉.
Then S →֒ S⊗R C = S ⊕ S = S ⊕ S∗ and a short calculation shows that the restriction
of the canonical symplectic form on S ⊕ S∗ = T ∗S to S is the standard form ωS = Im〈·, ·〉.
Thus, the embedding of ZR into its complexification
(3.7) Z = G× g∗×S×S∗ = T ∗G×S
is compatible with the Hamiltonian structure. Recall that the symplectic reduction in 0 of
a cotangent bundle is the cotangent bundle of the quotient. Thus, the symplectic reduction
of Z is T ∗X showing i). Finally, ii) is just Theorem 2.6 in conjunction with Lemma 2.5.
Remark: Observe that, even though T ∗X is defined over R as a Hamiltonian variety, neither
is X nor the projection T ∗X → X .
The G-invariants on T ∗X have been determined in [Kn1]. We proceed by summarizing
the most important facts.
3.2. Theorem. Let X be a smooth affine spherical variety. Let ΛX ⊆ t∗ be the subgroup
generated by the weight monoid and let a∗ be its C-span. Then there is a finite subgroup
WX ⊆ GL(a∗) and a morphism q : T ∗X → a∗/WX with:
i) q is the categorical quotient of T ∗X by G.
ii) WX is generated by reflections. In particular, a
∗/WX is isomorphic to an affine space.
iii) WX is a subgroup of NW (a
∗)/CW (a
∗) and normalizes the lattice ΛX ⊆ a∗.
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Proof: This is [Kn1] Satz 6.4, Satz 6.6 and [Kn2] Lemma 3.4, Theorem 4.2.
To apply this theorem to M, recall that a∗ = ΛX ⊗ZC has the real structure
(3.8) χ⊗ z = −χ⊗ z.
Thus, the real points are a∗
R
= ΛX ⊗ iR. Recall (Theorem 2.6) that ψ : M → t+ takes
values in a∗
R
.
For any n ∈ NW (a∗) put nWX := nWXn−1. Then there is an isomorphism
(3.9) n˜ : a∗/WX
∼−→ a∗/nWX :WXa 7→ nWXna.
3.3. Theorem. Assume that M is multiplicity free. Then there is n ∈ NW (a∗) such that
the following diagram commutes:
(3.10)
M //
ψ

M
c
n˜q

a∗
R
// a∗/W
M
Here W
M
:= nWX .
Proof: Consider the fiber product
(3.11) McN := M
c ×
a∗/N
a∗.
where N = NW (a
∗)/CW (a
∗). This variety is in general not irreducible and one of its
irreducible components is
(3.12) Mce := M
c ×
a∗/WX
a∗
(see [Kn2] Lemma 3.4). The others are translates of Mce by an element n ∈ N :
(3.13) Mcn := M
c ×
a∗/WX
n a∗
where the superscript n indicates that the map a∗ → a∗/WX is twisted by a∗ n·→ a∗.
The morphism a∗/N → t∗/W is finite and birational onto its image. Thus a∗/N is
the normalization of the image of a∗ in t∗/W . The compatibility of moment maps (3.2)
yields therefore the commutative diagram
(3.14)
M
ψ
{{ww
ww
ww



//
M
c

a∗
R
""E
EE
EE
E
a∗
R
/N 

// a∗/N
10
hence a map
(3.15) ϕ : M→ M ×
a∗
R
/N
a∗R →֒ Mc ×
a∗/N
a∗
Because ψ is not smooth, we cannot expect ϕ to be smooth. But if we restrict to the
dense open subset M0 := KΣ = Km−1(P0) as in Lemma 2.3 then ψ and ϕ become even
real analytic. Since M0 is connected, we conclude that ϕ maps M0 into a single irreducible
component Mcn for some n ∈ N . By continuity, we obtain ϕ(M) ⊆ Mcn. This means that
the diagram
(3.16)
M
ψ



//
M
c
q

a∗
R
n // a∗/WX
commutes. This is easily seen to be equivalent to the commutativity of (3.10).
Remark: The appearance of n is unavoidable at this stage since we didn’t specify how q
was defined. It is very likely, however, that n is always 1. With the methods of [Wo2] it
would be possible to show that n normalizes WX , i.e., that WM =WX .
Now we use the preceding theory to determine the smooth K-invariants on M.
3.4. Corollary. The composed map ψ/W
M
: M
ψ→ a∗
R
→ a∗
R
/W
M
is smooth and
(3.17) (ψ/W
M
)∗ : C∞(a∗R)WM ։ C∞(M)K .
is surjective.
Proof: The map M→ a∗
R
/W
M
is a quotient by K in the algebraic category. A theorem of
Schwarz [Sch] asserts that then
(3.18) C∞(a∗R/WM)։ C∞(M)K
is surjective. The same theorem applied to W
M
shows that C∞(a∗
R
/W
M
) = C∞(a∗
R
)WM .
Since M is just a local model we are going to need a local refinement. Let U ⊆ a∗
R
be a subset which we do not assume to be W
M
-invariant. Then, in abuse of language, we
denote the image of U in a∗
R
/W
M
by U/W
M
. It carries an induced differentiable structure:
a function on U/W
M
is smooth if it is locally the restriction of a smooth function on
a∗
R
/W
M
.
3.5. Corollary. For an open subset U of P, the momentum image of M, let MU :=
ψ−1(U) ⊆ M. Then
(3.19) C∞(U/W
M
)
∼−→ C∞(MU )K
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Proof: Injectivity is clear. To prove surjectivity, let f be some K-invariant on M. A
partition of unity argument shows that we may assume that f has compact support. But
then it extends to all of M by zero and we conclude with Corollary 3.4.
4. Invariants of multiplicity free manifolds
In this section, we determine the smooth invariants on an arbitrary convex multiplicity
free manifold.
4.1. Theorem. LetM be a convex multiplicity free Hamiltonian manifold with momentum
image P = ψ(M). Let a0 ⊆ t∗
R
be the affine space spanned by P. Then:
i) There is a finite group W0 ⊆ NW (a0)/CW (a0) such that the composed map ψ/W0 :
M → a0/W0 is smooth and the induced map
(4.1) (ψ/W0)
∗ : C∞(P/W0) ∼−→ C∞(M)K.
is an isomorphism.
ii) Among all groups W0 as in i), there is a unique minimal one, denoted by WM . It is
characterized by the fact that it is generated by reflections which have a fixed point in
P.
Remarks: 1. It is easy to construct an example where t∗
R
= R, t+ = R≥0, W = {±1}
and P ⊆ t+ is a closed interval not containing the origin (take e.g. K = SU(2) acting on
P2(C) blown up at one point). Then the map P → R/{±1} is a diffeomorphism onto its
image. Thus both W0 = 1 and W0 = {±1} would work. In particular, the group W0 as in
i) is not unique.
2. Let W˜ ⊆ NW (a0)/CW (a0) be the subgroup generated by all reflections which have
a fixed point in P. Then WM ⊆ W˜ with equality being the rule rather than the exception.
The standard example for when WM $ W˜ is K = SU(2) acting on M = C2. In fact, in
that case the moment map is homogeneous of degree 2 and the generating invariant on k∗
is of degree 2 as well. So, the minimal degree of an invariant which is pull-back from t∗/W
is 4. Thus, the degree 2 invariant q(z) = ||z||2 on M cannot be a pull-back. This shows
WM = 1 whereas W˜ =W = Z/2Z.
3. The theorem generalizes to to arbitrary convex Hamiltonian K-manifolds if one
replaces the ring of K-invariants in (4.1) by its Poisson center. See [Kn5] for details.
First, we prove a local version of the theorem.
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4.2. Lemma. For every a ∈ P there is a unique subgroup W (a) of NW (a0)/CW (a0)
having a as a fixed point and an open convex neighborhood U of a in P such that
(4.2) C∞(U/W (a)) ∼−→ C∞(MU )K
where MU = ψ
−1(U). Moreover, W (a) is generated by reflections.
Proof: We first establish the existence of W (a) and U . Let Kx = ψ−1(a). If a = 0 then
the assertion follows from Corollary 3.5 and the fact that M is isomorphic to some model
M near Kx. In this case W (a) =W
M
.
If a 6= 0 but a ∈ (k∗)K then we can shift the moment map by −a. Since a is also fixed
by W it follows that NW (a
∗)/CW (a
∗) = NW (a
0)/CW (a
0). Thus, we are reduced to the
case a = 0.
In general, we apply the cross-section theorem. It states that a neighborhood M0 of
Kx in M is isomorphic to K ×LΣ where L = Ka and Σ is a multiplicity free L-manifold.
Moreover, the momentum images of M0 and Σ coincide and form an open neighborhood
of a in P. Because of C∞(K ×LΣ)K = C∞(Σ)L we may replace M by Σ. Thus we are
reduced to the case a ∈ (k∗)K .
For the uniqueness part, letW1 andW2 be two groups having all advertised properties.
Then there is a neighborhood U of a in P with
(4.3) C∞(U/W1) = C∞(MU )K = C∞(U/W2).
Let R[[a0]] be the ring of formal power series in a. Then (4.3) implies
(4.4) R[[a0]]W1 = R[[a0]]W2
(here we use Wνa = a for this to make sense). But this implies W1 =W2 (look at fields of
fractions and apply Galois theory).
To glue the local Weyl groups W (a) to a global one we need the following coherence
property:
4.3. Lemma. Every a ∈ P has a neighborhood U ⊆ P with
(4.5) W (b) = W (a)b for all b ∈ U.
Proof: Note that a0/W (a)b → a0/W (a) is an isomorphism near b. Thus W (a)b = W (b)
by uniqueness of W (b).
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Next we prove a criterion for gluing all local groups W (a) together:
4.4. Lemma. Let ∆ be a finite root system and ∆+ ⊆ ∆ a system of positive roots. Let
Σ be a set of positive roots such that 〈α | β∨〉 ≤ 0 for all α, β ∈ Σ, α 6= β. Then Σ is the
set of simple roots for a subroot system of ∆.
Proof: Let C be the |Σ| × |Σ|-matrix whose entries are 〈α|β∨〉 with α, β ∈ Σ. Then
C = C′D where C′ is the Gram matrix (α, β) of Σ, hence positive semidefinite, and
where D is a diagonal matrix with the positive entries 2/(β, β) on the diagonal. If C were
singular, then [Kac] Thm. 4.3 implies that there is a nonzero non-negative vector v such
that Cv = 0. In other words, 0 would be a positive linear combination of Σ which is
impossible since σ ⊆ ∆+. It follows that C is a generalized Cartan matrix of finite type.
Such a matrix is associated to a finite root system in a unique way. In particular, Σ is its
set of simple roots.
4.5. Lemma. There is a subgroup WM of N := NW (a
0)/CW (a
0) with W (a) = (WM )a
for all a ∈ P.
Proof: We claim that the group WM which is generated by
⋃
a∈PW (a) has all required
properties. From WM ⊆ N it follows that WM finite. Since each individual W (a) is
generated by reflections, W is also generated by reflections. From P ⊆ t+ it follows that
Wx = CW (a
0) for all x ∈ P0. This means that every reflection hyperplane of WM meets
P at most in its boundary. Hence, P is entirely contained in a single Weyl chamber, say
a+, of WM .
The finiteness of WM also implies that it has a fixed point a0 ∈ a0. Thus we may
identify a0 with a∗
R
and assume that WM is acting linearly.
Since N is a subquotient of W and since a∗
R
is defined over Q there is a lattice in a∗
R
which is normalized by WM . This means that WM is in fact a crystallographic reflection
group, i.e., that it is the Weyl group attached to a root system ∆.
Every W (a) is the Weyl group of a subroot system ∆(a) ⊆ ∆. Moreover, the Weyl
chamber a+ determines a Weyl chamber for ∆(a) and therefore a set Σ(a) ⊆ ∆(a) of
simple roots. Moreover, the coherence property Lemma 4.3 implies
(4.6) Σ(b) = {γ ∈ Σ(a) | γ(b) = 0}
for all a ∈ P and all b ∈ P sufficiently close to a. This follows from the fact that the isotropy
group W (a)b is generated by simple reflections if b is in the dominant Weyl chamber.
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Now let Σ be the union of all Σ(a), a ∈ P. We claim that Σ(a) can recovered from
Σ, namely:
(4.7) Σ(a) = {α ∈ Σ | α(a) = 0}.
Indeed, (4.6) implies “⊆”. Conversely, let α ∈ Σ with α(a) = 0. By construction, α ∈ Σ(b)
for some b ∈ P. Thus α(a) = α(b) = 0 and therefore α(c) = 0 for all c on the line segment
[a, b]. The convexity of P implies [a, b] ⊆ P. From (4.6) it follows that the set of c ∈ [a, b]
with α ∈ Σ(c) is both open and closed. Hence α ∈ Σ(a), proving the claim.
Next, we want to apply Lemma 4.4. For that let α ∈ Σ(a) and β ∈ Σ(b) with a, b ∈ P.
Then a, b ∈ a+ implies α(b) ≥ 0, β(a) ≥ 0. If both α(b) > 0 and β(a) > 0 then γ(a) < 0
and γ(b) > 0 where γ := α − β. Thus γ is not a root which implies 〈α, β∨〉 ≤ 0. On the
other hand if α(b) = 0 then α, β ∈ Σ(b) by (4.7). Thus, again 〈α, β∨〉 ≤ 0. The same
conclusion holds for β(a) = 0. Lemma 4.4 implies that Σ is the set of simple roots for some
subroot system of ∆ and therefore of ∆ itself since WM is generated by the reflections in
Σ. It follows that (WM )a is generated by the reflections corresponding to the roots α ∈ Σ
with α(a) = 0. Thus (WM )a =W (a) by (4.7).
Proof of Theorem 4.1: Put W0 = WM as in Lemma 4.5. Then M → a∗R/WM is smooth
since it is locally smooth. Moreover, by a partition of unity argument, Lemma 4.2 shows
that the map (4.1) is surjective. Finally, WM is the minimal possibility for W0 since W0
has to contain all local Weyl groups W (a).
We conclude this section with a general statement about smooth functions on P/WM
which might be useful for concrete calculations. More precisely, since P → P/WM is
bijective, functions on P are the same as functions on P/WM . So it is interesting to
characterize those functions on P which are smooth on P/WM .
4.6. Proposition. Let f : P → R be a function. Then the following properties are
equivalent:
i) f ∈ C∞(P/WM ).
ii) For every a ∈ P there is a (WM )a-invariant smooth function f˜ on a∗ such that f and
f˜ coincide in a neighborhood of a in P.
iii) For every a ∈ P the Taylor series of f in a is (WM )a-invariant.
If P is closed in a∗ then these conditions are equivalent to
iv) f is the restriction of a smooth W -invariant function on a∗.
v) Let g1, . . . , gr be generators of R[a∗]WM . Then there is a smooth function h(x1, . . . , xr)
with f = h(g1, . . . , gr) on P.
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Proof: The implications i)⇒ii)⇒iii) are clear. The implication iii)⇒i) is a corollary of
a deep theorem of Bierstone-Milman ([BiMi] Thm. 3.2). In the case P is closed, the last
two conditions clearly imply the first three. Moreover, v)⇒iv). For the implication i)⇒v)
observe that (g1, . . . , gr) embeds a
∗/WM , hence also P/WM , into Rr as a closed semi-
algebraic subset. Then e.g. a partition of unity argument shows that f can be extended
to a smooth function h on Rr.
5. The group scheme
The automorphisms of the cotangent bundle T ∗X of a smooth spherical variety have been
studied in [Kn3]. There it was shown that they can be interpreted as the global sections
of a certain abelian group scheme acting on T ∗X . Our program is to extend this theory to
multiplicity free manifolds.
In the present section, we recall the definition and some of the fundamental properties
of the group scheme. For this, let a be any finite dimensional C-vector space and let
W ⊆ GL(a) be a finite reflection group. We assume that W normalizes a lattice Λ ⊆ a∗.
This implies that W acts on the torus A := Hom(Λ,C×). We have X(A) = Λ and
LieA = a. Let s := a∗/W = SpecS∗(a)W be the quotient with quotient morphism
π : a∗ → s. It is well-known that s is isomorphic to an affine space and that π is finite and
faithfully flat.
For any s-scheme Y let Ya∗ be the pull back-scheme Y ×s a∗. It carries a natural
action of W and we are interested in W -equivariant morphisms Ya∗ → A.
5.1. Proposition. ([Kn3] Lemma 2.3) The functor Y 7→MorW (Ya∗ , A) is represented by
a smooth affine abelian group scheme AW /s. This means that a W -equivariant morphism
Ya∗ → A is the “same” as a section of AW over Y , i.e., an s-morphism Y → AW .
Example: Let a = C, W = {±1}, and Λ = Z. If t is the coordinate function on a∗ ∼= C
then s = t2 is the coordinate function on s ∼= C. Let A/s be the subgroup scheme of
GL(2,C)× s consisting of all pairs (M, s) with
(5.1) M :=
(
a sb
b a
)
and det(M) = a2−sb2 = 1. We claim AW ∼= A. For this, we verify that A has the required
universal property. A morphism Y → s is given the image of s in O(Y ). Then every
function on Ya∗ has the form a+tb with a, b ∈ O(Y ) and t2 = s. AW -equivariant morphism
ϕ : Ya∗ → A = C× amounts to an invertible function a+ tb with (a+ tb)−1 = a− tb. Thus,
ϕ is equivalent to a pair a, b ∈ O(Y ) with a2 − sb2 = (a + tb)(a − tb) = 1, i.e., to a s-
morphism Y → A.
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In the sequel, we need a refinement of AW . In the example observe that the generic
fiber of A is As ∼= C× while the zero fiber is A0 ∼= {±1}×C. Thus, we obtain an open
subgroup scheme A′ ⊂ A by removing the set {−1}×C inside A0 from A. Since that set
is a divisor, the group scheme A′ is still affine.
In general, it was shown in [Kn3] that the affine open subgroup schemes of AW
correspond to the root systems with Weyl group W and lattice Λ. More precisely, let
Φ = (Λ,∆,Λ∨,∆∨) be a reduced root datum. Let W = W (Φ) be the Weyl group of Φ
and let A = Hom(Λ,C×) be the torus with character group Λ. Then a∗ = Λ⊗ZC.
For a root α ∈ ∆ let sα ∈ W be the corresponding reflection. If we regard α as a
character A → C× and the coroot α∨ as a cocharacter C× → A then the action of sα on
A is given by the formula
(5.2) sα(t) = t · α∨(α(t))−1
Let χ ∈ Λ be an arbitrary character and let t ∈ A with sα(t) = t. Then
(5.3) 1 = χ
(
t · sα(t)−1
)
= α(t)〈χ|α
∨〉
The choice χ = α implies in particular α(t) ∈ {1,−1}.
Now let Z be a W -scheme and Zsα the sα-fixed point scheme. Let ϕ : Z → A be a
W -equivariant morphism. Then the discussion shows α(ϕ(Zsα)) ⊆ {1,−1}.
5.2. Definition. A morphism ϕ : Z → A is called Φ-equivariant if it is W -equivariant
and if
(5.4) α
(
ϕ(Zsα)
)
= 1
for all roots α ∈ ∆.
Remark: If there exists χ ∈ Λ with 〈χ | α∨〉 = 1 then (5.4) is automatically satisfied.
This follows from (5.3). Most root systems have such a character χ (see Lemma 6.6 for
details).
For a W -scheme Z let MorΦ(Z,A) be the set of all Φ-equivariant morphisms ϕ : Z → A.
Again it was shown in [Kn3] that the functor Y/s 7→ MorΦ(Ya∗ , A) is represented by a
affine commutative group scheme AΦ/s, i.e., with
(5.5) MorΦ(Ya∗ , A) = Mors(Y,AΦ).
We proceed by summarizing some facts about A = AΦ. Proofs can be found either
here or in [Kn3].
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Relation to AW : The group scheme AΦ is an affine open subgroup scheme of AW . In fact,
all affine open subgroup schemes are of this form. In particular, if Φmax is the root
system where all roots are as long as possible, or equivalently where all coroots are
primitive, then AΦmax = AW .
Global sections: Let
(5.6) AΦ := {t ∈ A | α(t) = 1 for all α ∈ ∆}.
This is a subgroup of finite index of AW , the group of W -fixed points in A. Every
t ∈ AΦ induces the constant Φ-morphism a∗ → A : ξ 7→ t and therefore a section
s→ A. In fact, since every morphism a∗ → A is necessarily constant we have
(5.7) Γ(s,A) = AΦ.
Change of lattice: Let Λ′ ⊆ Λ be sublattice of finite index containing ∆. Then Φ′ =
(Λ′,∆,Λ′∨,∆∨) is also a root datum and A′ = Hom(Λ′,C×) is a quotient of A by
the finite group E := Hom(Λ/Λ′,C×). Because of ∆ ⊆ Λ′ we have E ⊆ AΦ. Thus
E acts (freely) on AΦ by translation and AΦ/E = AΦ′ . In particular, the morphism
AΦ → AΦ′ is finite and surjective.
Products of root system: Let Φ be the product of the root systems Φ1 and Φ2. Then
a∗ = a∗1× a∗2 and AΦ = AΦ1 ×AΦ2 . For general root systems one can combine this
with a suitable change of lattices as above. Thus there is always a finite quotient
π : A։ A′ or a covering π : A′ ։ A (with π finite) where A′ decomposes as
(5.8) A′ = (A0× a∗0)×AΦ1 × . . .×AΦs .
Here, A0 is a torus with Lie algebra a0 and the Φν are irreducible root systems.
Fibers: All fibers of A/s are commutative of dimension r = dimA = rkΦ. More precisely,
for a ∈ a∗ let s = π(a) be its image in s. Put
(5.9) ∆a := {α ∈ ∆ | 〈a | α∨〉 = 0}
and Φa = (Λ,∆a,Λ
∨,∆∨a ). Let As = AΦ×s{s} be the fiber over s and let As =
Asss ×Aunis be its decomposition into semisimple and unipotent part. Then
(5.10) Asss
∼= AΦa ⊆ A and Aunis ∼= Crk〈∆a〉.
The first isomorphism depends on the choice of a ∈ π−1(s).
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Generic structure: A point a ∈ a∗ is called regular if its isotropy group Wa is trivial. This
condition is equivalent to ∆a = ∅, i.e., 〈a | α∨〉 6= 0 for all α ∈ ∆. Let a∗reg be the set
of regular points and let sreg be its image in s. Then by the description of the fibers
above we know that the restriction of A to sreg is a torus bundle with typical fiber A.
Its monodromy is W . More precisely:
(5.11) A|sreg = A
W× a∗reg.
Local structure: The isomorphism (5.11) can be generalized to describe the local structure
of A in the neighborhood of any point s ∈ s. Choose a ∈ a∗ lying over s and let
(5.12) a∗a := {b ∈ a∗ | 〈b | α∨〉 6= 0 for all α ∈ ∆ \∆a}.
This is also the set of all b ∈ a∗ with ∆b ⊆ ∆a and also the complement of all reflection
hyperplanes which do not contain a. The isotropy group Wa is the Weyl group of Φa.
Moreover, the morphism sa := a
∗
a/Wa → s is e´tale. Then
(5.13)
AΦa |sa → AΦ
↓ ↓
sa → s
is a pull-back diagram. In other words, AΦa and AΦ are isomorphic over sa. Proof:
Let a˜∗a := sa×s a∗. Then a∗a is a connected component of a˜∗a. Its stabilizer in W is
W (a) and all other components are W -translates. Now let Y be any Sa-scheme. One
checks
(5.14) MorΦ(Y ×
s
a∗, A) = MorΦ(Y ×
sa
a˜∗a, A) = Mor
Φa(Y ×
sa
a∗a, A) = Mor
Φa(Y ×
s
a∗, A).
Thus, the universal property implies AΦ×s sa = AΦa |sa .
Lie algebra: The Lie algebra of A is a vector bundle over s. Taking for Y the spectrum of
C[X ]/(X2) one obtains
(5.15) LieAΦ = T
∗
s
where T ∗s is the cotangent bundle of s.
Symplectic structure: The isomorphism (5.15) implies that the tangent space of A in a
point of the identity section is of the form T ⊕ T ∗. Thus it carries a symplectic
structure. We claim, that in fact A has a global symplectic structure, i.e., there is a
natural closed and non-degenerate 2-form ω on A. It is constructed as follows. First,
A× a∗ is the cotangent bundle of A, hence symplectic. The form is invariant under
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the natural W -action. Thus it pushes down to a symplectic structure on A×W a∗reg.
By (5.11), this space is isomorphic to the open subset Areg := A|sreg of A . We show
that the symplectic form on Areg extends to a non-degenerate symplectic form on A.
Since A is affine, we have to check this only in codimension one. The complement
of Areg in A is the part of A sitting over the ramification divisor in s. The components
of this divisor correspond to the conjugacy classes of roots. Choosing one component
and one root belonging to this component and using (5.13) we are reduced to the case
where the root system is of type A1. Using (5.8), we may additionally assume that
A splits as the product of a torus and AΦ′ where Φ
′ is of rank one. Thus, we may
assume that Φ = Φ′ is of rank one.
Then we are in the case of the example in the beginning of this section. Recall that
the coordinate ring of A was generated by a, b, and s with the relation a2 − sb2 = 1.
Moreover s = t2 where t is the coordinate of a∗ = C. Let x be the coordinate of
A ∼= C×. Then x = a+ tb is an eigenvalue of the matrix (5.1), i.e., the map
(5.16)
(
a sb
b a
)
7→ (a+ tb, t) ∈ C××C
trivializes A over C \ {0}. A short computation yields
(5.17) ω =
dx
x
∧ dt = (a− tb)(da+ b dt+ t db) ∧ dt = (a da− sb db)dt+ (a db− b da) ∧ t dt
From a2 − sb2 = 1 it follows that the first summand vanishes. Thus
(5.18) ω =
1
2
(a db− b da) ∧ ds
is regular on all of A. More precisely, ω is the restriction of a 2-form ω˜ on C3 to A.
Since A is the zero-set of f := a2 − sb2 − 1 and because of
(5.19) ω˜ ∧ df = (f + 1) da ∧ db ∧ ds
the restriction ω is non-degenerate.
6. The extension property
In this section, we prove a crucial property of the group scheme AΦ. It says that certain
rational sections extend automatically to regular sections. This phenomenon is related to
the group schemes introduced by Bruhat-Tits in [BrTi] 4.4. The difference is that there
the base scheme is assumed to be just one-dimensional.
6.1. Definition. Let S be an irreducible scheme with generic point η and let G/S be a
group scheme acting on an S-scheme X/S. Let Xη be the fiber of X over η. The action
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of G on X is called saturated if for any section uη : η → G of G over η the following are
equivalent:
i) uη extends to a section of G over S.
ii) The automorphism ϕη of Xη induced by uη extends to an S-automorphism ϕ of X .
Clearly, only the implication ii)⇒i) is a problem. To formulate the results we need a
restriction:
6.2. Definition. Let S be an irreducible normal affine scheme with generic point η. An
S-scheme X is good if it is noetherian, affine, faithfully flat over S and if the generic fiber
Xη is geometrically irreducible.
Now we show that torus actions on good schemes are saturated. More precisely:
6.3. Lemma. Let S be an irreducible normal C-scheme and X a good S-scheme. Let T/S
be torus acting on X/S. Let η be the generic point of S and assume that the action of Tη
on Xη has a finite kernel. Then the action of T/S on X/S is saturated
Proof: The torus T splits over a Galois cover S˜ → S. It is easy to see that it suffices to
show the assertion for T˜ = T×S S˜ acting on X˜ = X ×S S˜. Thus, we may assume from the
outset that T = T ×C S is split where T is a torus over C.
The normality of S implies that a section uη extends to S if and only if it extends in
codimension one. Thus, after changing the base scheme S, we may assume that S = Spec V
where V is a discrete valuation ring. Let t ∈ V be a uniformizer. Then X = SpecR is an
affine scheme where R is a faithfully flat V -algebra. This means in particular that t is not
a zero-divisor in R, i.e., the homomorphism R → R[t−1] is injective. Moreover, Xη being
irreducible means that R[t−1] is a domain. Hence, R is a domain, as well.
Choose an isomorphism T ∼= (C×)r. Then we can write
(6.1) uη = (t
d1 , . . . , tdr)(v1, . . . , vr) = λ(t) · v
where dν ∈ Z and where vi ∈ V is invertible. Since v is regular over S, we may replace uη
by λ. Moreover, since uη = λ takes values in a one-dimensional subtorus we may assume
T = C× and uη = td with d ∈ Z. All we have to show now is d = 0.
Suppose d 6= 0. The action of T on X corresponds to a Z-grading R = ⊕mRm. Let ϕ
be the automorphism of Definition 6.1ii). Then ϕ(f) = tdmf for all f ∈ Rm. Since ϕ is
invertible we see that multiplication by t is bijective on Rm for all m 6= 0. Put I := tR and
J :=
⋂
n≥0 I
n. Because R is a domain either J = 0 or I = R (Krull, see e.g. [AtMa] 10.18).
Suppose J = 0. Since Rm ⊆ J for m 6= 0 this would mean that A is acting trivially on X ,
contradicting the assumption that the kernel of the action is finite. Thus I = R. But then
t is invertible in R, contradicting the assumption that X is faithfully flat over S.
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In the next lemma we show that actions of AΦ are almost saturated, even in a formal
sense. For this, we use two ideas: 1. the saturatedness of tori and 2. the following simple
fact: let f(x) be a rational function with f(−x) = f(x)−1. Then f is defined and non-zero
in x = 0.
6.4. Lemma. Let X be a good scheme over s = a∗/W . Assume that AΦ is acting on X
such that the action over the generic point of s is faithful. Let ŝ be the formal neighborhood
of 0 in s and let η be its generic point. Let u be a section of AΦ over η such that the action
of u on X ×s η extends to an automorphism of X ×s ŝ. Then u extends to a section of AW
over ŝ.
Proof: First observe that AΦ is an open subset of AW and that both coincide over sreg.
We have to show that the morphism u : η → AΦ extends to a morphism ŝ→ AW . Again,
since ŝ is normal, it suffices to check this in codimension one.
Let ŝreg = ŝ ∩ sreg be the complement of the ramification divisor D. Since AΦ is a
torus over ŝreg we can invoke Lemma 6.3 and conclude that u is regular over ŝreg.
It remains to study regularity in D. For a root α ∈ ∆ let Dα be the image of the
reflection hyperplane Hα in s. Then the Dα are precisely the irreducible components of D
with Dα = Dβ if and only if Wα =Wβ.
Let â∗ be the formal neighborhood of a∗ in 0. Moreover, let V be the local ring of â∗
in â∗ ∩Hα and let â∗α be its spectrum. Then V is a discrete valuation ring with valuation
denoted by vα and uniformizer α
∨.
Put Wα := {1, sα} and ŝα := â∗α/Wα. Then there is a flat morphism ŝα → ŝ with the
closed point of ŝα mapping to the generic point of Dα. Thus we have to show that the
rational section u is regular over ŝα.
Observe that
(6.2) ŝα×
s
a∗ = W
Wα× â∗α.
The section u corresponds therefore to a Wα-equivariant rational morphism u˜ : â
∗
α
// A .
Now put f := α ◦ u˜ which is a rational function on â∗α. The Wα-equivariance of u˜ implies
(6.3) f ◦ sα = α ◦ u˜ ◦ sα = α ◦ sα ◦ u˜ = (α ◦ u˜)−1 = f−1.
Because the valuation vα is sα invariant this implies vα(f) = 0, i.e., f is actually defined
and invertible on â∗α. Equation (6.3) implies moreover that f
2 − 1 vanishes on Hα.
Now we consider the coroot α∨ as a homomorphism C× → A and define a morphism
b : â∗α → A by b = α∨(f). Then the Wα-equivariance of u˜ can be rewritten as
(6.4) u˜ ◦ sα = u˜ · b−1
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Thus
(6.5) c := u˜2b−1 = u˜ · (u˜ ◦ sα)
has values in AWα . This group has at most two connected components which implies that
c2 has values in the torus A0 := (A
Wα)0. Now we use the fact that u induces an action
on all of X ×s ŝ. Thus also c extends to an automorphism of X ×s ŝα. Since it is part of a
torus action, we conclude (Lemma 6.3) that c is regular on â∗α. Thus, also u˜
4 and therefore
u˜ are regular on â∗α.
Before we go on, we need to study the difference between sections of AW and sections
of AΦ. Recall that each element t ∈ AW gives rise to a constant section, also denoted by
t, of AW .
6.5. Lemma. Let ŝ be the formal neighborhood of a point s ∈ s. Then
(6.6) Γ(ŝ,AW ) = A
W · Γ(ŝ,AΦ).
Proof: For an algebraic group E let π0(E) = E/E
0 be its group of components. It suffices
to show that
(6.7) AW → π0(AW,s)
is surjective. Indeed, let u be a section of AW over ŝ. Let u(s) ∈ AW,s be its value at s.
Then there is t0 ∈ AW with u(s) · t−10 ∈ A0W,s ⊆ AΦ,s. But then u1 := t−10 · u is a section
of AΦ.
To show surjectivity of (6.7), let a ∈ a∗ be a lift of s. Because of π0(AW,s) = π0(AWa)
it suffices to show that AW → π0(AWa) is surjective or, equivalently, that the map between
character groups is injective.
Let ∆max ⊆ Λ be the root system with Weyl group W such that all coroots are
primitive. Then Wa corresponds to a subroot system ∆
′
max. Choose a system of simple
roots Σ ⊆ ∆max such that Σ′ = Σ∩∆′max is a set of simple roots for ∆′max. Then the map
of character groups is
(6.8) (Λ/〈∆′max〉)torsion −→ Λ/〈∆max〉.
The kernel is a torsion subgroup of the free group 〈∆max〉/〈∆′max〉 ∼=
∑
α∈Σ\Σ′ Zα, hence
zero.
Next, we investigate when there is actually a difference between AW and AΦ. Clearly
this only happens if there is a root α with 1
2
α∨ ∈ Λ∨. These roots will be called special.
6.6. Lemma. Let α be a special root. Then Φ has a direct summand isomorphic to the
root datum of SO2n+1(C), n ≥ 1, in which α is a short root.
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Remark: The root datum of SO2n+1(C) is of course the root system Bn where Λ is the
root lattice. Observe that B1 = A1 is included.
Proof: We may choose a set of simple roots Σ ⊆ ∆ containing α. Then 〈Λ | α∨〉 = 2Z
implies 〈β|α∨〉 ∈ {0,−2} for all β ∈ Σ. The classification of Dynkin diagrams shows that
α is the short simple root of a subroot system of type Bn. Let α1, . . . , αn be the short
positive roots. By assumption, the corresponding half-coroots 12α
∨
1 , . . . ,
1
2α
∨
n lie in Λ
∨.
Because of 〈αi| 12α∨j 〉 = δij , we see that the lattice spanned by the αi is a direct summand
of Λ.
As already mentioned, any root α gives rise to a component Dα of the ramification
divisor of a∗ → s. We call Dα special if α is special.
6.7. Lemma. Let D ⊆ s be an irreducible divisor.
i) If D is not a special divisor then AΦ,s = AW,s for a generic point s ∈ D.
ii) If D = Dα is special then AΦ,s is of index 2 in AW,s for a generic point s ∈ D.
iii) If D = Dα is special then there is an involution eα ∈ AW with eα(s) 6∈ AΦ,s if and
only if s ∈ D.
Proof: If D is not part of the ramification divisor then, for s ∈ D generic, AW,s is a torus,
hence AΦ,s = AW,s. Otherwise, D = Dα for some root α. If α is not special then α ∈ ∆max.
Thus AΦ,s = AW,s ∼= kerα×C for s ∈ D generic. Otherwise, 2α ∈ ∆max and AΦ,s is of
index 2 in AW,s. This shows i) and ii).
For iii) we may assume that α is a short root in a direct summand Φ′ of Φ which is
of type Bn. Thus, there is a unique homomorphism εα : Λ→ {±1} with
(6.9) εα(χ) =
{−1 if χ is a short root of Φ′
+1 if χ is another root or if χ is fixed by W .
This homomorphism is clearly W -invariant and of order 2. Thus, it can be interpreted as
an involution in eα ∈ AW . Let s ∈ s and let a ∈ a∗ lie above s. Then eα(s) ∈ AΦ,s if and
only if εα(∆a) = 1 if and only ∆a contains no short root of Φ
′ if and only if s 6∈ Dα.
Now we can give a criterion for an AΦ-action to be saturated:
6.8. Theorem. Assume AΦ/s acts on a scheme X/s which is good and assume that the
action is generically effective. For s ∈ s let ŝs be its formal neighborhood. Moreover, put
X̂s := X ×s ŝs and Âs = AΦ×s ŝs. Then the following are equivalent:
i) For every s ∈ s, the action of Âs on X̂s is saturated.
ii) The action of AΦ on X is saturated.
iii) Let t ∈ AW with t 6∈ AΦ. Then the rational action of t on X does not extend to an
action on all of X.
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Proof: i)⇒ii): Let u be a rational section of AΦ such that the action of u on X is regular.
Then u is regular over ŝs for every s ∈ s. Hence it is regular on all of s.
ii)⇒iii): Let t ∈ AW whose rational action on X is regular. Then t is a regular section
of AΦ, i.e., t ∈ AΦ.
iii)⇒i): Let u be a rational section of AΦ over ŝs which induces an automorphism of
X̂s. Then Lemma 6.4 implies that u is a regular section of AW over ŝs and we have to
show that u is actually a section of AΦ. Lemma 6.5 implies that there is t0 ∈ AW such
that u1 = u · t−10 is regular over ŝs. Thus, we may replace u by t0.
So assume u ∈ AW . Now let D ⊂ s be an irreducible divisor over which u is not a
section of AΦ. Then Lemma 6.7 tells us that D = Dα is a special divisor. If s 6∈ Dα,
then we may eliminate Dα by multiplying u by the special involution eα of Lemma 6.7iii).
Thus, we may assume s ∈ Dα. Then the action of u on X is regular outside the union of
finitely many irreducible divisors which all pass through s. On the other side, the action of
u extends to an action on X̂s. These two facts imply that the action of u on X is regular
outside a subset of codimension ≥ 2. Since X is affine, the action is regular everywhere.
Now iii) implies u ∈ AΦ. A fortiori, u is a regular section of AΦ over ŝs.
Finally, we need that for given W and X at most one AΦ can act in a saturated
fashion.
6.9. Theorem. Let ŝ be the formal neighborhood of 0 in s and let X̂/ŝ be good. Let Φ1 and
Φ2 be two root systems with the same lattice and Weyl group. Assume that both AΦ1 ×s ŝ
and AΦ2 ×s ŝ act on X inducing the same action of their Lie algebra. Assume moreover
that both group scheme actions are saturated. Then Φ1 = Φ2.
Proof: Let E ⊆ AW be the group of constant sections which act on X . By saturatedness,
we have AΦ1 = E = AΦ2 . This implies Φ1 = Φ2.
7. Automorphisms of spherical varieties
In this section, we apply the results of the preceding section to the cotangent bundle of
spherical varieties. Our starting point is the following theorem.
7.1. Theorem. Let X be a smooth affine spherical variety. Then there is a root system
ΦX with lattice ΛX (the group generated by the weight monoid) and Weyl group WX with:
i) The group scheme A = AΦX acts on Z := T
∗
X over s := a
∗/WX .
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ii) This action is uniquely determined by the requirement that the following diagram com-
mutes:
(7.1)
T ∗s ×s Z
β
∼
//
α

T ∗Z
γ∼

(LieA)×s Z δ // TZ
Here, α is induced by the isomorphism (5.15), β is pull-back of cotangent vectors via
Z → s, γ comes from the symplectic structure on Z, and δ is the infinitesimal action
of A on Z.
iii) The action of A on Z is saturated.
Proof: See [Kn3] Thm. 4.1 and Thm. 7.8.
It turns out that the data (ΛX ,WX) determine to a large extent the generic structure
of Z. Let L ⊆ G be the centralizer of a∗ ⊆ t∗ ⊆ g∗ under the coadjoint action. This is also
the largest Levi subgroup of G containing T such that ΛX ⊆ X(L). Let L0 be the set of
g ∈ L with χ(l) = 1 for all χ ∈ ΛX . This is a normal subgroup of L such that A := L/L0
is a torus with Lie algebra a.
7.2. Proposition. There is a dense open WX-stable subset a
∗
0 ⊆ a∗ and an isomorphism
(7.2) ε : G/L0× a∗0 ∼−→ Z ×
s
a∗0
with:
i) ε is G-equivariant.
ii) ε is compatible with the moment map, i.e., the diagram
(7.3)
G/L0× a∗0 //
m0 %%K
KK
KK
KK
Z
m

g∗
commutes where m0 is the morphism (gL0, ξ) 7→ gξ.
iii) ε is compatible with the invariant moment map, i.e., the diagram
(7.4)
G/L0× a∗0 //
p2

Z
ψ

a∗0
// a∗/WX
commutes where p2 is the projection to the second factor.
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iv) Let WX act on Z ×s a∗0 by acting on the second factor. Then ε is WX-equivariant
where w ∈WX acts on G/L0× a∗0 according to the formula
(7.5) w(gL0, ξ) = (gtw(ξ)w
−1L0, wξ).
Here, w is a lift of w to NG(a
∗
X) and tw : a
∗
0 → A is some morphism.
v) ε is compatible with the AX -action: because of AX ×s a∗0 = A× a∗0 this is just an A-
action which coincides with the right A-action on G/L0.
Proof: Most assertions follow from [Kn2], especially §4. The main point is that the closure
of m(Z) coincides with the closure of Ga∗ inside g∗ ([Kn2] 3.3). Thus ψ : G×Lm−1(a∗)→
Z is dominant and even generically finite but ψ is in general not birational and m−1(a∗)
is not irreducible. Let B be the Borel subgroup of G and X0 = Bx0 be the open B orbit
in X . Then we replace a∗ by an open subset a∗0 (making ψ finite) and m
−1(a∗0) by its
intersection Σ with T ∗X0 . Moreover, we replace the target Z by Z˜ := Z ×t∗/W a∗0. Then
Σ is irreducible and ψ̂ : G×L Σ → Z˜ is an open embedding. The image is an irreducible
component T̂X = T
∗
X ×a∗/WX a∗0 of Z˜. Since L0, the principal isotropy group, acts trivially
on Σ, the action factors through A = L/L0. Moreover, after possibly shrinking a
∗
0, the
action of A on Σ is free and Σ→ a∗0 is a quotient. Thus, again after shrinking a∗0, there is
an isomorphism Σ ∼= A× a∗0. From this we get a map
(7.6) ε : G/L0× a∗0 = G
L×Σ →֒ T̂X → T ∗X .
Now all assertion are clear by construction except for possibly iv).
The WX-action is of course the one on T̂X . Thus, the WX -action commutes with
the G-action and the second projection to a∗0 is WX -equivariant. Therefore, the action of
w ∈WX must have the form
(7.7) w(gL0, ξ) = (gnw(ξ)L0, wξ)
where nw is a morphism a
∗
0 → NG(L0)/L0. Now, the fact that m is WX -invariant implies
nw(ξ)wξ = ξ for all ξ ∈ a∗0. Thus, tw(ξ) := nw(ξ)w ∈ L/L0 = A as claimed.
Later on, we also need the following complements to Theorem 7.1:
7.3. Corollary. With the notation above:
i) The moment map is A-invariant, i.e., m(az) = m(z) for all (a, z) ∈ A×s Z.
ii) The A-action is compatible with the symplectic structure of Z, i.e., the following for-
mula holds:
(7.8) µ∗ωZ = pr
∗
1ωA + pr
∗
2ωZ
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Here pr1 : A×s Z → A is the first projection and µ, pr2 : A×s Z → Z the multiplica-
tion and the second projection, respectively. Moreover, ωA and ωZ are the symplectic
forms on A and Z, respectively.
Proof: i) follows from ii) and v) above.
ii) As in the proof above we write G/L0× a∗0 = G×LΣ with Σ ∼= A× a∗0. Then
Σ is a Hamiltonian A-variety with the second projection as moment map. Now choose
coordinates tν of A and compatible coordinates xν of a
∗
0. Then the symplectic form on Σ
has the form
(7.9) ωΣ =
∑
ν
dtν
tν
∧ dxν + ω0
where ω0 is a 2-form involving only the coordinates xν . The pull-back A˜ of AX to a
∗
0 is
the trivial group scheme with fiber A. Thus we have
(7.10) A˜×
a∗
0
Σ = A×A× a∗0.
Denote the coordinates of the three factors by sν , tν , and xν , respectively. Then pr1, pr2,
and µ are, respectively,
(7.11) (s, t, x) 7→ (s, x), (t, x), (st, x).
A very short calculation shows that (7.8) holds for the A˜-action on Σ. Thus, it also holds
for the A˜-action on G×L Σ by G-equivariance and therefore for the AX -action on Z.
Now we are able to determine the automorphisms of formal neighborhoods of closed
orbits in T ∗X .
7.4. Theorem. Let X be a smooth affine spherical variety and Z = T ∗X . Let ŝ be the
formal neighborhood of a point s in s. Put Ẑ := Z ×s ŝ and let ϕ be a G-equivariant
automorphism of Ẑ such that both the moment map Ẑ → g∗ and the invariant moment
map Ẑ → ŝ are ϕ-invariant. Then ϕ is induced by a (unique) section u of AX over ŝ.
Proof: Let s˙ be the generic point of ŝ and Z˙ := Ẑ ⊗ŝ s˙ = Z ×s s˙. We claim that it suffices
to construct a section u˙ over s˙. In fact, the morphism Z → s satisfies the conditions of
Theorem 6.8 (the generic fiber is irreducible by construction; see [Kn1] 6.6 for the faithful
flatness). Thus, since the action of AX on Z is saturated (Theorem 7.1) the same holds for
the action on Ẑ (Theorem 6.8). Thus, u˙ extends to a section u over ŝ. The automorphism
induced by u coincides with ϕ over s˙. So it coincides over all of ŝ since Ẑ → ŝ is faithfully
flat.
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To construct u˙, let a˙∗ = s˙×s a∗. Thus, via the morphism a˙∗ → a∗0, the isomorphism
ε in Proposition 7.2 yields an isomorphism
(7.12) G/L0× a˙∗ ∼→ Z˙ ×˙
s
a˙∗
Since Z˙ → s˙ is ϕ-invariant, ϕ extends to an automorphism ϕ˜ of the right hand side and
therefore of G/L0× a˙∗. Because ϕ˜ is G-equivariant and because the projection to the
second factor is ϕ˜-invariant, it follows that there is a morphism t : a˙∗ → AutG(G/L0) =
NG(L0)/L0 such that
(7.13) ϕ˜(gL0, ξ) = (g t(ξ)L0, ξ).
Now the invariance of the moment map Z˙ → g∗ implies that t(ξ)ξ = ξ. Thus t takes values
in CG(a
∗)/L0 = L/L0 = A. Finally, we use that ϕ˜ commutes with the WX action. From
(7.14) wϕ˜(eL0, ξ) =w(t(ξ)L0, ξ) = (t(ξ)w
−1tw(ξ), wξ)
(7.15) ϕ˜w(eL0, ξ) =ϕ˜(w
−1tw(ξ)L0, wξ) = (w
−1tw(ξ)t(wξ)L0, wξ)
we obtain t(wξ) = w t(ξ)w−1, i.e., t : a˙∗ → A is WX -equivariant. Thus t descends to a
section u˙ of AX over s˙ inducing ϕ.
8. Comparison results
In this section, we provide some tools to pass from the algebraic to the smooth category.
Let K be a connected compact Lie group. If V is a, possibly infinite dimensional,
topological representation of K let
(8.1) V fin := {v ∈ V | dim〈Kv〉 <∞}
be its subrepresentation of K-finite vectors. It a consequence of the Peter-Weyl theorem
that V fin is dense in V whenever V is locally convex. For the next lemma observe that
everyK-equivariant vector bundle E on a homogeneous space has a real algebraic structure.
Let Γalg (resp. Γ∞) denote algebraic (resp. smooth) sections.
8.1. Lemma. Let E → K/HR be an K-equivariant vector bundle of finite rank. Then
there is an isomorphism
(8.2) Γalg(K/HR, E) ∼−→ Γ∞(K/HR, E)fin.
Proof: Let E be the fiber of E over the base point eHR ∈ K/HR. This is a finite dimensional
representation of HR and we have E = K ×HR E. Then,
(8.3) Γ(K/HR, E) = MorHR(K,E)
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both in the algebraic and in the smooth category. Let U be any irreducible representation
of K. Then, by Frobenius reciprocity, a K-homomorphism U → Γ(K/HR, E) is the “same”
as an HR-homomorphism resHR U → E. The latter is independent of the category. Thus
we have
(8.4) HomK(U,Γalg(K/HR, E)) ∼−→ HomK(U,Γ∞(K/HR, E))
implying (8.3).
Here is now the comparison statement:
8.2. Lemma. Let Y = Kx be an K-orbit in a smooth real-algebraic K-manifold M. Let
IY ⊆ C∞(M) be the ideal of smooth functions vanishing in Y and let C∞Y (M) be the IY -
adic completion of C∞(M) (i.e., the ring of formal power series along Y ). On the other
hand, let R[M] be the ring of regular functions on M, let IY = IY ∩ R[M] be the ideal of
regular functions vanishing in Y and let R[[M]] be the IY -adic completion of R[M]. Then
there are natural isomorphisms
(8.5) C∞Y (M)fin ∼= R[[M]]fin ∼= R[M] ⊗
R[M]K
R[[M]]K .
Proof: The second isomorphism is a theorem of Magid [Mag].
For the first isomorphism, put HR = Kx and choose an HR-stable complement N to
kx in T
M,x. Then Luna’s slice theorem asserts that, in the e´tale topology, a neighborhood
of Y in M is isomorphic to a neighborhood of K/HR in the fiber bundle K ×HR N . A
fortiori, this holds in the Hausdorff topology, too. Thus, we may replace M by K ×HR N .
Let En := ⊕n−1i=0 SiN∗ and En := K ×HR En. Then R[M]/InY and C∞(M)/InY are the
algebraic, resp. smooth, sections of the vector bundle En. Thus Lemma 8.1 implies
(8.6) R[M]/InY ∼= (C∞(M)/InY )fin.
Now observe that for any sequence Vn of K-representations holds
(8.7) (
∏
n
V finn )
fin = (
∏
n
Vn)
fin.
This in turn implies
(8.8)
(
lim←−V
fin
n
)fin
=
(
lim←−Vn
)fin
and therefore
(8.9)
(
lim←−R[M]/I
n
Y
)fin
=
(
lim←−(C
∞(M)/InY )fin
)fin
=
(
lim←−C
∞(M)/InY
)fin
.
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Our second comparison statement is concerned with lifting of smooth maps. More
precisely, consider the following diagram in the category of manifolds:
(8.10)
X
pi

U α
//
β >>
Y
Given α and π, we say α lifts to X if there is β with α = π ◦ β. For every u ∈ U , x ∈ X
with y := α(u) = π(y) we obtain homomorphisms α̂ and π̂ between completions:
(8.11)
C∞x (X)
β̂
yy
C∞u (U) C∞y (Y )
pi
OO
α̂oo
We say, α lifts formally to X if for every u ∈ U there is x ∈ X as above and a homomor-
phism β̂ with α̂ = β̂ ◦ π̂. Clearly, if α lifts then it lifts formally. A converse is given by the
following theorem:
8.3. Theorem. We assume
i) X and Y are real-algebraic manifolds and π is a morphism.
ii) There is h ∈ R[Y ] such that π is a closed embedding over Y0 := {y ∈ Y | h(y) 6= 0}.
iii) The function h := h ◦ α ∈ C∞(U) is non-zero and locally analytic.
Then α lifts if and only if it lifts formally. Moreover, the lift β is unique.
Proof: The map β is unique since by iii) the zero-set of h is nowhere dense and π is injective
over Y0. For the existence we have to show that R[Y ]
α∗→ C∞(U) extends to R[X ] β
∗
→ C∞(U).
Because α lifts formally, hence set theoretically, the image of α is contained in the image
of π. Thus, if I is the kernel of R[Y ] pi
∗
→ R[X ] then α∗(I) = 0. Therefore, we obtain a
homomorphism α∗ : R := R[Y ]/I → C∞(U) and we can think of R as a subring of R[X ].
Because of ii), every f ∈ R[X ] is of the form g/hN where g ∈ R and N ∈ N. Therefore,
β∗(f) exists if and only if α∗(g) is divisible by h
N
. Because h is locally analytic, this can
be checked by looking at Taylor series ([Mal] Thm. 1.1). But for them divisibility holds
since α lifts formally.
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9. Automorphisms of multiplicity-free spaces
In this section, we describe the automorphism group of a multiplicity free manifold.
We start by defining a real version of the group scheme AΦ. So, let Φ = (Λ,∆,Λ
∨,∆∨)
be a root system. Recall that a∗ := Λ⊗C and A := Hom(Λ,C×) have the real structures
(9.1) χ⊗ z = −χ⊗ z and a(χ) = a(χ)−1
respectively. Then these structures induce a real structure on AΦ. Then AΦ(R) is a Lie
group scheme over sR := (a
∗/W )(R). In the sequel, we need only the part lying over
a∗
R
/W . Thus, we define
(9.2) A+Φ := AΦ(R) ⊗
S(R)
a∗R/W.
Observe that A+Φ is equipped with the structural map A
+
Φ → a∗R/W such that each
fiber is an (abelian) Lie group. More precisely, there is a unit section a∗
R
/W → A+Φ and
a multiplication map A+Φ ×a∗R/W A+Φ → A+Φ , both smooth, making each fiber a Lie group.
We are going to call such an object a Lie group scheme over a∗
R
/W . Let M be a manifold
equipped with a smooth map M → a∗
R
/W . Then an action of A+Φ on M over a
∗
R
/W is
given by a smooth map A+Φ ×a∗R/W M → M satisfying the usual identities. In particular,
each fiber of A+Φ over a
∗
R
/W (an honest Lie group) acts on the corresponding fiber of M
over a∗
R
/W in a smooth fashion.
Next, let a0 be an affine space with a∗
R
as the group of translations. Assume that W
also acts on a0 in a compatible way. Then, using a point a ∈ (a0)W , one can identify a0
with a∗(R) and therefore transport A+Φ to a Lie group scheme over a
0/W . This scheme is
independent of the choice of a since A+Φ is invariant under translations by (a
∗
R
)W . We call
it the Lie group scheme A+Φ over a
0/W (as opposed to a∗
R
/W ).
9.1. Theorem. Let M be a convex multiplicity free manifold. Then there is a unique root
system Φ = ΦM with lattice ΛM and Weyl group WM and a unique action of the Lie group
scheme A+Φ over s
0 := a0/WM on M such that
i) the following diagram commutes:
(9.3)
T ∗
s0
×
s0
M ∼ //

T ∗M
∼

LieA+Φ ×
s0
M // TM
ii) Let Y = Kx ⊆M be an orbit. Then the action of A+Φ on Spec C∞Y (M)fin is saturated.
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Proof: First of all, the action is unique since (9.3) prescribes the action of the Lie algebra
of A+Φ . Also the root system is unique: by construction of WM , every root hyperplane Hα
meets the momentum image P in some point, say a. Let s be its image in s0. Then in a
formal neighborhood of s, the length of α is determined by the condition of saturatedness
(Theorem 6.9).
For the existence, we construct the action first locally. Let M = K ×HR(h⊥
R
⊕ S) be a
model manifold with corresponding spherical variety X = G×H S. Recall that there is a
root system Φ = ΦX such that AΦ acts on T
∗
X . Let n ∈ NW (a∗) be as in Theorem 3.3 and
put Φ
M
:= n(Φ). Then AΦM is the same as AΦ but with structure morphism twisted by
a∗/WX
n·→ a∗/W
M
. Then AΦM is acting on M
c. Moreover, (3.10) implies that the action is
defined over R. Thus, we get an action of A+ΦM on M.
Next, let M be any convex multiplicity free manifold and let Kx ⊆ M be an orbit.
The local cross section theorem asserts that an open neighborhood of Kx is isomorphic
to K ×LΣa. Here Σ is an open neighborhood of LR/HR of a model manifold M for LR
and the subscript a means that the moment map of Σ is shifted by a. Let Φ(a) (with
a = ψ(x) ∈ P) be the root system attached to M and a0 = a + a∗
R
. Then the Lie group
scheme A+Φ(a) on a
0/W
M
acts on Σa, hence on a neighborhood of Kx in M .
Now we claim that it suffices to show that there is a root system ΦM with Φ(a) =
(ΦM )a for all a ∈ P. Indeed, then the Lie group scheme A+ΦM is, near a, isomorphic to
A+Φ(a) (see (5.13)). Moreover, by uniqueness, (9.3), the local actions glue to a global action
of A+ΦM .
To prove the existence of ΦM we first remark that the local root systems Φ(a) have
the coherence property
(9.4) Φ(b) = Φ(a)b
for all b ∈ P in a neighborhood of a. Indeed, this follows from Theorem 6.9 since the action
of both AΦ(b) and AΦ(a)b on a formal neighborhood of Ky (with ψ(y) = b) is saturated.
Let Φmax be the maximal root system with Weyl group WM and let Σmax be a set of
simple roots with respect to the chamber a+. We call a simple root α ∈ Σmax critical if it
is not primitive in ΛM . Critical roots have two important properties. First, criticality is
just a property of the triple (α, α∨,ΛM ). In particular, α is critical in Σ if and only if it is
critical in any subset of Σ containing α. Second, a critical simple root is not in the same
WM -orbit of any other simple root. This follows from the classification in Lemma 6.6.
Thus we can replace any set of critical roots by their halves and still obtain a root system.
We apply this as follows: let Hα be the reflection hyperplane for a critical root α.
Since P is convex, the intersection Hα ∩ P is convex, hence connected. Thus the simple
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reflection sα appears in the Weyl group of Φ(a) for all a ∈ Hα∩P. The coherence property
(9.4) implies therefore that there is nα ∈ {1, 12} such that nαα is a root of Φ(a) for all
a ∈ Hα ∩ P. If α is not critical, we define nα = 1. Now let ΦM be the root system with
simple roots ΣM := {nαα | α ∈ Σ}.
It remains to show that Φ(a) = (ΦM )a for all a ∈ P. So, let α be a simple root of
Φ(a). If α is not critical then nα = 1 and α is a simple root of ΦM . Otherwise, α is a
simple root of ΦM by construction. Thus Φ(a) ⊆ (ΦM )a. On the other hand, if α is a
simple root of (ΦM )a then sα is in the Weyl group of Φ(a) (Lemma 4.5). Thus α is a
positive multiple of a simple root α′ of Φ(a). Since α′ ∈ (ΦM )a this implies α = α′ ∈ Φ(a).
Now we are finally in the position to determine the automorphism group of a convex
multiplicity free manifold. For the statement, the smooth invariant moment map M
ψ→
P → P/WM is denoted by ψ∞.
9.2. Theorem. Let M be a convex multiplicity free manifold with momentum image P.
Let ϕ :M →M be a diffeomorphism. Then the following are equivalent:
i) ϕ is K-equivariant and the momentum map is ϕ-invariant, i.e., m ◦ ϕ = m.
ii) There is a smooth section u : P/WM → A+ΦM which induces ϕ, i.e. with ϕ(x) =
u(ψ∞(x)) x for all x ∈M .
Moreover, in case these conditions hold, the following are equivalent:
iii) The map ϕ is an Hamiltonian automorphism of M , i.e., ϕ preserves additionally the
symplectic structure of M .
iv) The image of the section u is a Lagrangian submanifold of A+ΦM .
Proof: Let u be a section of A+ := A+ΦM and let ϕ be the automorphism of M induced by
u. Then ϕ is clearly smooth and K-equivariant. Moreover, Theorem 7.1 implies that the
moment map is ϕ-invariant.
Conversely, let ϕ be a smooth K-equivariant automorphism preserving the moment
map. The (continuous) map ψ :M → t+ factors through m, hence it is ϕ-invariant as well.
It follows, that the smooth invariant moment map ψ∞ :M → a0/WM is also ϕ-invariant.
In particular, ϕ maps each K-orbit into itself.
The Lie group scheme A+ acts freely on the dense open subset lying over the interior
of P/WM . This implies that the section u of A+ is unique if it exists. In particular,
existence is a local problem over P/WM . Let Kx ⊆M be an orbit. Since the A+-action is
compatible with the cross section theorem (see the proof of Theorem 9.1), we may assume
that m(x) = 0 and that M is a convex open neighborhood of K/HR a model variety M.
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Now consider the following diagram
(9.5)
A+×sR M
(pr2,µ)

M
id×ϕ
//
γ
99
M×sR M
where µ denotes the A+-action. Since this action is generically free, the vertical arrow is
a closed embedding outside of some hypersurface h = 0. More precisely, h is the pull-back
of a polynomial function h0 on sR. Thus, since ψ∞ :M → sR is real analytic also the pull-
back of h to M is real analytic. Therefore, Theorem 8.3 implies that γ exists if and only if
it exists formally. For this to check, let Y = Ky ⊆ M be a second orbit. Then ϕ induces
an automorphism ϕ̂ of
(9.6) C∞Y (M)fin = R[M0] ⊗
R[M0]K
R[[M0]]K
(Lemma 8.2). Moreover, the automorphism of the right hand side preserves both the
moment map and the invariant moment map. Thus, Theorem 7.4 implies that ϕ̂ is induced
by a formal section û of A+. But this means exactly that γ exists formally. We conclude
the existence of the smooth map γ.
Now consider the composition δ :M
β→ A+×sR M
pr1→ A+ and the diagram
(9.7)
M
δ //
ψ∞ 
A+
P/WM
u
::
Then u exists since δ is K-invariant and ψ∞ is the smooth quotient map by K. Clearly, u
is the section whose existence has been asserted.
Finally, the equivalence of iii) and iv) follows from equation (7.8).
Example: A smallest example where A+ΦM has non-connected fibers is M = T
∗
S2
, the
cotangent bundle of the 2-sphere, with K = SO(3) acting. Here AΦM
R
= {±1} and −1
corresponds to the automorphism induced by the antipode map. For a compact example,
one can take M = P1(C)×P1(C) with K = SU(2) acting. Then −1 induces the flip of
the two factors.
In analogy with Proposition 4.6, we state a couple of equivalent formulations of what
a section of A+ is. First, recall the universal property (5.5) of AΦ. For Y = AΦ the identity
map corresponds to a Φ-morphism AΦ×s a∗ → A. Because a+ → sR is injective, we obtain
a map
(9.8) Ψ : A+Φ
homeom.−→ A+Φ ×
sR
a+ −→ AR.
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For example, for the group scheme (5.1) this is the map
(9.9) (
(
a sb
b a
)
, s) 7→
(
a −√−s b√−s b a
)
(Observe, that s ∈ (iR)2 = R≤0.) The map Ψ fits into the commutative diagram
(9.10)
P/WM
u

P
bij.
oo
u˜

A+Φ Ψ
// AR
Since WM does not act on P we need the following
9.3. Definition. Let u˜ : P → AR be a smooth map.
i) u˜ is Φ-equivariant if for every a ∈ P there is a (WM )a-invariant open neighborhood
U ⊆ a∗
R
and a Φa-equivariant smooth map U → AR which coincides with u˜ on U ∩P.
ii) u˜ is formally Φ-equivariant if for every a ∈ P the morphism â∗a → A is Φa-equivariant.
Here, â∗a is the formal neighborhood of a in a
∗
R
.
9.4. Proposition. The assignment u 7→ u˜ induces a bijection between
i) smooth sections of A+Φ over P,
ii) Φ-equivariant smooth maps P → AR, and
iii) formally Φ-equivariant smooth maps P → AR.
Proof: Let u : P/W → A+ be a smooth section. Then u˜ is a composition of smooth maps:
(9.11) u˜ : P −→ A+Φ ×
sR
a+ −→ AR
and therefore smooth. It is (formally) Φ-equivariant since the right arrow is.
Conversely, let u˜ : P → AR be formally Φ-equivariant. To construct u, consider the
smooth map
(9.12) A+Φ ×
sR
a+ −→ AR× a∗R.
Passing to the quotient by W we get a smooth map A+Φ → AR×W a∗R which is an isomor-
phism over the regular part of a∗
R
. The map u˜ gives rise to a map u : P/W → AR×W a∗R.
Thus, u fits into the following diagram:
(9.13)
A+Φ

P/W
u
//
u
88
AR×W a∗R
The lift u exists formally because of the universal property of AΦ. Thus u exists uniquely
by Theorem 8.3.
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10. Cohomology computation
For a root datum Φ = (Λ,∆,Λ∨,∆∨) with Weyl group W and a convex subset P ⊆ a∗ =
Λ⊗Z iR with non-empty interior let LΦP be the sheaf of Lagrangian sections of A+Φ over
P/W . Then Theorem 9.2 can be rephrased as Aut(MU ) = LΦMP (U) where U ⊆ P/WM
is open and MU = ψ
−1
∞ (U). Thus, in view of Theorem 2.4, the Delzant conjecture follows
from the case i = 1 of the following theorem.
10.1. Theorem. Let Φ be a root datum and P ⊆ a+ a locally polyhedral convex subset
with non-empty interior. Then Hi(P/W,LΦP) = 0 for i ≥ 1.
Proof: Let R = 〈∆〉 ⊆ Λ be the root lattice and put Λ0 := R⊕ΛW ⊆ Λ. This sublattice is
of finite index in Λ and gives rise to a new root datum Φ0. Then, according to section 5, the
finite group E := Hom(Λ/Λ0,C×) is acting freely on A
+
Φ with quotient A
+
Φ/E = A
+
Φ0
. Since
Lagrangian sections are mapped to Lagrangian sections one gets a short exact sequence
(10.1) 1→ EP/W → LΦP → LΦ0P → 1.
where EP/W is the constant sheaf with fiber E. Since P is convex, hence contractible,
we have Hi(P/W,EP/W ) = 0 for i ≥ 1. Thus it suffices to show that LΦ0P has no higher
cohomology.
Replacing Φ by Φ0, we may assume from now on that the root lattice R is a direct
summand of Λ. Since the root lattice of ∆a is a direct summand of R this implies that all
fibers of A+Φ → a∗R/W are connected (see (5.10)). Hence, the exponential map
(10.2) exp : T ∗a∗
R
/W = LieA
+
Φ → A+Φ
is surjective. Being an local isomorphism, locally every section of A+Φ is of the form expω
where ω is a 1-form on a∗
R
/W . Moreover, expω is Lagrangian if and only if ω is closed.
The convexity of P implies that then, again locally, ω = df for some smooth function f on
P/W . Thus we have shown that there is a short exact sequence
(10.3) 0→ K −→ C∞P/W
exp df−→ LΦP → 1.
The higher cohomology of C∞P/W vanishes. Thus it remains to show that Hi(P/W,K) = 0
for i ≥ 2.
The map P → P/W is a homeomorphism. Therefore, the pull-back K+ of K to P has
the same cohomology. For U+ ⊆ P open the group K+(U+) consists of smooth functions
f+ on U+ such that exp df+ ≡ 1. Because Λ∨ ⊆ a ∼= LieA is the kernel of exp : a → A
the function f+ must satisfy df+ ∈ Λ∨ over the interior of P. This implies that, at least
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locally, f+ is an affine linear function
(10.4) f+(z) = 〈z | γ〉+ c where γ ∈ Λ∨, c ∈ R.
Now we have to figure out when f+ represents a smooth function on P/W . By Proposi-
tion 4.6 this is the case if the Taylor series of f+ in any point a ∈ P is Wa-invariant. This
translates into
(10.5) 〈α | γ〉 = 0 for all α ∈ ∆a.
Thus, we have proved: If U+ ⊆ P is connected then K+(U+) is the set of functions
f+(z) = 〈z | γ〉+ c where c ∈ R, γ ∈ Λ∨ and 〈∆a | γ〉 = 0 for all a ∈ U+.
The choice of the Weyl chamber a+ determines a system of simple roots Σ ⊆ ∆. Then
Σa := Σ∩∆a is a set of simple roots for ∆a for all a ∈ a+. Thus every a ∈ P has an open
neighborhood U+ such that K+(U+) is the kernel of
(10.6) Λ∨ ⊕ R −→ Z|Σa| : (γ, c) 7→ (〈α|γ〉)α∈Σa.
Recall that the root lattice is a direct summand of Λ. Thus Σa is part of a basis of Λ which
means that the map (10.6) is surjective. Since α ∈ Σa can also be rephrased as a ∈ Hα
where Hα is the reflection hyperplane corresponding to α we get a short exact sequence of
sheaves
(10.7) 0→ K+ → Λ∨P ⊕ RP →
⊕
α∈Σ
ZHα∩P → 0.
Here, ZHα∩P is the sheaf which is constant Z on Hα ∩ P and zero outside. Also Hα ∩ P
is convex for all α which implies Hi(P,ZHα∩P) = 0 for all i ≥ 1. From this the desired
vanishing for K+ follows.
Now we are able to prove the Delzant Conjecture:
10.2. Theorem. A convex multiplicity free manifold is uniquely characterized by its
momentum polyhedron together with its principal isotropy group.
Proof: The proof is now standard. Let M and M ′ be two convex multiplicity free man-
ifolds having the same moment polytope P and the same principal isotropy group L0.
By Theorem 2.4 there is a covering Uν of P by convex open subsets and isomorphisms
ϕν : MUν
∼→ M ′Uν . Put Uµν := Uµ ∩ Uν , U˜ν := Uν/WM , and U˜µν := Uµν/WM . Then
Theorem 9.2 implies that the automorphism ϕ−1µ ϕν of MUµν is induced by a unique sec-
tion αµν of LΦMP over U˜µν . By uniqueness, these sections satisfy the cocycle condition
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αλν = αλµαµν on U˜λ ∩ U˜µ ∩ U˜ν . The covering U˜ν of P/WM is LΦMP -acyclic by Theo-
rem 10.1. Hence the vanishing of H1(P/WM ,LΦMP ) implies that there are sections βν
of LΦMP over U˜ν with αµν = β−1µ βν on U˜µν . Thus replacing the automorphisms ϕν by
ϕν ◦ βν one obtains ϕµ = ϕν over Uµν . Therefore, the ϕν glue to a global isomorphism
ϕ :M
∼→M ′.
11. The classification of multiplicity free manifolds
Now we are able to complete the classification of convex multiplicity free manifolds. For
this, we establish the following notation. Let Φ = (Λ,∆,Λ∨,∆∨) be a root datum. After
choosing a system ∆+ of positive roots, these data define the usual triple T ⊆ B ⊆ G,
where G is a connected complex reductive group, B is a Borel subgroup, and T is a maximal
torus.
11.1. Definition. Let Λ0 ⊆ Λ be a subgroup. Then a cone Q ⊆ Λ⊗R is calledmultiplicity
free for (Φ,∆+,Λ0) if there is a smooth affine spherical G-variety X whose weight monoid
ΞX satisfies
(11.1)
Q = convex cone generated by ΞX
Λ0 = abelian group generated by ΞX
Recall also the notion of a tangent cone of a subset Q of a real vector space in a ∈ Q: it
is the convex cone generated by the set Q− a. The advertised classification is:
11.2. Theorem. Let K be a compact connected Lie group with root datum Φ and a choice
of positive roots ∆+. Then there is a bijection between isomorphism classes of convex
multiplicity free K-manifolds and pairs (Q,Λ0) such that
i) Λ0 is a subgroup of Λ and Q is a locally polyhedral convex subset of the Weyl chamber
determined by ∆+ and
ii) the tangent cone of every a ∈ Q is multiplicity free for the triple (Φa,∆+a ,Λ0).
Proof: First, note that we replaced the moment polytope P sitting in Λ⊗ iR by Q =
1
iP ⊆ Λ⊗R. The only thing left to prove is the existence of M for any pair (Q,Λ0)
satisfying the two conditions. By definition, there is an open convex cover Uν of P and
convex multiplicity free manifolds Mν with invariants (
1
iUν ,Λ0). Moreover, by Delzant’s
conjecture these Mν are all isomorphic over the intersection Uµ ∩ Uν . In particular, these
manifolds yield a well-defined system of local root systems Φ(a), a ∈ P. Now observe that
in the construction of the global root system ΦM , only the two coherence properties (4.5)
and (9.4) entered. Thus, there is a root system Φ with Φ(a) = Φa for all a ∈ P. Let W be
its Weyl group.
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The rest is standard. Let Uµν = Uµ∩Uν and Uλµν = Uλ∩Uµ∩Uν . The isomorphisms
ϕµν : (Mν)Uµν
∼→ (Mµ)Uµν induce an automorphism ϕ−1λν ϕλµϕµν of (Mν)Uλµν and therefore
a section αλµν ∈ Γ(Uλµν/W,LΦP). Using the commutativity of LΦP one verifies easily that
these sections satisfy the cocycle condition
(11.2) ακλµα
−1
κλνακµνα
−1
λµν = 1
on (Uκ ∩ Uλ ∩ Uµ ∩ Uν)/W . The cover Uν/W is LΦQ-acyclic. Hence the vanishing of
H2(Q/W,LΦQ) implies the existence of sections βµν ∈ Γ(Uµν ,LΦQ) with αλµν = βλµβ−1λν βµν .
Thus replacing the isomorphisms ϕµν by ϕµνβ
−1
µν yields αλµν = 1, i.e., ϕλµ = ϕλµϕµν . This
means that the manifolds Mν unambiguously glue to a space M over P.
It is not necessary to check condition ii) for all a ∈ P. For example, condition ii) is
automatically satisfied for interior points of P. More generally, let F ⊆ P be a face. Then
Φa, ∆
+
a and the tangent cone of P in a are the same for all points a in the relative interior
F0 of F . So it suffices to check condition ii) for one point in F0 where F runs through all
faces of P. Moreover, ii) is almost by construction an open condition. Thus it suffices to
check only the minimal faces. In particular, if P is compact then it suffices to check ii) for
the vertices alone. To do this, one only needs to consider spherical varieties whose cone Q
is pointed. This way, we recover Delzant’s theorem [De1]:
11.3. Corollary. Let K = TR be a torus. Then the compact multiplicity free TR-manifolds
M with TR acting effectively are classified by compact simple regular polytopes P, i.e., by
those polytopes such that the tangent cone of P in any vertex is spanned by a basis of
X(TR).
Proof: Let X be a smooth affine spherical T -variety with T . The convex cone Q is pointed
if and only if H = T . Thus X = S = Cr is a vector space on which T acts with characters
χ1, . . . , χr. Sphericality of X means that the χν are linearly independent while effectivity
of the action implies that X(T ) is generated by the χν . Thus, Q is spanned by a basis of
X(T ).
We can also easily recover the classification of Igle´sias [Igl]:
11.4. Corollary. Let M be a compact multiplicity free G = SU(2)-manifold.Then there
are the following possibilities for (P,Λ):
i) P = {x} ⊆ R≥0 and Λ = 0. The corresponding manifold M is a coadjoint orbit, i.e.,
either a point (x = 0) or a P1
C
(x > 0).
ii) P = [0, y] ⊆ R≥0 with y > 0 and Λ = dZ with d ∈ {1, 2, 4}. The corresponding
manifold M is either P2
C
∼= P(C2⊕C) (d = 1), P1C×P1C (d = 2), or P2C ∼= P(sl(2,C))
(d = 4).
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iii) P = [x, y] ⊆ R≥0 with 0 < x < y and Λ = dZ with d ∈ Z>0. The corresponding
manifold M is a Hirzebruch surface of degree d.
Here we identified the weight lattice with Z and t+ with R≥0.
Proof: We are either in case i) or P = [x, y], 0 ≤ x < y, is a closed interval. Assume the
latter. Then Λ = dZ for some d ∈ Z>0.
If x > 0 then all root systems Φa are empty, i.e., (P,Λ) is a simple regular polytope.
This is always the case and leads to iii).
Now assume P = [0, y]. Then the local model X over a = 0 is a smooth affine spherical
SL(2,C)-variety. These are easily classified: V = 0 and H = C× or H = NH(C×), leading
to the cases d = 2 or d = 4 in ii), or H = G and V = C2 corresponding to d = 1.
In general, it is possible but quite tedious to give a full list of multiplicity free cones
for any given triple (Φ,∆+,Λ0). Delzant [De2] has effective done this in the rank-2-case.
In general, one can use the classification of smooth affine spherical varieties in [KVS].
On the other hand, in the past decade we have seen significant progress on the combi-
natorial structure of multiplicity free cones, especially through Luna’s approach [Lun] for
classifying all spherical varieties. For example, it was these methods which enabled Losev
to prove the “Knop Conjecture” (Theorem 2.7). We refer the reader to Losev’s work [Los]
for more information on these matters.
Another benefit of Theorem 11.2 is that the construction of multiplicity free manifolds
is now a purely local process. For example, consider the natural action of a torus T = U(1)n
on X = Cn. Then X is multiplicity free, with P = Rn≥0 and Λ = Zn. Let xi be the
coordinates of Rn, choose ε > 0 and “cut off” a corner of size ε off P. More precisely, let
(11.3) Pε := {(xi) ∈ P | x1 + . . .+ xn ≥ ε}.
It is easily verified that (Pε,Λ) is still a simple regular polytope, so corresponds to a
Hamiltonian manifold Xε (in fact, Xε is simply the blow-up of Cn in the origin). Now,
Theorem 11.2 allows to perform this process locally: let M be a multiplicity free manifold
with data P and Λ. Let F be the smallest face of t+ containing P and let a ∈ P be a
vertex lying in the interior of F . Then (P,Λ) is a simple regular polytope near a, i.e.,
looks like the example above. Thus, we can cut off a small enough corner of P at a to get
a polytope Pε which corresponds to a manifold Mε. This construction is not new since it
corresponds in fact to (a special case) of Lerman’s symplectic cuts [Ler]. More complicated
“surgeries” even at non-toroidal vertices are imaginable, though.
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