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A change in talker is a change in the context for the phonetic interpretation of acoustic
patterns of speech. Different talkers have different mappings between acoustic patterns
and phonetic categories and listeners need to adapt to these differences. Despite this
complexity, listeners are adept at comprehending speech in multiple-talker contexts, albeit
at a slight but measurable performance cost (e.g., slower recognition). So far, this talker
variability cost has been demonstrated only in audio-only speech. Other research in single-
talker contexts have shown, however, that when listeners are able to see a talker’s face,
speech recognition is improved under adverse listening (e.g., noise or distortion) conditions
that can increase uncertainty in the mapping between acoustic patterns and phonetic
categories. Does seeing a talker’s face reduce the cost of word recognition in multiple-
talker contexts? We used a speeded word-monitoring task in which listeners make quick
judgments about target word recognition in single- and multiple-talker contexts. Results
show faster recognition performance in single-talker conditions compared to multiple-
talker conditions for both audio-only and audio-visual speech. However, recognition time
in a multiple-talker context was slower in the audio-visual condition compared to audio-
only condition. These results suggest that seeing a talker’s face during speech perception
may slow recognition by increasing the importance of talker identiﬁcation, signaling to the
listener a change in talker has occurred.
Keywords: talker normalization, talker variability, audio-visual speech perception, multisensory integration, speech
perception
INTRODUCTION
In perceiving speech, we listen in order to understand what some-
one is saying as well as to understand who is saying it. Although
the message changes more often in a conversation, there can also
be changes between speakers that are important for the listener to
recognize. A change in talker can pose a perceptual challenge to
a listener due to an increase in the variability of the way acous-
tic patterns map on to phonetic categories – a problem of talker
variability. For different talkers, a given acoustic pattern may cor-
respond to different phonemes, while conversely, a given phoneme
may be represented by different acoustic patterns across different
talkers (Peterson and Barney, 1952; Liberman et al., 1967; Dorman
et al., 1977). For this reason, the speaker provides an important
context to determine how acoustic patterns map on to phonetic
categories (cf. Nusbaum and Magnuson, 1997). Additionally, a
change in talker may be important to recognize given that a lis-
tener’s interpretation of a message may depend not just on the
speech style of a speaker, but on the attributions about who
the speaker is as well (Thakerar and Giles, 1981). For example,
indirect requests are understood in the context of a speaker’s
status (Holtgraves, 1994). More directly relevant to speech per-
ception however, a listener’s belief about the social group to which
a speaker belongs can signiﬁcantly alter the perceived intelligi-
bility of a speaker’s speech (Rubin, 1992). Additionally, dialect
(Niedzielski, 1999) and gender (Johnson et al., 1999) expecta-
tions can meaningfully alter vowel perception, highlighting that
social knowledge about a speaker can affect the relatively low-
level perceptual processing of a speaker’s message, much in the
same way that knowledge of vocal tract information can (Lade-
foged and Broadbent, 1957; although see Huang and Holt, 2012
for an auditory explanation of the mechanism that could underlie
this).
In general there have been two broad views regarding how
talker information is recognized. One account, called “talker
normalization” (Nearey, 1989; Nusbaum and Magnuson, 1997),
suggests that listeners use talker information to calibrate or frame
the interpretation of a given message in order to overcome the
considerable amount of uncertainty (e.g., acoustic variability,
reference resolution, etc.) that arises from talker differences.
This view has emerged from an attempt to address the lack
of invariance problem through the use of talker-speciﬁc infor-
mation either derived from the context of prior speech (Joos,
1948; Ladefoged and Broadbent, 1957; Gerstman, 1968) or cues
within the utterance (e.g., Syrdal and Gopal, 1986). The sufﬁ-
ciency of suchmodels has been demonstrated for vowel perception
(e.g., Gerstman, 1968; Syrdal and Gopal, 1986) for both types of
approaches. Further, perceptual evidence has come from demon-
strations of better recognition for speech from a single-talker
compared to speech from different talkers (e.g., Creelman, 1957;
Nearey, 1989) and that speciﬁc acoustic information can aid in
normalizing talker differences (e.g., Nusbaum and Morin, 1992;
Barreda and Nearey, 2012).
An alternative view regarding how talker information is rec-
ognized suggests that talker information is not used in direct
service of message understanding but for source understanding.
This view treats the identiﬁcation of the talker as separate from
www.frontiersin.org July 2014 | Volume 5 | Article 698 | 1
Heald and Nusbaum Talker variability in AV speech perception
the process of message comprehension (Pisoni, 1997; Goldinger,
1998). Traditionally, speech perception has been described as
a process whereby linguistic units (e.g., phonemes, words) are
abstracted away from the detailed acoustic information that
is putatively not phonetically relevant. The idea that acous-
tic information about a talker might be viewed as noise in
relation to the canonical linguistic units upon which speech
perception relies, has led to the assumption that talker infor-
mation is lost during this process (e.g., Joos, 1948; Summer-
ﬁeld and Haggard, 1973; Halle, 1985; McLennan and Luce,
2005)1. However, the need for preserving talker-speciﬁc infor-
mation for other perceptual goals (Thakerar and Giles, 1981;
Holtgraves, 1994), along with evidence suggesting that the per-
ceptual learning of speech is talker-speciﬁc (Goldinger et al., 1991;
Schacter, 1992; Pisoni, 1993; Nygaard et al., 1994) prompted
researchers to adopt a talker-speciﬁc view of speech percep-
tion.
In the talker-speciﬁc view, auditory representations of utter-
ances are putatively represented in a more veridical fashion. As
such, both the indexical source auditory information is main-
tained along with any phonetically relevant auditory information
(e.g., Goldinger, 1998). While this view does separately pre-
serve talker-speciﬁc auditory information such as fundamental
frequency within the auditory-trace, the model has no impli-
cations for the representation or processing of other aspects of
talker information such as knowledge about the social group of the
talker, the dialect of the talker, or the gender of the talker. Further,
the echoic encoding account does not explain how talker-speciﬁc
information that is not in the acoustic channel affects speech pro-
cessing, as it focuses on the memory representation of auditory
patterns.
A number of studies have demonstrated that in a variety of
learning situations, variability is important in developing robust
perceptual categories that can beneﬁt recognition in diverse listen-
ing conditions. In particular, variability in talker has been shown
to beneﬁt the long-term memory representations of speech that
can facilitate recognition when there is noise or degraded sig-
nal or in learning a foreign contrast (Logan et al., 1991; Nygaard
et al., 1994; Zhang et al., 2009). However, these studies tend to
focus on the beneﬁts of variability in the learning process dur-
ing which phonetic representations or lexical representations are
formed for use in recognition. But beyond this variability in the
process of learning speech representations, there is also variabil-
ity in the moment when one talker stops speaking and another
starts. This kind of variability has a short-term effect of slow-
ing recognition, shifting attention to different acoustic properties
and increasing activity consistent with an attentionally demand-
ing process (Mullennix and Pisoni, 1990; Nusbaum and Morin,
1992; Wong et al., 2004; Magnuson and Nusbaum, 2007). The
difference in these two kinds of situations is not simply that the
goal of one set of studies is learning (learning a talker or phono-
logical or lexical forms) vs. speeded recognition, but also that
the studies of learning are not designed to evaluate the nature
1Although, it is possible that talker information, even under a talker normalization
rubric, is preserved in parallel representational structures for other listening goals
(e.g., Hasson et al., 2007).
of processing that occurs in the ﬁrst 10 ms of encountering a
new talker but instead focus on the nature of the representa-
tions ultimately developed. However, as has been discussed for
many decades from Ladefoged and Broadbent (1957) to Barreda
and Nearey (2012), variability in the mapping between acoustic
patterns and linguistic categories differs across talkers and this
variability has been shown to elicit worse performance across
a number of measures [slower response times (RTs), lower hit
rate, or higher false alarm rate; Wong et al., 2004; Magnuson
and Nusbaum, 2007]. Further, the evidence that these perfor-
mance costs are not mitigated by familiarizing listeners with
the talkers (Magnuson et al., 1994) suggests that there is a clear
separation between talker variability effects on the short-term
accommodation to speech and learning effects in a multi-talker
context.
While familiarity with a talker does not appear to inﬂuence the
talker variability effect found in the short-term accommodation
to speech, it remains unclear whether non-acoustic information
about a talker can moderate the effect of talker variability. Much
of the research regarding talker variability effects has examined
the notable acoustic variability found in a multiple-talker con-
text. However, a multiple-talker context can produce variability
in other sensory channels (beyond the acoustic), which could
impair talker identiﬁcation and message comprehension. Given
that conversations can take place among several interlocutors in
a face-to-face context, it is reasonable to ask how the presence
of face information affects speech perception when the talker
changes. If watching a talking face provides cues for both talker
identiﬁcation and message comprehension there are two poten-
tial effects. One possibility is that seeing a new talker will slow
recognition, as it will prompt the listener to enter into an attention-
demanding (NusbaumandMorin,1992;Wong et al., 2004) process
by which the speech of the new talker is perceptually normal-
ized (Nearey, 1989; Nusbaum and Magnuson, 1997). Conversely,
the presence of face information may speed up recognition by
providing a converging source of phonetic information through
visemes that allows the listener to achieve faster and/or more
accurate word recognition (Sumby and Pollack, 1954; Summer-
ﬁeld, 1987; Massaro and Cohen, 1995; Rosenblum et al., 1996;
Lachs et al., 2001).
Previous research has demonstrated that a person’s face is an
important source of information about social category member-
ship, which can also inﬂuence speech perception. As noted already,
the subjectively rated intelligibility of the same speech signal is
different depending on whether the speech is accompanied by
pictures of putative speakers from different racial groups (Rubin,
1992). Similarly, the classiﬁcation of vowels can be changed by
seeing a different gendered face presented falsely as the speaker
(Johnson et al., 1999). In both cases, participants simply viewed
static photographs that identiﬁed the speaker. Given human face
expertise (e.g., Diamond and Carey, 1986; Gauthier and Nelson,
2001), observers are very accurate in recognizing faces (Bahrick
et al., 1975), even more so than in recognizing voices (Read
and Craik, 1995; Olsson et al., 1998; Wilding and Cook, 2000).
Thus, the presence of visual face information provides an eco-
logically reliable cue about speaker identity. Work by Magnuson
and Nusbaum (2007) has demonstrated that the effect of talker
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variability can be mediated entirely by expectations the listener
holds regarding talker differences. This study showed that when
an acoustic difference (a small F0 difference) was attributed to
normal production variability of a single-talker, variation in F0
did not slow recognition down any more than a constant F0.
However, when the identical acoustic difference was interpreted
(based on prior expectation) as a talker difference, the same
F0 variability led to slower recognition compared to a condi-
tion with a constant F0. This demonstrates that it is not the
acoustic variability that slows recognition but the knowledge of
what that variability means. Seeing a face change provides sim-
ilar knowledge to listeners, as it signals to the listeners that a
change in talker has indeed occurred. Therefore, it is reason-
able that visual face information may act to signal a change in
talker and therefore the need to calibrate perception through
normalization.
While there is evidence that a still photograph can give
clear information about the identity of a speaker, a video of
the speaker’s face provides additional information, as a talk-
ing face can additionally show visible articulatory gestures. For
example, the intelligibility of speech in noise (Sumby and Pol-
lack, 1954) as well as speech heard through cochlear implants
(Goh et al., 2001; Lachs et al., 2001) is signiﬁcantly improved
by additionally seeing a speaker talk. However, there is clear
evidence that the visual information of mouth movements is
not simply redundant with the speech signal. The McGurk and
MacDonald (1976) effect clearly demonstrates that independent
articulatory information can be visually gleaned and integrated
with speech signals during perception. To engender the McGurk
and MacDonald (1976) effect, a participant is shown a video
of a mouth producing one place of articulation (e.g., /ka/)
while hearing acoustic information corresponding to a differ-
ent place of articulation at the same time (e.g., /pa/). This
presentation combination results in the perception of a third
illusory place of articulation (e.g., /ta/). Indeed, using neu-
roimaging during the presentation of McGurk stimuli, Skipper
et al. (2007) demonstrated that the pattern of brain activity in
the supramarginal gyrus starts out consistent with the acoustic
information (e.g., /pa/) but changes over time to be consis-
tent with the ﬁnal percept (i.e., /ta/), whereas brain activity in
the middle occipital gyrus starts out consistent with the visual
mouth movements (e.g., /ka/) but ends up responding with a
pattern consistent with the ﬁnal percept. However, the ventral
premotor region starts out coding the perceptual category and
maintains that activity pattern. The illusion along with the neu-
roimaging data suggests that different sensory systems initially
code different sources of perceptual information about speech in
interaction with divergent information represented in the motor
system. If seeing mouth movements improves recognition per-
formance as shown behaviorally by recruiting premotor cortex
and increasing superior temporal activity (Skipper et al., 2005,
2007), it is possible that slower recognition and/or worse accu-
racy associated with a change in talker might be ameliorated if
not eliminated, given that seeing mouth movements may pro-
vide additional information such as visemes that could be used
to limit or constrain phonetic interpretation from the acoustic
channel.
Thus seeing a talker can visually provide both message-
relevant and source-relevant information, just as the acoustic
pattern of an utterance does. On the one hand, a face can
convey clear talker identity information to an observer, which
can be important when listening to speech because it may sig-
nal a change in talker and the need to calibrate perception
through normalization. On the other hand, mouth movements
can additionally convey articulatory information that may help
constrain acoustic variability. Although Olsson et al. (1998) have
shown that speech is a much more effective cue to message
content than mouth movements, Rosenblum et al. (1996) have
demonstrated that even with the low accuracy of lip reading,
this information signiﬁcantly boosts the recognition of spoken
words in noise. Given these two different possibilities for the
way that visual information is used by listeners, it is unclear
how seeing talkers would affect speech recognition when there
is talker variability. Visual talker information could act as a
strong signal of talker change (thereby requiring more percep-
tual analysis of the face and speech) ultimately slowing speech
recognition. Conversely, the presence of a face could speed
up recognition through the provision of concurrent viseme
information.
The present study was carried out to address how seeing a
talker would inﬂuence speech recognition in a multiple-talker
context. Listeners performed a speeded word recognition task,
listening for spoken words that were designated as a target. Targets
differed in several phonemes from other targets and distracters
to ensure that recognition did not depend on a single phonetic
contrast. Listeners were required to respond every time they rec-
ognized a target. On each trial, four occurrences of a target word
were presented randomly in a sequence along with 12 randomly
selected distracters. On single-talker trials, one talker produced
all the target and distracter speech, while in multiple-talker tri-
als, multiple-talkers produced both targets and distracters. In
the present study, one group (half of the participants) was pre-
sented with only the acoustic speech signal. This portion of the
study replicates the design of previous, audio-only talker vari-
ability studies using speeded target detection (e.g., Nusbaum
and Morin, 1992; Wong et al., 2004; Magnuson and Nusbaum,
2007). A second group (half of the participants) was presented
with audio-visual speech in which the listener could see and hear
the talker producing the utterance. Previous, audio-only, talker
variability studies have demonstrated better performance (fast
reaction times, higher hit rate, or lower false alarm rate) for single-
talker trials compared to multiple-talker trials (Wong et al., 2004;
Magnuson and Nusbaum, 2007).
There are two possible predictions regarding the way that see-
ing a talker will inﬂuence speech recognition speed in the present
study. If seeing a talker’smouthmovements provides viseme infor-
mation to reduce acoustic-phonetic uncertainty, then audio-visual
speechwill have better performance than audio-only speech, inde-
pendent of howmuch talker variability is present. Further, viseme
information present when seeing a talker could also reduce, if
not eliminate the poorer recognition performance associated with
talker variability. Performance in the multiple-talker condition
could be improved if viseme information constrains the one-to-
many mapping of acoustic segments onto phonetic categories. If
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this is the case then recognition performance for single-talker tri-
als should not signiﬁcantly differ from recognition performance
for multiple-talker trials in the audio-visual condition. Indeed,
the poorer performance found in multiple-talker trials in audio-
only studies may be an artifact of the “unnatural” (in the context
of evolution) situation of hearing speech without seeing the
talkers.
Another possible prediction however, is that seeing talkers may
be a much more powerful signal of talker identity than simply
hearing speech. If so, then seeing talkers might result in even
poorer performance than has been found in multiple-talker trials
compared to single-talker trials, if the face acts as a cue for lis-
teners to enter into a talker normalization process. If this is the
case then both audio-only and audio-visual speech should both
show poorer performance in the multiple-talker condition when
compared to single-talker condition. Further, if the presence of
the face does act as a more effective cue to talker change, then the
multiple-talker conditionmight show even poorer performance in
audio-visual condition compared to audio-only condition. This
would be the case if audio-only speech is a less effective cue to
talker change than audio-visual speech and as such, results in
producingmore occurrences of talker normalization in the audio-
visual condition. As poorer performance could manifest as an
increase in reaction time, a decrease in hit rate, an increase in false
alarm rate or a drop in d-prime, every participant’s average RT,
hit rate, false alarm rate, and d-prime were measured for each
condition.
MATERIALS AND METHODS
PARTICIPANTS
Forty-six participants (31 female) were recruited from the Univer-
sity of Chicago undergraduate community and were between 18
and 26 years of age. One participant was dropped from analysis
due to a technical problem in collecting data, and a further partic-
ipant was excluded from analysis due to reported excessive fatigue
(her overall accuracy was 79%). Both of the excluded participants
were female. All of the participants were native speakers of Ameri-
can English, with no history of hearing, speech, or vision disorders
reported. Participants were compensated with course credit and
were debriefed upon the conclusion of the experimental session.
Additionally, informed consent, using a form approved by theUni-
versity of Chicago Institutional Review Board, was obtained from
all subjects.
STIMULI
The stimuli consisted of audio-visual and audio-only versions of
the same recordings of words, produced by three talkers, as differ-
ent groups of listeners performed speeded word recognition for
different pairs of speakers. Speciﬁcally, half of the participants
performed the speeded word recognition with speech from two
male talkers (Talker CL and Talker SH), while the other half of
participants performed the speeded word recognition with speech
from a male and a female talker (the same stimuli by Talker SH
were used again, and Talker CL was replaced by Talker SK, a female
talker). This was done so as to ensure that any differences we found
were not due to a particular pair of speakers. The words used as
stimuli were selected from the Harvard phonetic-balanced word
list (IEEE Subcommittee on Subjective Measurements, 1969). We
selected the words used by Magnuson and Nusbaum (2007),
namely: “ball,” “bluff,” “cad,” “cave,” “cling,” “depth,” “dime,”
“done,”“gnash,”“greet,”“jaw,”“jolt,”“lash,”“knife,”“park,”“priest,”
“reek,” “romp,” and “tile.” Of these 19 words, “ball,” “cave,”
“done,” and “tile” were used as target words. The stimuli were
produced by all three speakers in front of a neutral green screen.
The video recording was made with a Canon GL-1 digital cam-
corder. The visual portion of the stimuli consisted of the speaker’s
face directly facing the camera. The size of each talker’s face was
equalized across all of that talker’s stimuli. Additionally, the rel-
ative differences in face size were maintained between the two
speakers.
High-quality sound recordings (32 kHz, 16 bit) were simulta-
neously recorded along with the video using an Alesis ML-9600
sound recorder. The high-quality sound recordings were then used
to replace the original soundtrack from the audio-visual recording
using Finalcut Pro. The audio component of all the stimuli were
RMS normalized to an average of 57.2 dB SPL. The duration of
each word (from sound onset to sound offset) was measured, and
the durations of words (both in terms of video and sound) pro-
duced by Talker CL and Talker SK were shortened to match the
duration of each corresponding word produced by Talker SH as
Talker SH had the shortest durations. Duration changes for the
sound portion were accomplished by applying the PSOLA algo-
rithm in Praat (Boersma, 2001). PSOLA was also applied to the
stimuli produced by Talker SH with the speed factor of 1, as a con-
trol. Duration changes for the video portion were accomplished
by altering the speed of the video in Finalcut Pro. Given that dura-
tion changes were identical for both audio and visual aspects of
the recording, the ﬁnal audio-visual presentation sounded natu-
ral and was free from any asynchrony. In order for the stimuli
to be short enough for use in a speeded target-monitoring task,
the stimuli were edited down to a length of 666 ms. In order to
keep the audio portion of the audio-visual and audio-only stimuli
comparable and to match stimulus durations (AV and A) across
conditions, all the stimuli were edited to begin at the start of sound
onset. While previous research on the time course of audio-visual
speech perception has indicated that some visual cues can pre-
cede the acoustic onset by 80–100 ms (Smeele, 1994, Unpublished
Doctoral dissertation; Munhall and Vatikiotis-Bateson, 1998), a
gating study by Munhall and Tohkura (1998) suggests that the
visual information that precedes the acoustic onset is not nec-
essary to see a signiﬁcant contributions of visual information in
speech perception. Further, pretesting indicated that the stimuli
were perceived as natural productions with no unnatural changes,
asynchronies, or jump-cuts perceived. As such, the audio-only
stimuli were equivalent to the audio-visual stimuli, except that the
video channel was stripped from the audio-visual stimuli.
PROCEDURE
The experiments consisted of a speeded target-monitoring task.
Before beginning the monitoring task, participants were informed
that an orthographic form of a target word would be presented
before every trial and that, depending on the modality condition,
a sequence of audio, or audio–video recordings of spoken words
would follow. Participants were instructed to press the space bar
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as quickly and as accurately as possible whenever they recognized
the target word. At the beginning of each trial, a ﬁxation cross
was presented at the center of a black screen for 1 s. A blank black
screen was then presented for 250 ms before the printed target
word (for 1 s). Another 250 ms pause preceded the presentation
of the spoken stimuli. A stream of 16 spoken words was presented
for each trial; each stimulus was 666 ms, followed by a silent blank
screen for 84 ms before the next stimulus was presented (total
SOA 750 ms). Four word targets were pseudo-randomly placed at
ordinal positions between the 1st and 16th stimuli (i.e., positions
2 to 15) such that the targets were separated by at least one dis-
tractor. On each trial, one target was chosen from the set “ball,”
“done,” “cave,” and “tile.” Twelve distracter words were randomly
selected from the full set of stimuli, excluding the designated target
(see Figure 1). After one practice trial, a block of 12 test tri-
als followed, all with either stimuli from only one speaker (the
single-talker condition) or from two speakers (the multiple-talker
condition). In the latter condition, the talker for each of the 16
words in a trial was randomly determined. Each possible target
word appeared as the target for three trials within each of four
different conditions, and the order of which target was selected
for a particular trial was randomized. Each participant received
all four of the talker conditions (single-talker 1 condition, single-
talker 2 condition, and multiple-talkers conditions combining the
two talkers). Participants received either audio-visual or audio-
only stimuli depending on what modality condition to which
FIGURE 1 | Experimental format of an audio-visual trial. Each trial
started with a ﬁxation cross that was presented at the center of a black
screen for 1000 ms. This was followed by a blank, black screen for 250 ms.
Participants were then shown a printed target word (ball, done, cave, or
tile) for 1000 ms. Another 250 ms pause preceded the presentation of the
spoken stimuli. A stream of 16 spoken words was shown on each trial. Each
stimulus was 666 ms, followed by a silent blank screen for 84 ms before
the next stimulus was presented. Four word targets were pseudo-randomly
placed at ordinal positions between the 1st and 16th stimuli (i.e., positions
2 to 15) such that the targets were separated by at least one distracter.
Participants were instructed to press the space bar as quickly and as
accurately as possible whenever they recognized the target word. Stimuli
either came from only one speaker (the single-talker condition) or from two
speakers (the multiple-talker condition) depending on the condition.
they were assigned. Every participant’s RT, hit rate, false alarm
rate, and d-prime were measured. Participants were always explic-
itly informed (both verbally and by printed instructions) of the
identity of each talker condition before they began trials in that
condition.
RESULTS
In order to examine the effect of audio-visual information on the
talker variability cost, a split plot analysis of variance (ANOVA)
was carried out [Talker Variability (Single-Talker vs. Multiple-
Talker)×Modality of Presentation (Audio-only vs. Audio-visual),
with Talker Variability as the within-subject factor and Modality
of Presentation as a between-subject factor], for the dependent
measures of RT, hit rate, false alarm rate, and d-prime. For the
dependent measure of RT, a signiﬁcant main effect of Talker
Variability was found, indicating that listeners are faster to rec-
ognize speech from a single-talker (484 ms ± SEM) than from
multiple-talkers [502 ms; F(1,42) = 27.75, p < 0.001]. A planned
comparison indicates that the recognition time is signiﬁcantly
slower in the multiple-talkers trials compared to the single-talker
trials in the audio-only condition [t(21) = 1.637, p = 0.05]. This
replicates other audio-only talker variability work that has used
this task previously (Wong et al., 2004; Magnuson and Nusbaum,
2007). There was no main effect of Modality of Presentation
[F(1,42) = 0.494, p = 0.48]. A signiﬁcant interaction effect of
Modality × Talker Variability however, reveals that the perfor-
mance cost between multiple-talker trials and single-talker trials
was increased by 15 ms in the audio-visual condition (26 ms)
compared to the audio-only condition [11 ms; F(1,42) = 5.13,
p = 0.03]. This interaction effect, as seen in Figure 2 is clearly
driven by RT differences across modalities in the multiple-talker
trials (i.e., between the audio-only multiple-talker trials and
audio-visual multiple-talker trials), as there is little reaction time
difference between the audio-only and audio-visual single-talker
trials (mean RT in audio-only for single-talker trials was 482 ms.
and mean RT in audio-visual for single-talker trials was 485 ms).
Thus, it is unlikely that the interaction effect is due solely to the
presence of visual information in the task, as we would have seen
a similar delay in the single-talker audio-visual trials, but we did
not. For this reason, the increase in RT in the audio-visual trials
is likely due to extra talker information in the visual display. The
same analyses were carried out using hit rate, false alarm rate, and
d-prime2 but none of these analyses yielded any signiﬁcant effects
or interactions (see Table 1 for a summary of results for the DV of
false alarm rate, Table 2 for a summary of results for the DV of hit
rate, and Table 3 for a summary of results for the DV of d-prime.).
DISCUSSION
Visual information showing a speaker’s mouth movements
together with speech production has been shown to improve intel-
ligibility of speech under adverse listening conditions (Sumby
and Pollack, 1954; Summerﬁeld, 1987; Massaro and Cohen,
2To calculate d-prime, a hit rate or false alarm rate of 1 or 0 could not be used to
obtain actual z-scores (as probabilities of 1 and 0 would correspond to z-scores of
∞ and −∞, respectively). For this reason, the formula [(n ∗ 2) ± 1]/(t ∗ 2), where
n equals the total number of hits or false alarms, and t equals the total number of
trials, was used as an approximation.
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Table 1 | Summary of results from the split plot ANOVA [TalkerVariability (Single-Talker vs. Multiple-Talkers) ×Modality of Presentation
(Audio-only vs. Audio-visual), withTalkerVariability as a within-subject factor and Modality of Presentation as a between-subject factor] for the
dependent measure of false alarm rates.
Source F statistic p Estimated means (standard error)
Talker variability 0.409 0.526 0.010 (0.001) single-talker
0.009 (0.001) multiple-talkers
Talker Variability × Modality of Presentation 2.670 0.110 0.009 (0.002) audio only single-talker
0.010 (0.002) audio only multiple-talkers
0.011 (0.002) audio-visual single-talker
0.008 (0.002) audio-visual multiple-talkers
Modality of presentation 0.011 0.918 0.010 (0.002) audio-only
0.010 (0.002) audio-visual
Table 2 | Summary of results from the split plot ANOVA [TalkerVariability (Single-Talker vs. Multiple-Talkers) ×Modality of Presentation
(Audio-only vs. Audio-visual), withTalkerVariability as a within-subject factor and Modality of Presentation as a between-subject factor] for the
dependent measure of hit rates.
Source F statistic p Estimated means (standard error)
Talker variability 0.199 0.658 0.964 (0.006) single-talker
0.962 (0.005) multiple-talkers
Talker Variability × Modality of Presentation 0.797 0.377 0.955 (0.008) audio only single talker
0.957 (0.007) audio only multiple-talkers
0.973 (0.008) audio-visual single-talker
0.967 (0.007) audio-visual multiple-talkers
Modality of presentation 1.897 0.176 0.956 (0.007) audio-only
0.970 (0.007) audio-visual
Table 3 | Summary of results from the split plot ANOVA [TalkerVariability (Single-Talker vs. Multiple-Talkers) ×Modality of Presentation
(Audio-only vs. Audio-visual), withTalkerVariability as a within-subject factor and Modality of Presentation as a between-subject factor] for the
dependent measure of d-primes.
Source F statistic p Estimated means (standard error)
Talker variability 0.505 0.481 0 4.351 (0.101) single-talker
4.289 (0.089) multiple-talker
Talker Variability × Modality of Presentation 0.000 0.988 4.282 (0.143) audio only single-talker
4.221 (0.125) audio only multiple-talkers
4.420 (0.143) audio-visual single-talker
4.357 (0.125) audio-visual multiple-talkers
Modality of presentation 0.653 0.423 4.252 (0.120) audio-only
4.389 (0.120) audio-visual
1995; Rosenblum et al., 1996; Lachs et al., 2001). Research shows
that talker variability hurts recognition accuracy (e.g., Creelman,
1957) and recognition speed (Mullennix and Pisoni, 1990; Mag-
nuson and Nusbaum, 2007) providing what could be viewed
as an adverse listening situation. If this impairment of recog-
nition performance is a result of reduced intelligibility due to
phonetic uncertainty (cf. Magnuson and Nusbaum, 2007) then
converging information about phonetic identity from a speaker’s
visemes (Skipper et al., 2005) could improve performance. How-
ever, the results show that visual information that is coincident
with the acoustic information does not lead to faster recognition
in a multiple-talker context; rather the presence of a speaker’s
face appears to increase the talker variability effect. Listeners
who additionally saw a talker’s face concurrent with hearing a
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FIGURE 2 | Response times (RTs) for the single-talker and
multiple-talker conditions for both presentation modalities
(audio-only and audio-visual). Error bars represent 1 SE.
talker were signiﬁcantly slower to recognize speech in multiple-
talker trials compared to single-talker trials and were slowed
in this more than listeners who could only heard the speak-
ers. This effect of slowing word recognition for multiple-talker
trials when listeners could see each talker however, is not due
to the presence of the face alone as there was little difference
between audio-only single-talker trials compared audio-visual
single-talker trials. For this reason, the exacerbation of the talker
variability effect in the audio-visual condition compared to the
audio-only condition is not simply a distraction effect of visual
information.
The current work only examines the beneﬁts of visual infor-
mation that is coincident with acoustic information, as all the
stimuli across conditions (A and AV) were edited to begin at the
start of sound onset. While work by Munhall and Tohkura (1998)
demonstrates that visual information is continuously available and
incrementally useful to a listener, it is possible that the visual
information that precedes the acoustic onset may be helpful in
ameliorating the talker variability effect. Work by Smeele (1994,
UnpublishedDoctoral dissertation) demonstrates that somevisual
cues can precede the acoustic onset by 80–100 ms. As such, this
windowmay help to prime listeners that a talker change has indeed
occurred even before the acoustic signal begins, assuaging the per-
ceptual cost of talker variability. Still, the current work suggests
thatwhile visual information that is coincidentwith acoustic infor-
mation can inﬂuence speech perception (Munhall and Tohkura,
1998), it does not mitigate the short-term accommodation to
variability found in a multiple-talker context.
These results are consistent with the perspective that seeing
a person speak provides more information about the speaker
and the speech than just listening to the speech alone. First, a
face conveys clear identifying information, as well as providing
information relevant to the message content. Visemes – visual
information from mouth shapes (Fisher, 1968) – provide pho-
netic information, which affects speech perception, and even
possess the ability to change what is heard in the acoustic signal
as in the McGurk effect. Why does seeing a talker slow recogni-
tion even more when there is talker variability? Clearly seeing
a talker increases the perception of variability. Even when lis-
teners do not perceive a talker difference in speech (Fenn et al.,
2011) seeing the face of a person change in this situation will
act as a robust cue that a change in speaker has occurred. When
a listener knows that there is a talker change, even when there
has been none, there are slowing effects on speech recogni-
tion times. Magnuson and Nusbaum (2007) showed that the
effect of talker variability is due to the knowledge of a talker
change or difference rather than the speciﬁcs of an acoustic dif-
ference. In the present study, the change in face makes absolutely
clear to listeners that there has been a change in talker. In this
respect the present results are entirely consistent with previous
research.
What is the mechanism by which talker variability inter-
acts with modality? Wong et al. (2004) argued that changes in
the talker increased demands on attention in speech process-
ing, showing increased superior parietal activity and increased
superior temporal activity. In addition, there was a trend
toward increased activity in the premotor system when there
was talker variability. Moreover, audio-visual speech percep-
tion increases brain activity in the premotor system as well
(Skipper et al., 2005). From these results, one could predict
that audio-visual talker variability might produce an interac-
tion in activation within perisylvian areas that are involved in
speech perception. Such increases in activity might correspond
to slower processing rather than faster processing, in that sup-
pression of neural activity by relevant information is usually
associated with priming and faster responses (Grill-Spector et al.,
2006).
While talker normalization accounts have suggested that slow-
ing due to talker variability is a consequence of using talker
vocal characteristics to calibrate phoneme processing in the
context of new talker, it has also been suggested that listen-
ers also need to identify talkers for more than just reducing
phonetic uncertainty. Labov (1986) has argued that listeners
need to understand the social context of a message in order to
understand it. For example, Holtgraves (1994) has shown that
speech is understood differently depending on the attributed
power of the speaker. Rubin (1992) demonstrated that a pic-
ture of a putative speaker displaying racial group membership
could change the perceived intelligibility of speech. Johnson
et al. (1999) have shown that changing expectations about a
speaker’s gender, just from a static picture of the speaker, can
change vowel perception. Niedzielski (1999) has shown that
changing listeners’ beliefs about a speaker’s dialect can change
vowel perception. All of these examples reﬂect the way that
knowledge about a speaker’s social identity can change speech
perception. Although a speaker’s social identity can be conveyed
through speech by dialect or voice differences, seeing a per-
son’s face conveys a great deal more social information. The
present results suggest that listeners will process this identifying
information even if there is a slight cost in recognition speed,
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which may reﬂect the importance of social information in speech
understanding.
ACKNOWLEDGMENTS
The authors would like to thank Chi-Hyun Kim for his assistance
in conducting the study.
REFERENCES
Bahrick, H. P., Bahrick, O. O., and Wittlinger, R. P. (1975). Fifty years of memory
for names and faces: a cross-sectional approach. J. Exp. Psychol. 104, 54–57. doi:
10.1037/0096-3445.104.1.54
Barreda, S., and Nearey, T. M. (2012). The direct and indirect roles of funda-
mental frequency in vowel perception. J. Acoust. Soc. Am. 131, 466–477. doi:
10.1121/1.3662068
Boersma, P. (2001). Praat, a system for doing phonetics by computer. Glot Int. 5,
341–345.
Creelman, C. D. (1957). Case of the unknown talker. J. Acoust. Soc. Am. 29, 655. doi:
10.1121/1.1909003
Diamond, R., and Carey, S. (1986). Why faces are and are not special: an effect of
expertise. J. Exp. Psychol. 115, 107–117. doi: 10.1037/0096-3445.115.2.107
Dorman, M. F., Studdert-Kennedy, M., and Raphael, L. J. (1977). Stop-
consonant recognition: release bursts and formant transitions as functionally
equivalent, context-dependent cues. Percept. Psychophys. 22, 109–122. doi:
10.3758/BF03198744
Fenn, K. M., Shintel, H., Atkins, A. S., Skipper, J. I., Bond, V. C., and
Nusbaum, H. C. (2011). When less is heard than meets the ear: change deaf-
ness in a telephone conversation. Q. J. Exp. Psychol. 64, 1442–1456. doi:
10.1080/17470218.2011.570353
Fisher, C. G. (1968). Confusions among visually perceived consonants. J. Speech
Hear. Res. 11, 796–804.
Gauthier, I., and Nelson, C. (2001). The development of face expertise. Curr. Opin.
Neurobiol. 11, 219–224. doi: 10.1016/S0959-4388(00)00200-2
Gerstman, L. (1968). Classiﬁcation of self-normalized vowels. Audio and Electroa-
coustics. IEEE Trans. 16, 78–80. doi: 10.1109/TAU.1968.1161953
Goh,W. D., Pisoni, D. B., Kirk, K. J., and Remez, R. E. (2001). Audio-visual percep-
tion of sinewave speech in an adult cochlear implant user: a case study. Ear Hear.
22, 412–419. doi: 10.1097/00003446-200110000-00005
Goldinger, S. D. (1998). Echoes of echoes? An episodic theory of lexical access.
Psychol. Rev. 105, 251–279. doi: 10.1037/0033-295X.105.2.251
Goldinger, S. D., Pisoni, D. B., and Logan, J. S. (1991). On the nature of talker
variability effects on recall of spoken word lists. J. Exp. Psychol. Learn. Mem.
Cogn. 17:152. doi: 10.1037/0278-7393.17.1.152
Grill-Spector, K., Henson, R., and Martin, A. (2006). Repetition and the brain:
neural models of stimulus-speciﬁc effects. Trends Cogn. Sci. 10, 14–23. doi:
10.1016/j.tics.2005.11.006
Halle, M. (1985). “Speculations about the representation of words in memory,” in
Phonetic Linguistics, ed. V. A. Fromkin (New York: Academic Press).
Hasson, U., Skipper, J. I., Nusbaum, H. C., and Small, S. L. (2007). Abstract coding
of audiovisual speech: beyond sensory representation. Neuron 56, 1116–1126.
doi: 10.1016/j.neuron.2007.09.037
Holtgraves, T. M. (1994). Communication in context: the effects of speaker status
on the comprehension of indirect requests. J. Exp. Psychol. Lear. Mem. Cogn. 20,
1205–1218. doi: 10.1037/0278-7393.20.5.1205
Huang, J., and Holt, L. L. (2012). Listening for the norm: adaptive cod-
ing in speech categorization. Front. Psychol. 3:10. doi: 10.3389/fpsyg.2012.
00010
IEEE Subcommittee on Subjective Measurements. (1969). IEEE recommended
practices for speech quality measurements. IEEE Trans. Audio Electroacoust. 17,
227–246.
Johnson, K., Strand, E. A., and D’Imperio, M. (1999). Auditory-visual inte-
gration of talker gender in vowel perception. J. Phon. 27, 359–384. doi:
10.1006/jpho.1999.0100
Joos, M. (1948). Acoustic phonetics. Language 24, 5–136. doi: 10.2307/522229
Labov,W. (1986). “Sources of inherent variation in the speech process,” in Invariance
and Variability in Speech Processes, eds J. Perkell and D. H. Klatt (Hillsdale, NJ:
Erlbaum), 402–425.
Lachs, L., Pisoni, D. B., and Kirk, K. I. (2001). Use of audiovisual informa-
tion in speech perception by prelingually deaf children with cochlear implants:
a ﬁrst report. Ear Hear. 22, 236–251. doi: 10.1097/00003446-200106000-
00007
Ladefoged, P., and Broadbent, D. E. (1957). Information conveyed by vowels.
J. Acoust. Soc. Am. 29, 98–104. doi: 10.1121/1.1908694
Liberman,A.M., Cooper, F. S., Shankweiler,D. P., and Studdert-Kennedy,M. (1967).
Perception of the speech code. Psychol. Rev. 74, 431–461. doi: 10.1037/h0020279
Logan, J. S., Lively, S. E., and Pisoni, D. B. (1991). Training Japanese listeners to
identify English /r/ and /l/: a ﬁrst report. J. Acoustic. Soc. Am. 89, 874–886. doi:
10.1121/1.1894649
Magnuson, J. S., and Nusbaum, H. C. (2007). Acoustic differences, listener expec-
tations, and the perceptual accommodation of talker variability. J. Exp. Psychol.
Hum. Percept. Perform. 33, 391–409. doi: 10.1037/0096-1523.33.2.391
Magnuson, J. S., Yamada, R. A., and Nusbaum, H. C. (1994). “Variability in familiar
and novel talkers: effects on mora perception and talker identiﬁcation,” in Pro-
ceedings of the Acoustical Society of Japan Technical Committee on Psychological
and Physiological Acoustics, Kanazawa, H-94-44, 1–8.
Massaro, D. W., and Cohen, M. M. (1995). Perceiving talking faces. J. Acoust. Soc.
Am. 97, 3308–3308. doi: 10.1121/1.412931
McGurk, H., and MacDonald, J. W. (1976). Hearing lips and seeing voices. Nature
264, 746–748. doi: 10.1038/264746a0
McLennan, C. T., and Luce, P. A. (2005). Examining the time course of indexical
speciﬁcity effects in spoken word recognition. J. Exp. Psychol. Learn. Mem. Cogn.
31, 306–321. doi: 10.1037/0278-7393.31.2.306
Mullennix, J. W., and Pisoni, D. B. (1990). Stimulus variability and process-
ing dependencies in speech perception. Percept. Psychophys. 47, 379–390. doi:
10.3758/BF03210878
Munhall, K. G., and Tohkura, Y. (1998). Audiovisual gating and the time course of
speech perception. J. Acoust. Soc. Am. 104, 530–539. doi: 10.1121/1.423300
Munhall, K. G., and Vatikiotis-Bateson, E. (1998). “The moving face during speech
communication,” in Hearing by Eye, Part 2: The Psychology of Speech Reading and
Audiovisual Speech, eds R. Campbell, B. Dodd, and D. Burnham (London: Taylor
and Francis, Psychology Press), 123–139.
Nearey, T. M. (1989). Static, dynamic, and relational properties in vowel perception.
J. Acoust. Soc. Am. 85, 2088–2113. doi: 10.1121/1.397861
Niedzielski, N. (1999). The effects of social information on the percep-
tion of sociolinguistic variables. J. Lang. Soc. Psychol. 18, 62–85. doi:
10.1177/0261927X99018001005
Nusbaum, H. C., and Magnuson, J. (1997). “Talker normalization: phonetic con-
stancy as a cognitive process,” in Talker Variability in Speech Processing, eds K.
Johnson and J. W. Mullennix (San Diego, CA: Academic Press), 109–132.
Nusbaum, H. C., and Morin, T. M. (1992). “Paying attention to differences among
talkers,” in Speech Perception, Production and Linguistic Structure, eds Y. Tohkura,
E. Vatikiotis-Bateson, and Y. Sagisaka (Tokyo: OHM Publishing Company),
113–134.
Nygaard, L. C., Sommers, M. S., and Pisoni, D. B. (1994). Speech perception
as a talker-contingent process. Psychol. Sci. 5, 42–46. doi: 10.1111/j.1467-
9280.1994.tb00612.x
Olsson, N., Juslin, P., and Winman, A. (1998). Realism of conﬁdence in earwit-
ness versus eyewitness identiﬁcation. J. Exp. Psychol. Appl. 4, 101–118. doi:
10.1037/1076-898X.4.2.101
Peterson, G. E., and Barney, H. L. (1952). Control methods used in a study of the
vowels. J. Acoust. Soc. Am. 24, 175–184. doi: 10.1121/1.1917300
Pisoni, D. B. (1993). Long-term memory in speech perception: some new ﬁndings
on talker variability, speaking rate and perceptual learning. Speech Commun. 13,
109–125. doi: 10.1016/0167-6393(93)90063-Q
Pisoni, D. B. (1997). “Some thoughts on “normalization” in speech perception,” in
Talker Variability in Speech Processing, eds K. Johnson and J. W. Mullennix (San
Diego, CA: Academic Press), 9–32.
Read, D., and Craik, F. I. M. (1995). Earwitness identiﬁcation: some inﬂuences on
voice recognition. J. Exp. Psychol. Appl. 1, 6–18. doi: 10.1037/1076-898X.1.1.6
Rosenblum, L. D., Johnson, J. A., and Saldana, H. M. (1996). Point-light facial
displays enhance comprehension of speech in noise. J. Speech Hear. Res. 39,
1159–1170.
Rubin, D. L. (1992). Nonlanguage factors affecting undergraduate’s judgments of
nonnative English-speaking teaching assistants. Res. High. Educ. 33, 511–531.
doi: 10.1007/BF00973770
Frontiers in Psychology | Language Sciences July 2014 | Volume 5 | Article 698 | 8
Heald and Nusbaum Talker variability in AV speech perception
Schacter, D. L. (1992). Understanding implicit memory: a cognitive neuroscience
approach. Am. Psychol. 47, 559. doi: 10.1037/0003-066X.47.4.559
Skipper, J. I., Nusbaum, H. C., and Small, S. L. (2005). Listening to talking faces:
motor cortical activation during speech perception. Neuroimage 25, 76–89. doi:
10.1016/j.neuroimage.2004.11.006
Skipper, J. I., van Wassenhove, V., Nusbaum, H. C., and Small, S. L. (2007).
Hearing lips and seeing voices: how cortical areas supporting speech produc-
tion mediate audiovisual speech perception. Cereb. Cortex 17, 2387–2399. doi:
10.1093/cercor/bhl147
Sumby,W. H., and Pollack, I. (1954). Visual contribution to speech intelligibility in
noise. J. Acoust. Soc. Am. 26, 212–215. doi: 10.1121/1.1907309
Summerﬁeld, Q. (1987). “Some preliminaries to a comprehensive account of audio-
visual speech perception,” in Hearing by Eye: The Psychology of Lip-Reading, eds
B. Dodd and R. Campbell (London: Erlbaum), 3–51.
Summerﬁeld, Q., and Haggard, M. P. (1973). Vocal tract normalization as
demonstrated by reaction times. Rep. Speech Res. Prog. 2, 12–23.
Syrdal, A. K., and Gopal, H. S. (1986). A perceptual model of vowel recognition
based on the auditory representation of American English vowels. J. Acoust. Soc.
Am. 79, 1086–1100. doi: 10.1121/1.393381
Thakerar, J. N., and Giles, H. (1981). They are – so they spoke : noncontent speech
stereotypes. Lang. Commun. 1, 255–261. doi: 10.1016/0271-5309(81)90015-X
Wilding, J., and Cook, S. (2000). Sex differences and individual consistency in voice
identiﬁcation. Percept. Mot. Skills 91, 535–538. doi: 10.2466/pms.2000.91.2.535
Wong, P. C. M., Nusbaum, H. C., and Small, S. (2004). Neural bases of talker
normalization. J. Cogn. Neurosci. 16, 1173–1184. doi: 10.1162/08989290419
20522
Zhang, Y., Kuhl, P. K., Imada, T., Iverson, P., Pruitt, J., Stevens, E. B., et al.
(2009). Neural signatures of phonetic learning in adulthood: a magnetoen-
cephalography study. Neuroimage 46, 226–240. doi: 10.1016/j.neuroimage.2009.
01.028
Conflict of Interest Statement:The authors declare that the researchwas conducted
in the absence of any commercial or ﬁnancial relationships that could be construed
as a potential conﬂict of interest.
Received: 02 April 2014; accepted: 17 June 2014; published online: 16 July 2014.
Citation: Heald SLM and Nusbaum HC (2014) Talker variability in audio-visual
speech perception. Front. Psychol. 5:698. doi: 10.3389/fpsyg.2014.00698
This article was submitted to Language Sciences, a section of the journal Frontiers in
Psychology.
Copyright © 2014Heald andNusbaum. This is an open-access article distributed under
the terms of the Creative Commons Attribution License (CC BY). The use, distribution
or reproduction in other forums is permitted, provided the original author(s) or licensor
are credited and that the original publication in this journal is cited, in accordance with
accepted academic practice. No use, distribution or reproduction is permitted which
does not comply with these terms.
www.frontiersin.org July 2014 | Volume 5 | Article 698 | 9
