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iCharacter is defined by what you do when no one is looking.
John Wooden
He who binds to himself a joy, does the winged life destroy;
But he who kisses the joy as it flies, lives in Eternity’s sunrise.
William Blake
——
Abstract
This thesis is about improving machine lip-reading, that is, the classification of
speech from only visual cues of a speaker. Machine lip-reading is a niche research
problem in both areas of speech processing and computer vision.
Current challenges for machine lip-reading fall into two groups: the content of the
video, such as the rate at which a person is speaking or; the parameters of the video
recording for example, the video resolution. We begin our work with a literature
review to understand the restrictions current technology limits machine lip-reading
recognition and conduct an experiment into resolution affects. We show that high
definition video is not needed to successfully lip-read with a computer.
The term “viseme” is used in machine lip-reading to represent a visual cue or
gesture which corresponds to a subgroup of phonemes where the phonemes are
indistinguishable in the visual speech signal. Whilst a viseme is yet to be formally
defined, we use the common working definition ‘a viseme is a group of phonemes
with identical appearance on the lips’. A phoneme is the smallest acoustic unit a
human can utter. Because there are more phonemes per viseme, mapping between
the units creates a many-to-one relationship. Many mappings have been presented,
and we conduct an experiment to determine which mapping produces the most
accurate classification. Our results show Lee’s [82] is best. Lee’s classification also
outperforms machine lip-reading systems which use the popular Fisher [48] phoneme-
to-viseme map.
Further to this, we propose three methods of deriving speaker-dependent phoneme-
to-viseme maps and compare our new approaches to Lee’s. Our results show the
ii
iii
sensitivity of phoneme clustering and we use our new knowledge for our first sug-
gested augmentation to the conventional lip-reading system.
Speaker independence in machine lip-reading classification is another unsolved
obstacle. It has been observed, in the visual domain, that classifiers need training
on the test subject to achieve the best classification. Thus machine lip-reading is
highly dependent upon the speaker. Speaker independence is the opposite of this,
or in other words, is the classification of a speaker not present in the classifier’s
training data. We investigate the dependence of phoneme-to-viseme maps between
speakers. Our results show there is not a high variability of visual cues, but there is
high variability in trajectory between visual cues of an individual speaker with the
same ground truth. This implies a dependency upon the number of visemes within
each set for each individual.
Finally, we investigate how many visemes is the optimum number within a set.
We show the phoneme-to-viseme maps in literature rarely have enough visemes
and the optimal number, which varies by speaker, ranges from 11 to 35. The last
difficulty we address is decoding from visemes back to phonemes and into words.
Traditionally this is completed using a language model. The language model unit is
either: the same as the classifier, e.g. visemes or phonemes; or the language model
unit is words. In a novel approach we use these optimum range viseme sets within
hierarchical training of phoneme labelled classifiers. This new method of classifier
training demonstrates significant increase in classification with a word language
network.
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Statement of originality
Unless otherwise noted or referenced in the text, the work described in this thesis is
that of the author. The following aspects are considered novel:
• A lower resolution limit for viseme lip-reading and demonstration of resolution
resilience in machine lip-reading (Chapter 5.1).
• Differentiation between useful visemes for good classification (Chaper 6) .
• Evidence that consonant and vowel phonemes should not be mixed within sets
(Chapter 7).
• Comparison of current phoneme-to-viseme mappings (Section 7.4).
• A new method of devising speaker-dependent viseme classes (Sections 7.5.2
& 7.5.3).
• Demonstration of how visual gestures themselves do not change, rather how a
speaker uses them does (Chapter 8).
• A new similarity measure for comparing phoneme to viseme maps (Chapter 8).
• Presentation of comparable sets of speaker-dependent visemes (Chapter 9,
section 9.2).
• An optimum range for viseme set sizes (Chapter 9).
• Visualised effects of homophones with viseme classes (Chapter 9).
• Differences in decoding between language units and classifier units (Chapter 9).
• Evidence to the nuanced hypothesis which is that there are intermediary units,
visemes, that can provide superior classification in machine lip-reading (Chap-
ter 9).
• Demonstration that weak learning of visemes can produce better phoneme
labelled classifiers which improves machine lip-reading (Chapter 9).
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Chapter 1
Introduction
Speech is bimodal. This means there are two modes of information: acoustic and
visual. Humans use both signals to understand the speech of others [101]. Given that
acoustic recognition has been studied for over fifty years [38], it is not surprising that
acoustic recognition is far more mature than visual-only recognition and there have
been significant increases in performance in speech recognition systems, although
they remain susceptible to noise [51]. Imagine trying to recognise a pilot’s speech
over the background noise of the aeroplane engine in a cockpit. In this case, the
audio signal is severely deteriorated by the noise of the environment. However, this
noise does not affect the visual signal. Thus, a desire to recognise speech from the
visual signal alone is born. The visual signal can be used in combination with the
acoustic signal, this is audio-visual speech recognition (AVSR) [120], or, there is
the possibility of using the visual signal alone. This latter configuration is machine
lip-reading which is the topic of this thesis.
Lip-reading is a challenging task. When researchers investigate AVSR, it is com-
mon for audio recognition to dominate any benefit from lip-reading, nevertheless,
if we can make pure lip-reading successful there would be benefits for audio-visual
recognition. Furthermore, there are a few scenarios where it is impractical or sense-
less to install a close microphone. An example might be an interactive booth in
a busy station or airport where there is poor signal-to-noise ratio (SNR) or some
1
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distance between the person and the screen. In practice however, a major use of a
good machine lip-reading system would be as part of an AVSR system.
1.1 Applications of machine lip-reading
There are a range of scenarios where a machine lip-reading system would be bene-
ficial. We discuss a few examples here.
During sports events there are often headlines about arguments between players,
referees and even supporters. In the 2006 football World Cup Final between France
and Italy, it was 19 minutes into extra time when Zinedine Zidane, on the opposite
end of the pitch to the football, head-butted an Italian player without apparent
justification. This action earned him a red card and consequently France went on
to lose both the match and the world cup [103]. It later transpired, as admitted
by Materazzi (the recipient of the head-butt), Zidane was provoked by a targeted
insult of a late family member. In this case, if a machine lip-reading system had
been present to confirm the provocation, whilst Zidane would have still been red
carded, so would have Materazzi. Thus playing ten men against ten, the outcome
of the match, and the World Cup, could have been different.
In history there are a great number of silent videos. Common examples are silent
entertainment films and historical documentaries. In [136] we see a professional
human lip-reader assist researchers comprehend what soldier’s conversations were
before they went into battle and during battle preparations. Similarly, in [3] we are
shown how lip-readers used on the home movies of Hitler give historians an insight
to an infamous figure of interest.
There has been long debate about if, in silent entertainment films of the era 1895-
1927, films were ever scripted as the audio could not be captured with the video
channel. In [6] we learn that, not only were these films in fact fully scripted, but
in human lip-reading experiments, variation from the scripts were fully noticeable.
Collectively, this human nature to be interested in history and learn from historical
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evidence is a further motivator for achieving robust automatic lip-reading systems.
Theobald et al. [137] examine lip-reading for law enforcement. They note that in
law-enforcement there are many departments who would benefit from an automatic
lip-reading system. They present a new technique for improved lip-reading whereby
the extracted features are modified to increase the classification performance. The
modification is amplifying the feature parameters (they use Active Appearance Mod-
els which we explain fully in Chapter 2), to exaggerate the lip gestures recorded on
camera. The technique was tested using a phonetically balanced corpus of syntacti-
cally correct sentences. The data set had very little contextual information [138] to
remove effects of context network support. Machine lip-reading would help in law
enforcement as robust lip-reading of filmed conversations during criminal acts, e.g.
on CCTV could be evidence for the prosecution of offenders.
In the murder case of Arelene Fraser, Nat Fraser was caught and imprisoned.
Evidence used by the prosecution included transcripts provided by professional lip-
reader Jessica Rees [115]. Whilst the perpetrator thought he had committed the
‘perfect’ murder, and took steps to avoid any conversations being overheard, he
had not thought about those who could read lips. With the transcripts of Fraser’s
conversations, prosecutors turned the co-conspirators into witnesses and Nat Fraser
was prosecuted. However later, the reliability of lip-reading transcripts as evidence
was successfully challenged, because human lip-readers are unreliable.
The reliability of human lip-readers is debatable. It has been said that this relia-
bility varies not just between different pairings of speakers within a conversation, but
also subject to the situation (context and environment) of the conversation (with
the same speakers) [86]. This means that a good lip-reader on one day with a par-
ticular speaker could either misinterpret an alternative speaker or if lip-reading the
same person in another place, fail to comprehend the speech uttered. Furthermore,
human lip-readers are expensive, examples of Consuelo Gonsales [52] and Jessica
Rees [122] operate on an as quoted basis. So we know that robust lip-readers are
rare [86] and often we have no way of verifying the accuracy of the lip-reading per-
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formance as a ground truth is rarely available. It is only in controlled experiments
that a ground truth exists [20, 132, 63].
In [86] an investigation into the effect of likeability between individuals in a
lip-read conversation, such as the status of their relationship, showed that a good
relationship increases the accuracy of the lip-reading interpretation. To apply this
observation to a real world scenario of introducing a lip-reader to someone they do
not know personally, such as on a video documentary, deteriorates the confidence
that their lip-reading ability will be robust. This idea is supported in Nichie’s lip-
reading and practice handbook [109] where in Chapter two it is suggested that the
value of practicing lip-reading is rightly attached to the teacher’s personality for
success.
In [133] Summerfield describes some reasons which can distinguish poor from
good lip-readers. This list is deduced from the results of a series of experiments
([61, 40, 92, 91, 148]) which show that the achievement rates in lip-reading tests can
range from 10% to over 70%. These achievement rates vary due to the parameter
selections for each experiment which are chosen for the specific task being addressed.
In particular, the accuracy metric (some present word error rate, w.e.r whereas
others present percent true positive matches, %, others alternative metrics like the
HTK correctness and accuracy scores (explained in full in section 2.5.1, Equations 2.7
& 2.8 respectively) and the classification unit (there are a number of options here
- matching on phonemes, visemes or words) have a significant affect on how one
should compare such investigations.
Some affects on human lip-reading performance are:
• intelligence and verbal reasoning - McGrath [100] showed that a fundamental
level of intelligence and verbal reasoning are essential to be able to lip-read
at all, but beyond a limit these skills could not raise human comprehension
further.
• Training - human lip-readers who have either self-studied or have been trained
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in some manner to practice the skill of lip-reading are shown to be no better
than those who have received no training [31, 40]. Also it has been shown that
human lip-readers can actually get worse with training [21], and this effect is
more present when humans lip read from videos rather than in the presence
of the speaker [76].
• Low-level visual-neural processing - Summerfield [133] discusses the physio-
logical matter of the processing speed of these neural processes in the human
brain. The suggestion is that lip-reading is difficult to learn because it is de-
pendent upon these low-level neural processes. This suggestion has however,
not received reproducible results to support the proposition which comforts us
that human lip-reading is possible, however challenging.
• Closeness between the conversation participants - studies show that a rela-
tionship of some description between those talking, or personable knowledge
of the speaker by the interpreter can improve human lip-reading [86, 123, 46].
• Knowledge of conversation context - without the constraint that is the ‘rules’
of a language to limit what a probable utterance is, lip-reading becomes al-
most impossible, or akin to guessing [126]. In [125] experiments showed that
recognising isolated sentences was as low scoring as simply guessing from the
context alone.
In summary, the main application of a machine lip-reading system would be
any situation where the audio signal in a video is either absent or too noisy to
comprehend, or where the alternative, human lip-readers, are too expensive or too
unreliable.
1.2 The research problem
A conventional lip-reading system consists of a sequence of tasks as shown in Fig-
ure 1.1. Our work focuses on the classification task. Currently we have to make
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some assumptions by tracking a face in a video in order to extract some features
before we can undertake machine lip-reading.
Figure 1.1: The three main functions in a traditional lip-reading system
The first task on the left hand side of Figure 1.1, is face tracking. This means to
locate a face in an image (one frame of a video) and track it throughout the whole
video sequence. By the end of the tracking process, often completed by fitting a
model to each frame, we have a data structure containing information about the face
through time. Examples of work showing face finding and tracking are in [128] and
[139]. Example tracking methods are, with Active Appearance Models [33], or with
Linear Predictors [112]. We discuss these two methods in Chapter 2. The second
task, in the centre of Figure 1.1, is visual feature extraction. Using the fitted data
parameters from task one, we can extract features which contain solely information
pertaining to the speaker’s lips. The third and final task on the right hand side of
Figure 1.1 is classification. This is where we train some kind of classification model,
using some visual features as training data, and use the classifiers to classify some
unseen test data. Classification produces an output which can be compared with a
ground truth to evaluate the accuracy of the classifiers.
There is a lot of literature on methods of feature extraction methods [111, 9, 65,
149, 119, 90] and tracking faces through images, [33, 146, 102, 83, 36] for lip-reading.
However, to date, there is no one accepted method as the de facto method for ex-
tracting lip-reading features. In lieu of this, in [155], Zhou et al. ask two questions
about feature extraction, specifically for lip reading: primarily, how to cope with
the speaker identity dependency in visual data? But also, how to incorporate the
temporal information of visual speech? The intent of this second question is for cap-
turing co-articulation effects into features. Zhou et al. categorise a comprehensive
range of feature extraction techniques into four groups:
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• Image-based e.g. [53],
• Motion-based e.g. [93],
• Geometric-feature-based e.g. [107], or,
• Model-based e.g. [45].
This categorisation serves to show the breadth of current research into features.
However, this attention on feature extraction does not address the only challenges
in machine lip-reading. Improvements can still be made in the classification stage
of lip-reading also. Therefore much of this thesis is focused on classification, rather
than additional tasks such as tracking and feature extraction. That is not to say we
are dismissive of the feature extraction and tracking requirements, rather that we
wish focus our work to improve the classification methods.
Figure 1.2: Sources of variability in computer lip-reading: affects on automatic
lip-reading systems
Figure 1.2 shows the situation in which we are trying to recreate the text in
the mind of the speaker. Each speaker articulates differently, and so the identity
of the individual speaker is a significant affect on the efficacy of lip-reading. The
visual signal is also affected by the speaker’s pose, motion and expression. Cameras
typically have many parameters that might affect lip-reading. Of these, we mention
frame rate and resolution as highly probable to be significant.
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Table 1.1: A list of affects on automatic lip-reading systems
Evaluation Previously studied, in Likely sensitivity
Motion Yes, [111, 97] Low
Pose Yes, [78] Medium
Expression Yes, [106] Low
Frame rate Yes, [22, 124] Low
Resolution No Unknown
Colour Yes, [71] Low
Classifier unit choice Yes, [28] High
Feature type Yes, [98, 77] High
Classifier technology Yes, [96, 150] Medium
Multiple persons Yes, [68] Medium
Speaker identity Yes, [89] High
Rate of speech Yes, [134] High
In Table 1.1 we have listed and assessed a number of environmental affects on
machine lip-reading. There are a number of factors that can be difficult to control
in machine lip-reading. These include, but are not limited to, lighting, identity,
motion, emotion, and expression. Table 1.1 is an attempt at a systematic study
of the affects. Considering initially the problem of speaker-dependent lip-reading,
then three factors are of immediate interest: resolution because it does not appear to
have been studied systematically, and unit choice, and feature type because they are
likely to be highly significant to performance. For the time-being, speaker identity
and rate of speech can be ignored since they are constant for a given speaker.
The choice of feature has been studied quite well and there have been a number
of ‘contests’ between feature types (e.g. [77, 28]) which have led to the conclusion
that state of the art Active Appearance Models (AAMs) are highly likely to give the
best known performance. These are the features we use and the subject of the next
chapter. However the choice of visual unit, the analogous quantity to a phoneme is
more intriguing.
A phoneme is the smallest sound which can be uttered [5]. A viseme is not so
precisely defined [30, 48, 58]. However, a working definition is that a viseme is a set
of phonemes that have identical appearance on the lips. Therefore many phonemes
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fall into one viseme class: a many-to-one mapping. There are alternative definitions
of visemes in which the viseme is, for example, seen as a repeatable, visual gesture.
In [27] two alternative definitions are explored: visemes based upon articulatory
gestures or on similar visual appearance. The tentative conclusion is that visemes
based upon the articulatory gestures definition perform better. This study only
looks at recognition, in synthesis studies, visemes are considered as ‘temporal units
that describe distinctive speech movements of the visual speech articulators’ [135].
As there are many definitions to choose from, we continue with the recognition
working definition of ‘a viseme is a group of phonemes with identical appearance on
the lips’. Thus, our study starts with two key problems: resolution which has not
been systematically studied before in isolation from observing the effects of noise,
and unit selection because it is likely to be highly significant. But, before we can
study these items, it is necessary to discuss the third affect to which classification
is highly sensitive: feature selection.
1.3 Our research question
We ask, ‘can we augment or replace the current lip-reading classifiers to improve
machine lip-reading?’
Chapter 2
Features and classification
methods
In the previous chapter it was asserted that feature choice was likely to be highly
significant. In this chapter therefore, we examine the full processing chain in more
detail from tracking to classification, dwelling on the methods of special relevance
to this thesis.
2.1 Linear predictors
Linear Predictors (LPs) are a person-specific and data-driven facial tracking method.
Devised primarily for observing visual changes in the face during speech, these make
it possible to cope with facial feature configurations not present in the training data
by treating each feature independently. For speech, this means isolating the lips
from the eyes, outline of the face, etc.
The linear predictor itself is a part of the tracking mechanism. It is the central
point around which support pixels are used to identify the change in position of
the central point over time. The central point is visually seen as a landmark on
the outline of a feature. A set of these landmarks represent the changing shape of
10
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something (in our case lips) morphing over time. In this method both the shape
(comprised of landmarks) and the pixel information surrounding the linear predictor
position are intrinsically linked.
A single LP alone is not enough to provide robust and accurate tracking, so
[111] explains how rigid flocks (a small group) of selected LPs are grouped around a
central feature (not the linear predictor central point, but as an example, the feature
mean position) restrict the motion of the LPs within a boundary and reduce their
susceptibility to noise. These LPs have been successfully used to track objects in
motion [95].
Further improvements to the LPs selection method are described in [111, 112],
both of which show improvement of over original LP tracking accuracy.
An interactive LP tracking tool has been made at the University of Surrey. Its
benefits are the real-time tracking and autonomous use, but a limitation of this
tool is when a face is partially off-screen, the real-time tracking requires the user
to guess in real time where the appropriate LP should be. This is not a simple
task to perform with any accuracy or consistency and when tested with our Rosetta
Raven dataset (see Chapter 3) we found the AAM features still outperformed the
LP features.
2.2 Active shape and appearance models
An Active Appearance model (AAM) [33] is a combined shape and appearance
trained model used in tracking a face throughout a video sequence. The model is
constructed from a small training subset (Table 3.3) and is a type of Point Distri-
bution Model (PDM) used to represent the shape of a face and how it varies during
speech. The shape s of an AAM is the coordinates of the v vertices which make up
a mesh,
s = (x1, y1, x2, y2, ..., xv, yv)
T (2.1)
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Training creates a mean model permitting deviations within a predetermined
range of variance. Any of the training co-ordinate vectors used for model creation
with 30% or more of occluded landmarks are omitted from the mean shape for-
mation. Normalised meshes are built from the manually trained data (landmarks)
for translation, scale and rotation (i.e. movement between the image frames).We
now have a vector of 2n values for n landmarks upon the face. Principal Compo-
nent Analysis (PCA) provides us with eigenvectors so an independent shape model
becomes a set of meshes,
s = s0 +
n∑
i=1
pisi (2.2)
where s0 is the mean shape, pi are coefficient shape parameters, and si are the
eigenvectors of the covariance matrix of the n largest eigenvalues. We can assume
si is orthonormal because we can always perform a linear reparameterisation [97].
The landmarks are chosen to model the sub-shapes within the face such as: the
outline of the hairline and jaw, eyes, nose or lips. We have to hand label these
training images. The meshes constructed with our hand labelling are normalised
by Procrustes analysis [54] before we apply PCA. An example of a full face shape
model is shown in Figure 2.1. In this Figure there are 104 landmarks, the majority
(44) of which are modelling the inner and outer lip contours.
Figure 2.1: Example Active Appearance Model shape mesh.
An independent appearance AAM uses appearance data over the base mesh, S0.
This allows linear variation in the shape whilst maintaining a compact model. S0
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also denotes the set of pixels that lie inside the base mesh. Thus A(x) (or AMM
appearance) is an image defined over the pixels x ∈ S0. This means pixels are
mapped into the triangles of the shape model by Procrustes analysis [54] over the
shape model vector (the aligned the set of points) to build the statistical model. Each
training image is warped to match the mean shape to identify a shape-free area of
the training image. This shape-free area is normalised with a linear transform before
the texture model is built by eigen-analysis [33].
A(x) = A0(x) +
m∑
i=1
λiAi(x) ∀x ∈ s0 (2.3)
In Equation 2.3 the coefficients λi are the appearance parameters, A0 is the
base appearance, and Ai(x) are the appearance image eigenvectors of the covariance
matrix. Our appearance A(x) is A0 plus a combination of images Ai(x). A0 is the
mean image, and Ai are the m eigenimages with the m largest eigenvalues.
It has been demonstrated that the combination of appearance and shape models
significantly improves lip-reading performance [96, 33] and we use these in the work
presented here unless explicitly stated otherwise. The combination of these model
types requires a single parameter set to represent the relationship between shape
and appearance. In independent shape and appearance AAMs [97], the shape pa-
rameters, p, and appearance parameters λ, are distinct. In a combined model, we
use one set of parameters, C = (c1, c2, c3, ..., cn)
T . This is shown in Equation 2.4
and Equation 2.5. This usage of a common parameter set, ci, intrinsically ties the
models together by warping the image over the shape model to represent both the
appearance and shape variation in a face.
For shape
s = s0 +
n∑
i=1
cisi (2.4)
and for appearance
A(x) = A0(x) +
n∑
i=1
ciAi(x) (2.5)
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A combined AAM requires a third application of PCA on the weighted shape,
p and appearance, λ parameters. The correlation between the shape and texture
(appearance) model is learned and integrated into the combined model.
To initialise the AAM we use the shape parameters p = (p1, p2, ..., pn)
T in Equa-
tion 2.1 to generate the shape s, and the appearance parameters λ = (λ1, λ2, ..., λm)
T
to generate the appearance A(x) in s0. This AAM instance is built by a piecewise
affine warp of A from the base mesh s0 to the AAM shape s.
Finally we fit the AAM using the Inverse Compositional algorithm [7] to all
frames in the video sequence [97]. This algorithm uses the coordinate frame of the
image I and the coordinate frame of the AAM. To initiate the fit with the best
starting position, the first image frame in a video sequence receives a manually
labelled shape, s. Iterating through each frame of the video in turn, a backwards
warp W is used to warp each image I onto the base mesh s0 until the landmark
positions converge into place to match corresponding pixels between frames. The
more movement there is between frames, or the lower the frame rate, tracking is
more difficult as these create greater variation between frame images.
2.3 Discrete cosine transforms
The Discrete Cosine Transform (DCT) [1] is a technique for converting a signal
into elementary frequency components, or in other words, it transforms an image
from a spatial to frequency domain by separating an image into parts of unequal
importance. There are many variants of DCT and in lip-reading and AVSR authors
use 2D-DCT (Equation 2.6) as it is applied too each two-dimensional frame image
throughout a video. For example in [79, 28] and [104]. To create 2D-DCT features
co-efficient vectors are extracted from the information from the region of interest in
an image, for machine lip-reading, this is the lips.
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qu,v = WuWv
N−1∑
i=0
M−1∑
j=0
pi,j cos
(
upi(2i+ 1)
2N
)
cos
(
vpi(2j + 1)
2M
)
Wu =

√
1/N if u = 0√
2/N otherwise
Wv =

√
1/M if v = 0√
2/M otherwise
(2.6)
In Equation 2.6 we show that 2D-DCT is pixel-based, features are extracted from
a region of interest matrix of size M by N , where P is the mouth centre. pij is pixel
intensity in row i and column j. This creates quv.
2.4 Comparison of available feature types
Lan et al. present in [79] a comparison of different features first presented in [33].
Revisited in [97], AAM features are produced as either model-based (using shape
information) or pixel-based (using appearance information). In [79] Lan et al. ob-
served that state of the art AAM features with appearance parameters outperform
other feature types like sieve features, 2D DCT, and eigen-lip features, suggesting
appearance is more informative than shape. Also pixel methods benefit from im-
age normalisation to remove shape and affine variation from region of interest (in
this example, the mouth and lips). The method in [79] classified words with the
RMAV dataset but recommended in future creating classifiers with viseme labels for
lipreading, and advises that most information is from the inner of the mouth.
A comparison of two current key methods for fitting and extraction of facial
features for computer lip-reading is summarised in Table 2.1.
For the work presented in this thesis, we chose to use AAMs. This is because
whilst DCT features can outperform geometric features (as shown in [60]), a state
of the art AAM can outperform DCT features. In [108] the results suggest that
DCT features outperform AAMs because they complete most experiments with
them after initial AAMs performed poorly, (65.9% w.e.r for AAMs compared to
61.80% w.e.r with DCT features). However, the authors also note that their AAMs
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Table 2.1: A summary of shape and appearance models and linear predictors.
Linear Predictors (LP) Shape Appearance Model (SAM)
Data driven. Face knowledge required from training
for modelling.
Unsupervised. Supervised.
Feature independent. Feature dependence improves tracking.
Use only intensity information ie. grey
scale images.
The fitted model can be either solely
shape model, an appearance model
(pixel information) or a combined model
of shape and appearance where each
pixel is related to a triangular section
of the shape model.
Prior training shape models or temporal
models for dynamics are not required or
used.
An active appearance model is built
from training data to fit new images.
Can cope with feature configurations not
present in training data.
Training needs to encapsulate all vari-
ance in the video to be tracked.
Multiple LPs are grouped into flocks for
robustness.
Primary landmarks are used for the im-
portant positions in training data.
were not good ones and the reasons for this could be attributed to either; modeling
or tracking errors. This is because insufficient training data can have two effects.
First, that the AAM is not generalised enough from the training data to classify
the test data, and secondly, an undertrained AAM will not fit well when tracking a
face. It should be noted that in comparing DCT and AAM features, Neti et al. use
different regions of interest for the feature types. For the DCT features, the ROI is
the mouth, compared to the whole face for the AAMs [108].
In the work presented in Chapters 5 to 9, particularly for continuous speech
experiments with newer datasets, we have confidence that our AAMs are state of
the art, have tracked well between all frames (this is confirmed by producing a jpg
image of each frame with the AAM landmarks plotted on and the fit is manually
checked) and is achieved by using a higher number of landmarks, we use 104 [14]
rather than the 68 in [108]).
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2.5 Hidden Markov models
Hidden Markov Models (HMMs) have been used in speech classification for some
time for acoustic, audio-visual and visual-only classification. Both channels of speech
can be considered as a time series, i.e. they will produce data points in a causal
manner. Other domains which have applied HMMs are sets of temporal data such
as handwriting, DNA sequences and energy consumption.
A HMM has two stochastic processes: the first process is based around state
transition probabilities, and the second, is based upon state emission probabilities.
A Markov model (also known as a Markov chain), is made of a number of states
connected to all other states. Each connection has transition probabilities for moving
between the states it is connected to. In a nth-order Markov chain, an inherent
assumption is that state transitions are dependent upon the n previous states. In
a Markov chain the stochastic process output is the sequence of states. Practically,
in speech classification, a first order model is normally used. In a first order HMM
the state transitions are dependent only on the current state. The probabilities of
all possible actions (transitions) at time, t, are dependent upon the state the HMM
is in at time t, not the value of t.
The second stochastic process is concerned with emission probabilities. Each
HMM state has an associated Probability Density Function (PDF). A PDF used on
feature vectors determines the emission probabilities of any particular feature vector
being output (emitted) by the state, when the HMM is in that state. Whereas in a
Markov chain the output is the sequence of states, in an HMM the PDF means the
output is a feature vector. Because the emission probabilities are a function of the
state, the knowledge of the state is hidden from the observer [64].
In a network of HMMs, each HMM is labelled by its representative unit. In visual
speech, these units are referred to as visemes, in acoustic speech phoneme labels are
used. In some simple speech classification tasks, or with limited datasets, words
may be used as the HMM unit label. Additional HMMs can also be built to model
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the silence at the start and end of utterances and the shorter silence pauses between
words. In the work presented in this thesis, all HMMs are monophones.
2.5.1 HTK: an HMM toolkit
HTK provides a set of tools which enable users to build speech processing tools,
including recognisers and estimators. The main algorithm used in HMM estimation
is the Baum-Welch algorithm [10], and the algorithm used in classification is the
Viterbi algorithm [142]. The HTK book [151] details the background of HTK in
full, up to its current version for full information of its implementation and use.
The use of HTK is commonplace in acoustic speech classification [2, 120, 67, 98]
and current lip-reading literature [78, 77, 68, 79, 63]. So using HTK for machine
lip-reading allows very easy replication of our results. HTK has achieved ubiquity
due to its generally high performance, so we can be confident that our results will
be close to the best achievable performance when we adopt similar strategies as
described in previous works.
In HTK recognition. performance of the HMMs can be measured by both cor-
rectness, C, and accuracy, A,
C =
N −D − S
N
, (2.7)
A =
N −D − S − I
N
(2.8)
where S is the number of substitution errors, D is the number of deletion errors, I
is the number of insertion errors and N the total number of labels in the reference
transcriptions [150].
We can explain these types of errors with an example. Suppose we have a ground
truth utterance, “John wanted to visit the shop to buy groceries”. Our classifiers can
produce different outputs. Possible output 1: “ John wanted visit the to groceries”
has three words missing. ‘to’, ‘shop’, and ‘buy’. In this instance, these are deletion
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errors. In another possible output: “John wanted to visit visit the shop to buy
groceries”, the word ‘visit’ is included twice. This is an insertion error. Finally, if
we achieved a classifier output of “John wanted to shop the shop to buy groceries”.
The word ‘shop’ has been identified where the word ‘visit’ should be. This is a
substitution error.
Common tools used for a classification task in HTK are: HCompV, HERest, HHed,
HVite and HResults.
HCompV - used to flat start each HMM subject to a prototype file determining
number of states and mixtures. It does this based upon the data within the whole
dataset so all states are equal. It uses a prototype HMM definition, some training
data and initialises each new HMM where every local HMM mean is the same as
the global mean across the whole set. Only the covariances are updated.
HERest - is the Balm-Welsh re-estimation of each HMM using the training fold
samples and a transcription using the HMM labels. HERest uses embedded train-
ing to simultaneously updated all HMMs within a systems using all training data
available within a fold. This is particularly important for systems where the HMM
labels are sub word models as HERest ignores boundary information in transcripts
of training samples.
HHEd - permits the tying together of states within an HMM model to allow fast
transitions between states and shorter Markov chains. This is particularly useful
for similar or short models such as silence (at the start and end of utterances) and
short pauses between words.
HVite - is commonly used for both forced alignment of HMMs using the ground
truth transcription, and also for the crucial classification task. Using the trained
HMMs, HVite attempts to recognise test samples and produces a classification out-
put.
HResults - compares the classification output to the ground truth, HResults
provides statistics about how accurate the HMM recognisers have been, primarily
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correctness (Equation 2.7) at both the unit and network level, and also includes
model-level accuracy (Equation 2.8).
Chapter 3
Datasets
This chapter summarises the datasets used in the work presented throughout this
thesis. Note that while this thesis is about machine lip-reading (visual speech recog-
nition), audio-visual datasets are commonplace since researchers often wish to com-
pare visual-only performance to audio and audio-visual performance for the purposes
of audio-visual integration such as in [108]. A summary of the most common AVSR
databases is presented in Table 3.1. The result values listed are those from the
original presented papers referenced in column 1. The results vary based upon the
specific experiments, content, classification units (e.g. words, visemes, or phonemes),
and original intent of each dataset. Other databases are available, such as those in
[85, 4, 129] but these are non-English (Mandarin, Arabic and French respectively)
and therefore not considered here.
Table 3.1: Common databases available for machine lip-reading research.
Name Speakers Content Results
AVLetters [96] 10 Alphabet letters < 27%
AVLetters2 [35] 5 High definition alphabet letters 80% >< 90%
AV-TIMIT [58] 223 TIMIT sentences 35% p.e.r
CUAVE [117] 36 Digits 87% Acc
GRID [32] 36 Command sentences < 1.85% w.e.r
IBM LVCSR (ViaVoice) [99] 290 Continuous speech 58% w.e.r
OuluVS [154] 20 10 everyday phrases 70% Acc
RMAV (LILIR) [79] 20 Context dependent sentences 20% >< 60%
Rosetta Raven [14] 2 E. A. Poe’s The Raven 20% >< 60%
TCD-TIMIT [56] 62 98 sentences > 55% Acc
21
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For the work presented in this thesis, the Rosetta Raven database was selected
for the resolution robustness experiment in Chapter 5 because it is both continuous
and structured speech. This means that there is a good quantity of data but also
that the speech itself is constrained meaning that the task is simpler than that of
say AV-TIMIT, this is better for a controlled experiment to measure the affects of a
single parameter. Note that AusTalk, AV-TIMIT and IBM LVCSR are proprietary
and thus not freely available.
We have confidence that the larger (in regards to number of speakers) continuous
speech datasets have a good phoneme coverage and so, subject to the viseme map-
ping selected, will also have good viseme coverage, however the smaller datasets,
including those with limited vocabularies, the quantity of visemes (and the conse-
quential volume of training samples per viseme class) will be at risk of inter-class
skew. Therefore preliminary experiments in later chapters were undertaken first
with AVLetters2 for proof of concept and confirmation that hypotheses were sound,
before repeating experiments with RMAV. RMAV has sentences selected from the re-
source management data [49] which ensures a good phoneme coverage in its content.
RMAV was selected as extracted features were available which enabled focusing on
the classification task rather than that of tracking and extracting features.
3.1 Pronunciation dictionaries
To accommodate the breadth of possible pronunciations, a number of dictionaries are
available for use in machine lip-reading. These dictionaries map words to phoneme
sequences subject to the pronunciation habits of the speaker. Two are described
here: firstly, CMU [29], has been used in conjunction with the Rosetta Raven data,
and secondly, BEEP [130], is used in later chapters with AVLetters2 and RMAV.
The Carnegie Mellon University North American Pronunciation Dictionary [29],
known as CMU, uses 39 phonemes and also encodes whether vowels carry levels
of lexical stress [62] of either 0-None, 1-Primary or 2-Secondary. Lexical stress
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is the relative emphasis placed upon certain syllables within a word. Including
lexical stress representations, this dictionary has 57 phonemes. Containing over
125,000 words, it is based on the ARPAbet symbol set (which relates to the standard
IPA symbol set) developed for speech recognition uses. This dictionary is used for
American speakers speaking English i.e. American English.
The Cambridge University British English Pronunciation dictionary, known as
BEEP, [130] has 49 phonemes mapped to over 250,000 words allowing for duplicate
pronunciations of the same word. For example, the word ‘read’ phonetically can be,
‘/r/ /eh/ /d/’ as in ‘I read my book last night’ or, ‘/r/ /I/ /d/’ as in ‘I like to read’.
This dictionary is used for British speakers of English.
3.2 AVLetters2 - an isolated word dataset
AVLetters 2 (AVL2) [35] is an HD version of the AVLetters dataset [98]. It is a
single word dataset of four British English speakers (all male) each reciting the 26
letters of the alphabet seven times. We can not present the quantity of visemes
in the data set at this stage as it is dependent upon the viseme set being used
(see Section 7). The speakers in this dataset can be seen in Figure 3.1. AVL2 has
28 videos of between 1, 169 and 1, 499 frames between 47s and 58s in duration.
As the dataset provides isolated words of single letters, it lends itself to controlled
experiments without needing to address matters such as co-articulation.
(a) Speaker 1 (b) Speaker 2 (c) Speaker 3 (d) Speaker 4
Figure 3.1: Example faces from the AVLetters2 videos (four speakers).
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There are 30 unique British English phonemes in AVL2, the occurrence frequency
of these is shown in Figure 3.2. Therefore, the data set is missing 19 phonemes found
in spoken British English.
ah ax ey b iy s d ea eh f jh ch ay k l m n ow oh ao p y uw aa r t v w z0
20
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Figure 3.2: Occurrence frequency of phonemes in the AVLetters2 dataset.
Table 3.2 describes the features extracted from the AVL2 videos. These features
have been derived after tracking a full-face Active Appearance Model throughout the
video before extracting features containing only the lip area. Therefore, they contain
information representing only the speaker’s lips and none of the rest of the face.
Speakers 2, 3 and 4 are similar in number of parameters contained in the features.
The combined features are the concatenation of the shape and appearance features
[97]. All features retain 95% variance of facial shape and appearance information.
Table 3.2: The number of parameters in shape, appearance and combined shape
& appearance AAM features for each speaker in the AVLetters2 dataset for each
speaker. Features retain 95% variance of facial information.
Speaker Shape Appearance Combined
S1 11 27 38
S2 9 19 28
S3 9 17 25
S4 9 17 25
This dataset is used for comparing visemes, testing new speaker-dependent visemes
(Chapter 7) and for evaluating the robustness of speaker-dependent phoneme-to-
viseme maps in Chapter 8.
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3.3 Rosetta Raven - a stylised continuous speech
dataset
This dataset was recorded at UCLA in January 2012 by Dr Eamon Keogh and was
formulated as an attempt to provide a standardised audio-visual machine learning
problem [14]. It comprises four videos which consist of two North American un-
trained speakers (one male, one female, seen in Figure 3.3) each reciting E.A.Poe’s
‘The Raven’. The poem was published in 1845 and the linguistic content of the
Raven make this an interesting dataset as the narrative uses a stylised language
including internal rhyme and alliteration. The poem is described as being generally
trochaic octameter [121].
Trochaic octameter is a rarely used meter in poetry. Within each line of a trochaic
octametric poem, there are eight trochaic metrical feet. Each of these eight feet
consist of two syllables, the first of the two is stressed, the latter unstressed giving
rise to an ‘up and down’ effect to a professional recitation. This pairing of a stressed
and an unstressed syllable (or poetic foot) is trochaic [18]. However, this does not
appear to have been followed by the speakers in this dataset.
(a) Speaker 1 (b) Speaker 2
Figure 3.3: Example faces from the Rosetta Raven videos (two speakers).
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Table 3.3: Summary of video content in the Rosetta Raven dataset.
Video AAM train frames AAM fit frames Duration
Speaker1 v1 11 31,858 00:08:52
Speaker1 v2 11 33,328 00:09:17
Speaker2 v1 10 21,648 00:06:01
Speaker2 v2 10 21,703 00:06:02
In linguistic terms the the videos have 56 phonemes present with minor variation
on their occurrences in each video (Figure 3.4). It is noted some phonemes namely
/O0/, /uw0/, /AU2/, /U2/, /ae0/, /eh0/, /ey2/, /A2/, /22/, /A0/ and /@U2/ have less
than ten instances within the whole data set. These phonemes all have lexical stress
shown by the numbers in their naming convention, this comes from the American
English set of phonemes used in the CMU pronunciation dictionary. Again, we can
not quantify the viseme counts in this dataset as it varies with the viseme set used
in any particular experiment.
For these data to be used in a machine lip-reading system, we need to extract
features. The training images from each speaker video (Table 3.3) were used together
to make a single AAM model for tracking the rest of the video. A full face AAM
was used to track the face for a robust fitting, whereas a lip-only AAM was used
to extract lip-only feature. These features retained 95% of the speakers face shape
and appearance variance throughout the video and are used in the resolution work
described in Chapter 5 and for assessing the contribution of individual visemes
within a set in Chapter 6.
Table 3.4: The number of parameters in shape, appearance, and combined shape
and appearance AAM features for the Rosetta Raven dataset speakers. Features
retain 95% variance of facial information.
Speaker Shape Appearance Combined
S1 6 14 20
S2 7 14 21
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Figure 3.4: Occurrence frequency of phonemes in the Rosetta Raven dataset.
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3.4 RMAV - a context-independent continuous
speech dataset
Formerly known as LiLIR, the RMAV dataset consists of 20 British English speakers
(we use 12, seven male and five female), 200 utterances per speaker of the Resource
Management (RM) context independent sentences from [49] which totals around
1000 words each. It should be noted the sentences selected for the RMAV speakers
are a significantly cut down version of the full RM dataset transcripts. They were
selected by a phonetician to maintain as much coverage of all phonemes as possible.
The original videos were recorded in high definition and in a full-frontal position.
Individual speakers are tracked using Active Appearance Models [97] and AAM
features of concatenated shape and appearance information have been extracted.
Table 3.5: The number of parameters of shape, appearance, and combined shape
and appearance AAM features for the RMAV dataset speakers. Features retain 95%
variance of facial information.
Speaker Shape Appearance Combined
S1 13 46 59
S2 13 47 60
S3 13 43 56
S4 13 47 60
S5 13 45 58
S6 13 47 60
S7 13 37 50
S8 13 46 59
S9 13 45 58
S10 13 45 58
S11 14 72 86
S12 13 45 58
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Figure 3.5: Occurrence frequency of phonemes in the RMAV dataset.
CHAPTER 3. DATASETS 30
(a) Speaker 1 (b) Speaker 2 (c) Speaker 3
(c) Speaker 4 (d) Speaker 5 Speaker 6
(c) Speaker 7 (d) Speaker 8 Speaker 9
(c) Speaker 10 (d) Speaker 11 Speaker 12
Figure 3.6: Example faces from the RMAV videos (12 speakers).
Chapter 4
Current difficulties in machine
lip-reading
In Chapter 1, we identified a number of factors, or affects, in machine lip-reading
which are often difficult to control such as lighting, pose, identity, motion, emotion,
linguistic content and expression. We now address these challenges in turn.
4.1 Motion
The ability to recognise lip gestures throughout a video is addressed in the tracking
part of the lip-reading task. There are two systems most commonly used for track-
ing faces in videos for machine lip-reading. These systems are Active Appearance
Models (which can be shape, appearance or shape and appearance models) [33] and
Linear Predictors [112]. Both of these systems are effective, even on low quality
videos, for tracking the motion of a face during speech. Chapter 2 has described
these two systems in full. Both methods make some assumptions about motion
within videos, LPs are locally affine whereas AAMs are globally affine. Therefore
the only minor issue that remains is for non-affine transformations.
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4.2 Pose
There is literature about the effects of pose on computer lip-reading. Some look at
expression recognition for Human Computer Interactions (HCI) [106] and present
an improvement in expression recognition by computers and humans when the pose
is rotated to 45◦. Others by Kumar et al. and Kaucic et al. [74, 71], look at visual
speech classification and suggest that the profile view gives a better classification.
However, they also processed the visual features over a longer time period than
the duration marked by the endpoints of each speech utterance to consider co-
articulation within their tests and so can not isolate which of the longer time window
or the pose improved classification.
When considering lip-reading, the study in [11] examines the effects of human
sentence perception across three viewing angles in relation to the camera position:
full-frontal view (0◦), angled view (45◦), and side view (90◦). The performance of
a female adult with post-lingual hearing loss was measured for accuracy at each
angle. This study used a single-subject, with alternating treatment design where
three treatment angles were randomly presented in every session. The accuracy
for each session was compared to determine the most effective viewing angle of the
speaker. The results indicated that the side-view angle was most effective, as the
percentage gain of improvement was greatest in combination with the consistent
upward trend of the data points across treatment sessions. The performance of
frontal-view and angled-view angles were also successful but not significantly more so
than full-frontal. The results of this preliminary effort indicate the value of treatment
for visual sentence perception at all three angles, including the non-traditionally
targeted side view for human lip-reading.
Preliminary studies into non-frontal pose affects in lip-reading can be found in [87]
& [75]. In both a small vocabulary is used in order to simplify the recognition task
for measuring the effects of features extracted from non-frontal camera positions. In
[87] the classifiers were trained on frontal features and tested on non-frontal features
and the results showed that the greater the off-frontal angle became, then the word
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error rate increased. However, the frontal view features provided inferior recognition
to off-angle features in [75]. The key distinction between these studies is the visual
noise of image backgrounds in the original videos.
Most AVSR databases are recorded face frontal, an alternative idea of lip-reading
non-frontal camera angles with frontal-trained classifiers using a mapping from the
recorded angle to the estimated actual angle of the speaker to the camera is presented
in [116]. In this work, we see a new dataset recorded for the specifically for the
mapping technique and the results support the observations in [87] & [75] but add
the observation that with the larger off-camera angles, then a smaller feature vector
of only the higher order features is preferable.
These studies into the affect of pose on machine lip-reading are taken further
by Lucey et al. [88] with a proprietary dataset. Here the authors undertake three
activities with a small vocabulary (connected digit strings) on 38 speakers; compar-
ing the frontal and profile view lip-reading performance (akin to the experiments
in [87] & [75]), but they also take the challenge further by experimenting with con-
catenating both the frontal and profile view features into multi-view features, and
attempting to lip-read using a single pose-invariant normalisation method. The
results for task one support those seen in [87] whereby the frontal features outper-
formed the profile features. This is considered due to both datasets being recorded
in controlled conditions with minimal noise.
The results for the multi-view features in [88], marginally better than frontal, and
significantly better than profile features. The w.e.r reduces from 38.88% for profile
features, for 27.66% for frontal features and the best multi-view features achieved a
25.36% w.e.r. This was achieved by simply concatenating the two sets of features.
This observation is important that it is important to not simply pick a pose for
lip-reading, but rather, there are useful visual cues from all angles.
Finally, in the third test, Lucey et al. develop a single pose-invariant model for
lip-reading, regardless of the pose of the test data. They compare different pairings
of features over the training/testing split. For example, using frontal features F , for
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training and testing with frontal features. Then using the same features F , to test
profile features P and vice versa. A third training model using a 50/50 split of F
and P is included in the experiment setup. Also adopted is the projection of each
set of features, F and P into the alternative feature space for new features F ′ and
P ′ for alternative testing data for the three training options, F , P , and [F50, P50].
These tests showed best recognition where the training and test features matched.
Where these didn’t match the w.e.r dramatically increased, for example for an (F ,F )
train/test pairing the w.e.r was 29.18%. The train/test pair of (F ,P ) achieves a
w.e.r of 87.07%. However, the authors also show that this can be mitigated by
the projection of the test profile data back into the frontal feature space where the
train/test split (F ,P ′) recovers the w.e.r back down to 54.85%. This transformation
principle is also used in [78] by Lan et al. who presented an view-independent lip-
reading system. This investigation uses a continuous speech corpus compared to
the small vocabulary dataset in [88]. This later study acknowledges a human lip-
readers preference for a non-frontal view and suggests it could be attributed to lip
protrusion. A different approach for the feature transform is presented, (a linear
mapping between poses) but the development of a such system shows computer
lip-reading can be independent of speaker pose.
4.3 Multiple people
The challenge of machine lip-reading a video with more than one person, meaning
to track their faces, has a number of solutions. [68] demonstrates multiple person
tracking (albeit not lip-reading) and has also implemented this into a simple HCI
system. Also, in [81] we see how a person can be re-identified between videos, either
a second view of the same space at an alternate perspective or, as a person moves
through a location. An example of a speaker identification method is detailed in [89],
and [70, 84] detail lip-reading of multiple people, [70] recognises consonants, and [84]
visual vowels. Whilst none of these papers have directly tested concurrent speech,
it would be interesting to know what effect, if any, speakers talking in unison would
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cause upon current lip-reading systems. [37] presents an audio-visual system for
HCI which automatically detects a talking person (both spatially and temporally)
using video and audio data from a single microphone. Until visual-only classifiers
have improved, a robust visual-only system for machine lip-reading still needs to be
developed and the classifiers are a essential part of the system.
4.4 Video conditions
Studies such as [22] on the effect of low video frame-rate on human speech intelligibil-
ity during video communications, suggest that lower frame rates encourage humans
to over-articulate to compensate for the reduced visual information available, akin
to a visual Lombard effect. (N.B. this is only when the speakers are aware of the low
quality parameters e.g. during a video conference.) Therefore, it should be asked:
does a computer need more information (higher frame rate/resolution) to lip-read
a speaker in a recorded video sequence? The study in [22] observes in face-to-face
human interactions, articulation is relaxed. So one could ask, in the instance where
a computer needs extra visual information throughout the recording, (think of the
example where a face-to-face conversation is being recorded incognito), how much
does this lack of visual information impact on the classification performance? That
is, how far does the lack of video recording quality affect classification?
Another study into frame rate in computer lip-reading, [124], tells us the greatest
classification is achieved when the same frame rate is used for both training and
testing data. This is perhaps unsurprising as it is shown that when both training
and test data sets are at low frame rates, classification drops when the frame rate
of the training data is lower than the test data. They show longer words are easier
to classify. It would be interesting to see if this is the same for visemes. [124] also
shows a dependency between frame rates and classification accuracy by speaker.
When training and test data do not have the same, or very similar frame rates, it is
recommended training data has a higher frame rate (for feature extraction) than the
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test (fit) data. It observes word classification rates vary in a non-linear fashion as
the frame rate is reduced which is caused by the particular words being recognised.
The duration of an utterance does not have an effect on the classification rate in
this paper.
4.5 Speech methods and rates
People have different speaking styles, accents and rates of speech. Some people talk
fast, some slow, some talk out of the side of their mouth, others naturally over-
articulate and others have facial hair which occludes the visibility of lip movement
during speech. The rate of speech alters both an utterance duration and articulator
positions. Therefore, both the sounds produced, but particularly, visible appearance
are altered. In [134], the authors present an experiment which measures the effect
of speech rate and shows the effect is significantly higher on visual speech than in
acoustic.
Because of this variable, some people undertake elocution classes for a myriad of
reasons. Examples include call centre employees undertaking ‘accent neutralisation’
courses to make them more approachable for their target customers [34]. This
is supported in [55] where they state “Speakers of non-prestige dialects in some
countries take elocution courses, or respond to newspaper adverts which promise
to ‘eliminate’ their ‘embarrassing’ accents, and second language learners fret that
they’ll never sound like a native.”.
4.6 Resolution
In this chapter we have reviewed the environmental affects of lip-reading classifica-
tion. Whilst many can be controlled, and we have seen in the literature how some
of the effects can be managed, we also note previously considered challenges such
as, outdoor video, poor lighting, and agile motion can all be overcome [24].
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In regards to studies about the affects of resolution, there is limited literature
found at the time of writing which examines this. Some experiments touch on this
area of interest with investigations into recognition from noisy images.
An investigation into the effects of compression artefacts, visual noise (simulated
with white noise), localisation errors in training is presented in [59], and in [143]
the authors undertake two experiments, of which the first includes some attention
to spatial resolution (the number of pixels). This inclusion of features from three
different resolutions is interesting but the resolutions selected have differing aspect
ratios and as such it is not a controlled method of resolution variation. Also, the
effect of this spatial resolution is not measured or presented, rather it is included as
a property of tests on frame rate and contrast. Neither of these papers consider the
simple removal of information from a smaller image compared to a larger one.
Therefore testing of this is necessary (see Chapter 5). Given that, up to this point,
with a known speaker and reduced linguistic context, classification rates can be
high, it is a fair bet the most sensitivity is to be found on the parameters associated
with the left hand side of Figure 1.2 (identity, expression etc). Nevertheless, there
has been surprisingly little attention paid to a systematic review of the cameras
parameters. Therefore, in our first practical experiment we ask ‘what is the lowest
resolution at which a machine can lip-read?’.
Chapter 5
Resolution limits in lip-reading
We have discussed how machine lip-reading depends on factors which can be difficult
to control, such as: lighting [131], identity [35], motion [77] and pose [71, 78, 74,
11], rate of speech [134], and expression [106]. But some factors, such as video
resolution, are controllable. So it is surprising there is not yet a specific, systematic
and complete study of the effect of resolution on lip-reading in non-noisy conditions.
There is a tendency, without evidence, to assume a high resolution video will produce
better classification results and so a study to measure the effect of resolution on
classification is needed and this is undertaken in this chapter.
5.1 Image pre-processing for feature modification
For this work we use the Rosetta Raven dataset as already described in Section 3.3.
Before feature extraction however, we undertake some image pre-processing. All four
videos in the dataset were converted into a set of images (one per frame in PNG
format) with ffmpeg [140] using image2 encoding at full high-definition resolution
(1440× 1080).
To build an initial Active Appearance Model for tracking each video, we select
the first frame and nine or ten others randomly. These key frames are hand-labelled
38
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once
/w/ /21/ /n/ /s/
upon
/20/ /p/ /O0/ /n/
a mid-
/20/ /m/ /I1/ /d/
night
/n/ /ay2/ /t/
dreary
/d/ /r/ /I1/ /r/ /iy0/
Figure 5.1: Tracking a Rosetta Raven speaker saying ‘Once upon a midnight dreary’
with a full-face Active Appearance Model.
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with a model of a face including: facial outline (jaw and hairline, in front of ears),
eyebrows, eyes, nose and lips. To track the face, this preliminary AAM is then
fitted, via Inverse Composition fitting [7, 97] to the unlabelled frames (Table 3.3 in
Chapter 3 gives the numbers of frames for each video). In Figure 5.1 we show, for
Speaker 1, the tracked full-face AAM mesh (one frame per phoneme), for the first
sentence of The Raven “Once upon a midnight dreary” used in tracking the speaker
face.
At this stage full-face speaker dependent AAMs are tracked and fitted on all full
resolution lossless PNG frame images as in Figure 5.2 (a) and (b) for both speakers
in the Rosetta Raven dataset.
(a) S1 face AAM points (b) S2 face AAM points (c) S1 lips AAM points (d) S2 lips AAM points
Figure 5.2: Active Appearance Model shape landmarks for two Rosetta Raven speak-
ers.
The AAMs used for tracking are now decomposed into sub-models for the eyes,
eyebrows, nose, face outline and lips. The purpose of this is to allow us to obtain a
robust fit from the full face model but extract features of only the lip information
for use during classification. Both speaker lips sub-model can be seen in Figure 5.2
(c) and (d). There are 24 landmarks in the outer lip contour and 20 in the in-
ner lip contour. Next, the video frames used in the high-resolution tracking were
down-sampled to each of the required resolutions (listed below) by nearest neighbour
sampling (Figure 5.3(b)) and then up-sampled via bilinear sampling (Figure 5.3(c))
to provide us with 18 sets of frames per original video. We use a different sampling
method to upsample as this provided a more consistent visual degradation of infor-
mation in the resulting images to show the reduction in resolution with minimum
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consistent processing artefacts compared to other sampling methods. These new
frames are the same physical size as the original (1440× 1080) recordings but con-
tain less information due to the downsampling i.e. only the information available at
a lower resolution version of the original.
1. 1440× 1080
2. 960× 720
3. 720× 540
4. 360× 270
5. 240× 180
6. 180× 135
7. 144× 108
8. 120× 90
9. 90× 67
10. 80× 60
11. 72× 54
12. 65× 49
13. 69× 45
14. 55× 42
15. 51× 39
16. 48× 36
17. 45× 34
18. 42× 32
We remind the reader that our point of interest in this study, is the affect low
resolution has on the loss of lip-reading information, rather than the affect it would
also have on the AAM tracking process. Some AAM trackers lose track quite easily
at low resolutions or on lossy images and we do not wish to be overwhelmed with
catastrophic errors caused by tracking issues or artefacts which can often be solved
in other ways [113]. Accordingly, this is why we have fitted at the original full reso-
lution before the refitting of the lips sub model for feature extraction. Consequently
the shape features in this experiment are unaffected by the downsampling process,
whereas the appearance features vary. This will turn out to be a useful benchmark.
Our image processing method is specific to our research question, what are the
limitations (if any) of resolution in achieving machine lip reading? We have min-
imised the effects of compression artefacts by using the most successful pair of algo-
rithms for downsampling and upsampling respectively. By using a dataset recorded
in laboratory controlled conditions we have no white noise or occlusions. There are
of course other methods available to us, such as simply filling the feature vectors
with zeros to represent the loss of data, or not resizing the smaller images back to
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(a) 1440× 1080, Original resolution image for S1 & S2
(b) 60× 45, S1 & S2 downsampled
(c) 1440× 1080, S1 & S2 restored
Figure 5.3: Downsampling of frame images in PNG format: (a) Original captured
images, (b) nearest neighbour down-sampled images and (c) and their bilinear sam-
pled restored pictures without original high definition information.
the original size. But the major advantage of our method is that it encourages good
tracking with the AAM and with this good tracking, we can complete a direct A
to B comparison of classification outputs from features derived from videos with
varying resolution information.
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For Speaker 1 (S1), six shape and 14 appearance parameters and for Speaker
2 (S2), seven shape and 14 appearance parameters are retained. This number of
parameters was chosen to retain 95% variance in facial information in the usual way
[33], see Table 3.4 presented in Chapter 3.
5.2 Classification method
Table 5.1: A phoneme-to-viseme mapping from combining Walden’s consonant
visemes with Montgomery’s vowel visemes.
vID Phonemes vID Phonemes
v01 /p/ /b/ /m/ v10 /i/ /I/
v02 /f/ /v/ v11 /eh/ /ae/ /ey/ /ay/
v03 /T/ /D/ v12 /A/ /O/ /2/
v04 /t/ /d/ /n/ /k/ /g/ /h/ /j/ v13 /U/ /3/ /ax/
/N/ /y/
v05 /s/ /z/ v14 /u/ /uw/
v06 /l/ v15 /OI/
v07 /r/ v16 /iy/ /hh/
v08 /S/ /Z/ /tS/ /dZ/ v17 /AU/ /@U/
v09 /w/ v18 /sil/ /sp/
We listened to each recitation of the poem and produced a ground truth text
(some recitations of the poem are not word-perfect to the original writing (see Ap-
pendix 10.2)). This word transcript is converted to an American English phoneme-
level transcript using the CMU pronunciation dictionary [29] introduced in Chap-
ter 3. Then, using the viseme mapping based upon Walden’s consonants [144] and
Montgomery et al.’s [94] vowel phoneme-to-viseme mapping (as in Table 5.1), a
viseme transcript was created. Thus we have translated each recitation from words,
to phonemes, and finally, to visemes. Viseme classification is selected over phonemes
as, on a small data set, it has the benefits of reducing the number of classifiers needed
and increasing the training data available for each viseme classifier. Note not all
visemes are equally represented in the data as is shown by the viseme histogram in
Figure 5.4, Chapter 3. Whist the volumes in this Figure are lower than an equivalent
histogram for a continuous speech dataset, the distributions are similar.
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Figure 5.4: Occurrence frequency of visemes per speaker based upon ground truth
transcripts of the Rosetta Raven dataset speakers using Walden’s and Montgomery’s
visemes.
For each speaker, a test fold is randomly selected as 42 of the 108 lines (20% of
data) in the poem. The remaining lines (80% of data) are used as the training fold.
Repeating this five times gives five-fold cross-validation. Note visemes cannot be
equally represented in all folds.
For classification Hidden Markov Models (HMMs) are built with the Hidden
Markov Toolkit (HTK) [150] already introduced in Section 2.5.1. An HMM is ini-
tialised using the ‘flat start’ method (using HCompV), with a prototype of five states
and five mixture components, and the information in the training samples. Five
states and five mixtures are selected based upon the work in [96]. An HMM is
defined for each viseme plus silence and short-pause labels (Table 5.1) and we re-
estimate the HMM parameters four times with no pruning.
The HTK tool HHEd ties together the short-pause and silence models between
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states two and three before re-estimating the HMMs a further two times. Then
HVite is used with the -m flag to force-align the data using the word transcript.
We create a viseme version of the CMU dictionary for word-to-viseme mapping
(whereby the phonemes are replaced with their respective viseme characters from
the phoneme-to-viseme map in Table 5.1) and use this viseme CMU dictionary
to produce a time-aligned viseme transcription which includes natural breakpoints
between words.
The HMMs are now re-estimated twice more. However, now the force-aligned
viseme transcript replaces the original viseme transcript used in the previous HMM
re-estimations. A word network is needed to complete the classification. HLStats
and HBuild used together twice make both a Unigram Word-level Network (UWN)
and a Bigram Word-level Network (BWN). Finally, HVite is used with the different
network support for the classification task and HResults gives us the correctness
and accuracy values. All HTK tools named here are described in Chapter 2.5.1.
5.3 Analysis of resolution affects on classification
Accuracy, A, (Equation 2.8), is selected as a measure rather than correctness, C,
(Equation 2.7) since it accounts for all errors. Including insertion errors is important
as they are notoriously common in lip-reading. An insertion error occurs when the
recogniser output has extra words/visemes not present in the original transcript
[150]. As an example one could say, “Once upon a midnight dreary”,
but the recogniser outputs:
“Once upon upon midnight dreary dreary”.
Here the recogniser has inserted two words which were never present,
“Once upon upon midnight dreary dreary”
and it has deleted one (‘a’). The missing ‘a’ is a deletion error.
“Once upon ... midnight dreary”.
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Figure 5.5: Viseme classification in Correctness, C ± 1 σ√
5
, with a unigram word
network (on the y-axis) at 18 degraded measured in pixels (x-axis).
In Figures 5.5 and 5.7 we have plotted, for our 18 different resolutions along the
x-axis, the mean viseme correctness on the y-axis for each speaker. Supported by
a unigram language network and bigram language network respectively. Speaker 1
shape classification is shown in blue and appearance classification in black. Speaker 2
shape and appearance classification is plotted in red and green respectively. The cor-
responding graphs of mean accuracy classification are shown in Figures 5.6 and 5.8.
All four figures include one standard error over the five folds.
Figure 5.6 plots viseme accuracy with a unigram network on the y-axis and
all points are negative values. This is worse than chance and demonstrates the
debilitating effect of insertion errors where the language network is not strong enough
to sieve them out of the classification output. Viseme correctness supported by a
unigram word network is shown in Figure 5.5, where we see a slow but significant
decrease in classification as the resolutions decrease in size along the x-axis. At
no point do the appearance features drop below the shape features. This trend is
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Figure 5.6: Viseme classification in Accuracy, A±1 σ√
5
, with a unigram word network
(on the y-axis) at 18 degraded resolutions in pixels (x-axis).
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Figure 5.7: Viseme classification in Correctness, C ± 1 σ√
5
, with a bigram word
network (on the y-axis) at 18 degraded resolutions in pixels (x-axis).
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Figure 5.8: Viseme classification in Accuracy, A±1 σ√
5
, with a bigram word network
(on the y-axis) at 18 degraded resolutions in pixels (x-axis).
matched in our BWN experiments in Figures 5.7 and 5.8.
These Figures, however, are not normalised to account for the actual differences
in information between resolutions. As we can see in our list of resolutions in
Section 5.1, there is not an equal interval between each size. Therefore we replot
these results by measuring the resting lip-pixels which cover the lip-shape. The
resting lip pixel distance is shown in Figure 5.9 for our two speakers in the first
1080× 1440 resolution image frame. This means, as there are less pixels per lip we
can appropriately plot along our x-axis as we have done in Figures 5.10, 5.11, 5.12
and 5.13.
Figure 5.11 shows the accuracy, A, (on the y-axis) versus resolution (on the x-
axis) for an UWN. The x-axis is calibrated by the vertical height of the lips of
each speaker in their rest position (Figure 5.9). For example, at the maximum
resolution of 1440× 1080 speaker S1 has a lip-height of approximately 26 pixels in
the rest position whereas S2 has a lip-height of approximately 17 pixels. The worst
CHAPTER 5. RESOLUTION LIMITS IN LIP-READING 49
(a) S1 (b) S2
Figure 5.9: Showing the resting lip-pixel distance measures for two Rosetta Raven
speakers.
performance is from speaker S2 using shape-only features. The shape features do not
vary with resolution so any variation in this curve is due to the cross-fold validation
error (all folds do not contain all visemes equally). Nevertheless, the variation is
within one standard error, and so not signifiant. This is not a surprise as AAM
shape features are scale invariant. The poor performance is, as usual with lip-
reading, dominated by insertion errors (hence the negative A values in Figure 5.11).
The usual explanation for this effect is shape data contain a few characteristic shapes
(which are easily recognised) in a sea of indistinct shapes - it is easier for a classifier
to insert garbage symbols than it is to learn the duration of a symbol which has an
indistinct start and end shape due to co-articulation. We suggest that speaker S1
has more distinctive shapes so scores better on the shape feature as more distinctive
shapes between classification models differentiate more definitively.
However, it is the appearance features which are of more interest since this varies
as we downsample. At resolutions lower than four pixels it is difficult to be confident
the shape information is effective. However, the basic problem is a very high error
rate (shown in Figures 5.10 and 5.11) therefore a more supportive word model is
required [67].
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Figure 5.10: Viseme classification in Correctness, C ± 1 σ√
5
, with a unigram word
network (on the y-axis) by vertical resting lip height in pixels (x-axis).
Figures 5.12 and 5.13 shows the classification accuracy versus resolution (rep-
resented by the same x-axis calibration in Figures 5.10 and 5.11) for a BWN. It
also includes two sub-plots which magnify the right-most part of the graph. Again,
the shape models perform worse than the appearance models, but looking at the
magnified plots, appearance never becomes as poor as shape performance even at
very low resolutions. As with the UWN accuracies, there is a clear inflection point
at around four pixels (at two pixels per lip), and by two pixels the performance has
declined significantly.
In Table 5.2 we have listed the different error types (insertion, deletions and
substitutions) which can occur during classification for resolutions just before our
identified minimum lip pixel threshold as well as just after. The values are the total
errors over all five folds of cross validation. For Speaker 1, both deletion and sub-
stitution errors increase when there is no longer have enough pixels to differentiate
between the two lips. For Speaker 2, we see only the substitution errors increase
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Figure 5.11: Viseme classification in Accuracy, A ± 1 σ√
5
, with a unigram word
network (on the y-axis) by vertical resting lip height in pixels (x-axis).
Table 5.2: Insertion, deletion and substitution error counts in classification tran-
scripts at the smallest resolution above (before), and the largest resolution below
(after), the minimum required lip pixel height of two pixels per lip. The values are
the total sum over all five folds of cross validation.
Insertion Deletion Substitution
Speaker 1:
Before 348 3,385 1,298
After 305 3,646 1,355
% change −12% +8% +4%
Speaker 2:
Before 571 2,339 1,423
After 531 2,322 1,500
% change −7% −1% +5%
but the deletion errors only decrease insignificantly at −1%.
It is interesting to see there are fewer insertion errors after our minimum lip-pixel
threshold. In Chapter 2 we saw the difference between Accuracy (Equation 2.8) and
Correctness (Equation 2.7) were the Insertion errors. Therefore, we can say we may
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Figure 5.12: Viseme classification in Correctness, C ± 1 σ√
5
, with a bigram word
network (on the y-axis) by vertical resting lip height in pixels (x-axis).
need more visemes within a set to keep insertion errors down as these ensure more
minor differences between classifiers are encapsulated within training.
5.4 The effect of resolution on lip-reading classi-
fiers
In Chapter 4 we discussed the limitations in machine lip-reading. In this chapter
we have added to this knowledge with our experiment into resolution.
Using the new Rosetta Raven data we have shown lip-reading HMM classifiers to
have a threshold effect with resolution. We have trained and tested viseme classifiers
and measured the effect on classification accuracy as we systematically reduced
the resolution information in a video. The best recognition achieved was 59.55%
accuracy with Speaker 2’s appearance data with a bigram word level language model,
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Figure 5.13: Viseme classification in Accuracy, A±1 σ√
5
, with a bigram word network
(on the y-axis) by vertical resting lip height in pixels (x-axis).
as this is the first time this dataset has been used this is the baseline for future uses.
Contrary to common assumption and practice, the unexpected observation here
is the remarkable resilience to resolution in machine lip-reading. Given modern
experiments in lip-reading usually take place with high-resolution video ([24] for
example) the disparity between measured performance (shown here) and assumed
performance is very remarkable. Our results show for successful lip-reading one
needs a minimum of four pixels (two pixels per lip) across the closed lips.
The realisation of a minimum number of pixels per lip is a new piece of informa-
tion in the area of machine lip-reading. Previous research in this area [143, 59] has
focused on noisy images and the effect of noise on word error rates in audio-visual
speech recognition system. In these experiments, we see corroborating results to
support the premise that with less information then lip-reading is negatively af-
fected, but also that there is an lower bound resolution which is essential for good
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lip-reading.
It must not be forgotten a higher resolution video is beneficial for the tracking
task but, as previous work demonstrates, other factors considered to negatively
effect lip-reading classification such as off-axis views [78], actually have the ability
to improve performance and here we see that a lower resolution video is not as
detrimental as first assumed.
We therefore conclude that, for real situations, the limitations on lip-reading are
not likely to come from factors to do with the environment. Rather, the poor per-
formance of lip-reading is almost certainly to do with limitations in the signal - the
lip-signal is very challenging to decode and what is needed is a better understanding
of the visual signal, its components, and how they can be learnt. For this reason,
we now turn to the problem of understanding visemes.
Chapter 6
A performance evaluation of
visemes
This chapter is our first investigation into understanding visemes. Before we under-
take complicated experiments and attempt to re-design or augment visemes, it is
useful to understand what we can with what we have already tested. Currently we
always use a whole set of visemes to include a large number of phonemes. But it
would be nice to know:
• if all visemes contribute equally to the classification? If no, which of the
visemes within the set are most useful?
• Are there any visemes which are not helpful, or in fact, detrimental? And,
• can we evaluate the performance of each viseme in isolation to understand
more about the set of classes as a whole?
Therefore, this chapter describes an investigation into the difference in the con-
tribution to accuracy of each viseme within a set. An analysis of the confusion
matrices produced during viseme classification, obtained by comparing the classi-
fication output with the ground truth transcript, both of which are time-aligned,
55
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provides us with measurements of viseme contributions to classification. This en-
ables us to compare each viseme within a set to all others and determine which
contributes the most for accurate machine lip-reading.
Additionally the balance between shape and appearance viseme probabilities are
reviewed to see which type of feature (shape or appearance) contributes most to
classification. We can also compare visual classification to audio using the same
viseme classifier labels on audio features (we use MFCCs). This demonstrates a
relationship between viseme classification accuracy and the spread of individual
viseme contribution to classification.
6.1 Measuring the contribution of individual visemes
The point of interest in this chapter is in the contribution of each viseme to the clas-
sification performance. This work searches for any particular viseme (or subgroup
of phonemes) which contributes more to the classification accuracy.
This study continues with the Rosetta Raven features extracted in Section 5.1.
Short datasets, such as these, may not provide adequate training examples of all
visemes. So we group the untrainable visemes into a single garbage viseme. In
this case we estimate 150 samples as the minimum threshold (the mean training
samples per viseme minus 1.5 standard error) to mitigate the bias caused by variation
in training samples per classifier. Thus, visemes /v08/, /v09/, /v14/ and /v15/
are grouped giving Table 6.1. We have already reviewed the original dataset in
Chapter 3, and Figure 5.4 shows the occurrence of visemes listed in the original
phoneme-to-viseme map (see Table 5.1).
The classification method used is identical to the method in Chapter 5, the
methodology varies in the analysis of the classification outputs.
Values from the HResults confusion matrices are extracted for analysis. For each
viseme we have calculated the probability of its classification Pr{v|vˆ}.
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Table 6.1: Modified phoneme-to-viseme mapping due to lack of training data per
viseme available in the Rosetta Raven dataset.
vID Phonemes vID Phonemes
v01 /p/ /b/ /m/ v11 /eh/ /ae/ /ey/ /ay/
v02 /f/ /v/ v12 /A/ /O/ /2/
v03 /T/ /D/ v13 /U/ /3/ /ax/
v04 /t/ /d/ /n/ /k/ /g/ /h/ /j/ v16 /iy/ /hh/
/N/ /y/ v17 /AU/ /@U/
v05 /s/ /z/ v18 silence
v06 /l/ gar /u/ /uw/ /OI/ /w/ /S/
v07 /r/ /Z/ /tS/ /dZ/
v10 /i/ /I/
6.2 Analysis of viseme contribution
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Figure 6.1: Relationship between shape and appearance model features for Speaker
1 and Speaker 2.
Figure 6.1 shows the mean Pr{p|pˆ} for the top 10 visemes over all five folds ±1 σ√
5
.
The x-axis is the probability of correct classification when the viseme is trained on
an appearance only model, the y-axis is the probability of correct classification when
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the viseme is trained on a shape only model. Red are the results for Speaker 1, and
the blue are Speaker 2. As the visemes are plotted by their rank, they do not
always match for each speaker. For example, the second position for Speaker 1 is
/v12/ whereas for Speaker 2 is /v04/. All ranked visemes are listed in Table 6.2.
The fifth most useful viseme gives superior classification for both speakers. The
conventional wisdom is appearance features give the best results but only in studio-
type conditions with good tracking, whereas here shape features are more robust
than appearance.
Table 6.2: Ranked visemes for separate shape and appearance features for each
Rosetta Raven speaker.
Shape Appearance
Rank Speaker 1 Speaker 2 Speaker 1 Speaker 2
1 /v18/ /v18/ /v18/ /v18/
2 /v12/ /v04/ /v04/ /v04/
3 /v04/ /v12/ /v12/ /v12/
4 /v11/ /v11/ /v01/ /v01/
5 /v07/ /v01/ /v11/ /v02/
6 /v01/ /v05/ /v07/ /v11/
7 /v06/ /v07/ /v02/ /gar/
8 /v05/ /gar/ /v05/ /v05/
9 /v02/ /v02/ /gar/ /v10/
10 /gar/ /v10/ /v10/ /v06/
Note the top right-hand point is the visual silence viseme, /v18/, for both Speaker
1 and Speaker 2. In general, visual silence can be quite variable compared to audio
silence because speakers breathe and show emotion. However, because the source
text is a poem, which has structure and natural pauses within its style, there are
well-defined visual silence periods at the start of each line.
Figures 6.2 and 6.3 show, for the Speaker 1 and Speaker 2 shape and appearance
models, the probability of correctly recognising the top ten visemes, Pr{v|vˆ}. They
also show the audio (MFCC) performance measured on visemes. The x-axis varies
by performance, the best performing viseme is on the left hand side which for visual
shape and appearance features is silence for all features. The next best viseme varies
but is either /v4/, /v5/ or /v12/. /v4/ is a phonetically indistinct viseme (it is the
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Figure 6.2: Classification probability Pr{p|pˆ} with a shape model for the top ten
visemes in descending order. A threshold is plotted in a black vertical line to show
the point at which the usefulness of each viseme significantly decreases (after five
visemes) in the visual channel.
biggest cluster of phonemes) so appears as a “filler” viseme.
It has been observed in human lip-reading that there are few reliable visual cues
and humans use these combined with rich contextual information to interpret or ‘fill
in the gaps’ of what a speaker is saying [44, 132]. Therefore, the hypothesis is that
robust audio classification is based upon a large spread of recognised phonemes and
the resilience in classification is due to the number of phonemes contributing to the
accuracy. Visually, as with human lip-readers, it is anticipated fewer visemes would
perform the equivalent classification and, as such, the graph would demonstrate a
steeper decline in Pr{v|vˆ} over the top performing visemes (from left to right along
the x-axis).
In Figure 6.2 there is a greater decline from left to right over the top ten visemes
for visual features than for audio for both speakers. Additionally, the error bars after
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Figure 6.3: Classification probability Pr{p|pˆ} with an appearance model for the top
ten visemes in descending order. A threshold is plotted in a black vertical line to
show the point at which the usefulness of each viseme significantly decreases (after
seven visemes) in the visual channel.
the 5th position viseme increase for Speaker 2 (marginally so for Speaker 1), which
provides evidence to support the hypothesis of audio classification is spread over
more visemes to be correct. The top visemes (after silence /v18/) are /v04/, /v12/,
/v11/ and /v01/. These are vowels (/v12/, /v11/) and front-of-mouth consonant
visemes (/v04/, /v01/).
Figure 6.3, with appearance features, demonstrates a shallower decline from left
to right than the shape graph in Figure 6.2 but still there is a greater decline for
visual features than for audio. The error bars here increase after the 7th position
viseme. Note the order of the audio viseme ordering is identical in both Figures 6.2
and 6.3 as this is the same experiment.
The shape of the graph in Figure 6.3 is similar between audio and video which
implies appearance-based classification is similar to noisy acoustic classification for
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Table 6.3: Ranked mean viseme Pr{p|pˆ} for shape, appearance, Speaker 1, Speaker
2 and over all variables.
Shape Appearance Speaker 1 Speaker 2 Overall
/v18/ /v18/ /v18/ /v18/ /v18/
{/v04/ /v12} /v04/ {/v04/ /v12/} {/v04/ /v12/} /v04/
/v11/ /v12/ /v11/ /v11/ /v12/
/v01/ /v11/ /v01/ /v01/ /v01/
/v07/ /v01/ /v07/ /v07/ /v11/
/v05/ /v07/ {/v02/ /v05/} {/v02/ /v05/} /v07/
{/v02/ /v06/ {/v02/ /v05/} /v06/ {/v06/ /gar/} {/v02/ /v05/}
/gar/}
/v10/ /v06/ {v10/ /gar/} /v10/ /v19/
{/v03/ /v13/} /gar/ /v03/ /v03/ /v06/
/v16/ /v10/ /v13/ /v13/ /v10/
/v17/ /v03/ /v16/ /v16/ /v13/
{/v13/ /v16/} /v17/ /v17/ /v03/
/v17/ /v16/
/v17/
both speakers and hence is less fragile. The top visemes in Figure 6.3 (not including
silence /v18/) are: /v04/, /v12/, /v11/, /v01/, and /v7/ i.e. identical for shape-only
in the first six positions.
Where the error bars increase, this may be due to the few data available, which
makes classification more unreliable due to less well trained HMM classifiers. This
means our estimated threshold for minimum training samples per classifier was not
high enough. The impact of this is reduced with the /gar/ viseme, but note with
Figure 5.4 there are similarities between our top performing visemes and those with
the most training samples.
Table 6.3 lists the mean ranking of visemes of both speakers shape models for
all visemes in the tested mapping and both speaker’s appearance models. Table 6.3
also gives mean viseme ranks for each speaker and over all speakers and models.
The rankings are similar between all pairings.
Tables 6.4, 6.5 and 6.6 summarise the similarities between feature types and
speakers by using Spearman rank correlation, r, [153] between the ranked viseme
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Table 6.4: Comparing Speaker 1 and Speaker 2 viseme ordering with Spearman
correlation.
Speaker 1 Speaker 2 r p
Audio Audio 0.43 1.63× 10−2
Shape Shape 0.92 0.00
Appearance Appearance 0.93 0.00
Table 6.5: Speaker 1 Spearman correlations of viseme performance ordering with
different features: acoustic, shape, and appearance.
Speaker 1 Speaker 1 r p
Shape Appearance 0.90 0.00
Audio Shape 0.85 2.39× 10−5
Audio Appearance 0.74 9.2× 10−3
Table 6.6: Speaker 2 Spearman correlations of viseme performance ordering with
different features: acoustic, shape, and appearance.
Speaker 2 Speaker 2 r p
Shape Appearance 0.92 0.00
Audio Shape 0.42 0.12
Audio Appearance 0.48 0.07
outputs. Those which are significant at the 5% threshold are underlined. This con-
firms a strong relation between shape-only and appearance-only classification. In lab
conditions, appearance features outperform shape [14] but in real world conditions
the shape information is more robust in the absence of non-noisy appearance data
[79]. This strong coupling, and previous work, [77], shows the two modes of informa-
tion are complimentary and we recommend the use of both, without forgetting that
in the real world, artefacts such as motion blur significantly deteriorate appearance
information. We also note for Speaker 1 (in Figure 6.4) the audio ranking is similar
to the video ranking although as we have previously noticed there is a more rapid
drop-off for video.
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6.3 Viseme contribution observations
To summarise this chapter, we have shown that, with the assumption classifiers
are trained with sufficient data, the order of single viseme performances are fairly
consistent across the feature modes of audio, shape and appearance. It is also noted
the visual classifiers depend more highly on a select few visemes performing well
(between five for shape modes and seven for appearance mode out of a possible 15)
than the audio classifiers.
The observation of how fragile machine lip-reading is, is re-enforced by this work.
If these critical five or seven visemes cannot be built as sufficiently trained classifiers
then lip-reading is impossible. When a human is trained in how to lip-read, many
follow the method of recognising a small number of key gestures which we then
process using our own sophisticated knowledge of language and context to create a
classification output or transcript [63].
In audio it is surprisingly rare to see this effect measured, even though a good
acoustic unit will have accuracies which are at least 10% higher than an average
unit (the mean audio viseme performance on Speaker 2 is 76% for the all visemes).
We acknowledge most work in this field focuses on improving mean accuracies
over the set of all visemes which can conceal the real source of overall performance.
A system which achieves a mean viseme accuracy of, say, 53%, may be one which
contains a few supremely accurate viseme classifiers or it maybe a system with a
set of a large number of classifiers which all achieve a more modest performance.
In our work we have seen a correlation between the spread of viseme contributions
to classification and viseme classification performance, so we can now say higher
classification is achieved with a set of equally useful visemes rather than a set of
visemes where their usefulness ranges from poor to excellent.
This chapter, therefore, suggests two different strategies for improving future lip-
reading systems; option one: one makes the select few best viseme classifiers better
or, option two: one focuses upon improving the worst, which at this stage do not
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contribute at all. We can not comment at this time which approach is likely to be
more successful but our observations will allow future work to focus attention where
it is likely to do the most good.
This work suggests five of the visemes are largely responsible for accurate classi-
fication, whereas for appearance there are seven visemes and for audio there are at
least ten. This means there appears to be fewer recognizable shapes than there are
distinguishable appearances, and in turn, sounds. This relates to the overall viseme
classification of the set where audio results are better than appearance, which in
turn are better than shape.
We suggest that a good threshold of viseme training samples, is not more or
less than 1 standard error away from the mean number of training samples for all
visemes in a set. This is stricter than the threshold we used and will ensure there
is no bias towards any one particular viseme class which could then dominate the
classification accuracy of the set.
Now we have a deeper understanding of visemes and their individual capabilities,
we move onto investigating how they relate to phonemes, the acoustic units of speech.
We are reminded of our viseme working definition, “a viseme is the visual equivalent
of a phoneme” so we move on to a review of a number of the phoneme-to-viseme
(P2V) mappings which have been presented in literature in order to assess which is
optimal for machine lip-reading.
Chapter 7
Bear speaker-dependent visemes
In computer lip-reading literature there is debate over the mapping of phonemes
to visemes. In this chapter the AVLetters2 dataset (Section 3.2) is used to train
and test classifiers using 120 phoneme-to-viseme (P2V) mappings and the effect on
word classification accuracy is measured. This chapter also presents and tests a new
data-driven method for devising speaker-dependent phoneme to viseme maps using
phoneme confusions. Our method is not influenced by perception bias since our con-
fusions are based on machine observations, and not human perception. We compare
word classification achieved with these new maps against the best performing previ-
ously published phoneme-to-viseme mapping. We demonstrate that whilst there are
differences between each viseme map previously suggested, the best mapping over
all speakers is from Lee [82]. This mapping is used as a benchmark to compare the
performance of new data-derived speaker-dependent visemes.
A summary of published P2V maps is provided in [138] Tables 2.3 and 2.4.
This list is not exhaustive and these mappings vary by: a focus on just consonants
[21, 48, 50, 144], are speaker-dependent [73], or have an ordering [114]. These are
useful starting points, but for the purpose of this study we would like the phoneme-
to-viseme mappings to include all phonemes in the transcript of the dataset to
accurately reflect the range of phonemes used in a full vocabulary. Therefore, some
mappings used here are a pairing of two mappings suggested in literature, e.g. one
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map for the vowels and one map for the consonants. A full list of the mappings
used is in Tables 7.4 and 7.5. In total, 15 consonant maps and eight vowel maps are
identified here and all of these are paired with each other to provide 120 P2V maps
to test. The questions we ask are; does conventional a machine lip-reading system
use the correct viseme mappings for machine lip-reading? And, is it possible to find
a method for selecting better phoneme-to-viseme mappings?
7.1 Current viseme studies
There are many viseme classifications present in literature, the most common viseme
classifications are: ‘the Disney 12’ [80], the ‘lip-reading 18’ by Nichie [110], and
Fisher’s [48]. Full phoneme to viseme mappings of these classes can be found in
Tables 7.1, 7.2 and 7.3. The differences in these classifications are based around
different groupings of phonemes, and in the literature we know of a number of
recent attempts to compare these, such as [28] and as part of [138]. In [138] the
following list of reasons are given for discrepancies between classifier sets.
• Variation between speakers - i.e. speaker identity.
• Variation between viewers - indicating lip-reading ability varies by individuals,
those with more practise are better able to identify visemes.
• The context of the speech presented - context has an influence on how conso-
nants appear on the lips. In real tasks the context will enable easier distinction
between indistinguishable phonemes in syllable only tests.
• Clustering criteria - the grouping methods vary between authors. For exam-
ple, ‘phonemes are said to belong to a viseme if, when clustered, the percent
correct identification for the viseme is above some threshold, which is typically
between 70 - 75% correct. A stricter grouping criterion has a higher threshold,
so more visemes are identified.’.
CHAPTER 7. BEAR SPEAKER-DEPENDENT VISEMES 67
Table 7.1: The “Disney twelve” phoneme-to-viseme map.
Viseme Phonemes
/v01/ /p/ /b/ /m/
/v02/ /w/
/v03/ /f/ /v/
/v04/ /T/
/v05/ /l/
/v06/ /d/ /t/ /z/ /s/ /r/ /n/
/v07/ /s/ /S/ /tS/ /j/
/v08/ /y/ /g/ /k/ /N/
/v09/ /U/ /H/
/v10/ /E@/ /I/ /ai/ /e/ /2/
/v11/ /u/
/v12/ /U@/ /O/ /O@/
Table 7.2: Fisher’s phoneme-to-viseme map.
Viseme Phonemes
/v01/ /k/ /g/ /N/ /m/
/v02/ /p/ /b/
/v03/ /f/ /v/
/v04/ /S/ /Z/ /tS/ /dZ/
/v05/ /t/ /d/ /n/ /th/ /dh/ /z/ /s/ /r/ /l/
7.2 Data preparation
The AVLetters2 (AVL2) dataset [35] is used to train and test HMM classifiers based
upon our 120 P2V mappings. AAM features are used as they are known to outper-
form other feature methods in machine lip-reading [28]. Tables 7.4 and 7.5 show all
phonemes in each original P2V map. As each utterance is very short in our data
set (each is a one word sentence of a single letter) there is no need to implement ∆s
within our features to address co-articulation.
In Table 7.6 we have described the sources and derivation methods for all of the
phoneme-to-viseme maps used in our comparison study. We see the majority are
constructed using human perception testing with few test subjects, e.g. Finn [47]
only used 1 and Kricos [73] 12. Data-driven methods are most recent, e.g. Lee’s [82]
visemes were presented in 2002 and Hazen’s [58] in 2006. The remaining visemes
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Table 7.3: Nichie’s “Lip-reading 18” phoneme-to-viseme map.
Viseme Phonemes
/v01/ /p/ /b/ /m/
/v02/ /f/ /v/
/v03/ /W/ /w/
/v04/ /r/
/v05/ /s/ /z/
/v06/ /S/ /Z/ /tS/ /dZ/
/v07/ /D/
/v08/ /l/
/v09/ /t/ /d/ /n/
/v10/ /y/
/v11/ /k/ /g/ /N/
/v12/ /H/
/v13/ /uw/
/v14/ /U/ /@U/
/v15/ /AU/
/v16/ /i/ /ay/ /I/
/v17/ /u/
/v18/ /2/
/v19/ /iy/ /E/
/v20/ /e/ /I@/
/v21/ /@/ /ei/
Table 7.4: Vowel phoneme-to-viseme maps previously presented in literature.
Classification Viseme phoneme sets
Bozkurt [25] {/ei/ /2/} {/ei/ /e/ /æ/} {/3/} {/i/ /I/ /@/ /y/} {/AU/}
{/O/ /A/ /OI/ /@U/} {/u/ /U/ /w/}
Disney [80] {/U/ /h/} {/E@/ /i/ /ai/ /e/ /2/} {/u/} {/U@/ /O/ /O@/}
Hazen [58] {/AU/ /U/ /u/ /@U/ /O/ /w/ /OI/} {/2/ /A/} {/æ/ /e/ /ai/ /ei/}
{/@/ /I/ /i/}
Jeffers [69] {/A/ /æ/ /2/ /ai/ /e/ /ei/ /I/ /i/ /O/ /@/ /I/} {/OI/ /O/} {/AU/}
{/3/ /@U/ /U/ /u/}
Lee [82] {/i/ /I/} {/e/ /ei/ /æ/} {/A/ /AU/ /ai/ /2/} {/O/ /OI/ /@U/} {/U/ /u/}
Montgomery [105] {/i/ /I/} {/e/ /æ/ /ei/ /ai/} {/A/ /O/ /2/} {/U/ /3/ /@/}{/OI/}
{/i/ /hh/} {/AU/ /@U/} {/u/ /u/}
Neti [108] {/O/ /2/ /A/ /3/ /OI/ /AU/ /H/} {/u/ /U/ /@U/} {/æ/ /e/ /ei/ /ai/}
{/I/ /i/ /@/}
Nichie [110] {/uw/} {/U/ /@U/} {/AU/} {/i/ /2/ /ay/} {/2/} {/iy/ /æ/} {/e/ /I@/}
{/u/} {/@/ /ei/}
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Table 7.5: Consonant phoneme-to-viseme maps previously presented in literature.
Classification Viseme phoneme sets
Binnie [21] {/p/ /b/ /m/} {/f/ /v/} {/T/ /D/} {/S/ /Z/} {/k/ /g/} {/w/} {/r/}
{/l/ /n/} {/t/ /d/ /s/ /z/}
Bozkurt [25] {/g/ /H/ /k/ /N/} {/l/ /d/ /n/ /t/} {/s/ /z/} {/tS/ /S/ /dZ/ /Z/} {/T/ /D/}
{/r/} {/f/ /v/} {/p/ /b/ /m/}
Disney [80] {/p/ /b/ /m/} {/w/} {/f/ /v/} {/T/} {/l/} {/d/ /t/ /z/ /s/ /r/ /n/}
{/S/ /tS/ /j/} {/y/ /g/ /k/ /N/}
Finn [47] {/p/ /b/ /m/} {/T/ /D/} {/w/ /s/} {/k/ /h/ /g/} {/S/ /Z/ /tS/ /j/}
{/y/} {/z/}
{/f/} {/v/} {/t/ /d/ /n/ /l/ /r/}
Fisher [48] {/k/ /g/ /N/ /m/} {/p/ /b/} {/f/ /v/} {/S/ /Z/ /dZ/ /tS/}
{/t/ /d/ /n/ /T/ /D/ /z/ /s/ /r/ /l/}
Franks [50] {/p/ /b/ /m/} {/f/} {/r/ /w/} {/S/ /dZ/ /tS/}
Hazen [58] {/l/} {/r/} {/y/} {/b/ /p/} {m} {/s/ /z/ /h/} {/tS/ /dZ/ /S/ /Z/}
{/t/ /d/ /T/ /D/ /g/ /k/}
{/N/} {/f/ /v/}
Heider [61] {/p/ /b/ /m/} {/f/ /v/} {/k/ /g/} {/S/ /tS/ /dZ/} {/T/} {/n/ /t/ /d/}
{/l/} {/r/}
Jeffers [69] {/f/ /v/} {/r/ /q/ /w/} {/p/ /b/ /m/} {/T/ /D/} {/tS/ /dZ/ /S/ /Z/}
{/s/ /z/} {/d/ /l/ /n/ /t/}
{/g/ /k/ /N/}
Kricos [73] {/p/ /b/ /m/} {/f/ /v/} {/w/ /r/} {/t/ /d/ /s/ /z/}
{/k/ /n/ /j/ /h/ /N/ /g/} {/l/} {/T/ /D/}
{/S/ /Z/ /tS/ /dZ/}
Lee [82] {/d/ /t/ /s/ /z/ /T/ /D/} {/g/ /k/ /n/ /N/ /l/ /y/ /H/}
{/dZ/ /tS/ /S/ /Z/} {/p/ /b/ /m/} {/f/ /v/}
{/r/ /w/}
Neti [108] {/l/ /r/ /y/} {/s/ /z/} {/t/ /d/ /n/} {/S/ /Z/ /dZ/ /tS/} {/p/ /b/ /m/}
{/T/ /D/} {/f/ /v/}
{/N/ /k/ /g/ /w/}
Nichie [110] {/p/ /b/ /m/} {/f/ /v/} {/W/ /w/} {/r/} {/s/ /z/} {/S/ /Z/ /tS/ /j/}
{/T/} {/l/} {/k/ /g/ /N/} {/H/}
{/t/ /d/ /n/} {/y/}
Walden [144] {/p/ /b/ /m/} {/f/ /v/} {/T /D/} {/S/ /Z/} {/w/} {/s/ /z/} {/r/}
{/l/} {/t/ /d/ /n/ /k/ /g/ /j/}
Woodward [148] {/p/ /b/ /m/} {/f/ /v/} {/w /r/ /W/}
{/t/ /d/ /n/ /l/ /T/ /D/ /s/ /z/ /tS/ /dZ/ /S/ /Z/ /j/ /k/ /g/ /h/}
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are based around linguistic/phonemic rules.
As an example, the clustering method of Hazen [58] involved bottom-up clus-
tering using maximum Bhattacharyya distances to measure similarity between the
phoneme-labelled models. The models were represented by Gaussian distributions.
Before clustering, some phonemes were manually merged, /em/ with /m/, /en/
with /n/, and /Z/ with /S/.
Table 7.6: A comparison of literature phoneme-to-viseme maps.
Author Year Inspiration Description Test subjects
Binnie 1976 Human testing Confusion patterns unknown
Bozkurt 2007 Subjective linguistics Common tri-phones 462
Disney — Speech synthesis Observations unknown
Finn 1988 Human perception Montgomerys visemes 1
and /H/
Fisher 1986 Human testing Multiple-choice 18
intelligibility test
Franks 1972 Human perception Confusions among sounds unknown
produced in similar
articulatory positions 275
Hazen 2006 Data-driven Bottom-up clustering 223
Heider 1940 Human perception Confusions post-training unknown
Jeffers 1971 Linguistics Sensory and cognitive unknown
correlates
Kricos 1982 Human testing Hierarchical clustering 12
Lee 2002 Data-driven Merging of Fisher visemes unknown
Neti 2000 Linguistics Decision tree clusters 26
Nichie 1912 Human observations Human observation of unknown
lip movements
Walden 1977 Human testing Hierachical clustering 31
Woodward 1960 Linguistics Language rules unknown
and context
Figure 3.5 (Chapter 3) shows the occurrence frequency of the 29 phonemes in
AVL2 which details the volume of training samples available. Note, AVL2 does not
include all phonemes in the British English phonetic alphabet [5]. It is a known
problem in visual speech research that one limitation is the lack of sufficiently large
datasets available [28]. This motivates the drive to find better P2V mappings to po-
tentially avoid the need, and associated cost, in obtaining large audio-visual speech
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datasets.
A P2V map introduces confusion in machine lip-reading. In an attempt to mea-
sure the level of this confusion, a simple ratio metric of the proportion of phonemes
to visemes is shown in (Equation 7.1), where CFs is the compression factor for a set
of visemes, s, #V is the number of visemes, and #P is the number of phonemes.
The compression factors for the P2V maps are described in Table 7.7. The ideal
ratio is a 1:1 phoneme to viseme mapping as this would mean we are identifying
each phoneme uniquely. However, we still need to cluster the phonemes due to the
lack of visual distinction between some phonemes. Thus the higher a Compression
Factor (CF) (closer to one) the better it is as this means there is less dependency
upon the language network for decoding of visemes back to phonemes. Silence and
garbage visemes are not included in CFs.
CFs =
#V
#P
(7.1)
Table 7.7: Compression factors for viseme maps previously presented in literature.
Consonant Map V:P CF Vowel Map V:P CF
Woodward 4:24 0.16 Jeffers 3:19 0.16
Disney 6:22 0.18 Neti 4:20 0.20
Fisher 5:21 0.23 Hazen 4:18 0.22
Lee 6:24 0.25 Disney 4:11 0.36
Franks 5:17 0.29 Lee 5:14 0.36
Kricos 8:24 0.33 Bozkurt 7:19 0.37
Jeffers 8:23 0.35 Montgomery 8:19 0.42
Neti 8:23 0.35 Nichie 9:15 0.60
Bozkurt 8:22 0.36 - - -
Finn 10:23 0.43 - - -
Walden 9:20 0.45 - - -
Binnie 9:19 0.47 - - -
Hazen 10:21 0.48 - - -
Heider 8:16 0.50 - - -
Nichie 18:33 0.54 - - -
Deliberate omission of the following phonemes from some mappings is required:
/si/ (Disney [80]), /axr/ /en/ /el/ /em/ (Bozkirt [25]), /axr/ /em/ /epi/ /tcl/
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/dcl/ /en/ /gcl/ kcl/(Hazen [58]), and /axr/ /em/ /el/ /nx/ /en/ /dx/ /eng/
/ux/ (Jeffers [69]), because these are American diacritics which are not appropriate
to a British English phonetic dataset. Moreover, Kricos provides speaker-dependent
visemes [73]. These have been generalised for our tests using the most common
mixtures of phonemes as the method is not reproducible. Where a viseme map
does not include phonemes present in the ground truth transcript these are grouped
into a garbage viseme (/gar/) to measure only the performance of the viseme sets
previously prescribed in literature. Note that all phonemes in the each P2V map are
in the dataset but no mapping includes all 29 phonemes in the AVL2 vocabulary.
7.3 Classification method
The method for these speaker-dependent classification tests on our combined shape
and appearance features uses HMM classifiers built with HTK [150]. The features
selected are from the AVL2 dataset described in Chapter 3. The videos are tracked
with a full-face AAM and the features extracted consist of only the lip informa-
tion. The classifiers are based upon viseme labels within each P2V map. A ground
truth for measuring correct classification is a viseme transcription produced using
the BEEP British English pronunciation dictionary [26] and a word transcription.
The classification output is a viseme level script mapped to sentence (word) level
classification. Working in British English the phonetic transcript is converted to
a viseme transcript assuming the visemes in the mapping being tested (Tables 7.4
and 7.5). We test using a leave-one-out seven-fold cross validation. Seven folds are
selected as we have seven utterances of the alphabet per speaker in AVL2. The
HMMs are initialised using ‘flat start’ training and re-estimated eight times and
then force-aligned using HTK’s HVite. Training is completed by re-estimating the
HMMs three more times with the force-aligned transcript.
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7.4 Comparison of current phoneme to viseme
maps
In this section, classification performance of the HMMs is measured by correctness, C
(Equation 2.7), as there are no insertion errors to consider [150]. It is acknowledged
word classification is not as high performing as viseme classification. However, as
each viseme set being tested has a different number of phonemes and visemes, a
common comparator, here words, are used as they can compare different viseme
sets. It is the difference between each set, rather than the individual performance,
which is of interest in this investigation. Word level correctness rather than viseme
level correctness normalises over all sets for a fair comparison. (Each viseme set has
a different number of visemes in it and in turn a varying level of training samples
per viseme).
We compare our values of accuracy to those in the literature, namely [35] & [118].
In [35] we see that speaker-dependent results with AVL2 are significantly higher than
the values we have achieved. However, in this paper the experiments are designed to
measure the efficacy of multi-speaker classifiers and thus the authors have permitted
different HMM parameters between speakers. For example, the number of HMM
states ranges between five and nine. In our work these values are constant to ensure
any effects observed are the result of the viseme selection only.
In [118] AVLetters2 data achieves 91.8% with an unsupervised random forest
classification technique. This out performs both [35] and our results here. However,
this unsupervised method inhibits the option of knowing the visual units used by
the forest. As our priority in this comparison study is to measure the effects of
viseme selection rather than optimising a classification method for each individual
speaker, we bare the cost to overall classification for the learning gained from the
observations by comparing viseme sets.
Figures 7.1 and 7.3 show the word correctness percentage aggregated over all
speakers, ±1 σ√
7
. Respective heat maps for all phoneme-to-viseme maps are in Fig-
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Figure 7.1: Speaker-dependent all-speaker mean word classification, C ± 1 σ√
7
, over
all four speakers comparing consonant P2V maps. For a given consonant mapping
(x−axis) the performance is measured after pairing with all vowel mappings.
ures 7.2 & 7.4. Figure 7.1 shows all consonant maps along the x-axis and, for
each consonant map, a pairing with a vowel map has been plotted at the respective
consonant map position on the x-axis. This shows the differences between each
consonant map and the effect of the vowel maps on each consonant map. Figure 7.3
is vice versa. The black line is the mean word classification grouped by all paired
maps. Both x−axies are ordered by the map’s mean rank over all speakers. This
demonstrates the ‘best’ performing map for both consonants and vowels are from
Lee (as this is left-most on the x−axis) for all speakers. Therefore, Lee’s visemes
[82] become the benchmark in the next piece of work in this chapter.
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Figure 7.2: Speaker-dependent all-speaker mean word classification, C, heatmap.
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Figure 7.3: Speaker-dependent all-speaker mean word classification, C ± 1 σ√
7
, over
all four speakers comparing vowel P2V maps. For a given vowel mapping (x−axis)
the performance is measured after pairing with all consonant mappings.
CHAPTER 7. BEAR SPEAKER-DEPENDENT VISEMES 76
L
e
e
M
o
n
t
g
o
m
e
r
y
B
o
z
k
u
r
t
N
ic
h
ie
N
e
t
i
H
a
z
e
n
J
e
ff
e
r
s
D
is
n
e
y
Lee
Hazen
Nichie
Neti
Kricos
Finn
Jeffers
Walden
Binnie
Disney
Bozkirt
Heider
Fisher
Franks
Woodward
Figure 7.4: Speaker-dependent all-speaker mean word classification, C, heatmap.
Comparing the consonant P2V maps in Figure 7.1 shows the Disney vowels are
significantly worse than all others when paired with all consonant maps. Over
the other vowels there is overlap with the majority of error bars suggesting little
significant difference over the whole group, although Lee [82] and Bozkurt [25] vowels
are consistently above the mean and above the upper error bar for Disney [80], Jeffers
[69] and Hazen [58] vowels. In comparing the vowel P2V maps in Figure 7.3 Lee
[82] and Hazen [58] are the best consonants by a margin above the mean whereas
Woodward [148] and Franks [50] are the bottom performers. Figures 7.1 and 7.3 show
the performance of the viseme maps averaged across speakers, there is a significant
difference between the ‘best’ visemes for individual speakers which arises from the
unique way in which everyone articulates their speech.
These observations are confirmed in heatmaps in Figures 7.2 & 7.4.
Figures 7.5 and 7.6 are critical difference plots between the viseme class sets
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4.0333 Jeffers5.6667Disney
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7.1Nichie
Figure 7.5: Critical difference of all vowel phoneme-to-viseme maps independent of
consonant phoneme-to-viseme map pair partner.
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Figure 7.6: Critical difference of all consonant phoneme-to-viseme maps independent
of vowel phoneme-to-viseme pair partner.
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based upon their classification performance [39]. Critical difference is a measure
of our confidence intervals between different machine learning algorithms. Two
assumptions within critical difference are: all measured results are ‘reliable’, and all
algorithms are evaluated using the same random samples [39]. As we use the HTK
standard metrics [152], and use results with consistent random sampling across folds,
these assumptions are not a concern. We have selected critical differences here as
these evaluate the performance of multiple classifiers, and previous studies, such
as [23, 19], do not consider the applicability of statistics when tested over more
than one dataset [39]. As our HMM classifiers are speaker dependent, we can safely
consider the data of each speaker as an isolated dataset within AVL2.
Figure 7.5 is the comparison of the vowel labelled viseme sets. Starting on the
left-hand side of the figure, it shows that Nichie, Montgomery, Hazen, and Disney
vowels are not critically different from each other signified by the black horizontal bar
crossing their respective lines on the left side of the figure. Likewise, Montgomery,
Hazen, Disney, Jeffers, and Lee vowels are also not critically different from each
other. These two bars alone demonstrate that Nichie’s vowels are critically different
from Jeffers, Lee, Neti, and Bozkurt’s. On the right hand side of the graph we can
see that Bozkurt’s vowels are critically different from all bar Neti’s vowels. This is
interesting as in Figure 7.3 they do not appear to perform significantly differently
to any other vowel visemes. In fact, whilst Bozkurt and Nichie vowels are the most
critically different from each other, they are adjacent in classification performance.
This gives us hope that an optimal set of visemes is possible as the effect of clusters
of phonemes varies by the specific phonemes being clustered.
Figures 7.5 and 7.6 demonstrate a significant difference between some sub-sets
of viseme sets (the bars do not overlap all classifier maps). This is based upon
insignificant variation within each sub-set. This suggests there could be dependency
between some viseme sets as the groupings align with the derivation method of the
P2V mappings.
The mean word classification for all speakers and all folds for each map is plotted
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Figure 7.7: Scatter plot showing the relationship between compression factors and
word correctness, C, classification with consonant phoneme-to-viseme maps.
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Figure 7.8: Scatter plot showing the relationship between compression factors and
word correctness, C, classification with vowel phoneme-to-viseme maps.
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in Figures 7.7 and 7.8. Looking at our confusion factors for the best performing
P2Vs of each speaker (Figure 7.7 and Figure 7.8), this suggests a good preparation
of phonemes to visemes is ideally around 0.45 or approximately ∼2 phonemes per
viseme. This also is the CF for Lee. Lee has the highest performing word classifica-
tion map for both consonants and vowels displayed in Figure 7.9 and interestingly,
not the highest number of visemes (the x-axis in Figure 7.9).
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Figure 7.9: For previously presented phoneme-to-viseme maps which include both
vowel and consonant phonemes, word correctness, C is plotted against the count of
visemes in each phoneme-to-viseme map.
7.5 New phoneme to viseme maps
In the second part of our phoneme-to-viseme mapping study, three approaches are
used to find a better method of mapping phonemes to visemes. The first approach
uses the most common pairs of phonemes from existing mappings.
A comparison of previously presented P2V maps shows subgroups of phonemes
which are regularly grouped together into visemes [28, 138]. The most popular of
these phoneme-subgroups have a high occurrence across sets. Our first new ap-
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proach uses the number of occurrences and the size of the subgroup as a weighting
for grouping together phonemes, i.e. the highest weighted phoneme-subgroup will
be grouped into a viseme first, without duplicating phonemes into more than one
viseme. The P2V maps used in this clustering process have been devised for dif-
ferent reasons (for example, based upon linguistic rules or upon human lip-reader
observations, see Table 7.6). This set helps us to understand that if what we cur-
rently assume to be good groups really are the best groups of phonemes for optimal
classification.
The second and third approaches are both speaker-dependent and data-driven
from phoneme classification. Two cases are considered:
1. a strictly coupled map, where a phoneme can be grouped into a viseme only
if it has been confused with all the phonemes within the viseme, and
2. a relaxed coupled case, where phonemes can be grouped into a viseme if it has
been confused with any phoneme within the viseme.
With all new P2V mappings each phoneme can only be allocated to one viseme
class. These new P2V maps are tested on the AVL2 dataset using the same classi-
fication method as described in Section 7.3. The results from the best performing
P2V map from our comparison study (Lee [82]) is the benchmark to measure im-
provements.
7.5.1 Common phoneme-pair visemes
The first approach for finding a new speaker-independent P2V map uses the most
commonly coupled phonemes to build new visemes. In detail, all visemes in the
previous maps are searched to make a full dictionary of unique pairs of phonemes.
Associated with each dictionary entry is a count of how many times they appear in
any defined P2V map from those in the comparison study in Section 7.4 with HTK.
This phoneme pair list is sorted by descending occurrence count. On passing through
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this list the next phoneme pair is assigned to a viseme class based upon matching
phonemes (whilst not duplicating the presence of a phoneme within one viseme). A
phoneme is not permitted to be added to more than one viseme. Priority is given
to the pairings with a higher count. If a particular phoneme was never coupled with
other phonemes, that phoneme forms a unique viseme of its own.
Table 7.8: Visemes derived using most-common phoneme pairings in previously
presented phoneme-to-viseme mappings.
Common-pair Visemes {/d/ /l/ /n/ /t/} {/b/ /m/ /p/} {/g/ /h/ /H/ /k/ /N/ /y/} {/f/ /v/}
(CF:0.28) {/O/ /U@/ /O@/} {/E@/ /i/} {/tS/ /dZ/ /S/ /Z/} {/A/ /2/ /ao} {/s/ /z/}
{/dh/ /T/} {/r/ /w/ /W/} {/æ/ /e/ /ei/ /I@/}
{/a/ /ai/ /ai/ /e/ /i/ /I/} {/AU/ /@/ /3/ /@U/ /u/ /U/ /u/}
7.5.2 Viseme classes with strictly confusable phonemes
The second and third approaches for identifying visemes are speaker-dependent,
data-driven and based on phoneme confusions within the classifier. The first under-
taking in this work is to complete classification using phoneme labelled HHM clas-
sifiers. The classifiers are built in HTK with flat-started HMMs and force aligned
training data for each speaker. The HMMs are re-estimated 11 times in total over
seven folds of leave-one-out cross validation. This overall classification task does
not perform well (see Table 7.9) particularly for an isolated word dataset. However,
the HTK tool HResults is used to output a confusion matrix for each fold detailing
which phoneme labels confuse with others and how often. Appendix 10.2, Figure 2 is
an example confusion matrix. For both data-driven speaker-dependent approaches,
this first step of completing phoneme classification is essential to create the data to
derive the P2V maps from.
Table 7.9: Mean per speaker Correctness, C, of phoneme-labelled HMM classifiers.
Speaker 1 Speaker 2 Speaker 3 Speaker 4
Phoneme C 24.72 23.63 57.69 43.41
Now, let us use a smaller seven-unit confusion matrix example to explain our
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clustering method in full. Our demonstration confusion matrix is in Figure 7.10.
/p1/ /p2/ /p3/ /p4/ /p5/ /p6/ /p7/
/p1/ 1 0 0 0 0 0 4
/p2/ 0 0 0 2 0 0 0
/p3/ 1 0 0 0 0 0 1
/p4/ 0 2 1 0 2 0 0
/p5/ 3 0 1 1 1 0 0
/p6/ 0 0 0 0 0 4 0
/p7/ 1 0 3 0 0 0 1
Figure 7.10: Demonstration (theoretical) confusion matrix showing confusions be-
tween phoneme-labelled classifiers to be used for clustering to create new speaker-
dependent visemes. True positive classifications are shown in red, confusions of
either false positives and false negatives are shown in blue. The estimated classes
are listed horizontally and the real classes are vertical.
For the ‘strictly-confused’ viseme set (remember there is one per speaker), the
second step of deriving the P2V map is to check for single-phoneme visemes. Any
phonemes which have only been correctly recognised as themselves and have no
false positive/negative classifications are permitted to be single phoneme visemes.
In Figure 7.10 we have highlighted the true positive classifications in red and both
false positives and false negative classifications in blue which shows /p6/ is the only
phoneme to fit our ‘single-phoneme viseme’ definition. /p6/ has a true positive value
of +4 and zero false classifications. Therefore this is our first viseme. /v1/ = {/p6/}.
This action is followed by defining all combinations of remaining phonemes which
can be grouped into visemes and identifying the grouping that contains the largest
number of confusions by ordering all the viseme possibilities by descending size
(whole list shown in Figure 7.11).
Our grouping rule states that phonemes can be grouped into a viseme class only if
all of the phonemes within the candidate group are mutually confusable. This means
each pair of phonemes within a viseme must have a total false positive and false
negative classification greater than zero. Once a phoneme has been assigned to a
viseme class it can no longer be considered for grouping, and so any possible phoneme
combinations that include this viseme are discarded. This ensures phonemes can
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{/p1/, /p2/, /p3/, /p4/, /p5/, /p7/} {/p1/, /p2/, /p3} {/p1/, /p2/}
{/p1/, /p2/, /p3/, /p4/, /p5/} {/p1/, /p2/, /p4/} {/p1/, /p3/}
{/p1/, /p2/, /p3/, /p4/, /p7/} {/p1/, /p2, /p5/} {/p1/, /p4/}
{/p1/, /p2/, /p3/, /p5/, /p7/} {/p1/, /p2, /p7/} {/p1/, /p5/}
{/p1/, /p2/, /p4/, /p5/, /p7/} {/p2/, /p3, /p4/} {/p1/, /p7/}
{/p1/, /p3/, /p4/, /p5/, /p7/} {/p2/, /p3, /p5/} {/p2/, /p3/}
{/p2/, /p3/, /p4/, /p5/, /p7/} {/p2/, /p3, /p7/} {/p2/, /p4/}
{/p1/, /p2/, /p3/, /p4/} {/p3/, /p4/, /p5/} {/p2/, /p5/}
{/p1/, /p2/, /p3/, /p5/} {/p3/, /p4/, /p7/} {/p2/, /p7/}
{/p1/, /p2/, /p3/, /p7/} {/p1/, /p3/, /p4/} {/p3/, /p4/}
{/p2/, /p3/, /p4/, /p5/} {/p4/, /p5/, /p7/} {/p3/, /p5/}
{/p2/, /p3/, /p4/, /p7/} {/p1/, /p4/, /p5/} {/p3/, /p7/}
{/p3/, /p4/, /p5/, /p7/} {/p2/, /p4/, /p5/} {/p4/, /p5/}
{/p1/, /p3/, /p4/, /p5/} {/p1/, /p5/, /p7/} {/p4/, /p7/}
{/p1/, /p4/, /p5/, /p7/} {/p2/, /p5/, /p7/} {/p5/, /p7/}
{/p2/, /p4/, /p5/, /p7/} {/p3/, /p5/, /p7/}
{/p1/, /p3/, /p5/}
{/p1/, /p3/, /p7/}
{/p1/, /p4/, /p7/}
{/p2/, /p4/, /p7/}
Figure 7.11: List of all possible subgroups of phonemes with an example set of seven
phonemes
belong to only a single viseme.
By iterating though our list of all possibilities in order, we check if all the
phonemes are mutually confused. This means all phonemes have a positive con-
fusion value (a blue value in Figure 7.10) with all others.
The first phoneme possibility in our list where this is true is {/p1/, /p3/, /p7/}.
This is confirmed by the Figure 7.10 values:
Pr{/p1/|/p3/}+Pr{/p3/|/p1/} = 0 + 1 = 1 which is > 0
also, Pr{/p1/|/p7/}+Pr{/p7/|/p1/} = 4 + 1 = 5 which is > 0
and Pr{/p3/|/p7/}+Pr{/p7/|/p3/} = 1 + 3 = 4 which is > 0.
This becomes our second viseme and thus our current viseme list looks like Ta-
ble 7.10.
We now only have three remaining phonemes to cluster, p2, p4 and p5. This
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Table 7.10: Demonstration example 1: first-iteration of clustering, a phoneme-to-
viseme map for strictly-confused phonemes.
Viseme Phonemes
/v1/ {/p6/}
/v2/ {/p1/, /p3/, /p7/}
{/p2/, /p4/, /p5/}
{/p2/, /p4/}
{/p2/, /p5/}
{/p4/, /p5/}
Figure 7.12: List of all possible subgroups of phonemes with an example set of seven
phonemes after the first viseme is formed.
reduces our list of possible combinations substantially, see Figure 7.12.
The next iteration of our clustering algorithm identifies the combination of re-
maining phonemes which correspond to the next largest number of confusions, and
so on, until no phonemes can be merged. This leaves us with the final visemes in
Table 7.11.
Table 7.11: Demonstration example 2: final phoneme-to-viseme map for strictly-
confused phonemes.
Viseme Phonemes
/v1/ {/p6/}
/v2/ {/p1/, /p3/, /p7/}
/v3/ {/p2/, /p4/}
/v4/ {/p5/}
Our original phoneme classification has produced confusion matrices which per-
mit confusions between vowel and consonant phonemes. We can see in Section 7.2
(Tables 7.4 and 7.5), previously presented P2V maps that vowel and consonant
phonemes are not commonly mixed within visemes. Therefore, we make two types
of P2V maps: one which permits vowels and consonant phonemes to be mixed within
the same viseme, and a second which restricts visemes to be vowel or consonant only
by putting an extra condition in when checking for confusions greater than zero.
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It should be remembered that not all phonemes present in the ground truth
transcripts will have been recognised and included in the phoneme confusion matrix.
Any of the remaining phonemes which have not been assigned to a viseme are
grouped into a single garbage /gar/ viseme. This approach ensures any phonemes
which have been confused are grouped into a viseme and we do not lose any of the
‘rarer’, and less common visual phonemes. For example, /ea/, /oh/, /ao/, and /r/
are not in the original transcript and so can be placed into /gar/. But for Speaker
2, /gar/ also contains /ay/ and /p/, and for Speaker 4 /gar/ also contains /p/ and
/z/, as these do not show up in the speaker’s phoneme classification outputs. This
task has been undertaken for all four speakers in our dataset. The final P2V maps
are shown in Table 7.12.
Table 7.12: Strictly-confused phoneme speaker-dependent visemes. The score in
brackets is the ratio of visemes to phonemes.
Classification P2V mapping - permitting mixing of vowels and consonants
Speaker1 {/2/ /ai/ /i/ /n/ /@U/} {/b/ /e/ /ei/ /y/ } {/d/ /s/} {/tS/ /l/} {/@/ /v/}
(CF:0.48) {/w/} {/f/} {/k/} {/@/ /v/} {/dZ/ /z/} {/A/ /u/} {/t/}
Speaker2 {/@/ /ai/ /ei/ /i/ /s/} {/e/ /v/ /w/ /y/} {/l/ /m/ /n/} {/b/ /d/ /p/}
(CF: 0.44) {/z/} {tS/} {/t/} {/A/} {/dZ/ /k/} {/2/ /f/} {/@U/ /u/}
Speaker3 {/ei/ /f/ /n/} {/d/ /t/ /p/} {/b/ /s/} {/l/ /m/} {/@/ /e/} {/i/} {/u/}
(CF: 0.68) {/A/} {/dZ/} {/@U/} {/z/} {/y/} {/tS}/ {/ai/} {/2/} {/A/} {/dZ/} {/@U/}
{/k/ /w/} {/v/} {/z/}
Speaker4 {/2/ /ai/ /i/ /ei/ } {/m/ /n/} {/@/ /e/ /p/} {/k/ /w/} {/d/ /s/} {/dZ/ /t/}
(CF: 0.64) {/f/} {/v/} {/A/} {/z/} {/tS/} {/b/} {/@U/} {/@U/} {/l/} {/u/} {/b/}
Classification P2V mapping - restricting mixing of vowels and consonants
Speaker1 {/2/ /i/ /@U/ /u/} {/A/ /ei/} {/@/ /e/ /ei/} {/d/ /s/ /t/ } {/tS/ /l/ } {/k/}
(CF:0.50) {/z/} {/w/} {/f/} {/m/ /n/} {/dZ/ /v/} {/b/ /y/}
Speaker2 {/ai/ /ei/ /i/ /u/} {/@U/} {/@/} {/e/} {/2/} {/A/} {/v/ /w/} {/dZ/ /p/ /y/}
(CF: 0.58) {/d/ /b/} {/t/} {/k/} {/tS/} {/l/ /m/ /n/} {/f/ /s/}
Speaker3 {/ei/ /i/} {/ai/} {/@/ /e/} {/2/} {/d/ /p/ /t/} {/l/ /m/} {/k/ /w/} {/v/}
(CF: 0.68) {/tS/} {/@U/} {/y/} {/u/} {/A/} {/z/} {/f/ /n/} {/b/ /s/} {/dZ/}
Speaker4 {/2/ /ai/ /i/ /ei/} {/@/ /e/} {/m/ /n/} {/k/ /l/} {/dZ/ /t/} {/d/ /s/} {/tS/}
(CF: 0.65) {/@U/} {/y/} {/u/} {/A/} {/w/} {/f/} {/v/} {/b/}
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7.5.3 Viseme classes with relaxed confusions between phonemes
A disadvantage of the strictly confusable viseme set is that it contains some spurious
single-phoneme visemes where the phoneme cannot be grouped because it is not
confused with all other phonemes in the viseme. These types of phonemes are likely
to be either: borderline cases at the extremes of a viseme cluster, i.e. they have
subtle visual similarities to more than one phoneme cluster, or they do not occur
frequently enough in the training data to be differentiated from other phonemes.
To address this we complete a second pass-through of the strictly-confused visemes
listed in Table 7.11. We begin with the visemes as they currently stand (in our
demonstration example containing four classes) and relax the condition requiring
confusion with all of the phonemes. Now any single phoneme viseme (in our demon-
stration, /v4/) can be allocated to a previously existing viseme if it has been confused
with any phoneme in the viseme. In Figure 7.10 we see /p5/ was confused with /p1/,
/p3/, and /p4/. Because /p4/ is not in the same viseme as /p1/ and /p3/ we use
the value of confusion to decide which to allocate it to as follows.
Pr{/p1/|/p5/}+Pr{/p5/|/p1/} = 0 + 3 = 3
Pr{/p3/|/p5/}+Pr{/p5/|/p3/} = 0 + 1 = 1
Pr{/p4/|/p5/}+Pr{/p5/|/p4/} = 2 + 1 = 3
Therefore; for p5 the total confusion with /v2/ is 3 + 1 = 4, whereas the total
confusion with /v3/ is 3. We select the viseme with most confusion to incorpo-
rate the unallocated phoneme /p5/. This reduces the number of viseme classes by
merging single-phoneme visemes from Table 7.11 to form a second set shown in
Table 7.13. This has the added benefit that we have also increased the number of
training samples for each classifier.
Table 7.13: Demonstration example 3: final phoneme-to-viseme map for relaxed-
confused phonemes.
Viseme Phonemes
/v1/ {/p6/}
/v2/ {/p1/, /p3/, /p5/, /p7/}
/v3/ {/p2/, /p4/}
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Remember, as we have two versions of Table 7.11 - one with mixed vowel and
consonant phonemes and a second with divided vowels and consonant phonemes - the
same still applies to our relaxed-confused visemes sets. This means we end up with
four types of speaker-dependent phoneme-to-viseme maps, described in Table 7.14.
For our strictly-confused P2V maps in Table 7.12, these become the relaxed P2V
maps in Table 7.15.
Mixed vowels and consonants Split vowels and consonants
+ +
Strict-confusion of phonemes Strict-confusion of phonemes
Mixed vowels and consonants Split vowels and consonants
+ +
Relaxed-confusion of phonemes Relaxed-confusion of phonemes
Table 7.14: The four variations on speaker-dependent phoneme-to-viseme maps de-
rived from phoneme confusion in phoneme classification.
Table 7.15: Relaxed-confused phoneme speaker-dependent visemes. The score in
brackets is the ratio of visemes to phonemes.
Classification P2V mapping - permitting mixing of vowels and consonants
Speaker1 {/b/ /e/ /ei/ /p/ /w/ /y/ /k/} {/2/ /ai/ /f/ /i/ /m/ /n/ /@U/}
(CF:0.28) {/dZ/ /z/} {/A/ /u/} {/d/ /s/ /t/} {/tS/ /l/} {/@/ /v/}{/@/ /v/}
Speaker2 {/A/ /@/ /ai/ /ei/ /i/ /s/ /tS/} {/e/ /t/ /v/ /w/ /y/} {/l/ /m/ /n/}
(CF: 0.32) {/2/ /f/} {/z/} {/b/ /d/ /p/} {/@U/ /u/} {/dZ/ /k/}
Speaker3 {/2/ /ai/ /ei/ /f/ /i/ /n/} {/@/ /e/ /y/ /tS/} {/b/ /s/ /v/} {/l/ /m/ /u/}
(CF: 0.40) {/dZ/} {/@U/} {/z/} {/d/ /p/ /t/} {/k/ /w/} {/A/}
Speaker4 {/2/ /ai/ /tS/ /i/ /ei/ } {/A/ /m/ /u/ /n/} {/@/ /e/ /p/ /v/ /y/}
(CF: 0.32) {/dZ/ /t/} {/k/ /l/ /w/} {/@U/} {/d/ /f/ /s/} {/b/}
Classification P2V mapping - restricting mixing of vowels and consonants
Speaker1 {/2/ /i/ /@U/ /u/} {/A/ /ai/} {/@/ /e/ /ei/} {/b/ /w/ /y/} {/d/ /f/ /s/ /t/}
(CF:0.47) {/k/} {/z/} {/m/} {/l/} {/tS/} {/dZ/ /k/ /v/ /z/}
Speaker2 {/A/ /2/ /@/ /ai/ /ei/ /i/ /@U/ /u/} {/k/ /t/ /v/ /w/} {/tS/ /l/ /m/ /n/}
(CF: 0.29) {/f/ /s/} {/dZ/ /p/ /y/} {/b/ /d/} {/z/}
Speaker3 {/2/ /ai/ /i/ /ei/} {/@/ /e/} {/b/ /s/ /v/} {/d/ /p/ /t/} {/l/ /m/}
(CF: 0.56) {/y/} {/dZ/} {/@U/} {/z/} {/u/} {/@/ /e/} {/k/ /w/} {/f/ /n/} {/A/} {/tS/}
Speaker4 {/2/ /ai/ /i/ /ei/} {/tS/ /k/ /l/ /w/} {/d/ /f/ /s/ /v/} {/m/ /n/}
(CF: 0.50) {/f/} {/A/} {/dZ/ /t/} {/@U/} {/u/} {/y/} {/b/}
Now, and this is why these visemes are defined as relaxed, any remaining phonemes
which have confusions, but are so far not assigned to a viseme, the phoneme-pair
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confusions are used to map the remaining phonemes to an appropriate viseme, even
though it does not confuse with all phonemes already in it. Any remaining phonemes
which are not assigned to a viseme are grouped into a new garbage /gar/ viseme.
This approach ensures any phonemes which have been confused with any other are
grouped into a viseme.
7.6 Bear speaker-dependent visemes
Figure 7.13 shows word correctness of the common phoneme-pair visemes against
Lee’s benchmark. It is no surprise the common-pair visemes are all worse than
Lee, as Lee gave the maximum performance of the original P2V mappings used to
deduce the new map. However, the overlap in error bars shows that for two speakers
this is not a significant reduction. Unfortunately, no particular viseme, or group of
visemes, particularly contribute to the set correctness.
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Figure 7.13: Word classification correctness C ± 1 σ√
7
, using the common phoneme-
pairs phoneme-to-viseme map. Lees benchmark is in black.
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Figure 7.14: Word classification correctness C ± 1 σ√
7
, using all four new methods of
deriving speaker dependent visemes. Lees benchmark is in black.
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Figure 7.15: A comparison of the split vowel and consonant phoneme visemes and
the mixed vowel and consonant phoneme visemes with AVLetters2 speakers.
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Figure 7.16: A comparison of the strict mutually confusable phoneme viseme classes
and the relaxed confused phoneme visemes with AVLetters2 speakers.
In Figure 7.14 all four speaker-dependent maps tested on each speaker are plotted
on the x-axis to compare the difference in word classification (shown on the y-
axis). The benchmark from the comparison study, Lee, is in black. For Speaker 1
and Speaker 3, no new viseme map significantly improves upon Lee’s performance
although we do see improvements for both Speaker 2 and Speaker 4. The strictly-
confused and split viseme map improves upon Lee’s previous best word classification.
Figure 7.15 compares the mixed consonant and vowel maps against split conso-
nant and vowel maps, also measured in word correctness, C, on the y-axis. The
split P2V maps are always better than mixed for all speakers. Figure 7.16 shows
the comparison of strictly-confused and loosely confused viseme classes. The strict
confusions are better for two out of four speakers. These are speakers with the
highest ratio of phonemes to visemes (Tables 7.15 and 7.12).
In Figure 7.17, all four variants of our new P2V maps are plotted for each speaker
and an all-speaker mean against the number of visemes in each set. Splitting vowel
and consonant phonemes gives a greater number of classifiers, which reduces the
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number of training samples per class, but results in higher correctness for all speak-
ers. This shows that having the right training samples is more important than
having simply ‘more data’. Whilst showing a smaller effect, the two graphs on the
left hand side of Figure 7.17 shows the relaxing of confusable phonemes has a nega-
tive influence, even though this reduces the number of visemes and increases training
samples per class, they are not good training samples to include for the class.
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In Figures 7.18, 7.19, 7.20, and 7.21, the contribution of each viseme has been
listed in descending order along the x−axis for each speaker in AVL2. The contri-
bution of each viseme is measured as the inverse probability of each class, Pr{v|vˆ}.
These values have been calculated from the HResults confusion matrices. There
is no significant step when a viseme contribution is no longer needed, that is in
speaker-dependent visemes we need all class labels within a set. This analysis of
visemes within a set is also used in [17], which proposes a threshold subject to
the information in the features. Using combined shape and appearance features
here removes the threshold as these figures show irrespective of which method of
phoneme-clustering is used for devising visemes, the greater the number of visemes
in a set, the higher the overall classification. More important to see is the overall
classification C is higher when there is less range between individual viseme Pr{v|vˆ}
values within a set of visemes. The difference values between the highest and least
contributing visemes for each method and speaker are listed in Table 7.16.
Table 7.16: Viseme variation in Pr{v|vˆ} showing the best and worst classifiers within
each set of visemes for each derivation method per speaker.
Method Speaker 1 Speaker 2 Speaker 3 Speaker 4
Relaxed: mixed 76.97 32.86 14.29 7.14
Relaxed: split 100.00 19.05 7.14 14.29
Strict: mixed 56.35 37.50 14.26 14.29
Strict: split 65.54 42.86 8.57 5.71
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Figure 7.18: Individual viseme classification, Pr{v|vˆ} with the relaxed, mixed vowels
and consonant Bear visemes.
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Figure 7.19: Individual viseme classification, Pr{v|vˆ} with the relaxed, split vowels
and consonant Bear visemes.
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Figure 7.20: Individual viseme classification, Pr{v|vˆ} with the strictly confused,
mixed vowels and consonant Bear visemes.
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Figure 7.21: Individual viseme classification, Pr{v|vˆ} with the strictly confused,
split vowels and consonant Bear visemes.
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7.7 Improving lip-reading with speaker-dependent
phoneme-to-viseme maps
This chapter has described a comprehensive study of previously suggested P2V
maps and shown Lee’s [82] is the best of the previously published P2V maps. The
new data-driven approach respects speaker individuality in speech and uses this
to demonstrate our second data-driven method tested, a strictly-confused viseme
derivation with split vowel and consonant phonemes, can improve word classification.
We call these speaker-dependent visemes ‘Bear visemes’ after the author’s surname
and show how these fit into the conventional lip-reading system in Figure 7.22, our
new steps are highlighted with dash-edged boxes.
Figure 7.22: First augmentation to the conventional lip-reading system to include
speaker-dependent visemes.
For phoneme confusion driven visemes, it is possible AVL2 contains insufficient
samples to fairly identify confusion. So whilst improving performance, the classifiers
still need more data for training. The reduction in word correctness by the data-
driven confused mixed visemes is attributed to the mixing of vowels and consonants
as this work shows when keeping these separate an improvement is possible.
The ratio of phonemes to visemes is useful, but secondary to confusions between
phonemes, and does not help to discriminate phonemes within visemes for improved
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word classification. To discriminate between words which are visually similar we
still need to be able to reverse any P2V mapping.
This work highlights bad training samples are worse than less training samples
and the boundary between good and bad samples is blurred. We have designed and
implemented a new method of producing speaker-dependent visemes, in doing so
showing speaker identity is important for good machine lip-reading classification.
As speaker dependence is so prevalent in machine lip-reading systems, we need to
cast our eyes towards how difficult a task speaker-independent classification is, and
this is what our next chapter begins to investigate.
Chapter 8
Speaker-independence in
phoneme-to-viseme maps
More than in audio speech, in machine lip-reading speaker identity is important
for accurate classification [35]. We know a major difficulty in visual speech is the
labelling of classifier units so we need to address the questions; to what extent such
maps are independent of the speaker? And if so, how might speaker independent
P2V maps be examined? Alongside of this, it would be useful to understand the
interactions between the model training data and the classes. Therefore in this
chapter we will use both the the AVL2 dataset [35] and the RMAV dataset to train
and test classifiers based upon a series of P2V mappings.
8.1 Speaker independence
At the current time, good machine lip-reading performances are achieved with
speaker dependent classification models, this means the test speaker must be in-
cluded within the classifier training data. Speaker independent machine lip-reading
is less successful [35]. Only a few large scale investigations have shown speaker in-
dependence to be viable. Neti et al. in [108] state that they created multi-speaker
classifiers as contingency should speaker independent models fail to generalise well to
99
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unseen speakers. After preliminary experiments these multi-speaker classifiers were
considered not needed. However, this is achieved with state-of-the-art modelling, a
permitted increase in word error rate and with a lot of speakers (IBM’s via voice
has 290 speakers [145]) (a currently unavailable dataset) which implies that with
enough data and speakers that the speaker independence obstacle is surmountable
by achieving generalisation on a large scale. In the majority of papers referenced
in this thesis for example, speaker-dependent experiments are still used for greater
results as speaker independence is rare and difficult to achieve.
On the continuous speech datasets, it is interesting to note that most still use
speaker-dependent tests [76, 58, 147, 28]. We note that some are single speaker-
dependent, others multi-speaker dependent, the crux of the point is that test speaker
samples are included in the training data. In contrast only AVICAR [72] and IBM’s
LVCSR [108] achieve speaker-independent success. The former is a specific AV
dataset for in car speech, and the latter is not available [28] so we suffice with the
best datasets we have available to us.
Thus we understand speaker independence in visual speech to be the ability to
classify a speaker who is not involved in the classifier training. This is a difficult,
and as yet, unsolved problem. From this we are confident that, in visual speech, the
identification of the person speaking is important. One could wonder if, with a large
enough dataset with a significant number of speakers, then it could be sufficient to
train classifiers which are generalised to cover a whole population including inde-
pendent speakers. But we still struggle without a dataset of the size needed to test
this theory, particularly as we do not know how much is ‘enough’ data or speakers.
An example of a study into speaker independence in machine lip-reading is [35],
here the authors use AVL2 and compare single speaker, multi-speaker and speaker
independent classification using two types of classifiers (HMMs & Sieves [8]). How-
ever, this investigation uses word labels for classifiers and we are interested to know if
the results could be improved using either phonemes or speaker-dependent visemes.
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8.2 Method overview
We use the phoneme clustering approach described in Chapter 7 (or [16]) to produce
a series of speaker-dependent P2V maps. This series of maps is made up of the
following:
1. a speaker-dependent P2V map for each speaker;
2. a multi-speaker P2V map using all speakers’ phoneme confusions;
3. a speaker-independent P2V map for each speaker using confusions of all other
speakers in the data.
So we have nine phoneme-to-viseme maps for AVL2 (four speaker maps for map
types one and three, and one multi-speaker map) and 25 for RMAV (12 speaker
maps for map types one and three, and one multi-speaker map). AVL2 P2V maps
are constructed using separate training and test data over seven fold cross-validation
[42]. RMAV maps from ten fold cross-validation. The variation in folds is due to
the volume of data in each dataset.
With the HTK toolkit [150] HMM classifiers are built with the viseme classes
in each P2V map. HMMs are flat-started with HCompV, re-estimated 11 times over
(HERest) with forced alignment between seventh and eighth re-estimates. The fi-
nal steps are classification using HVite and output of results with HResults. The
models are three state HMMs each having an associated Gaussian mixture of five
components to keep our results comparable to previous work.
To measure our performance of AVL2 speakers we note the classification network
restricts the output to be one of the 26 letters of the alphabet. Therefore, our
simplified measure of accuracy is;
#letterscorrect
#lettersclassified
.
For RMAV a bigram word network is built with HBuild and HLStats, and clas-
sification is measured as Correctness (Equation 2.7). The BEEP pronunciation dic-
tionary used throughout these experiments is in British English [26] for all speakers.
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8.3 Experiment design
The P2V maps formed in these experiments are designated as:
Mn(p, q) (8.1)
This means the P2V map is derived from speaker n, but trained using visual speech
data from speaker p and tested using visual speech data from speaker q. For example,
M1(2, 3) would designate the result of testing a P2V map constructed from Speaker
1, using data from Speaker 2 to train the viseme models, and testing on Speaker 3’s
data.
8.3.1 Baseline: Same Speaker-Dependent (SSD) maps
For our experiments we need a baseline for comparison. We select our same speaker-
dependent P2V maps as based on previous literature [16], these provide the best
results. The baseline tests involved are: M1(1, 1), M2(2, 2), M3(3, 3) and M4(4, 4)
(for the four speakers in AVL2), additional tests for RMAV are: M5(5, 5), M6(6, 6),
M7(7, 7) and M8(8, 8), M9(9, 9), M10(10, 10), M11(11, 11) and M12(12, 12). Remem-
ber, we now have AVL2 speakers 1 to 4, and RMAV speakers 1 to 12. Speakers 1 to
4 are not the same in AVL2 and RMAV. These tests are Same Speaker-Dependent
(SSD) because the same speaker is used to create the map, to train the models and
for the testing data. Tables 8.1 & 8.2 depict how these tests are constructed.
Table 8.1: Same Speaker-Dependent (SSD) experiments for AVLetters2 speakers.
The results from these tests will be used as a baseline.
Same speaker-dependent (SD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp1 M1(1, 1)
Sp2 Sp2 Sp2 M2(2, 2)
Sp3 Sp3 Sp3 M3(3, 3)
Sp4 Sp4 Sp4 M4(4, 4)
The resulting AVL2 four speakers SSD P2V maps are listed in Table 8.3 and the
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Table 8.2: Same Speaker-Dependent (SSD) experiments for RMAV speakers. The
results from these tests will be used as a baseline.
Same speaker-dependent (SD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp1 M1(1, 1)
Sp2 Sp2 Sp2 M2(2, 2)
Sp3 Sp3 Sp3 M3(3, 3)
Sp4 Sp4 Sp4 M4(4, 4)
Sp5 Sp5 Sp5 M5(5, 5)
Sp6 Sp6 Sp6 M6(6, 6)
Sp7 Sp7 Sp7 M7(7, 7)
Sp8 Sp8 Sp8 M8(8, 8)
Sp9 Sp9 Sp9 M9(9, 9)
Sp10 Sp10 Sp10 M10(10, 10)
Sp11 Sp11 Sp11 M11(11, 11)
Sp12 Sp12 Sp12 M12(12, 12)
RMAV speakers SSD maps are in Appendix 10.2, Tables 3, 4, 5, 6, 7 & 8. We also
permit a garbage, /garb/, viseme which is a cluster of phonemes in the ground truth
which did not appear at all in the output from the phoneme classifier. Every viseme
is listed with its associated mutually-confused phonemes e.g. for AVL2 Speaker 1,
M1, we see /v01/ is made up of phonemes {/2/, /iy/, /@U/, /uw/}. We know from
our clustering method in Chapter 7 this means in the phoneme classification, all
four phonemes {/2/, /iy/, /@U/, /uw/} were confused with the other three in the
viseme. We are using the ‘strictly-confused’ method from Chapter 7 with split vowel
and consonant groupings as these achieved the most accurate classification.
8.3.2 Different Speaker-Dependent maps & Data (DSD&D)
The second set of tests within this experiment start to look at using P2V maps
with different test speakers. This means the HMM classifiers trained on each single
speaker are used to recognise data from alternative speakers.
Within AVL2 this is completed for all four speakers using the P2V maps of the
other speakers, and the data from the other speakers. Hence for Speaker 1 we
CHAPTER 8. SPEAKER-INDEPENDENCE IN PHONEME-TO-VISEMEMAPS104
Table 8.3: Speaker-dependent phoneme-to-viseme mapping derived from phoneme
classification confusions for each speaker in AVLetters2.
Speaker 1 M1 Speaker 2 M2
Viseme Phonemes Viseme Phonemes
/v01/ /2/ /iy/ /@U/ /uw/ /v01/ /ay/ /ey/ /iy/ /uw/
/v02/ /@/ /eh/ /ey/ /v02/ /@U/
/v03/ /A/ /ay/ /v03/ /@/
/v04/ /d/ /s/ /t/ /v04/ /eh/
/v05/ /tS/ /l/ /v05/ /2/
/v06/ /m/ /n/ /v06/ /@/
/v07/ /dZ/ /v/ /v07/ /dZ/ /p/ /y/
/v08/ /b/ /y/ /v08/ /l/ /m/ /n/
/v09/ /k/ /v09/ /v/ /w/
/v10/ /z/ /v10/ /d/ /b/
/v11/ /w/ /v11/ /f/ /s/
/v12/ /f/ /v12/ /t/
/v13/ /k/
/v14/ /tS/
/sil/ /sil/ /sil/ /sil/
/garb/ /E/ /6/ /O/ /r/ /p/ /garb/ /E/ /6/ /O/ /r/ /z/
Speaker 3 M3 Speaker 4 M4
Viseme Phonemes Viseme Phonemes
/v01/ /ey/ /iy/ /v01/ /2/ /ay/ /ey/ /iy/
/v02/ /@/ /eh/ /v02/ /@/ /eh/
/v03/ /ay/ /v03/ /@/
/v04/ /2/ /v04/ /@U/
/v05/ /@/ /v05/ /uw/
/v06/ /@U/ /v06/ /m/ /n/
/v07/ /uw/ /v07/ /k/ /l/
/v08/ /d/ /p/ /t/ /v08/ /dZ/ /t/
/v09/ /l/ /m/ /v09/ /d/ /s/
/v10/ /k/ /w/ /v10/ /w/
/v11/ /f/ /n/ /v11/ /f/
/v12/ /b/ /s/ /v12/ /v/
/v13/ /v/ /v13/ /tS/
/v14/ /dZ/ /v14/ /b/
/v15/ /tS/ /v15/ /y/
/v16/ /y/
/v17/ /z/
/sil/ /sil/ /sil/ /sil/
/garb/ /E/ /6/ /O/ /r/ /garb/ /E/ /6/ /O/ /r/ /p/ /z/
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Table 8.4: Different Speaker-Dependent maps and Data (DSD&D) experiments with
the four AVLetters2 speakers.
Different Speaker-Dependent maps & Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp2 Sp2 Sp1 M2(2, 1)
Sp3 Sp3 Sp1 M3(3, 1)
Sp4 Sp4 Sp1 M4(4, 1)
Sp1 Sp1 Sp2 M1(1, 2)
Sp3 Sp3 Sp2 M3(3, 2)
Sp4 Sp4 Sp2 M4(4, 2)
Sp1 Sp1 Sp3 M1(1, 3)
Sp2 Sp2 Sp3 M2(2, 3)
Sp4 Sp4 Sp3 M4(4, 3)
Sp1 Sp1 Sp4 M1(1, 4)
Sp2 Sp2 Sp4 M2(2, 4)
Sp3 Sp3 Sp4 M3(3, 4)
construct M2(2, 1), M3(3, 1) and M4(4, 1) and so on for the other speakers, this is
depicted in Table 8.4.
Table 8.5: Different Speaker-Dependent maps and Data (DSD&D) experiments for
one of the 12 RMAV speakers (speaker one).
Different Speaker-Dependent maps & Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp2 Sp2 Sp1 M2(2, 1)
Sp3 Sp3 Sp1 M3(3, 1)
Sp4 Sp4 Sp1 M4(4, 1)
Sp5 Sp5 Sp1 M5(4, 1)
Sp6 Sp6 Sp1 M6(4, 1)
Sp7 Sp7 Sp1 M7(4, 1)
Sp8 Sp8 Sp1 M8(4, 1)
Sp9 Sp9 Sp1 M9(4, 1)
Sp10 Sp10 Sp1 M10(10, 1)
Sp11 Sp11 Sp1 M11(11, 1)
Sp12 Sp12 Sp1 M12(12, 1)
For the RMAV speakers, we undertake this for all 12 speakers using the maps of
the 11 others. We show the tests for a single speaker (Speaker 1) in Table 8.5 as an
example. The other speakers are in Appendix 10.2.
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8.3.3 Different Speaker-Dependent maps (DSD)
Now we wish to isolate the effects of the HMM classifier from the effect of using
different viseme P2V by training the classifiers on single speakers with the labels of
the alternative speaker P2V maps. E.g. for AVL2 Speaker 1, the tests are: M2(1, 1),
M3(1, 1) and M4(1, 1). (All tests are listed in Table 8.6).
Table 8.6: Different Speaker-Dependent maps (DSD) experiments for AVLetters2
speakers.
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp2 Sp1 Sp1 M2(1, 1)
Sp3 Sp1 Sp1 M3(1, 1)
Sp4 Sp1 Sp1 M4(1, 1)
Sp1 Sp2 Sp2 M1(2, 2)
Sp3 Sp2 Sp2 M3(2, 2)
Sp4 Sp2 Sp2 M4(2, 2)
Sp1 Sp3 Sp3 M1(3, 3)
Sp2 Sp3 Sp3 M2(3, 3)
Sp4 Sp3 Sp3 M4(3, 3)
Sp1 Sp4 Sp4 M1(4, 4)
Sp2 Sp4 Sp4 M2(4, 4)
Sp3 Sp4 Sp4 M3(4, 4)
These are the same P2V maps as in Table 8.3 but trained and tested differently.
In Table 8.7 we show the equivalent DSD tests for Speaker 1 of RMAV as an example.
For the tests conducted on all speakers, speakers 2 to 12 are listed in Appendix 10.2.
8.3.4 Multi-Speaker maps (MS)
A multi-speaker (MS) P2V map forms the viseme classifier labels in our third set
of experiments. This map is constructed using phoneme confusions produced by all
speakers in each data set and is shown in Table 8.8, for the four AVL2 speakers, and
Table 8.9 for the 12 RMAV speakers.
For our multi-speaker experiment notation, we substitute in the word ‘all’ in place
of a list of all the speakers for ease of reading. Therefore, the AVL2 MS map is tested
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Table 8.7: Different Speaker-Dependent maps (DSD) for one of the 12 RMAV speak-
ers (Speaker one).
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp2 Sp1 Sp1 M2(1, 1)
Sp3 Sp1 Sp1 M3(1, 1)
Sp4 Sp1 Sp1 M4(1, 1)
Sp5 Sp1 Sp1 M5(1, 1)
Sp6 Sp1 Sp1 M6(1, 1)
Sp7 Sp1 Sp1 M7(1, 1)
Sp8 Sp1 Sp1 M8(1, 1)
Sp9 Sp1 Sp1 M9(1, 1)
Sp10 Sp1 Sp1 M10(1, 1)
Sp11 Sp1 Sp1 M11(1, 1)
Sp12 Sp1 Sp1 M12(1, 1)
Table 8.8: Multi-Speaker (MS) phoneme-to-viseme mapping for AVLetters2 speak-
ers.
Viseme Phonemes
/v01/ /2/ /ay/ /ey/ /iy/ /@U/ /uw/
/v02/ /@/ /eh/
/v03/ /A/
/v04/ /d/ /s/ /t/ /v/
/v05/ /f/ /l/ /n/
/v06/ /b/ /w/ /y/
/v07/ /dZ/
/v08/ /z/
/v09/ /p/
/v10/ /m/
/v11/ /k/
/v12/ /tS/
/sil/ /sil/
/gar/ /E/ /6/ /O/ /r/
as follows: M[all](1, 1), M[all](2, 2), M[all](3, 3) and M[all](4, 4): this is explained in
Table 8.10 and the RMAV MS map is tested as: M[all](1, 1), M[all](2, 2), M[all](3, 3),
M[all](4, 4), Mall](5, 5), M[all](6, 6), M[all](7, 7), M[all](8, 8), M[all](9, 9), M[all](10, 10),
M[all](11, 11), M[all](12, 12), as shown in Table 8.11.
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Table 8.9: Multi-Speaker (MS) phoneme-to-viseme mapping for RMAV speakers.
Viseme Phonemes
/v01/ /A/ /æ/ /2/ /O/ /@/ /ay/ /E/ /eh/
/3/ /ey/ /I@/ /I/ /iy/ /6/ /@U/
/v02/ /O@/ /U/ /O@/
/v03/ /AU/
/v04/ /OI/
/v05/ /@/
/v06/ /b/ /tS/ /d/ /D/ /f/ /g/ /H/ /dZ/
/k/ /l/ /m/ /n/ /N/ /p/ /r/ /s/
/S/ /t/ /T/ /v/ /w/ /y/ /z/
/sil/ /sil/
/sp/ /sp/
/gar/ /Z/ /c/
Table 8.10: Multi-Speaker (MS) experiments for AVLetters2 speakers.
Multi-Speaker (MS)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp[all] Sp1 Sp1 M[all](1, 1)
Sp[all] Sp2 Sp2 M[all](2, 2)
Sp[all] Sp3 Sp3 M[all](3, 3)
Sp[all] Sp4 Sp4 M[all](4, 4)
Table 8.11: Multi-Speaker (MS) experiments for RMAV speakers.
Multi-Speaker (MS)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp[all] Sp1 Sp1 Mall(1, 1)
Sp[all] Sp2 Sp2 Mall(2, 2)
Sp[all] Sp3 Sp3 Mall(3, 3)
Sp[all] Sp4 Sp4 Mall(4, 4)
Sp[all] Sp5 Sp5 Mall(5, 5)
Sp[all] Sp6 Sp6 Mall(6, 6)
Sp[all] Sp7 Sp7 Mall(7, 7)
Sp[all] Sp8 Sp8 Mall(8, 8)
Sp[all] Sp9 Sp9 Mall(9, 9)
Sp[all] Sp10 Sp10 Mall(10, 10)
Sp[all] Sp11 Sp11 Mall(11, 11)
Sp[all] Sp12 Sp12 Mall(12, 12)
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8.3.5 Speaker-Independent maps (SI)
Finally, our last set of tests looks at speaker independence in P2V maps them-
selves. Here we use maps which are derived using all speakers confusions bar the
test speaker. This time we substitute the symbol ‘!x’ in place of a list of speaker
identifying numbers, meaning ‘not including speaker x’. The tests for these maps
are as follows M!1(1, 1), M!2(2, 2), M!3(3, 3) and M!4(4, 4) as shown in Tables 8.13
& 8.14 for AVL2 and RMAV speakers respectively. Speaker independent P2V maps
for AVL2 speakers are shown in Table 8.12. SI maps for RMAV speakers are in
Appendix 10.2, Tables 9 to 14.
8.4 The homophone risk factor
P2V maps are a many-to-one mapping. This creates the possibility of creating
visual homophones when translating a phonetic transcript into a viseme transcript.
For example, in the AVL2 data (isolated words are the letters of the alphabet)
the phonetic realisation of the word ‘B’ is ‘/b//iy/’ and of ‘D’ is ‘/d//iy/’. Using
M2(2, 2) to translate these into visemes they are identical ‘/v08//v01/’ .
Permitting variations in pronunciation, the total tokens (T ) for each map after
each word has been translated to visemes are listed in Table 8.15. More homophones
means a greater the chance of substitution errors and a reduced correct classification.
8.5 Measuring similarity between phoneme-to-viseme
maps
In Table 8.16 and 8.17 we present a similarity score for comparing each pair of
phoneme-to-viseme maps for AVL2 speakers and RMAV speakers respectively.
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Table 8.12: Phoneme-to-viseme mapping derived from phoneme classification con-
fusions of the three other speakers in AVLetters2.
Speaker 1 M234 Speaker 2 M134
Viseme Phonemes Viseme Phonemes
/v01/ /2/ /@/ /ay/ /v01/ /2/ /ay/ /ey/
/ey/ /iy/ /iy/
/v02/ /@U/ /uw/ /v02/ /A/ /@U/ /uw/
/v03/ /eh/ /v03/ /@/ /eh/
/v04/ /A/ /v04/ /d/ /s/ /t/
/v05/ /d/ /s/ /t/ /v/ /v05/ /tS/ /l/
/v06/ /l/ /m/ /n/ /v06/ /b/ /dZ/
/v07/ /dZ/ /p/ /y/ /v07/ /v/ /y/
/v08/ /k/ /w/ /v08/ /k/ /w/
/v09/ /f/ /v09/ /p/
/v10/ /tS/ /v10/ /z/
/v11/ /b/ /v11/ /m/
/sil/ /sil/ /sil/ /sil/
/garb/ /E/ /6/ /O/ /r/ /z/ /garb/ /E/ /6/ /O/ /r/ /f/ /n/
Speaker 3 M124 Speaker 4 M123
Viseme Phonemes Viseme Phonemes
/v01/ /2/ /ay/ /ey/ /v01/ /2/ /ay/ /ey/
/iy/ /@U/ /uw/ /iy/ /@U/ /uw/
/v02/ /A/ /v02/ /A/
/v03/ /@/ /eh/ /v03/ /@/ /eh/
/v04/ /d/ /s/ /t/ /v/ /v04/ /dZ/ /s/ /t/ /v/
/v05/ /l/ /m/ /n/ /v05/ /f/ /l/ /n/
/v06/ /b/ /w/ /y/ /v06/ /b/ /d/ /p/
/v07/ /dZ/ /v07/ /w/ /y/
/v08/ /z/ /v08/ /z/
/v09/ /p/ /v09/ /m/
/v10/ /k/ /v10/ /k/
/v11/ /f/ /v11/ /tS/
/v12/ /tS/
/sil/ /sil/ /sil/ /sil/
/garb/ /E/ /6/ /O/ /r/ /iy/ /garb/ ea/ /6/ /O/ /r/
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Table 8.13: Speaker-Independent (SI) experiments with AVLetters2 speakers.
Speaker-Independent (SI)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp[!1] Sp1 Sp1 M!1(1, 1)
Sp[!2] Sp2 Sp2 M!2(2, 2)
Sp[!3] Sp3 Sp3 M!3(3, 3)
Sp[!4] Sp4 Sp4 M!4(4, 4)
Table 8.14: Speaker-Independent (SI) experiments with RMAV speakers.
Speaker-Independent (SI)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp[!1] Sp1 Sp1 M!1(1, 1)
Sp[!2] Sp2 Sp2 M!2(2, 2)
Sp[!3] Sp3 Sp3 M!3(3, 3)
Sp[!4] Sp4 Sp4 M!4(4, 4)
Sp[!5] Sp5 Sp5 M!5(5, 5)
Sp[!6] Sp6 Sp6 M!6(6, 6)
Sp[!7] Sp7 Sp7 M!7(7, 7)
Sp[!8] Sp8 Sp8 M!8(8, 8)
Sp[!9] Sp9 Sp9 M!9(9, 9)
Sp[!10] Sp10 Sp10 M[10(10, 10)
Sp[!11] Sp11 Sp11 M[11(11, 11)
Sp[!12] Sp12 Sp12 M!12(12, 12)
Table 8.15: Count of visual homophones by each phoneme-to-viseme map, allowing
for variation in pronunciation in AVLetters2 speakers.
Map Tokens T
M1 19
M2 19
M3 24
M4 24
M[all] 14
M!1 17
M!2 18
M!3 20
M!4 15
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Table 8.16: Similarity scores between all AVLetters2 phoneme-to-viseme maps.
M1 M2 M3 M4 M[all] M!1 M!2 M!3 M!4
M1 0.000 0.327 0.322 0.247 0.199 0.244 0.048 0.112 0.222
M2 0.327 0.000 0.410 0.303 0.333 0.266 0.256 0.254 0.253
M3 0.322 0.410 0.000 0.157 0.465 0.400 0.394 0.398 0.396
M4 0.247 0.303 0.157 0.000 0.301 0.298 0.172 0.246 0.378
M[all] 0.199 0.333 0.465 0.301 0.000 0.311 0.220 0.098 0.136
M!1 0.244 0.266 0.400 0.298 0.311 0.000 0.086 0.160 0.218
M!2 0.048 0.256 0.394 0.172 0.220 0.086 0.000 0.155 0.160
M!3 0.112 0.254 0.398 0.246 0.098 0.160 0.155 0.000 0.222
M!4 0.222 0.253 0.396 0.378 0.136 0.218 0.160 0.222 0.000
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The score addresses the phonemes within each viseme, the total number of
phonemes clustered, the number of visemes within each set and ignores the ordering
of the visemes within the set. As an example to explain our similarity algorithm,
imagine we have the two phoneme-to-viseme maps shown in Figure 8.1.
Map Viseme Phonemes
/v01/ {/p1/ /p2/ /p3/}
Map 1 /v02/ {/p4/ /p5/}
/v03/ {/p6/}
/v04/ {/p7/ /p8/}
/v01/ {/p1/ /p3/}
/v02/ {/p2/ /p4/}
Map 2 /v03/ {/p5/}
/v04/ {/p6/}
/v05/ {/p7/ /p8/ /p9/}
Figure 8.1: Similarity algorithm: example phoneme-to-viseme maps.
Our first step is to attribute a weight to each phoneme within each viseme. This
is; 1
#phonemes
and is shown in Figure 8.2.
Viseme Phonemes Phoneme weight
/v01/ {/p1/ /p2/ /p3/} 0.3r
Map 1 /v02/ {/p4/ /p5/} 0.5
/v03/ {/p6/} 1.0
/v04/ {/p7/ /p8/} 0.5
/v01/ {/p1/ /p3/} 0.5
/v02/ {/p2/ /p4/} 0.5
Map 2 /v03/ {/p5/} 1.0
/v04/ {/p6/} 1.0
/v05/ {/p7/ /p8/ /p9/} 0.3r
Figure 8.2: Phoneme-to-viseme map similarity algorithm step 1: Example phoneme-
to-viseme maps with weighted phonemes.
Now we use these values to compare all visemes of one map with another.
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Map 2
/v1/ /v2/ /v3/ /v4/ /v5/
Map 1
/v1/ /p1/, /p3/ /p2/ - - -
/v2/ - /p4/ /p5/ - -
/v3/ - - - /p6/ -
/v4/ - - - - /p7/, /p8/
Figure 8.3: Phoneme-to-viseme map similarity algorithm step 2: phoneme in viseme
matches.
Where two visemes Vi and Vj contain the same phonemes (see Figure 8.3), the
Vij score is the sum of the matched phoneme weights (Figure 8.4). The final values
are in Figure 8.5.
Map 2
/v1/ /v2/ /v3/ /v4/ /v5/
Map 1
/v1/ /p1/ = 0.3r + 0.5 /p2/ = 0.3r + 0.3r 0 0 0
/p3/ = 0.3r + 0.5 - - - -
/v2/ 0 /p4/ = 0.5 + 0.5 /p5/ = 0.5 + 1.0 0 0
/v3/ 0 0 0 /p6/ = 1.0 + 1.0 0
/v4/ 0 0 0 0 /p7/ = 0.5 + 0.3r
- - - 0 /p8/ = 0.5 + 0.3r
Figure 8.4: Phoneme-to-viseme map similarity algorithm step 3: summing the
phoneme weights.
Map 2
/v1/ /v2/ /v3/ /v4/ /v5/
Map 1
/v1/ 1.6r 0.6r 0 0 0
/v2/ 0 1.0 1.5 0 0
/v3/ 0 0 0 2.0 0
/v4/ 0 0 0 0 1.6r
Figure 8.5: Phoneme-to-viseme map similarity algorithm step 4: total phoneme
weights.
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Finally we need to sum of all values in the upper triangle U∀iji > j, minus the
sum of all values in the lower triangle L∀iji < j, normalised by dividing by the total
number of matched phonemes, Np, (in our example, eight) to give the value 0.73
′
(8.2). S is the similarity score.
S = U − L (8.2)
This similarity measure is calculated to compare all the P2V maps used in our
experiments in pairs and the results are shown in Tables 8.16 and 8.17. The values
closest to zero show the most similar maps, thus the closer to 1, the more different
the maps are. We have not compared the maps between datasets due to biased
effects caused by the disparity between word content and data size. Unsurprisingly,
with the RMAV dataset, the MS and SI P2V maps are all very similar because of
the volume of speakers and folds of phoneme classification, there is more chance of
unique phonemes being confused. There is at most 3 phonemes different between
them all.
If we compare all the P2V maps in Tables 8.8 & 8.12, there are similarities.
Mostly because there is only one speaker at a time removed from within SI P2V
maps. However, if these are compared to the speaker-dependent maps in Table 8.3,
a different picture can be seen. Speaker 4 is significantly affected by the introduction
of /@U/ and /uw/ into viseme /v01/. Where Speaker 1 has these in M1(1, 1), his SD
word classification of 15.9% is less than half of Speaker 4’s 38.4% (Figure 8.11).
8.6 Analysis of speaker independence in phoneme-
to-viseme maps
Figure 8.6 shows the word correctness of AVL2 speaker-dependent viseme classes on
the y-axis. In this figure, the baseline is n = p = q for all M . These are compared
to the DSD&D tests: M2(2, 1), M3(3, 1), M4(4, 1) for Speaker 1, M1(1, 2), M3(3, 2),
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Figure 8.6: Word classification correctness, C ± 1 σ√
7
, of the DSD&D tests where
HMM classifiers are tested on all three other speakers in AVLetters2. Baseline is
the SSD maps.
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Figure 8.7: Word classification correctness, C ± 1 σ√
10
, of the DSD&D tests where
HMM classifiers are tested on all eleven other speakers in RMAV. Baseline is SSD
maps (red) - Speakers 1-3.
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Figure 8.8: Word classification correctness, C ± 1 σ√
10
, of the DSD&D tests where
HMM classifiers are tested on all eleven other speakers in RMAV. Baseline is SSD
maps (red) - Speakers 4-6.
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Figure 8.9: Word classification correctness, C ± 1 σ√
10
, of the DSD&D tests where
HMM classifiers are tested on all eleven other speakers in RMAV. Baseline is SSD
maps (red) - Speakers 7-9.
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Figure 8.10: Word classification correctness, C ± 1 σ√
10
, of the DSD&D tests where
HMM classifiers are tested on all eleven other speakers in RMAV. Baseline is SSD
maps (red) - Speakers 10-12.
M4(4, 2) for Speaker 2, M1(1, 3), M2(2, 3), M4(4, 3) for Speaker 3 and M1(1, 4),
M2(2, 4), M3(3, 4) for Speaker 4 as in Table 8.4. We also plot guessing (calculated
as 1/N , where N is the total number of words in the dataset. For AVL2 this is 26,
for RMAV speaker this ranges between 1362 and 1802). DSD HMM classifiers are
significantly worse than SSD HMMs, as all results where p is not the same speaker
as q are around the equivalent performance of guessing. This correlates with similar
tests of independent HMM’s in [35]. This gap is attributed to two possible effects,
either - the visual units are incorrect, or they are trained on the incorrect speaker.
Figures 8.7, 8.8, 8.9, & 8.10 show the same tests but on the continuous speech
data. It is reassuring to see some speakers significantly deteriorate the classification
rates when the speaker used to train the classifier is not the same as the test speaker.
As an example we look at Speaker 1 on the leftmost side of Figure 8.7. Here the
test speaker is Speaker 1. The speaker-dependent maps for all 12 speakers have
been used to build HMMs classifiers. But when tested on Speaker 1, only maps and
models for speakers 3, 7 and 12 show a significant reduction in word correctness.
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All eight other speakers are within one standard error.
Figure 8.8, for the RMAV speakers four to six, we see a similar trend with Speaker
4 showing the most variation of these three speakers. To lip-read Speaker 4 we
actually see a significant improvement by using the map and model of Speaker 6
and less significant improvements by speakers 3, 5 and 11. In Figure 8.9 we see
Speaker 11’s SD map and models majorly improve the classification of Speaker
8. However, whilst these are all signs of possibly making strides towards speaker
independent classification, Speaker 12 in Figure 8.10 shows the most common trend
is there is a lot of overlap between our continuous speech speakers and this natural
variation is attributed to the speaker identity.
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Figure 8.11: Word classification correctness, C±1 σ√
7
, of the DSD tests where HMM
classifiers are constructed with single-speaker dependent phoneme-to-viseme maps
for all four speakers in AVLetters2. Baseline is the SSD maps.
Figure 8.11 shows our AVL2 DSD experiments from Table 8.6. Our results in word
correctness, C, are plotted on the y-axis and we also plot the same benchmark as in
Figure 8.6 (n = p = q). In our DSD tests, the HMM is allowed to be trained on the
relevant speaker, so the other tests are: M2(1, 1), M3(1, 1), M4(1, 1) for Speaker 1,
M1(2, 2), M3(2, 2), M4(2, 2) for Speaker 2, M1(3, 3), M2(3, 3), M4(3, 3) for Speaker 3
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and finally M1(4, 4), M2(4, 4), M3(4, 4) for Speaker 4. Now the word correctness has
improved substantially which implies the previous poor performance in Figure 8.6
was not due to the choice of visemes but rather, the badly trained HMMs.
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Figure 8.12: Word classification correctness, C±1 σ√
10
, of the DSD tests where HMM
classifiers are constructed with single-speaker dependent phoneme-to-viseme maps
for all speakers in RMAV and tested on others. Baseline is SSD maps (red), results
shown for HMMs trained on speakers 1-3.
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Figure 8.13: Word classification correctness, C±1 σ√
10
, of the DSD tests where HMM
classifiers are constructed with single-speaker dependent phoneme-to-viseme maps
for all speakers in RMAV and tested on others. Baseline is SSD maps (red), results
shown for HMMs trained on speakers 4-6.
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Figure 8.14: Word classification correctness, C±1 σ√
10
, of the DSD tests where HMM
classifiers are constructed with single-speaker dependent phoneme-to-viseme maps
for all speakers in RMAV and tested on others. Baseline is SSD maps (red), results
shown for HMMs trained on speakers 7-9.
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Figure 8.15: Word classification correctness, C±1 σ√
10
, of the DSD tests where HMM
classifiers are constructed with single-speaker dependent phoneme-to-viseme maps
for all speakers in RMAV and tested on others. Baseline is SSD maps (red), results
shown for HMMs trained on speakers 10-12.
The equivalent graphs for the 12 RMAV speakers are in Figures 8.12, 8.13, 8.14
and 8.15. Now we can see the effects of the unit selection. Using Speaker 1 for
example, in Figure 8.12 the three maps M3,M7 and M12 all significantly reduce
the correctness for Speaker 1. In contrast, for Speaker 2 there are no significantly
reducing maps but maps 1, 4, 5, 6, 9 and 11 all significantly improve the classification
of Speaker 2. This suggests its not just the speakers identity which is important for
good classification but how it is used. Some individuals may simply be easier to lip
read (for reasons as yet unknown) or there are similarities between certain speakers
which when learned properly on one speaker are able to better classify the rarer
visual distinctions between phonemes on similar other speakers.
In Figure 8.14 we see Speaker 7 is particularly robust to visual unit selection for
the classifier labels. Conversely Speakers 5 (Figure 8.13) and 12 (Figure 8.15) are
really affected by the visemes (or phoneme clusters). Its interesting to note this is
a variability not previously considered, some speakers may be dependent on good
visual classifiers and the mapping back to acoustics utterances, but others not so
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much. Again, the number of visual classifiers really does vary subject to the speaker
identity.
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Figure 8.16: All-speaker mean word classification correctness, C, of the DSD classi-
fiers constructed with single-speaker dependent phoneme-to-viseme maps for twelve
speakers in RMAV and tested on others. Baseline is SSD maps (red) and error bars
show ±1 σ√
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.
Figure 8.16 shows the mean word correctness of the DSD classifiers per speaker
in RMAV. The y-axis shows the % word correctness and the x-axis is a speaker
per point. We have also plotted random guessing and one standard error over
the ten folds. Speaker 11 is the best performing speaker irrespective of the P2V
selected. All speakers have a similar standard error but a low mean within this
bound. This suggests subject to speaker similarity, there is more possibility to
improve classification correctness with another speakers visemes (if they include the
original speakers visual cues) than to use weaker self-clustered visemes.
The performance of each viseme set is ranked by speaker by weighting the effect
of the DSD tests. Each map scores as in Table 8.18. If a map increases on SSD
performance within error bar range this scores +1 or outside error bar range scores
+2. If a map decreases classification on SSD performance, these values are negative.
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Table 8.18: Weighted ranking scores from comparing the use of speaker-dependent
maps for other speaker lip-reading in isolated word speech (AVLetters2 speakers).
M1 M2 M3 M4
Sp01 0 +1 +2 +2
Sp02 −1 0 +2 +1
Sp03 −2 −2 0 −1
Sp04 −1 +1 −1 0
Total −4 0 +3 +2
Therefore these values show M3 is the best of the four AVL2 SSD maps, followed
by M4, M2 and finally M1 is the most susceptible to speaker identity in AVL2.
Note this order matches a decreasing order of quantity of visemes in the speaker-
dependent viseme sets i.e. the more similar to phoneme classes visemes are, then
the better the classification performance. This ties in with Table 8.15, where the
larger P2V maps create less homophones.
In Table 8.3, which lists our AVL2 speaker-dependent P2V maps, the phoneme
pairs {/@/, /eh/}, {/m/, /n/} and {/ey/, /iy/} are present for three speakers and
{/2/, /iy/} and {/l/, /m/} are pairs for two speakers. Of the single-phoneme
visemes, {/tS/} is present three times, {/f/}, {/k/}, {/w/} and {/z/} twice. The
lesson from Figure 8.11, is the selection of incorrect units, whilst detrimental, is not
as devastating as training classification classes on alternative speakers.
The same measure has been listed in Table 8.19 for our 12 RMAV speakers. The
key observation in this table is Speaker 12 on the far right column. The speaker
dependent map of Speaker 12 is one of only two (M12 and M5) which make an overall
improvement on other speakers classification (they have positive values in the total
row at the bottom of Table 8.19), and crucially, M12 only has one speaker (Speaker
10) for whom the visemes in M12 does not make an improvement in classification.
The one other speaker P2V map which improves over other speakers isM5. All others
show a negative effect, this reinforces our assertion visual speech is dependent upon
the individual but we also now have evidence there are exceptions to the rule. In
order the RMAV P2Vs are:
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Table 8.19: Weighted scores from comparing the use of speaker-dependent maps for
other speaker lip-reading in continuous speech (RMAV speakers).
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
Sp01 0 −1 −2 −2 +1 −1 −1 −1 +1 +1 −1 +1
Sp02 +2 0 +1 +1 +2 +2 +1 +1 +2 +2 +1 +2
Sp03 −2 −2 0 −2 +1 −1 −1 −2 −2 −2 −2 +1
Sp04 −2 −1 −1 0 +1 +1 −2 −2 +1 −1 −2 +1
Sp05 −2 −1 +2 −2 0 +1 −1 +2 +1 +2 −1 +2
Sp06 −1 −1 −1 +1 +2 0 +2 −1 −1 +1 +1 +2
Sp07 +1 −1 −1 +1 +1 +1 0 +1 −1 −1 +1 +1
Sp08 −1 −1 +1 −1 −1 −2 −2 0 +1 +2 +1 +1
Sp09 −2 −2 −1 −2 −1 −1 −1 −2 0 −1 −2 +1
Sp10 −2 −2 −1 −1 −1 −2 −2 −2 −2 0 −2 −2
Sp11 −1 +1 −1 +1 +1 −1 +1 −1 −1 +2 0 +2
Sp12 −1 −2 −2 −1 −1 −2 −2 −2 −2 −1 −2 0
Total −9 −11 −6 −7 +3 −5 −8 −9 −3 −4 −8 +12
1. M12
2. M5
3. M9
4. M10
5. M6
6. M3
7. M4
8. M7 and M11
9. M1 and M8
10. M2
Figure 8.17 shows the correctness of both the MS viseme class set and the SI
tests (Tables 8.10 and 8.13) against our SSD baseline for AVL2 speakers. Word
correctness, C is plotted on the y-axis. For the multi-speaker classifiers, these are
all built on the same map Mall, and tested on the same speaker so, p = q. Therefore
the tests are: Mall(1, 1), Mall(2, 2), Mall(3, 3), Mall(4, 4). To test the SI maps, we
plot M!1(1, 1), M!2(2, 2), M!3(3, 3) and M!4(4, 4). Again the same baseline is repeated
where n = p = q for reference.
There is no significant difference on Speaker 2, and while Speaker 3 word clas-
sification is reduced, it is not eradicated. It is interesting for Speaker 3, for whom
their speaker-dependent classification was the best of all speakers, the SI map (M!3)
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Figure 8.17: Word classification correctness, C±1 σ√
7
, of the classifiers using MS and
SI phoneme-to-viseme maps on AVLetters2 speakers. Baseline is SSD maps (red).
out performs the multi-speaker viseme classes (Mall) significantly. This maybe due
to Speaker 3 having a unique visual talking style which reduces similarities with
Speakers 1, 2 & 4. But more likely, we see the /iy/, phoneme is not classified into
a viseme in M3, whereas it is in M1, M2 & M4 and so re-appears in Mall. Phoneme
/iy/ is the most common phoneme in the AVL2 data. This suggests it may be best
to avoid high volume phonemes for speaker-dependent visemes as we are trying to
maximise on the speaker individuality to make better viseme classes.
We have plotted the same MS & SI experiments on RMAV speakers in Fig-
ures 8.18 and 8.19 (six speakers in each figure). In continuous speech, all bar
Speaker 2 are significantly negatively affected by using generalised multi-speaker
visemes, whether the visemes include the test speakers phoneme confusions or not.
This reminds us of the dependency on speaker identity in machine lip-reading but
we do see the scale of this effect depends on which two speakers are being compared.
For our exception speaker (Speaker 2 in Figure 8.18) there is only a insignificant
decrease in correctness when using MS and SI visemes. Therefore it could be pos-
sible with making multi-speaker visemes based upon groupings of visually similar
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Figure 8.18: Mean word correctness, C ± 1 σ√
10
, of the classifiers using MS and SI
phoneme-to-viseme maps on RMAV speakers. Baseline is SSD maps (red) - Speakers
1-6.
speakers, even better visemes could be created. The challenge remains in knowing
which speakers should be grouped together before undertaking P2V map derivation.
8.7 Speaker independence between sets of visemes
For isolated word classification our main conclusion of this chapter is shown by
comparing Figures 8.11 & 8.17 with Figure 8.6. The reduction in performance in
Figure 8.6 is when the system classification models are trained on a speaker who
is not the test speaker. This raised the question if this degradation was due to
the wrong choice of P2V map or speaker identity mismatch between the training
and test data samples. We have concluded that, whilst the wrong unit labels are
not conducive for good lip-reading, is it not the choice of phoneme-to-viseme map
which causes significant degradation to accurate classification, but rather the speaker
identity. This regain of performance is irrespective of whether the map is chosen for
a different speaker, multi-speaker or independently of the speaker.
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Figure 8.19: Mean word correctness, C ± 1 σ√
10
, of the classifiers using MS and SI
phoneme-to-viseme maps on RMAV speakers. Baseline is SSD maps (red) - Speakers
7-12.
This observation is important as it tells us the repertoire of visual units across
speakers does not vary significantly. This is comforting since the prospect of classifi-
cation using a symbol alphabet which varies by speaker is daunting. This is further
reinforced by Tables 8.3, 8.8 & 8.12. There are differences between speakers, but
not significant ones. However, we have seen some exceptions within our continuous
speech speakers whereby the effect of the P2V map selection is more prominent and
where sharing HMMs trained on non-test speakers has not been completely detri-
mental. This gives some hope with similar visual speakers, and with more ‘good’
training data speaker independence, whether by classifier or viseme selection, might
be possible.
To provide an analogy; in acoustic speech we could ask if an accented Norfolk
speaker requires a different set of phonemes to a standard British talker? The
answer is no. They are represented by the same set of phonemes; but due to their
individuality they use these phonemes in a different way.
Comparing our multi-speaker and SI maps, there are 11-12 visemes per set
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whereas in our single-speaker-dependent maps we have a range of 12 to 17. It
is M3 with 17 visemes, which out performs all other P2V maps. So we can conclude,
there is a high risk of over-generalising a speaker-dependent P2V map when at-
tempting multi-speaker or speaker-independent phoneme-to-viseme mappings. This
is something we have seen with our RMAV experiments.
Therefore we must consider it is not just the speaker-dependency which varies but
also the contribution of each viseme within the set which also contributes to the word
classification performance, an idea first shown in [17]. Here we have highlighted some
phonemes which are a good subset of potentially independent visemes {/@/, /eh/},
{/m/, /n/} and {/ey/, /iy/}, and what these results present, is a combination
of certain phoneme groups combined with some speaker-dependent visemes, where
the latter provide a lower contribution to the overall classification would improve
speaker-independent maps with speaker-dependent visual classifiers.
We compare our speaker independent results to the AAM results of Neti et al.
[108] and we see our results are inferior overall. Neti et al. achieved a w.e.r of
64% compared to our accuracy of around 5% (with AVL2) and between 6-10% with
RMAV. We attribute this to the training data volumes in each dataset. The IBM
via voice dataset [99] used in [108] is not publicly available but as it has 290 speakers
and 10,500 word vocabulary, compared to RMAV which has 12 speakers and 1000
words per speaker.
It is often said in machine lip-reading there is high variability between speakers.
This should now be clarified to state there is not a high variability of visual cues
given a language, but there is high variability in trajectory between visual cues of
an individual speakers with the same ground truth. In continuous speech we have
seen how not just speaker identity affects the visemes (phoneme clusters) but also
how the robustness of each speakers classification varies in response to changes in
this. This implies a dependency upon the number of visemes within each set for
individuals so this is what we investigate in the next chapter.
Chapter 9
Finding phonemes
Due to the many-to-one relationship in traditional mappings of phonemes to visemes,
any resulting set of visemes will always be smaller than the set of phonemes. We
know a benefit of this is more training samples per class which compensates for the
limited data in currently available datasets but the disadvantage is generalisation
between different articulated sounds. To find an optimal set of viseme classes,
we need to minimise the generalisation to maintain good classification but also to
maximise the training data available.
In Chapter 7 we have shown how P2V maps can be derived automatically from
phoneme confusions. A by-product of clustering phonemes from classification data
is the option to control how many visemes a set contains within the phoneme clus-
tering algorithm. This allows precision when answering questions about the optimal
number of visemes. We ask how many visemes is the optimum number? And does
this optimum vary by speaker in visual speech?
For this work we use the RMAV dataset [79] and BEEP pronunciation dictio-
nary [26]. Figure 9.1 shows a high level overview of the experiment. It begins
by performing classification using phoneme-labelled classifiers. This provides a set
of speaker-dependent confusion matrices which are used to cluster together single
phonemes (monophones) into subgroups, or as we call them, visemes.
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Figure 9.1: Three-step high-level process for viseme classification where the visemes
are derived from phoneme confusions.
This time around, we adopt a different phoneme clustering process (described
in subsection 9.2). By this process, a new P2V mapping is derived for every time
a pair of classes is re-classified in to a new class grouping. There are a maximum
of 45 phonemes in the phonetic transcript of the RMAV speakers. This means we
can create up to 45 P2V maps per speaker. The actual number of maps produced
is subject to the number of phonemes matched during the phoneme classification
(step 1 of Figure 9.1). This first step produces the phoneme confusion matrices
from which we create new phoneme clusters into visemes. If a phoneme has not
been classified, either incorrectly or correctly, then it is not included in the resulting
confusion matrix from which our visemes are created. Thus, we now have up to
45 sets of viseme labels to use for labelling our HMMs when repeating the word
classification task.
We continue with analysing the word classification rather than visemes as we
do not wish our results to be affected by the variance in training samples for each
set of classifiers. It is not the performance itself which is relevant here, rather it
is any improvement a variance in classes can provide. It is important the reader
remember the presentation of this new method is not a suggestion this particular
clustering algorithm will deliver the optimum visemes, but rather address the need
in this case for a method to enable a controlled comparison of the phoneme to viseme
distributions as the number of classes reduces.
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9.1 Step One: phoneme classification
Step 1 implements 10-fold cross-validation with replacement [42], of 200 sentences
per speaker, 20 are randomly selected as test samples and are not included in the
training folds. Using the HTK toolkit [150] to implement HMM classifiers, the
HMMs are initialised by the flat-start method, and re-estimated 11 times with forced
alignment between seventh and eighth estimates. The prototype HMM is based upon
a Gaussian mixture of five components and three state HMMs. Included is a single-
state tied short-pause, or ‘sp’ HMM for short silences between words in the sentence
utterances. A bigram word network is used to support classification.
9.2 Step Two: phoneme clustering
The phonemes are clustered into new viseme classes for each speaker as follows; step
1 produces ten confusion matrices for each speaker (one from each fold), these are
summed together to form one confusion matrix representing all confusions for that
speaker. Clustering begins with this phoneme confusion matrix:
[Km]ij = N(pˆj|pi) (9.1)
where the ijth element is the count of the number of times phoneme i is classified
as phoneme j. This algorithm works with the column normalised version,
[Pm]ij = Pr{pi|pˆj} (9.2)
the probability that, given a classification of pj that the phoneme really was
pi. The subscript m in Km and Pm indicates Km and Pm have m
2 elements (m
phonemes). Merging of phonemes is done by looking for the two most confused
phonemes and hence create a new class with confusions Km−1, Pm−1.
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Table 9.1: An example phoneme-to-viseme map, this is the phoneme-to-viseme map
for RMAV Speaker 1 with ten visemes.
Viseme Phonemes
/v01/ /ax/
/v02/ /v/
/v03/ /OI/
/v04/ /f/ /Z/ /w/
/v05/ /k/ /b/ /d/ /T/ /p/
/v06/ /l/ /dZ/
/v07/ /g/ /m/ /z/ /y/ /tS/ /D/ /s/ /r/ /t/ /S/
/v08/ /n/ /hh/ /N/
/v09/ /E/ /ae/ /O/ /uw/ /6/ /I@/ /ey/ /ua/ /3/
/v10/ /ay/ /A/ /2/ /AU/ /U/ /@U/ /I/ /iy/ /@/ /eh/
Specifically for each possible merged pair, Pr, Ps score is calculated by:
q = [Pm]rs + [Pm]sr = Pr{Pˆ r|Ps}+ Pr{Pˆ s|Pr} (9.3)
Phonemes are assigned to one of two classes, V&C, vowels and consonants. Vow-
els and consonants can not be mixed. The pair with the highest q is merged. Equal
scores are broken randomly. This process is repeated until m = 2. Each intermediate
step, M = 45, 44, 43...2 forms a possible set of visual units.
This is a more controlled approach than the method used in Chapter 7 and
[16], and incorporates our conclusions vowel and consonant phonemes should not be
clustered together when devising phoneme-to-viseme mappings. An example P2V
mapping is shown in Table 9.1.
9.3 Step Three: viseme classification
Similar to step 1, step 3 involves implementation of 10-fold cross-validation with
replacement [42], of 200 sentences per speaker, 20 are randomly selected as test
samples and these are not included in the training folds. Using the HTK toolkit
[150] to use Hidden Markov Model (HMM) classes, viseme labelled HMMs are flat-
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started, re-estimated 11 times over with forced alignment between seventh and eighth
estimates. The same HMM prototype is used and a bigram word network supports
classification along with the application of a grammar scale factor of 1.0 (shown to
be optimum in [67]) and a transition penalty of 0.5.
The important difference this time around are the viseme classes being used as
classification labels. By using these sets of classes which have been shown in step
1 to be confusing on the lips, we now perform classification for each class set. In
total this is 45 sets, where the smallest set is of two classes (one with all the vowel
phonemes and the other all the consonant phonemes), and the largest set is of 45
classes with one phoneme in each - thus the largest set for each speaker is a repeat
of the phoneme classification task but using only phonemes which were originally
recognised (either correctly or incorrectly) in step 1.
9.4 Searching for an optimum
In Figures 9.2 - 9.13, we show the word correctness, plotted on the y-axis for all
12 speakers. Each of the viseme sets, identified by the number of visemes within
the set, are plotted in increasing order along the x-axis. We have also plotted, in
green, guessing weighted by the visual homophones in the transcripts. This has been
calculated by:
i=N∑
i=1
(
TCi
W
) ∗ ( 1
N
) (9.4)
where TC is the total individual token count for that speaker (for each token), W
is the total words for that speaker, and N is the number of tokens. i is for all each
token where a token is a unique word.
Viseme sets containing fewer visemes produce viseme strings which represent
more than one word: homophones. The effect of homophones can be seen on the
left side of the graphs in Figures 9.2 - 9.13 with viseme sets with fewer than 11
visemes.
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Figure 9.2: Speaker 1: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
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Figure 9.3: Speaker 2: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
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Figure 9.4: Speaker 3: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
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Figure 9.5: Speaker 4: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
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Figure 9.6: Speaker 5: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
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Figure 9.7: Speaker 6: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
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Figure 9.8: Speaker 7: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-45.
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46
0
1
2
3
4
5
6
7
8
9
10
Quantity of visemes in set
W
o
r
d
c
la
s
s
ifi
c
a
t
io
n
C
%
 
 
Correctness
Weighted guessing
Speaker 8:
Figure 9.9: Speaker 8: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-44.
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Figure 9.10: Speaker 9: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-44.
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Figure 9.11: Speaker 10: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-44.
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Figure 9.12: Speaker 11: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-44.
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Figure 9.13: Speaker 12: word classification correctness, C ± 1 σ√
10
for phoneme-to-
viseme map sizes 2-44.
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All correctness scores are significantly above chance albeit still low. There is
variation between speakers, which is expected but there is a very clear overall trend.
Superior performances are to be found with larger numbers of visemes. An important
point is some authors report word accuracy as viseme performance when using a
word unit language network. This is unhelpful as it masks the effect of homophones
by using the network level unit rather than the accuracy of the viseme models
themselves. Had we reported this then the effect of needing larger numbers of
visemes would not be visible.
Also in Figures 9.2 - 9.13, we have highlighted the class sets in red where these
show a significant improvement in classification over the adjacent set of units on its
right side along the x-axis. This is where we can identify the pairs of classes which,
when merged into one class, significantly improve classification. Table 9.2 lists these
special viseme combinations. Referencing back to speaker demographics (such as
gender or age), there is no apparent pattern through these viseme combinations. So
we have further evidence to reinforce the knowledge that all speakers are visually
unique and we are reminded of how difficult finding a set of cross-speaker visemes
is when phonemes require alternative groupings for each individual.
Table 9.2: Viseme class merges which improve word classification in correctness;
Vn = Vi + Vj.
Speaker Set No Vi Vj Set No Vn
Sp01 35 /s/ /r/ /D/ 34 /s/ /r/ /D/
Sp02 22 /d/ /z/ /y/ 21 /d/ /z/ /y/
Sp03 34 /b/ /tS/ /Z/ 33 /b/ /tS/ /Z/
Sp03 31 /Z/ /b/ /tS/ /z/ 30 /Z/ /b/ /tS/ /z/
Sp03 25 /p/ /r/ /N/ 24 /p/ /r/ /N/
Sp05 17 /ae/ /eh/ 16 /ae/ /eh/
Sp06 35 /ae/ /2/ /iy/ 34 /ae/ /2/ /iy/
Sp09 12 /b/ /w/ /v/ /dZ/ /hh/ 11 /b/ /w/ /v/ /dZ/ /hh/
Sp12 36 /2/ /O/ 34 /2/ /O/
The conventional wisdom, that visemes are needed for lip-reading, (in [57] for
example), is countered in our experiments as our phoneme classification is not sig-
nificantly different from viseme classification. It is however an over simplification to
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Figure 9.14: All-speaker mean word classification correctness C ± 1 σ√
10
.
assert better lip-reading can be achieved with phonemes than visemes as this has
not been shown here with any significance. Generally speaking, larger numbers of
visemes out-perform smaller numbers. However, when classification is aggregated in
Figure 9.14, which is the mean word correctness, C, classification over all speakers,
there is, within an error bar, a monotonic trend. In Figure 9.14 we have also plotted
the system error instead of guessing. System error is calculated by using the ground
truth transcript of the test data in place of the classifiers output in HResults, in
doing so we obtain any errors caused by the system rather than the classifiers. For-
tunately, this is zero, demonstrating the robustness of an HMM lip-reading system.
In the literature we have already reviewed a number of proposed phoneme-to-
viseme maps, typically these generate between 10 and 20 visemes (see subsection 7.4
for a summary) - the Lee set has six consonant visemes and five vowel visemes
[82]; Jeffers eight & three [69] respectively and so on. Figures 9.2-9.13 & 9.14
show a definite rapid drop-off in performance for sets which contain fewer than
CHAPTER 9. FINDING PHONEMES 144
ten visemes but the region between 11 and 20 contains the optimum viseme set for
three out of the 12 speakers which is more than chance. This mean, for each speaker
we have shown an optimal number of visual units (shown by the best performing
result in Figures 9.2-9.13) but the optimal number is not related to any of the
conventional viseme definitions, neither is the number of phonemes. Table 9.3 shows
the correctness of each speakers phoneme classification.
Table 9.3: Phoneme correctness C for each speaker, these are plotted on the right
hand side in Figures 9.2 to 9.13 as the largest set of visemes (either 44 or 45, subject
to the speaker).
Speaker 1 2 3 4 5 6
Phoneme C 0.045 0.060 0.058 0.049 0.063 0.063
Speaker 7 8 9 10 11 12
Phoneme C 0.055 0.090 0.063 0.071 0.061 0.064
The implication is that, for a few speakers, it is possible to conclude a small
number of visemes are optimal. However, when considering all speakers, it is much
more likely phonemes provide a better set of classifier labels for classification.
The two factors at play in these graphs are, the underlying accuracy with which
the visual units represent the mouth shape and appearances versus the introduction
of homophones. For large numbers of visemes these are close to phonetic classifica-
tion, (with fewer homophones) but they run the risk of visual units which are not
visually distinctive - several of the HMM models will “match” on a particular sub-
sequence. This latter problem creates a decoding lattice in which there are several
near equal probability paths which, in turn, implies state-of-the-art language models
would improve results still further.
9.5 Hierarchical training for weak-learned visemes
Some recent work presents evidence viseme labels may not be needed because with
enough data, classifiers based upon phoneme labels can outperform viseme classi-
fication [67, 57]. Additionally, we have now seen there are challenges with using
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viseme/phoneme labelled classifiers including; the homophone effect, not enough
training data per class, and the consequential lack of differentiation between classes
when we get too many classes to distinguish between them. These can be seen in Fig-
ure 9.15 where we have replotted word correctness for 12 speakers from Section 9.4
onto one graph.
Figure 9.15 shows our previous results [15], derived using the algorithm described
in [16]. We were able to generate viseme sets of varying size. Here the x-axis runs
from 2 to 45. The y-axis shows the word correctness of HMM classifiers trained on
each viseme in the viseme set. There are 12 lines for the 12 RMAV speakers.
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Figure 9.15: Viseme correctness as the quantity of visemes decreases in a set of
classifiers for 12 RMAV speakers. Results from [15].
Figure 9.15 also shows for each of our 12 speakers the significantly improving
viseme sets listed in Table 9.2. So we know there are sometimes units between
traditional visemes and phonemes which are better for classification of the visual
speech signal. Our evidence is pointing towards a larger number of visual units than
was previously thought sensible. In the extreme example, if we assume one visual
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unit per phoneme then there is the problem that identical lip gestures may appear
in two separate visemes.
To examine this, we propose the concept of adopting weak learning for hierarchi-
cal classifier training. Our intention is to test if this method can improve phoneme
classification without the need for more training data as this approach shares train-
ing data across models. This premise avoids the negative effects of introducing more
homophones but will assist the identification of the more subtle but important differ-
ences in visual gestures representing alternative phonemes. Crucially, this method
means we are increasing our valid training data without needing to create or record
it. We remember from Chapter 7 using the wrong clusters of phonemes is worse
than using none.
Weak learning [127] is an alternative approach to training classification mod-
els in lip-reading. Weak learning is traditionally applied in ensembles of classi-
fiers where the sum of the classifiers produces a stronger classifier than that of the
independently-weak-trained classifiers [41]. By acknowledging the poor performance
of our viseme labelled classifiers we can assume that they are weakly trained. That
is, that whilst they outperform guessing, they are not strongly trained classifiers
(confirmed by our dependence on the language model to improve results). Thus, we
if we can adopt a method which boosts these weakly trained viseme classifiers into
strongly trained phoneme classifiers we hope to achieve significantly higher classifi-
cation rates. This also encourages use of more training data for the weak-learning
phase [43], and specialised training of specific phoneme samples for the phoneme
classifier training phase.
Therefore our last investigation in this thesis is an attempt to modify the lip-
reading process in which we apply weak learning during classifier training, to test if
the visual signal can be better translated from visemes to phonemes to better train
classifiers with the same volume of visual data, whilst improving the classification.
In doing so, our method addresses the challenges identified in this chapter thus far.
An additional benefit of the the revised classification process is because weak
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learning in the model training phase is before phoneme classification, we no longer
need to consider post-classification-processing such as weighted finite state transduc-
ers [66] to reverse the phoneme-to-viseme mapping in order to get the real phoneme
recognised.
In Figure 9.15 the performance of classifiers with small numbers of visemes (< 10)
is poor due to the large number of homophones. Large numbers of visemes (> 35)
do not appear to noticeably improve the correctness: many phonetic variations look
similar on the lips. The set numbers printed in black are the significantly improving
viseme sets identified by the number of visemes in the set. Therefore we focus on
viseme sets in the range 11 to 35 with the same speakers for our experiments using
weak learning.
9.6 Classifier training adaptation
The basis of the new training approach is to hierarchically train HMM classifiers.
Figure 9.16 shows a stylised illustration in which we have five phonemes (in reality
there are 45) and two visemes (in reality there will be between 11 and 35). Each
phoneme has been assigned to a viseme as in [15] but here we are going to learn
intermediate HMMs which are identical to those in [15]. These are the viseme
HMMs. We now create models for the phonemes. In this example /p1/, /p2/ and
/p4/ are associated with /v1/, so are initialised as replicas of HMM /v1/. Likewise
/p3/ and /p5/ are initialised as replicas of /v2/. We now retrain the phoneme
models using the same training data.
In full; we initialise viseme HMMs with HCompV, the HTK tool HCompV used for
initialising HMMs defines all models equal [152]. Our prototype HMM is based upon
a Gaussian mixture of five components and three states. These are trained 11 times
over, including both short pause model state tying (between re-estimates 3 & 4),
and forced alignment between re-estimates 7 & 8 (this is steps 1 & 2 in Figure 9.16).
But before classification, these viseme HMM definitions are used as initialised def-
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Figure 9.16: Hierarchical training strategy for weak learning of visemes HHMs into
phoneme labelled HMM classifiers.
initions for phoneme labelled HMMs (Figure 9.16 step 3). The respective viseme
HMM definition is used for all the phonemes in its relative phoneme-to-viseme map.
These phoneme HMMs are retrained and used for classification. As part of the
classification, we use a bigram network, apply a grammar scale factor of 1.0 and
apply a transition penalty of 0.5 (based on [67]). This is implemented using 10-fold
cross-validation with replacement [42].
The advantage of this approach is the phoneme classifiers have seen mostly posi-
tive cases therefore have good mode matching, the disadvantage is they are limited
in their exposure to negative cases, less than the visemes.
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9.6.1 Language network units
As we are investigating the correct unit selection for our classifiers, we must not
forget about the unit selection for the language network which is used to decode
classification transcripts. This means we need to review any effect of the language
network unit choice before our final experiment. Using the common process pre-
viously described for lip-reading, we perform classification using speaker-dependent
visemes [16], phonemes and word HMMs with the optional unit networks as listed
in Table 9.4. This means we can answer the question ‘is there any dependency be-
tween the unit choice for the classifier labels and the unit of supporting language
network?’.
Table 9.4: Unit selection pairs for HMMs and language network combinations.
Classifier units Network units C
Viseme Viseme 0.0231
Viseme Phoneme 0.1914
Viseme Word 0.0851
Phoneme Phoneme 0.1980
Phoneme Word 0.1980
Word Word 0.1874
9.6.2 Linguistic content
The linguistic content of any dataset has an impact on a computer lip-reading clas-
sification performance. Stylised texts have more structure and restrictions on how a
speech or utterance can be organised therefore classification becomes a simpler task.
In our case, with the RMAV dataset we have the challenge of lip-reading continuous
speech, this is much more difficult as the complexity of the task grows with the size
of the variability in what is being said, in what order and how.
As part of the classification task, we ask where does the error rate come from?
Which phonemes/visemes are currently recognisable? By this we mean, are there
some phonemes which help the classification task more than others, can a classifier
place more weight on these phonemes to improve their classification performance?
CHAPTER 9. FINDING PHONEMES 150
Within HTK classification, grammar networks built on probability statistics of the
training data have a priori knowledge of linguistic content at a word or phoneme
level to improve lip-reading classification. But when considering natural continu-
ous speech, this makes a word or phoneme/viseme network exceptionally large in
order to permit any order combination of utterances. Likewise, a higher-order N-
gram language model may improve classification rates but the cost of this model is
disproportionate to our intention to develop better classifiers.
Dictionaries help to define the vocabulary to be recognised but in natural speech
what happens when a word is uttered which is not previously known? A new slang
term for example. A new entry is required to be made up of phonemes which already
exist.
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Figure 9.17: Effects of support network unit choice with varying HMM classifier units
(along the x-axis) measured in all speaker mean correctness, C. Units supported
by a viseme network are shown in blue, phoneme networks are in green and word
networks in red. All {HMM,network} pairings are shown in Table 9.4.
The effects of the network units are shown in Figure 9.17 which plots the HMM
units on the x-axis against the classification in Correctness C (defined in [152]).
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Table 9.5: All-speaker error counts for different combinations of units for HMM
classifiers with bigram support networks. HMM units run vertically and network
units run horizontally through the table.
Viseme Phoneme Word
Viseme 0.0005 0.0043 0.0063
Phoneme - 0.0036 0.0036
Word - - 0.0
Error bars show one standard error. Using a viseme network shows the worst classi-
fication. This can be attributed to the volume of homophones introduced by trans-
lating from words to phonemes to visemes. We no longer consider this option. More
interesting are the word and phoneme networks. The phoneme network greatly im-
proves classification for viseme HMMs, more so than a word network. When we use
phoneme HMMs, there is no difference at all between an phoneme or word network
and the standard error is identical. Thus we use both phoneme and word networks
in our final method.
9.7 Effects of weak learning in viseme classifier
training
In analysing our results, it must be remembered whilst our HMM training is hi-
erarchical, our testing is not. Figure 9.18 shows the mean Correctness, C, for all
speakers ±1 σ√
10
over 10 folds. There are four lines plotted subject to the pairings of
our HMM unit labels and the language network unit.
The x-axis of Figure 9.18 is the size of the viseme sets from Figure 9.15 from 11
to 36. We remind the reader this is the range of optimal number of visemes where
phoneme label classifiers do not improve classification. The baseline of viseme clas-
sification with a word network from [15] is shown in blue and is not significantly
different from conventionally learned phoneme classifiers. Based on our unit selec-
tion for language network study in section 9.6.1, it is not a surprise to see just by
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Figure 9.18: HTK Correctness C for viseme classifiers with either phoneme or word
language models and weak learned phoneme classifiers with either phoneme or word
language models averaged over all 12 speakers.
using a phoneme network instead of a word network to support viseme classification
we significantly improve our mean correctness score for all viseme set sizes for all
speakers (shown in pink). Guessing is repeated as per our first previous experiments
in this chapter.
Table 9.6: Minimum and maximum all speaker mean correctness, C, showing the
effect of weak learning on phoneme labelled HMM classification.
Min Max Range
Visemes + word net 0.0274 0.0601 0.0327
Phonemes + word net 0.0905 0.0995 0.0090
Effect of WLT 0.0631 0.0394 –
Visemes + phoneme net 0.2036 0.2214 0.0179
Phonemes + phoneme net 0.2253 0.2367 0.0114
Effect of WLT 0.0217 0.0153 –
More interesting to see is our new weakly-trained phoneme HMMs are signifi-
cantly better than the viseme HMMs. In the original work of [15] phoneme HMMs
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gave an all-speaker mean C = 0.059 . Here, regardless of the size of the original
viseme set, C is almost double. Weakly learnt phoneme classifiers with a word
network gain 0.0313 to 0.0403 in mean C, and when these phoneme classifiers are
supported with a phoneme network we see a correctness gain range from 0.1661 to
0.1775. These gains are supported by the all speaker mean minimum and maximums
listed in Table 9.6. These gain scores are from over all the potential viseme-to-
phoneme mappings and show there is little difference in which phoneme-to-viseme
map is best for knowing which set of visemes to initialise our phoneme classifiers.
All results, including the baseline, are significantly better than guessing (shown in
green).
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Figure 9.19: Speaker 1 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.20: Speaker 2 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.21: Speaker 3 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.22: Speaker 4 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.23: Speaker 5 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.24: Speaker 6 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.25: Speaker 7 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.26: Speaker 8 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.27: Speaker 9 correctness of viseme sets with a word language model (blue)
and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.28: Speaker 10 correctness of viseme sets with a word language model
(blue) and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.29: Speaker 11 correctness of viseme sets with a word language model
(blue) and the weak learned phoneme classifiers with a phoneme or word network.
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Figure 9.30: Speaker 12 correctness of viseme sets with a word language model
(blue) and the weak learned phoneme classifiers with a phoneme or word network.
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In Figures 9.19 - 9.30, we have plotted for our 12 speakers non-aggregated results
showing C ± 1s.e. Whilst not monotonic, these graphs are much smoother than
the speaker-dependent graphs shown in [15]. The significant differences between
viseme set sizes shown in Figure 9.15 have now disappeared because the learning
of differences between visemes, has been incorporated into the training of phoneme
classifiers, which in turn are now better trained (plotted in red and orange which
improve on blue and pink respectively).
Our speaker-dependent results with hierarchical learning are intriguing as in [76],
with RMAV and published at the start of this thesis, showed an average viseme ac-
curacy of ∼46%. Here, we have presented a word accuracy (which we have previously
shown to be weaker than viseme accuracy but more useful) of ∼10%. We can not
present viseme accuracy as our hierarchical training method has transformed the
viseme classifiers into phoneme labelled classifiers, but reporting phoneme accuracy
provides us with ∼25% classification. This is beneficial as phoneme transcripts are
both more comprehensible due to less homophones, and reduces our dependency on
the language model for comprehension.
An intriguing observation is comparing the use of a phoneme network for visemes
and for weakly taught phonemes. For some speakers, the weakly learned phonemes
are not always as important as having the right network unit. This is seen in
Figures 9.19, 9.21, 9.22, 9.26, and 9.30 for Speaker’s 1, 3, 4, 8 and 12. By rewatching
the original videos to estimate the age of our speakers, we categorise them as either
an ‘older’ or ’younger’ speaker. The speakers with less significant difference in the
effect of weak learning are younger. This implies to lip-read a younger person we
need more support from the language model, than for an older speaker. Our own
informal observation is young people have more co-articulation than older people,
but this is something for further investigation.
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9.8 Decoding visemes
This chapter has described a viseme derivation method which allows us to construct
any number of visual units. The reader is reminded this is not a proposal of a new
method for the best visemes, the priority objective in this case was a method for
enabling comparison of viseme sets in a controlled manner.
The presence of an optimum number of visemes within a set of classes is the result
of two competing effects. In the first, as the number of visemes shrinks the number
of homophones rises and it becomes more difficult to recognise words (correctness
drops). In the second, as the number of visemes rises sufficient training data is no
longer available in order to learn the subtle differences in lip-shapes (if they exist),
so again, correctness drops. Thus, in theory the optimum number of visual units
lies beween 1 and 45. In practice we see this optimum is between the number of
phonemes and twelve (the size of one of the smaller viseme sets).
The choice of visual units in lip-reading has caused some debate. Some researchers
use visemes as adduced by, for example Fisher [48] (in which visemes are a theoretical
construct representing phonemes should look identical on the lips [57]). Others have
noted lip-reading using phonemes can give superior performance to visemes [67].
Here, we supply further evidence to the more nuanced hypothesis there are in-
termediary units, which for convenience we call visemes, that can provide superior
performances provided they are derived by an analysis of the data.
Furthermore, we have presented a novel learning algorithm which shows improved
performance for these new data-driven visemes when used in hierarchical classifier
training. The essence of our method is to re-train the viseme models in a fashion
similar to weak learning in order they become better phoneme-labelled classifiers.
This produces significantly better classification and is our second augmentation to
the lip-reading system. This is shown in Figure 9.31, the extra steps are the dash-
edged boxes on the right hand side.
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Figure 9.31: Second augmentation to the conventional lip-reading system to include
hierarchical training of phoneme-labelled classifiers with visemes.
Chapter 10
Summary of research outputs
In this final chapter we summarise all we have learned throughout this thesis about
decoding visemes.
10.1 Conclusions of research
Our original research question was how can we further understand visemes in order
to augment or replace the current HMM classifiers in conventional automatic lip-
reading systems? We have learnt through our experiments that:
There is a lower limit to the resolution at which a machine can lip-read, which
is at least two pixels per lip. As long as videos of speakers have at least this then
we can achieve some lip-reading. This is important because a high resolution video
where a person’s face is so far away the pixels per lip are less than two would be
worse than a close up low resolution video [14].
There is also a limitation on how useful all speaker-independent (or multi-speaker)
visemes within a set are towards the overall recognition. A badly trained viseme is
worse than no viseme to represent certain phonemes [17]. When training visemes it is
not enough to say we need more data, having bad training data is more detrimental
to classification than having less.
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In our comparison of many of the phoneme to viseme maps in literature we have
seen there is little difference between each of them but Lee’s marginally outperforms
all others [16]. The majority of previous presented P2V maps have been designed
from the observations of human lip-readers which are biased towards the individual
perception of the human participating. The higher performing maps are more recent
presentations and are data driven and/or machine trained.
When clustering phonemes into visemes we can say with confidence that vowel
and consonant phonemes should be isolated. This was shown by our two methods for
devising speaker-dependent visemes whereby one permitted mixing of all phonemes,
and the second method restricted this clustering. The second method significantly
outperformed the former. Speaker individuality is important in visual speech and
should be recognised when devising viseme sets due to the variability with which
different people use visual gestures whilst talking [16].
Viseme sets which are too small, (less than 11), are negatively affected by homo-
phone confusions. The sets which are too large are not able to be trained sufficiently
to achieve good classification. This means with the wrong speaker and training vol-
ume combination the size of the viseme set is fragile. We have shown a range of
optimum sizes from 11 to 35 [12], and demonstrated how this varies by speaker and
is higher than the phoneme-to-viseme maps previously presented in literature. We
show for speaker dependent recognition there is a range of choices when selecting a
set of visual units containing fewer members than the phoneme set, yet these sets
outperform phoneme labelled classifiers. It is considered however, for speaker inde-
pendent recognition, it is still most likely that phonemes are the desirable choice for
classifier units as these are consistent across speakers.
Thus, in speaker-dependent recognition, the right visemes can not just out-
perform phoneme-labelled classifiers, but also when used to help train phoneme
classifiers, they classify visual speech significantly better [13].
To support good classifiers we have seen the effect of different unit labels in the
supporting language network. Best results are achieved when the unit labels are
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the same for both classifiers and the network, but classification is not significantly
affected if not. Therefore, for the purposes of decoding phonemes back to the words
spoken, the preferred network unit is words [13].
In conclusion, and to answer our research question, we have improved machine
lip-reading by adopting the current HMM classification system to use speaker-
specific phoneme confusions within our new clustering algorithm to produce speaker-
dependent viseme sets which, in turn, make good prototype HMM classifiers to train
phoneme labelled classifiers. These, together with a word labelled language network,
mean we can decode visemes to improve machine lip-reading classification.
10.2 Future work
Machine lip-reading is a large and complicated problem. There are many sub-
problems which need to be solved within this challenge to achieve high, consistent
classification. Remaining problems can be grouped into three classes using the Van
Trees categories of detection, classification and estimation [141]:
• Some detection problems remaining are: automatically finding a face in an
image and re-identifying same speakers between cameras, when is a person
speaking/not speaking? Is the face occluded?
• Classification problems which remain include: Classification rates still need
further improvement to be considered robust and speaker independence be-
tween the classifier training and test data is yet to produce good results.
• Finally estimation problems such as: how fast is a person speaking? What
shapes do the lips form? And what is the the velocity of the lip movement?
still need to be addressed.
Speech recognition is a maturing field of research, but if we refer to our intro-
duction (Section 1) we remember our motivation to improve machine lip-reading
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classification is for two major reasons. Firstly the use of such a system would be
applicable in a range of areas from entertainment (e.g. sports events) to crimi-
nal detection (e.g. CCTV recordings). Secondly, and this is the main expectation
of a lip-reading system, is the integration of such a system into AVSR. A robust
lip-reading system could both improve the robustness and accuracy of an AVSR
system by better use of the visual channel alone (channel independence) and as a
fallback during times when the audio signal drops or is deteriorated by noise. This
goal raises a number of significant questions which extend beyond the demands of
achieving visual-only speech recognition. Audio-visual signal fusion, environmental
noise, camera/microphone movement are three examples of further challenges in
AVSR [155].
It is a difficult problem to classify acoustic utterances from a signal of sparse
visual cues, so whilst acoustic recognition is achieving ubiquity with commercial
applications (in 2015 Google’s Translate app added speech recognition as a novel
feature to assist travellers to communicate abroad), machine lip-reading is yet to
achieve the same level of robustness. Independence to speaker identity, camera
view, occlusions and language all still need to be robustly accomplished before we
see such technology as a reality.
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Appendix A
Edgar Allen Poe’s, The Raven
Once upon a midnight dreary, while I pondered, weak and weary,
Over many a quaint and curious volume of forgotten lore-
While I nodded, nearly napping, suddenly there came a tapping,
As of some one gently rapping, rapping at my chamber door.
’Tis some visitor, I muttered, tapping at my chamber door-
Only this and nothing more.
Ah, distinctly I remember it was in the bleak December;
And each separate dying ember wrought its ghost upon the floor.
Eagerly I wished the morrow;-vainly I had sought to borrow
From my books surcease of sorrow-sorrow for the lost Lenore-
For the rare and radiant maiden whom the angels name Lenore-
Nameless here for evermore.
And the silken, sad, uncertain rustling of each purple curtain
Thrilled me-filled me with fantastic terrors never felt before;
So that now, to still the beating of my heart, I stood repeating
’Tis some visitor entreating entrance at my chamber door-
Some late visitor entreating entrance at my chamber door;-
This it is and nothing more.
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Presently my soul grew stronger; hesitating then no longer,
Sir, said I, or Madam, truly your forgiveness I implore;
But the fact is I was napping, and so gently you came rapping,
And so faintly you came tapping, tapping at my chamber door,
That I scarce was sure I heard you-here I opened wide the door;-
Darkness there and nothing more.
Deep into that darkness peering, long I stood there wondering, fearing,
Doubting, dreaming dreams no mortal ever dared to dream before;
But the silence was unbroken, and the stillness gave no token,
And the only word there spoken was the whispered word, Lenore?
This I whispered, and an echo murmured back the word, Lenore!-
Merely this and nothing more.
Back into the chamber turning, all my soul within me burning,
Soon again I heard a tapping somewhat louder than before.
Surely, said I, surely that is something at my window lattice;
Let me see, then, what thereat is, and this mystery explore-
Let my heart be still a moment and this mystery explore;-
’Tis the wind and nothing more!
Open here I flung the shutter, when, with many a flirt and flutter,
In there stepped a stately Raven of the saintly days of yore;
Not the least obeisance made he; not a minute stopped or stayed he;
But, with mien of lord or lady, perched above my chamber door-
Perched upon a bust of Pallas just above my chamber door-
Perched, and sat, and nothing more.
Then this ebony bird beguiling my sad fancy into smiling,
By the grave and stern decorum of the countenance it wore,
Though thy crest be shorn and shaven, thou, I said, art sure no craven,
Ghastly grim and ancient Raven wandering from the Nightly shore-
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Tell me what thy lordly name is on the Night’s Plutonian shore!
Quoth the Raven Nevermore.
Much I marvelled this ungainly fowl to hear discourse so plainly,
Though its answer little meaning-little relevancy bore;
For we cannot help agreeing that no living human being
Ever yet was blessed with seeing bird above his chamber door-
Bird or beast upon the sculptured bust above his chamber door,
With such name as Nevermore.
But the Raven, sitting lonely on the placid bust, spoke only
That one word, as if his soul in that one word he did outpour.
Nothing farther then he uttered-not a feather then he fluttered-
Till I scarcely more than muttered Other friends have flown before-
On the morrow he will leave me, as my Hopes have flown before.
Then the bird said Nevermore.
Startled at the stillness broken by reply so aptly spoken,
Doubtless, said I, what it utters is its only stock and store
Caught from some unhappy master whom unmerciful Disaster
Followed fast and followed faster till his songs one burden bore-
Till the dirges of his Hope that melancholy burden bore
Of Never-nevermore’.
But the Raven still beguiling all my fancy into smiling,
Straight I wheeled a cushioned seat in front of bird, and bust and door;
Then, upon the velvet sinking, I betook myself to linking
Fancy unto fancy, thinking what this ominous bird of yore-
What this grim, ungainly, ghastly, gaunt, and ominous bird of yore
Meant in croaking Nevermore.
This I sat engaged in guessing, but no syllable expressing
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To the fowl whose fiery eyes now burned into my bosom’s core;
This and more I sat divining, with my head at ease reclining
On the cushion’s velvet lining that the lamp-light gloated o’er,
But whose velvet-violet lining with the lamp-light gloating o’er,
She shall press, ah, nevermore!
Then, methought, the air grew denser, perfumed from an unseen censer
Swung by Seraphim whose foot-falls tinkled on the tufted floor.
Wretch, I cried, thy God hath lent thee-by these angels he hath sent thee
Respite-respite and nepenthe from thy memories of Lenore;
Quaff, oh quaff this kind nepenthe and forget this lost Lenore!
Quoth the Raven Nevermore.
Prophet! said I, thing of evil!-prophet still, if bird or devil!-
Whether Tempter sent, or whether tempest tossed thee here ashore,
Desolate yet all undaunted, on this desert land enchanted-
On this home by Horror haunted-tell me truly, I implore-
Is there-is there balm in Gilead?-tell me-tell me, I implore!
Quoth the Raven Nevermore.
Prophet! said I, thing of evil!-prophet still, if bird or devil!
By that Heaven that bends above us-by that God we both adore-
Tell this soul with sorrow laden if, within the distant Aidenn,
It shall clasp a sainted maiden whom the angels name Lenore-
Clasp a rare and radiant maiden whom the angels name Lenore.
Quoth the Raven Nevermore.
Be that word our sign of parting, bird or fiend! I shrieked, upstarting
Get thee back into the tempest and the Night’s Plutonian shore!
Leave no black plume as a token of that lie thy soul hath spoken!
Leave my loneliness unbroken!-quit the bust above my door!
Take thy beak from out my heart, and take thy form from off my door!
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Quoth the Raven Nevermore.
And the Raven, never flitting, still is sitting, still is sitting
On the pallid bust of Pallas just above my chamber door;
And his eyes have all the seeming of a demon’s that is dreaming,
And the lamp-light o’er him streaming throws his shadow on the floor;
And my soul from out that shadow that lies floating on the floor
Shall be lifted -nevermore!
Appendix B
Phonetic notation
Table B.1: For translating vowel phonemes from phonetic symbols to their respective
alphabet character representations
Phonetic Symbol Character Symbol Latexipa Example
/ai/ /ay/ /ai/ bouy
/2/ /ah/ textturnv hut
/æ/ /ae/ ae pan
/@/ /ax/ textschwa albeit
/AU/ /aw/ textscripta textupsilon cloud
/O/ /ao/ textopeno sour
/A/ /aa/ textscripta card
/ei/ /ey/ /ei/ stay
/e/ /eh/ /e/ dwell
/3/ /er/ textrevepsilon curt
/E/ /ea/ {E} chair
/i/ /iy/ /i/ creed
/I/ /ih/ textsci kid
/I@/ /ia/ textsci textschwa lear
/I/ /ix/ textsci ill
/OI/ /oy/ textopeno textsci coy
/@U/ /ow/ textschwa textupsilon code
/U@/ /oo/ textupsilon textschwa prude
/O/ /oa/ textopeno goat
/O@/ /ou/ textopeno textschwa pour
/6/ /oh/ textturnscripta tot
/u/ /uw/ /u/ cue
/U/ /uh/ textupsilon food
/O@/ /ua/ textopeno textschwa core
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Table B.2: For translating consonant phonemes from phonetic symbols to their
respective alphabet character representations
Phonetic Symbol Character Symbol Latex textipa Example
/T/ /th/ {T} thin
/D/ /dh/ {D} there
/S/ /sh/ {S} sheer
/Z/ /zh/ {Z} visual
/dZ/ /jh/ d{Z} judge
/tS/ /ch/ t{S} chrunch
/H/ /H/ (or /hh/) {H} hunt
/N/ /ng/ {N} king
/W/ /W/ {W} whisky
/b/ /b/ /b/ bar
/d/ /d/ /d/ dart
/f/ /f/ /f/ fete
/g/ /g/ /g/ great
/h/ /hh/ /h/ hunt
/k/ /k/ /k/ cane
/l/ /l/ /l/ lake
/m/ /m/ /m/ mother
/n/ /n/ /n/ none
/p/ /p/ /p/ pot
/r/ /r/ /r/ grate
/s/ /s/ /s/ silk
/t/ /t/ /t/ tack
/v/ /v/ /v/ verge
/w/ /w/ /w/ weed
/y/ /y/ /y/ yaught
/z/ /z/ /z/ zulu
Appendix C
Example confusion matrices
/v01/ /v02/ /v03/ /v04/ /v05/ /v06/ /v07/ /v08/ /v09/ /v10/ /sil/ /gar/
/v01/ 0 0 0 0 0 0 0 0 0 0 0 0
/v02/ 0 2 0 0 0 0 0 0 0 0 0 0
/v03/ 0 0 1 0 1 0 0 0 0 0 0 0
/v04/ 0 0 0 3 0 0 0 0 0 0 0 0
/v05/ 0 1 1 0 4 0 0 0 0 1 0 0
/v06/ 0 0 0 0 0 9 0 0 0 0 0 0
/v07/ 0 0 0 0 0 0 7 0 0 0 0 1
/v08/ 0 0 0 0 0 0 1 3 0 0 0 0
/v09/ 0 0 0 0 0 0 0 0 1 0 0 0
/v10/ 0 0 0 0 0 0 0 0 0 3 0 0
/sil/ 0 0 0 0 0 0 0 0 0 0 52 0
/gar/ 0 0 0 0 0 0 1 0 0 0 0 4
Figure C.1: An example viseme confusion matrix from AVL2 Speaker 3, fold 2
classification output with Fishers viseme set)
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/aa/ /ah/ /ax/ /ay/ /b/ /ey/ /eh/ /f/ /iy/ /jh/ /l/ /m/ /ow/ /s/ /sil/ /t/ /v/ /w/
/aa/ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/ah/ 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/ax/ 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/ay/ 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0
/b/ 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
/ch/ 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
/d/ 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
/eh/ 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0
/ey/ 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
/f/ 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
/iy/ 0 0 0 0 0 0 1 0 7 0 0 0 0 1 0 0 0 0
/jh/ 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
/k/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/l/ 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
/m/ 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
/n/ 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
/ow/ 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/p/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/s/ 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0
/sil/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 52 0 0 0
/t/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
/uw/ 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
/v/ 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/w/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/y/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/z/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Figure C.2: An example phoneme confusion matrix from AVL2 Speaker 2, fold 2
phoneme classification output)
Appendix D
RMAV P2V maps
Table D.1: A speaker-dependent phoneme-to-viseme mapping derived from phoneme
recognition confusions for RMAV speakers 1 and 2
Speaker 1 M1 Speaker 2 M2
Viseme Phonemes Viseme Phonemes
/v01/ /ae/ /ax/ /eh/ /3/ /ey/ /I/ /v01/ /@U/
/iy/
/v02/ /O/ /6/ /@U/ /v02/ /ax/ /ay/ /eh/ /3/ /I/ /iy/
/oh/
/v03/ /I@/ /O@/ /v03/ /2/ /E/ /ey/
/v04/ /U/ /v04/ /AU/ /O@/
/v05/ /2/ /E/ /v05/ /I@/
/v06/ /A/ /ay/ /v06/ /A/ /ae/ /O/
/v07/ /ua/ /v07/ /U/
/v08/ /OI/ /v08/ /ua/
/v09/ /@/ /v09/ /OI/
/v10/ /AU/ /v10/ /b/ /l/ /m/ /n/ /p/ /r/
/s/ /S/ /t/ /v/ /w/ /z/
/v11/ /d/ /D/ /f/ /dZ/ /k/ /l/ /v11/ /d/ /D/ /f/ /g/ /dZ/ /k/
/m/ /n/ /p/ /s/ /ng/
/v12/ /N/ /t/ /T/ /v/ /z/ /v12/ /hh/ /y/
/v13/ /S/ /v13/ /tS/ /T/
/v14/ /r/ /w/ /y/ /v14/ /Z/
/v15/ /b/ /g/ /hh/ /sil/ /sil/
/v16/ /tS/ /sp/ /sp/
/sil/ /sil/ /gar/ /@/ /c/
/sp/ /sp/
/gar/ /Z/ /c/
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Table D.2: A speaker-dependent phoneme-to-viseme mapping derived from phoneme
recognition confusions for RMAV speakers 3 and 4
Speaker 3 M3 Speaker 4 M4
Viseme Phonemes Viseme Phonemes
/v01/ /O/ /ax/ /eh/ /3/ /ey/ /I/ /v01/ /@U/
/iy/ /oh/ /ow/
/v02/ /U/ /v02/ /ae/ /O/ /ax/ /eh/ /3/ /ey/
/ih/ /iy/ /oh/
/v03/ /ay/ /E/ /O@/ /v03/ /ay/ /I@/ /O@/
/v04/ /I@/ /v04/ /2/ /AU/
/v05/ /ae/ /2/ /v05/ /A/ /E/
/v06/ /I@/ /v06/ /U/
/v07/ /A/ /v07/ /ua/
/v08/ /ua/ /v08/ /k/ /l/ /m/ /n/ /p/ /r/
/s/ /t/ /v/ /z/
/v09/ /@/ /v09/ /d/ /N/
/v10/ /AU/ /v10/ /D/ /f/ /g/ /w/
/v11/ /k/ /l/ /m/ /n/ /N/ /p/ /v11/ /dZ/ /S/
/v12/ /f/ /r/ /s/ /S/ /t/ /T/ /v12/ /hh/
/w/ /y/ /z/
/v13/ /tS/ /d/ /D/ /g/ /v13/ /tS/ /y/
/v14/ /hh/ /dZ/ /v/ /v14/ /b/ /T/
/v15/ /Z/ /v15/ /Z/
/v16/ /b/ /sil/ /sil/
/sil/ /sil/ /sp/ /sp/
/sp/ /sp/ /gar/ /OI/ /@/ /c/
/gar/ /OI/ /c/
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Table D.3: A speaker-dependent phoneme-to-viseme mapping derived from phoneme
recognition confusions for RMAV speakers 5 and 6
Speaker 5 M5 Speaker 6 M6
Viseme Phonemes Viseme Phonemes
/v01/ /@U/ /v01/ /A/ /ae/ /O/ /ax/ /ay/ /ey/
/ih/ /uw/
/v02/ /O/ /ax/ /ay/ /eh/ /3/ /ey/ /v02/ /iy/ /6/ /@U/
/ih/ /iy/
/v03/ /ae/ /O@/ /v03/ /3/
/v04/ /U/ /v04/ /eh/
/v05/ /AU/ /ua/ /v05/ /E/
/v06/ /2/ /6/ /v06/ /AU/
/v07/ /E/ /v07/ /2/
/v08/ /A/ /I@/ /v08/ /U/
/v09/ /@/ /v09/ /I@/
/v10/ /w/ /v10/ /@/
/v11/ /y/ /v11/ /D/ /f/ /hh/ /l/ /m/ /N/
/p/ /r/ /s/ /t/
/v12/ /t/ /T/ /z/ /v12/ /S/ /v/ /y/
/v13/ /l/ /m/ /n/ /p/ /r/ /s/ /v13/ /g/ /dZ/ /k/ /z/
/S/ /v/
/v14/ /b/ /dZ/ /v14/ /b/ /d/ /w/
/v15/ /g/ /hh/ /v15/ /tS/ /n/
/v16/ /D/ /f/ /N/ /v16/ /T/ /Z/
/v17/ /tS/ /d/ /k/ /sil/ /sil/
/v18/ /Z/ /sp/ /sp/
/sil/ /sil/ /gar/ /OI/ /c/ /ua/
/sp/ /sp/
/gar/ /OI/ /c/
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Table D.4: A speaker-dependent phoneme-to-viseme mapping derived from phoneme
recognition confusions for RMAV speakers 7 and 8
Speaker 7 M7 Speaker 8 M8
Viseme Phonemes Viseme Phonemes
/v01/ /E/ /eh/ /3/ /v01/ /ae/ /2/ /ay/ /eh/ /I/ /iy/
/ow/ /uh/
/v02/ /ae/ /O/ /ax/ /ay/ /ey/ /I/ /v02/ /O/ /ax/ /E/ /I@/
/iy/ /oh/
/v03/ /A/ /@U/ /O@/ /v03/ /A/ /AU/ /ey/
/v04/ /U/ /v04/ /ua/ /O@/
/v05/ /ua/ /v05/ /3/ /6/
/v06/ /I@/ /v06/ /@/
/v07/ /AU/ /v07/ /OI/
/v08/ /2/ /v08/ /b/ /d/ /D/ /f/ /k/ /l/
/m/ /n/ /p/ /r/ /s/ /t/
/v09/ /tS/ /d/ /D/ /g/ /k/ /l/ /v09/ /S/ /v/ /z/
/m/ /n/ /p/ /r/ /t/
/v10/ /S/ /v10/ /dZ/ /w/ /y/
/v11/ /s/ /v/ /w/ /y/ /z/ /v11/ /g/
/v12/ /b/ /N/ /dZ/ /v12/ /hh/ /T/
/v13/ /f/ /T/ /v13/ /tS/ /N/
/v14/ /N/ /v14/ /Z/
/v15/ /Z/ /sil/ /sil/
/v16/ /hh/ /sp/ /sp/
/sil/ /sil/ /gar/ /c/
/sp/ /sp/
/gar/ /OI/ /c/ /@/
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Table D.5: A speaker-dependent phoneme-to-viseme mapping derived from phoneme
recognition confusions for RMAV speakers 9 and 10
Speaker 9 M9 Speaker 10 M10
Viseme Phonemes Viseme Phonemes
/v01/ /ae/ /2/ /ey/ /v01/ /ax/ /ay/ /eh/ /ey/ /I/ /iy/
/oh/ /ow/
/v02/ /O@/ /v02/ /AU/ /O@/
/v03/ /A/ /ax/ /ay/ /E/ /eh/ /3/ /v03/ /U/
/ih/ /iy/
/v04/ /I@/ /@U/ /v04/ /ae/ /2/ /O/ /E/
/v05/ /O/ /6/ /v05/ /3/ /I@/
/v06/ /AU/ /v06/ /A/
/v07/ /U/ /v07/ /ua/
/v08/ /ua/ /v08/ /@/
/v09/ /k/ /l/ /m/ /n/ /N/ /p/ /v09/ /k/ /l/ /m/ /n/ /p/ /r/
/r/ /s/ /t/ /w/ /s/ /S/ /t/ /w/ /y/ /z/
/v10/ /tS/ /v10/ /g/ /T/ /v/
/v11/ /d/ /D/ /f/ /v/ /v11/ /tS/ /d/ /D/ /f/ /hh/
/v12/ /S/ /v12/ /b/
/v13/ /b/ /z/ /v13/ /N/
/v14/ /S/ /v14/ /Z/
/v15/ /hh/ /v15/ /dZ/
/v16/ /y/ /sil/ /sil/
/v17/ /g/ /dZ/ /sp/ /sp/
/v18/ /Z/ /gar/ /OI/ /c/
/v19/ /T/
/sil/ /sil/
/sp/ /sp/
/gar/ /OI/ /@/ /c/
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Table D.6: A speaker-dependent phoneme-to-viseme mapping derived from phoneme
recognition confusions for RMAV speakers 11 and 12
Speaker 11 M11 Speaker 12 M12
Viseme Phonemes Viseme Phonemes
/v01/ /E/ /U/ /v01/ /ax/ /ay/ /eh/ /ey/ /I/ /iy/
/ow/ /uw/
/v02/ /ae/ /eh/ /3/ /ey/ /I/ /iy/ /v02/ /A/ /ae/ /2/ /O/ /6/
/oh/
/v03/ /2/ /O/ /ax/ /v03/ /E/ /I@/ /OI/
/v04/ /ay/ /O@/ /v04/ /ua/
/v05/ /I@/ /@U/ /v05/ /U/
/v06/ /AU/ /v06/ /3/
/v07/ /A/ /v07/ /AU/
/v08/ /k/ /l/ /n/ /N/ /p/ /r/ /v08/ /w/
/s/ /S/ /z/
/v09/ /m/ /t/ /T/ /v/ /v09/ /k/ /l/ /m/ /n/ /p/ /r/
/s/ /S/ /t/ /th/
/v10/ /g/ /v10/ /v/ /Z/ /tS/
/v11/ /w/ /v11/ /y/ /b/
/v12/ /tS/ /dZ/ /v12/ /d/ /D/ /f/ /g/ /n/ /N/
/v13/ /b/ /d/ /D/ /f/ /v13/ /hh/ /dZ/ /z/
/v14/ /hh/ /y/ /sil/ /sil/
/v15/ /Z/ /sp/ /sp/
/sil/ /sil/ /gar/ /c/ /@/
/sp/ /sp/
/gar/ /OI/ /ua/ /c/ /@/
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Table D.7: A speaker-independent phoneme-to-viseme mapping derived from
phoneme recognition confusions for RMAV speakers 1 and 2
Speaker 1 M!1 Speaker 2 M!2
Viseme Phonemes Viseme Phonemes
/v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/ /v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/
/E/ /eh/ /3/ /ey/ /I@/ /I/ /E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/ /iy/ /6/ /@U/
/v02/ /ua/ /U/ /O@/ /v02/ /ua/ /U/ /O@/
/v03/ /AU/ /v03/ /AU/
/v04/ /OI/ /v04/ /OI/
/v05/ /@/ /v05/ /@/
/v06/ /b/ /tS/ /d/ /D/ /f/ /g/ /v06/ /b/ /tS/ /d/ /D/ /f/ /g/
/hh/ /dZ/ /k/ /l/ /m/ /hh/ /dZ/ /k/ /l/ /m/
/n/ /N/ /p/ /r/ /s/ /S/ /n/ /N/ /p/ /r/ /s/ /S/
/t/ /T/ /v/ /w/ /y/ /z/ /t/ /T/ /v/ /w/ /y/ /z/
/v07/ /Z/ /v07/ /Z/
/sil/ /sil/ /sil/ /sil/
/sp/ /sp/ /sp/ /sp/
/gar/ /c/ /gar/ /c/
Table D.8: A speaker-independent phoneme-to-viseme mapping derived from
phoneme recognition confusions for RMAV speakers 3 and 4
Speaker 3 M!3 Speaker 4 M!4
Viseme Phonemes Viseme Phonemes
/v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/ /v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/
/E/ /eh/ /3/ /ey/ /I@/ /I/ /E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/ /iy/ /6/ /@U/
/v02/ /ua/ /U/ /O@/ /v02/ /ua/ /U/ /O@/
/v03/ /AU/ /OI/ /v03/ /AU/
/v04/ /@/ /v04/ /OI/
/v05/ /b/ /tS/ /d/ /D/ /f/ /g/ /v05/ /@/
/hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/
/v06/ /Z/ /v06/ /b/ /tS/ /d/ /D/ /f/ /g/
/hh/ /dZ/ /k/ /l/ /m/
/n/ /N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/
/sil/ /sil/ /v07/ /Z/
/sp/ /sp/ /sil/ /sil/
/gar/ /c/ /sp/ /sp/
/gar/ /c/
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Table D.9: A speaker-independent phoneme-to-viseme mapping derived from
phoneme recognition confusions for RMAV speakers 5 and 6
Speaker 5 M!5 Speaker 6 M!6
Viseme Phonemes Viseme Phonemes
/v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/ /v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/
/E/ /eh/ /3/ /ey/ /I@/ /I/ /E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/ /iy/ /6/ /@U/
/v02/ /ua/ /U/ /O@/ /v02/ /ua/ /U/ /O@/
/v03/ /AU/ /OI/ /v03/ /AU/
/v04/ /@/ /v04/ /OI/
/v05/ /b/ /tS/ /d/ /D/ /f/ /g/ /v05/ /@/
/hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/
/v06/ /Z/ /v06/ /b/ /tS/ /d/ /D/ /f/ /g/
/hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/
/sil/ /sil/ /v07/ /Z/
/sp/ /sp/ /sil/ /sil/
/gar/ /c/ /sp/ /sp/
/gar/ /c/
Table D.10: A speaker-independent phoneme-to-viseme mapping derived from
phoneme recognition confusions for RMAV speakers 7 and 8
Speaker 7 M!7 Speaker 8 M!8
Viseme Phonemes Viseme Phonemes
/v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/ /v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/
/E/ /eh/ /3/ /ey/ /I@/ /I/ /E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/ /iy/ /6/ /@U/
/v02/ /ua/ /U/ /O@/ /v02/ /U/ /O@/
/v03/ /AU/ /v03/ /ua/
/v04/ /OI/ /v04/ /@/
/v05/ /@/ /v05/ /AU/ /OI/
/v06/ /b/ /tS/ /d/ /D/ /f/ /g/ /v06/ /b/ /tS/ /d/ /D/ /f/ /g/
/hh/ /dZ/ /k/ /l/ /m/ /n/ /hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/ /N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/ /T/ /v/ /w/ /y/ /z/
/v07/ /Z/ /v07/ /Z/
/sil/ /sil/ /sil/ /sil/
/sp/ /sp/ /sp/ /sp/
/gar/ /c/ /gar/ /c/
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Table D.11: A speaker-independent phoneme-to-viseme mapping derived from
phoneme recognition confusions for RMAV speakers 9 and 10
Speaker 9 M!9 Speaker 10 M!10
Viseme Phonemes Viseme Phonemes
/v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/ /v01/ /U/
/E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/
/v02/ /ua/ /U/ /O@/ /v02/ /A/ /ae/ /2/ /O/ /ax/ /ay/
/E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/
/v03/ /AU/ /v03/ /AU/ /ua/ /O@/
/v04/ /OI/ /v04/ /OI/
/v05/ /@/ /v05/ /@/
/v06/ /b/ /tS/ /d/ /D/ /f/ /g/ /v06/ /b/ /tS/ /d/ /D/ /f/ /g/
/hh/ /dZ/ /k/ /l/ /m/ /n/ /hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/ /N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/ /T/ /v/ /w/ /y/ /z/
/v07/ /Z/ /v07/ /Z/
/sil/ /sil/ /sil/ /sil/
/sp/ /sp/ /sp/ /sp/
/gar/ /c/ /gar/ /c/
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Table D.12: A speaker-independent phoneme-to-viseme mapping derived from
phoneme recognition confusions for RMAV speakers 11 and 12
Speaker 11 M!11 Speaker 12 M!12
Viseme Phonemes Viseme Phonemes
/v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/ /v01/ /A/ /ae/ /2/ /O/ /ax/ /ay/
/E/ /eh/ /3/ /ey/ /I@/ /I/ /E/ /eh/ /3/ /ey/ /I@/ /I/
/iy/ /6/ /@U/ /iy/ /6/ /@U/ /O@/
/v02/ /ua/ /U/ /O@/ /v02/ /ua/ /U/
/v03/ /AU/ /v03/ /@/
/v04/ /OI/ /v04/ /AU/ /OI/
/v05/ /@/ /v05/ /b/ /tS/ /d/ /D/ /f/ /g/
/hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/
/v06/ /b/ /tS/ /d/ /D/ /f/ /g/ /v06/ /Z/
/hh/ /dZ/ /k/ /l/ /m/ /n/
/N/ /p/ /r/ /s/ /S/ /t/
/T/ /v/ /w/ /y/ /z/
/v07/ /Z/ /sil/ /sil/
/sil/ /sil/ /sp/ /sp/
/sp/ /sp/ /gar/ /c/
/gar/ /c/
Appendix E
RMAV DSD&D Experiments
Table E.1: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 2
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp2 M1(1, 2)
Sp3 Sp3 Sp2 M3(3, 2)
Sp4 Sp4 Sp2 M4(4, 2)
Sp5 Sp5 Sp2 M5(4, 2)
Sp6 Sp6 Sp2 M6(4, 2)
Sp7 Sp7 Sp2 M7(4, 2)
Sp8 Sp8 Sp2 M8(4, 2)
Sp9 Sp9 Sp2 M9(4, 2)
Sp10 Sp10 Sp2 M10(10, 2)
Sp11 Sp11 Sp2 M11(11, 2)
Sp12 Sp12 Sp2 M12(12, 2)
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Table E.2: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 3
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp3 M1(1, 3)
Sp2 Sp2 Sp3 M2(2, 3)
Sp4 Sp4 Sp3 M4(4, 3)
Sp5 Sp5 Sp3 M5(4, 3)
Sp6 Sp6 Sp3 M6(4, 3)
Sp7 Sp7 Sp3 M7(4, 3)
Sp8 Sp8 Sp3 M8(4, 3)
Sp9 Sp9 Sp3 M9(4, 3)
Sp10 Sp10 Sp3 M10(10, 3)
Sp11 Sp11 Sp3 M11(11, 3)
Sp12 Sp12 Sp3 M12(12, 3)
Table E.3: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 4
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp4 M1(1, 4)
Sp2 Sp2 Sp4 M2(2, 4)
Sp3 Sp3 Sp4 M3(3, 4)
Sp5 Sp5 Sp4 M5(4, 4)
Sp6 Sp6 Sp4 M6(4, 4)
Sp7 Sp7 Sp4 M7(4, 4)
Sp8 Sp8 Sp4 M8(4, 4)
Sp9 Sp9 Sp4 M9(4, 4)
Sp10 Sp10 Sp4 M10(10, 4)
Sp11 Sp11 Sp4 M11(11, 4)
Sp12 Sp12 Sp4 M12(12, 4)
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Table E.4: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 5
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp5 M1(1, 5)
Sp2 Sp2 Sp5 M2(2, 5)
Sp3 Sp3 Sp5 M3(3, 5)
Sp4 Sp4 Sp5 M4(4, 5)
Sp6 Sp6 Sp5 M6(6, 5)
Sp7 Sp7 Sp5 M7(7, 5)
Sp8 Sp8 Sp5 M8(7, 5)
Sp9 Sp9 Sp5 M9(8, 5)
Sp10 Sp10 Sp5 M10(10, 5)
Sp11 Sp11 Sp5 M11(11, 5)
Sp12 Sp12 Sp5 M12(12, 5)
Table E.5: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 6
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp6 M1(1, 6)
Sp2 Sp2 Sp6 M2(2, 6)
Sp3 Sp3 Sp6 M3(3, 6)
Sp4 Sp4 Sp6 M4(4, 6)
Sp5 Sp5 Sp6 M5(5, 6)
Sp7 Sp7 Sp6 M7(6, 6)
Sp8 Sp8 Sp6 M8(7, 6)
Sp9 Sp9 Sp6 M9(9, 6)
Sp10 Sp10 Sp6 M10(10, 6)
Sp11 Sp11 Sp6 M11(11, 6)
Sp12 Sp12 Sp6 M12(12, 6)
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Table E.6: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 7
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp7 M1(1, 7)
Sp2 Sp2 Sp7 M2(2, 7)
Sp3 Sp3 Sp7 M3(3, 7)
Sp4 Sp4 Sp7 M4(4, 7)
Sp5 Sp5 Sp7 M5(5, 7)
Sp6 Sp6 Sp7 M6(6, 7)
Sp8 Sp8 Sp7 M8(7, 7)
Sp9 Sp9 Sp7 M9(9, 7)
Sp10 Sp10 Sp7 M10(10, 7)
Sp11 Sp11 Sp7 M11(11, 7)
Sp12 Sp12 Sp7 M12(12, 7)
Table E.7: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 8
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp8 M1(1, 8)
Sp2 Sp2 Sp8 M2(2, 8)
Sp3 Sp3 Sp8 M3(3, 8)
Sp4 Sp4 Sp8 M4(4, 8)
Sp5 Sp5 Sp8 M5(5, 8)
Sp6 Sp6 Sp8 M6(6, 8)
Sp7 Sp7 Sp8 M7(7, 8)
Sp9 Sp9 Sp8 M9(9, 8)
Sp10 Sp10 Sp8 M10(10, 8)
Sp11 Sp11 Sp8 M11(11, 8)
Sp12 Sp12 Sp8 M12(12, 8)
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Table E.8: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 9
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp9 M1(1, 9)
Sp2 Sp2 Sp9 M2(2, 9)
Sp3 Sp3 Sp9 M3(3, 9)
Sp4 Sp4 Sp9 M4(4, 9)
Sp5 Sp5 Sp9 M5(5, 9)
Sp6 Sp6 Sp9 M6(6, 9)
Sp7 Sp7 Sp9 M7(7, 9)
Sp8 Sp8 Sp9 M8(8, 9)
Sp10 Sp10 Sp9 M10(10, 9)
Sp11 Sp11 Sp9 M11(11, 9)
Sp12 Sp12 Sp9 M12(12, 9)
Table E.9: Different Speaker-Dependent maps and Data (DSD&D) experiments for
RMAV speaker 10
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp10 M1(1, 10)
Sp2 Sp2 Sp10 M2(2, 10)
Sp3 Sp3 Sp10 M3(3, 10)
Sp4 Sp4 Sp10 M4(4, 10)
Sp5 Sp5 Sp10 M5(5, 10)
Sp6 Sp6 Sp10 M6(6, 10)
Sp7 Sp7 Sp10 M7(7, 10)
Sp8 Sp8 Sp10 M8(8, 10)
Sp9 Sp9 Sp10 M9(9, 10)
Sp11 Sp11 Sp10 M11(11, 10)
Sp12 Sp12 Sp10 M12(12, 10)
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Table E.10: Different Speaker-Dependent maps and Data (DSD&D) experiments
for RMAV speaker 11
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp11 M1(1, 11)
Sp2 Sp2 Sp11 M2(2, 11)
Sp3 Sp3 Sp11 M3(3, 11)
Sp4 Sp4 Sp11 M4(4, 11)
Sp5 Sp5 Sp11 M5(5, 11)
Sp6 Sp6 Sp11 M6(6, 11)
Sp7 Sp7 Sp11 M7(7, 11)
Sp8 Sp8 Sp11 M8(8, 11)
Sp9 Sp9 Sp11 M9(9, 11)
Sp10 Sp10 Sp11 M10(10, 11)
Sp12 Sp12 Sp11 M12(12, 11)
Table E.11: Different Speaker-Dependent maps and Data (DSD&D) experiments
for RMAV speaker 12
Different Speaker-Dependent maps and Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp1 Sp12 M1(1, 12)
Sp2 Sp2 Sp12 M2(2, 12)
Sp3 Sp3 Sp12 M3(3, 12)
Sp4 Sp4 Sp12 M4(4, 12)
Sp5 Sp5 Sp12 M5(5, 12)
Sp6 Sp6 Sp12 M6(6, 12)
Sp7 Sp7 Sp12 M7(7, 12)
Sp8 Sp8 Sp12 M8(8, 12)
Sp9 Sp9 Sp12 M9(9, 12)
Sp10 Sp10 Sp12 M10(10, 12)
Sp11 Sp11 Sp12 M11(11, 12)
Appendix F
RMAV DSD Experiments
Table F.1: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 2
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp2 Sp2 M1(2, 2)
Sp3 Sp2 Sp2 M3(2, 2)
Sp4 Sp2 Sp2 M4(2, 2)
Sp5 Sp2 Sp2 M5(2, 2)
Sp6 Sp2 Sp2 M6(2, 2)
Sp7 Sp2 Sp2 M7(2, 2)
Sp8 Sp2 Sp2 M8(2, 2)
Sp9 Sp2 Sp2 M9(2, 2)
Sp10 Sp2 Sp2 M10(2, 2)
Sp11 Sp2 Sp2 M11(2, 2)
Sp12 Sp2 Sp2 M12(2, 2)
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Table F.2: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 3
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp3 Sp3 M1(3, 3)
Sp2 Sp3 Sp3 M3(3, 3)
Sp4 Sp3 Sp3 M4(3, 3)
Sp5 Sp3 Sp3 M5(3, 3)
Sp6 Sp3 Sp3 M6(3, 3)
Sp7 Sp3 Sp3 M7(3, 3)
Sp8 Sp3 Sp3 M8(3, 3)
Sp9 Sp3 Sp3 M9(3, 3)
Sp10 Sp3 Sp3 M10(3, 3)
Sp11 Sp3 Sp3 M11(3, 3)
Sp12 Sp3 Sp3 M12(3, 3)
Table F.3: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 4
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp4 Sp4 M1(4, 4)
Sp2 Sp4 Sp4 M3(4, 4)
Sp3 Sp4 Sp4 M4(4, 4)
Sp5 Sp4 Sp4 M5(4, 4)
Sp6 Sp4 Sp4 M6(4, 4)
Sp7 Sp4 Sp4 M7(4, 4)
Sp8 Sp4 Sp4 M8(4, 4)
Sp9 Sp4 Sp4 M9(4, 4)
Sp10 Sp4 Sp4 M10(4, 4)
Sp11 Sp4 Sp4 M11(4, 4)
Sp12 Sp4 Sp4 M12(4, 4)
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Table F.4: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 5
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp5 Sp5 M1(5, 5)
Sp2 Sp5 Sp5 M3(5, 5)
Sp3 Sp5 Sp5 M4(5, 5)
Sp4 Sp5 Sp5 M5(5, 5)
Sp6 Sp5 Sp5 M6(5, 5)
Sp7 Sp5 Sp5 M7(5, 5)
Sp8 Sp5 Sp5 M8(5, 5)
Sp9 Sp5 Sp5 M9(5, 5)
Sp10 Sp5 Sp5 M10(5, 5)
Sp11 Sp5 Sp5 M11(5, 5)
Sp12 Sp5 Sp5 M12(5, 5)
Table F.5: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 6
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp6 Sp6 M1(6, 6)
Sp2 Sp6 Sp6 M3(6, 6)
Sp3 Sp6 Sp6 M4(6, 6)
Sp4 Sp6 Sp6 M5(6, 6)
Sp5 Sp6 Sp6 M6(6, 6)
Sp7 Sp6 Sp6 M7(6, 6)
Sp8 Sp6 Sp6 M8(6, 6)
Sp9 Sp6 Sp6 M9(6, 6)
Sp10 Sp6 Sp6 M10(6, 6)
Sp11 Sp6 Sp6 M11(6, 6)
Sp12 Sp6 Sp6 M12(6, 6)
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Table F.6: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 7
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp7 Sp7 M1(7, 7)
Sp2 Sp7 Sp7 M3(7, 7)
Sp3 Sp7 Sp7 M4(7, 7)
Sp4 Sp7 Sp7 M5(7, 7)
Sp5 Sp7 Sp7 M6(7, 7)
Sp6 Sp7 Sp7 M7(7, 7)
Sp8 Sp7 Sp7 M8(7, 7)
Sp9 Sp7 Sp7 M9(7, 7)
Sp10 Sp7 Sp7 M10(7, 7)
Sp11 Sp7 Sp7 M11(7, 7)
Sp12 Sp7 Sp7 M12(7, 7)
Table F.7: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 8
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp8 Sp8 M1(8, 8)
Sp2 Sp8 Sp8 M3(8, 8)
Sp3 Sp8 Sp8 M4(8, 8)
Sp4 Sp8 Sp8 M5(8, 8)
Sp5 Sp8 Sp8 M6(8, 8)
Sp6 Sp8 Sp8 M7(8, 8)
Sp7 Sp8 Sp8 M8(8, 8)
Sp9 Sp8 Sp8 M9(8, 8)
Sp10 Sp8 Sp8 M10(8, 8)
Sp11 Sp8 Sp8 M11(8, 8)
Sp12 Sp8 Sp8 M12(8, 8)
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Table F.8: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 9
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp9 Sp9 M1(9, 9)
Sp2 Sp9 Sp9 M3(9, 9)
Sp3 Sp9 Sp9 M4(9, 9)
Sp4 Sp9 Sp9 M5(9, 9)
Sp5 Sp9 Sp9 M6(9, 9)
Sp6 Sp9 Sp9 M7(9, 9)
Sp7 Sp9 Sp9 M8(9, 9)
Sp8 Sp9 Sp9 M9(9, 9)
Sp10 Sp9 Sp9 M10(9, 9)
Sp11 Sp9 Sp9 M11(9, 9)
Sp12 Sp9 Sp9 M12(9, 9)
Table F.9: Different Speaker-Dependent maps (DSD) RMAV experiments for RMAV
speaker 10
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp10 Sp10 M1(10, 10)
Sp2 Sp10 Sp10 M3(10, 10)
Sp3 Sp10 Sp10 M4(10, 10)
Sp4 Sp10 Sp10 M5(10, 10)
Sp5 Sp10 Sp10 M6(10, 10)
Sp6 Sp10 Sp10 M7(10, 10)
Sp7 Sp10 Sp10 M8(10, 10)
Sp8 Sp10 Sp10 M9(10, 10)
Sp9 Sp10 Sp10 M10(10, 10)
Sp11 Sp10 Sp10 M11(10, 10)
Sp12 Sp10 Sp10 M12(10, 10)
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Table F.10: Different Speaker-Dependent maps (DSD) RMAV experiments for
RMAV speaker 11
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp11 Sp11 M1(11, 11)
Sp2 Sp11 Sp11 M3(11, 11)
Sp3 Sp11 Sp11 M4(11, 11)
Sp4 Sp11 Sp11 M5(11, 11)
Sp5 Sp11 Sp11 M6(11, 11)
Sp6 Sp11 Sp11 M7(11, 11)
Sp7 Sp11 Sp11 M8(11, 11)
Sp8 Sp11 Sp11 M9(11, 11)
Sp9 Sp11 Sp11 M10(11, 11)
Sp10 Sp11 Sp11 M11(11, 11)
Sp12 Sp11 Sp11 M12(11, 11)
Table F.11: Different Speaker-Dependent maps (DSD) RMAV experiments for
RMAV speaker 12
Different Speaker-Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q) Mn(p, q)
Sp1 Sp12 Sp12 M1(12, 12)
Sp2 Sp12 Sp12 M3(12, 12)
Sp3 Sp12 Sp12 M4(12, 12)
Sp4 Sp12 Sp12 M5(12, 12)
Sp5 Sp12 Sp12 M6(12, 12)
Sp6 Sp12 Sp12 M7(12, 12)
Sp7 Sp12 Sp12 M8(12, 12)
Sp8 Sp12 Sp12 M9(12, 12)
Sp9 Sp12 Sp12 M10(12, 12)
Sp10 Sp12 Sp12 M11(12, 12)
Sp11 Sp12 Sp12 M12(12, 12)
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ABSTRACT
Visual-only speech recognition is dependent upon a number
of factors that can be difficult to control, such as: lighting;
identity; motion; emotion and expression. But some factors,
such as video resolution are controllable, so it is surprising
that there is not yet a systematic study of the effect of resolu-
tion on lip-reading. Here we use a new data set, the Rosetta
Raven data, to train and test recognizers so we can measure
the affect of video resolution on recognition accuracy. We
conclude that, contrary to common practice, resolution need
not be that great for automatic lip-reading. However it is
highly unlikely that automatic lip-reading can work reliably
when the distance between the bottom of the lower lip and
the top of the upper lip is less than four pixels at rest.
1. INTRODUCTION
A typical lip-reading system has a number of stages: first, the
data are pre-processed and normalised; second, the face and
lips are tracked; third, visual features are extracted and clas-
sified. In practice many systems find tracking challenging,
which affects the overall recognition performance. However,
the tracking problem is not insurmountable and it is now re-
alistic to track talking heads in outdoor scenes filmed with
shaky hand-held cameras [2], so we focus on feature extrac-
tion using Active Appearance Models (AAMs) [4]. We se-
lect AAMs since they have been shown to have robust perfor-
mance on a number of datasets ( [8, 9, 10, 11] for example)
and out perform other feature types [6].
2. DATASET AND FEATURE EXTRACTION
An AAM is a combined model of shape and appearance
trained to fit to a whole video sequence [4]. Training cre-
ates a mean model and a set of modes, which may be varied
to create shape and appearance changes. In training, a small
number of frames are identified and manually landmarked.
These models are Procrustes-aligned and the mean and co-
variance of the shape are computed. The eigenvectors of the
covariance matrix give a set of modes of variation, which are
used to deform the mean shape. For appearance a mesh shape-
normalizes the images via a piecewise affine transform so the
pixels of all images are aligned. We then compute the mean
and the eigenvectors of their covariance. Concatenating the
shape and appearance features forms the feature vector for
training and testing. Having built a model on a few frames, it
is fitted to unseen data using inverse compositional fitting [8].
The Rosetta Raven data are four videos of two North Amer-
ican talkers (each talker in two videos), reciting Edgar Allen
Poe’s ‘The Raven’. The poem was published in 1845 and, re-
cited properly, the poem has trochaic octameter [13], but this
does not appear to have been followed by the talkers in this
dataset. Figure 3(a) shows example frames from the high-
definition video of the two talkers. The database summarised
in Table 1 was recorded at 1440 × 1080 non-interlaced reso-
lution at 60 frames per second. The talkers wore no make-up.
Video Train Images Fit Images Duration
Talker1 - 1 10 21,648 00:06:01
Talker1 - 2 10 21,703 00:06:02
Talker2 - 1 11 31,858 00:08:52
Talker2 - 2 11 33,328 00:09:17
Table 1: Frame images from each video
All four videos were converted into a set of images (one
per frame) with ffmpeg using image2 encoding at full high-
definition resolution (1440× 1080).
To build an initial model we select the first frame and nine or
ten others randomly. These key frames are hand-labelled with
a model of a face and lips. This preliminary model is then
fitted, via inverse compositional fitting [8] to the remaining
frames (Table 1 lists total frames for each video). At this stage
therefore we have tracked and fitted full face talker dependent
AAMs on full resolution lossless PNG frame images as in
Figure 1.
These models are then decomposed into sub-models for the
eyes, eyebrows, nose, face outline and lips (this allows us
to obtain a robust fit from the full face model but process
only the lips). Figure 2 shows both talker’s lips sub-model.
Next, the video frames used in the high-resolution fitting were
down-sampled to each of the required resolutions (Table 2)
by nearest neighbor sampling and then up-sampled via bilin-
ear sampling (Figure 3) to provide us with 18 sets of frames.
These new frames are the same physical size as the origi-
Fig. 1: Showing full face mesh for talker T1 (left) and T2
(right)
nal (1440× 1080) but contain far less information due to the
downsampling.
1440× 1080 960× 720 720× 540 360× 270
240× 180 180× 135 144× 108 120× 90
90× 67 80× 60 72× 54 65× 49
69× 45 55× 42 51× 39 48× 36
45× 34 42× 32
Table 2: Resolutions
We are most interested in the affect of low resolution on the
loss of lip-reading information rather than, say the affect it
would also have on the tracker (many AAM trackers lose
track quite easily at low resolutions and we do not wish to be
overwhelmed with catastrophic errors due to tracking prob-
lems which can often be solved in other ways [12]). Conse-
quently the shape features in this experiment are unaffected
by the downsample whereas as the appearance features vary
(a useful benchmark as it will turn out).
Fig. 2: Showing lip-only mesh for talker T1 (left) and talker
T2 (right)
For talker1 (T1), we retain 6 shape and 14 appearance param-
eters and for talker2 (T2), 7 shape and 14 appearance param-
eters. The number of parameters was chosen to retain 95% of
the variance in the usual way [4].
3. RECOGNITION METHOD
vID Phones vID Phones
v01 /p/ /b/ /m/ v10 /i/ /ih/
v02 /f/ /v/ v11 /eh/ /ae/ /ey/ /ay/
v03 /th /dh/ v12 /aa/ /ao/ /ah/
v04 /t/ /d/ /n/ /k/ /g/ /h/ /j/ v13 /uh/ /er/ /ax/
/ng/ /y/
v05 /s/ /z/ v14 /u/ /uw/
v06 /l/ v15 /oy/
v07 /r/ v16 /iy/ /hh/
v08 /sh/ /zh/ /ch/ /jh/ v17 /aw/ /ow/
v09 /w/ v18 silence
Table 3: Phone to viseme mapping
To produce the ground truth we listen to each recitation of the
poem and produced a ground truth text (some recitations of
the poem were not word-perfect). This word transcript is con-
verted to an American English phone level transcript using the
CMU pronunciation dictionary [3]. However not all phones
are visible on the lips, so we select a mapping from phones to
visemes (which are the visual equivalent of phonemes). Here,
the viseme mapping is based upon Walden’s trained conso-
nants [14] and Montgomery et al’s vowel [7] classifications
as illustrated in Table 3. Viseme recognition is selected over
phoneme recognition as, on a small data set, it has the bene-
fits of reducing the number of classes needed (the model for
each class forms a single recogniser) and increasing the train-
ing data available for each viseme classifier. Note that not all
visemes are equally represented in the data as is shown by the
viseme counts in Figures 4 and 5.
For each talker, a test fold is randomly selected as 42 of
the 108 lines in the poem. The remaining lines are used as
training folds. Repeating this five times gives five-fold cross-
validation. Visemes cannot be equally represented in all folds.
For recognition we use Hidden Markov Models (HMMs) im-
plemented in the Hidden Markov Toolkit (HTK) [15]. An
HMM is initialised using the ‘flat start’ method using a pro-
totype of five states and five mixture components and the in-
formation in the training samples. We choose five states and
five mixtures via [9]. We define an HMM for each viseme
plus silence and short-pause labels (Table 3) and re-estimate
the parameters four times with no pruning. We use the HTK
tool HHEd to tie together the short-pause and silence models
between states two and three before re-estimating the HMMs
a further two times. Then HVite is used to force-align the
data using the word transcript 1.
1We use the -m flag with HVite with the manual creation of a viseme
version of the CMU dictionary for word to viseme mapping so that the force-
alignment produced uses the break points of the words.
(a) (b) (c)
Fig. 3: (a) 1440×1080-Original resolution image for T1 & T2, (b) 60×45-T1 downsampled, and (c) 1440×1080-T1 restored
v01v02v03v04v05v06v07v08v09v10v11v12v13v14v15v16v17v18
0
200
400
600
800
1000
1200
1400
1600
1800
2000
C
o
u
n
t
V
i
s
e
m
e
I
n
s
t
a
n
c
e
s
Vi seme
Fig. 4: Visemes present in both T1 videos
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Fig. 5: Visemes present in both T2 videos
The HMMs are now re-estimated twice more, however now
we use the force-aligned viseme transcript rather than the
original viseme transcript used in the previous HMM re-
estimations. To complete recognition using our HMMs we
require a word network. We use HLStats and HBuild
to make both a Unigram Word-level Network (UWN) and a
Bi-gram Word-level Network (BWN). Finally HVite is used
with the different network support for the recognition task and
HResults gives us the correctness and accuracy values.
4. RESULTS
Recognition performance of the HMMs can be measured by
both correctness, C, and accuracy, A,
C =
N −D − S
N
, A =
N −D − S − I
N
,
where S is the number of substitution errors, D is the number
of deletion errors, I is the number of insertion errors and N
the total number of labels in the reference transcriptions [15].
We use accuracy as a measure rather than correctness since
it accounts for all errors including insertion errors which are
notoriously common in lip reading. An insertion error occurs
when the recognizer output has extra words/visemes missing
from the original transcript [15]. As an example one could
say “Once upon a midnight dreary”, but the recognizer out-
puts “Once upon upon midnight dreary dreary”. Here the rec-
ognizer has inserted two words which were never present and
it has deleted one.
Figure 6 shows the acurracy, A, versus resolution for an
UWN. The x-axis is calibrated by the vertical height of the
lips of each talker in their rest position. For example, at the
maximum resolution of 1440×1080 talker T1 has a lip-height
of approximately 26 pixels in the rest position whereas T2 has
a lip-height of approximately 17 pixels. The worst perfor-
mance is from talker T2 using shape-only features. Note that
the shape features do not vary with resolution so any variation
in this curve is due to the cross-fold validation error (all folds
do not contain all visemes equally). Nevertheless the varia-
tion is within an error bar. The poor performance is, as usual
with lip-reading, a standard error dominated by insertion er-
rors (hence the negative A values). The usual explanation
for this effect is that shape data contains a few characteris-
tic shapes (which are easily recognised) in a sea of indistinct
shapes - it is easier for a recogniser to insert garbage sym-
bols than it is to learn the duration of a symbol which has
indistinct start and end shapes due to co-articulation. Talker
T1 has more distinctive shapes so scores better on the shape
feature.
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Fig. 6: Mean viseme recognition accuracy supported by
UWN at 18 degraded resolutions shown by vertical resting
lip height in pixels. Error bars show ± one standard error.
However it is the appearance that is of more interest since
this varies as we downsample. At resolutions lower than four
pixels it is difficult to be confident that the shape information
is effective. However the basic problem is a very low error
rate (shown in Figure 6) therefore we adopt a more supportive
word model.
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Fig. 7: Mean viseme recognition accuracy supported by
BWN at 18 degraded resolutions shown by vertical resting
lip height in pixels. Error bars show ± one standard error.
Figure 7 shows the recognition accuracy versus resolution
(represented by the same x-axis calibration in Figure 6) for
a BWN. It also includes two sub-plots which zoom the right-
most part of the graph. Again the shape models perform
worse than the appearance models but, looking at the zoomed
plots, appearance never becomes as poor as shape perfor-
mance even at very low resolutions. As with the UWN ac-
curacies, there is clear inflection point at around four pixels
(two pixels per lip) and by two pixels the performance has
declined noticeably.
Rest Talker 1 Talker 2
Pixels Ins Del Sub ins Del Sub
> 4 69.8 667.0 259.6 114.2 467.8 284.6
< 4 61.0 729.2 271.0 106.0 464.4 300.0
Table 4: Error rates for insertions, deletions and substitutions
where the pixels are more than four covering the lips at rest
(where recognition is still reliable), and less than four pix-
els where recognition performance falls. Values are averaged
over all five folds.
Table 4 shows the deletion, insertion and substitution error
rates for the recognition performance of resolutions which
are just above and below the four pixels at rest. We see that
the insertion errors are significantly lower than both deletions
and substitutions so we are confident that our accuracy scores
are accurate insertions despite negative accuracy scores be-
ing achieved with the Unigram Word Network support in Fig-
ure 6.
5. CONCLUSIONS
We have shown that the performance of simple visual speech
recognizers has a threshold effect with resolution. For suc-
cessful lip-reading one needs a minimum four pixels across
the closed lips. However the surprising result is the remark-
able resilience that computer lip-reading shows to resolution.
Given that modern experiments in lip-reading usually take
place with high-resolution video ([16] and [1] for example)
the disparity between measured performance (shown here)
and assumed performance is very striking.
Of course higher resolution may be beneficial for tracking but,
in previous work we have been able to show other factors be-
lieved to be highly detrimental to lip-reading such as off-axis
views [5] actually have the ability to improve performance
rather than degrade it. We have also noted that previous shib-
boleths of outdoor video, poor lighting and agile motion af-
fecting performance can all be overcome [1]. It seems that
in lip-reading it is better to trust the data than conventional
wisdom.
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Some observations on computer lip-reading: moving from the
dream to the reality
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ABSTRACT
In the quest for greater computer lip-reading performance there are a number of tacit assumptions which are
either present in the datasets (high resolution for example) or in the methods (recognition of spoken visual units
called “visemes” for example). Here we review these and other assumptions and show the surprising result that
computer lip-reading is not heavily constrained by video resolution, pose, lighting and other practical factors.
However, the working assumption that visemes, which are the visual equivalent of phonemes, are the best unit
for recognition does need further examination. We conclude that visemes, which were defined over a century
ago, are unlikely to be optimal for a modern computer lip-reading system.
Keywords: Lip-reading, speech recognition, pattern recognition
1. BACKGROUND
There has been consistent and sustained interest in building computer systems that can understand what humans
are saying without hearing the audio channel.1–4 There are obvious applications for such systems in security
but also in noisy environments such as cockpits, battlefields and crowds where audio recognition is likely to be
impossible or highly degraded. Early work consisted of very small vocabularies (often fewer than 10 words),5
single speakers, high-definition video (often the camera would be zoomed into the lip region or the frame rate
would be greater than 60 fields per second)6 and, often, the talker would wear special lipstick to allow easy
segmentation and analysis of the lips.7 Subsequently, our understanding of the problem has improved such
that lip-reading in outdoor conditions (which requires very robust lip-tracking) and with 1000-voclabularies
(which requires good machine learning) looks feasible. The problem of speaker dependence is still only partially
solved.8 One surprising recent result was a characterisation of the effect of resolution on lip-reading. An informal
understanding was that relatively high resolution was required (at least a couple of hundred pixels to span the
lips). In practice, it was reported in9 that, provided the tracking was perfect, then fewer than 10 pixels can give
acceptable results. A further observation10 was that off-axis lip-reading gave slightly better performance than full
frontal (which is the default for most experiments). It seems, when it comes to lip-reading, one’s intuition might
often be wrong – indeed experimenters in the field are often confounded by one of the most counter-intuitive
illusions in the field – the McGurk effect.11
Experimental recognition systems for audio are almost always built using phonemes. There appears to be
good agreement as to which phonemes appear in the major languages and what their expected frequency might
be. Once these phonetic units have been recognised then the sequence (together with their probabilities and
next-most probable sequence and so on) is fed into a language model which generates hypotheses for words and
sentences. In modern speech recognition language models are powerful and important and have been the subject
of decades of work. There is clearly a huge advantage in a lip-reading system re-using the language model so
many lip-reading systems recognise using the visual units, visemes, and then feed the sequence into an acoustic
language model modified to cope with visemes. If visemes exist in the form postulated by linguists e.g.,12,13 then
there are many choices of visemes. However there has been surprisingly few examinations of which visemes give
the best performance or how fragile that performance is compared to phonetic recognition.
Further author information: (Send correspondence to RWH)
RWH: E-mail: r.w.harvey@uea.ac.uk
2. INTRODUCTION
A phoneme is generally regarded as the smallest sound which can be uttered.14 A viseme, which is often said to
be the visual equivalent of a phoneme, is not so precisely defined15–17 so we use the working definition: ‘a viseme
is a set of phonemes that have identical appearance on the lips’. Therefore any phoneme falls into one viseme
class but a viseme may represent many phonemes: a many to one mapping.
A typical lip-reading system is a sequence of tasks as in Figure 1 and our work is focused within the recognition
step.
Track face through video Extract visual features Perform recognition
Figure 1. Steps in a typical lip-reading system
Similar to a simplified version of audio recognition whereby we seek to identify a string of unique phonemes,
each recognizer is based upon training data of the correctly labelled phoneme. In visual-only recognition we use
the same concept of building recognizers based upon visual-only training samples correctly labelled according to a
viseme mapping. There is still debate over what the correct phoneme-to-viseme mapping is and many have been
suggested, e.g16,18–20 but our interest is in the contribution of each viseme to the recognition performance. We
look for any particular visemes (or combinations of phonemes) that contribute more to the recognition accuracy.
We aim to measure the reduction of each unique visemic recogniser in contribution value to the whole task
of accurate recognition in continuous speech. To demonstrate the influence of reduced recogniser classes in
visual speech recognition we compare the outputs with those of audio recognition of the same data. For a fair
comparison we use the same groupings of phonemes into faux ‘audio-viseme’ recognisers on the audio data.
Audio recognition has a higher quantity of classifiers (phonemes) than proposed viseme classes, therefore we
hypothesise visual classes have bigger variance in use/purpose towards the whole recognition task. We anticipate,
fewer visemes will be used in visual speech recognition than ‘audio-visemes’ in audio recognition.
3. DATASET AND FEATURE EXTRACTION
For the first two steps in Figure 1 we use full face Active Appearance Models (AAMs)21 to track the faces
through the videos, and lip-only AAMs (one for shape and another for appearance) and using the methods of22
we produce two sets of talker-dependent features; shape-only visual features and appearance-only visual features.
Table 1. Frame images from each video.
Video Num. of AAM train images Video Length (frames) Duration
Talker1 - 1 10 21,658 00:06:01
Talker1 - 2 10 21,713 00:06:02
Talker2 - 1 11 31,868 00:08:52
Talker2 - 2 11 33,338 00:09:17
Shape features (1) are based solely upon the lip shape and positioning during the duration of the talker
speaking e.g. the landmarks in Figure 2. The landmark positions can be compactly represented using a linear
model of the form:
s = s0 +
m∑
i=1
sipi (1)
where s0 is the mean shape and si are the modes. The appearance features are computed over pixels, the original
images having been warped to the mean shape. So A0(x) is the mean appearance and appearance is described
as a sum over modal appearances:
A(x) = A0(x) +
l∑
i=1
λiAi(x) ∀x ∈ S0 (2)
(a) (b)
Figure 2. Showing full face shape landmarks for talker T1 (a) and a lip shape landmarks for talker T1 (b).
The Rosetta Raven data is four videos of recitations of Edgar Allen Poe’s poem ‘The Raven’. There are two
talkers, one male, one female. Neither are trained actors and they do not recite the poem with the intended
trochaic octameter.23 The videos were recorded at 1440 × 1080 resolution (non-interlaced) at 60 frames per
second. Table 1 summarises the video data.
A set of images are extracted from each video (one image per frame) via ffmpeg using image2 encoding at
full high-definition resolution (1440× 1080). To construct an initial AAM we select the first frame and nine or
ten others randomly. These training frames are hand-labelled with a shape model of a face and lips to build
a preliminary model for each talker. These models are then fitted, via inverse compositional fitting22 to the
remaining frames (Table 1). Thus we get tracked and fitted full-face talker-dependent AAMs (Figure 2 left) on
full resolution lossless PNG frame images (Figure 1 step 1).
Next we create a sub-model of only the lips for each talker by decomposing the two full face models (Figure 2
right). From the fitted landmarks, the shape and appearance parameters for each frame are extracted. For
talker1 (T1), we retain 6 shape and 14 appearance parameters and for talker2 (T2), 7 shape and 14 appearance
parameters. We restrict the feature parameters to retain 95% of variation from the mean AAM model produced
using the whole tracked video data.21 (Figure 1 step 2.)
We did not implement ∆∆′s into our extracted features to address co-articulation because we used a phonetic-
alignment in the production of our ground-truth benchmark and forced-alignment within the training process of
our HMM recognizers.
Table 2. Phone to viseme mapping.
vID Phones vID Phones
v01 /p/ /b/ /m/ v10 /i/ /ih/
v02 /f/ /v/ v11 /eh/ /ae/ /ey/ /ay/
v03 /th/ /dh/ v12 /aa/ /ao/ /ah/
v04 /t/ /d/ /n/ /k/ /g/ /h/ /j/ v13 /uh/ /er/ /ax/
/ng/ /y/ v14 /u/ /uw/
v05 /s/ /z/ v15 /oy/
v06 /l/ v16 /iy/ /hh/
v07 /r/ v17 /aw/ /ow/
v08 /sh/ /zh/ /ch/ /jh/ v18 silence
v09 /w/
v04v12v11v01v05v10v07v18v06v16v03v02v13v17v09v08v14v15
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Figure 3. Viseme counts for both talker transcripts
To have a benchmark for measuring our recognition outputs we produce a ground-truth viseme transcription
using the Carnegie Mellon University (CMU) North American pronunciation dictionary,24 and a word transcrip-
tion. We convert a phonetic transcript to a viseme transcript assuming 15 visemes, listed in Table 2 which is a
combination of Montgomery et al’s vowel mapping and Walden’s consonant mapping.25,26
The limited availability of large datasets is documented2 so we work within the restrictions of short datasets.
Here we note these may not provide adequate training examples of all visemes. Where this happens, we group
the untrainable visemes into a single garbage viseme. In this case we select a 150 sample threshold so visemes
/v08/, /v09/, /v14/ and /v15/ are grouped. Figure 3 shows the occurrence of visemes listed in Table 3 in our
data and Table 4 shows our revised viseme mapping.
Table 3. Phone to viseme mapping modified to accomodate restrictions in dataset.
vID Phones vID Phones
v01 /p/ /b/ /m/ v11 /eh/ /ae/ /ey/ /ay/
v02 /f/ /v/ v12 /aa/ /ao/ /ah/
v03 /th /dh/ v13 /uh/ /er/ /ax/
v04 /t/ /d/ /n/ /k/ /g/ /h/ /j/ v16 /iy/ /hh/
/ng/ /y/ v17 /aw/ /ow/
v05 /s/ /z/ v18 silence
v06 /l/ garb /u/ /uw/ /oy/ /w/ /sh/
v07 /r/ /zh/ /ch/ /jh/
v10 /i/ /ih/
For each talker, a test fold is randomly selected as 42 of the 108 lines in the poem with replacement. The
remaining lines are used as training folds. Repeating this five times gives five-fold cross-validation. Note that
visemes cannot be equally represented in all folds.
For recognition we use Hidden Markov Models (HMMs) implemented in the Hidden Markov Toolkit (HTK).27
An HMM is initialised using the ‘flat start’ method using a prototype of five states and five mixture components
and the information in the training samples. We choose five states and five mixture components based upon.28
We define an HMM for each viseme plus silence and short-pause labels (Table 3) and re-estimate the parameters
four times with no pruning.
Next, we use the HTK tool HHEd to tie together the short-pause and silence models between states two and
three before re-estimating the HMMs a further two times. Then HVite is used to force-align the data using the
word transcript∗. The HMMs are now re-estimated twice more, however now we use the force-aligned viseme
transcript rather than the original viseme transcript used in the previous HMM re-estimations.
To complete recognition using our HMMs we require a word network as we have a continuous speech dataset.
We use HLStats and HBuild to make a Bi-gram Word-level Network (BWN). Finally HVite is used with the
network support for the recognition task and HResults gives us both correctness and accuracy viseme recognition
values and a viseme confusion matrix for all folds. We have provided the reader with technical details to enable
repeatability of our experiments. Please contact the author for original videos.
4. RESULTS
We have extracted figures from the HResults confusion matrices for analysis. For each viseme we have calculated
the inverse probability of its recognition Pr{v|vˆ}.
Figure 4 shows the probability of correct recognition using shape-only features (mean and ±1 standard error)
plotted against the probability of correct recognition using appearance-only features for each viseme. As usual
some talkers are better recognised with shape and some with appearance1†. Note that the top right-hand point
is the visual silence phoneme. In general, visual silence can be quite variable compared to audio silence because
talkers breathe and show emotion. However here, because the source text is a poem, there are well-defined visual
silence periods at the start of each line.
Table 4. Ranked mean viseme recognition for Shape, Appearance, Talker 1 and Talker 2.
Feature Viseme order
Shape /v18/ {/v04/, /v12} /v11/ /v01/ /v07/ /v05/ {/v02/ /v06/ /garb/} /v10/ {/v03/ /v13/}
/v16/ /v17/
Appearance /v18/ /v04/ /v12/ /v11/ /v01/ /v07/ {/v02/, /v05/} /v06/ /garb/ /v10/ /v03/ {/v13, /v16/}
/v17/
Talker 1 /v18/ {/v04/, /v12/} /v11/ /v01/ /v07/ {/v02/, /v05/} /v06/ {v10/, /garb/} /v03/ /v13/
/v16/ /v17/
Talker 2 /v18/ {/v04/, /v12/} /v11/ /v01/ /v07/ {/v02/, /v05/} {/v06/,/garb/} /v10/ /v03/ /v13/
/v16/ /v17/
Overall /v18/ /v04/ /v12/ /v01/ /v11/ /v07/ {/v02/, /v05/} /v19/ /v06/ /v10/ /v13/ /v03/ /v16/
/v17/
Figures 5 and 6 show, for the T1 and T2 shape and appearance models, the probability of correctly recognising
the top ten visemes, Pr{v|vˆ}. They also show, the audio performance measured on visemes. The x-axis varies by
performance; the best performing viseme is on the left hand side which for visual shape and appearance features
is silence for all features.
∗We use the -m flag with HVite with the manual creation of a viseme version of the CMU dictionary for word to viseme
mapping so that the force-alignment produced uses the break points of the words.
†The conventional wisdom is that appearance features give the best results but only in studio-type conditions with
good tracking.
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Figure 4. Relationship between Shape and Appearance model features for both talkers.
It has been observed in human lip reading there are few visual cues that are reliable and humans use these
combined with rich contextual information to interpret or ‘fill in the gaps’ of what a talker is saying.29,30
Therefore our hypothesis is that robust audio recognition is based upon a large spread of recognised phones
and the resilience in recognition is due to the number of phones contributing to the accuracy. Visually, as with
human lip-readers, it is anticipated that fewer visemes would perform the equivalent recognition and, as such,
the graph would demonstrate a steeper performance decline over the top performing visemes.
In Figure 5 we do see a greater decline from left to right over the top ten visemes for visual features than
for audio for both talkers. We also note that the error bars after the 5th position viseme increase, which is
consistent with our hypothesis that audio recognition is spread over more visemes to be correct. The top visemes
(after silence /v18/) are /v04/, /v12/, /v11/ and /v01/. These are vowels (/v12/, /v11/) and front-of-mouth
consonant visemes (/v04/, /v01/).
Figure 6 demonstrates a shallower decline from left to right than the shape graph in Figure 5 but still there
is a greater decline for visual features than for audio. The error bars here increase after the 7th position viseme‡.
The shape of the graph in Figure 6 is similar between audio and video which implies that appearance-based
recognition is similar to noisy acoustic recognition for both talkers and hence is less fragile. The top visemes in
Figure 6 (not including silence /v18/) are: /v04/ /v12/ /v11/ /v01/ /v7/ i.e. identical for shape-only in the
first six positions.
Where the error bars increase, we consider this may be due to the small data available, which makes recog-
nition more unreliable due to less well trained HMM classifiers. We have reduced the impact of this with the
‡Note that the order of the audio viseme ordering is identical in both Figures 5 and 6 as this is the same experiment.
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Figure 5. Top ten viseme recognition probability in descending order with a shape model.
/garb/ viseme but note with Figure 3 there are similarities between our top performing visemes and those with
the most training samples.
Table 4 is the visemes ordered by correctness showing, for example that viseme 18 /v18/ is the best performing
viseme overall. It is natural to ask if the differences in ranking are significant. To compare the viseme ordering
we compute the Spearman rank correlation coefficient, r. The results are shown in Tables 5 and 6. Also shown
is the p-value for the null that r = 0 (randomly ordered). Those that are significant at the 5% threshold are
underlined. Talker 2 has poor audio performance which tends to degrade the audio correlation. Lip-reading does
not depend on audio though so these results confirm the strong relation between shape-only and viseme-only
classification. Also note for T1 (Figure 6) the audio ranking is similar to the video ranking although as we have
previously noticed there is a more rapid drop-off for video.
In Table 7 we have provided the overall mean and Standard Error Accuracy score for the whole viseme set
recognition performance over all five folds. Talker 2 outperforms Talker 1 with all features but for visual features
also has a larger degree of error. Appearance features outperform shape for both talkers and audio outperforms
appearance for both talkers. As we have seen in Figures 5 and 6 this recognition is based upon a larger spread
of visemes than the shape models with the audio having the largest spread of visemes and hence being the most
Table 5. Spearman rank correlation, r and p-value for visemes ranked by performance for Talker 1 and Talker 2
Talker 1 Talker 2 r p
Audio Audio 0.43 1.63× 10−2
Shape Shape 0.92 0.00
Appearance Appearance 0.93 0.00
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Figure 6. Top ten viseme recognition probability in descending order with an appearance model.
Table 6. Spearman rank correlation, r and p-values for visemes ordered by feature for Talker 1 (left) and Talker 2 (right)
Talker 1 Talker 1 r p
Shape Appearance 0.90 0.00
Audio Shape 0.85 0.00
Audio Appearance 0.74 0.00
Talker 2 Talker 2 r p
Shape Appearance 0.92 0.00
Audio Shape 0.42 0.12
Audio Appearance 0.48 0.07
robust recognition mode.
Table 7. Mean accuracy scores of each feature type by talker
Feature type Mean Standard error
T1 Audio 45.6380 2.0086
T2 Audio 75.8780 1.7839
T1 Shape 21.7360 0.7501
T1 Appearance 38.9860 0.4637
T2 Shape 32.1360 1.0339
T2 Appearance 52.9540 1.9996
5. CONCLUSIONS
Our principal observations are:
• Assuming there is enough data to properly train classifiers, then the performance ordering of the visemes
is relatively stable across modes of recognition (audio, shape and appearance).
• That said, the visual classifiers are far more dependent on the good performance of a few visemes than the
audio.
• Of the video classifiers, shape is the most dependent on a few visemes.
These are important results because they illuminate the often made observation that lip-reading is fragile. In
other words if one cannot build classifiers for a few critical visemes then lip-reading is impossible. In a human
lip-reading context, humans are often trained to recognise a small number of critical gestures which are then
processed via a very sophisticated language and context model to create a transcript.
In audio is it surprisingly rare to see this effect measured even though a good acoustic unit will have accuracies
that are at least 10% higher than an average unit (the mean audio viseme performance on T2 is 76% for the
whole viseme set).
It is important to acknowledge that most work in this field focuses on improving mean accuracies over the set
of all visemes which can conceal the real source of overall performance. A system that achieves a mean viseme
accuracy of, say 53% maybe one that contains one supremely accurate viseme classifier or it maybe a system
that has a set of classifiers of much more modest performance.
This paper therefore raises two different tactics for improving lip-reading systems. Either one makes the best
viseme classifiers better or, one focuses upon improving the worst. At this stage we do not know which tactic
is likely to be more successful but we hope this methodology allows future work to focus attention where it is
likely to do the most good.
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Which phoneme-to-viseme maps best improve
visual-only computer lip-reading?
No Author Given
No Institute Given
Abstract. A critical assumption of all current visual speech recognition
systems is that there are visual speech units called visemes which can
be mapped to units of acoustic speech, the phonemes. Despite there
being a number of published maps it is infrequent to see the effectiveness
of these tested, particularly on visual-only lip-reading (many works use
audio-visual speech). Here we examine 120 mappings and consider if any
are stable across talkers. We show a method for devising maps based
on phoneme confusions from an automated lip-reading system, and we
present new mappings that show improvements for individual talkers.
1 Introduction
Phonemes are the discriminate sounds of a language [1] and the visual equivalent,
although not precisely defined, are the visemes; [2–4]. A working definition of a
viseme is a set of phonemes that have identical appearance on the lips. Therefore
a phoneme falls into one viseme class but a viseme may map to many phonemes:
a many-to-one mapping. In computer lip-reading there are several possibilities
for Phoneme-to-Viseme (P2V) mappings and some are listed in, for example, [5]
Tables 2.3 and 2.4. Such mappings are often consonant-only mappings [6, 3, 7,
8]; or devised from single-talker data (so are talker-dependent [9]) or devised
from highly stylised vocabularies ([10] for example). These are useful starting
points but a P2V mapping should cover all phonemes. So here we consider the
possibility of using combinations of the various known mappings which cover the
consonants (listed in Table 2) and which cover vowels (Table 1). In total we use
15 consonant maps and eight vowel maps, all of these are paired with each other
to produce 120 P2V maps to test.
2 Dataset and Data Preparation
We use the AVLetters2 (AVL2) dataset [11], to train and test recognisers based
upon the 120 P2V mappings. This dataset is British-English talkers reciting the
alphabet seven times. We use four talkers for training which involves tracking
their faces with Active Appearance Models (AAMs) [12] and extracting com-
bined shape and appearance features. We select AAM features because they
are known to out-perform other feature methods in machine visual-only lip-
reading [13].
2 No Author Given
Table 1. Vowel Viseme:Phoneme maps
Classification Viseme phoneme sets
Bozkurt [14] {/ei/ /2/} {/ei/ /e/ /æ/} {/3/} {/i/ /I/ /@/ /y/} {/u/ /U/ /w/}
{/AU/} {/O/ /A/ /OI/ /@U/}
Disney [15] {/U/ /h/} {/E@/ /i/ /ai/ /e/ /a/} {/u/} {/U@/ /O/ /O@/}
Hazen [4] {/AU/ /U/ /u/ /@U/ /O/ /w/ /OI/} {/2/ /A/} {/æ/ /e/ /ai/ /ei/}
{/@/ /I/ /i/}
Jeffers [16] {/A/ /æ/ /2/ /ai/ /e/ /ei/ /I/ /i/ /O/ /@/ /I/} {/OI/ /O/} {/AU/}
{/3/ /@U/ /U/ /u/}
Lee [17] {/i/ /I/} {/e/ /ei/ /æ/} {/A/ /AU/ /ai/ /2/} {/O/ /OI/ /@U/}
{/U/ /u/}
Montgomery [18] {/i/ /I/} {/e/ /æ/ /ei/ /ai/} {/A/ /O/ /2/} {/U/ /3/ /@/}{/OI/}
{/i/ /hh/} {/AU/ /@U/} {/u/ /u/}
Neti [19] {/u/ /U/ /@U/} {/æ/ /e/ /ei/ /ai/} {/I/ /i/ /@/}
{/O/ /2/ /A/ /3/ /OI/ /AU/ /H/}
Nichie [20] {/u/} {/U/ /@U/} {/AU/} {/i/ /2/ /I/} {/2/} {/i/ /æ/} {/e/ /I@/}
{/u/} {/@/ /ei/}
Figure 1 shows the count of the 29 phonemes in training component of AVL2
with the silence phoneme omitted. As is often the case, the rare phonemes in
British English are not represented [13]. The division of these phoneme across
viseme classes will vary with each different map. P2V mappings are contractive
which is illustrated in Table 3 which lists the ratio of phonemes to visemes
(excluding silence and phonemes not handled by that mapping). Thus, in Table 3,
the Woodward map covers 24 consonant phonemes to four viesmes and has a
confusion factor (CF) of 4/24 = 0.167, whereas Jeffers vowels maps cover 23
phonemes which are mapped to eight visemes.
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Table 2. Consonant Viseme:Phoneme maps
Classification Viseme phoneme sets
Binnie [6] {/p/ /b/ /m/} {/f/ /v/} {/T/ /D/} {/S/ /Z/} {/k/ /g/} {/w/} {/r/}
{/l/ /n/} {/t/ /d/ /s/ /z/}
Bozkurt [14] {/g/ /H/ /k/ /N/} {/l/ /d/ /n/ /t/} {/s/ /z/} {/tS/ /S/ /dZ/ /Z/}
{/r/} {/T/ /D/} {/f/ /v/} {/p/ /b/ /m/}
Disney [15] {/p/ /b/ /m/} {/w/} {/f/ /v/} {/T/} {/l/} {/d/ /t/ /z/ /s/ /r/ /n/}
{/S/ /tS/ /j/} {/y/ /g/ /k/ /N/}
Finn [21] {/p/ /b/ /m/} {/T/ /D/} {/w/ /s/} {/k/ /h/ /g/} {/S/ /Z/ /tS/ /j/}
{/y/} {/z/} {/f/} {/v/} {/t/ /d/ /n/ /l/ /r/}
Fisher [3] {/k/ /g/ /N/ /m/} {/p/ /b/} {/f/ /v/} {/S/ /Z/ /dZ/ /tS/}
{/t/ /d/ /n/ /T/ /D/ /z/ /s/ /r/ /l/}
Franks [7] {/p/ /b/ /m/} {/f/} {/r/ /w/} {/S/ /dZ/ /tS/}
Hazen [4] {/l/} {/r/} {/y/} {/b/ /p/} {m} {/s/ /z/ /h/} {/tS/ /dZ/ /S/ /Z/}
{/N/} {/f/ /v/} {/t/ /d/ /T/ /D/ /g/ /k/}
Heider [22] {/p/ /b/ /m/} {/f/ /v/} {/k/ /g/} {/S/ /tS/ /dZ/} {/n/ /t/ /d/}
{/l/} {/r/} {/T/}
Jeffers [16] {/f/ /v/} {/r/ /q/ /w/} {/p/ /b/ /m/} {/T/ /D/} {/tS/ /dZ/ /S/ /Z/}
{/g/ /k/ /N/} {/s/ /z/} {/d/ /l/ /n/ /t/}
Kricos [9] {/p/ /b/ /m/} {/f/ /v/} {/w/ /r/} {/t/ /d/ /s/ /z/} {/l/} {/T/ /D/}
{/S/ /Z/ /tS/ /dZ/} {/k/ /n/ /j/ /h/ /N/ /g/}
Lee [17] {/d/ /t/ /s/ /z/ /T/ /D/} {/g/ /k/ /n/ /N/ /l/ /y/ /H/} {/f/ /v/}
{/r/ /w/} {/dZ/ /tS/ /S/ /Z/} {/p/ /b/ /m/}
Neti [19] {/l/ /r/ /y/} {/s/ /z/} {/t/ /d/ /n/} {/S/ /Z/ /dZ/ /tS/} {/f/ /v/}
{/N/ /k/ /g/ /w/} {/p/ /b/ /m/} {/T/ /D/}
Nichie [20] {/p/ /b/ /m/} {/f/ /v/} {/W/ /w/} {/s/ /z/} {/S/ /Z/ /tS/ /j/}
{/t/ /d/ /n/} {/y/} {/T/} {/l/} {/k/ /g/ /N/} {/H/} {/r/}
Walden [8] {/p/ /b/ /m/} {/f/ /v/} {/T /D/} {/S/ /Z/} {/w/} {/s/ /z/} {/r/}
{/t/ /d/ /n/ /k/ /g/ /j/} {/l/}
Woodward [23] {/t/ /d/ /n/ /l/ /T/ /D/ /s/ /z/ /tS/ /dZ/ /S/ /Z/ /j/ /k/ /g/ /h/}
{/p/ /b/ /m/} {/f/ /v/} {/w /r/ /W/}
We deliberately omit the following phonemes from some mappings; /si/ (Dis-
ney), /axr/ /en/ /el/ /em/ (Bozkirt), /axr/ /em/ /epi/ /tcl/ /dcl/ /en/ /gcl/
kcl/ (Hazan), and /axr/ /em/ /el/ /nx/ /en/ /dx/ /eng/ /ux/ (Jeffers) because
these are American diacritics which are not appropriate for a British English
phonetic dataset. Note that all 29 phonemes in AVL2 appear across the existing
P2V maps, but no mapping uses all of these phonemes. Missing phonemes from
a viseme map are grouped into a garbage viseme (/gar/) to ensures we measure
only the performance of the previously described viseme sets. That is, we are
not creating a new map by defining new visemes within an existing map.
3 Recognition Method
Our ground truth for measuring correct recognition is a viseme transcription
produced by converting a phonetic transcript of the training data to viseme
4 No Author Given
labels assuming the mapping being tested (Tables 1 & 2). Using HTK [24], we
build viseme-level Hidden Markov Model (HMM) recognisers with five states
and five mixture components per state. We implement a leave-one-out seven-
fold cross validation. Seven folds are selected as we have seven utterances of the
alphabet per talker in AVL2. The HMMs are initialised using ‘flat start’ training
and re-estimated eight times and then force-aligned using HTK’s HVite. Training
is completed by re-estimating the HMMs three more times.
4 Comparison of current P2V maps results
We measure recognition performance of the HMMs by correctness, C, as there
are no insertion errors to consider at the word level (AVL2 contains isolated
words). Correctness is measured using:
C =
N −D − S
N
, (1)
where S is the number of substitution errors, D is the number of deletion errors
and N the total number of labels in the reference transcriptions.
Word recognition is less accurate than viseme recognition. However, viseme
recognition performance is not a fair test since each viseme set has a different
number of visemes. Instead, words are a common comparator that can be cross-
referenced from each viseme set, and ultimately it is the difference between sets
that we are interested in rather than the absolute level of performance.
Figure 2 shows mean word correctness ± one standard error over all talkers
for each consonant map along the x-axis paired with each vowel map. Figure 3
shows the same but for each vowel map along the x-axis paired with each conso-
nant map. The black line is the mean word correctness. Both x-axes are ordered
by the mean correctness. This means we can see clearly that the ‘best’ perform-
ing map for both consonants and vowels are from Lee (as this is left-most on the
x-axis) for all talkers.
Comparing the consonant P2V maps in Figure 2 we see that the Disney vow-
els are significantly worse than all others when paired with all consonant maps.
Over the other vowels there is overlap with the majority of error bars suggesting
little significant difference over the whole group but Lee [17] and Bozkurt [14]
vowels are consistently above the mean and above the upper error bar for Dis-
ney [15], Jeffers [16] and Hazen [4] vowels. In comparing the vowel P2V maps
in Figure 3, Lee[17] and Hazen [4] are the best consonants by a margin above
the mean whereas Woodward [23] and Franks [7] vie for bottom performance.
The best performance in terms of correctness is of a combination of vowels from
Lee and consonants from Jeffers but close second best is a combination of Lee’s
consonants and vowels and this has a much smaller error bar.
In Table 3 we present data to suggest the best performing vowel P2Vs have
a ratio of phonemes-to-visemes around 0.44 (top four CF mean = 0.44), and the
better performing consonant maps have a CF of approximately 0.41 (top four
CF mean = 0.41) so the better P2V is <∼ 2 phonemes per viseme.
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Fig. 2. Talker-dependent mean word recognition ± one standard error over all four
talkers comparing consonant P2V maps paired with all vowel mappings
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Table 3. Confusion Factors for each viseme map tested
Consonant Map V:P CF Mean C Vowel Map V:P CF Mean C
Woodward 4:24 0.16 27.52 Jeffers 3:19 0.16 27.74
Disney 6:22 0.18 28.74 Neti 4:20 0.20 29.76
Fisher 5:21 0.23 28.86 Hazen 4:18 0.22 29.27
Lee 6:24 0.25 31.55 Disney 4:11 0.36 23.71
Franks 5:17 0.29 27.83 Lee 5:14 0.36 32.35
Kricos 8:24 0.33 29.46 Bozkurt 7:19 0.37 31.17
Jeffers 8:23 0.35 29.28 Montgomery 8:19 0.42 31.23
Neti 8:23 0.35 30.67 Nichie 9:15 0.60 31.13
Bozkurt 8:22 0.36 28.67 - - - -
Finn 10:23 0.43 29.43 - - - -
Walden 9:20 0.45 29.93 - - - -
Binnie 9:19 0.47 29.43 - - - -
Hazen 10:21 0.48 32.33 - - - -
Heider 8:16 0.50 28.47 - - - -
Nichie 18:33 0.54 30.94 - - - -
5 New viseme mappings
Given that Lee [17] provides the best pairing of the existing phoneme to viseme
maps, we now ask if there are alternatives that can perform better? Our first
approach is to find talker-dependent P2V maps based upon phoneme confu-
sion matrices generated by a visual-only automated recognition system using
phoneme HMM classifiers. Where a phoneme is only ever correctly identified as
itself (true positives on the confusion matrix diagonal), this is quickly allocated
to be a viseme of that single phoneme.
Now we address the remaining phonemes which have been confused. The
first candidate for viseme class 1 is a subset of Phonemes: V1 = {φ1, φ2, φM1}
such that every pair, (φi, φj) in V1 has Nij > 0. V1 is chosen as the largest such
set. V2, which is the second viseme set, is determined in the same way from the
remaining phonemes until all phonemes are accounted for. Within this process
phonemes are grouped into a viseme class only if all of the phonemes within the
candidate group are mutually confused. Once a phoneme has been assigned to
a viseme class, it is no longer considered for grouping and so any possible other
viseme combinations that include this phoneme are discarded.
Our phoneme recognition produces confusions between consonant and vowel
phonemes so we make two types of map, one that permits vowel and conso-
nant phonemes to be mixed within the same viseme and a second which re-
stricts visemes to be vowel or consonant phonemes only. These P2V maps for
each talker are in Table 4. These are the “tightly confused” maps because all
phonemes within each viseme have been confused with each other in the phoneme
recognition.
These viseme sets will contain spurious phonemes that cannot be grouped
into a viseme because they are not confused with all of the phonemes of the
viseme. This leaves some single-phoneme visemes (e.g. /u/ in Talker 1 with mixed
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Table 4. Tightly confused phoneme talker-dependent visemes. The score in brackets
is the ratio of phonemes to visemes
Classification P2V mapping - permitting mixing of vowels and consonants
Talker1 {/2/ /ai/ /i/ /n/ /@U/} {/b/ /e/ /ei/ /y/ } {/d/ /s/} {/tS/ /l/}
(CF:0.48) {/t/} {/w/} {/f/} {/k/} {/@/ /v/} {/dZ/ /z/} {/A/ /u/}
Talker2 {/@/ /ai/ /ei/ /i/ /s/} {/e/ /v/ /w/ /y/} {/l/ /m/ /n/} {/2/ /f/}
(CF: 0.44) {/z/} tS/} {/t/} {/A/} {/@U/ /u/} {/dZ/ /k/} {/b/ /d/ /p/}
Talker3 {/ei/ /f/ /n/} {/d/ /t/ /p/} {/b/ /s/} {/l/ /m/} {/@/ /e/} {/i/}
(CF: 0.68) {/A/} {/dZ/} {/@U/} {/z/} {/y/} {/tS}/ {/ai/} {/2/} {/A/} {/dZ/}
{/k/ /w/} {/@U/} {/z/} {/v/} {/u/}
Talker4 {/2/ /ai/ /i/ /ei/ } {/m/ /n/} {/@/ /e/ /p/} {/k/ /w/} {/d/ /s/}
(CF: 0.64) {/f/} {/v/} {/A/} {/z/} {/tS/} {/b/} {/@U/} {/dZ/ /t/} {/b/} {/@U/}
{/l/} {/u/}
Classification P2V mapping - restricting mixing of vowels and consonants
Talker1 {/2/ /i/ /@U/ /u/} {/A/ /ei/} {/@/ /e/ /ei/} {/d/ /s/ /t/ } {/tS/ /l/}
(CF:0.50) {/k/} {/z/} {/w/} {/f/} {/m/ /n/} {/dZ/ /v/} {/b/ /y/}
Talker2 {/ai/ /ei/ /i/ /u/} {/@U/} {/@/} {/e/} {/2/} {/A/} {/v/ /w/} {/k/}
(CF: 0.58) {/d/ /b/} {/t/} {/tS/} {/l/ /m/ /n/} {/dZ/ /p/ /y/} {/f/ /s/}
Talker3 {/ei/ /i/} {/ai/} {/@/ /e/} {/2/} {/d/ /p/ /t/} {/l/ /m/} {/k/ /w/}
(CF: 0.68) {/tS/} {/@U/} {/y/} {/u/} {/A/} {/z/} {/b/ /s/} {/v/} {/dZ/}
{/f/ /n/}
Talker4 {/2/ /ai/ /i/ /ei/} {/@/ /e/} {/m/ /n/} {/k/ /l/} {/dZ/ /t/} {/b/}
(CF: 0.65) {/@U/} {/y/} {/u/} {/A/} {/w/} {/f/} {/v/} {/tS/} {/d/ /s/}
vowel and consonant phonemes), so our second approach relaxes the condition
requiring confusion with all of the phonemes. We execute a second pass through
the viseme sets. Any single-phoneme viseme classes are then permitted to merge
with existing multi-phoneme classes if they share any confusions with that class.
In the event that a phoneme has multiple class confusions it is merged with the
class with the greatest confusion. We term these the “loosely confused” maps.
Again we do two sets with vowel and consonant phonemes both mixed and
separate. The final P2V maps are in Table 5 for four talkers.
Looking at Tables 4 and 5 there are no identical visemes with each map type
between talkers, this confirms our variability of individual talker visual speech
(excluding the true positive single phoneme visemes). We observe that none of
the new visemes match the previously suggested visemes in the comparison study
(Tables 1 and 2), e.g. the most common previous viseme was {/p/ /b/ /m/} and
this is never created with our new method.
Figure 4 shows the word recognition performance using both the tightly con-
fused map and the loosely confused map for each talker. Also shown is the
performance using the Lee map as a benchmark. For Talker 1 no new viseme
map significantly improves upon the benchmark performance, but we do see sig-
nificant improvements for both Talker 2 and Talker 4 and a minor improvement
within the error bars for Talker 3. For Talkers 2 and 3, both types of the split
vowels and consonant maps demonstrate improvement on the benchmark, and
for Talker 4 the tightly confused split vowels and consonants shows a significant
8 No Author Given
Table 5. Loosely confused phoneme talker-dependent visemes. The score in brackets
is the ratio of phonemes to visemes
Classification P2V mapping - permitting mixing of vowels and consonants
Talker1 {/b/ /e/ /ei/ /p/ /w/ /y/ /k/} {/2/ /ai/ /f/ /i/ /m/ /n/ /@U/}
(CF:0.28) {/dZ/ /z/} {/A/ /u/} {/d/ /s/ /t/} {/tS/ /l/} {/@/ /v/}
Talker2 {/A/ /@/ /ai/ /ei/ /i/ /s/ /tS/} {/e/ /t/ /v/ /w/ /y/} {/l/ /m/ /n/}
(CF: 0.32) {/2/ /f/} {/z/} {/b/ /d/ /p/} {/@U/ /u/} {/dZ/ /k/}
Talker3 {/2/ /ai/ /ei/ /f/ /i/ /n/} {/@/ /e/ /y/ /tS/} {/b/ /s/ /v/}
(CF: 0.40) {/dZ/} {/@U/} {/z/} {/l/ /m/ /u/} {/d/ /p/ /t/} {/k/ /w/} {/A/}
Talker4 {/2/ /ai/ /tS/ /i/ /ei/ } {/A/ /m/ /u/ /n/} {/@/ /e/ /p/ /v/ /y/}
(CF: 0.32) {/dZ/ /t/} {/k/ /l/ /w/} {/@U/} {/d/ /f/ /s/} {/b/}
Classification P2V mapping - restricting mixing of vowels and consonants
Talker1 {/2/ /i/ /@U/ /u/} {/A/ /ai/} {/@/ /e/ /ei/} {/b/ /w/ /y/}
(CF:0.47) {/k/} {/z/} {/m/} {/l/} {/d/ /f/ /s/ /t/} {/tS/} {/dZ/ /k/ /v/ /z/}
Talker2 {/A/ /2/ /@/ /ai/ /ei/ /i/ /@U/ /u/} {/k/ /t/ /v/ /w/}
(CF: 0.29) {/f/ /s/} {/tS/ /l/ /m/ /n/} {/dZ/ /p/ /y/} {/b/ /d/} {/z/}
Talker3 {/2/ /ai/ /i/ /ei/} {/@/ /e/} {/b/ /s/ /v/} {/d/ /p/ /t/}
(CF: 0.56) {/y/} {/dZ/} {/@U/} {/z/} {/u/} {/@/ /e/} {/l/ /m/} {/k/ /w/}
{/f/ /n/} {/A/} {/tS/}
Talker4 {/2/ /ai/ /i/ /ei/} {/tS/ /k/ /l/ /w/} {/d/ /f/ /s/ /v/} {/m/ /n/}
(CF: 0.50) {/f/} {/A/} {/dZ/ /t/} {/@U/} {/u/} {/y/} {/b/}
improvement. Comparing mixed consonant and vowel maps against split conso-
nant and vowel maps, the split maps are always better than mixed maps for all
talkers in this data. In comparing the loosely confused maps versus the tightly
confused maps, the tight confusions are better for two out of our four talkers
(Talkers 1 and 2) and equal for a third (Talker 1). These are talkers with highest
confusion factor P2V maps (Tables 4 & 5). This is despite the tightly confused
viseme set including single phoneme-viseme classes which can be confused with
parts of the tightly confused classes.
6 Conclusions and Future work
We have completed a comprehensive experimental study of previously suggested
P2V maps and shown that Lee [17] is the best of the previously published P2V
maps. Puzzlingly the Lee mapping is not that popular among engineers of lip-
reading systems so our finding should be of immediate use.
We have also outlined how it is possible to build phoneme-to-viseme maps in
a systematic way using confusion matrices from real recognisers. We believe that
this is a more principled approach than previous methods (including Lee’s [17]
whose method is bound by the Fisher [3] visemes) and also allows comparison
between talkers using phonetic terminology. Further we have shown that the
automatic method need do no worse than the Lee visemes and can exceed per-
formance. We acknowledge that our dataset is still rather small and the sparsely
represented phonemes are unlikely to be accurately modelled. In future we would
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Fig. 4. HTK word Correctness using tightly confused and loosely confused viseme sets
based on phoneme recognition confusions. SD = Speaker Dependent, LC = Loosely
coupled, TC = Tightly Coupled, Mixed = Mixed vowels and consonant phonemes
within viseme classes and Split = separated vowel and consonant visemes
like to extend this to full set of American and British phonemes but that will
require a more extensive set of data.
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Abstract
In machine lip-reading, which is identification of speech from
visual-only information, there is evidence to show that visual
speech is highly dependent upon the speaker [1]. Here, we use
a phoneme-clustering method to form new phoneme-to-viseme
maps for both individual and multiple speakers. We use these
maps to examine how similarly speakers talk visually. We con-
clude that broadly speaking, speakers have the same repertoire
of mouth gestures, where they differ is in the use of the gestures.
Index Terms: visual-only speech recognition, computer lip-
reading, visemes, classification, pattern recognition, speaker-
independence
1. Introduction
Speaker identity is known to be important in the recognition of
speech from visual-only information (lip-reading) [1], more so
than in audio speech. One of the difficulties in dealing with vi-
sual speech is what the findamental units for recognition should
be. The term viseme is loosely defined [2] to mean a visually
indistinguishable unit of speech, and a set of visemes is usu-
ally defined by grouping together a number of phonemes that
have a (supposedly) indistinguishable visual appearance. Sev-
eral many-to-one mappings from phonemes to visemes have
been proposed and investigated [3], [2] or [4]. In [5], a new idea
of using speaker-dependent visemes is presented. The method
can be summarised as follows:
1. Perform speaker-dependent phoneme recognition with
recognisers that use phoneme units.
2. By aligning the phoneme output of the recogniser with
the transcription of the word uttered, a confusion matrix
for each speaker is produced detailing which phonemes
are confused with which others.
3. Phonemes are clustered into groups (visemes) based on
the confusions identified in step two. The clustering al-
gorithm permits phonemes to be grouped into a single
viseme, V only if each phoneme has been confused with
all the others within V . Consonant and vowel phonemes
are not permitted to be mixed within a viseme class. The
result of this process is a Phoneme-to-Viseme (P2V) map
M for each speaker—for further details, see [5].
4. These new speaker-dependent viseme sets are then used
as units for visual speech recognition for a speaker.
This resulted in a small improvement in speaker-dependent
recognition [5]. The question then arises to what extent such
maps are independent of the speaker, and if so, how speaker in-
dependence might be examined. In particular, we are interested
in the interaction between the data used to train the models and
the viseme classes themselves.
2. Dataset description
We use the AVLetters2 (AVL2) dataset [1], to train and test
recognisers based upon the new P2V mappings. This dataset
consists of four British-English speakers reciting the alphabet
seven times. The full-faces of the speakers are tracked using
Active Appearance Models (AAMs) [6] from which lip-only
combined shape and appearance features are extracted. We se-
lect AAM features because they are known to out-perform other
feature methods in machine visual-only lip-reading [7]. Fig-
ure 1 shows the count of the 29 phonemes that appear in the
phoneme transcription of AVL2, allowing for duplicate pronun-
ciations, (with the silence phoneme omitted). The BEEP pro-
nunciation dictionary used throughout these experiments is in
British English [8].
3. Method overview
We use the clustering approach of [5] to produce a series of P2V
maps. We construct
1. a speaker-dependent map for each speaker;
2. a multi-speaker map using all speakers’ phoneme confu-
sions;
3. a speaker-independent map for each speaker using con-
fusions of all other speakers in the data.
Each P2V map is constructed using separate training and test
data by using seven fold cross-validation [9]. In total each
speaker utters 182 words (seven recitations of 26 words). Each
one of seven recitations of the alphabet are selected as test folds
in turn and are not included in the training folds.
We then use the HTK toolkit [10] to build Hidden Markov
Model (HMM) classifiers whose models are the viseme classes
in each P2V map. We flat-start the HMMs with HCompV, re-
estimate them 11 times over (HERest) with forced alignment
between seventh and eighth re-estimates. Finally we recognise
using HVite and output our results with HResults. The
models are three state HMMs each having an associated Gaus-
sian mixture of five components. Our recognition network con-
strains the output to be one of the 26 letters of the alphabet.
Therefore, our measure of accuracy is
#letterscorrect
#lettersclassified
.
4. Experimental setup
We designate the P2V maps formed in these experiments as
Mn(p, q) (1)
This means that the P2V map is derived from speaker n, but
trained using visual speech data from speaker p and tested us-
ing visual speech data from speaker q. For example, M1(2, 3)
ah ax ey b iy s d ea eh f jh ch ay k l m n ow oh ao p y uw aa r t v w z0
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Figure 1: Phoneme histogram of AVLetters-2 dataset
would designate the result of testing a P2V map constructed
from Speaker 1 using data from Speaker 2 to train the viseme
models and testing on Speaker 3’s data.
4.1. Baseline: Same Speaker Dependent maps (SSD)
We establish a baseline of performance using the speaker-
dependent results: M1(1, 1),M2(2, 2),M3(3, 3) and
M4(4, 4). They are same speaker dependent (SSD) because the
map, the models and the testing data are all derived from the
same speaker. Table 1 depicts how these maps are constructed.
The resulting SSD P2V maps are listed in Table 3. The /garb/
Same speaker-dependent (SD)
Mapping (Mn) Training data (p) Test speaker (q)
Sp1 Sp1 Sp1
Sp2 Sp2 Sp2
Sp3 Sp3 Sp3
Sp4 Sp4 Sp4
Table 1: Same Speaker-Dependent (SSD) experiments used as
a baseline for comparison
viseme is made up of phonemes which did not appear in the
output from the recogniser. Each viseme is listed with its
associated mutually-confused phonemes e.g. for M1, we see
/v01/ is made up of phonemes {/ah/, /iy/, /ow/, /uw/}. These
means in the phoneme recognition, all four phonemes {/ah/,
/iy/, /ow/, /uw/} were confused with the other three in the
viseme.
4.2. Different Speaker Dependent maps & Data (DSD&D)
In these tests, we use the HMM recognisers trained on each
single speaker to recognise data from different speakers. This
is done for all four speakers using the P2V maps of the other
speakers, and the data from the other speakers. Hence for
Speaker 1 we construct M2(2, 1),M3(3, 1) and M4(4, 1) and
so on for the other speakers—this is depicted in Table 2.
4.3. Different Speaker Dependent maps (DSD)
In our next experiment we train our models on speech from a
single speaker but vary the speaker-dependent maps. This iso-
lates the effects of the HMM recognition from the effect of dif-
ferent viseme classes. So for Speaker 1, we test the following
Different Speaker Dependent maps & Data (DSD&D)
Mapping (Mn) Training data (p) Test speaker (q)
Sp2,Sp3,Sp4 Sp2,Sp3,Sp4 Sp1
Sp1,Sp3,Sp4 Sp2,Sp3,Sp4 Sp2
Sp1,Sp2,Sp4 Sp3,Sp2,Sp4 Sp3
Sp1,Sp2,Sp3 Sp4,Sp2,Sp3 Sp4
Table 2: Different Speaker Dependent maps & Data (DSD&D)
experiments
Speaker-Independent Maps: M2(1, 1),M3(1, 1) and M4(1, 1).
These are the same P2V maps in Table 3 but trained and tested
differently. This is depicted in Table 4.
Different Speaker Dependent maps (DSD)
Mapping (Mn) Training data (p) Test speaker (q)
Sp2,Sp3,Sp4 Sp1 Sp1
Sp1,Sp3,Sp4 Sp2 Sp2
Sp1,Sp2,Sp4 Sp3 Sp3
Sp1,Sp2,Sp3 Sp4 Sp4
Table 4: Different Speaker Dependent maps (DSD) experiments
4.4. Multi-speaker maps (MS)
In the third set of experiments, we use the multi-speaker (MS)
P2V map to form the viseme classes. This map is con-
structed using phoneme confusions produced by all our speak-
ers and is shown in Table 6. We test this map as follows:
Multi-Speaker (MS)
Mapping (Mn) Training data (p) Test speaker (q)
Sp1234 Sp1 Sp1
Sp1234 Sp2 Sp2
Sp1234 Sp3 Sp3
Sp1234 Sp4 Sp4
Table 5: Multi-Speaker (MS) experiments used as a baseline for
comparison
M[1234](1, 1),M[1234](2, 2),M[1234](3, 3) and M[1234](4, 4):
this is explained in Table 5.
Speaker 1 M1 Speaker 2 M2 Speaker 3 M3 Speaker 4 M4
Viseme Phonemes Viseme Phonemes Viseme Phonemes Viseme Phonemes
/v01/ /ah/ /iy/ /ow/ /uw/ /v01/ /ay/ /ey/ /iy/ /uw/ /v01/ /ey/ /iy/ /v01/ /ah/ /ay/ /ey/ /iy/
/v02/ /ax/ /eh/ /ey/ /v02/ /ow/ /v02/ /ax/ /eh/ /v02/ /ax/ /eh/
/v03/ /aa/ /ay/ /v03/ /ax/ /v03/ /ay/ /v03/ /aa/
/v04/ /d/ /s/ /t/ /v04/ /eh/ /v04/ /ah/ /v04/ /ow/
/v05/ /ch/ /l/ /v05/ /ah/ /v05/ /aa/ /v05/ /uw/
/v06/ /m/ /n/ /v06/ /aa/ /v06/ /ow/ /v06/ /m/ /n/
/v07/ /jh/ /v/ /v07/ /jh/ /p/ /y/ /v07/ /uw/ /v07/ /k/ /l/
/v08/ /b/ /y/ /v08/ /l/ /m/ /n/ /v08/ /d/ /p/ /t/ /v08/ /jh/ /t/
/v09/ /k/ /v09/ /v/ /w/ /v09/ /l/ /m/ /v09/ /d/ /s/
/v10/ /z/ /v10/ /d/ /b/ /v10/ /k/ /w/ /v10/ /w/
/v11/ /w/ /v11/ /f/ /s/ /v11/ /f/ /n/ /v11/ /f/
/v12/ /f/ /v12/ /t/ /v12/ /b/ /s/ /v12/ /v/
/v13/ /k/ /v13/ /v/ /v13/ /ch/
/v14/ /ch/ /v14/ /jh/ /v14/ /b/
/v15/ /ch/ /v15/ /y/
/v16/ /y/
/v17/ /z/
/sil/ /sil/ /sil/ /sil/ /sil/ /sil/ /sil/ /sil/
/garb/ /ea/ /oh/ /ao/ /r/ /p/ /garb/ /ea/ /oh/ /ao/ /r/ /z/ /garb/ /ea/ /oh/ /ao/ /r/ /garb/ /ea/ /oh/ /ao/ /r/ /p/ /z/
Table 3: Speaker-dependent phoneme-to-viseme mapping derived from phoneme recognition confusions for each speaker in AVL2
Multi-Speaker M1234
Viseme Phonemes
/v01/ /ah/ /ay/ /ey/ /iy/ /ow/ /uw/
/v02/ /ax/ /eh/
/v03/ /aa/
/v04/ /d/ /s/ /t/ /v/
/v05/ /f/ /l/ /n/
/v06/ /b/ /w/ /y/
/v07/ /jh/
/v08/ /z/
/v09/ /p/
/v10/ /m/
/v11/ /k/
/v12/ /ch/
/sil/ /sil/
/garb/ /ea/ /oh/ /ao/ /r/
Table 6: Phoneme-to-viseme mapping derived from phoneme
recognition confusions for all four speakers in AVL2
4.5. Speaker-Independent maps (SI)
Finally, we use our phoneme-clustering method to create a set
of Speaker-Independent (SI) maps for each of the four speakers.
These final P2V maps are shown in Table 8. We test these maps
Speaker-Independent maps (SI)
Mapping (Mn) Training data (p) Test speaker (q)
Sp234 Sp1 Sp1
Sp134 Sp2 Sp2
Sp124 Sp3 Sp3
Sp123 Sp4 Sp4
Table 7: Speaker-Independent (SI) maps experiments
as follows M234(1, 1),M134(2, 2),M124(3, 3) and M123(4, 4)
as shown in Table 7.
4.6. Homophones
Map Unique words T
M1 19
M2 19
M3 24
M4 24
M1234 14
M234 17
M134 18
M124 20
M123 15
Table 9: Homophones created by each P2V mapping, allowing
for variation in pronunciation
Because the P2V maps are a many-to-one mapping, there
is the possibility of creating visual homophones. For example,
the phonetic realisation of the word ‘B’ is b iy and of ‘D’ is
d iy. Using map M2(2, 2) they become B = v08 v01 and D =
v08 v01 which are indistinguishable. The vocabulary of AVL2
is the 26 letters, A–Z. Permitting variations in pronunciation,
we show the total unique words (T ) for each map after each
word (letter) has been translated from words, to phonemes, to
visemes in Table 9. The higher the volume of homophones, the
greater the chance of substitution errors.
5. Results
Figure 2 shows the word recognition of speaker-dependent
viseme classes, measured by correctness. In this fig-
ure, our baseline is n = p = q for all M . We
compare these to: M2(2, 1),M3(3, 1),M4(4, 1) for
Speaker 1, M1(1, 2),M3(3, 2),M4(4, 2) for Speaker
2, M1(1, 3),M2(2, 3),M4(4, 3) for Speaker 3 and
M1(1, 4),M2(2, 4),M3(3, 4) for Speaker 4. DSD HMM
recognisers are significantly worse than SSD HMMs, as all
results where p is not the same speaker as q are around the
Speaker 1 M234 Speaker 2 M134 Speaker 3 M124 Speaker 4 M123
Viseme Phonemes Viseme Phonemes Viseme Phonemes Viseme Phonemes
/v01/ /ah/ /ax/ /ay/ /v01/ /ah/ /ay/ /ey/ /v01/ /ah/ /ay/ /ey/ /v01/ /ah/ /ay/ /ey/
/ey/ /iy/ /iy/ /iy/ /ow/ /uw/ /iy/ /ow/ /uw/
v02 ow uw v02 aa ow uw v02 aa v02 aa
v03 eh v03 ax eh v03 ax eh v03 ax eh
v04 aa v04 d s t v04 d s t v v04 jh s t v
v05 d s t v v05 ch l v05 l m n v05 f l n
v06 l m n v06 b jh v06 b w y v06 b d p
v07 jh p y v07 v y v07 jh v07 w y
v08 k w v08 k w v08 z v08 z
v09 f v09 p v09 p v09 m
v10 ch v10 z v10 k v10 k
v11 b v11 m v11 f v11 ch
v12 ch
sil sil sil sil sil sil sil sil
garb ea oh ao r z garb ea oh ao r f n garb ea oh ao r iy garb ea oh ao r
Table 8: Phoneme-to-viseme mapping derived from phoneme recognition confusions of the three other speakers in AVL2
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Figure 2: Word recognition measured by correctness of the DSD&D trained HMM classifiers used on all three other speakers in AVL2.
Baseline is the SSD maps and error bars show ± one standard error.
equivalent performance of guessing. This correlates with
similar tests of independent HMM’s in [1]. We can attribute
this gap to two possible effects, either - the visual units are
incorrect, or they are trained on the incorrect speaker.
In Figure 3 we have repeated the same benchmark
as in Figure 2(n = p = q), but we have now al-
lowed the HMM to be trained on the relevant speaker,
so the other tests are: M2(1, 1),M3(1, 1),M4(1, 1) for
Speaker 1, M1(2, 2, )M3(2, 2),M4(2, 2) for Speaker 2,
M1(3, 3),M2(3, 3),M4(3, 3) for Speaker 3 and finally
M1(4, 4),M2(4, 4),M3(4, 4) for Speaker 4. Now the word
correctness has improved substantially which implies that the
previous poor performance was not due to the choice of visemes
but rather, the badly trained HMMs.
We rank the performance of each viseme set on each
speaker by weighting the effect of the DSD tests. We score
each map as in Table 10. If a map increases on SSD perfor-
mance within error bar range this scores +1 or outside error bar
range scores +2. Likewise if a map decreases recognition on
SSD performance, these values are negative.
So we see that M − 3 is the best of the four SSD maps,
followed by M4, M2 and finally M1 is the most susceptible to
speaker identity. We note that this order matches a decreasing
order of quantity of visemes in the speaker-dependent viseme
sets i.e. the more similar to phoneme classes visemes are, then
the better the recognition performance. This ties in with Table 9,
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Figure 3: Word recognition measured by correctness of the DSD classifiers constructed with single-speaker independent P2V maps for
all four speakers in AVL2. Baseline is the SSD maps and error bars show ± one standard error.
M1 M2 M3 M4
Sp01 0 +1 +2 +2
Sp02 −1 0 +2 +1
Sp03 −2 −2 0 −1
Sp04 −1 +1 −1 0
Total −4 0 3 2
Table 10: Weighted scores from comparing the use of speaker-
dependent maps for other speaker-dependent lip-reading
where the better P2V maps have less homorphous words.
In Table 3, phoneme pairs {/ax/, /eh/}, {/m/, /n/} and {/ey/,
/iy/} are present for three speakers and {/ah/, /iy/} and {/l/, /m/}
are pairs for two speakers. Of the single-phoneme visemes, /ch/
is present three times, /f/, /k/, /w/ & /z/ twice.
The important lesson from Figure 3, is that the selection
of incorrect units, whilst detrimental, is not as devastating as
training recognition classes on alternative speakers.
Figure 4 shows the correctness of both the MS viseme
class set and the SI sets. For the multi-speaker classifiers,
these are all built on the same map M1234, and tested on
the same speaker so, p = q. Therefore our tests are:
M1234(1, 1),M1234(2, 2),M1234(3, 3),M1234(4, 4). To test
our SI maps, we plot M234(1, 1),M134(2, 2),M124(3, 3) and
M123(4, 4). Again we repeat the same baseline where n = p =
q for reference.
There is no significant difference on Speaker 2, and while
Speaker 3 word recognition is reduced, it is not eradicated.
It is interesting that for Speaker 3, for whom their speaker-
dependent recognition was the best of all speakers, the SIM map
(M124) out performs the multi-speaker viseme classes (M1234)
significantly. This maybe due to Speaker 3 having a unique vi-
sual talking style which reduces similarities with Speakers 1, 2
& 4.
If we compare all the P2V maps in Tables 6 & 8, there are
similarities. Mostly because we know there is only one speaker
at a time removed from within SIM P2V maps. However, if we
compare these to the speaker-dependent maps in Table 3, we
see a different picture. Speaker 4 is significantly affected by the
introduction of /ow/ and /uw/ into viseme /v01/. Where Speaker
1 has these in M1(1, 1), we see that his SD word recognition of
15.9% is less than half of Speaker 4’s 38.4% (Figure 3).
6. Conclusions
Our principal conclusion can be seen by comparing Figures 3
& 4 with Figure 2. Figure 2 shows a very substantial reduc-
tion in performance when the system is truing on a speaker who
is not the test speaker. The question arises as to whether this
degradation is due to the wrong choice of map or the wrong
training data for the recognisers. We conclude that is it not the
choice of map that causes degradation since we can retrain the
HMMs and regain much of the performance. We regain perfor-
mance irrespective of whether the map is chosen for a different
speaker, multi-speaker or independently of the speaker.
This is an important conclusion since it tells us that the
repertoire of lip appearances does not vary significantly across
speakers. This is comforting since the prospect of recognition
using a symbol alphabet which varies by speaker is daunting.
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Figure 4: Word recognition measured by correctness of the classifiers using MS and SI phoneme-to-viseme maps. Baseline is the SSD
maps and error bars show ± one standard error.
This is further reinforced by Tables 3, 6 & 8. There are differ-
ences between speakers, but not significant ones.
An analogy with acoustic speech would be the question of
whether an accented Norfolk speaker requires a different set
of phonemes to a standard British talker. No: they can be
represented by the same set of phonemes; they just use these
phonemes in a different way.
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Abstract
In machine lip-reading there is continued debate and research
around the correct classes to be used for recognition.
In this paper we use a structured approach for devising
speaker-dependent viseme classes, which enables the creation
of a set of phoneme-to-viseme maps where each has a different
quantity of visemes ranging from two to 45. Viseme classes
are based upon the mapping of articulated phonemes, which
have been confused during phoneme recognition, into viseme
groups.
Using these maps, with the LiLIR dataset, we show the
effect of changing the viseme map size in speaker-dependent
machine lip-reading, measured by word recognition correctness
and so demonstrate that word recognition with phoneme clas-
sifiers is not just possible, but often better than word recogni-
tion with viseme classifiers. Furthermore, there are intermedi-
ate units between visemes and phonemes which are better still.
Index Terms: visual-only speech recognition, computer lip-
reading, visemes, classification, pattern recognition
1. Introduction
Although visemes are yet to be formally defined, many possi-
bilities can be found across literature [1, 2, 3, 4]. Here we use
the definition “a viseme is a visual cue representative of a subset
of phonemes on the lips”. Therefore, a set of viseme classifiers
is inherently smaller than a set of phoneme classifiers. Whilst
this means that there are more training samples per class (ad-
dressing the limitation of currently available dataset sizes), this
also introduces generalisation between articulated sounds. So,
to find optimal viseme classes, we need to minimise this gener-
alisation in order to maximise recognition of correct utterances,
but also maximise the use of the data available.
The relationship between phonemes (the units of acoustic
speech) and visemes (the units of visual speech) can be de-
scribed with Phoneme-to-Viseme (P2V) maps. In [1] it is shown
how these maps can be derived automatically from phoneme
confusions. A by-product of the method is that we can control
how many visemes we need. This allows considerable precision
when answering questions about the optimal number and nature
of visemes.
2. Data
Our selected dataset is LiLIR [5]. This data consists of 12
British speakers (seven male and five female), 200 utterances
per speaker of resource management context independent sen-
tences from [6] which totals around 1000 words. The original
videos were recorded in high definition and in a full-frontal po-
sition. Individual speakers are tracked using Active Appearance
Models [7] and we extract features of concatenated shape and
appearance information.
The pronunciation dictionary used throughout these experi-
ments is British English [8] which we take to be represented by
46 phonemes.
3. Method
A high level overview of our method is shown in Figure 1 and
is described in [1]. We begin by performing word recognition
using classifiers based upon phoneme labels. This provides us
with both a baseline to benchmark against and, crucially, a set
of confusion matrices for each speaker which are used to cluster
together potential monophones.
However, we undertake a different clustering process (sec-
tion 3.2) during which we make a new P2V mapping each time a
phoneme is re-classified to a new viseme grouping, thereby de-
riving up to 45 (subject to the number of phonemes recognised
during the phoneme recognition stage) P2V maps per speaker.
These new classifiers (visemes) are then used to repeat our word
recognition task.
We use the word recognition as our performance measure as
this normalises for variance in training samples for each set of
classifiers. We note that it is not the performance itself which is
relevant here, rather it is any improvement a variance in classes
can provide. The reader should also note that we are not sug-
gesting our clustering process will deliver the optimum visemes
but rather address our need in this case for a method to enable a
controlled comparison of the visemes.
3.1. Step one: phoneme recognition
We implement 10-fold cross-validation with replacement [9],
of 200 sentences per speaker, 20 are randomly selected as test
samples and these are not included in the training folds. Us-
ing the HTK toolkit [10] to use Hidden Markov Model (HMM)
classes, we flat-start the HMMs, re-estimate them 11 times with
forced alignment between seventh and eighth estimates. Our
prototype is based upon a Gaussian mixture of five compo-
nents and three state HMMs. We use a single-state tied short-
pause, or ‘sp’ HMM for short silences between words in the
sentence utterances. We also use a bigram word network to sup-
port recognition. There are a maximum of 46 phonemes within
our phoneme recognition results, but not all speakers used all
phonemes within their speech utterances.
3.2. Step two: speaker-dependent phoneme clustering
We cluster the phonemes into new visemes classes as follows;
we have 10 confusion matrices for each speaker (one from each
fold), these are summed together to form one confusion matrix
representing all confusions for that speaker. We start with this
phoneme confusion matrix:
[Km]ij = N(pˆj |pi) (1)
1. Phoneme 
recognition
2. Cluster 
phonemes
3. Viseme 
recognition
Confusion matrices Viseme classes
Figure 1: Three step process for word recognition from visemes.
Viseme Phonemes
V01 /ax/
V02 /v/
V03 /oy/
V04 /f/ /zh/ /w/
V05 /k/ /b/ /d/ /th/ /p/
V06 /l/ /jh/
V07 /g/ /m/ /z/ /y/ /ch/ /dh/ /s/ /r/ /t/ /sh/
V08 /n/ /hh/ /ng/
V09 /ea/ /ae/ /ao/ /uw/ /oh/ /ia/ /ey/ /ua/ /er/
V10 /ay/ /aa/ /ah/ /aw/ /uh/ /ow/ /ih/ /iy/ /az/ /eh/
Table 1: An example P2V map, this is the P2V for Speaker 01
with ten visemes
where the ijth element is the count of the number of times
phoneme i is classified as phoneme j. Our algorithm works
with the column normalised version,
[Pm]ij = Pr{pi|pˆj} (2)
the probability that, given a classification of pj that the
phoneme really was pi. The subscript m in Km and Pm in-
dicates that Km and Pm have m2 elements (m phonemes).
We merge phonemes by looking for the two most confused
phonemes and hence create a new class with confusions
Km−1, Pm−1.
Specifically for each possible merged pair, Pr, Ps, we cal-
culate a score:
q = [Pm]rs + [Pm]sr = Pr{Pˆ r|Ps}+ Pr{Pr|Pˆ s} (3)
Phonemes are assigned to one of two classes, V&C, vow-
els and consonants. Vowels and consonants can not be mixed.
The pair with the highest q is merged. Equal scores are broken
randomly. This process is repeated until M = 2. Each inter-
mittent step, M = 45, 44, 43...2 forms a possible set of visual
units.
This is a more formal approach than used in [1] and incor-
porates their conclusions that vowel and consonant phonemes
should not be clustered together when devising phoneme-to-
viseme mappings. An example P2V mapping is shown in Ta-
ble 1.
3.3. Step three: viseme recognition
Similar to Step one, we implement 10-fold cross-validation with
replacement [9], of 200 sentences per speaker, 20 are randomly
selected as test samples and these are not included in the train-
ing folds. Using the HTK toolkit [10] to use Hidden Markov
Model (HMM) classes, we flat-start the HMMs, re-estimate
them 16 times over with forced alignment between seventh and
eighth estimates.
Our prototype is based upon a gaussian mixture of five com-
ponents and three state HMMs. We use a single-state tied short-
pause, or ‘sp’ HMM for short silences between words in the sen-
tence utterances. We also use a bigram word network to support
recognition, apply a grammar scale factor of 1.0 (shown to be
optimum in Howell’s thesis [11]) and apply a transition penalty
of 0.5.
This time around we have viseme classes to use as recog-
nizers. By using these sets of classes which have shown in step
one are confusing on the lips, we perform recognition for each
class set. In total this is 45, where the smallest set is of two
classes (one with all the vowel phonemes and the other all the
consonant phonemes), and the largest set is of 45 classes with
one phoneme in each - a repeat of the phoneme recognition task
but using only phonemes which we know to have been identifi-
able.
4. Discussion
We note that word recognition performance of the HMMs can
be measured by both correctness, C, and accuracy, A, of the
recognition classes,
C =
N −D − S
N
, (4)
A =
C − I
N
, (5)
where S is the number of substitution errors, D is the number
of deletion errors, I is the number of insertion errors and N the
total number of labels in the reference transcriptions [10].
Figure 2 (subfigures a-l), show the correctness for all 12
speakers. Viseme sets containing fewer visemes produce more
viseme strings that represent more than one word: homophones.
An example of a homophone in these data are the words ‘port’
and ‘bass’. Using Speaker 1’s 10-viseme P2V map these both
become ‘v5 v9 v7’ i.e. a single identifier for identifying two
words. Thus distinguishing between ‘port’ and ‘bass’ becomes
impossible. The effect of these can be seen on the left side of
the graphs in Figure 2.
Although the correctness scores are low they are all sig-
nificantly above chance. The results for each speaker vary but
the overall trend is very clear. Superior performances are to be
found with larger numbers of visemes. Note that, had we re-
ported viseme error (as is commonplace) then this effect is not
visible and the imperative for large numbers of visemes would
be missed.
Also in Figure 2 (subfigures a-l), class sets are highlighted
in red and labelled which show where a particular combination
of two previous viseme classes delivers a significant improve-
ment in recognition. These combinations are listed in Table 2.
Whilst there is no apparent pattern through these pairings, this
does further reinforce our knowledge that all speakers are visu-
ally unique and how difficult finding a set of cross-talker viseme
sets will be when different phonemes require alternative group-
ing arrangements for each individual.
As has been noted before [12] the conventional wisdom
which is that visemes are needed for lip-reading is not bourne
out by these experiments. However it is an over simplification
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(c) Speaker 3 (d) Speaker 4
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(e) Speaker 5 (f) Speaker 6
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Figure 2: Individual speaker word recognition in correctness C for all viseme map sizes
Speaker Set No Vi Vj Set No Vn
SP01 35 /s/ /r/ /dh/ 34 /s/ /r/ /dh/
SP02 22 /d/ /z/ /y/ 21 /d/ /z/ /y/
SP03 34 /b/ /ch/ /zh/ 33 /b/ /ch/ /zh/
SP03 31 /zh/ /b/ /ch/ /z/ 30 /zh/ /b/ /ch/ /z/
SP03 25 /p/ /r/ /ng/ 24 /p/ /r/ /ng/
SP05 17 /ae/ /eh/ 16 /ae/ /eh/
SP06 35 /ae/ /ah/ /iy/ 34 /ae/ /ah/ /iy/
SP09 12 /b/ /w/ /v/ /jh/ /hh/ 11 /b/ /w/ /v/ /jh/ /hh/
SP12 36 /ah/ /ao/ 34 /ah/ /ao/
Table 2: Viseme class merges which improve word recognition
Speaker 1 2 3 4 5 6 7 8 9 10 11 12
Phoneme C 0.045 0.060 0.058 0.049 0.063 0.063 0.055 0.090 0.063 0.071 0.061 0.064
Table 3: Phoneme correctness values for each speaker, these are on the right hand side of each respective subfigure in Figure 2
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Figure 3: Word recognition measured by correctness of the classifiers. Error bars show ± one standard error.
to assert that better lip-reading can be achieved with phonemes
than visemes. It is true that, generally speaking, larger numbers
of visemes out-perform smaller numbers, but the curves in Fig-
ure 2 are far from monotonic. Even Figure 3, which is the mean
performance over all speakers, is not monotonic.
There are a number of proposed phoneme-to-viseme maps
in the literature, typically they generate between 10 and 20
visemes (see [1] for a summary) - the well known Lee set has six
consonant visemes and five vowels [13]; Jeffers eight & three
[14] and so on. Looking at Figures 2 & 3 there is certainly a
rapid drop-off in performance for fewer than ten visemes but
the region between ten and 20 contains the optimum viseme set
for three out of the 12 speakers which is no more than chance.
In other words, for each speaker there is an optimal number
of visual units (shown by the best performing result in Figure 2)
but that optimal number is not related to any of the conventional
viseme definitions, nor is the number of phonemes. The correct-
ness of the phoneme recognition for each speaker is shown in
Table 3.
The two factors at play in these graphs are, the underlying
accuracy with which the visual units represent the mouth shape
and appearances versus the introduction of homophones. For
large numbers of visemes we are close to phonetic recognition,
(with fewer homophones) but we run the risk of visual units
which are not visually very distinctive - several of the HMM
models will “match” on a particular sub-sequence. This latter
problem creates a decoding lattice in which there are several
near equal probability paths which, in turn, implies that state-
of-the-art language models would improve results still further.
5. Conclusions
We have described a method that allows us to construct any
number of visual units. We remind the reader that we are not
proposing that our visemes are the best, our priority in this case
is a method for enabling comparison of viseme sets in a con-
trolled manner.
The presence of an optimum is a result of two competing
effects. In the first, as the number of visemes shrinks the num-
ber of homophones rises and it becomes more difficult to recog-
nise words (correctness drops). In the second, as the number
of visemes rises we run out of training data to learn the sub-
tle differences in lip-shapes (if they exist), so again, correctness
drops.
Thus, the optimum number of visual units lies beween one
and 45. In practice we see this optimum is between the number
of phonemes and eight (which is the size of one of the smaller
viseme sets).
For future work we are interested to extend these methods
to work across speakers with a view to identify combinations of
phonemes which can improve more than an single speaker.
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DECODING VISEMES: IMPROVING MACHINE LIP-READING
Helen L. Bear and Richard Harvey
School of Computing Sciences, University of East Anglia, Norwich, NR4 7TJ, United Kingdom
ABSTRACT
To undertake machine lip-reading, we try to recognise speech
from a visual signal. Current work often uses viseme classi-
fication supported by language models with varying degrees
of success. A few recent works suggest phoneme classifica-
tion, in the right circumstances, can outperform viseme clas-
sification. In this work we present a novel two-pass method
of training phoneme classifiers which uses previously trained
visemes in the first pass. With our new training algorithm, we
show classification performance which significantly improves
on previous lip-reading results.
Index Terms— visemes, weak learning, visual speech,
lip-reading, recognition, classification
1. INTRODUCTION
In machine lip-reading, the classification of an utterance from
a visual-only signal, there are many obstacles to overcome.
Some, such as pose [1, 2], motion [3, 4] and resolution [5]
have been studied and measured, including the selection of
a phoneme-to-viseme mapping [6, 7]. However, visemes
are not precisely defined. Many working definitions have
been offered such as; “A set of phonemes that have iden-
tical appearance on the lips” [7] or “A visual equivalent of
a phoneme” [8]. However, there are challenges with using
viseme labelled classifiers including: the homophone effect,
not enough training data per class, and the consequential lack
of differentiation between classes when there are too many
visemes within a set. More recently, there is evidence that
viseme labels may not be needed at all because with enough
data, classifiers based on phoneme labels can outperform
viseme classification [9, 10]. As phonemes are well stud-
ied, this idea is attractive. However, others have tested small
numbers of visual units: visemes and found they also give
acceptable results [11, 12]. It would be very helpful to be
able to systematically vary the number visual units and hence
devise optimal strategies for learning.
The rest of this paper is as follows; a summary of the anal-
ysis into the effect of varying the quantity of visemes in a set
on lip-reading performance presented in [13] is followed by
a short test on unit selection effects between classifier and its
supporting network, the results of these are used to introduce
the hypothesis for applying weak learning during classifier
training. A full description of the experimental setup to test
the hypothesis is included before analysis of results and con-
clusions.
2. BACKGROUND
A systematic study into varying the number of visemes was
conducted in [13] which generated viseme sets of varying
size. HTK [14] was used to build Hidden Markov Model
(HMM) classifiers for every viseme in each set. We initialised
a set of HMMs (HCompV), that were trained (and retrained)
using HERest during which there were options to tie any
required model states together (e.g. for short pause mod-
els) (HHed) or to force align the HMMs to a time-aligned
ground truth (HVite) before producing a classification out-
put. The output of classification was supported by a word
bigram model created with HBuild and HLStats. Finally,
this classification output was compared to the ground truth to
measure its efficacy (HResults) which we measured using
Correctness, C.
C =
N −D − S
N
, (1)
where S is the number of substitution errors, D is the number
of deletion errors, I is the number of insertion errors and N
the total number of labels in the reference transcriptions [14].
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Fig. 1: Viseme correctness as the quantity of visemes changes
in a set of classifiers for 12 LiLiR speakers. Results from [13].
Figure 1 shows our previous results [13], derived using the
algorithm described in [7]. The algorithm works by merging
visemes. For example, a label set with 44 visemes has been
obtained from the label set of 45 visemes. At each merging
stage we measure the difference in correctness compared to
the previous set. Significant differences in Figure 1 are shown
with black dots where the number represents the size of the
significant set.
In Figure 1 the performance of classifiers with few
visemes is poor due to the large number of homophones.
An example of a homophone in the data are the words “port”
and “bass”. Using Speaker 1’s 10-viseme P2V map these
both become ‘/v5/ /v9/ /v7/’ i.e. a single identifier for
identifying two distinct words. Thus distinguishing between
“port” and “bass” is impossible. Large numbers of visemes
do not appear to further improve the correctness, probably
because, as has been observed before, many phonemes look
similar on the lips [15]. Looking at Figure 1 there appears
to be a sweet spot where optimality might be found between
visemes set sizes from 11 to 36.
3. DATA
For comparable experiments, we select the same 12 speak-
ers from the dataset [16] presented in [13]. For the seven
male and five female speakers, each utters 200 sentences from
[15]. Individual speakers were tracked using Active Appear-
ance Models (AAMs) [17] and the extracted features consist
of concatenated shape and appearance information represent-
ing only the mouth area of the face.
4. METHOD
In previous work, we essentially examined two different algo-
rithms. In the first, the data were labelled with phonemes, we
use HCompV to initialise the phoneme classifiers, and 11 repe-
titions of HERest to train the classifiers. This system had the
advantage that the output was a sequence of phonemes, but
the disadvantage that phoneme models are hard to train. The
alternative was to use a smaller number of visemes. The data
were labelled with the visemes, and we learned the viseme
classifiers in the same way, HCompV followed by HERest.
Our new method is a hybrid. We initially learn the visemes,
these trained visemes then become the starting point phoneme
classifiers (we know the mapping from the visemes to the
phonemes for all sets of visemes). We now train the the
phoneme models via repeated applications of HERest, thus
we have obtained phoneme models but with a new initialisa-
tion based upon what was learned for the visemes. This pro-
cess is illustrated in Figure 2. In this example p1, p2 and p4
are associated with v1, so are initialised as replicas of HMM
v1. Likewise p3 and p5 are initialised as replicas of v2. We
now retrain the phoneme models using the same training data.
In full; we initialise viseme HMMs with HCompV. Our
prototype HMM is based upon a Gaussian mixture of five
components and three states [18]. These are re-estimated 11
times over with HERest, including both short pause model
state tying (between re-estimates 3 & 4 with HHed), and
forced alignment between re-estimates 7 & 8 with HVite.
This is steps 1 & 2 in Figure 2. But before classification, these
viseme HMM definitions are used as initialised definitions for
phoneme labelled HMMs (Figure 2 step 3). The respective
viseme HMM definition is used for all the phonemes in its rel-
ative phoneme-to-viseme mapping. These phoneme HMMs
are retrained and used for classification. This amendment
to training is analogous with weak learning. We complete
classification twice. First with a phoneme bigram network,
second with a word bigram network. For both we apply
a grammar scale factor of 1.0 and a transition penalty of
0.5 (based on [9]) with HVite. This is implemented using
10-fold cross-validation with replacement [19].
The advantage of our new training approach is that the
phoneme classifiers have seen only positive cases therefore
have good mode matching, the disadvantage is they are not
exposed to negative cases to the same degree as the visemes.
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Fig. 2: Weak learning of visemes to initialise phoneme la-
belled classifiers.
4.1. Language network units
The systems under study in this paper have two components.
The first component, the classifier takes the raw data and at-
tempts to estimate a probable string of units. The second com-
ponent, the language model, modifies that string on the basis
of knowledge of how the units are co-located in the training
data. In practice of course, these two components work to-
gether and there is no intermediate uncorrected string.
Here we are considering the problem of what the classifi-
cation unit should be: a viseme? A phoneme? Or a word? But
we also must consider how the language model should work.
Should we use n-grams of phonemes? Visemes? Or words?
The further confusion is the unit on which we measure cor-
rectness. It is possible, for example, to build a word classifier
followed by a bigram word network measured in terms of its
viseme correctness. Such a system would be bizarre but is
none-the-less possible. Table 1 shows some of the more sensi-
ble possibilities. The first row of Table 1 is a viseme classifier
followed by a viseme bigram network with a viseme correct-
ness of 0.0231. In Table 1 correctness is always measured
by the units of the classifier. The dashed lines group differ-
ent correctness units. The top group show viseme correctness
which can be compared against each other, the second group
show phoneme correctness and the bottom, word correctness.
In our data we have a large vocabulary (approximately
1000 words), so we eliminate word level classifiers as im-
practical. This leaves us with viseme classifiers for which the
viseme word network is the worst performing so we do not
consider this option either. For convenience the same data are
plotted in Figure 3 with error bars of one standard error.
Table 1: Unit selection pairs for HMMs & language net-
works.
Classifier units Network units Classifier unit, C
Viseme Viseme 0.0231
Viseme Phoneme 0.1914
Viseme Word 0.0851
Phoneme Phoneme 0.1980
Phoneme Word 0.1980
Word Word 0.1874
Viseme Phoneme Word
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Fig. 3: Effects of support network unit choice with varying
HMM classifier units measured in all speaker mean correct-
ness, C.
5. RESULTS
Figure 4 shows the mean speaker-dependent correctness. We
examine two configurations, one is phoneme classification
where we measure phoneme correctness. These are the top
two data series in Figure 4 (in green and pink), and the other
is word classification where we measure word correctness.
These are the lower two data series in Figure 4 in blue and
red. Word correctness guessing is duplicated from [13] and is
plotted in orange.
In the top two series, both have bigram phoneme net-
works, the lower of these two series uses a viseme classifier
as in [13], and the upper our new phonemes denoted WLT.
The lower pair of series use bigram word networks and again
show the difference between visemes and our new method of
training phoneme classifiers.
The situation in Figure 4 is summarised in Table 2. For
hard to classify speakers, the new model training method
gives a significant improvement.
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Fig. 4: HTK Correctness C for both types of classifier with
either a phoneme or a word language model averaged over all
12 speakers.
Table 2: Minimum, maximum, and range of mean correct-
ness measured over all speakers for the various methods. Top
of table shows word correctness, bottom of table phoneme
correctness.
Min Max Range
WLT phonemes + phoneme net 0.2253 0.2367 0.0114
Visemes + phoneme net 0.2036 0.2214 0.0179
Effect of WLT 0.0217 0.0153 –
WLT phonemes + word net 0.0905 0.0995 0.0090
Visemes + word net 0.0274 0.0601 0.0327
Effect of WLT 0.0631 0.0394 –
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Fig. 5: HTK Correctness C for a variety of classifiers with
either phoneme or word language models for three speakers.
Figures 5a, b & c show example performances for three
speakers. Whilst not monotonic, these graphs are much
smoother than the speaker-dependent graphs shown in [13].
Which is encouraging because it implies that our new algo-
rithm is optimising its learning for each speaker-dependent
phoneme-to-viseme mapping.
Figure 5 shows that, for certain numbers of visemes, and
for certain speakers, the weak learning method gives improve-
ment. However, with the right number of visemes for a par-
ticular speaker, the new method will always give a significant
improvement.
Looking at Figure 5 there appeard to be a few regions
where the new training method gives only marginal improve-
ment. Not all speakers have these regions. We think the
presence of these regions is associated with speakers that
have more co-articulation than others. If this is true, then the
phonemes are blurred together, the learning is more difficult
and performance declines. We do not have enough speakers
to make this anything other than speculation at this stage.
Our own observation is that young people have more co-
articulation than old people, but this is something for further
investigation.
6. CONCLUSIONS
The choice of visual units in lip-reading has caused some de-
bate. Some workers use visemes as adduced by for example
Fisher [20] (in which visemes are a theoretical construct rep-
resenting phonemes should look identical on the lips [10]).
Others have noted that lip-reading using phonemes gives su-
perior performance to visemes such as in [9].
Here, we supply further evidence to the more nuanced hy-
pothesis first presented in [13], which is that there are inter-
mediary units, which for convenience we call visemes, that
can provide superior performances provided they are derived
by an analysis of the data. A good number of visemes in a set
is higher than previously thought.
In this paper we have presented a novel learning algo-
rithm which shows improved performance for these new data-
driven visemes by using them as an intermediate step in train-
ing phoneme classifiers. The essence of our method is to re-
train the viseme models in a fashion similar to weak learn-
ing. This two-pass approach on the same training data has
improved the training of phoneme labelled classifiers and in-
creased the classification performance.
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