Abstract-This
Since the announcement of the U.S. Department of Energy's (DOE) goal of market-ready net-zero-energy residential and commercial buildings by 2020 and 2025 [4] , NILM has been widely recognized as an important solution to meet this goal. Specifically, intelligent load modeling, identification, and monitoring technology could provide critical information to improve the capability and functionality of building energy management systems. For example, DOE initiated Building America [5] to identify and reduce electric load consumption, which aims at 50% energy savings in new homes by 2015.
Furthermore, the scope of NILM has also been extended to miscellaneous electric loads [6] [7] [8] . For instance, a recent study extended the conventional NILM framework to monitor electric vehicle charging activities in residential buildings [9] . For these new applications and extensions of NILM, a nonintrusive but yet reliable method to identify the type, model, and status of an unknown load is a prerequisite.
Existing load identification systems can be categorized into two groups. 1) Load identification based on features extracted from short-term (from cycles to seconds) high sampling rate voltage and current waveforms [10] [11] [12] [13] [14] [15] . 2) Load identification based on features extracted from long-term (from minutes to hours or even days) low sampling rate power consumption data [9] , [16] [17] [18] [19] . Feature extraction from long-term high sampling rate voltage and current waveforms has not been reported in the literature, and existing methods for the above two groups cannot be directly applied. Existing methods may assign an incorrect identity to a load that exhibits different current waveforms (and thus different characteristics) under different operating modes. For example, many electric loads are currently equipped with power factor correction (PFC) units which may be turned on or off automatically while in different operating modes. The raw current waveforms of an LED TV in active mode (PFC on) and in energy saving mode (PFC off) are shown in Fig. 1 .
The current waveform in Fig. 1(a) is almost sinusoidal, while the waveform in Fig. 1(b) is distorted. Therefore, this LED TV has two different sets of features from these two waveforms. Comparing these two sets of features with a database is not reliable for identifying this TV, as it is likely that each set of features would match different elements in the database and thus return different identification decisions.
Moreover, some researchers have used long-term low sampling rate power consumption data to identify the load type and status. A recent report by the German Federal Ministry [17] analyzed four operating modes of communication devices: 1) normal; 2) standby; 3) off-mode; and 4) off. A study by the Lawrence Berkeley National Laboratory [18] employs a nonintrusive inventory-based method to study the power status of office appliances during night-time. The National Renewable Energy Laboratory presented a histogram heuristic clustering technique to divide a set of load operation data for several days into clusters based on similarity criteria [16] .
However, these methods do not provide the total amount of time operating at different modes over a certain period. Furthermore, these methods use only power consumption data. Some useful information contained in the voltage and current waveforms cannot be used. For example, Fig. 2 shows raw current waveforms of two office appliances for duration of 60 s. Fig. 2(a) shows the raw current waveform of a fax machine transiting from standby mode to active mode and then performing repeating jobs, and Fig. 2(b) presents the raw current waveform of a multifunctional device (MFD) operating in double-sided photocopying mode.
Detection of the transition from standby to active mode in Fig. 2(a) is crucial for real-time energy management, which should not rely only on detecting an increase in instantaneous power consumption. Instead, it is desired to have a reliable approach to extract features from long-term operating waveforms for load identification. This paper aims at filling this gap by proposing a novel representation of long-term raw current waveforms to extract features for load identification. This paper is organized as follows. Section II introduces the finite-state machine (FSM) framework and the representation of long-term operating waveforms by FSMs. Section III presents three groups of repeating operating pattern as well as their detection criteria. Section IV proposes a novel set of features that can be extracted from FSMs and provides test results from a selection of major office appliances. Finally, Section V summarizes the contributions of this paper. Formally, a FSM F is a four-tuple
where Q is the nonempty set of states, is the set of events, δ : Q × → Q is the state transition function, and q 0 ∈ Q is the initial state. Note that × denotes the Cartesian product of two sets, that → denotes an onto mapping, and that all elements in the definition of the FSM are time-invariant.
B. Representation of Long-Term Waveforms
This section explains how to represent a long-term raw current waveform by a FSM. First, a sequence of states is extracted from the root mean square (RMS) current values I RMS (·) of the waveform, where I RMS (n) denotes the RMS current value over a predefined time window n. The length of this time window can be chosen from one electric cycle to minutes, depending on the application. The sequence of states can also be extracted from sequences of peak current values or active power values over predefined time windows with a fixed length. The I RMS is chosen in this paper as it has many advantages compared with the other two options. For instance, peak current values can be easily affected by noise and measurement errors and typically requires high sampling rates to be accurate. Also, I RMS (n) provides equivalent information about the average active power at time window n but needs no additional multiplication (with RMS voltage).
Within the sequence of states extracted, the first state is defined as the initial state. Furthermore, as the I RMS sequence moves from one value to another, the corresponding FSM also transits from one state to another accordingly. Some of these state transitions are due to normal fluctuations in usage, and some others are triggered by events, i.e., predefined change in usage. In this paper, spike events are of special interests as they are sometimes caused by switching on/off events which cannot be directly detected without ambiguity from normal fluctuations in usage.
C. Definition of States and Their Associated Values
As discussed above, a sequence of I RMS (·) can be transformed into a sequence of states with each I RMS (·) considered as a state. However, there could be too many states and it is not easy to extract useful information and features. A major advantage of the proposed FSM representation is that it can efficiently reduce the number of states and handle the concept of time. If a load is in steady operation and consumes almost a constant amount of power, the corresponding FSM remains at a certain state enabled by self-state transitions. However, no load consumes an exactly constant value of I RMS (·) (equivalently, active power) during a certain period. The I RMS (·) values during this period may vary slightly in magnitude. In this case, it is proposed to consider that the FSM stays at the same state if the difference between the two successive I RMS (·) values associated with the present state and the next state is within a specified threshold. Thus, a steady state operation could be represented by only one state with a constant I RMS (·) value, which is called quantization of the waveform in this paper. Fig. 3 shows an example of quantized current waveform. Note that quantization of waveforms also allows the FSM representation to record how long it stays at each steady operation, which is useful for energy management.
To summarize, each state S k (I k , T k ) extracted from the I RMS (·) sequence is assigned two values. One is the RMS current value (denoted by I k ) and the other one corresponds to the total amount of time (denoted by T k ) that the FSM stays at S k , where k is an index for states.
Let I RMS (i) be a sequence of RMS current values, where i = 1, 2, . . . , N denotes an index and N is the total number of available RMS current values. A sequence of states S k (I k , T k ) with assigned values I k and T k can be extracted from I RMS (i) by Algorithm 1.
As a FSM can stay at some states for more than one time step, the final k is typically far less than N. Therefore, the total number of states is greatly reduced. Furthermore, the threshold should be properly selected by the application. If is too small, there could be too many states. On the other hand, a large would introduce a notable offset between actual and quantized values.
Example 1: Consider the current waveform of a desktop computer for 60 s as shown in Fig. 3 , which is sampled at 30.72 kS/s 1 and includes the transient period from off to on. 1 Note that following examples in this paper are all based on data of the same sampling frequency (30.72 kS/s) and length (60 s) for better illustration. The proposed algorithms work in the same manner with lower sampling rates and longer time durations.
Algorithm 1 Quantization of Waveforms and Generation of States
(1) Start with k = 1, assign I k = I RMS (1), and let T k = 1; (2) Continue with i = 1 and compute the stepwise difference
| between I RMS (i+1) and I RMS (i). If i+1,i > , where is a predefined threshold value, let k = k + 1 and go to step (3). Otherwise, let i = i + 1, T k = T k + 1, and repeat step (2) 
D. Elemental States and Spike Event
To identify important states and extract useful information, the following elemental states and events are defined. For practical applications, it is insufficient to just check whether I RMS (i) is greater than a certain ratio (i.e., ε 1 ) of I RMS (i − 1) as normal operations can also induce a steady ramp-up in RMS current. Therefore, to accurately detect spikes, the sudden ramp-up should be immediately followed by a sudden ramp-down, which is represented by the criterion I RMS (i)/I RMS (i + 1) > ε 2 , where ε 2 is another threshold.
Moreover, the threshold values ε 1 and ε 2 determines the number of spikes. The number of spikes decreases and some obvious spikes could be missed if ε 1 and ε 2 are too large. On the other hand, there might be too many spike events if ε 1 and ε 2 are too small. It is suggested to choose ε 1 and ε 2 between 1 and 3 based on a database maintained by Georgia Tech.
Example 2: Continuing with Example 1, Fig. 6 plots the raw current waveform of a Plasma TV and Fig. 7 shows the corresponding extracted states with their associated current (I k ) and time (T k ) values. 8 illustrates the corresponding spike events, semi-steady states, and steady states extracted from the current waveform in Fig. 6 . The elemental states can be directly identified by the T k values shown in Fig. 7 . Fig. 8 shows the spikes when the TV is turn on (between 0 and 15 s). After that, the TV operates in active mode. The FSM stays in one steady state for over 20 s, three other steady states for over 5 s, five semi-steady states, and over 70 oscillation states for short periods.
III. DETECTION OF REPEATING PATTERNS
There exist patterns representing recurrent operation actions that are similar but not identical. Examples of raw current waveforms with repeating patterns are shown in Fig. 9 .
Some loads have almost identical waveforms when they repeat certain operating actions or modes, as indicated by the waveforms shown in Fig. 9(a), (b), and (d) . On the other hand, some loads exhibit nonidentical but similar waveforms as well as patterns, such as Fig. 9(c) . Therefore, it is necessary to develop features and an identification mechanism to detect the existence or nonexistence of repeating patterns.
A. Repeating Patterns in FSM Representations
It is observed in a study on a large set of raw current waveforms that the repeating patterns in waveforms can be represented by combinations of the following characteristics: 1) type of the states, i.e., semi-steady or steady; 2) I k and T k values of all steady and semi-steady states; 3) occurrence of spike events before and after steady and semi-steady states. After first extracting a sequence of states S k (I k , T k ) by Algorithm 1 and then identifying semi-steady states, steady states, and spike events by their definitions, the next step is to utilize these elemental states and events and their associated I k and T k values to determine whether there exist repeating patterns in the raw waveform. The following example illustrates this three-step pattern detection mechanism.
Example 3: The raw current waveform of a microwave oven in reheat mode as shown in Fig. 9(a) can be represented by a FSM with three semi-steady states and two steady states. The associated I k (in A) and T k (in seconds) values are listed in Table I .
The sequences "steady state 1 (15.36, 26.12)-semisteady 1 state (0.47, 1.53)" and "steady state 2 (15.36, 26.57)-semi-steady state 2 (0.48, 1.57)" can be considered as candidates for repeating patterns, which match the waveform shown in Fig. 9(a) . In other words, the repeating patterns in this example recur in such a manner that one steady state followed by another semi-steady state. Two such patterns steady state 1-semi-steady state 1 and steady state 2-semi-steady state 2 are considered as repeating as steady states 1 and 2 have almost-identical I k and T k values and also semi-steady states 1 and 2 have almost-identical I k and T k values.
Although not all repeating patterns in raw current waveforms occur in this manner, most repeating patterns observed in this paper can be classified into three groups as presented in the following section.
B. Classification of Repeating Patterns
As discussed above, repeating patterns observed in this paper can be classified as the following three groups.
1) Almost-Identical Repeating Patterns:
This type of patterns contains repeating semi-steady or steady states whose associated I k and T k are almost-identical in value. Thus, a certain semi-steady or steady state is considered to appear recurrently several times. An example is given in Fig. 9(d) , which can be modeled by a FSM with one semi-steady state and six steady states. Their I k (in A) and T k (in seconds) are listed in Table II . Table II shows that the steady state with I k around 0.67 A and staying time T k around 5.78 s repeats four times. Note that, the final steady state with peak current 0.67 A is not considered as repeating because its staying time is only 3.73 s, which is caused by the cutoff in the waveform.
2)
Step Up/Down Repeating Patterns: This type of repeating patterns usually recur as a sequence of step up/down changes in the raw waveforms, which can be represented by a sequence of semi-steady and steady states with step up/down changes in associatedI k and T k values.
The raw current waveform of a laser printer in double-sided printing mode shown in Fig. 9 (b) falls into this category, which can be modeled by a FSM shown in Table III .
Two types of repeating patterns can be detected in this example.
1) The two steady states in sub-sequences 2 and 3 are almost-identical repeating patterns as they have almost identical I k (around 14 A) and T k (around 5.15 s). 2) Sub-sequences repeat with step up/down changes in I k and T k of adjacent semi-steady states. Specifically, I k drops from around 13.6 A (13.72, 13.54, and 13.57 in sub-sequences 5, 6, and 7, respectively) to around 1.95 A (1.88, 2, and 1.98 in sub-sequences 5, 6, and 7, respectively). Furthermore, T k drops from around 3.25 s (3.25, 3.2, and 3.27 in sub-sequences 5, 6, and 7, respectively) to around 1.2 s (1.17, 1.2, and 1.23 in sub-sequences 5, 6, and 7, respectively). 3) Spike-Lead Repeating Patterns: Some raw waveforms present repeating patterns with similar but not identical I k and T k values. Furthermore, in some cases, the time durations between these repeating patterns are inconsistent. An example of such repeating patterns is given in Fig. 9(c) , in which six printing jobs are performed. Each job consumes similar but not identical amount of RMS current and takes similar but not identical amount of time to finish. The time durations between adjacent jobs are also inconsistent. Fig. 9 (c) can be modeled by a FSM shown in Table IV .
The following two criteria are proposed to detect this group of repeating patterns. For any pair of spike events, they lead two repeating patterns if all the following criteria are satisfied.
1) The two states directly follow these two spikes, which are of the same type, i. Table IV , sub-sequences 5 and 6 are recognized as repeating patterns because all following criteria are satisfied. 1) They both start with a spike event.
2) The two states directly following these two spikes are of the same type, i.e., both are semi-steady states. 
C. Summary
To summarize, repeating patterns in raw current waveforms are proposed to be detected in three steps. 
IV. FEATURES EXTRACTED FROM THE FSM REPRESENTATION
FSM representations can be converted into a set of numerical features for load identification.
A. Features for FSM Representations
The following features can be used to represent a long-term raw current waveform of an electric load: 1) number of spikes; 2) number of semi-steady states; 3) number of steady states; 4) total time in semi-steady states/Length of the operating waveform; 5) total time in steady states/Length of the operating waveform; 6) number of states per time window; 7) existence or nonexistence of repeating patterns. In contrast with absolute values such as features (1) how "steady" a waveform is. Moreover, feature (6) indicates the average time duration of oscillations in a waveform.
B. Applications of Proposed Features
The proposed feature set can be used with: 1) well-known methods such as decision trees and expert systems and 2) other computational intelligent methods such as support vector machine [20] , self-organizing network [12] , [21] , or hybrid framework [22] . The supervised self-organizing map (SSOM) achieved an average of 95% accuracy in classifying an unknown load [13] . With the proposed features applied with decision trees to the classification results by SSOM, the accuracy can be improved to over 99% on existing data sets. Table V shows typical feature values of selected appliances based on a database consisting of 627 real-world datasets [22] .
V. CONCLUSION
This paper proposes an efficient method to represent longterm raw current waveforms of electric loads by FSMs. The major advantage of the proposed FSM representation technique is its capability to extract RMS current and time values associated with each state, identify critical states, and detect repeating patterns. Repeating patterns may not be identical and the time durations in-between their occurrences are also not identical in practice, but the proposed FSM representation technique is robust enough to handle these challenges.
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