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AbstraetqWe discuss a direct formulation of the Tau Method in two dimensions which differs 
radically from former techniques in that no discretization is introduced in any of the variables. A
segmented formulation in terms of Tau elements i discussed and applied to the numerical solution 
of nonlinear partial differential equations which develop steep fronts in their domain, 
1. INTRODUCTION 
In a paper ecently published in this journal, Ortiz and Samara [1] discussed the application 
of a new formulation of the Tau Method [2] to the numerical solution of linear partial 
differential equations (PDEs). Their technique differs radically from other formulations of 
the Tau Method philosophy [3] for the numerical treatment of PDEs (see Refs [4--6] and 
references therein for the Chebyshev spectral technique) in that no discretization is 
introduced in the partial differential operator which defines the problem, 
The approach discussed in Ref. [1] is suitable for the numerical approximation of PDEs 
with variable coefficients, making possible the treatment of nonlinear problems along the 
lines of the technique discussed for ordinary differential equations (ODEs) in Ortiz [7] and 
Onumanyi and Ortiz [8]. In such papers the solution of nonlinear problems is reduced to 
the Tau approximation of a sequence of interrelated problems defined by linear differential 
equations with variable coefficients [9, 10]. 
Some preliminary results on the application of the Tau Method to the numerical 
solution of nonlinear PDEs are reported in Ref. [11]. In this paper we consider 
segmentation [12] of the domain into Tau elements and apply it to the numerical treatment 
of Burgers' nonlinear PDE, the solution of which develops teep fronts. We show that even 
in these regions our bivariate Tau approximation follows the solution accurately. 
The construction of the bivariate Tau approximation depends on two matrices of 
extremely simple structure: only elements on one line, parallel to the main diagonal, are 
different from zero. They lead to an algebraic problem for the coefficients of the segmented 
Tau approximation with an almost block diagonal matrix. 
The technique presented in this paper is capable of dealing with supplementary (initial, 
boundary or multipoint) conditions expressed through complex combinations of the 
function and its derivatives and with problems for high-order PDEs. Applications to the 
numerical treatment Of singular boundary-value problems relevant o fracture mechanics 
are discussed in Ref. [13]. 
Techniques based on the replacement in the given equation of a finite linear combination 
of special polynomials with free coefficients have a long history in mathematical physics 
and astronomy. They require elaborate algebraic manipulation since these polynomials 
obey rules of differentiation and multiplication by polynomials which are more complex 
than those of algebraic polynomials. This is not the case with the Tau Method formulation 
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used in this paper, where special polynomials are not manipulated on. However. the 
coefficients of the segmented bivariate Tau approximation may be expressed in terms of 
any product polynomial basis chosen by the user, such as Chebyshev, Legendre or other 
product polynomial basis. A quantitative discussion of the relative merits of several 
possible choices of polynomial basis is given in Namasivayam and Ortiz [14]. 
Numerical and theoretical results for Ortiz' recursive formulation of the Tau Method [2], 
of which this technique is an efficient computational ternative, show that for a Tau 
approximation of degree n, the error of approximation is comparable to that of the 
best uniform approximation of the analytic solution by means of algebraic polynomials 
of degree n. Similar optimal results for the Tau Method have been very recently discussed 
by Namasivayam and Ortiz in the context of  PDEs (see Ref. [15] and references therein). 
2. A BIDIMENSIONAL FORMULATION OF THE TAU METHOD 
We shall sketch briefly the main results concerning the bivariate formulation of the Tau 
Method, for further details ee Ref. [1]. Although we shall restrict our discussion to 
dimension 2, it illustrates the steps for its extension to higher dimensions. 
Let a(x) be a function of the variable x, defined on a compact [a, b], which we shall 
write as 
where 
and 
a(x).'= i x, 
a:= {% . . . . .  a . . . . .  }r  
:.~-~ aT. 
From Lemma 1 in Ref. [16], we have 
where 
and x,= {1, x . . . .  ,x", ...} v 
xi[d'/dx ']a(x) = i , (U 'x  = ~ [q'uqr a, 
u '= [(u,j)], ~,j'= ,~,+ ,j, 
r/..= [(q~j)], q~j,=(j+ 1) ~u+,, i , j~y,= {o, 1,2 . . . .  }, 
(1) 
and 
<5 0= 1 for i = j  and zero otherwise. 
Let u(x, y) be a function of two variables x, y 
u(x,y),= ~ ~ uux~y j 
i=0 j-O 
defined in a domain R which we will assume to be a rectangle 
R,= {(x,y)e~2:a <x <b;c < y <d}, (2) 
with sides parallel to the coordinate axis. We therefore l ave aside considerations onmore 
general geometries, which can be dealt with by the use of either segmentation f the domain 
or coordinate transformations. 
We can write u(x,y) as (see Ref. [16]): 
u(x,y),= i • y, 
where U ,--- [(u#)], i, jeJV, is a coefficient matrix. If we factorize the partial differential 
operator 
x ~yJ [d" +'/d x" dy'] 
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into 
{x'[O'/Ox'l} {/[O$/Oy']}, 
taking equation (1) into account we can write 
x'/[O'+$u (x, y)/Ox'Oyq := i (rl'12) T U (rl'#/) y. 
Let v and w be two polynomial basis defined by lower triangular matrices V and W 
acting on x and y, respectively: 
v ,=Vx and w..=Wy. 
Chebyshev or Legendre polynomials are examples of such basis. We write 
U(v, w),=~, O w = i U y, 
where (3) 
Therefore, we can also write 
O:=(VT) -' U W-'. 
xiy / [0 "+$ U (v, w )/Ox" Oy ~] := ~t [Pt] r 0 Q,w, (4) 
where 
Pt,=%/q'~V-' and Qt:=Wq$/zJW -', 
as it follows replacing v and w in terms of x and y; t is a vector of ~4 with components 
(i,j, r, s). 
Let 9 be a linear partial differential operator of order M in x and N in y with polynomial 
coefficients po(x, y) of degree i(r) in x and j(s) in y given by 
M N /(r) j~$) 
~'= Z ~ Y~ ~ po,, x'/ [o'+,/Ox'Oy ,] (5) 
r-O s=O i-O j -O 
'=Z ptd, (6) 
t 
where 
Pt'=Pv,$ and dd=x~y/[O•+$/Ox'Oy~], 
and the last sum takes values on a prescribed finite set of indices t,=(Lj, r,s). 
If ~ is applied to U(v, w), then the coefficients of ~ U(v, w) are given by 
~U(v, w),= ~ D (~) w, 
where 
D(O),=~ pt(p,)'r ~j Q,. (7) 
t 
Letf(x,y)  = F(v, w) = ~:w be a given polynomial. I fN  u(x,y) =f(x,y) ,  from equations 
(3) and (7): ~ D (~) w = ~ F w. Therefore we obtain a condition linking the coefficients of 
u(x,y) with those of f (x ,y )  in the basis v x w, namely 
D (U) = U:. (8) 
The supplementary conditions associated with a given linear PDE can be interpreted as 
being also defined by a linear differential operator acting on the boundary S of R. If R 
is, as assumed, a rectangular domain with sides parallel to the coordinate axes x and y. 
From equation (4), restricted to x =xp and y = yq, respectively, we have 
/[g'+S/Ox'Oyqx=.,, ,= ~, 0 Q,w 
and 
i r+$ • $ x [0 /Ox ey ]>..,, = ~ [p,]r ~ #~, 
1228 E.L. ORTIZ and K.-S. PUN 
where 
it.'=[Vr/'x,] r and ~8c'=[Wr/'yq]. (9) 
Let us assume that the supplementary conditions associated with the partial differential 
operator ~ are given by 
[OrL=~ u(x, y).'= if" O, yJ[du'+S/dx'~yqx.x. 
! 
,=gp(y):=Gp(w), on x=xp, 
and 
[Dx]y.,u(x,y),=~. ~,x~[Ou'*S/Ox'dy~]y.y ,=hq(x),=Hq(v), on y=yq, (10) 
t 
where h~(x) and gp(y) are assumed to be polynomials or sufficiently accurate polynomial 
approximations of given functions. 
From equation (9) we can write 
[Dr] ..... u(x,y):={~ t Ot'tU Qt} w= g,(y)=G,(w)'.=[Gp]rw (11) 
and 
[Dx]y.yqu(x, y),=~ I~,t ~t[Pt]r ~J [Jt} = hq(x) = [-[q(v)z=~H q. (12) 
Since M and N are the maximum orders of differentiation i x and y, respectively, in the 
differential operator ~, we have N conditions (11) and M conditions (12) given on x = xp 
and y = y~, respectively. 
Let 
D,(~J),=([D,]x.x u(x,y)),p = l (1)g, 
Dx(~J ): = ([Dx]y.~, u(x, y )), q = 1 ( 1 )N, 
G,=(G~),p = I(1)M, and H:=(Hq) ,q  = I(I)N, 
where G and H are coefficient matrices of the polynomials gq(y), q = l(l)N and he(x), 
p = I(I)M, in the basis v and w, respectively. 
Therefore, all conditions (11) and (12) may be written as 
Dr(~) = G, (13) 
and 
Dx(U) = H, (14) 
Let us consider the linear PDE 
~u(x,y)=f(x,y) ,  (x,y)~R, (15) 
with the supplementary conditions (10) defined on S. 
Since the Tau Method associates with a given linear differential equation a Tau 
problem [2, 3], the exact solution of which is a polynomial, we can restrict our previous 
arguments to polynomials. Thus, all matrices introduced before become finite matrices in 
the context of the Tau problem. 
Ortiz and Samara have shown [l] that the coefficient matrix of the bivariate Tau 
approximate solution u~, (x, y), ofdegrees min x and n in y, ofequations (10) and (15) is given 
by the solution of an algebraic problem. Such a problem is defined by the linear 
algebraic equations related to the differential operator ~ and the r.h.s, f(x, y) of equation 
(l 5), namely equation (8), and the supplementary conditions (10), i.e. equations (13) and 
(14). 
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They formulate (n + 1 - N) (m + 1 - M) equations (related to the differential operator) 
and N(m + 1), M(n + 1) equations [related to the supplementary conditions (13) and (14)], 
respectively. Clearly, not all these equations are linearly independent: there exist precisely 
N x M linear relations between them. Deleting the redundant equations we are left with 
(m + 1) (n + 1) equations for the (m + 1) (n + 1) coefficients of the Tau approximation of 
order (m, n) of equations (8), (13) and (14), namely 
For any matrix 
D(O) = IF, 
D,d3)= G, 
Dx(O) = ~. 
let us define the vector 
= [(u,j)] .= [u,, u2 . . . . .  u , , . . . ] ,  
x = vec [u?, uL . . . .  uZ . . . ]T ,  
(16) 
and for any pair of matrices A ,= [(au)], B ,= [(b,.j)], of orders m x n and r x s respectively, 
let us define the Kronecker product: 
ra,,a a, a . . . . . . .  ] 
which is a partitioned matrix of order mr x ns. 
Equation (16) can be written in the general form 
ara=c,  
where A, LJ, B and C are matrices of suitable orders. Applying the vec operation to both 
sides of (16) we have (BT® A) vec (U) = vec (C). Let 
T,=[B r®A]  and ~,=vec(C).  
Then, equation (16) can be written as a linear system of algebraic equations of the form 
TX=~,  (17) 
where T is a matrix, X is a vector containing the coefficients of the Tau approximation 
u~(x, y) and ~ is another vector, related to the r.h.s, of the differential equation and 
supplementary conditions of the given problem. Problem (17) is solved with standard 
software for the Tau Method [17-19]. 
It should be noticed that supplementary conditions (such as those given by the functions 
sine and exponential in the examples discussed in Section 4) are treated in our approach 
as polynomial (or rational polynomial) approximations ofgiven functions in the appropri- 
ate ranges. These approximations are easily computed to very high accuracy by using the 
Tau Method itseif[l'/] as a preliminary subroutine when entering data. They could also 
be approximated or interpolated beforehand with any accurate standard technique [20, 21]. 
Coefficients of subroutines for the evaluation of these functions in a given computer could 
also be used. It should be noted that the use of representations of functions in terms of 
polynomials (or rational polynomials), although more explicitly expressed here, is not an 
exclusive feature of the Tau Method. All numerical methods use such approximate 
representations when values of mathematical functions are computed. 
3. TAU ELEMENTS: A SEGMENTED APPROACH TO THE TAU METHOD 
In Ref. [I 2] Ortiz proposed a step-by-step approach for the recursive formulation of the 
Tau Method of[2] which was used for initial-value problems: a segmentation technique 
for the numerical treatment of boundary-value problems for ODEs was discussed by 
Onumanyi and Ortiz [8]. We shall make use of them in the context of PDEs. 
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Let us assume that Hx and rly are partitions of [a, b] and [c, d], the sides of the rectangle 
R defined by equation (2): 
and 
with 
and 
n.,={~,=x0 < x, <. . -<x, ,=b} 
Hy,= {c "=Y0 <Y, <""  <y/,=d} 
[xi,xi+l],=h~, for i=0( l )e -1  
[yj,yi÷)],=h~, for j =0( l ) f -  1. (18) 
For i = 0(l)e - l , j  = 0 ( l ) f -  1, let 
to.,= h!, × h i ,  
be subdomains of R. Let uo.(x, y) stand for the restriction of u(x, y) to r0; on each of these 
subdomains we construct a Tau problem. The Tau approximations on each of these 
subdomains (or Tau elements) have coefficients given by matrices similar to those of 
equation (17), which we call T~/. Adjacent subdomains with sides on the boundary pick 
up the given supplementary conditions and transmit hem to each other and to interior 
elements across their mutual boundaries through standard continuity conditions. It should 
be stressed that in the Tau Method data can easily be picked up from interior boundaries. 
Segmentation of the domain makes it possible to construct accurate approximations of
the solution of a given problem with Tau approximations of a relatively low degree as we 
shall see in the examples considered later on in this paper. The degree of the Tau 
approximations eeds not be the same on each element. This is an alternative to extensive 
segmentation which needs further theoretical investigation. 
The matrix obtained when all elements are interconnected has block structure and is 
inverted with specific software. The package SOLVEBLOK developed by deBoor and 
Weiss [22] was used in our computations. 
4. EXAMPLES OF BURGERS' NONLINEAR PDE 
We shall test the segmented form of the bivariate Tau approximation technique 
introduced by us in Ref. Ill] on Burgers' nonlinear PDE [23, 24]: 
v Uxx = ut + u ux, (19) 
where u ,= u(x, t) is defined in a two-dimensional (space and time) domain of ~2 and v 
is a nonnegative parameter. This is a problem which for small values of the parameter v 
develops regions of very rapid variation of the dependent variable. 
This equation contains a parabolic term v Uxx - u, as well as an additional nonlinear term 
u ux. It has attracted the attention of mathematicians for a number of years because its 
structure bears similarities to the Navier-Stokes equation: both contain nonlinear terms 
of the type u ux and a high-order term with a multiplier that may be small. Another 
interesting feature of Burgers' equation is its relevance in the theory of stochastic 
processes [24, 25]. 
The exact solution of Burgers equation is known for a variety of supplementary 
conditions (see Cole [26], Rodin [27, 28] and Benton and Platzman [29] for a table of 
solutions) which makes it an interesting problem for testing techniques for the approximate 
solution of nonlinear PDEs (see Ames [30], who used explicit and predictor corrector 
methods, and Sincovec and Madsen [31], who used the Method of Lines). 
The exact solutions are usually determined by using a suitable transformation [32, 33], 
which reduces it to a linear heat equation. Burgers' equation admits direct physical 
interpretations from the standpoint of gas dynamics, which have been initially discussed 
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by Lagerstrom et al. [32] and Lighthill [34]. Burgers [35] has considered its statistical 
properties and its relevance to number theory has been pointed out by van der Pol [36]. 
We shall consider solutions in the strip 
Rr:={(x,t)~,~2: O<~x <~ l;O~<t ~< T < ~},  (20) 
with the initial condition 
u(x,O)=uo(x) for 0~<x~<l (21) 
and the boundary conditions 
u(0, t) = v0(/) and u(1, t) = va(t), for 0~< t ~< T.'= 1.1. (22) 
Two cases will be considered in this paper: 
Example 1 
0.01 uuxx = u t .4- UUx, 
Uo(X),=sinrcx, O<~x <~ 1, 
u (O, t )=u( l , t )=O,  O<~t <~1.1. (23) 
The solution of Example 1 can be expressed in terms of a slowly convergent Fourier series 
which is difficult to evaluate. For sufficiently small values of the parameter v, an analysis 
of that Fourier expansion shows [26] that the initial sine wave develops a steep front near 
x = l, which can be attributed to the nonlinear convection term. Subsequently, through 
dissipation, this front becomes wider and we gradually see the return of a sine wave, but 
with a reduced amplitude. The interplay between these terms of Burgers' equation accounts 
for the structure of its solutions. 
Example 2 
0.003 uxx = ut + uut, (24) 
is a problem with nonhomogeneous boundary conditions for which the exact solution 
u(x, t) is known. The initial condition is 
uo(x),=u(x,O) for 0~<x ~< I, 
and the boundary conditions are 
vo(t),=u(O,t) and vi(t) ,=u(l ,t) ,  for 0~<t~<T.'=l . l ,  
where the exact solution is 
u(x,/)..= [0.1 e -~ + 0.5 e -a+ e-C]/[e -A + e -a + e-C], 
and 
A ,= 50(x - 0.5 + 4.95t)/3; B .'= 250(x - 0.5x + 0.75t)/3; C .'= 500(x - 0.375)/3. (25) 
This problem, also with v ..= 3 x 10 -3, has been discussed by Sincovec and Madsen [31], 
who used a sophisticated and versatile code based on the Method of Lines. 
5. BIVARIATE TAU APPROXIMATION OF BURGERS' NONLINEAR PDE 
Let us assume that for j I> 0 the function u~j,= u~j(x, t) defined on r~j satisfies Burgers' 
equation (19): 
v(u,j),x = u,j(u~j)x + (u,j)~ 
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in all rqeRr,.where Rr is the strip (20), with the initial condition 
where 
u,Ax, tj) = u,j_,(x, tj) 
and the boundary conditions 
for x, 6x  <~x~÷~ and i =O(l)e - 1 
u~(x, to) = u0(x); (26) 
u~/(x,t)=u~_t/(x~,t) for tj<~t<~tj+ I and i=0( l )e ,  
where 
uoj(Xo, t),=Vo(t); ue_lj(x~, t) = vt(t). (27) 
We shall associate with it a sequence of problems defined by the linear PDE with variable 
coefficients: 
v[(u,j)=] "÷' = [u,A'[(u,jL] "+' + [u,j] "+' [(u,j)x] r -  [u,A r [(u,j)~]" + [(u0),l "+', (28) 
where r >t 0; 
obtained from equation (19) by using a quadratic iterative scheme [7, 8, 10]. We also 
assume that each function lug]' satisfies the supplementary conditions (26) and (27) where, 
if necessary, u0, v0 and vl should be replaced by sufficiently accurate polynomial (or rational 
polynomial) approximations h0, go and gt, respectively. 
We associate with [u~/(x, t)]', solution of equations (26)-(28) in roeR r, i=  0( l )e -  1, 
a Tau problem which is constructed as indicated in Sections 2 and 3. Let 
[uij(x, t)] ..... = [Uu(v, w)],.m.~ stand for the bivariate Tau approximation of degree m in x 
and n in y of [uo.] r in the element r/j of Rr. 
To test the convergence of successive bivariate Tau approximations with indices r and 
r + 1 to the fixed point of the mapping defined by equations (26)-(28) we shall measure 
the maximum absolute value of the difference between all the corresponding coefficients 
of these approximations in the basis v × w. We denote such function of r by DIFF(r), 
0(l)e - 1. The iterative process defined by equations (26)-(28) stops when DIFF(r) < E, 
where ~ is a prescribed tolerance parameter. 
We shall now sketch the operation of the bivariate Tau algorithm. 
Algorithm: 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Step 5: 
Set j ,=0 .  
Set the current initial and boundary conditions [see 
(26) and (27)]. 
Choose an initial guess [for r = 0 in equation (28)] on 
the basis of the initial and boundary conditions of the 
given problem. 
Set r ,= r + 1. Solve problem (26)-(28) by imposing a 
continuity condition on the derivative across lines 
x = x~; xi~/'/x [8]. 
Test for DIFF(r )<E.  If satisfied and t < T, set 
j . .=j + 1 and return to Step 2 for a sweep on a new 
row of Tau elements; if t = T, STOP. ELSE: set the 
initial guess equal to the current estimate and return 
to Step 4 for a further efinement of the Tau solution 
on that row of Tau elements. 
6. NUMERICAL  RESULTS 
The numerical results for segmented bivariate Tau approximations of two examples of 
Burgers' nonlinear PDE presented in this paper were computed up to an accuracy which 
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Table I. Parameters used in the bivariate Tau approximation of  two examples 
of  Burgers' nonlinear PDE:  
cues m Ut + U u x ,  
u(x, O) = Uo; u(O, t) = to, u(I ,  t) = r). 
Example I Example 2 
v I x 10 - z  3 x 10 -3 
Basis v Legendre Legendre 
Basis w Legendr¢ Legendre 
Size of  Tau elements: 
(hx) 1/10 I, I0 and I.:15 
(hr) 0.15 0. I and 0.05 
Degree in x of bivariate 
Tau approximation (m) 5 5 
Degree in y of bivariate 
Tau approximation (n) 5 5 
Tau approximations of 
supplementary conditions 
in Tau elements: 
Function approximated sin ~x u(x, 0) [see (25)] 
Degree 5 5 
Tolerance parameter (O I × I0 -s I × 10 -6 
Max imum number of 
iterations (r) 5 5 
matches that of results reported by other authors, obtained by using codes based on the 
Method of Lines with extensive discretization i  the time variable. 
In both cases we solve Burgers' equation on rows of Tau elements. On each of these rows 
x is defined in the same interval as the initial conditions [but segmented into subintervals 
h~, i = 0(1)e - 1] and t is defined in subintervals t j~ t ~< tj+~, for j  = 0( l ) f -  1. 
On each row of Tau elements the matrix T [see equation (17)] is made up of e (number 
of subintervals in the partition/Tx) blocks T#; it has almost block diagonal structure. The 
linear system of algebraic equations involving the matrix T was solved by using the 
subroutine SOLVEBLOK of deBoor and Weiss [22]. The values of the parameters used 
in our examples are given in Table I. In both cases we used a Legendre basis for v and 
for w. 
In Table 2 we give maximum absolute values of the error for Example 2 obtained by 
using two partitions F/x, with 10 and 15 segments, respectively, and a time step equal to 
0.05. They are compared with the error results reported by Richardson and Graney [37], 
obtained by using the Method of Lines with discretization schemes of O(h z) and O(h4), 
respectively, and 99 interior lines up to t = 0.9. In Fig. 1 we reproduce graphs ofa bivariate 
Tau approximation of degree 5 in each variable obtained by plotting our continuous 
solution of Example 1 for different values of t. Figure 2a displays the error curves of our 
approximations (with I0 segments in 0 ~<x ~< 1) for t = 0.2 and 0.6 and Figs 2b, c display 
the error curves reported for the same problem in Ref. [37] by using the Method of Lines 
with 99 internal lines. 
Table 2. Bivariate Tau-clements approximation of  Burgers" nonlinear PDE: 
max imum absolute errors for Example 2 
Method of Lines [371 
(99 internal lines) 
Order of discretization 
Bivariate Tau-Elements Method 
( Legendre / Legendre basis )
8~ = I/I0 h, = 1/15 
O (h 2) O (h ') h, = 0. I h, = 0.05 
0.1 1.79 x 10 -2 1.95 × 10 -3 6.94 × 10 -3 3.31 × 10 -3 
0.2 2.04 × 10-:  1.86 × 10 -3 1.06 x 10-:  2.81 X [0  -3 
0,3 2.40 x I0 -2 2.02 x I0 -3 1.19 x 10-:  2.36 × 10 -3 
0,4 2.21 x IO -2 1.81 x 10 -3 1.05 × I0 -"  3A4 x I0 -3 
0.5 2.38 × 10 -2 1.81 x 10 -3 1.05 x I0 -2 3.04 × I0 -3 
0.6 4.10 x 10 -2 5.82 x 10 -3 3.37 × I0 -2 2.17 x 10-" 
0.7 5.72 x 10 -z 1.12 x 10 -2 5.68 x I0-"  2.12 X 10 -2  
0.8 5.17 x 10-2 9.69 x 10 -3 6.57 x I0-"  3.11 x 10-2 
0.9 5.74 x 10 -2 1.25 × I0 -2 5.75 x I0 -2 3.16 x 10 -z 
1.0 -- -- 5.75 × 10-:  3.25 x I0 -z 
I.I ~ - -  8.30 x 10-2 2.84 x 10-:  
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Fig. 2. Comparison of the error curves for Example 2 at t = 0.2 and t = 0.6, obtained by using: 
(a) logt0lerror] of a continuous (5, 5) bivariate Tau approximation with 15 segments in 0 ~< x ~< [
and a fixed time step of 0.05 in 0 ~ t ~ 1.1; (b, c) error curves reported in Re['. [37] for an O(h:) 
and O(h ~) Method of Lines approximate solution with 99 internal lines. 
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Fig. 4. Comparison of the error curves for Example 2 at t = 0.1, 0.6 and 1.1: (a) Iog~01errorl f 
a continuous (5, 5) bivariate Tau approximation with 15 segments in0 ~< x ~< 1 and a time step of 
0.05; (b, c) error curves, obtained by Sincovec and Madsen [3 I] at the same points in time with their 
code based on the Method of Lines by using 200 and 400 internal ines, respectively. 
Figures 3a, b display graphs of  bivariate Tau approximat ions for Example 2. Tau 
Elements were constructed from a partition of  0 ~< x ~< I into 10 and 15 segments and using 
time steps equal to 0.1 and 0.05 respectively in 0 ~< t ~< I.i. These figures show sections of  
our continuous olution for 0 ~< t ~< 1.1 drawn at intervals t = 0(0.05)1.1, i.e. with a time 
step shorter than was used in one of  our calculations. The smoothing of  ripples in the 
solution when the length of  the space side of  our Tau elements is just reduced from 1/10 
to !/15 and the time step is reduced from 0.1 to 0.05 is clearly visible in the figure. In Figs 
4a-c we have reproduced our error curves for t = 0.1, 0.6 and 1.1 and similar ones reported 
by Sincovec and Madsen [31] by using their well-known code based on the Method of  Lines 
at the same points in time. They used a 10 -5 time integrator error tolerance, 200 and 400 
internal lines and an initial time step of  10 -8 . The error in our computat ion and in their 
200 and 400 line estimates is about 10 -2 . 
7. F INAL  REMARKS 
The numerical results presented in this paper for a segmented formulation, in the form 
of  Tau elements, of  the bivariate Tau Method of  Refs [l, I l] suggest hat this is a technique 
which deserves to be considered as a tool for the numerical treatment of  nonlinear PDEs. 
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