We apply an operator splitting method to develop a simulation algorithm that has complete analytical solutions for the Gaussian thermostated SLLOD equations of motion ͓D. J. Evans and G. P. Morriss, Phys. Rev. A 30, 1528 ͑1984͔͒ for a system under shear. This leads to a homogeneous algorithm for performing both equilibrium and nonequilibrium isokinetic molecular dynamics simulation. The resulting algorithm is computationally efficient. In particular, larger integration time steps can be used compared to simulations with regular Gaussian thermostated SLLOD equations of motion. The utility and accuracy of the algorithm are demonstrated through application to the Weeks-Chandler-Anderson fluid. Although strict conservation of the kinetic energy suppresses thermal fluctuations in the system, this algorithm does not allow simulations at lower shear rates than those normally afforded by older nonequilibrium molecular dynamics simulations.
I. INTRODUCTION
Molecular dynamics ͑MD͒ simulations have become a powerful tool with which to investigate the transport properties of liquids. In particular, both equilibrium and nonequilibrium molecular dynamics methods have been widely used in simulation work to study the diffusion, viscosity, and heat conductivity of model fluids. As a result of the increasing complexity and size of the systems being studied, significant effort has been devoted to developing efficient numerical algorithms to integrate the equations of motion. These range from the general-purpose ordinary differential equation solvers to the more recent symplectic numerical integrators. [1] [2] [3] [4] [5] [6] [7] [8] For Hamiltonian systems, such as the conventional microcanonical ͑N-V-E͒ ensemble, there are explicit symplectic integrators ͑such as the Verlet algorithms͒ for use in MD simulations, which are stable, efficient, phase space area preserving, and time reversible. For non-Hamiltonian systems, "extended phase space" or "extended systems" are used to generate nonmicrocanonical ensembles such as the canonical ͑N-V-T͒, isothermal-isobaric ͑N-P-T͒, and isokinetic ensembles. For driven or constrained systems, a similar idea of extended systems can be used to derive symplecticlike integrators. Martyna et al. 6 reported comprehensive derivations of explicit, reversible integrators for extended systems of canonical and isothermal-isobaric ensembles. Tuckerman and co-workers 9, 10 laid the statistical mechanical foundation for numerical integrators for use in nonHamiltonian systems by generalizing results for Hamiltonian systems. Such integrators have been applied to the molecular dynamics simulation of a number of different systems, from simple model fluids to complex fluids involving, for example, internal restraints, disparate masses, and long-range forces. Furthermore, application of multiple-time-step techniques such as the Verlet/rRESPA algorithm has provided great success in the simulation of atomistically detailed models, where the fast internal motions of the atoms can be separated from the intermolecular interactions. 11, 12 In MD simulations generally a Nosé-Hoover [13] [14] [15] or Gaussian thermostat 16 is used to control the system's temperature, which generates canonical or isokinetic ensembles, respectively. The Nosé-Hoover thermostat allows the temperature to fluctuate and therefore describes a true canonical ensemble. However, the Gaussian thermostat, which originates from the idea of Gauss' principle of least constraint, 16 provides an isokinetic energy simulation, which keeps the average kinetic energy per particle rigorously constant and suppresses the fluctuations. Thus the isokinetic scheme produces the canonical ensemble distribution in coordinate space and yields the correct canonical ensemble averages for all properties that depend only on the positions of the particles, 9, 14, 16 but the thermal fluctuations are suppressed. An advantage of using the Gaussian thermostat over the Nosé-Hoover method is that one does not have to predetermine a relaxation time.
The Gaussian thermostated SLLOD equations 16 of motion for particle i being simulated in planar Couette flow are given by Eq. ͑1͒: 16 adopted in the simulation, x is a unit vector in the x direction, and F i is the force acting on particle i. ␣ is the Gaussian thermostat multiplier used to fix the kinetic energy at each time step along the trajectory. It is easily shown that ␣ is given at each time step by
.
͑2͒
Since ␣ depends on both the forces and momenta of the particles, energy drifts when a conventional integrator is used to integrate the Gaussian thermostated SLLOD equations. To offset this effect, additional measures, such as an ad hoc rescaling of the velocities or incorporating an additional feedback term, have to be used to prevent the energy from drifting.
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In an effort to eliminate the need for ad hoc velocity scaling, Zhang 7 used operator splitting to develop a nearsymplectic integrator for isokinetic equilibrium MD simulation that is easy to program, time reversible, and kinetic energy conserving. The equations of motion are split into equations involving changing vector fields of only the positions or momenta of the particles. For the latter, the force is constrained with the Gaussian thermostat multiplier. Through this operator splitting technique the equations for both vector fields can be solved exactly, which ensures the conservation of kinetic energy at each step in the time simulation and therefore eliminates any temperature drift. A similar strategy 8 has been applied to the Gaussian thermostated SLLOD equations for nonequilibrium systems. In this non-Hamiltonian system, since the shear field couples with the momenta, analytical solution of the differential equations for momenta was not possible and numerical solutions were used. Several iterative schemes were tested to solve the momentum equations of motion and they demonstrated the accuracy and stability of the operator splitting integrators. 8 In this work the analytical algorithm originally due to Martyna 18 is presented, which is applicable to simulations 8 of both equilibrium and nonequilibrium ͑SLLOD͒ Gaussian thermostated systems. As in the equilibrium and nonequilibrium operator splitting methods, this algorithm developed by Martyna 18 controls the temperature remarkably well. We test the efficiency of this algorithm by using larger time steps compared to regular Gaussian thermostated SLLOD, as well as testing the lower strain rate regime in nonequilibrium molecular dynamics ͑NEMD͒. We proceed as follows: the composite algorithm of Zhang's version of the Martyna form of the algorithm will be presented as a homogeneous algorithm for both EMD and NEMD in Sec. II. In Sec. III, details of the simulations performed with the algorithm for the WeeksChandler-Anderson ͑WCA͒ fluid are given and the simulation results are presented in Sec. IV.
II. OPERATOR SPLITTING INTEGRATOR
Given the equations of motion, any phase space trajectory can be described by a time propagator based on the Liouville operator iL = ⌫ · ‫ץ͑‬ / ‫͒⌫ץ‬ of the system where ⌫ = ͑r , p͒. Starting with an initial state ⌫͑0͒ = ͓r͑0͒ , p͑0͔͒, the state of the system at time t is given by ⌫͑t͒ = exp͑iLt͒⌫͑0͒. ͑3͒
The time propagator of the phase space trajectory can be approximated by the noncommuting subpropagators through a factorization of the type,
which is known as a second-order symmetrized Trotter factorization 19 with error of O͑⌬t 3 ͒. The Liouville operator for the Gaussian thermostated SLLOD equations of motions ͑1͒ is given by
This operator can be decomposed into a position operator iL A and a momentum operator iL B as
where
To order ⌬t 3 , the second-order Trotter factorization in Eq. ͑4͒ allows two types of time propagators ͓denoted by U͑⌬t͔͒ ABA and BAB to be generated
͑10͒
Considering that force evaluations take up most of the CPU time in a simulation, a time propagator which requires fewer force calculations would be preferred. Therefore, since force evaluation is done in step B, time the propagator ABA requires only one force evaluation and improves computational efficiency over the propagator of type BAB. The Liouville operators in Eqs. ͑7͒ and ͑8͒ correspond to vectors for position and momentum, respectively,
Analytical solutions can be derived for the differential equations associated with vector A at fixed momenta as given below
where x, y, and z are the coordinates of particles in a curvilinear coordinate system.
Due to the coupling of the shear rate ␥ and forces in the Gaussian thermostat multiplier ␣, an analytic solution to vector B can only be obtained when the strain rate vanishes, leading to the equilibrium Gaussian thermostated equations of motion as formulated by Zhang in 1997. 7 However, by using a further split on vector B as suggested by Martyna, 18 it is possible to derive an analytic solution for a set of reversible, kinetic energy conserving equations. In particular, B can be split to decouple the shear field and the forces: using B 1 for the equations containing the shearing field
and B 2 for the equations containing the forces
B 2 : dp i dt
where 
In the splitting of vector B, Gauss' principle of least constraint is applied in both B 1 and B 2 to ensure kinetic energy conservation in each substep of integration. Thus, in all steps of the integration ͑i.e., solving A, B 1 , and B 2 ͒, the kinetic energy is conserved and fixed. Analytic solutions for the equations of motion associated with vector B 1 and B 2 . For B 1 r i ͑t + ⌬t͒ = r i ͑t͒,
g is defined as
Similarly, solutions for B 2 are given by r i ͑t + ⌬t͒ = r i ͑t͒,
where e, ␤, and h are defined as 
The time propagator AB 1 B 2 B 1 A can be generated through a second-order Trotter factorization with a single force evaluation in the B 2 step. Formally this set of steps is written as
͑27͒
In each substep of the integration the kinetic energy is strictly conserved and due to the exact analytical solutions provided for each operator, kinetic energy drift will not occur during a particular time step, at least to O͑⌬t͒ 3 . Since the force evaluation is required only once in the operator B 2 , the operator splitting approach of AB 1 B 2 B 1 A minimizes CPU time accordingly. For an equilibrium MD simulation in which no flow field is present, the operator B 1 vanishes and the operator splitting algorithm for kinetic energy conserving equilibrium simulation is recovered. 7 To summarize, the algorithm provides a homogeneous scheme that can be used to perform kinetic energy conserving MD simulations that is explicit and time reversible. Additionally, it is computational efficient, less memory demanding, and as we shall show in the results section, allows for larger integrating time steps compared to conventional integrators.
III. SIMULATION DETAILS
Travis and co-workers 20 have carried out extensive NEMD simulations on a WCA fluid 21 ͓u͑r͒ =4͑r −12 − r −6 ͒ 
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Pan et al. J. Chem. Phys. 122, 094114 ͑2005͒ +1,r ഛ 2 1/6 ; u͑r͒ =0,r Ͼ 2 1/6 ͔ of 2048 particles using the Gaussian thermostated SLLOD equations of motion and explored the strain rate dependence of a range of rheological properties. In that work the WCA potential parameters and as well as the particle mass were set to be unity. The particle density was * = 0.8442 and the temperature T * = 0.722. In this work we have deliberately chosen to study the same model fluid at the same density and temperature, but have simulated two systems consisting of 256 and 2048 particles in order to determine if any system size dependence is associated with the new algorithm. Also, different reduced time steps ranging from 0.003 to 0.02 were used in our simulations of the larger system to explore the limit of step size.
In the NEMD simulations the viscosity of the fluid is determined by measuring the pressure tensor during the simulation,
where P xy is the xy element of the pressure tensor in coordinates with strain rate defined as ␥ = dv x / dy.
IV. RESULTS
The results of the NEMD simulations for 256 and 2048 particle systems are given in Tables I and II , respectively. The proposed algorithm is very stable and completely conserves kinetic energy during the simulations. This was demonstrated from a simulation of 256 particles at reduced shear rate 0.001 using a reduced time step of 0.02. During the simulation, the temperature deviation from the set value rose from 2.53ϫ 10 −11 in the first 10 6 time steps to 1.39ϫ 10 −9 in 10 8 time steps, all attributable to machine rounding errors. The shear viscosities of the WCA fluid from simulations of 256 and 2048 particles using the new algorithm versus the square root of the shear rate are plotted in Fig. 1 . For comparison we have also included the results of Travis, Searles, and Evans 20 for a time step of ⌬t * = 0.003. In Fig. 1 , we see that to within their combined uncertainty, the data points from the new algorithm using either 256 or 2048 particles and the data of Travis, Searles, and Evans 20 fall on the same curve. The viscosities exhibit shear thinning behavior at high strain rates and there is a Newtonian plateau at low strain rates. Figures 2 and 3 compare our results with those of Ref. 20 for the mode coupling theory prediction that the hydrostatic pressure and internal energy per particle depend on the shear rate as ␥ 3/2 . Throughout this work the internal energy per particle was calculated as the sum of the WCA interactions divided by N. The internal energy per particle in the simulations performed with 2048 particles from the new algorithm show a very slight difference from those reported in Ref. 20 .
Simulations of the 2048 particle system using larger time steps of 0.01 and 0.02 have also been performed to probe the efficiency and stability of the proposed algorithm as the time-step size is increased. Figures 4 and 5 show the effect of time-step size on our simulation results for the hydrostatic pressure and internal energy per particle. Linear least-squares fits of these results as functions of ␥ 3/2 reproduce the data points very well for both the internal energy and the hydrostatic pressure and the fitted values of the coefficients are listed in Table III . However, the energy per particle shows a significant number dependence as can be seen from a com- Figure 4 shows that a single square root functional form of strain rate, as suggested by the mode coupling theory 22 is not good enough to describe the viscosity dependence on strain rate ␥ 1/2 . The viscosities are better fitted to the Cross model 23 given by Eq. ͑19͒ with four adjustable parameters, as shown in Fig. 5 .
͑29͒
The parameters obtained in these fits are given in Table IV . We note that to within statistical uncertainty m can be taken to be 1.5 and that the values of ͑0͒ for the two smaller time steps ͑0.003 and 0.01͒ are statistically identical. Normal stress differences are also of interest in studying the rheological behavior of fluids. The in-plane viscosity − and out-of-plane viscosity 0 are defined in Eqs. ͑29͒ and ͑30͒:
where P xx , P yy , and P zz are the diagonal components of the pressure tensor which contribute to the transverse pressure component. The in-plane and out-of-plane viscosities are related to the normal stress differences, which are very difficult to measure accurately, particularly at low strain rates. From the data given in Tables I and II , we note that both the inplane and out-of-plane viscosities show a strong number dependence. The in-plane viscosities for the different time-step sizes for 2048 particles are plotted in Fig. 8 . The simulations using the new algorithm with step sizes 0.003, 0.01, and 0.02 all agree within the error range with each other and with Travis' work, 20 except at low strain rates. As the strain rate increases, the in-plane viscosity increases and then decreases at a reduced shear rate of around 0.5. The out-of-plane viscosities, shown for 2048 particles in Fig. 9 , increase monotonically with the square root of the strain rate. Out-of-plane viscosity data points from Ref. 20 and the new algorithm using different time-step sizes again essentially fall on one master curve. The out-of-plane viscosity increases monotonically with strain rates, which can be fitted very well to the function given by
Due to the difficulty of measuring normal stress differences which result in values with relatively large error bars, the in-plane and out-of-plane viscosities are not as sensitive as the shear viscosities to step size, however, they show a very strong number dependence.
V. CONCLUSION
We have used a homogeneous algorithm, the ZhangMartyna ͑ZM͒ composite algorithm, for kinetic energy conserving simulations using the Gaussian thermostated equations of motion for both equilibrium 8 and SLLOD nonequilibrium dynamics. 18 In the algorithm the extended system Liouville operator is split in order to develop an analytic solution and Gauss' principle of least constraint is applied. This enables the temperature to be fixed at each substep of the operator manipulation, thus conserving the kinetic energy at each integration time step. Since the kinetic energy is strictly fixed, no drift in the temperature is observed, though a slight deviation is noted due to the accumulation of numerical errors by some other conventional integrators. In this sense, the new algorithm provides a way to realize the "genuine" isokinetic simulation of a SLLOD shearing system. With the new algorithm the evolution of each trajectory requires information on only the previous time state of phase space, and no empirical relaxation time is required for temperature control. This should make the algorithm very useful when accurate descriptions of transient states in simulations are required. For example, the new integrator should be ideal in transient time correlation function calculations.
The new operator splitting algorithm has been validated through a comprehensive comparison of the rheological properties obtained from NEMD simulations with those from Travis, Searles, and Evans. 20 At the same time-step size of 0.003, the algorithm predicts viscosities, energies per particle, and hydrostatic pressure in agreement with Travis's data. The stability of the integrator enables the adoption of larger reduced time steps in the simulation while retaining accurate results. The NEMD simulations with different timestep sizes demonstrate that the new algorithm can be used with reduced time-step size of 0.01 while it still gets accurate results as smaller time steps. We note, however, that the ZM algorithm was not capable of accurately extending current NEMD simulations to extremely low shear rates ͑i.e., less than 0.001͒ found on the Newtonian plateau: it simply failed in this sensitive yet important test of numerical integration of NEMD for very low shear rate cases. 
