Existing deep trackers mainly use deep neural networks pre-trained on the object recognition training sets to generate deep features as target representation. However, pre-trained deep features are not effective in representing arbitrary forms of target objects which are likely to be unseen for the pretrained deep networks. To narrow the gap of representation capability, we propose to transfer the objectness information within pre-trained deep networks. The transferred objectness information is utilized to generate deep features aware of any arbitrary form of target objects for robust visual tracking. Specifically, we design a novel network branch on top of pre-trained deep models to perform incremental transfer learning. The learned network with the transferred objectness information helps to locate target objects undergoing large appearance changes precisely. Experimental results on standard benchmark datasets demonstrate that the proposed algorithm performs favorably against the start-of-the-art trackers.
I. INTRODUCTION
Visual tracking plays an important role in advancing numerous vision applications [7] , [8] , [16] . The goal of visual tracking is to track an arbitrary target object in a video, where the object is labeled by a bounding box in the first frame. As target objects often encounter various appearance changes such as illumination variation, deformation, and rotation, how to learn temporally invariant target representation is one of the challenging problems in visual tracking. Existing deep trackers mainly use deep neural networks pre-trained on recognition training sets to generate deep features as target representation. Rich and varied object appearances in the recognition training sets help deep neural networks capture objectness information to generate invariant features against large appearance variations. When the feature space contains the objectness priors pertaining to the target objects, the pretrained features can robustly represent the target objects. However, target objects in visual tracking can be of arbitrary forms. The target objects unseen in the training sets make the pre-trained features less effective. Furthermore, limited by arbitrary forms of target objects, the objectness information within the pre-trained networks is not exploited adequately.
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Existing methods often learn decision-making modules online (e.g., Discriminative Correlation Filters (DCFs) [9] and Support Vector Machine (SVM) [21] ). These decisionmaking modules mine discriminative information in pretrained deep features for adaptation to the target objects with arbitrary forms. While the decision-making modules with online learning have advanced a series of visual trackers, they do not adjust the features with other useful information. Once the representation capability of pre-trained deep features is weakened due to arbitrary forms of the target objects, the decision-making modules cannot be trained well. For strengthening the discriminative power of target representation, the DCFs methods often combine deep features with additional shallow features [31] , [32] , [37] or empirical features (e.g., HOG and color features) [9] , [11] , [13] . Despite this, the weakened pre-trained deep features still contain redundancies, which lead to inaccurate localization.
To improve the pre-trained deep features themselves directly, the representative tracking-by-detection tracker [34] fine-tunes a feature extractor online. Unfortunately, limited labeled samples in visual tracking do not drive the finetuning strategy well. The feature extractor often overfits the current video domain and forgets the objectness information learned from offline data. The overfitting features tend to represent limited appearance states (e.g., constant illumination FIGURE 1. Visual comparison with the state-of-the-art deep trackers (MDNet [34] , ECO [9] , and MemTrack [47] ) using pre-trained deep features on the Basketball, Human4, and Ironman sequences [46] . and posture) which are unlikely to robustly represent target objects undergoing large appearance changes in the whole video. The objectness information is useful for generating invariant deep features against appearance variations, but it is forgotten over time. Therefore, the fine-tuning strategy is not optimal for representation capability improvements, and an in-depth investigation on how to best exploit the objectness information within the pre-trained networks is required.
In this paper, we propose to transfer the objectness information within pre-trained deep networks to narrow the gap between the representation capability of pre-trained deep features in recognition and that in tracking. We exploit an online learnable network branch on top of a pre-trained deep model to perform incremental transfer learning. The parameters of the pre-trained deep model are fixed to maintain objectness information embedding. The deep feature from the pre-trained deep model is updated by the feature from the learnable network for minimizing the proposed objectness loss. This strategy shifts the feature subspace pertaining to the target object in the current video into the feature subspace pertaining to the objects in recognition training sets. Correspondingly, the objectness information within the pre-trained deep model is transferred into the updated deep feature for narrowing the gap of representation capability. Through endto-end online learning with the proposed loss, our network with the transferred objectness information helps to locate target objects undergoing large appearance changes precisely. Figure 1 shows a visual comparison with the representative deep trackers [9] , [34] , [47] , our tracker performs favorably against these state-of-the-art approaches.
We summarize the main contributions of our work as follows:
• We propose an objectness transfer network for robust visual tracking. Our network transfers the objectness information within a pre-trained deep network to generate deep features which are aware of any arbitrary form of target objects.
• We present an objectness loss which facilitates our network to incorporate the transferred objectness information.
• We validate the effectiveness of our method on standard benchmark datasets (i.e., OTB-2015 [46] , Temple128 [28] , and UAV123 [33] ). Our method shows favorable performance against the state-of-the-art trackers.
II. RELATED WORK
Visual tracking has been widely discussed [39] , [41] , [48] over the last decade. In this section, we mainly discuss the related deep trackers and transfer learning surveys.
A. DEEP TRACKERS
A representative example using pre-trained deep features for visual tracking is Siamese based trackers. These trackers learn similarity measurement networks to compare deep features of tracked targets in previous frames with that of search regions in the current frame. Since the SiamFC tracker [4] , various extensions have been developed to improve the tracking performance of the Siamese based framework. These extensions include region proposal networks [26] , attention networks [45] , and recurrent memory networks [47] . As Siamese based trackers directly use pre-trained features for matching, the gap of representation power caused by different domain data limits their tracking accuracies. A number of existing deep trackers incorporate online learning to adapt to target objects in tracking sequences. They use deep neural networks pre-trained for object recognition tasks to generate feature representations, and learn decisionmaking modules online to adaptation. These decision-making modules include correlation filters [9] , [31] , [37] , support vector machines [21] , and deep regressors [29] , [43] . Although the state-of-the-art performance of these trackers, they pay less attention to improve deep features themselves.
Nam and Han [34] propose a different deep tracker which not only learns the decision-making module (i.e., the last fully connected layer in the network) online but also finetunes the feature extractor. However, the fine-tuning scheme is not optimal due to overfitting concerns which are caused by limited labeled samples in visual tracking. The overfitting features are not conducive to represent temporally invariant appearances.
In this work, we maintain the objectness information embedded in the pre-trained network, and transfer it to enrich online learned deep features. Compared to the trackers without feature extractor learning, our method strengthens target representation to adapt to target objects with arbitrary forms. Compared to the fine-tuning scheme, the transferred objectness information in our network helps deep features be robust against appearance variations. The objectness transfer strategy facilitates our tracker to perform well against the state-of-the-art deep trackers.
B. TRANSFER LEARNING
Transfer learning aims to apply the knowledge learned from one task to a related task [35] . It is used to speed up training and improve performances of deep learning models. A typical transfer learning method is the fine-tuning scheme which first VOLUME 7, 2019 pre-trains a deep model on a large dataset and then uses the model as an initialization for the task of interest [25] . However, it is not optimal to fine-tune the pre-trained deep model on a small dataset because of overfitting concerns [25] .
The knowledge distillation methods [20] , [38] transfer the knowledge within a powerful teacher network into a student network by forcing the student network to mimic the feature representation [38] or classification probabilities [20] . As the parameters of the teacher network are fixed, the knowledge transferred from the teacher network alleviates the overfitting problem. Nevertheless, these methods use similar training datasets for pre-training and transfer learning, and the objectives (e.g., image classification) of the teacher and student networks are the same. In contrast, our method is used to narrow the representation gap caused by different domain data and objectives (i.e., classification and tracking).
Another related transfer learning application is style transfer models [15] , [24] . These models enable pre-trained features of the generated image to satisfy the designed constraints, which ensures the generated image contains the content from the input image and the style from another domain. That is, the style information is transferred to the image representation. Our method shares a similar intuition with style transfer. We transfer the objectness information within the pre-trained deep network to feature representations which are used to represent targets robustly. Figure 2 shows an overview of the proposed algorithm. We propose an Objectness Transfer Network (OTN) to advance the tracking-by-detection framework. This framework first collects a set of proposals and then classifies each proposal as either the target or the background. The proposal with the highest target score is determined as the target of the current frame. After that, this framework collects a set of samples randomly around the predicted target location and labels these samples with positive or negative labels based on their intersection over union (IoU) scores with the predicted target bounding box. The labeled samples are used for online update. We use the OTN within the tracking-bydetection framework for the binary classification. Through end-to-end online learning, our network with the transferred objectness information facilitates precise target localization. In this following, we first introduce our network and then illustrate the objective function. Finally, we show how our method improves tracking performance.
III. PROPOSED ALGORITHM

A. OBJECTNESS TRANSFER NETWORK
The OTN consists of a pre-trained branch and an online learnable branch. Each branch uses the same three convolutional layers and the three fully connected layers. For the pretrained branch, we fix its parameters to maintain objectness information embedding. This branch outputs K object class probabilities and 1 background class probability. We compute an objectness loss L o for this branch based on the outputs and the labels during online learning. Given the pre-trained branch as an independent deep model (i.e., our OTN without the online learnable branch), if the target objects present the objectness information related to the objects in the offline training set, the loss L o will be small, otherwise the reverse. That is, L o reflects the representation capability gap of pretrained deep features caused by the domain gap. We will illustrate the loss L o in Section III-B. Note that we do not use L o to optimize the pre-trained branch because the parameters of this branch are fixed to maintain objectness information embedding. On account the first fully connected layer compresses high dimensionality features to low dimensionality features, we denote the layer as the Compressive layer. The feature x generated by the Compressive layer is a deep abstract of the input image, thus it is critical to classification. Because of the domain gap between the offline training set and the current video, given the pre-trained deep feature x of the target object, whether x can activate the subsequent two fully connected layers FC o to make the loss L o small is uncertain. In other words, the pre-trained deep feature x is not effective in representing arbitrary forms of target objects. As the parameters of the pre-trained branch are fixed, a straightforward method to narrow the gap of representation capability is casting x as parameters and building a sequence of updates by gradient descent (i.e.,
where r t is the learning rate). However, this method requires expensive computation to update the pre-trained deep features. From the perspective of learning to learn [2] , we perform a one-step transform learning operation to adapt to any arbitrary form of target objects. We first use an Increment Generation layer (i.e., the first fully connected layer of the online learnable branch) to generate the feature x I , and then exploit x I to update the pre-trained deep feature x to generate the deep feature x * :
where x cnn is the feature from the convolutional layers, f I is the Increment Generation layer. We use the objectness loss L o coupled with the binary classification loss L c to endto-end train the Increment Generation layer and the subsequent two fully connected layers FC c of the learnable branch. The objectness loss L o ensures that the feature subspace corresponding to the target object is shifted into the feature subspace corresponding to the objects in the offline training set. Meanwhile, the objectness information within the pretrained deep model is transferred into the deep feature x * , which facilitates prediction and training in the online learnable branch. The output of the learnable branch is used for target localization.
B. OBJECTIVE FUNCTION
We define the objectness loss as
where
, and T is a temperature [20] . The higher the value of T , the softer the probability distribution. The pre-trained branch outputs K object class probabilities and 1 background class probability. For a positive sample, we expect the sum of all object class probabilities is greater than the background class probability, which ensures that the deep feature x * benefits from the transferred objectness information. A soft probability distribution helps the deep feature x * of the positive sample capture the objectness information among multiple object classes. In contrast, we expect a negative sample is classified to the background class. The classification loss L c is a binary cross-entropy loss. Therefore, our objective function is the loss
where λ is a hyperparameter to balance the objectness and classification losses.
C. VISUALIZATION
In the section, we show the effectiveness of our OTN which transfers objectness information to facilitate tracking. First, we visualize the probability distributions generated by the pre-trained branch to see whether our network exploit the objectness information. Then, we show that our model with the transferred objectness information improves tracking performance when target objects undergo appearance changes. The details are presented in the following: [46] . The targets in the three sequences encounter illumination variation, rotation, and deformation, respectively. We compare our method using objectness transfer learning with the baseline method using the fine-tuning strategy. The first column is distance precision plots which show the tracking results on the whole sequences. The second and third columns show the tracking results on specific frames. Our results are shown in red, and the results of the baseline are shown in green.
1) PROBABILITY DISTRIBUTIONS
Given an input image, the pre-trained deep model in our OTN outputs K object class probabilities and one background class probability. If the target object lacks the objectness information regarding the objects in training sets, the target image cannot activate the pre-trained deep model. We visualize an example in Figure 3(b) . When we input the image patch in Figure 3 (a) which is unseen in the training set, our OTN without objectness transfer learning outputs small object class probabilities and a large background class probability, which makes the loss L o large. This is because the objectness information within the pre-trained deep model is not used to generate effective target representation. In our method, we transfer the objectness information to strengthen target awareness. In Figure 3 (c), we show the probability distribution generated by our OTN with objectness transfer learning. The object class probabilities are large, and the background class probability is small, which makes the loss L o small. Our network incorporates objectness information among multiple object classes to enhance deep features for robust tracking.
2) TRACKING RESULTS
To demonstrate that our OTN with objectness information is effective to locate targets undergoing appearance variations, in Figure 4 , we compare our method with the baseline model [34] which is pre-trained and employs the fine-tuning strategy. The comparison is conducted on the Human7, BlurCar2, and Bolt2 sequences [46] . The targets in the three sequences encounter illumination variation, rotation, and deformation, respectively. We first use the distance precision plots to present the tracking results on the whole sequences, as shown in the first column of Figure 4 . Then we show the tracking results on the frames where targets undergo appearance changes. In the second column, we notice that at the beginning of the video sequences, the tracking results of the baseline and our method are almost the same. However, when target objects undergo large appearance changes, as shown in the third column, the baseline method does not robustly track the targets. In contrast, our tracker precisely locates the targets. This means that the overfitting features caused by the fine-tuning strategy tend to represent limited appearance states, while our network with the transferred objectness information generates the features which represent temporally invariant appearances.
IV. TRACKING PROCESS A. NETWORK SETTING
As many existing trackers [5] , [9] , [30] , [36] , [43] , [49] , [51] , [6] use VGG Net [40] to extract deep features, for fair comparisons, we use the first three convolutional layers of VGG-M model [40] as the CNN backbone of our OTN. The node connections of three fully connected layers in the online learnable branch are set as 512×4608, 512×512, and 2×512, and that in the pre-trained branch are set as 512 × 4608, 512 × 512, and 59 × 512, respectively.
B. OFFLINE TRAINING
Before executing tracking on a video, we offline train the pre-trained branch first. The training dataset is from [34] . There are K object classes and one background class. Each training sample is labeled with one of the object classes or the background. During the offline training process, the pre-trained branch is optimized by minimizing a cross-entropy loss. We perform the offline training process with N 1 epochs. Each epoch includes N 2 iterations. In each iteration, the batch size is N 3 . We use N 3 2 object samples with the same class label and N 3 2 background samples to train the pre-trained branch. The learning rate is R 1 , and the network solver is stochastic gradient descent (SGD). 
C. INITIALIZATION
After the offline training process, we carry out the tracking task on a given video. In the first frame, we initialize the online learnable branch. We randomly draw N 4 samples around the labeled target bounding box. These samples are labeled based on whether their IoU scores with the target bounding box are greater than 0.5 or not. We use N 5 iterations to train the online learnable branch. In each iteration, the training batch includes N 3 2 positive samples and N 3 2 negative samples. The training loss is Eq. 4. The learning rate is R 2 .
D. ONLINE DETECTION
Given a frame in the video sequence, we draw N 6 samples around the predicted target bounding box in the previous frame. We feed these samples into our OTN. The online learnable branch outputs the binary classification scores for each sample. We select the sample with the highest positive class score as the target. The bounding box of this target sample is refined using the bounding box regression method as in [17] . The predicted target bounding box is the tracking result for this frame.
E. MODEL UPDATE
For the online update, we draw N 6 samples around the predicted target bounding box. Then we label and collect them as either positive or negative according to their IoU scores with this predicted target bounding box. In every N 7 frames, we use these collected samples to train the online learnable branch with N 8 iterations. The learning rate is R 3 . Other training settings are the same as the training settings in the first frame.
V. EXPERIMENTAL VALIDATIONS
Our algorithm is executed on a PC with an i7 3.4 GHz CPU and a GeForce GTX 1080 Ti GPU. The average tracking speed is 3 FPS. Our implementation is based on pytorch. We evaluate our method on the OTB-2015 [46] , Temple128 [28] , and UAV123 [33] benchmark datasets. In addition, we conduct ablation studies to analyze the effectiveness of each module in our model on performance improvement. The source code will be made available to the public.
A. EXPERIMENTAL HYPERPARAMETERS SETTINGS
As discussed in [42] , there are no simple and easy methods to set hyperparameters in deep models. The grid-search method or the random search method is time-consuming and requires expensive computation. In deep learning, the hyperparameters settings are largely dependent on empiricism and engineering. Below, we summarize the detailed hyperparameters settings used in our experiments.
1) HYPERPARAMETERS IN OFFLINE TRAINING
Batch size, epochs, and learning rate: Even the larger the batch size is, the faster the network converges, the batch size is usually limited to memory resources. Our batch size is set to N 3 = 64 given that our testbed is one GeForce GTX 1080 Ti GPU. 32 samples are for each object and background class. We use the same batch size in the following initialization and update steps. As discussed in [42] , the training, test, and validation loss values are good indicators of the network's convergence. We observe these loss values and select the values of epochs (N 1 = 200) and learning rate (R 1 = 1e-3). #Classes and #iterations: Our training dataset includes K = 58 classes. In each epoch, N 2 , a.k.a #iterations, is set as 58 here, which is the same as the number of all classes. The reason why K equals to N 2 is that, in each iteration, the training samples only consist of the samples of the same class and background. To ensure training network on samples of all K = 58 classes, we set training #iterations N 2 as 58.
2) HYPERPARAMETERS IN INITIALIZATION
#samples:
We select N 4 = 5500 samples, ending up with 5000 negative samples and 500 positive samples. Due to the limitation of memory resources, we repeatedly used these samples to represent the background and target classes. Furthermore, the hard negative mining method is used to handle the class imbalance problem.
Learning rate and #iterations:
As the limitation of sample diversity, we only update the online learnable network branch while the parameters of the pre-trained deep model are fixed to maintain objectness information embedding. Thus, we empirically set a smaller learning rate (R 2 = 2e-4) instead of (R 1 = 1e-3) in the offline training step. We experimentally find that N 5 = 50 iterations are effective for the convergence of the network.
λ and T in Eq. 4 and Eq. 3: In the loss function, λ and T are two hyperparameters to balance losses and control probability distributions. λ is set to 1 to ensure that the classification loss and the objectness loss contribute the same amount to network training. As discussed in [20] , how to select the value of the temperature T is an empirical question. In our work, we select T as 3 by observing the visualization of probability distributions from the pre-trained deep model. Learning rate in model update: For fast adaptation, we select a slightly larger learning rate (R 3 = 3e-4) other than the learning rate (R 2 = 2e-4) in the initialization step.
B. EVALUATION METRICS
We use four standard metrics under the one-pass evaluation (OPE) to present experimental results on the OTB-2015 [46] , Temple128 [28] , and UAV123 [33] benchmarks. These metrics include DP, OS AUC , CLE, and OS 0.5 . These four metrics statistically evaluate model performance to some extent. The distance precision rate measures the center pixel distance between the predicted location and the ground truth annotation. In a video, each frame contributes the value 1 or 0 to the distance precision rate according to whether the distance is less than the threshold (20 pixels) or not. These 1 or 0 values are collected to compute the distance precision rate in a video. Thus, one distance precision rate corresponds to one video. DP is the mean of distance precision rates over all videos in a dataset. The overlap success rate measures the overlap between the predicted bounding box and the ground truth TABLE 3. Comparisons with the state-of-the-art trackers on the UAV123 dataset. Our tracker performs favorably against existing trackers in center location error (CLE), and the overlap success rate at a threshold of 0.5 IoU (OS 0.5 ). Red: best. Blue: second best.
TABLE 4.
Comparisons with the state-of-the-art trackers on the Temple128 dataset. Our tracker performs favorably against existing trackers in center location error (CLE), and the overlap success rate at a threshold of 0.5 IoU (OS 0.5 ). Red: best. Blue: second best. annotation. In a video, each frame contributes the value 1 or 0 to the overlap success rate according to whether the IoU score is greater than a threshold or not. These 1 or 0 values are collected to compute the overlap success rate in a video. Thus, one overlap success rate corresponds to one video. OS 0.5 is the mean of overlap success rates at a threshold of 0.5 IoU over all videos in a dataset. OS AUC is the mean of areaunder-the-curve scores of the overlap success rate plots over all videos in a dataset. OS AUC represents average overlap precision under various thresholds over all videos, which measures the stability of models. CLE measures the average pixel-level center distance errors over all frames in a dataset.
C. OVERALL PERFORMANCE
We evaluate our tracker on three challenging benchmark datasets (i.e., OTB-2015 [46] , Temple128 [28] , and UAV123 [33] ). We follow the benchmark protocols to compare with state-of-the-art and benchmark methods. In addition, for fair comparisons, we directly use the results released by the authors of the state-of-the-art methods, making sure the results of UAV123, Temple128, and OTB-2015 are generated from the original experiment settings of these methods. Table 1 shows the overall performances of our tracker and state-of-the-art methods including the ECO [9] , MCPF [51] , TRACA [6] , MemTrack [47] , ACT [5] , CREST [43] , PTAV [14] , DSLT [30] , MetaTrack (MetaT) [36] , and ADNet [49] methods. In the following, we introduce a detailed experimental analysis evaluated on the three standard benchmark datasets. 
1) OTB-2015 DATASET
The OTB-2015 dataset containing 100 sequences is a widely used tracking benchmark. We compare our method with the aforementioned state-of-the-art trackers on this dataset. As a representative tracking-by-detection method, the MDNet tracker [34] as the baseline is also executed on the OTB-2015 dataset. For a fair comparison, the baseline is an implementation based on pytorch, and it has been used as the baseline method of the MetaTrack [36] . In addition, we fairly compare our tracker with the benchmark methods evaluated by the authors of OTB-2015. However, all aforementioned state-of-the-art trackers perform better than these benchmark methods. For presentation clarity, we only present the results of our method and these state-of-the-art trackers. In Figure 5 , we show the tracking results using the DP and OS AUC metrics. In Table 2 , we use the CLE and OS 0.5 metrics to show the results. Among all the trackers, our method generally performs well against the state-of-the-art approaches on the OTB-2015 dataset. Specifically, our method improves the performance of the baseline tracker by a large margin. This is because our method effectively transfers objectness information embedded in the pre-trained network to strengthen target awareness, which helps to precisely locate target objects undergoing large appearance changes. In contrast, the fine-tuning strategy in the baseline method cannot maintain the objectness information over a long temporal span, which leads features to focus on representing limited appearance states (e.g., constant illumination and posture). Such features are unlikely to robustly represent target objects undergoing large appearance changes in the whole video. To further demonstrate that our method is robust against large appearance changes, we analyze the tracking performance under 11 video attributes which include fast motion, background clutter, scale variation, deformation, illumination variation, occlusion, in-plane rotation, low resolution, motion blur, out-of-plane rotation, and out-of-view. In Figure 8 , we show the attribute analysis using the overlap success plots on the OTB-2015 dataset. When targets undergo severe appearance variances (e.g., deformation, illumination variation, in-plane rotation, out-of-plane rotation, and occlusion), our tracker performs better than the baseline method.
Compared to the recent Siamese based tracker [44] , the performance of our tracker is superior to [44] (We use the reported results for fair comparisons.) in terms of distance precision (DP: 91.1% vs. 87.7%) and overlap success rate (OS AUC : 66.6% vs. 66.4%). Compared with the ECO method on the OTB-2015 dataset, our tracker achieves better DP and CLE results while the ECO method achieves better OS AUC and OS 0.5 results as shown in Figure 5 and Table 2 . It is because our tracker randomly draws a sparse set of samples for scale estimation, while the ECO method crops the samples in a continuous space. To further analyze the performance of our method and ECO, we add more experiments of our methods and ECO on the other two datasets UAV123 and Temple128.
2) UAV123 DATASET
The UAV123 dataset contains 123 sequences which are collected by unmanned aerial vehicles. We compare our tracker with the ECO [9] method on the dataset. In addition, we com- pare our tracker with the benchmark methods including the SRDCF [12] , MEEM [50] , SAMF [27] , MUST [22] , DSST [10] , Struck [18] , and ASLA [23] methods. We show the DP and OS AUC results in Figure 6 and show the CLE and OS 0.5 results in Table 3 . Figure 6 and Table 3 show that our tracker achieves the best tracking results. The performance of our method is slightly superior to that of the ECO in terms of DP, OS AUC , CLE, and OS 0.5 .
Furthermore, we present the tracking performance under 12 tracking video attributes on the UAV123 dataset. These attributes include illumination variation, scale variation, partial occlusion, full occlusion, out-of-view, fast motion, camera motion, background clutter, similar object, aspect ratio change, viewpoint change, and low resolution. We show the overlap success plots using the one-pass evaluation in Figure 9 . Our method performs favorably against these trackers. Compared to the ECO method, the proposed method achieves better OS AUC results by a large margin under the scale variation, out-of-view, camera motion, background clutter, similar object, and viewpoint change attributes. We attribute the favorable performance of our method to that our method effectively exploits the transferred objectness information to adapt to the target objects with arbitrary forms, while the ECO method directly uses the pre-trained deep features which are not effective to robustly represent targets.
3) TEMPLE128 DATASET
This dataset consists of 128 tracking video sequences. We evaluate our method on the Temple128 dataset with the comparison to the state-of-the-art trackers including the ECO [9] , DSLT [30] , and CREST [43] methods. In addition, we compare our tracker with the benchmark methods including the DeepSRDCF (DSR) [11] , MEEM [50] , Struck [18] , Frag [1] , KCF [19] , and MIL [3] methods. Figure 7 shows that our tracker overall performs well against the state-of-theart methods. Table 4 shows that our tracker has a smaller CLE and a larger OS 0.5 on all the tracking video sequences compared to these methods. The favorable results against state-of-the-art trackers demonstrate the effectiveness of our approach. The superior results of our method over ECO show the improvements and generalization with the transferred objectness information.
D. ABLATION STUDIES
In this section, we conduct ablation studies on the OTB-2015 dataset to validate the effectiveness of each module. We set the existing tracking-by-detection method as the baseline, which has the same network architecture as the online learnable network branch of our OTN. The baseline method is pre-trained and employs a fine-tuning strategy to adapt to the target objects in tracking sequences. We denote our OTN without the L o loss as Ours w/o L o . This configuration is used to evaluate the contribution of the L o loss. We use the DP, OS AUC , CLE, and OS 0.5 metrics to evaluate these three configurations. In Table 5 , the means and standard deviations (std) of these four metrics over all videos or frames of OTB-2015 dataset show that our method achieves the best results while performing most stably. We notice that our OTN without the L o loss results in inferior performance. It is because the L o loss guides the one-step transfer learning operation (Eq. 2). When target objects are unseen in the training set, Eq. 2 in the configuration Ours w/o L o not only does not incorporate the objectness information but also introduces noise from the pre-trained deep features. Table 5 illustrates that our objectness transfer learning scheme is superior to the fine-tuning strategy, and the loss L o is crucial to utilize the objectness information for performance improvement.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose an objectness transfer network with the objectness loss to advance the tracking-by-detection framework. We build an online learnable network branch on top of a pre-trained network branch. The objectness information embedded in the pre-trained branch is transferred to generate deep features aware of any arbitrary form of target objects. With the transferred objectness information, our network is effective to locate target objects undergoing various appearance changes. Extensive experimental results on the benchmark datasets demonstrate the effectiveness and robustness of our algorithm.
Although our tracker performs favorably against the ECO method on the UAV123 and Temple128 datasets, we notice that, on the OTB-2015 dataset, our method achieves the best and second-best results over metrics (DP and CLE), and (OS AUC and OS 0.5 ) respectively, while the ECO method reaches the best results for (OS AUC and OS 0.5 ). It is because the ECO method is effective to estimate the scale variation of the target object, while our tracker estimates the scale based on random samples. We will improve the scale estimation module of our method in future work. 
