Wave diffraction by a half-plane with an obstacle perpendicular to the boundary  by Castro, L.P. & Kapanadze, D.
J. Differential Equations 254 (2013) 493–510Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Wave diffraction by a half-plane with an obstacle
perpendicular to the boundary
L.P. Castro a,∗,1, D. Kapanadze b
a Center for Research and Development in Mathematics and Applications, Department of Mathematics, University of Aveiro, Aveiro,
Portugal
b A. Razmadze Mathematical Institute, Tbilisi State University, Tbilisi, Georgia
a r t i c l e i n f o a b s t r a c t
Article history:
Received 3 June 2012
Revised 2 August 2012
Available online 7 September 2012
Keywords:
Helmholtz equation
Wave diffraction
Boundary value problems
Potential method
Oscillating symbols
We prove the unique existence of solutions for different types of
boundary value problems of wave diffraction by a half-plane with
a screen or a crack perpendicular to the boundary. Representa-
tions of the solutions are also obtained upon the consideration of
some associated operators. This is done in a Bessel potential spaces
framework and for complex (non-real) wave numbers. The inves-
tigation is mostly based on the construction of explicit operator
relations, the potential method, and a factorization technique for
a certain class of oscillating Fourier symbols which naturally arise
from the problems.
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1. Introduction
The physical motivations behind the present study arise from the problem of acoustic and electro-
magnetic time-harmonic plane wave diffraction by a strip interacted with the boundary. In particular,
we deal with boundary value problems for the Helmholtz equation, where the strip is located in the
Oxz-plane (when adopting the Cartesian axes Oxyz) and perpendicular to y-axis – which may be
viewed as a boundary of an obstacle. Throughout this work we assume that the material is invariant
in the z-direction. Thus, in effect, the geometry of the problem is two-dimensional, which leads us
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wave number case and worked out in a framework of Bessel potential spaces.
Boundary value problems for the Helmholtz equation in singular conﬁgurations have been stud-
ied by several authors, partly focused on special cases, under extra assumptions on the geometry
or the underlying dimensions. Other concrete wave diffraction problems which have been stud-
ied in the literature and have some common points with our problem can be found, for instance,
in the works of Castro, Kapanadze, Krutitskii, Malyuzhinets, Meister, Merzon, Moura Santos, Penzel,
Rottbrand, dos Santos, Speck, Teixeira and others (cf. [2,6,7,13,21,24–32]). In special, Dirichlet and
Neumann problems for the dissipative Helmholtz equation in exterior planar domains bounded by
several closed curves and several open arcs (or cracks) have been studied in [17–19], and boundary
value problems for the 2D Laplace equation in exterior domains bounded by several closed curves
and several double-sided open arcs with a Dirichlet boundary condition on the whole boundary or
with setting either Dirichlet or Neumann boundary conditions on different parts of the boundary have
been studied in [20,22,23].
To treat the problems (mathematically formulated in the next section) we start by applying the so-
called potential method (in Section 3), which allows us to equivalently reduce the original problems
to the integro-differential equations on the boundary. It turns out that these equations are equivalent
to some others characterized by Wiener–Hopf plus and minus Hankel operators. Moreover, these op-
erators have oscillating Fourier symbols (see Section 4), which are additionally investigated. Namely,
explicit appropriate factorizations of the representatives at inﬁnity of those Fourier symbols are ob-
tained and, therefore, uniqueness and existence results are concluded (in the last section). For all this
the use of operator relations in Section 5 revealed to be fundamental, which allows us to associate
a certain matrix Wiener–Hopf operator with Wiener–Hopf plus and minus Hankel operators. Addition-
ally, we represent solutions of the wave diffraction problems with a screen or a crack perpendicular
to the boundary by single and double layer potentials within Bessel potential spaces, and an improve-
ment of the smoothness space parameters is exhibited for which the existence and uniqueness of
solution (and continuous dependence on the data) is still guaranteed.
2. Formulation of the problems
In this section we establish the general notation which will already allow the mathematical for-
mulation of the problem.
As usual, S(Rn) denotes the Schwartz space of all rapidly vanishing functions and S ′(Rn) the dual
space of tempered distributions on Rn . The Bessel potential space Hs(Rn), with s ∈ R, is formed by
the elements ϕ ∈ S ′(Rn) such that ‖ϕ‖Hs(Rn) = ‖F−1(1+ |ξ |2)s/2 ·Fϕ‖L2(Rn) is ﬁnite. As the notation
indicates, ‖ · ‖Hs(Rn) is a norm for the space Hs(Rn) which makes it a Banach space. Here, F =Fx→ξ
denotes the Fourier transformation in Rn .
For a given Lipshitz domain D, on Rn , we denote by H˜ s(D) the closed subspace of Hs(Rn) whose
elements have supports in D, and Hs(D) denotes the space of generalized functions on D which have
extensions into Rn that belong to Hs(Rn). The space H˜ s(D) is endowed with the subspace topology,
and on Hs(D) we introduce the norm of the quotient space Hs(Rn)/H˜ s(Rn \D). Throughout the paper
we will use the notation Rn± := {x = (x1, . . . , xn−1, xn) ∈ Rn: ±xn > 0}. Note that the spaces H0(Rn+)
and H˜0(Rn+) can be identiﬁed, and we will denote them by L2(Rn+).
Let Ω := {(x1, x2) ∈R2: x1 > 0, x2 ∈R}, Γ1 := {(x1,0): x1 ∈R}, and Γ2 := {(0, x2): x2 ∈R}. Let fur-
ther C := {(x1,0): 0< x1 < a} ⊂ Γ1 for a certain positive number a and ΩC := Ω \C . Clearly, ∂Ω = Γ2
and ∂ΩC = Γ2 ∪ C .
For our purposes below we introduce further notations: Ω1 := {(x1, x2) ∈ R2: x1 > 0, x2 > 0}
and Ω2 := {(x1, x2) ∈ R2: x1 > 0, x2 < 0}, then ∂Ω j = S j ∪ S , for j = 1,2, where S := {(x1,0):
x1  0} ⊂ Γ1, S1 := {(0, x2): x2  0} ⊂ Γ2, and S2 := {(0, x2): x2  0} ⊂ Γ2. Finally, we introduce
the following unit normal vectors n1 = −−−−−−→(0,−1) on Γ1 and n2 = −−−−−−→(−1,0) on Γ2.
Let ε ∈ [0, 12 ). We are interested in studying the problem of existence and uniqueness of an ele-
ment u ∈ H1+ε(ΩC), such that
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and u satisﬁes one of the following four representative boundary conditions:
[u]±C = g±0 on C, and [u]+S j = h j on S j, (2)
[u]±C = g±0 on C, and [∂n2u]+S j = f j on S j, (3)
[∂n1u]±C = g±1 on C, and [u]+S j = h j on S j, (4)
[∂n1u]±C = g±1 on C, and [∂n2u]+S j = f j on S j, (5)
for j = 1,2. Here the wave number k ∈ C \ R is given. The elements [u]+S j and [∂n2u]+S j denote the
Dirichlet and the Neumann traces on S j , respectively, while by [u]±C we denote the Dirichlet traces
on C from both sides of the screen and by [∂n1u]±C we denote the Neumann traces on C from both
sides of the crack.
Throughout the paper on the given data we assume that h j ∈ H1/2+ε(S j), f j ∈ H−1/2+ε(S j),
for j = 1,2, and g±i ∈ H1/2−i+ε(C), for i = 0,1. Furthermore, we suppose that they satisfy the fol-
lowing compatibility conditions:
χa
(
g+0 − g−0
) ∈ rC H˜1/2+ε(C), (6)
χa
(
g+1 − g−1
) ∈ rC H˜−1/2+ε(C), (7)
and
χ0
(
g+0 − rCh1 ◦ ei
π
2
)
,χ0
(
g−0 − rCh2 ◦ e−i
π
2
) ∈ rC H˜1/2+ε(C), (8)
χ0
(
g+1 + rC f1 ◦ ei
π
2
)
,χ0
(
g−1 − rC f2 ◦ e−i
π
2
) ∈ rC H˜−1/2+ε(C). (9)
Here, rC denotes the restriction operator to C and χa(x) := χ0(a − x), where χ0 ∈ C∞([0,a]), such
that χ0(x) ≡ 1 for x ∈ [0,a/3] and χ0(x) ≡ 0 for x ∈ [2a/3,a].
From now on we will refer to:
• Problem PD–D as the problem characterized by (1), (2), (6), and (8);
• Problem PD–N as the one characterized by (1), (3), (6);
• Problem PN–D as the one characterized by (1), (4), (7);
• Problem PN–N as the one characterized by (1), (5), (7), and (9).
As about the just stated compatibility conditions, note that they are necessary conditions to the
well-posedness of the corresponding problems. Note also that, the compatibility conditions (7) and (9)
included in Problems PN–D and PN–N are additional restrictions only for ε = 0.
3. The fundamental solution and potentials
We start this section by proving the uniqueness result for the problems in consideration.
Theorem 3.1. The problems PD–D , PN–D , PD–N , and PN–N have at most one solution.
Proof. The proof is standard and uses the Green formula (being suﬃcient to consider the case ε = 0).
Let R be a suﬃciently large positive number and B(R) be the disk centered at the origin with
radius R . Set ΩR := ΩC ∩ B(R). Note that the domain ΩR has a piecewise smooth boundary SR
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points x ∈ SR .
Let u be a solution of the homogeneous problem. Then the ﬁrst Green identity for u and its
complex conjugate u in the domain ΩR , together with zero boundary conditions on SR yields∫
ΩR
[|∇u|2 − k2|u|2]dx = ∫
∂B(R)∩Ω
(∂nu)u dSR . (10)
Note that, since mk = 0, the integral ∫
∂B(R)∩Ω(∂nu)u dS tends to zero as R → ∞. Indeed, in (R, φ)
polar coordinates we have
∫
∂B(R)∩Ω
(∂nu)u dS = R
π
2∫
− π2
(∂nu)u dφ = R lim
δ1,δ2→0+
π
2 −δ2∫
δ1− π2
(∂nu)u dφ
and we take into account that the solution u ∈ H1(Ω) of the Helmholtz equation exponentially decays
at inﬁnity. Therefore passing to the limit as R → ∞ in (10) it follows∫
ΩC
[|∇u|2 − k2|u|2]dx = 0.
From the real and imaginary parts of the last identity, we obtain∫
ΩC
[|∇u|2 + ((mk)2 − (ek)2)|u|2]dx = 0,
−2(ek)(mk)
∫
ΩC
|u|2 dx = 0.
Thus, for the condition mk = 0, it follows from the last two identities that u = 0 in ΩC . 
Now, without lost of generality we assume that mk > 0; the complementary case mk < 0 runs
with obvious changes. Let us denote the standard fundamental solution of the Helmholtz equation
(in two dimensions) by
K(x) := − i
4
H (1)0
(
k|x|),
where H(1)0 (k|x|) is the Hankel function of the ﬁrst kind of order zero (cf. [14, §3.4]). Furthermore, we
introduce the single and double layer potentials on Γ j :
V j(ψ)(x) =
∫
Γ j
K(x− y)ψ(y)dyΓ j, x /∈ Γ j,
W j(ϕ)(x) =
∫
Γ j
[
∂n j(y)K(x− y)
]
ϕ(y)dyΓ j, x /∈ Γ j,
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of Γ1. In this case, for example, the single layer potential deﬁned above has the form
V1(ψ)(x1, x2) =
∫
R
K(x1 − y, x2)ψ(y)dy, x2 = 0.
Let us ﬁrst consider the operators V := V1 and W := W1.
Theorem 3.2. (See [7].) The single and double layer potentials V and W are continuous operators
V : Hs(R) → Hs+1+ 12 (R2±), W : Hs+1(R) → Hs+1+ 12 (R2±) (11)
for all s ∈R.
Clearly, a similar result holds true for the operators V2 and W2.
Let us now recall some properties of the above introduced potentials. The following limit relations
are well known (cf. [7]):
[
V (ψ)
]+
R
= [V (ψ)]−
R
=:H(ψ), [∂nV (ψ)]±R =: [∓12 I
]
(ψ),
[
W (ϕ)
]±
R
=:
[
±1
2
I
]
(ϕ),
[
∂nW (ϕ)
]+
R
= [∂nW (ϕ)]−R =: L(ϕ), (12)
where
H(ψ)(z) :=
∫
R
K(z − y)ψ(y)dy, z ∈R, (13)
L(ϕ)(z) := lim
R
2+x→z∈R
∂n(x)
∫
R
[
∂n(y)K(y − x)
]
ϕ(y)dy, z ∈R, (14)
and I denotes the identity operator.
In our further reasoning we will make a convenient use of the even and odd extension operators
deﬁned by
eϕ(y) =
{
ϕ(y), y ∈R±,
ϕ(−y), y ∈R∓, and 
oϕ(y) =
{
ϕ(y), y ∈R±,
−ϕ(−y), y ∈R∓,
respectively.
Remark 3.3. (See [13].) The following operators
e : Hε+ 12 (R±) −→ Hε+ 12 (R), o : rR± H˜ε+
1
2 (R±) −→ Hε+ 12 (R),
o : Hε− 12 (R±) −→ Hε− 12 (R), e : rR± H˜ε−
1
2 (R±) −→ Hε− 12 (R)
are continuous for all ε ∈ [0,1/2).
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rΓ2 ◦ V ◦ oψ = 0, rΓ2 ◦ W ◦ oϕ˜ = 0,
rΓ2 ◦ ∂n2V ◦ eψ˜ = 0, rΓ2 ◦ ∂n2W ◦ eϕ = 0
for all ψ ∈ Hε− 12 (S), ψ˜ ∈ rS H˜ε− 12 (S), ϕ ∈ Hε+ 12 (S), and ϕ˜ ∈ rS H˜ε+ 12 (S).
Note that analogous results are valid for the operators V2 and W2.
4. The problems in the form of Wiener–Hopf plus Hankel equations
In the present section, we will equivalently write our problems in the form of single equations
characterized by Wiener–Hopf plus Hankel operators. In view of this, the use of the pseudodifferential
operators introduced in the last section together with an appropriate use of odd and even extension
operators will be crucial. In addition, the reﬂection operator J given by the rule
Jψ(y) = ψ(−y) for all y ∈R,
will also play an important role here.
The boundary value problem PD–D can equivalently be rewritten in the following form: Find u j ∈
H1+ε(Ω j), j = 1,2, such that
(
 + k2)u j = 0 in Ω j, (15)
[u j]+S j = h j on S j, (16)
[u1]+C = g+0 , [u2]−C = g−0 on C, (17)
and
[u1]+Cc − [u2]−Cc = 0, [∂n1u1]+Cc − [∂n1u2]−Cc = 0 on Cc, (18)
where Cc = S \ C .
Let us consider the following functions
u1 = 2W2
(
eh1
)+ 2W1(o(+g+0 − [2W2(eh1)]+S )+ o(rSϕ)) in Ω1 (19)
and
u2 = 2W2
(
eh2
)− 2W1(o(+g−0 − [2W2(eh2)]−S )+ o(rSϕ)) in Ω2, (20)
where ϕ is an arbitrary element of the space H˜
1
2+ε(Cc) and +g+0 ∈ H
1
2+ε(S) is any ﬁxed extension
of g+0 ∈ H
1
2+ε(C), while +g−0 ∈ H
1
2+ε(S) denotes the extension of g−0 ∈ H
1
2+ε(C) which satisﬁes
the condition rCc (+g+0 − +g−0 ) = 0. Note that such extension exists due to the compatibility con-
dition (6). Note also that, the compatibility conditions (8) ensure us that +g+0 − [2W2(eh1)]+S and
+g−0 − [2W2(eh2)]−S are elements of rS H˜
1
2+ε(S) and therefore we may apply the extension opera-
tor o .
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satisfy Eqs. (15)–(17). Moreover, on Cc we have
[u1]+Cc − [u2]−Cc = 0.
Therefore it remains to satisfy the condition
[∂n1u1]+Cc − [∂n1u2]−Cc = 0,
which together with (19) and (20) leads us to the following equation
rCcL
(
orSϕ
)= Φ, (21)
where
Φ = 1
2
rCc
(
∂n1W2
(
eh2 − eh1
)
−L(o(+g+0 + +g−0 − [2W2(eh1)]+S − [2W2(eh2)]−S ))).
Thus we need to investigate the invertibility of the operator
rCcLorS : H˜ 12+ε
(Cc)−→ H− 12+ε(Cc).
With the help of the operator J and the shift convolution operators F−1τ±a · F (where we re-
call that F denotes the Fourier transformation and τb(ξ) := eibξ , ξ ∈ R), we equivalently reduce the
problem to the invertibility of the operator
rR+
(L−LF−1τ−2a ·F J)= rR+F−1τ−a ·FLorR+F−1τa ·F : H˜ 12+ε(R+) −→ H− 12+ε(R+).
Let us note here that due to Theorem 3.1 and having in mind the exhibited limit relations of the
potentials, we already know that Ker rR+ (L−LF−1τ−2a ·F J ) = {0}.
The boundary value problem PD–N can equivalently be rewritten in the following form: Find u j ∈
H1+ε(Ω j), j = 1,2, such that (
 + k2)u j = 0 in Ω j,
[∂n2u j]+S j = f j on S j,
[u1]+C = g+0 , [u2]−C = g−0 on C,
and
[u1]+Cc − [u2]−Cc = 0, [∂n1u1]+Cc − [∂n1u2]−Cc = 0 on Cc .
For this problem let us consider the following functions
u1 = −2V2
(
o f1
)+ 2W1(e(+g+0 + rSϕ)) in Ω1 (22)
and
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(
o f2
)− 2W1(e(+g−0 + rSϕ)) in Ω2, (23)
where ϕ is an arbitrary element of the space H˜
1
2+ε(Cc), while +g±0 are above introduced extensions
of g±0 .
Similarly as above, the boundary conditions on Cc leads us to the following equation
rCcL
(
erSϕ
)= Φ, (24)
where
Φ = 1
2
rCc
(
V2
(
o f1 − o f2
)−L(e(+g+ + +g−))).
Thus we need to investigate the invertibility of the operator
rCcLerS : H˜ 12+ε
(Cc)−→ H− 12+ε(Cc).
As previously, with the help of the operators J and F−1τ±a ·F , we are able to equivalently trans-
form this second problem into the invertibility of the operator
rR+
(L+LF−1τ−2a ·F J)= rR+F−1τ−a ·FLerR+F−1τa ·F : H˜ 12+ε(R+) −→ H− 12+ε(R+).
Again, let us note here that due to Theorem 3.1 and having in mind the exhibited limit relations
of the potentials, we already know that Ker rR+ (L+LF−1τ−2a ·F J ) = {0}.
The boundary value problem PN–D can equivalently be rewritten in the following form: Find u j ∈
H1+ε(Ω j), j = 1,2, such that (
 + k2)u j = 0 in Ω j, (25)
[u j]+S j = h j on S j, (26)
[∂n1u1]+C = g+1 , [∂n1u2]−C = g−1 on C, (27)
and
[u1]+Cc − [u2]−Cc = 0, [∂n1u1]+Cc − [∂n1u2]−Cc = 0 on Cc,
where Cc = S \ C .
Let us consider the following functions
u1 = 2W2
(
eh1
)− 2V1(o(+g+1 + rSψ)) in Ω1 (28)
and
u2 = 2W2
(
eh2
)+ 2V1(o(+g−1 + rSψ)) in Ω2, (29)
where ψ is an arbitrary element of the space H˜− 12+ε(Cc) and +g+1 ∈ H−
1
2+ε(S) is any ﬁxed ex-
tension of g+1 ∈ H−
1
2+ε(C), while +g−1 ∈ H−
1
2+ε(S) denotes the extension of g−1 ∈ H−
1
2+ε(C) which
satisﬁes the condition rCc (+g+1 −+g−1 ) = 0. Note that such extension exists due to the compatibility
condition (7).
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satisfy Eqs. (25)–(27). Moreover, on Cc we have
[∂n1u1]+Cc − [∂n1u2]−Cc = 0.
Therefore it remains to satisfy the condition
[u1]+Cc − [u2]−Cc = 0,
which together with (28) and (29) leads us to the following equation
rCcH
(
orSψ
)= Ψ, (30)
where
Ψ = 1
2
rCc
(
W2
(
eh1 − eh2
)−H(o(+g+1 + +g−1 ))).
Thus we need to investigate the invertibility of the operator
rCcHorS : H˜− 12+ε
(Cc)−→ H 12+ε(Cc).
With the help of the operator J and the shift convolution operators F−1τ±a ·F , we equivalently
reduce the problem to the invertibility of the operator
rR+
(H−HF−1τ−2a ·F J)= rR+F−1τ−a ·FHorR+F−1τa ·F : H˜− 12+ε(R+) −→ H 12+ε(R+).
Let us note here that due to Theorem 3.1 and having in mind the exhibited limit relations of the
potentials, we already know that Ker rR+ (H−HF−1τ−2a ·F J ) = {0}.
The boundary value problem PN–N can equivalently be rewritten in the following form: Find u j ∈
H1+ε(Ω j), j = 1,2, such that (
 + k2)u j = 0 in Ω j,
[∂n2u j]+S j = f j on S j,
[∂n1u1]+C = g+1 , [∂n1u2]−C = g−1 on C,
and
[u1]+Cc − [u2]−Cc = 0, [∂n1u1]+Cc − [∂n1u2]−Cc = 0 on Cc .
For this problem let us consider the following functions
u1 = −2V2
(
o f1
)− 2V1(e(+g+1 + 2[∂n1V2(o f1)]+S )+ e(rSψ)) in Ω1 (31)
and
u2 = −2V2
(
o f2
)+ 2V1(e(+g−1 + 2[∂n1V2(o f2)]−)+ e(rSψ)) in Ω2, (32)S
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sions of g±1 . Note also that, the compatibility conditions (9) ensure us that +g
+
1 + 2[∂n1V2(o f1)]+S
and +g−1 +2[∂n1 V2(o f2)]−S are elements of rS H˜−
1
2+ε(S) and therefore we may apply the extension
operator o .
Similarly as above, the boundary conditions on Cc lead us to the following equation
rCcH
(
erSψ
)= Ψ, (33)
where
Ψ = 1
2
rCc
(
V2
(
o f2 − o f1
)
−H(e(+g+ + +g− + [∂n1V2(o f1)]+S + [∂n1V2(o f2)]−S ))).
Thus we need to investigate the invertibility of the operator
rCcHerS : H˜− 12+ε
(Cc)−→ H 12+ε(Cc).
As previously, with the help of the operators J and F−1τ±a ·F , we are able to equivalently trans-
form this second problem into the invertibility of the operator
rR+
(H+HF−1τ−2a ·F J)= rR+F−1τ−a ·FHerR+F−1τa ·F : H˜− 12+ε(R+) −→ H 12+ε(R+).
We observe that due to Theorem 3.1 and having in mind the exhibited limit relations of the po-
tentials, we already know that Ker rR+(H+HF−1τ−2a ·F J ) = {0}.
5. Analysis of Wiener–Hopf plus and minus Hankel operators
In this section we will consider general operators with the global structure of Wiener–Hopf plus
and minus Hankel operators, and we will recall – in an appropriate framework for our purposes –
some known operator relations between these operators and Wiener–Hopf operators.
In view of this, let us also recall that two bounded linear operators T and S (acting between
Banach spaces) are said to be equivalent if T = E S F for some boundedly invertible operators E and F .
In such a case we will write T ∼ S . In addition, when the use of identity extension operators is needed
in combination with the related operators T and S , such corresponding relations are denominated
(toplinear) equivalence after extension relations (see [1,12] for a detailed description about such operator
relations).
Let us deﬁne
Λs±(ξ) := (ξ ± i)s =
(
1+ ξ2) s2 exp{si arg(ξ ± i)},
with a branch chosen in such a way that arg(ξ ± i) → 0 as ξ → +∞, i.e., with a cut along the negative
real axis (see Example 1.7 in [15] for additional information about the properties of these functions).
In addition, we will also use the notation
ζ(ξ) := Λ−(ξ)
Λ+(ξ)
= ξ − i
ξ + i , ξ ∈R.
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Λs+(D) = (D + i)s,
Λs−(D) = rR+(D − i)s(r),
where (D ± i)±s =F−1(ξ ± i)±s ·F , and (r) : Hr(R+) → Hr(R) is any bounded extension operator in these
spaces (which particular choice does not change the deﬁnition of Λs−(D)).
These operators arrange isomorphisms in the following space settings
Λs+(D) : H˜r(R+) → H˜r−s(R+),
Λs−(D) : Hr(R+) → Hr−s(R+)
(for any s, r ∈R).
Bearing in mind the purpose of this section, let A = Op(a) = F−1a · F and B = Op(b) be pseu-
dodifferential operators of order μ ∈ R; thus, 〈·〉−μa, 〈·〉−μb ∈ L∞(R), where 〈ξ〉 := (1 + ξ2) 12 . Then
C± := A ± B J arrange continuous maps
rR+C± : H˜ s(R+) → Hs−μ(R+) (34)
for all s ∈R. In addition, assume also that a−1 exists and so 〈·〉μa−1 ∈ L∞(R).
Lemma 5.1 allows us to construct an equivalence relation between rR+C± and
rR+C± : L2(R+) → L2(R+), (35)
which is explicitly given by the following identity
rR+C± := Λs−μ− rR+C±Λ−s+ = rR+(A± B J ), (36)
where
A := (D − i)s−μA(D + i)−s and B := (D − i)s−μB J (D + i)−s J . (37)
Indeed, due to the fact that Λs−μ− : Hs−μ(R+) → L2(R+) and Λ−s+ : L2(R+) → H˜ s(R+) are invertible
operators (cf. Lemma 5.1), the identity (36) shows that
rR+C± ∼ rR+C±. (38)
Note that
Λs+(−ξ) = Λs−(ξ)esπ i, Λs−(−ξ) = Λs+(ξ)e−sπ i
which in particular allow us to describe the operators A and B and their symbols in the following
way
A= Op(a˜), a˜(ξ) = Λs−μ− (ξ)a(ξ)Λ−s+ (ξ),
B = Op(b˜), b˜(ξ) = Λs−μ− (ξ)b(ξ)Λ−s+ (−ξ) = Λ−μ− (ξ)b(ξ)e−sπ i .
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Ξ(ξ) =
(
α11(ξ) α12(ξ)
α21(ξ) α22(ξ)
)
(39)
with
α11(ξ) = a˜(ξ) − b˜(ξ)
(
a˜(−ξ))−1b˜(−ξ)
= Λs−μ− (ξ)a(ξ)Λ−s+ (ξ) − Λs−μ− (ξ)b(ξ)
(
a(−ξ))−1b(−ξ)Λ−s+ (ξ), (40)
α12(ξ) = −b˜(ξ)
(
a˜(−ξ))−1 = −Λs−μ− (ξ)b(ξ)(a(−ξ))−1Λ−s+μ+ (ξ)e(s−μ)π i,
α21(ξ) =
(
a˜(−ξ))−1b˜(−ξ) = esπ iΛs−(ξ)(a(−ξ))−1b(−ξ)Λ−s+ (ξ),
α22(ξ) =
(
a˜(−ξ))−1 = Λs−(ξ)(a(−ξ))−1e(2s−μ)π iΛ−s+μ+ (ξ). (41)
Under the above conditions on a and b, it is straightforward to conclude that
rR+ Op(Ξ) :
[
L2(R+)
]2 → [L2(R+)]2 (42)
is a continuous operator. Moreover, the determinant of the symbol of this operator is always nonzero.
Indeed, we have for the determinant of the corresponding 2× 2 matrix symbol
detΞ(ξ) = α11(ξ)α22(ξ) − α21(ξ)α12(ξ)
= ζ 2s−μ(ξ) a(ξ)
a(−ξ)e
(2s−μ)π i = 0 (43)
for all ξ ∈R.
The importance of operator rR+ Op(Ξ) is clariﬁed in the next result.
Theorem 5.2. (See [8, §6].)
(i) The operators
rR+C± = rR+A± rR+B J : L2(R+) → L2(R+)
(deﬁned in (35)–(37)) are both invertible if and only if the operator rR+ Op(Ξ) (given in (42)) is invertible.
(ii) The operators rR+C+ and rR+C− have both the Fredholm property if and only if rR+ Op(Ξ) has the Fred-
holm property. In addition, when in the presence of the Fredholm property for these three operators, their
Fredholm indices satisfy the identity
Ind rR+C+ + Ind rR+C− = Ind rR+ Op(Ξ). (44)
In fact, this theorem is a consequence of a stronger fact which basically states that rR+ Op(Ξ) is
(toplinear) equivalence after extension with a diagonal matrix operator whose diagonal entries are
the operators rR+C+ and rR+C− . Moreover, it is interesting to clarify that all the necessary opera-
tors to identify such (toplinear) equivalence after extension relation can be built in an explicit way
(see [9–12]).
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In this ﬁnal section we would like to consider all the operators which we have equivalently asso-
ciated with our problems in the above sense, and look for their invertibility.
Considering the general structure of the Wiener–Hopf operator in the last section, for the cases
under study, we have
rR+ Op(Ξ) :
[
L2(R+)
]2 → [L2(R+)]2 (45)
so that A =L and B =LOp(τ−2a) or A =H and B =HOp(τ−2a). Therefore, having in mind that our
goal is to analyze the invertibility of such operator, in a ﬁrst stage we will start by studying its Fred-
holm property. In view of this, it is important to recall the complete symbol of the pseudodifferential
operators H and L (cf. [7,8]):
σ(H)(ξ) = − i
2w(ξ)
and σ(L)(ξ) = − iw(ξ)
2
, (46)
where w = w(ξ) := (2 + ρ2) 14 (cos α2 + i sin α2 ), with
 = (ξ) := (ek)2 − (mk)2 − ξ2,
ρ := 2(ek)(mk)
and
α :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
arctan ρ|| if  > 0, ρ > 0,
π
2 if  = 0, ρ > 0,
π − arctan ρ|| if  < 0, ρ > 0,
π if ρ = 0,
2π − arctan |ρ||| if  > 0, ρ < 0,
3π
2 if  = 0, ρ < 0,
π + arctan |ρ||| if  < 0, ρ < 0.
(47)
Now we provide detailed arguments for the operators A =H and B =HOp(τ−2a) with s = − 12 +ε,
μ = −1. The remaining case can be treated analogously with obvious changes in the corresponding
places.
Computing formulas (40)–(41) for the present case (and using in particular the fact that ω(ξ) =
ω(−ξ)), we obtain
Ξ(ξ) = Ξp(ξ) =
(
0 −iζ 12+ε(ξ)τ−2a(ξ)eεπ i
−iζ− 12+ε(ξ)τ2a(ξ)eεπ i 2iω(ξ)Λ−
1
2+ε− (ξ)Λ
− 12−ε+ (ξ)e2επ i
)
. (48)
We then realize that Ξp belongs to the very general C∗-algebra of the semi-almost periodic two
by two matrix functions on the real line ([SAP(R)]2×2); see [33]. We recall that [SAP(R)]2×2 is the
smallest closed subalgebra of [L∞(R)]2×2 that contains the (classical) algebra of (two by two) almost
periodic elements ([AP]2×2) and the (two by two) continuous matrices with possible jumps at inﬁnity.
Due to a known characterization of the structure of [SAP(R)]2×2 (see [3,4,33]), we can choose
a continuous function on the real line, say γ , such that γ (−∞) = 0, γ (+∞) = 1 and
Ξp = (1− γ )(Ξp)l + γ (Ξp)r + (Ξp)0
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and (Ξp)r are matrices with almost periodic elements, uniquely determined by Ξp , and that in our
case have the following form (due to the behavior of Ξp at ±∞):
(Ξp)l =
(
0 iτ−2ae−επ i
iτ2ae−επ i −2
)
,
(Ξp)r =
(
0 −iτ−2aeεπ i
−iτ2aeεπ i −2e2επ i
)
.
In here, it is worth noting that we had in consideration that ω(ξ) → i|ξ | as ξ → ±∞, and
ζ ν(ξ) → 1 as ξ → ∞,
and
ζ ν(ξ) → e−2πνi as ξ → −∞.
For a given Banach algebra (with unit element) M, by GM we will denote the collection of all
invertible elements of M.
Deﬁnition 6.1. (See, e.g., [16] or §6.3 in [5].) An invertible almost periodic matrix function Φ ∈
G[AP]2×2 admits a canonical right AP-factorization if
Φ = Φ−Φ+, (49)
where Φ± ∈ G[AP±]2×2, with AP± denoting the intersection of AP with the non-tangential limits of
functions in H∞(C±) (the set of all bounded and analytic functions in C±).
Proposition 6.2. (Cf., e.g., [5, Proposition 2.22].) Let A ⊂ (0,∞) be an unbounded set and let
{Iα}α∈A =
{
(xα, yα)
}
α∈A
be a family of intervals Iα ⊂R such that |Iα | = yα − xα → ∞ as α → ∞. If ϕ ∈ AP, then the limit
M(ϕ) := lim
α→∞
1
|Iα|
∫
Iα
ϕ(x)dx
exists, is ﬁnite, and is independent of the particular choice of the family {Iα}.
Deﬁnition 6.3. (i) For any ϕ ∈ AP, the number that has just been introduced in Proposition 6.2, M(ϕ),
is called the Bohr mean value (or simply the mean value) of ϕ . In the matrix case the Bohr mean value
is deﬁned entry-wise.
(ii) For a matrix function Φ ∈ G[AP]2×2 admitting a canonical right AP-factorization (49), we may
deﬁne the new matrix
d(Φ) := M(Φ−)M(Φ+), (50)
which is known as the geometric mean of Φ .
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factorization of Φ , and that this deﬁnition is consistent with the corresponding one for the scalar case
(which can be deﬁned in a somehow more global way).
Theorem 6.4. For 0 ε < 1/2, the operator rR+ Op(Ξp) : [L2(R+)]2 → [L2(R+)]2 , with Ξp given by (48),
is a Fredholm operator with zero Fredholm index.
Proof. The matrices (Ξp)l and (Ξp)r admit the following right canonical AP-factorizations:
(Ξp)l =
(− 12e−2επ i − 12 iτ−2ae−επ i
0 1
)(
1 0
iτ2ae−επ i −2
)
, (51)
(Ξp)r =
(− 12 12 iτ−2ae−επ i
0 1
)(
1 0
−iτ2aeεπ i −2e2επ i
)
(52)
(in which the necessary factor properties are evident; cf. Deﬁnition 6.1).
Having built the factorizations (51)–(52), we can now apply Theorem 3.2 in [16] or Theo-
rem 10.11 in [5] in view of evaluating about the Fredholm property for rR+ Op(Ξp). Indeed, within
our case of Ξp ∈ G[SAP(R)]2×2 and whose local representatives at inﬁnity admit canonical right AP-
factorizations (51)–(52), applying that theorems we have that rR+ Op(Ξp) is a Fredholm operator if
and only if
sp
[
d−1
(
(Ξp)r
)
d
(
(Ξp)l
)]∩ (−∞,0] = ∅,
where sp[d−1((Ξp)r)d((Ξp)l)] stands for the set of eigenvalues of the matrix d−1((Ξp)r)d((Ξp)l) :=
[d((Ξp)r)]−1d((Ξp)l).
Noticing that directly from the deﬁnition of Bohr mean value we have M(1/2) = 1/2, M(1) = 1,
M(−2) = −2, M(τ2a) = 0 and M(τ−2a) = 0, it follows
d
(
(Ξp)l
)= M [(− 12e−2επ i − 12 iτ−2ae−επ i
0 1
)]
M
[(
1 0
iτ2ae−επ i −2
)]
=
(− 12e−2επ i 0
0 1
)(
1 0
0 −2
)
=
(− 12e−2επ i 0
0 −2
)
, (53)
d
(
(Ξp)r
)= M [(− 12 12 iτ−2ae−επ i
0 1
)]
M
[(
1 0
−iτ2aeεπ i −2e2επ i
)]
=
( 1
2 0
0 −2e2επ i
)
. (54)
As a consequence,
d−1
(
(Ξp)r
)
d
(
(Ξp)l
)= ( e−2επ i 0
0 e−2επ i
)
and
sp
[
d−1
(
(Ξp)r
)
d
(
(Ξp)l
)]∩ (−∞,0] = {e−2επ i}∩ (−∞,0] = ∅, (55)
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case in consideration of 0 ε < 1/2).
The zero Fredholm index is obtained from the formula (cf. Theorem 10.21 in [5])
Ind rR+ Op(Ξp) = − ind[detΞp] −
2∑
k=1
(
1
2
−
{
1
2
− 1
2π
arg ξk
})
,
where ind[detΞp] denotes the Cauchy index of the determinant of Ξp , the numbers ξ1, ξ2 ∈ C \
(−∞,0] are the eigenvalues of the matrix d−1((Ξp)r)d((Ξp)l) and {·} stands for the fractional part
of a real number. 
From the proof of this last result, and in particular from (55), we realize that if we would allow
the case ε = 1/2 then our operators would not have the Fredholm property (and therefore would not
be invertible operators).
Corollary 6.5. Let 0 ε < 12 . The Wiener–Hopf plus and minus Hankel operators
rR+
(L±LF−1τ−2a ·F J) : H˜ 12+ε(R+) −→ H− 12+ε(R+), (56)
rR+
(H±HF−1τ−2a ·F J) : H˜− 12+ε(R+) −→ H 12+ε(R+) (57)
(which characterize our four problems) are invertible operators.
Proof. Bearing in mind the equivalence relation between the operators (34) and (35), we have for the
operators associated with our two problems:
dimCoKer rR+
(H±HF−1τ−2a ·F J)= dimCoKer rR+C±, (58)
dimKer rR+
(H±HF−1τ−2a ·F J)= dimKer rR+C±. (59)
From Theorems 5.2 and 6.4, we obtain that rR+C+ and rR+C− are Fredholm operators. Moreover,
recalling that Ker rR+ (H±HF−1τ−2a ·F J ) = {0}, from identities (44), (58)–(59) and Theorem 6.4 it
follows
0= Ind rR+C+ + Ind rR+C−
= Ind rR+
(H+HF−1τ−2a ·F J)+ Ind rR+(H−HF−1τ−2a ·F J)
= (0− dimCoKer rR+(H+HF−1τ−2a ·F J))
+ (0− dimCoKer rR+(H−HF−1τ−2a ·F J)).
Thus, we have
dimCoKer rR+
(H+HF−1τ−2a ·F J)= −dimCoKer rR+(H−HF−1τ−2a ·F J)= 0
and so we reach to the conclusion that both operators in (56) are invertible.
Similarly, we obtain the invertibility results for both operators in (57). 
Due to a direct combination of the results of Sections 3 and 4, and Corollary 6.5, we now obtain
the main conclusion of the present work for the problems in consideration.
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(i) The problem PD–D has a unique solution which is representable as a pair (u1,u2) deﬁned by the formu-
las (19), (20), where ϕ is the unique solution of Eq. (21).
(ii) The problem PD–N has a unique solution which is representable as a pair (u1,u2) deﬁned by the formu-
las (22), (23), where ϕ is the unique solution of Eq. (24).
(iii) The problem PN–D has a unique solution which is representable as a pair (u1,u2) deﬁned by the formu-
las (28), (29), where ψ is the unique solution of Eq. (30).
(iv) The problem PN–N has a unique solution which is representable as a pair (u1,u2) deﬁned by the formu-
las (31), (32), where ψ is the unique solution of Eq. (33).
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