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Fluctuations of conserved quantities, such as baryon, electric charge and strangeness number,
are sensitive observables in relativistic heavy-ion collisions to probe the QCD phase transition
and search for the QCD critical point. In this paper, we review the experimental measurements
of the cumulants (up to fourth order) of event-by-event net-proton (proxy for net-baryon), net-
charge and net-kaon (proxy for net-strangeness) multiplicity distributions in Au+Au collisions at√
sNN = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, 200 GeV from the first phase of beam energy scan pro-
gram at the Relativistic Heavy-Ion Collider (RHIC). We also summarize the data analysis methods
of suppressing the volume fluctuations, auto-correlations and the unified description of efficiency
correction and error estimation. Based on theoretical and model calculations, we will discuss the
characteristic signatures of critical point as well as backgrounds for the fluctuation observables in
heavy-ion collisions. The physics implications and the future second phase of the beam energy scan
(2019-2020) at RHIC will be also discussed.
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I. INTRODUCTION
A major uncertainty in our understanding of strongly
interacting nuclear matter is the so called Quantum
Chromodynamics (QCD) phase structure and the pos-
sible existence of a critical point in the QCD phase dia-
gram, located at high temperature and non-zero baryon
chemical potential. It is one of the main goals of the
Beam Energy Scan (BES) program at the Relativistic
Heavy-Ion Collider (RHIC) [2, 3], which is located at
the Brookhaven National Laboratory (BNL), US. This
also serves as a main motivation for the research pro-
grams at the future accelerator facilities FAIR in Darm-
stadt and NICA in Dubna. As shown in Fig.1, the
conjectured QCD phase diagram, it can be displayed
in the two dimensional phase diagram (temperature, T
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2FIG. 1: (Color Online) The conjectured QCD phase diagram [1] temperature T as a function of baryon chemical potential
(µB). The red-line is the empirical chemical freeze-out line determined by the experimental data of heavy-ion collisions. The
solid circle is located at T = 0 and µB = 938 MeV, the rest mass of nucleon. The solid black line is the speculated first-order
phase boundary and the end point (solid square) of this boundary is the QCD critical point. At µB ∼ 0, the transition from
hadronic gas to quark gluon plasma (QGP) becomes a smooth crossover, which is represented by the dashed line.
vs. baryon chemical potential, µB). Finite tempera-
ture Lattice QCD calculations has shown that at zero
µB (µB = 0) region, it is a crossover transition between
hadronic phase and quark-gluon plasma (QGP) phase [4].
At large µB region, the QCD based models predicted
that the phase transition is of the first order [5, 6] and
there should exist a so called QCD Critical Point (CP)
as the endpoint of the first order phase boundary [7, 8].
Due to sign problem at finite µB region, it is difficult to
precisely determine the location of the CP or even its ex-
istence [9]. Experimental confirmation of the existence of
the CP will be an excellent verification of QCD theory in
the non-perturbative region and a milestone of exploring
the QCD phase structure. Please note that the first-
order phase boundary, the critical point and the smooth
crossover are closely related thermodynamically. For ex-
ample, if the smooth crossover and the first-order phase
boundary exist, there must be a critical point at the end
of the first-order line. To some extent, the burden is on
the experimental side who should determine the location
of the QCD critical point or the first-order phase bound-
ary. To access a broad region of the QCD phase diagram,
experimentalists vary the temperature (T ) and baryon
chemical potential (µB) of the nuclear matter created in
heavy-ion collisions [2] by tuning the colliding energies
of two nuclei. It is expected that fluctuations of con-
served charges yield information on the phase structure
of QCD matter [10–16], provided the freeze-out is suf-
ficiently close to the phase boundary. These conserved
quantities have been long time predicted to be sensitive
to the correlation length [16–19] and directly connected
to the susceptibilities computed in the first principle Lat-
tice QCD calculations [1, 20–28]. Consequently, the anal-
ysis of event-by-event fluctuations of the net baryon num-
ber (B), electric charge (Q), and strangeness (S), in par-
ticular their higher order cumulants, play a central role
in the efforts to reveal the thermodynamics of the mat-
ter created in heavy-ion collisions at RHIC and LHC.
Thus, it can serve as a powerful observables to study the
phase transition and search for the CP in heavy-ion col-
lisions [29, 30],.
During the first phase of the RHIC BES (2010 to 2014),
the STAR experiment has measured the cumulants (up
to the fourth order) of net-proton (proton minus anti-
proton number, proxy of net-baryon [19]) , net-charge
and net-kaon multiplicity distributions in Au+Au colli-
sions at
√
s
NN
= 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200
GeV. In those energies, the data of 14.5 GeV is taken in
the year 2014, 19.6, 27 GeV are taken in the year 2011,
and the other energies are collected in the years 2010.
In this paper, we will review the experimental results on
fluctuations of conserved quantities from the BES data
measured by the STAR and PHENIX experiments. The
corresponding physics implications will be also discussed.
3TABLE I: Locations of the QCD critical point from Lattice QCD and DSE, respectively.
Lattice DSE
(µEB , T
E)
MeV
I [33] II [34, 35] III [36–39] I [40] II [41] III [42]
(360,162) (285,155) µEB/T
E>2 (372,129) (405,127) (504,115)
FIG. 2: (Color online) The critical opalescence near the crit-
ical point of CO2 [31].
FIG. 3: (Color online) The phase diagram of water [32].
II. THE QCD CRITICAL POINT
A critical point is the end point of the first order phase
transition boundary in the phase diagram, at which, the
phase transition is of the second order and one cannot dis-
tinguish difference between the two phases. For e.g., in
the liquid-gas phase transition of water, one cannot dis-
tinguish vapor and liquid of the water when the temper-
ature is above the critical temperature Tc (373.946 ℃).
In equilibrated matter in the vicinity of a critical point,
various thermodynamic quantities exhibit large critical
fluctuations, which in laboratory systems give rise to
e.g. critical opalescence. The critical phenomena (critical
opalescence) is discovered by Baron Charles Cagniard de
la Tour in 1822 in the study of the liquid-gas phase tran-
sition for the mixtures of alcohol and water [43]. The
term ”critical point” is firstly named by Thomas An-
drews in 1869 [31] when he studied the liquid-gas tran-
sition in carbon dioxide (CO2), the critical temperature
is about 31 ℃. When the thermodynamic condition of
system is approaching the critical point, the correlation
length of system will diverge. The divergency of the cor-
relation length (ξ) is one of the most important charac-
teristic feature of the critical point and it is also related
to the divergency of the specific heat (Cv), susceptibil-
ity (χ), compressibility (κ) and critical opalescence. In
Fig. 2, it demonstrates the well-known critical opales-
cence, the visible cloudy phenomena near the critical
point of liquid-gas phase transition. When the lights
are passing through the CO2 near the critical point, the
light will undergo large scattering due to its wavelength
is comparable to the length scale (correlation length) of
the density fluctuations in the phase transition of the
liquid-gas system.
Those critical behaviors can be described by power law
divergence with a set of critical exponents. The critical
exponents of the critical point for various systems with
same symmetry and dimension belong to the same uni-
versality class. Due to self-similarity and scaling prop-
erties of the critical point, those critical exponents can
be precisely calculated by the renormalization group the-
ory [44]. Another important feature of the critical point
is the so called finite size effect, which is originated from
that the correlation length is comparable with the size of
system and the system size limits the growing of the cor-
relation length. This leads to an observable effects when
one varies the system size.
The phase diagram of water is shown in Fig. 3 [32].
It can be found that the phase structure of water are
very rich, which is the emergent properties of quantum
electrodynamics (QED). Due to the easily realized phase
transition conditions, the water phase diagram are pre-
cisely known. On the other hand, the phase structure of
the hot and dense nuclear matter, which is governed by
the strong force described by the QCD theory, is rarely
known to us. Thus, it is very important to explore the
QCD phase structure and search for the QCD critical
point theoretically and experimentally. From theoretical
side, it is still very difficult to precisely determine the
location of the critical point due to its non-perturbative
4feature. The QCD based models, such as NJL, PNJL,
PQM, have given many results of the location of the QCD
critical point, which are summarized in the reference [45].
The locations of the QCD critical point obtained from the
first principle Lattice QCD and Dyson-schwinger equa-
tion (DSE) calculations are summarized in the table I.
One can see that the baryon chemical potential (µEB) of
the QCD critical point are ranging from 266 to 504 MeV,
the critical temperature is from 115 to 162 MeV. There
still has big difference between the results from different
methods and groups. Experimentally, we aim to search
for the critical point with the strongly interacting QCD
matter created in the relativistic heavy-ion collisions. It
is very challenging due to the following reasons: 1. The
hot dense medium created in the heavy-ion collisions are
not static but expanding rapidly. Thus, the correlation
length of the system is not only limited by the size of
the system, but also by the finite expansion time and it
is predicted to be 2-3 fm by assuming the existence of
a critical point [46]. One has to consider finite time and
finite size effects in order to determine the exact location
of the critical point. 2. What’s the sensitive observables
and what’s the smoking gun signature of the QCD critical
point in heavy-ion collisions. 3. One has to understand
the non-critical contributions to the experimental observ-
ables and the signal to background ratio should not be
too small. 4. One needs that the freeze-out thermody-
namic conditions of the QCD matter created in heavy-ion
collisions should be close enough to the phase boundary
that the phase transition signals weren’t washed out after
the expansion.
Due to the difficulties and challenges discussed above,
we should set up good strategies to search for the QCD
critical point. Firstly, we need to have good quality ex-
perimental data of heavy-ion collisions at a wide range
of energies. This allows us to scan a broad region of the
QCD phase diagram. Then, we use sensitive observables
to find the smoking gun signatures and confirm the ex-
istence of the QCD critical point before determining its
location. In order to extract critical signature and under-
stand the background contributions, careful modelling of
the critical phenomena and dynamical evolution of the
heavy-ion collisions are needed. It requires close collab-
oration between theorists and experimentalists. If the
QCD critical point is given and hidden in nature, we will
finally discover it and put a permanent landmark in the
phase diagram of the strongly interacting nuclear matter.
III. FLUCTUATIONS AND CORRELATIONS
Fluctuations and correlations have long been consid-
ered to be sensitive observables in heavy-ion collisions to
explore the phase structure of the strongly interacting
QCD matter [13, 47, 48]. They have a well defined phys-
ical interpretation for a system in thermal equilibrium
and can provide essential information about the effective
degrees of freedom. The well known phenomenon of crit-
ical opalescence is a result of fluctuations at all length
scales due to a second order phase transition. The most
efficient way to study the fluctuations of a system cre-
ated in a heavy-ion collision is to measure an observ-
able on the event-by-event basis and the fluctuations are
studied over the ensemble of the events. In strong in-
teraction, the net number of charges in a closed system
is conserved. The magnitude of these fluctuations in a
grand canonical ensemble at finite temperature are dis-
tinctly different in the hadronic and quark gluon plasma
phases. Event-by-event fluctuation and correlation of
the conserved charges is one of the observables to study
the properties of the QCD medium created in relativis-
tic heavy-ion collisions. Although these observables are
hadronic ones, it is believed that they can reflect the
thermal property in the early stage. A system in ther-
mal equilibrium (for a grand-canonical ensemble) can be
characterized by its dimensionless pressure, which is the
logarithm of the QCD partition function [20]:
P
T 4
=
1
V T 3
ln[Z(V, T, µB , µQ, µS)] (1)
where V and T are the system volume and temperature.
The µB , µQ and µS are baryon, charge and strangeness
chemical potential, respectively. The equation of state is
very different for thermodynamical system with different
degree of freedom and interactions. The susceptibility of
the conserved charges (B,Q, S) are defined as the deriva-
tive of the dimensionless pressure with respected to the
reduced chemical potential.
χBQSijk =
∂(i+j+k)[P/T 4]
∂µˆiB∂µˆ
j
Q∂µˆ
k
S
(2)
where µˆq = µq/T, q = B,Q, S. The cumulants of
these conserved quantities (B,Q, S) distributions are
connected to the corresponding susceptibilities by
CBQSijk =
∂(i+j+k) ln[Z(V, T, µB , µQ, µS)]
∂µˆiB∂µˆ
j
Q∂µˆ
k
S
= V T 3χBQSijk (T, µB , µQ, µS)
(3)
where the CBQSijk denotes both diagonal and off-diagonal
cumulants of conserved quantities (B,Q, S) (i, j, k =
1, 2, 3, 4...n). Experimentally, we construct the ratios of
cumulants as the experimental observables, which cancel
the volume dependent and can be directly compared with
the ratios of susceptibilities from theoretical calculations.
To obtain the ratio of cumulants, we firstly introduce var-
ious order cumulants up to sixth order and their relations
to the central moments as:
5Mq = < Nq >= V T
3χq1, σ
q
2 = C
q
2 =< (δNq)
2 >= V T 3χq2 (4)
Cq3 = < (δNq)
3 >= V T 3χq3, C
q
4 =< (δNq)
4 > −3 < (δNq)2>2 = V T 3χq4 (5)
Cq5 = < (δNq)
5 > −10 < (δNq)3 >< (δNq)2 >= V T 3χq5 (6)
Cq6 = < (δNq)
6 > −15 < (δNq)4 >< (δNq)2 > −10 < (δNq)3>2 + 30 < (δNq)2>3 = V T 3χq6 (7)
where Mq, σ
q
2 are the mean and variance, respectively.
The Cqn(n = 2, 3, 4, ...) are the n
th order cumulants with
q = B,Q, S and δNq = Nq− < Nq >. We didn’t consider
the correlations between different conserved charges.
On the other hand, we introduce two well known
statistic quantities, the so called skewness(S) and
kurtosis(κ). In statistics, those two quantities can be
used to describe the shape of distributions and they are
defined as :
Sq =
< (δNq)
3
>
< (δNq)
2
>3/2
=
Cq3
(σq2)
3/2
(8)
κq =
< (δNq)
4
>
< (δNq)
2
>2
− 3 = C
q
4
(σq2)
2 (9)
For gaussian distribution, both of the two quantities are
equal to zero. Thus, they are widely used to quantify
the non-gaussianity. With above definition of the mean,
variance, skewness, kurtosis and various order cumulants,
we can have the following relations:
σ2q
Mq
=
Cq2
Mq
=
χq2
χq1
, Sqσq =
Cq3
Cq2
=
χq3
χq2
(10)
κqσ
2
q =
Cq4
Cq2
=
χq4
χq2
,
κqσq
Sq
=
Cq4
Cq3
=
χq4
χq3
(11)
Those equations connect the experimental measurements
(l.h.s.) and theoretically calculations (r.h.s.). In the fol-
lowing, we will discuss the results calculated from the
Hadron Resonance Gas Model and Lattice QCD.
A. Hadron Resonance Gas Model
In the Hadron Resonance Gas (HRG) model, non-
interacting hadrons and their resonance are the basic de-
gree of freedom. The interactions are encoded in the ther-
mal creation of hadronic resonances based on their Boltz-
mann factor. The HRG can successfully describe the ob-
served particle abundances in heavy ion collisions. For
simplify and discussion purpose, we use the Boltzmann
approximation and the pressure can be expressed [49–51]:
P
T 4
=
1
V T 3
ln[Z(V, T, µB , µQ, µS)]
=
1
pi2
∑
i∈X
gi(
mi
T
)2K2(
mi
T
)
× cosh(BiµˆB +QiµˆQ + SiµˆS). (12)
where gi is the degeneracy factor for hadrons of mass
mi, and µˆq ≡ µqT , with q = B, S, Q denote the net-
baryon number, net-strangeness and the net-charge, and
µB , µS , µQ are the corresponding chemical potentials
respectively. The K2(x) is the modified Bessel function
and the summation is taking over all stable hadrons and
resonance and thus the contribution of anti-particles are
automatically included. The results from HRG model
are usually served as a baseline for finding the signature
of phase transition and QCD critical point in heavy-ion
collisions. For net-baryon number fluctuations, the ratios
of cumulants from HRG model are simple. With Boltz-
mann approximation, the baryon number susceptibility
can be expressed as:
χB2n =
∂2n[P/T 4]
∂µˆ2nB
=
∑
i∈B
gi(
mi
T
)
2
K2(
mi
T
)
× cosh[µˆB +QiµˆQ + SiµˆS ] (13)
χB2n−1 =
∂2n−1[P/T 4]
∂µˆ2n−1B
=
∑
i∈B
gi(
mi
T
)
2
K2(
mi
T
)
× sinh[µˆB +QiµˆQ + SiµˆS ] (14)
Thus, the ratio of baryon number susceptibilities can be
easily obtained:
CBeven
CBeven
=
χBeven
χBeven
= 1,
CBodd
CBodd
=
χBodd
χBodd
= 1 (15)
CBodd
CBeven
=
χBodd
χBeven
= tanh(µB/T )|µQ=µS=0 (16)
Based on the Eq.(15) and (16), we obtain:
MB
σ2B
= Sqσq = tanh(µB/T )|µQ=µS=0 (17)
κBσ
2
B =
SBσ
3
B
MB
= 1 (18)
where n = 1, 2, 3..., µB and T are the baryon chemical
potential and temperature of the thermal system. This
simple result arises from the fact that only baryons with
baryon number B = 1 contribute to the various cumu-
lants in the HRG model. However, due to the contri-
bution of the multi-charge states Q = 2 or S = 2, 3
for net-charge and net-strangeness fluctuations, respec-
tively, thus the results of net-charge and net-strangeness
fluctuations are more complicated than net-baryon num-
ber fluctuations from the HRG model. Fig.4 shows the
6FIG. 4: (Color online) The ratio of susceptibilities of charge (left) and strangeness (right) fluctuations as a function of colliding
energy along the parameterized freeze-out curve in heavy-ion collisions. The results are calculated from the HRG model [49].
ratio of susceptibilities of charge (left) and strangeness
(right) from the HRG model calculations along the chem-
ical freeze-out curve in heavy-ion collisions. It can be
found that the susceptibilities ratios χ2/χ1 or χ3/χ2 of
charge and strangeness show strong energy dependence
whereas the χ4/χ2 has small variation with energies. Due
to the contributions from the multi-charge states Q = 2
or S = 2, 3, the charge and strangeness χ4/χ2 deviate
from unity.
B. Lattice QCD
Lattice QCD is a well-established non-perturbative ap-
proach to solve the QCD theory of quarks and gluons
exactly from first principles and without any assump-
tions [52]. It can be used to study the thermodynamic
properties of a strongly interacting system in thermal
equilibrium. Most importantly, lattice QCD provides a
framework for investigation of non-perturbative phenom-
ena such as confinement and quark-gluon plasma forma-
tion, which are intractable by means of analytic field the-
ories.
Fig. 5 shows the results of QCD equation of state (the
trace anomaly, the pressure and the entropy density)
from two independent groups: HotQCD and Wuppertal-
Budapest Collaboration, which used the different actions.
The results from the two groups got good agreement with
each other. On the other hand, the pressure (P/T 4) at
finite µB region can be calculated by using the Taylor
expansion techniques. By putting the µQ=µS=0, we can
expand the pressure (P/T 4) into finite µB as [20, 39, 54]:
P (T, µB)− P (T, 0)
T 4
=
1
2
χB2 (T )
(µB
T
)2
×[
1 +
1
12
χB4 (T )
χB2 (T )
(µB
T
)2
+
1
360
χB6 (T )
χB2 (T )
(µB
T
)4]
+O(µ8B)
(19)
(ε-3p)/T4
p/T4
s/4T4
 
 
 
0
1
2
3
4
130 170 210 250 290 330 370
T [MeV]
stout HISQ
FIG. 5: (Color online) The comparison of the HISQ/tree (Hot
QCD Collaboration) and stout (Wuppertal-Budapest Collab-
oration) results for the trace anomaly, the pressure, and the
entropy density in the Lattice QCD calculation at vanishing
baryon chemical potential [53].
Due to the symmetry of QCD, the odd terms are van-
ishing and only even terms are left. It shows various
order corrections to the pressure. The coefficients of lead-
ing order (LO), next leading order (NLO) and next next
leading order (NNLO) are related to the baryon num-
ber susceptibilities χB2 , χ
B
4 /χ
B
2 and χ
B
6 /χ
B
2 , respectively.
Those susceptibilities are defined in Eq. (2) and can be
evaluated at µB = µQ = µS = 0. Fig.6 and 7 left show
the preliminary BNL-Bielefeld-CCNU results of baryon
number susceptibility (χB2 ) and the susceptibilities ra-
tios ( χB4 /χ
B
2 and χ
B
6 /χ
B
2 ) as a function of temperature
computed from Lattice QCD at vanishing chemical po-
tentials. It can be found that at low temperature, the
results from Lattice QCD are consistent with the results
7T [MeV]
χ2
B free
continuum extrap.
Nτ=12
8
6
PDG-HRG
 0
 0.05
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 0.25
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T [MeV]
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B/χ2B
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free quark gas
   
stout cont.
HISQ, Nτ=6
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 0.2
 0.4
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data:
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FIG. 6: (Color online) Lattice QCD results from BNL-Bielefeld-CCNU collaboration [20, 39, 54]: the second order baryon
number susceptibility (χB2 ) (left) and the fourth to second order baryon number susceptibilities ratio (χ
B
4 /χ
B
2 ) (right) as a
function of temperature calculated from Lattice QCD at vanishing chemical potential (µq = 0, q = B,Q, S)
FIG. 7: (Color online) Lattice QCD results from BNL-Bielefeld-CCNU collaboration [20, 39, 54]: the sixth to second order
baryon number susceptibilities ratio (χB6 /χ
B
2 ) at vanishing chemical potential (left) and the pressure as a function of temperature
for different baryon chemical potential and precision level (right).
from HRG whereas it shows large discrepancies between
those two at high temperature. The ratio χB6 /χ
B
2 shows
negative values near and above transition temperature
and positive values around unity at low temperatures,
but there are still large uncertainties and more statistics
are needed. Fig. 7 right shows the Lattice calculation
of the pressure at finite baryon density and the effects
of the correction with different orders. The correction of
the NNLO term on the pressure is found to be very small
(< 5%) when µB/T < 2. It means the Taylor expansion
up to NNLO order is under control with µB/T < 2. The
susceptibility of conserved charges (B,Q, S) can be also
computed at finite baryon density region by using the
Taylor series in terms of the baryon chemical potential
(µB) at µQ = µS = 0 [20, 39, 54]:
χBn (T, µB) =
∞∑
k=0
1
k!
χBn+k(T )
(µB
T
)k
(20)
χQn (T, µB) =
∞∑
k=0
1
k!
χBQk,n (T )
(µB
T
)k
(21)
χSn(T, µB) =
∞∑
k=0
1
k!
χBSk,n(T )
(µB
T
)k
(22)
In the following, we focus on discussing the next lead-
ing order (NLO) Taylor expansion of the baryon number
susceptibilities. Due to the QCD sysmetry for matter
and anti-matter, the NLO Taylor expansion for the odd
and even order baryon number susceptibilities can be ex-
8pressed as:
χB2n−1(T, µB) = χ
B
2n(T )
(µB
T
)
+
1
6
χB2n+2(T )
(µB
T
)3
(23)
χB2n(T, µB) = χ
B
2n(T ) +
1
2
χB2n+2(T )
(µB
T
)2
(24)
where the χB2n(T ) and χ
B
2n+2(T ) are the baryon number
susceptibilities evaluated at µB=µQ = µS = 0 with n =
1, 2, 3, 4, ..., N . If we define a dimensionless quantity Ln:
Ln =
1
6
χB2n+2(T )
χB2n(T )
(µB
T
)2
(25)
With this definition, the Taylor expansion of the odd and
even order susceptibility at the next leading order can be
re-written as:
χB2n−1(T, µB) = χ
B
2n
µB
T
(1 + Ln) (26)
χB2n(T, µB) = χ
B
2n(1 + 3Ln) (27)
Then, we can express the baryon number susceptibilities
ratios as:
χB2n(T, µB)
χB2n−1(T, µB)
=
T
µB
(
1 +
2
1 + 1/Ln
)
(28)
χB2n+1(T, µB)
χB2n(T, µB)
= 6
T
µB
Ln
(
1 +
Ln+1 − 3Ln
1 + 3Ln
)
(29)
χB2n+2(T, µB)
χB2n(T, µB)
= 6
(
T
µB
)2
Ln
[
1 +
3(Ln+1 − Ln)
1 + 3Ln
]
(30)
χB2n+1(T, µB)
χB2n−1(T, µB)
= 6
(
T
µB
)2
Ln
(
1 +
Ln+1 − Ln
1 + Ln
)
(31)
If we consider Ln << 1, the r.h.s. of the Eq.(28) to (31)
can be simplified as :
χB2n(T, µB)
χB2n−1(T, µB)
=
T
µB
(32)
χB2n+1(T, µB)
χB2n(T, µB)
= 6
T
µB
Ln (1 + Ln+1 − 3Ln) (33)
χB2n+2(T, µB)
χB2n(T, µB)
= 6
(
T
µB
)2
Ln [1 + 3(Ln+1 − Ln)](34)
χB2n+1(T, µB)
χB2n−1(T, µB)
= 6
(
T
µB
)2
Ln(1 + Ln+1 − Ln) (35)
Based on the Eq.(32), (34) and (35), we have:
χB2n+2(T, µB)
χB2n(T, µB)
− χ
B
2n+1(T, µB)
χB2n−1(T, µB)
=
1
3
[
χB2n+4(T )
χB2n(T )
−
(
χB2n+2(T )
χB2n(T )
)2](
MB
σB2
)2 (36)
where we use a leading order approximation
σB2
MB
(T, µB) =
T
µB
. We define a temperature depen-
dent quantity rn(T ):
rn(T ) =
1
3
[
χB2n+4(T )
χB2n(T )
−
(
χB2n+2(T )
χB2n(T )
)2]
(37)
Then, deriving from Eq. (36) and (37), we get:
rn(T ) =
(
χB2n+2(T, µB)
χB2n(T, µB)
− χ
B
2n+1(T, µB)
χB2n−1(T, µB)
)(
σ2B
MB
)2
(38)
For the lowest order with n = 1, we obtain:
σ2B
MB
(T, µB) =
T
µB
(39)
SBσB(T, µB) = 6
T
µB
L1 (1 + L2 − 3L1) (40)
κBσ
2
B(T, µB) = 6
(
T
µB
)2
L1 [1 + 3(L2 − L1)] (41)
SBσ
3
B
MB
(T, µB) = 6
(
T
µB
)2
L1 (1 + L2 − L1) (42)
where L1 =
1
6
χB4 (T )
χB2 (T )
(
µB
T
)2
and L2 =
1
6
χB6 (T )
χB4 (T )
(
µB
T
)2
. We
may find that κBσ
2
B and SBσ
3
B/MB are closely related
and their difference is:
κBσ
2
B −
SBσ
3
B
MB
= 12
(
T
µB
)2
L1 (L2 − L1)
=
1
3
[
χB6
χB2
−
(
χB4
χB2
)2](µB
T
)2
=
1
3
[
χB6
χB2
−
(
χB4
χB2
)2](
MB
σ2B
)2
= r1(T )
(
MB
σ2B
)2
(43)
where
r1(T ) =
1
3
[
χB6
χB2
−
(
χB4
χB2
)2]
(44)
In above Taylor expansions of the baryon number suscep-
tibilities in Lattice QCD, we always assume µQ = µS = 0
and expand up to next to leading order. For more re-
alistic, one need to consider the case µQ 6= µS 6= 0.
In order to compare with experimental data, we need
additional constrains. For eg., strangeness neutrality
(NS=0) and baryon to charge number ratios equals to
0.4 (NQ/NB=0.4) in Au+Au and Pb+Pb collisions. Fur-
thermore, the self-consistent determination of the freeze-
out in QCD thermodynamics for heavy-ion collisions are
needed and makes the comparison between Lattice QCD
and experimental data with more complication [38, 39].
IV. EXPERIMENTAL OBSERVABLES
Event-by-event particle multiplicity fluctuations can
be characterized by the cumulants of the event-by-event
multiplicity distributions. It can be calculated as
C1 = 〈N〉 , C2 =
〈
(δN)2
〉
, (45)
C3 =
〈
(δN)3
〉
, C4 =
〈
(δN)4
〉− 3 〈(δN)2〉2 (46)
9where N is particle or net-particle number measured on
the event-by-event bias and the 〈N〉 is average over entire
event ensemble, δN = N − 〈N〉. With the definition of
cumulants, we can also define mean (M), variance (σ2),
skewness (S) and kurtosis (κ) as:
M = C1, σ
2 = C2, S =
C3
(C2)
3
2
, κ =
C4
(C2)2
(47)
In addition, the moments product κσ2 and Sσ can be
expressed in terms of the ratios of cumulants:
κσ2 =
C4
C2
, Sσ =
C3
C2
, σ2/M =
C2
C1
(48)
The ratios of cumulants are independent on system vol-
ume. The statistical errors of those cumulants and cumu-
lants ratios are estimated by the Delta theorem [55, 56].
In general, the statistical errors strongly depend on the
shape of the distributions, especially the width. For gaus-
sian distributions, the statistical errors of cumulants (Cn)
can be approximated as error(Cn) ∝ σn/(
√
Nn), where
σ is the measured width of the distribution, N repre-
sents the number of events and  is the particle detec-
tion efficiency. Theoretically, conserved charge fluctua-
tions are sensitive to the correlation length (ξ) of sys-
tem, which is about 2-3 fm near the QCD critical point
in heavy-ion collisions. The fourth order cumulant are
proportional to seventh power of the correlation length
as C4 ∝ ξ7. Experimentally, the various order cumu-
lants of net-proton (proton number minus anti-proton
number), net-charge and net-kaon multiplicity distribu-
tions are measured with the data of the beam energy
scan at RHIC to search for the signature of the QCD
critical point. Since the STAR detector at RHIC can
not measure the neutron at mid-rapidity, the net-proton
fluctuations are used to approximate the fluctuations of
net-baryons. And the net-kaon multiplicity fluctuations
also is used to approximate to the fluctuations of the
net-strangeness. To search for the CP in heavy-ion colli-
sions, the event-by-event multiplicity fluctuations are not
necessary conserved quantities, for eg., the proton num-
ber fluctuations itself can reflect the singularity of the
critical point and can be directly used to search for the
CP. However, there are two advantages in using the con-
served quantities, one is that it can be directly connected
to the susceptibilities of system, which can be computed
in first principle Lattice QCD, the other one is that due
to the dynamical expansion of the QCD medium created
in heavy-ion collisions, the signal of conserved quantities
will not be easily washed out by the diffusion process and
can be preserved in the final state [30].
In the following, we will discuss the fluctuation signa-
tures of the QCD critical point from various theoretical
calculations, such as σ field and NJL model. Finally,
we will also show the effects of nuclear potential and
baryon number conservations on the cumulants of net-
proton (baryon) distributions.
A. Fluctuation Signature near QCD Critical Point
The characteristic feature of critical point is the di-
vergence of the correlation length, which is limited by
the system size and finite time effects due to the criti-
cal slowing down. When the critical point is passed by
the thermodynamic condition of the matter created in
heavy-ion collisions, the expected signature is the non-
monotonic variation of the observables with the colliding
energy. Many theoretical and model calculations includ-
ing critical fluctuations have been done for the fluctua-
tions of conserved charges (B,Q, S) along the chemical
freeze-out lines in heavy-ion collisions. Those can provide
predictions on the energy dependence of the fluctuation
observables when passing by the critical point.
1. σ Field Model
One of the most important calculations is done with
the σ field model [18]. This calculations first time qualita-
tively discussed the universal critical behavior of the the
fourth order (kurtosis) of multiplicity fluctuations near
the QCD critical point, which are realized by the cou-
pling of particles with the order parameter σ field. The
fluctuations of order parameter field σ(x) near a critical
point can be described by the probability distributions
as:
P [σ] ∼ exp{−Ω[σ(x)]/T} (49)
where Ω is the effective action functional for the field σ
and can be expanded in the powers of σ:
Ω =
∫
d3
[
(∇σ)2
2
+
m2σ
2
σ2 +
λ3
3
σ3 +
λ4
4
σ4 + . . .
]
.
(50)
where mσ = 1/ξ and the critical point is characterized by
ξ → ∞. For the moments of the zero momentum mode
σV =
∫
σ(x)d3x. Then, we have
〈σ2V 〉 = V Tξ2 (51)
〈σ3V 〉 = 2λ3V Tξ6 (52)
〈σ4V 〉c = 6V T 3[2(λ3ξ)2 − λ4]ξ8 (53)
where 〈σ4V 〉c is the fourth order cumulants of the σ field.
It is found that the higher order fluctuations are with
higher power of the correlation length and diverge faster.
If we introduce the coupling of the particles with the σ
field, the fourth order cumulants of the particle multi-
plicity distributions can be obtained as:
〈(δN)4〉c = 〈N〉+ 〈σ4V 〉c
(
g d
T
∫
p
np
γp
)4
+ . . . , (54)
where np is the equilibrium distributions for a particle of
a given mass, γp = (dEp/dm)
−1 is the relativistic gamma
factor of a particle with momentum p and mass m, g is
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FIG. 8: (Color online) (Top left) The sketch of the QCD phase diagram with sign of the fourth order cumullants of the σ field
due to critical contributions [18]. The red region represents negative values and the blue region are positive values. The green
dashed line is the chemical freeze-out lines in heavy-ion collisions. (Bottom left) The probability distributions of the σ field and
the corresponding sign of the fourth order cumulants of the σ field distributions. (Right) The expected non-monotonic energy
dependence for the normalized fourth order cumulant of multiplicity distributions (ω4 = 〈(δN)4〉c/〈N〉) when the chemical
freeze-out line passes the critical region indicated in the left-top plot.
the coupling constant and d is the degeneracy factor. The
mean value 〈N〉 in the r.h.s. of the Eq.(54) is the pure
statistical contribution (Poisson).
Figure 8 left displays the sketch of QCD phase diagram
with critical contributions to the σ field. When the chem-
ical freeze-out lines (green dashed line) pass by the crit-
ical point from the crossover side, the probability distri-
butions of the σ field change from gaussian to the double-
peak non-gaussian distribution and the corresponding
fourth order cumulant change from zero to negative (red
region) and to positive (blue region). When this σ field
couples with the particles, it leads to a non-monotonic
energy dependence of the normalized fourth order cumu-
lants of multiplicity distributions (ω4 = 〈(δN)4〉c/〈N〉)
along the chemical freeze-out line, as shown in the right
of the Fig.8, where the baseline is unity, the Poisson base-
line. However, one has to keep in mind that here we
only consider the critical point and statistical fluctua-
tion contributions. Other dynamical effects in heavy-ion
collisions, such as the effects of baryon number conserva-
tions, hadronic scattering and resonance decay, are not
taken into account. Furthermore, the finite size and fi-
nite time effects, non-equilibrium memory effects are also
important and need to be carefully studied.
This critical point induced non-monotonic energy de-
pendence of the fourth order cumulants along the chem-
ical freeze-out line has been confirmed by many other
model calculations, such as NJL [57, 58], PQM [25, 26],
chiral hydrodynamics [59, 60] and other calculations [61–
63]. It indicates the σ field calculations capture the main
feature of the critical point. However, it is still a crude
model. Here, the σ field model only considers the crit-
ical fluctuations in static and infinite medium without
taking account for the off-equilibrium effects in the dy-
namical expanding of the fireball created in heavy-ion
collisions. Recently, a theoretical paper discussed critical
fluctuations considering the off-equilibrium effects within
Kibble-Zurek framework and observed a universal scaling
of critical cumulants [64].
2. NJL Model
A QCD based effective model-the so called Nambu-
Jona-Lasinio (NJL) model is also widely used to study
the conserved charge fluctuations near the QCD critical
point. In this model, quark and gluon are the basic de-
gree of freedom. Although, there is no mechanism of the
quark confinement implemented in the NJL model, it is
still a simple and useful way to study the qualitative be-
havior of the susceptibility of the conserved charges near
the QCD critical point. Here we just show the results of
two susceptibility ratios calculated from NJL model :
m1(q) =
χq3
χq2
, m2(q) =
χq4
χq2
(55)
where q = B,Q, S, χqn is the n
th order susceptibility.
Fig. 9 shows the sign of the m1 and m2 of baryon, charge
and strangeness number. The red region are of positive
values wheres the blue region represents negative values.
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FIG. 9: (Color online) The sign of the m1 (top) and m2 (bottom) of the baryon (B), charge (Q) and strangeness (S) number.
The red region represents positive value while blue region represents negative value. The dashed line is the crossover line while
the crosses denotes the first order phase transition boundary [57].
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FIG. 10: The red soild, blue dot-dashed and green dash lines
represent three hypothetical freeze-out curves [57]. The black
dashed line is the crossover line and the crosses denote the
curve of the first order phase transition boundary. The trian-
gles are experimental chemical freeze-out data.
The yellow regions represent the values of m1 and m2
are very close to zero. One may notice that the sig-
nals from baryon number fluctuations are stronger than
from charge and strangeness number fluctuations. This
is mainly due to the mass effects that the strange quark
mass (ms) is much heavier than the mass of light quarks
(mu,md). Fig.10 displays three colored hypothetical
chemical freeze-out lines. The red solid freeze-out line
is fitted to recent experimental data. The parametrized
formula for obtaining the three curves are
T (µB) = a− bµ2B − cµ4B (56)
where a = 0.158 GeV, b = 0.14 GeV−1, and c = 0.04
(solid), 0.08 (dot-dashed), 0.12 (dashed) GeV−3. The re-
lation between baryon chemical potential (µB) and colli-
sion energy can be parametrized as [65]:
µB(
√
s) =
1.477
1 + 0.343
√
s
(57)
With the freeze-out curve and Eq. (57), we plot the
m1,m2 of B,Q, S as a function of colliding energy in
Fig. 11 along the three chemical freeze-out lines as shown
in Fig. 10. The black dashed lines in Fig. 11 left are the
results from the free quark gas model. When approaching
the critical point at low energies, the NJL model predicts
non-monotonic signal of the susceptibility ratios while for
the free gas case all moments are close to 0. Further-
more, we can infer that m2(B) should be a better probe
of the critical behavior due to larger magnitude in signal
and also the most important one, having sign changes
from negative to positive with respect to collision energy
than other cases. As we mentioned, since there has no
quark confinement in NJL model, the baselines obtained
from NJL model (away from critical point) are different
from the ones from hadron resonance gas model, which
is unity. One can also see that the behavior near QCD
critical point is very much different from the results of
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FIG. 11: (Color online) (Left) The m1 and m2 of baryon (B), charge (Q) and strangeness (S) as a function of colliding energy
along the three hypothetical freeze-out lines as plotted in Fig. 10. The black dashed lines are the results from a free quark
gas model. (Right) The correlation plot m2 versus m1 for baryon (top), charge (middle) and strangeness (bottom) along three
hypothetical freeze-out lines [57].
weakly interacting quark gas. The behavior of these two
quantities m1(B) and m2(B) at colliding energies at few
GeV where experiments have not covered yet are of great
importance as some other models predict opposite slope
of these two quantities compared to the NJL prediction.
Fig. 11 right shows correlations between the m2 and
m1 for baryon, charge and strangeness, respectively. We
can see that the m2 and m1 correlation along the three
chemical freeze-out lines for baryon shows a closed loop
with sign changes and looks like a banana shape. This
is very different behavior comparing with the charge and
strangeness sector.
B. Baselines and Background Effects in Heavy-ion
Collisions
In this section, we discuss the statistical baselines and
some of the non-CP physics background effects for the
fluctuations measurements in heavy-ion collisions. The
discussion of thermal blurring, diffusion and resonance
decay effects can be found in [66–68] and [62, 69, 70],
respectively.
1. Expectations from Poisson, Binomial and Negative
Binomial Statistics
In the following, we discuss some expectations for
cumulants of net-proton multiplicity distributions from
some basic distributions [71].
1. Poisson Distributions : If the particle and anti-
particle are independently distributed as Poisso-
nian distributions. Then the net-proton multiplic-
ity will follow the Skellam distribution, which is
expressed as:
P (N) = (
Mp
Mp
)N/2IN (2
√
MpMp) exp[−(Mp + Mp)],
where the N is the net-proton number, IN (x) is a
modified Bessel function, Mp and Mp are the mean
number of particles and anti-particles, as shown in
Fig. 1. The various order cumulants (Cn) are
closely connected with the moments, e.g., C1 =
〈N〉 = M,C2 = 〈(δN)2〉 = σ2, C3 = 〈(δN)3〉 =
Sσ3, C4 = 〈(δN)4〉 − 3〈(δN)2〉2 = κσ4, where the
δN =N −〈N〉, the σ2, S and κ are variance, skew-
ness and kurtosis, respectively. Then we construct,
Sσ = C3/C2 = (Mp −Mp)/(Mp +Mp) and κσ2 =
C4/C2 = 1, which provides the Poisson expecta-
tions for the various order cumulants/moments of
net-particle distributions. The only input param-
eters of the Poisson baseline for cumulants of net-
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particle distributions are the mean values of the
particle and anti-particle distributions.
2. Binomial and Negative Binomial Distribu-
tions: If the particle and anti-particle are inde-
pendently distributed as Binomial or Negative Bi-
nomial distributions (BD/NBD). Then various or-
der cumulants of the net-particle distributions can
be expressed in term of cumulants of the parti-
cle and anti-particle distributions: Cnet−pn = C
p
n +
(−1)nC p¯n. The first four order cumulants can be
written as: Cx2 = σ
2
x = εxµx, C
x
3 = Sxσ
3
x =
εxµx(2εx − 1), Cx4 = κxσ4x = εxµx(6ε2x − 6εx + 1)
, where εx = σ
2
x/µx, µx = Mx, Mx is the mean
values of particles or anti-particles distributions,
x=particle or anti-particle. εx < 1 means the un-
derlying distributions of particles or anti-particles
are Binomial distributions, while εx > 1 gives Neg-
ative Binomial distributions [72]. The input param-
eters for BD/NBD expectations are the measured
mean and variance of the particle and anti-particle
distributions.
2. Effects of Baryon Number Conservation and Nuclear
Potential on Net-Proton (Baryon) Cumulants
The effects of baryon number conservations (BNS) and
mean field potential are more and more important at
low energies. To study those effects on the fluctuations
of net-proton (baryon) number, the rapidity and trans-
verse momentum dependence for the cumulants of the
net-proton (baryon) multiplicity distributions in Au+Au
collisions at
√
sNN = 5 GeV have been studied within a
microscopic hadronic transport (JAM) model [73]. The
simulations were done with two different modes, which
are the mean field and the softening of equation of state
(EoS) mode, respectively. The softening of EoS is sim-
ulated by introducing attractive orbits in the two-body
scattering to realize a smaller pressure of the system. It
was found that the mean field potential and softening
of EoS have strong effects on the rapidity distributions
(dN/dy) and the shape of the net-proton (baryon) distri-
butions. By comparing the results from the two modes
with the results from default cascade, one found that the
net-proton (baryon) cumulants and ratios from the three
modes have similar trends and show strong suppression
with respect to unity, which is attributed to the effects of
baryon number conservations [51, 74]. It means that the
effects of mean field potential and softening of EoS might
be not responsible for the observed strong enhancement
in the most central (0-5%) Au+Au collisions at 7.7 GeV
measured by the STAR experiment at RHIC.
Figures 12 shows cumulant ratios of net-proton
(baryon) distributions in Au+Au collisions at
√
sNN =
5 GeV from JAM model. When increasing the rapidity
acceptance (∆y), the net-proton (baryon) cumulant ra-
tios will decrease, reach a minimum and then increase,
which is the typical effects of baryon number conserva-
tion [51, 74]. For different net-proton (baryon) cumu-
lant ratios, the position of the minimum are different. It
indicates the mean field potential and softening of EoS
will not lead to large increase above unity for the net-
proton (baryon) cumulants ratios. Instead, due to the
baryon number conservation, large suppression for the
fluctuations of net-proton (baryon) are observed. The
rapidity dependence for the cumulants ratios calculated
from the three modes are with the similar trend. It sug-
gests that the observed similar trends obtained by JAM
model without implementing critical physics are domi-
nated by the effects of baryon number conservation. On
the other hand, one observes that the net-baryon cumu-
lant ratios show larger suppression with respect to unity
than the net-proton and the higher order cumulant ratios
also show larger suppression than the lower order. On the
other hand, as the mean field potential implemented in
the JAM model is momentum dependent, it is also impor-
tant to study the momentum dependence for the cumu-
lants of net-proton distributions. In Fig. 13, for different
transverse momentum range, we plot the cumulant ratios
of net-proton distributions as a function of rapidity win-
dow, which are calculated with the three different modes.
The results computed from different modes are with the
similar trends. When the pT coverage is enlarged, the cu-
mulant ratios are suppressed with respected to unity, the
Poisson expectations. When the pT range is small, the
fluctuations are dominated by Poisson statistics and the
cumulant ratios are very close to unity. Another study
for the effect of mean field on baryon number fluctuations
done with a Relativistic Mean Field (RMF) approach can
be found in [75].
3. Net-Proton versus Net-Baryon Kurtosis from UrQMD
and AMPT Model
The STAR experiment measures net-proton fluctua-
tions instead of net-baryon fluctuations and one may
want to know to what extend they can reflect the net-
baryon fluctuations in heavy-ion collisions. Therefore,
fig. 3 demonstrates the comparison between moments of
net-proton and net-baryon distributions from AMPT [76]
and UrQMD [77] model calculations. We can find that
the κσ2 of net-baryon distributions are systematically
lower than the net-proton results. The differences are
even bigger for low energies than high energies. There are
two possible effects for the difference between net-proton
and net-baryon fluctuations, one is the non inclusion of
neutrons in the net-proton fluctuations, and the other
one is the nucleon isospin exchanging process due to ∆
resonance formation via ppi and npi interaction, the so
called isospin randomization, which will modify the net-
proton fluctuations after the chemical freezeout. A set of
formulas have been derived to convert the measured net-
proton cumulants to the net-baryon cumulants by taking
into account the above two effects [78]. The converting
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FIG. 12: Rapidity dependence for the Cumulants ratios of net proton and net baryon multiplicity distributions in Au+Au
collisions at
√
sNN = 5 GeV GeV from JAM model computed in the three different modes [73]. In the left shows σ
2/M (C2/C1)
and C3/C1. The figure in the right shows Sσ (C3/C2) and κσ
2(C4/C2) . The dashed horizontal lines are with the value of
unity.
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FIG. 13: Rapidity dependence for the cumulants ratios of net-proton distributions in Au+Au collisions at
√
sNN = 5 GeV
from JAM model computed in the three different modes and various transverse momentum ranges [73]. From top to bottom
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formulas for various order net-baryon cumulants can be written as:
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FIG. 14: (Color online) Energy dependence of κσ2 of net-proton and net-baryon distributions for 0-5% Au+Au collisions from
the UrQMD (left) and the AMPT string melting model (right). The results marked as solid black stars are based on theoretical
calculations using Asakawa and Kitazawa’s formula. The error calculation is based on the Bootstrap method.
Cnet−B1 = 2C
net−p
1 (58)
Cnet−B2 = 4C
net−p
2 − 2Ctot−p1 (59)
Cnet−B3 = 8C
net−p
3 − 12(Cp2 − C p¯2 ) + 6Cnet−p1 (60)
Cnet−B4 = 16C
net−p
4 + 16C
tot−p
3 − 64(Cp3 + C p¯3 ) + 48Cnet−p2 + 12Ctot−p2 − 26Ctot−p1 (61)
where tot-p means proton number plus anti-proton num-
ber. The right side of fig. 3 shows the net-baryon κσ2
(C4/C2) results, converted from the net-protons fluctu-
ations. Within large uncertainties, they are consistent
with the net-baryon results directly calculated with the
AMPT model.
4. Cumulants and Correlation Functions
Fluctuations and correlations are closely related to
each other and they are two sides of coins. The var-
ious order cumulants can be expressed into the lin-
ear combinations of the multi-particle correlation func-
tions [79, 80], which are directly related to the correla-
tion length (ξ) of system. The multi-particle density are
related to factorial moments as:
Fn = 〈N(N −1)...(N −n+ 1)〉 =
∫
dp1...dpnρ(p1, ..., pn)
(62)
where Fn is the n
th order factorial moment and
ρ(p1, ..., pn) is the n particle density distributions. The
integral sums over the interested phase space. The gen-
eration function of the factorial cumulants is :
g(t) = ln〈(1 + t)N 〉 =
∞∑
k=1
ck
tk
k!
(63)
ck =
∂kg(t)
∂tk
∣∣∣∣
t=0
(64)
where ck is the k
th order factorial cumulant, N is the
random variable. We have the relation between factorial
moments and correlation function as:
F1 =
∫
dpρ(p) = 〈N〉 (65)
F2 =
∫
dp1dp2ρ(p1, p2) = F1
2 + c2 (66)
F3 =
∫
dp1dp2dp3ρ(p1, p2, p3)
= F1
3 + 3c2F1 + c3 (67)
F4 =
∫
dp1dp2dp3dp4ρ(p1, p2, p3, p4)
= F1
4 + 6c2F
2
1 + 4F1c3 + 3c
2
2 + c4 (68)
On the other hand, the relation between factorial cumu-
lant (ck) and cumulants can be expressed as:
ck =
k∑
i=0
s1(k, i)Ci (69)
Ck =
k∑
i=0
s2(k, i)ci (70)
where the s1 is the sterling number of the first kind, Ci
is ith order cumulant. Then, we have the following equa-
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FIG. 15: (Color online) Proton cumulants (top panels) and correlation functions (bottom panels) as a function of mean proton
number (〈Np〉) in Au+Au collisions at √sNN=5 GeV from JAM model. The mean proton number is varied by changing the
rapidity coverage.
tions:
c1 = C1 = 〈N〉 (71)
c2 = C2 − 〈N〉 (72)
c3 = C3 − 3C2 + 2〈N〉 (73)
c4 = C4 − 6C3 + 11C2 − 6〈N〉 (74)
C1 = c1 = 〈N〉 (75)
C2 = 〈N〉+ c2 (76)
C3 = 〈N〉+ 3c2 + c3 (77)
C4 = 〈N〉+ 7c2 + 6c3 + c4 (78)
It is well known that high order cumulants (Cn, n > 2)
are zero for the gaussian distribution and thus these are
ideal probe of the Non-Gaussianity. For correlation func-
tion cn (n > 1), they are zero for Poisson distributions,
thus can be used to measure the deviation from Poisson
fluctuations. If we define the correlation strength param-
eter cˆk as:
cˆk =
ck
〈N〉k (79)
where k = 2, 3, 4..., n. The different order correlation
strength parameter cˆk can reflect different physics pro-
cess of the system. If the system consists of many inde-
pendent sources, the correlation strength will be diluted
and it scales with the multiplicity as :
cˆk ∝ 1〈N〉k−1 (80)
For eg., it is the case that the A+A system is superposed
by many p+p collisions. However, if the particle sources
are strongly correlated with each other, which is the case
near the critical point, then we have:
cˆk ∝ const (81)
The long range correlation become dominated near the
critical point and the cumulant are dominated by the
highest order correlation function as: Ck ≈ ck ∝ 〈N〉k.
If the thermal statistical fluctuations dominated in the
system, we have Ck ≈ ck ∝ 〈N〉. Thus, to search for the
critical point in heavy-ion collisions, it is also important
to study the centrality, energy and the rapidity depen-
dence of the multi-particle correlation functions. This is
effective way to look for the pattern of long range cor-
relations near the critical point in heavy-ion collisions
and it is also very useful to study the contributions of
the non-critical backgrounds, such as the baryon number
conservations, resonance decay, hadronic scattering.
Figure 15 shows the rapidity dependence of the pro-
ton cumulants and correlation functions in Au+Au col-
lisions at
√
sNN=5 GeV from JAM transport model cal-
culation [81]. It can be found that the second and third
order correlation functions show negative values when en-
larging the rapidity acceptance. The large negative val-
ues of the second and third order proton correlation func-
tions also leads to strong suppression of the fourth order
proton cumulant. Those observations can be understood
in terms of the baryon number conservations. As one can
see in Fig. 15, it seems that the fourth order proton corre-
lation function is consistent with zero, which is due to the
absence of long range correlations in this model calcula-
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tions. It means the baryon number conservations, which
is a large background effect for searching for the critical
point with fluctuations of conserved quantities in heavy-
ion collisions, has negligible effects on the fourth order
proton correlation functions. In other words, due to in-
sensitive to the baryon number conservations, the fourth
order proton correlation function is an ideal probe of the
long range correlations induced by the critical point.
V. DATA ANALYSIS METHODS
In the data analysis, we applied a series of analysis
techniques to suppress backgrounds and make precise
measurements of the event-by-event fluctuation analysis
in heavy-ion collisions. Those include : (1) Centrality
bin width correction [82, 83]. This is to remove central-
ity bin width effect, which is caused by volume variation
within a finite centrality bin size. (2) Carefully define
the collision centrality to suppress volume fluctuations
and auto-correlations [83]. (3) Efficiency correction for
the cumulants. (4) Estimate the statistical error with
Delta theorem and/or Bootstrap methods [55, 56, 84, 85].
Those techniques are very crucial to precisely measure
the dynamical fluctuation signals from heavy-ion colli-
sions. Let’s discuss those techniques one by one.
A. Collision Geometry and Centrality Definition
Before introducing the background suppression meth-
ods, we would like to firstly discuss about the centrality
definition used in the heavy-ion collisions. The defini-
tion of the collision centralities for two colliding nuclei is
not unique and can be defined by different quantities. A
commonly used quantity is the so called impact param-
eter b, defined as the distance between the geometrical
centers of the colliding nuclei in the plane transverse to
their direction. Other quantities, such as the number of
participant nucleons, Npart and the number of binary col-
lisions, Ncoll, can be also used. Fig. 16 shows a Glauber
Monte Carlo event of Au+Au collision at
√
sNN = 200
GeV with impact parameter b = 6 fm [86]. The blue and
red solid circles represent the participant nucleons from
the two colliding gold nuclei. Fig. 17 shows the average
number of participant nucleons (〈Npart〉 ) and average
number of binary collisions (〈Ncoll〉) as a function of im-
pact parameter b. One can see that there is no one-to-one
correspond between Npart, Ncoll and impact parameter b.
Unfortunately, all of those geometrical variables can’t be
directly measured in the heavy-ion collision experiment.
Since the particle multiplicity can be easily measured and
also can reflect the initial geometry of heavy-ion collision.
The centrality in heavy-ion collisions is usually deter-
mined by a comparison between experimental measured
particle multiplicity and Glauber Monte-Carlo simula-
tions [86]. It is denoted as a percentage value (for e.g.
0-5%, 5-10%,...) for a collection of events to represent the
fraction of the total cross section. Fig. 18 illustrates how
to define a collision centrality in heavy-ion collisions by
comparing the particle multiplicities with Glauber Monte
Carlo simulation and the correlation between the parti-
cle multiplicities and the Glauber calculated quantities
b and Npart. However, the relation between measured
particle multiplicities and collision geometry is not one-
to-one correspondence and there are fluctuations in the
particle multiplicity even for a fixed collision geometry.
B. Centrality Bin Width Correction
The centrality bin width effect is caused by the vol-
ume variation within a wide centrality bin and will cause
an artificial centrality dependence for the fluctuation ob-
servables [82, 83]. The centrality bin width correction
(CBWC) is to suppress the volume fluctuations effects
in the event-by-event fluctuation analysis within finite
centrality bin width. Experimentally, measurements are
usually reported for a wide centrality bin (a range of par-
ticle multiplicity), such as 0−5%,5−10%,...etc., to reduce
statistical errors. We know that the smallest centrality
bin is determined by a single value of particle multiplic-
ity. To suppress the centrality bin width effect in a wide
centrality bin, we calculate the cumulants (Cn) for each
single particle multiplicity bin (Nch). Then, the results
reported for this wide centrality bin (Nch) is to take the
weighted average. The weight is the corresponding num-
ber of events in the particle multiplicity bin divided by
the total events of the wide centrality bin. The method
can be expressed as:
Cn =
N2∑
r=N1
nrC
r
n
N2∑
r=N1
nr
=
N2∑
r=N1
ωrC
r
n (82)
where the nr is the number of events for multiplicity bin
r and the corresponding weight for the multiplicity r,
ωr = nr/
N2∑
r=N1
nr. N1 and N2 are the lowest and high-
est multiplicity values for one centrality bin. Once having
the centrality bin width corrected cumulants via Eq.(82),
we can calculate the various order cumulant ratios, for
e.g. κσ2= C4/C2 and Sσ= C3/C2, where the κ and S
are kurtosis and skewness, respectively. The final sta-
tistical error of cumulants and cumulant ratios for wide
centrality bin can be calculated by standard error prop-
agation.
To demonstrate the centrality bin width effect and test
the method of centrality bin width correction, we have
calculated the cumulants of net-proton distributions in
Au+Au collisions from UrQMD model in different ways.
Figure 19 show the centrality dependence of the cumu-
lant ratios (Sσ, κσ2) of net-proton multiplicity distribu-
tions for Au+Au collisions at
√
s
NN
=7.7, 11.5, 19.6, 27,
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FIG. 16: Illustrationof a Glauber Monte Carlo event for Au+Au at
√
sNN = 200 GeV with impact parameter b = 6 fm in the
transverse plane (left panel) and along the beam axis (right panel) [86]. The nucleons are drawn with a radius
√
σNNinel/pi/2.
Darker disks represent participating nucleons.
FIG. 17: Average number of participants (〈Npart〉) and bi-
nary nucleon-nucleon collisions (〈Ncoll〉) along with event-by-
event fluctuation of these quantities in the Glauber Monte
Carlo calculation as a function of the impact parameter b [86].
39, 62.4 and 200 GeV from the UrQMD model calcula-
tions. The open circle and open cross in Fig. 19 repre-
sent the results obtained with and without applying the
CBWC in the nine centralities (0-5%, 5-10%, 10-20%,
20-30%...70-80%), respectively. For the nine centralities,
we clearly observe that the results with CBWC are very
different from those without CBWC. This indicates the
volume fluctuations in one wide centrality bin do have
a significant impacts on the value of cumulants and the
CBWC will make the values of the cumulants systemati-
cally lower by reducing the effects of volume fluctuations
in one wide centrality bin. The solid circles show the
centrality dependence for 32 finer centrality bins (0-2.5%,
2.5-5%, 5-7.5%...77.5%-80%) without CBWC. In the case
FIG. 18: An illustrated example of the correlation of the to-
tal inclusive charged-particle multiplicity Nch with Glauber-
calculated quantities(b,Npart) [86]. The plotted distribution
and various values are illustrative and not actual measure-
ments. .
of 32 centrality bin, due to the finer bin width, the cen-
trality bin width effects are expected to be very small.
Interestingly, we found that the results calculated from
32 centrality bins show good agreement with the results
from nine centralities with CBWC. This further confirms
the effectiveness of the CBWC method described above.
On the other hand, we also tried to use the statistical
errors (error) as weight to perform the CBWC by replac-
ing the weight factor nr in Eq. (82) with 1/error
2 for
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FIG. 19: (Color online) The centrality dependence of the moments products Sσ (Left) and κσ2 (Right)of net-proton multiplicity
distributions for Au+Au collisions at
√
sNN=7.7, 11.5, 19.6, 27, 39, 62.4, 200GeV in UrQMD model [83]. The solid dots represent
the results calculated from 32 centrality bins.
each single multiplicity bin. The statistical error can be
obtained by the Delta theorem and/or bootstrap meth-
ods at each multiplicity bin. It is found that the Sσ with
CBWC using the statistical error as weight are consistent
with the results with events number weighted CBWC,
but not for κσ2. It means the error weighted method can
not be used for CBWC, which may be due to the statis-
tical error is not only related to the number of events but
also the cumulants itself.
C. Volume Fluctuations Effects
Volume fluctuations are long standing notorious back-
ground for the event-by-event fluctuation analysis in
heavy-ion collisions [83, 87–91]. This is originated from
that one cannot directly measure the collision central-
ity and/or initial collision geometry of the system of two
nuclei. It is difficult to completely eliminated as it is usu-
ally convoluted with the real fluctuation signals. Conse-
quently, this will lead to undesirable volume fluctuations
in the event-by-event fluctuation analysis of particle mul-
tiplicity in heavy-ion collisions. The volume fluctuations
will enhance the values of cumulants of the the event-
by-event multiplicity distributions. However, the model
calculations in the paper [91] conclude that the effects
of volume fluctuations is too small to explain the large
increase found in the preliminary result of 0-5% most
central net-proton κσ2 in Au+Au collisions at
√
s
NN
=7.7
GeV measured by the STAR experiment.
In the following, we will demonstrate the volume
fluctuations in net-proton multiplicity fluctuations from
Au+Au collisions by using UrQMD model simulations
and discuss the method to suppress the volume fluctua-
tions. To avoid auto-correlation, the centrality are de-
fined with charged particle multiplicities by excluding
the protons and anti-protons used in the analysis. The
FIG. 20: (Color online) The centrality dependence of
the σ2/M of Npart distributions for Au+Au collisions at√
sNN=7.7 and 200 GeV in UrQMD model [83]. Four dif-
ferent centrality definitions are corresponding to the charged
particles with different η coverage (|η| < 0.5, 1.0, 1.5, 2.0).
relation between measured particle multiplicity and im-
pact parameter is not one-to-one correspond and there
are fluctuations in the particle multiplicity even for a
fixed impact parameter. Thus, we could obtain a finite
resolution of initial collision geometry by using particle
multiplicity to determine the centrality. As the Npart
can reflect the initial geometry (volume) of the collid-
ing nuclei, the σ2/M of Npart distributions can be re-
garded as the centrality resolution for a certain central-
ity definition. Fig. 20 shows the centrality dependence of
σ2/M of number of participant nucleons (Npart) distri-
butions for Au+Au collisions at
√
s
NN
=7.7 and 200 GeV
in UrQMD calculations with four different centrality def-
initions. The different centrality definitions are corre-
sponding to the charged particles with four different η
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FIG. 21: (Color online) The energy dependence of the mo-
ments products (Sσ, κσ2) of net-proton multiplicity distribu-
tions for Au+Au collisions at
√
sNN=7.7, 11.5, 19.6, 27, 39,
62.4, 200 GeV in UrQMD model [83]. Four different central-
ity definitions are corresponding to the charged particles with
different η coverage (|η| < 0.5, 1.0, 1.5, 2.0).
coverage (|η| < 0.5, 1.0, 1.5, 2.0). It shows that when we
define the centrality with |η| < 2, the σ2/M of Npart dis-
tributions for 7.7 and 200 GeV are similar. We can find
that more particles are used in the centrality determi-
nation, the better centrality resolution and smaller fluc-
tuation of the initial geometry (volume fluctuation) we
obtain. Fig. 21 shows the energy dependence of moment
product (Sσ, κσ2) of net-proton multiplicity distributions
in Au+Au collisions from UrQMD calculations for three
different centralities (0-5%, 30-40%, 70-80%) with four
different η ranges for centrality definitions. The central-
ity bin width corrections have been applied for all of the
cases. Different centrality definitions could cause differ-
ent results due to changing of magnitude of the volume
fluctuations. By extending the η coverage of the charged
particles used in centrality definition, we find the volume
fluctuations are strongly suppressed. The κσ2 (fourth
order fluctuation) is more sensitive to the volume fluc-
tuations than the Sσ (third order fluctuation). On the
other hand, the volume fluctuations have much smaller
effects in the most central collisions (0-5%) than in pe-
ripheral and mid-central collisions. With those studies,
we conclude that having more particles in the centrality
definition is an effective way to improve the centrality res-
olution and suppress the effects of volume fluctuations on
the event-by-event fluctuations observables in heavy-ion
collisions.
In principle, both the centrality bin width effects and
centrality resolution effects are originated from volume
fluctuations. The former is the volume variation within
one wide centrality bin, and the latter is due to the initial
volume fluctuations. These are two different effects and
should be treated separately. The centrality bin width
effects not only depend on the bin size but also depen-
dent on the centrality resolutions (or the way to define
the centrality). In this sense, these two effects are related
with each other and both depend on the centrality defi-
nition. Fig.22 shows the Sσ and κσ2 of net-proton distri-
butions in Au+Au collisions from UrQMD model calcu-
lations with centrality definitions at different η coverage
(|η| < 0.5 and 2). The larger η coverage means more par-
ticles are included in the centrality definition and with
better centrality resolution. Indeed, it shows that the re-
sults from wider η coverage centrality definition are get
suppressed comparing with the results from narrower η
coverage centrality definition. At fixed centrality defini-
tion, the results with CBWC are always smaller than the
results without CBWC.
D. Auto-correlation Effects
The auto-correlation effect is a background effect in
the fluctuation analysis and will suppress the magnitude
of the signals. For eg., in net-proton fluctuation analysis,
to avoid the auto-correlation, we should exclude the cor-
responding protons and anti-protons from the centrality
definition. For net-kaon fluctuations, we need to exclude
K+ and K− in the centrality definition. To illustrate
this effects, we calculate the net-proton fluctuations in
Au+Au collisions from UrQMD model with two differ-
ent centrality definitions. One is using all charged par-
ticles and the other use the multiplicity of only charged
kaon and pion to define the collision centrality. Fig. 23
shows that for Sσ and κσ2 of net-proton distributions,
the results with auto-correlation are smaller than the
ones without auto-correlation. Meanwhile, the auto-
correlation effects are stronger at lower energies. This is
because the overlap fraction of proton/anti-protons used
in the fluctuation analysis and in the centrality defini-
tion increase when decreasing the energies. In the data
analysis, to avoid auto-correlation, we have to exclude
the particles used in the fluctuation analysis from the
centrality definition.
E. Efficiency Correction for Cumulants
The detector always have a finite particle detection ef-
ficiency. The observed event-by-event particle multiplic-
ity distributions are the convolution between the original
distributions and the efficiency response function. We
need to correct this efficiency effect and a deconvolution
operation is needed to recover the true fluctuations sig-
nals. However, it is not straightforward to get the ef-
ficiency corrected results for the cumulants of particle
multiplicity distributions, especially for the higher order
fluctuations.
It is well know that the detection efficiency response
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FIG. 22: (Color online) The centrality dependence of the moments products Sσ (Left) and κσ2 (Right)of net-proton multiplicity
distributions for Au+Au collisions at
√
sNN=7.7, 11.5, 19.6, 27, 39, 62.4, 200GeV in UrQMD model [83]. The open circles and
squares are the results with CBWC and without CBWC at |η| < 0.5 for the centrality definition, respectively. The solid circles
and squares are the results with at |η| < 2 in the centrality definition, respectively.
FIG. 23: (Color online) The centrality dependence of the moments products Sσ (Left) and κσ2 (Right)of net-proton multiplicity
distributions for Au+Au collisions at
√
sNN=7.7, 11.5, 19.6, 27, 39, 62.4, 200GeV in UrQMD model with the two different
centrality definitions [83].
function is binomial distribution for a detector with good
performance. Based on binomial efficiency response func-
tion, there has many discussions about the efficiency cor-
rection methods for moment analysis [84, 85]. Here, we
provide a unified description of efficiency correction and
error estimation for cumulants of multiplicity distribu-
tions [56]. The principle idea is to express the moments
and cumulants in terms of the factorial moments, which
can be easily corrected for efficiency effect. By know-
ing the covariance between factorial moments, we use
the standard error propagation based on the Delta theo-
rem in statistics to derive the error formulas for efficiency
corrected cumulants. More important, this method can
be also applied to the phase space dependent efficiency
case, where the efficiency of proton or anti-proton are
not constant within studied phase space. One needs to
note that the efficiency correction and error estimation
should be done for each single particle multiplicity bin in
each centrality and just before the centrality bin width
correction.
In the STAR experiment, the particle detection effi-
ciency can be obtained from the so called Monte Carlo
(MC) embedding techniques [92]. The Monte Carlo
tracks are blended into real events at the raw data level.
The tracks are propagated through the full simulation
chain of the detector geometry with a realistic simula-
tion of the detector response. The efficiency can be ob-
tained by the ratio of matched MC tracks to input MC
tracks. It contains the net effects of tracking efficiency,
detector acceptance, decays, and interaction losses. For
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illustration purpose, we discuss the application of the ef-
ficiency correction on the net-proton fluctuation analysis
in heavy-ion collisions. Experimentally, we measure net-
proton number event-by-event wise, n = np − np¯, which
is proton number minus anti-proton number. The aver-
age value over the whole event ensemble is denoted by
〈n〉, where the single angle brackets are used to indicate
ensemble average of an event-by-event distributions. For
simplify, let us discuss constant efficiency case for (anti-
)proton within the entire phase space. The probability
distribution function of measured proton number np and
anti-proton number np¯ can be expressed as [84]:
p(np, np¯) =
∞∑
Np=np
∞∑
Np¯=np¯
P (Np, Np¯)× Np!
np! (Np − np)! (εp)
np(1− εp)Np−np
× Np¯!
np¯! (Np¯ − np¯)! (εp¯)
np¯(1− εp¯)Np¯−np¯
(83)
where the P (Np, Np¯) is the original joint probability dis-
tribution of number of proton (Np) and anti-proton (Np¯),
εp and εp¯ are the efficiency of proton and anti-proton, re-
spectively. To derive the efficiency correction formula for
moments and cumulants, let us introduce the bivariate
factorial moments:
Fi,k(Np, Np¯) =
〈
Np!
(Np − i)!
Np¯!
(Np¯ − k)!
〉
=
∞∑
Np=i
∞∑
Np¯=k
P (Np, Np¯)
Np!
(Np − i)!
Np¯!
(Np¯ − k)! (84)
fi,k(np, np¯) =
〈
np!
(np − i)!
np¯!
(np¯ − k)!
〉
=
∞∑
np=i
∞∑
np¯=k
p(np, np¯)
np!
(np − i)!
np¯!
(np¯ − k)! (85)
With the Eq. (83), (84) and (85), one can obtain a useful
relation between the efficiency corrected and uncorrected
factorial moments as:
Fi,k(Np, Np¯) =
fi,k(np, np¯)
(εp)
i
(εp¯)
k
(86)
Then, the various order moments and cumulants can
be expressed in terms of the factorial moments. Before
deriving the formulas for the moments and cumulants
of net-proton distributions, we need some mathematical
relationships between moments, central moments, cumu-
lants and factorial moments. Let us define a multivariate
random vector X = (X1, X2, ..., Xk)
′
and a set of number
r = (r1, r2, ..., rk)
′
. The multivariate moments, central
moments and factorial moments can be written as:
mr(X) = E
[
k∏
i=1
Xrii
]
(87)
µr(X) = E
[
k∏
i=1
(Xi − E[Xi])ri
]
(88)
Fr(X) = E
[
k∏
i=1
Xi!
(Xi − ri)!
]
(89)
where E denotes the expectation value operator, and
the mr(X), µr(X) and Fr(X) are multivariate mo-
ments, central moments and factorial moments, respec-
tively. Then, we have the relation between the moments
and central moments by using binomial expansions:
µr(X) =
r1∑
i1=0
· · ·
rk∑
ik=0
(−1)i1+i2···+ik( r1
i1
) · · · ( rk
ik
)
×(E[X1])i1 · · · (E[Xk])ik mr−i(X)
(90)
where i = (i1, i2, ..., ik)
′
. To get the relation between
moments and factorial moments, one needs the Stirling
numbers of the first (s1(n, i)) and second kind (s2(n, i)),
which are defined as:
N !
(N − n)! =
n∑
i=0
s1(n, i)N
i (91)
Nn =
n∑
i=0
s2(n, i)
N !
(N − i)! (92)
where N , n and i are non-negative integer number. The
recursion equations for the Stirling numbers of the first
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and second kind are:
s1(n, i) = s1(n− 1, i− 1)− (n− 1)× s1(n− 1, i)
s1(n, i)|n<i = 0, s1(n, i)|n=i = 1, s1(n, 0)|n>0 = 0
(93)
and
s2(n, i) = s2(n− 1, i− 1) + i× s2(n− 1, i)
s2(n, i)|n<i = 0, s2(n, i)|n=i = 1, s2(n, 0)|n>0 = 0
(94)
The Stirling number of the first kind may have the neg-
ative value while the value of the second kind is always
non-negative. With the two kinds of Stirling numbers,
one can write down the relations between moments and
factorial moments as:
mr(X) =
r1∑
i1=0
· · ·
rk∑
ik=0
s2(r1, i1) · · · s2(rk, ik)Fr(X)
(95)
Fr(X) =
r1∑
i1=0
· · ·
rk∑
ik=0
s1(r1, i1) · · · s1(rk, ik)mr(X)
(96)
With Eq. (87) to (96), one can express the moments
of net-proton distributions in terms of the factorial mo-
ments. There are two variables in net-proton number
calculation, the number of protons (Np) and anti-protons
(Np¯). The n
th order moments of net-proton distributions
can be expressed in term of factorial moments:
mn(Np −Np¯) =< (Np −Np¯)n >=
n∑
i=0
(−1)i
(
n
i
)
< Nn−ip N
i
p¯ >
=
n∑
i=0
(−1)i
(
n
i
)[
n−i∑
r1=0
i∑
r2=0
s2(n− i, r1)s2(i, r2)Fr1,r2(Np, Np¯)
]
=
n∑
i=0
n−i∑
r1=0
i∑
r2=0
(−1)i
(
n
i
)
s2(n− i, r1)s2(i, r2)Fr1,r2(Np, Np¯)
(97)
Actually, two steps are needed to obtain this equation,
the first step is to expand the moments of net-proton
to the bivariate moments by using binomial expansion,
and the other one is to express the bivariate moments in
term of the factorial moments using the Eq. (95). Now,
one can easily calculate the efficiency corrected moments
of net-proton distributions in heavy-ion collisions by us-
ing the Eq. (86) and (97). Finally, we can express the
efficiency corrected cumulants of net-proton distribution
with the efficiency corrected moments by using the re-
cursion relation:
Cr(Np −Np¯) = mr(Np −Np¯)
−
r−1∑
s=1
(
r − 1
s− 1
)
Cs(Np −Np¯)mr−s(Np −Np¯)
(98)
where the Cr denotes the r
th order cumulants of net-
proton distributions. In principle, one can also express
the factorial moments in Eq. (97) in terms of the cu-
mulants and the various order efficiency corrected cumu-
lants can be expressed by the measured cumulants and
efficiency as :
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CX−Y1 =
〈x〉 − 〈y〉
ε
CX−Y2 =
Cx−y2 + (ε− 1)(〈x〉+ 〈y〉)
ε2
CX−Y3 =
Cx−y3 + 3(ε− 1)(Cx2 − Cy2 ) + (ε− 1)(ε− 2)(〈x〉 − 〈y〉)
ε3
CX−Y4 =
Cx−y4 − 2(ε− 1)Cx+y3 + 8(ε− 1)(Cx3 + Cy3 ) + (5− ε)(ε− 1)Cx+y2
ε4
+
8(ε− 1)(ε− 2)(Cx2 + Cy2 ) + (ε2 − 6ε+ 6)(ε− 1)(〈x〉+ 〈y〉)
ε4
(99)
where the (X,Y ) and (x, y) are the numbers of (p, p¯)
produced and measured, respectively. ε = εp = εp¯ is
the p(p¯) efficiency. Obviously, the efficiency corrected
cumulants are sensitive to the efficiency and depend on
the lower order measured cumulants. For more detail
discussion of this method, one can also refer to [93].
In the previous discussion, the detection efficiency of
proton and anti-proton are considered to be constant
within the entire phase space. In many cases, the ef-
ficiency of proton and anti-proton will depend on the
phase space (transverse momentum (pT ), rapidity (y),
azimuthal angle (φ)). In this sense, one has to re-consider
the efficiency correction method. In the paper [85], a new
method for dealing with this case has been discussed, but
the formulae for efficiency correction are rather involved
and difficult to understand. In the following, we will
provide an alternative efficiency correction method for
the phase space dependent efficiency, which is straight-
forward and easier to understand. For simplify, we only
consider the phase space of the proton and anti-proton
are decomposed into two sub-phase spaces (1 and 2),
within which the efficiency of proton and anti-proton are
constant. We use the symbol εp1 , εp2 and εp¯1 , εp¯2 to de-
note the efficiency of proton and anti-proton in the two
sub-phase spaces, and the corresponding number of pro-
ton and anti-proton in the two sub-phase spaces are Np1 ,
Np2 and Np¯1 , Np¯2 , respectively. Using the relations in
Eq. (95) and (96), one has:
Fr1,r2(Np, Np¯) = Fr1,r2(Np1 +Np2 , Np¯1 +Np¯2) =
r1∑
i1=0
r2∑
i2=0
s1(r1, i1)s1(r2, i2)〈(Np1 +Np2)i1(Np¯1 +Np¯2)i2〉
=
r1∑
i1=0
r2∑
i2=0
s1(r1, i1)s1(r2, i2)〈
i1∑
s=0
(
i1
s
)
N i1−sp1 N
s
p2
i2∑
t=0
(
i2
t
)
N i2−tp¯1 N
t
p¯2〉
=
r1∑
i1=0
r2∑
i2=0
i1∑
s=0
i2∑
t=0
s1(r1, i1)s1(r2, i2)
(
i1
s
)(
i2
t
)
〈N i1−sp1 Nsp2N i2−tp¯1 N tp¯2〉
=
r1∑
i1=0
r2∑
i2=0
i1∑
s=0
i2∑
t=0
i1−s∑
u=0
s∑
v=0
i2−t∑
j=0
t∑
k=0
s1(r1, i1)s1(r2, i2)
(
i1
s
)(
i2
t
)
× s2(i1 − s, u)s2(s, v)s2(i2 − t, j)s2(t, k)× Fu,v,j,k(Np1 , Np2 , Np¯1 , Np¯2)
(100)
Based on the Eq. (100), we build up a relation between
the bivariate factorial moments of proton and anti-proton
distributions in the entire phase space and the multivari-
ate factorial moments of proton and anti-proton distribu-
tions in the two sub-phase spaces. As a direct extension
of Eq. (86) for multivariate case, the efficiency corrected
multivariate factorial moments of proton and anti-proton
distributions in the sub-phase spaces can be obtained as:
Fu,v,j,k(Np1 , Np2 , Np¯1 , Np¯2) =
fu,v,j,k(np1 , np2 , np¯1 , np¯2)
(εp1)
u
(εp2)
v
(εp¯1)
j
(εp¯2)
k
(101)
where fu,v,j,k(Np1 , Np2 , Np¯1 , Np¯2) is the measured multi-
variate factorial moments of proton and anti-proton dis-
tributions. By using Eq. (97), (98), (100) and (101), one
can obtain the efficiency corrected moments of net-proton
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FIG. 24: (Color online) (Left) The invariant pT spectra of protons and anti-protons in Au+Au collisions at
√
sNN = 39 GeV
from AMPT string melting calculation. (Right) Illustration of pT dependent detection efficiency for protons and anti-protons
input by hand with low pT (0.4 < pT < 0.8 GeV/c) : 80% and high pT (0.8 < pT < 2 GeV/c): 50%.
FIG. 25: (Color online) The cumulants of net-proton distributions in Au+Au collisions at
√
sNN = 39 GeV from AMPT
model calculations. The black stars denote the results obtained from original model results without any efficiency effects.
The black empty squares represent the measured cumulants by applying the phase space dependent efficiency effects ( low pT
(0.4 < pT < 0.8 GeV/c) : 80% and high pT (0.8 < pT < 2 GeV/c): 50%.). The red circles are efficiency corrected cumulants
by using the phase space dependent efficiency correction formulas.
distributions for the case, where the proton (anti-proton)
are with different efficiency in two sub-phase spaces. If
the efficiency of the proton (anti-proton) have large vari-
ations within the phase space, one needs to further divide
the phase space into small ones. It is easy and straight-
forward to do this, but it is time consuming and requires
more computing resources.
To verify the phase space dependent efficiency correc-
tion formulas, we perform a calculation of the net-proton
fluctuations with AMPT string melting model. The in-
variant pT spectra of proton and anti-proton from AMPT
can be found in the Fig.24 left. In Fig.24 right, we set
by hand the pT dependent efficiency for (anti-)protons
with the efficiency at low pT (0.4 < pT < 0.8 GeV/c)
: 80% and high pT (0.8 < pT < 2 GeV/c): 50%, re-
spectively. The efficiency response function is set to be
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binomial distribution. Then, the measured net-proton
distributions are the convolution between original model
inputs and the binomial distributions. By doing this, we
can calculate the measured cumulants of net-proton of
Au+Au collisions at
√
sNN = 39 GeV from AMPT string
melting model with pT dependent efficiency. With the
same procedures as we did in the real data analysis, we
apply the phase space dependent efficiency formulas to
do the efficiency correction for the measured cumulants.
Fig. 25 shows that the efficiency corrected cumulants
are consistent with the results from original model in-
put within uncertainties. The statistical errors for the
efficiency corrected cumulants are calculated from Delta
theorem, which will be discussed later. Finally, this test
confirms that the phase space dependent efficiency cor-
rection formulas we obtained are reliable and work well.
On the other hand, if the efficiency response function is
non-binomial type, instead of using analytical formulas,
the unfolding method with real response matrix should
be used [94].
F. Error Estimation for the Efficiency Corrected
Cumulants
Based on the Delta theorem in statistics, we obtained
the error formulas for various order cumulants and cu-
mulant ratios [55]. However, those formulas can only be
applied to the case, where the efficiency is unity (ε = 1).
It is not straightforward and easy to calculated the statis-
tical errors for efficiency corrected cumulants with ε 6= 1
and one can not directly use the formulas obtained in the
paper [55]. In the following, we will derive general error
formulas for estimating the statistical errors of efficiency
corrected cumulants of conserved quantities in heavy-ion
collisions based on the Delta theorem in statistics. With
those analytical formulas, one can predict the expected
errors with the number of events and efficiency numbers.
The Delta theorem in statistics is a fundamental theo-
rem which is used to approximate the distribution of a
transformation of a statistic in large samples if we can
approximate the distribution of the statistic itself. Dis-
tributions of transformations of a statistic are of great
importance in applications. We will give the theorem
without proofs and one can see [95, 96].
Delta Theorem: Suppose that X = {X1, X2, ..., Xk}
is normally distributed as N(µ,Σ/n), with Σ a co-
variance matrix. Let g(x) = (g1(x), ..., gm(x)), x =
(x1, ...xk), be a vector-valued function for which each
component function gi(x) is real-valued and has a non-
zero differential gi(µ), at x = µ. Put
D =
[
∂gi
∂xj
∣∣∣∣
x=µ
]
m×k
(102)
Then
g(X)
d−→ N(g(µ), DΣD
′
n
) (103)
where n is the number of events.
Based on the Delta theorem, one can derive the gen-
eral error formula for a statistic quantity. Suppose,
statistic quantity φ is as a function of random variables
X = {X1, X2, ..., Xm}, then the transformation functions
g(X) = φ(X). The D matrix can be written as:
D =
[
∂φ
∂X
]
1×m
(104)
and the covariance matrix Σ is:
Σ = n× Cov(Xi, Xj) (105)
Based on Eq. (103), the variance of the statistic φ can
be calculated as:
V (φ) =
DΣD
′
n
=
m∑
i=1,j=1
(
∂φ
∂Xi
)(
∂φ
∂Xj
)
Cov(Xi, Xj)
=
m∑
i=1
(
∂φ
∂Xi
)2
V (Xi) +
m∑
i=1,j=1,i6=j
(
∂φ
∂Xi
)(
∂φ
∂Xj
)
Cov(Xi, Xj)
(106)
where V (Xi) is the variance of variable Xi and
Cov(Xi, Xj) is the covariance between Xi and Xj . To
calculate the statistical errors, one needs to know the
variance and covariance of the variable Xi and Xj in the
Eq. (106). Since the efficiency corrected moments are
expressed in terms of the factorial moments, the facto-
rial moments are the random variable Xi in Eq. (106).
Then, we need to know the expression for variance and
covariance of the factorial moments. It is known that
the covariance of the multivariate moments [97] can be
written as:
Cov(mr,s,mu,v) =
1
n
(mr+u,s+v −mr,smu,v) (107)
where n is the number of events, mr,s =< X
r
1X
s
2 > and
mu,v =< X
u
1X
v
2 > are the multivariate moments, the X1
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FIG. 26: Relative errors as a function of number of events for various cumulants and cumulant ratios of Skellam distributions
based on the error formulas [55].
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FIG. 27: (Color online) Each data point in each panel represents the efficiency corrected κσ2 and statistical error for an event
sample with one million events that independently and randomly generated from the original skellam distribution with efficiency
effects. Different panels are with different efficiency varying from 30% to 100% The error estimation is based on the Delta
theorem. The dashed line in each panel is the average κσ2 value of the 100 samples [56].
and X2 are random variables. Then, we can obtain the variance of the cumulants and cumulant ratios as:
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FIG. 28: (Color online) Each data point in each panel represents the efficiency corrected κσ2 and statistical error for an event
sample with one million events that independently and randomly generated from the original skellam distribution with efficiency
effects. Different panels are with different efficiency varying from 30% to 100% The error estimation is based on the Bootstrap.
The dashed line in each panel is the average κσ2 value of the 100 samples [56].
V ar(〈N〉) = µ2/n, V ar(C2) = (µ4 − µ22)/n (108)
V ar(C3) = (µ6 − µ23 − 6µ4µ2 + 9µ32)/n (109)
V ar(C4) = (µ8 − 12µ6µ2 − 8µ5µ3 + 48µ4µ22 − µ24 + 64µ23µ2 − 36µ42)/n (110)
V ar(Sσ) = [9− 6m4 +m23(6 +m4)− 2m3m5 +m6]σ2/n (111)
V ar(κσ2) = [−9 + 6m24 +m34 + 8m23(5 +m4)− 8m3m5 +m4(9− 2m6)− 6m6 +m8]σ4/n (112)
V ar(κσ/S) = [64m43 − 8m33m5 − (−3 +m4)2(−9 + 6m4 −m6) + 2m3(−3 +m4)(9m5 −m7)
+ m23(171− 48m4 + 8m24 − 12m6 +m8)]σ2/(n×m43) (113)
V ar(C6/C2) = [10575− 30m10 +m12 + 18300m23 + 2600m43 − 225(−3 +m4)2 − 7440m3m5 (114)
− 520m33m5 + 216m25 − 2160m6 − 200m23m6 + 52m3m5m6 + 33m26
+ (−3 +m4)(10(405− 390m23 + 10m43 + 24m3m5)− 20(6 +m23)m6 +m26)
+ 840m3m7 − 12m5m7 + 345m8 + 20m23m8 − 2m6m8 − 40m3m9]σ8/n
where µr = 〈(δN)r〉 is the rth order central moments,
mr = µr/σ
r and n is the number of events. For normal
distributions with width σ, the statistical error of the
cumulants and cumulant ratios at different orders can be
approximated as:
error(Cr) ∝ σ
r
√
n
(115)
error(Cr/C2) ∝ σ
(r−2)
√
n
(116)
Figure 26 shows the relative errors of cumulants and cu-
mulant ratios of Skllellam distribution as a function of
number of events N . It is found that the higher orders
cumulants are with larger relative errors than the low
orders at the same number of events N .
Based on Eq. (96) and (107), one can obtain the co-
variance for the multivariate factorial moments as:
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Cov(fr,s, fu,v) = Cov
 r∑
i=0
s∑
j=0
s1(r, i)s1(s, j)mi,j ,
u∑
k=0
v∑
h=0
s1(u, k)s1(v, h)mk,h

=
r∑
i=0
s∑
j=0
u∑
k=0
v∑
h=0
s1(r, i)s1(s, j)s1(u, k)s1(v, h)× Cov(mi,j ,mk,h)
=
1
n
r∑
i=0
s∑
j=0
u∑
k=0
v∑
h=0
s1(r, i)s1(s, j)s1(u, k)s1(v, h)×(mi+k,j+h −mi,jmk,h)
=
1
n
r∑
i=0
s∑
j=0
u∑
k=0
v∑
h=0
i+k∑
α=0
j+h∑
β=0
s1(r, i)s1(s, j)s1(u, k)s1(v, h)s2(i+ k, α)s2(j + h, β)fα,β
− 1
n
fr,sfu,v
=
1
n
(f(r,u),(s,v) − fr,sfu,v)
(117)
where the f(r,u),(s,v) is defined as:
f(r,u),(s,v) =
〈
X1!
(X1 − r)!
X1!
(X1 − u)!
X2!
(X2 − s)!
X2!
(X2 − v)!
〉
=
r∑
i=0
s∑
j=0
u∑
k=0
v∑
h=0
i+k∑
α=0
j+h∑
β=0
s1(r, i)s1(s, j)s1(u, k)s1(v, h)s2(i+ k, α)s2(j + h, β)fα,β
(118)
The definition of bivariate factorial moments fr,s, fu,v
and fα,β are the same as Eq. (85). The Eq. (117) can be
put into the standard error propagation formulae (106) to
calculate the statistical errors of the efficiency corrected
moments.
FIG. 29: (Color online) The statistical errors of efficiency
corrected κσ2, Sσ and σ2/M as a function of efficiency for
the original skellam distribution. The errors are calculated
by the Delta theorem [56].
Besides the Delta theorem for estimating the statisti-
cal errors, another computer intensive one is the so called
bootstrap, which is based on resampling method. with
the bootstrap method, one needs to prepare B new sam-
ples. Every new sample is sampling randomly with re-
placement from the original sample and are with the same
number of events as the original one. The uncertainty on
a statistic quantity is estimated by the root mean square
of the B values of the statistic quantity obtained from
these samples. In the MC simulation, we set the number
of new samples B = 200. The variance of the statistic
quantity Φ can be given by
V (Φ) =
B∑
b=1
(
Φb − 1B
B∑
b=1
Φb
)2
B − 1
=
B
B − 1
 1
B
B∑
b=1
Φ2b −
(
1
B
B∑
b=1
Φb
)2
(119)
For comparison, we show the error estimation for the effi-
ciency corrected κσ2 of Skellam distributions with Delta
theorem and Bootstrap method in the Fig. 27 and Fig.
28, respectively. Both the Delta theorem and Bootstrap
method can reasonably describe the statistical errors of
the efficiency corrected κσ2 with various efficiency num-
bers ranging from 30% to 100%. The probability for
the error bars of those data points touching the mean
value are very close to the expected value 68%. Since we
concentrate on the comparison of the magnitude of the
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FIG. 30: (Color online) Energy dependence of moments of net-proton (left) [98] and net-charge (right) [99] distributions for
Au+Au collisions at RHIC BES energies. The statistical and systematical error are shown in bars and brackets, respectively.
statistical error calculated from the Delta theorem and
Bootstrap methods, the data points are calculated from
the same data sets and thus the κσ2 values are identi-
cal, while the statistical error bars of the data points in
the two figures are not identical. This consistency verifies
that the analytical error formulas derived from Delta the-
orem is correct. However, the calculation speed of Delta
theorem method is much faster than that of Bootstrap
method. On the other hand, since one cannot obtain
events further into the tails than those in the original
sample, the bootstrap method might run into difficulties
if the quantity whose variance is being estimated depends
heavily on the tails of distributions.
Figure 29 shows the statistical errors for the effi-
ciency corrected κσ2, Sσ and σ2/M as a function of
efficiency. In simulation, the efficiency effects are im-
plemented for the original skellam distribution and the
number of events is fixed to be one million for each data
point. It can be found that the statistical errors are dra-
matically increase when decreasing the efficiency number,
especially for higher order cumulant ratios. We also fit
those data points with the functional form:
f(ε) =
1√
n
a
εb
(120)
where n is the number of events which is fixed to be one
million here, a and b are free parameters. The fitting
results of a and b are 40.6 and 2.06 for κσ2, 6.02 and
1.65 for Sσ, 4.96 and 0.89 for σ2/M , respectively. The
parameters a and b depend on the original distribution
and the studied statistic quantity. We can understand
the effects of the efficiency on the statistical errors in
an intuitive way. The efficiency will cause the loss of
information of the original distributions, especially at the
tails. The smaller the efficiency is, larger uncertainties
we will get for the efficiency corrected results and needs
more events to recover the original information.
VI. EXPERIMENTAL RESULTS
One of the main goals of the beam energy scan program
at RHIC is to explore the phase structure of the hot dense
nuclear matter created in the relativistic heavy-ion colli-
sions, especially searching for the QCD critical point and
mapping out the first order phase boundary. From the
year of 2010 to 2014, RHIC has finished the first phase of
BES program, in which two gold nuclei collide at
√
s
NN
= 7.7, 11.5, 14.5 (taken at 2014), 19.6, 27, 39, 62.4 and
200 GeV. The STAR experiment has published the en-
ergy dependence of cumulants (up to fourth order) of
net-proton [98, 103] and net-charge [99] multiplicity dis-
tributions in Au+Au collisions at
√
s
NN
= 7.7, 11.5, 19.6,
27, 39, 62.4 and 200 GeV. For net-proton analysis, the
protons and anti-protons are identified with ionization
energy loss in the Time Projection Chamber (TPC) of the
STAR detector within the transverse momentum range
0.4 < pT < 0.8 GeV/c and at mid-rapidity |y| < 0.5.
For the net-charge, the charged particles are measured
within transverse momentum range 0.2 < pT < 2 GeV/c
and pseudo-rapidity range |η| < 0.5.
Figure 30 shows the energy dependence of cumulant ra-
tios of net-proton and net-charge distributions of Au+Au
collisions for two centralities (0-5% and 70%-80%) at√
s
NN
= 7.7, 11.5, 19.6, 27, 39, 62.4 and 200 GeV. The
Skellam (Poisson) expectations shown in the figure reflect
31
FIG. 31: (Color online) (Left) Particle identification plot for the Time of Flight (ToF) : mass square versus rigidity (momentum
times charge) and Time Projection Chamber (TPC): ionization energy loss versus rigidity. (Right) Proton phase space (pT vs.
y) in Au+Au collisions at
√
sNN = 14.5 GeV measured by the STAR detector [100].
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FIG. 32: Uncorrected raw event-by-event net-charge (left), net-kaon (middle) and net-proton (right) multiplicity distributions
for Au+Au collisions at
√
sNN = 14.5 GeV for 0-5% top central (black circles), 30-40% central (red squares), and 70-80%
peripheral collisions (blue stars) [101, 102].
a system of totally uncorrelated, statistically random
particle production. It predicts the κσ2 and Sσ/Skellam
to be unity for Skellam expectations as well as in the
hadron resonance gas model. For the net-proton results,
the most significant deviation of Sσ and κσ2 from Skel-
lam distribution is observed at 19.6 and 27 GeV for 0-5%
Au+Au collisions. At energies above 39 GeV, the results
are close to Skellam expectation. As the statistical errors
are large at low energies (7.7 and 11.5 GeV), more statis-
tics is necessary to quantitatively understand the energy
32
dependence of Sσ and κσ2. To understand the effects of
baryon number conservation etc., UrQMD model calcula-
tions (a transport model which does not include a CP) for
0-5% are presented and the results show a monotonic de-
crease with decreasing beam energy. For more details on
baseline comparison, one can see [71]. For the net-charge
results, we did not observe non-monotonic behavior for
Sσ and κσ2 within current statistics. The expectations
from negative binomial distribution can better describe
the net-charge data than the Poisson (Skellam) distribu-
tion. More statistics is needed for the measurements of
net-charge moments.
In the CPOD2014 [104] and QM2015 conferences [102,
105], the STAR experiment reported the preliminary re-
sults of net-proton fluctuations with wider transverse
momentum coverage (0.4 < pT < 2 GeV/c). In the
new results, the pT range of (anti-)protons are extended
from 0.4 < pT < 0.8 to 0.4 < pT < 2 GeV/c. This
is realized by using the Time of Flight (ToF) detector
to identify the high pT (0.8 < pT < 2 GeV/c) (anti-
)protons. At low pT region (0.4 < pT < 0.8 GeV/c),
only Time Projection Chamber (TPC) is used to iden-
tify the (anti-)protons whereas the (anti-)protons at high
pT (0.8 < pT < 2 GeV/c) are jointly identified by TPC
and ToF. Fig. 31 left show the particle identification
(PID) plot for TPC and ToF detector. The white dashed
boxes in the ToF PID plot denote the protons (upper)
and kaons (lower) PID cuts region, respectively. Fig. 31
right show the proton phase space in Au+Au collisions
at
√
s
NN
= 14.5 GeV measured by the STAR experiment.
The protons and anti-protons in the regions covered by
the blue dashed boxes are used in the net-proton fluctua-
tion analysis. Figure 32 shows the uncorrected event-by-
event net-charge, net-kaon and net-proton multiplicity
distributions in three centralities (0-5%, 30-40% and 70-
80%) for Au+Au collisions at
√
sNN = 14.5 GeV. Those
raw distributions from a wide centrality bin can not be
used to calculate the various order cumulant directly due
to the effects of finite efficiency and volume variation.
However, there are some theoretically works about using
those distributions to extract criticality [28, 106–108].
The shape of net-particle multiplicity distributions for
different centralities are different. The standard devi-
ation σ of the net-particle distributions get bigger for
central collisions than peripheral and mid-central. We
also observed that the net-charge multiplicity distribu-
tions have the largest standard deviation, σ, comparing
with the net-proton and net-kaon distributions at fixed
centrality. As shown in Eq. (115), the statistical errors
of the rth order cumulants are proportional to the rth
power of the standard deviation (σr). This indicates that
with the same number of events, the net-charge fluctua-
tions measurements will have much lager statistical errors
than the results of net-proton and net-kaon fluctuations.
Detailed discussions about the efficiency correction and
error estimation can be found in [56, 83].
Figure 33 shows the centrality dependence of detec-
tion efficiency for (anti-)protons in two pT ranges (
0.4 < pT < 0.8 and 0.8 < pT < 2 GeV/c) in Au+Au
collisions at
√
s
NN
=7.7 , 11.5, 19.6, 27, 39, 62.4 and 200
GeV. The efficiency of protons and anti-protons at high
pT , 0.8 < pT < 2 GeV/c is smaller than that of low
pT , 0.4 < pT < 0.8 GeV/c. This is because, besides the
time projection chamber (TPC), the time of flight (ToF)
detector is used to identify the high pT (anti-)protons
and the ToF matching efficiency is introduced in addi-
tion to the TPC tracking/acceptance efficiencies. While
at low pT , only TPC is used to identify protons and anti-
protons. Thus, the average efficiency for protons or anti-
protons at low pT and high pT can be calculated as:
< ε >=
pT2∫
pT1
ε(pT )f(pT )dpT
pT2∫
pT1
f(pT )dpT
(121)
where the ε(pT ) = εtpc(pT ) for 0.4 < pT < 0.8 GeV/c and
ε(pT ) = εtpc(pT )εtof (pT ) for 0.8 < pT < 2 GeV/c. The
efficiency corrected pT distribution function f(pT ) is de-
fined as f(pT ) = dN/dpT . The TPC efficiency (εtpc(pT ))
of protons or anti-protons are obtained from the so-called
embedding simulation techniques and the ToF matching
efficiency (εtof (pT )) can be calculated from the real data.
The average efficiencies of protons and anti-protons have
centrality (multiplicity) dependence and increase from
central to peripheral collisions for all energies. Due to
material absorption of anti-protons in the detector, the
efficiencies of anti-protons are always slightly lower than
protons.
Figure 34 shows the centrality dependence of efficiency
corrected cumulants (C1 ∼ C4) of net-proton, proton
and anti-proton distributions in Au+Au collisions at√
s
NN
=7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV.
The protons and anti-protons are measured within trans-
verse momentum 0.4 < pT < 2 GeV/c and at mid-
rapidity (|y| < 0.5). At high energies, the cumulants (up
to fourth order) of net-proton, proton and anti-proton
distributions show a linear dependence on the average
number of participant nucleons (〈Npart〉). This is consis-
tent with the additive properties of the cumulants that
the system consists of many multi-independent emission
sources of protons and anti-protons and those emission
sources are linear dependent on the system volume (cen-
tralities). The proton cumulants are always larger than
the anti-proton cumulants and the difference between
proton and anti-proton cumulants are larger in low en-
ergies than high energies. The cumulants of net-proton
distributions closely follow the proton cumulants when
the colliding energy decreases. These observations can
be explained as the interplay between the baryon stop-
ping and pair production of protons and anti-protons.
At high energies, protons and anti-protons mainly come
from the pair production and the number of protons and
anti-protons are very similar. At low energies, the pro-
duction of protons is dominated by baryon stopping and
the number of protons is much larger than the number of
33
FIG. 33: (Color online) Centrality dependence of mid-rapidity detecting efficiency for protons and anti-protons in two pT ranges,
0.4 < pT < 0.8 GeV/c (circles) and 0.8 < pT < 2 GeV/c (triangles), in Au+Au collisions at
√
sNN=7.7 , 11.5, 19.6, 27, 39, 62.4
and 200 GeV. Black solid points represent efficiency of protons and red empty points are the efficiency of anti-protons [104].
anti-protons. The efficiency corrected fourth order net-
proton and proton cumulants (C4) of 7.7 and 11.5 GeV
significantly increase in the 0 ∼ 5% and 5 ∼ 10% central-
ity bins with respect to the efficiency uncorrected results.
It means the efficiency corrections are big effects, espe-
cially for the high order cumulants. Furthermore, the
efficiency correction not only affects the values but also
lead to increasing of the statistical errors for the various
order cumulants, as error(Cn) ∼ σn/εα, where the σ in
numerator is the standard deviation of the particle distri-
butions and the denominator ε is the efficiency number,
α is a positive real number [56].
The STAR Collaboration reported preliminary results
of cumulants of net-kaon distributions in Au+Au colli-
sions at
√
sNN= 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and
200 GeV in the QM2015 conference [102]. The net-
kaon fluctuations is used to approximate the fluctua-
tions of net-strangeness, a conserved charge in strong
interaction. The susceptibilities of net-strangeness can
be computed in Lattice QCD. The K+ and K− are
measured with transverse momentum 0.2 < pT < 1.6
GeV/c and at mid-rapidity |y| < 0.5. At low pT region
(0.2 < pT < 0.4 GeV/c), the charged kaons are iden-
tified by TPC only whereas at high pT (0.4 < pT < 2
GeV/c), ToF is also used in addition with TPC. To avoid
auto-correlation, the collision centrality is determined
by measured charged particles within |η| < 1 excluding
charged kaons. Fig. 35 shows the efficiency corrected cen-
trality dependence of cumulants (C1 ∼ C4) of net-kaon
multiplicity distributions in Au+Au collisions at
√
sNN
=7.7∼200 GeV. The red dashed lines represent the Pois-
son expectations, where the probability distributions of
the K+ and K− are assumed to be the independent Pois-
son distributions. In general, various order cumulants
show a linear variation with the averaged number of par-
ticipant nucleons (〈Npart〉). The variance are systemat-
ically below the Poisson expectations, especially at high
energies. It means that the K+ and K− are correlated
with each other due to the pair productions. However,
the C3 and C4 are consistent with Poisson expectation
within uncertainties. The large uncertainties observed in
the C3 and C4 are due to the low detection efficiency of
kaons (∼ 40%).
Figure 36 left shows the energy dependence of cumu-
lants (C1 ∼ C4) for net-kaon, K+, and K− multiplicity
distributions in Au+Au collisions measured by the STAR
experiment. The mean values of the K+ and K− show
monotonic decreasing trends when the energy decrease.
Furthermore, the mean values of K+ is always above K−,
and the difference between these two values are bigger at
34
0 100 200 300
0
20
40
7.7 GeV
0 100 200 300
0
20
40
11.5 GeV
0 100 200 300
0
20
40
14.5 GeV
0 100 200 300
0
20
40
19.6 GeV
0 100 200 300
0
20
40
27 GeV
0 100 200 300
0
20
40
39 GeV
0 100 200 300
0
20
40
62.4 GeV
0 100 200 300
0
20
40
200 GeV
0 100 200 300
0
20
40
7.7 GeV
0 100 200 300
0
20
40
11.5 GeV
0 100 200 300
0
20
40
14.5 GeV
0 100 200 300
0
20
40
19.6 GeV
0 100 200 300
0
20
40
27 GeV
0 100 200 300
0
20
40
39 GeV
0 100 200 300
0
20
40
62.4 GeV
0 100 200 300
0
20
40
200 GeV
0 100 200 300
0
20
40
7.7 GeV
0 100 200 300
0
20
40
11.5 GeV
0 100 200 300
0
20
40
14.5 GeV
0 100 200 300
0
20
40
19.6 GeV
0 100 200 300
0
20
40
27 GeV
0 100 200 300
0
20
40
39 GeV
0 100 200 300
0
20
40
62.4 GeV
0 100 200 300
0
20
40
200 GeV
0 100 200 300
0
50
100
150
7.7 GeV
0 100 200 300
0
20
40
11.5 GeV
0 100 200 300
0
20
40
14.5 GeV
0 100 200 300
0
20
40
19.6 GeV
0 100 200 300
0
20
40
27 GeV
0 100 200 300
0
20
40
39 GeV
0 100 200 300
0
20
40
62.4 GeV
0 100 200 300
0
20
40
200 GeV
1C
2C
3C
4C
>
part
Average Number of Participant Nucleons <N
Net-proton Eff. Uncorrected Net-proton<2 (GeV/c),|y|<0.5T0.4<pAu+Au Collisions Proton Anti-Proton STAR Preliminary
FIG. 34: (Color online) Centrality dependence of various order efficiency corrected cumulants (C1 ∼ C4) for net-proton, proton
and anti-proton distributions in Au+Au collisions at
√
sNN=7.7 , 11.5, 19.6, 27, 39, 62.4 and 200 GeV. Error bars in the figure are
statistical errors only. Blue empty circles represent the efficiency uncorrected cumulants of net-proton distributions [100, 104].
FIG. 35: Centrality dependence of cumulants (C1, C2, C3, and C4) of net-kaon multiplicity distributions for Au+Au collisions
at
√
sNN = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, and 200GeV [109]. The Poisson expectations are denoted as dotted lines. The
error bars are statistical errors.
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FIG. 37: Energy dependence of cumulant ratios (σ2/M , Sσ/Skellam, κσ2) of net-charge, net-kaon and net-proton multiplicity
distributions for top 0-5% , 5-10% central (green squares), and 70-80% peripheral collisions. The Poisson expectations are
denoted as dotted lines and UrQMD calculations are shown as bands. The statistical and systematical error are shown in bars
and brackets, respectively [101, 102, 104, 105].
lower energies. These two observations are due to inter-
play of the pair and associate production for K+, andK−
as a function of collisions energies. In addition to the pair
production of K+ and K−, the K+ is also produced by
the associate production with Λ hyperon and the fraction
of K+ from associate production is lager at low energies
than at high energies. It also leads to the increasing of
the net-kaon mean values when decreasing the energies.
The corresponding Poisson expectations are also plotted
as different lines for comparison. In general, the cumu-
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FIG. 38: (Color online) The STAR measured energy dependence of κσ2 of net-proton, net-charge (top left) and net-kaon
distributions in Au+Au collisions at
√
sNN= 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV. The net-charge fluctuations
measured by the PHENIX experiment in Au+Au collisions at
√
sNN= 7.7, 19.6, 27, 39, 62.4 and 200 GeV are shown in top
right panel.The statistical and systematical error are shown in bars and brackets, respectively [101, 102, 104, 105, 110].
lants of K+, and K− distributions are consistent with the
Poisson baseline within uncertainties. Due to the corre-
lation between K+ and K− , the variance of the net-kaon
distributions are smaller than its Poisson expectations, in
which one assumes the independent of the K+ and K−.
The higher order net-kaon cumulants are consistent with
Poisson expectations within uncertainties. Fig. 36 right
shows the energy dependence of cumulants (C1 ∼ C4) of
net-proton, proton and anti-proton multiplicity distribu-
tions in Au+Au collisions measured by the STAR exper-
iment. The mean values of protons and net-protons show
monotonic increasing trends when decreasing the collid-
ing energy whereas the mean values of anti-protons show
opposite trend. Those can be understood in terms of the
interplay between the baryon stopping and pair produc-
tion for proton and anti-proton as a function of collision
energy. At low energies, the baryon stopping becomes
more dominate while at high energies, the pair produc-
tion is the main production mechanism of the proton
and anti-protons. In the figure, it also shows the com-
parison between the cumulants of net-proton, proton and
anti-proton distributions and the corresponding Poisson
expectations. We found that the higher the order of the
cumulant, the larger the deviations from the Poisson ex-
pectation for the net-proton and proton. Largest devi-
ations are found for C4 at 7.7 GeV. The cumulants of
anti-proton distributions can be described by the Pois-
son expectations very well. More baselines discussions
from Hadronic Resonance Gas model, transport model
UrQMD, binomial and negative binomial have been also
discussed.
Figure 37 shows the energy dependence of cumulant
ratios (σ2/M , Sσ/Skellam, κσ2) of net-charge [101, 102],
net-kaon [101, 109], and net-proton [104] multiplicity dis-
tributions in Au+Au collisions measured by the STAR
experiment. The black solid circles on the left figure rep-
resent the results from Au+Au collisions at
√
sNN = 14.5
GeV, which is taken in the year 2014 and added into
the trend of the published net-charge results [99] (open
stars). The bands are the results from UrQMD calcula-
tions without including the critical physics. The Poisson
expectations are displayed as dashed lines. The Sσ val-
ues have been normalized by the Poisson expectations,
the Skellam distributions. Thus, the Poisson expecta-
tions for both the Sσ/Skellam and κσ2 are unity. It can
be found that the σ2/M of net-charge, net-kaon and net-
proton monotonically increase when increasing the col-
lision energy. On the other hand, both the Sσ/Skellam
and κσ2 show weak energy dependence for net-charge
and net-kaon measurements. No significant deviations
from the Poisson expectations and UrQMD calculation
are observed for net-charge and net-kaon cumulant ratios
Sσ/Skellam and κσ2 within uncertainties. We observe
a clear non-monotonic energy dependence of net-proton
κσ2 in top 0-5% central Au+Au collisions. The 0-5% net-
proton κσ2 values are close to unity for energies above
39 GeV and show large deviations below unity around
19.6 and 27 GeV, and then increasing above unity be-
low 19.6 GeV. The UrQMD calculations of net-proton
κσ2 displaying a strong suppression below unity at lower
energies is due to the effects of baryon number conserva-
tion. However, this suppression are not observed at low
energies in the STAR data.
Figure 38 panels (a), (c), (d) show the energy depen-
dence of κσ2 of net-charge, net-kaon and net-proton mul-
tiplicity distributions in Au+Au collisions measured by
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FIG. 39: (Color online) (Left) iTPC and EPD upgrades of the STAR detector for the second phase of beam energy scan
at RHIC. Right: Rapidity coverage dependence of the κσ2 of net-proton distribution in 0-5% central Au+Au collisions at√
sNN=7.7 GeV. The blue band shows the expecting trend and statistical error for net-proton κσ
2 at BES-II. For this analysis,
the rapidity coverage can be extend to |y| < 0.8 with iTPC upgrades [3].
the STAR experiment for two centralities (0-5% and 70%-
80%) at
√
sNN= 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200
GeV. The κσ2 of net-charge distributions in Au+Au col-
lisions
√
s
NN
= 7.7, 19.6, 27, 39, 62.4 and 200 GeV mea-
sured by the PHENIX experiment [110] are shown in the
panel (b) of Fig. 38. It is observed that the κσ2 of the
net-charge and net-kaon distributions measured by the
STAR experiment are with larger statistical errors than
the errors of net-proton κσ2. This is because the statis-
tical errors of κσ2 depend on the width (σ) of the mul-
tiplicity distributions (error(κσ2) ∝ σn−2/(√Nn)) and
the net-charge distributions are much wider than the net-
proton and net-kaon. On the other hand, due to decay of
kaons, the efficiency of kaon (∼ 40%) is much lower than
proton (∼ 80%), this also leads to larger statistical er-
rors for net-kaon fluctuations. For the STAR net-charge
and net-kaon results, we did not observe non-monotonic
behavior for κσ2 within current statistics. The Poisson
expectations shown as dashed lines in the figure with
unity value reflect a system of totally uncorrelated, sta-
tistically random particle production. It predicts the κσ2
to be unity for Poisson expectations as well as in the
hadron resonance gas model. However, the expectations
from negative binomial distribution can better describe
the net-charge and net-kaon data than the Poisson expec-
tations. The PHENIX net-charge κσ2 are with smaller
errors than the results measured by the STAR experi-
ment. This is because the PHENIX detector has much
smaller acceptance than the STAR detector and thus the
width of the net-charge distributions measured by the
PHENIX experiment is much narrower. We observe a
clear non-monotonic energy dependence for net-proton
κσ2 in the most central ( 0-5%) Au+Au collisions with a
minimum around 19.6 and 27 GeV. This non-monotonic
behavior cannot be described by various model calcula-
tions without including CP physics [73, 111]. Another
model calculation with volume fluctuations also failed to
describe this increasing at low energies [91]. At ener-
gies above 39 GeV, the 0-5% net-proton κσ2 are close to
Poisson expectations while at energies below 19.6 GeV,
it shows large increasing above unity. This large increase
in 0-5% net-proton κσ2 at low energies
We want to make several remarks : (1) One needs to
remember that the resonance decay effects are not ex-
cluded in the current experimental measurements of fluc-
tuations of net-proton, net-kaon and net-charge. Based
on the hadron resonance gas model calculation [69], the
decay effects for net-proton κσ2 is small and at 2% level.
While for the net-charge, the decay effects are large. (2)
The statistical error of cumulants (∆(Cn)) are related to
the width of the distribution as ∆(Cn) ∼ O(σn) [55, 56].
Thus, the wider is the distribution, the larger are sta-
tistical errors for the same number of events. (4) It is
predicted by theoretical calculations that the net-baryon
fluctuations are more sensitive to the criticality than the
net-charge and net-strangeness [16, 57]. (5) The measure-
ments of fluctuations of conserved quantities can be used
to determine the freeze-out conditions in heavy-ion colli-
sions by comparing with the Lattice calculations and/or
HRG calculations [24, 112–114].
VII. BEAM ENERGY SCAN PHASE-II AND
STAR DETECTOR UPGRADES
A second phase of the beam energy scan (BES-II) pro-
gram at RHIC has been planned in the years 2019-2020
and focusing on energy rang
√
s
NN
=7.7 ∼ 20 GeV [3].
The long beam bunches and stochastic electron cooling
technique will be used to accelerate gold beams, which
will increase the luminosity about by a factor of 5-15 for
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corresponding collision energies compared to the BES-I.
Since the luminosity will decrease as decreasing the col-
liding energy, the increasing of the luminosity is much
more necessary and important at low energies, such as
7.7 GeV. This enable us to collect more number of events
(∼ 10 − 20 times) to confirm the non-monotonic trends
observed in the BES-I data. Furthermore, it will allow us
to draw a solid conclusion and have more complete phys-
ical pictures from various experimental measurements.
To study the QCD phase structure at high baryon den-
sity, operating the STAR detector at fixed-target mode
has been also proposed. In the BES-II, fixed-target mode
Au+Au collisions allow us to have energy coverage from√
sNN=3 GeV (µB=720 MeV) up to 7.7 GeV. In Fig.39
left, the inner TPC (iTPC) of STAR is to be upgraded
to improve the energy loss resolution and can extend the
pseudo-rapidity coverage from |η| < 1 to |η| < 1.5 [115].
It is also planed to install an end cap Time-of-Flight
(eTOF) detector at the west end of the STAR TPC to ex-
tend the PID capability in the forward region [116]. The
iTPC upgrade is very important to search for the criti-
cality and study the dynamical evolution of the fluctua-
tions by looking at the rapidity acceptance dependence
for the fluctuations of the conserved quantities [66, 68].
In the forward and backward region of STAR detector, a
new Event Plane Detector (EPD) will be also built and
used to replace the Beam-Beam Counters (BBC) detec-
tor for centrality and event plane determination, which
can be used to suppress the volume fluctuation and auto-
correlation in the fluctuation analysis. In Fig.39 right,
the blue band is the extrapolating from current measure-
ments by assuming a power law behavior induced by crit-
ical fluctuations (κσ2∝N3 [79]). The width of the blue
band is the estimated statistical errors with the BES-II
statistics and iTPC upgrades.
Figure 40 shows the STAR preliminary results of en-
ergy dependence of the fourth-order fluctuations (κσ2) of
net-proton, proton and anti-proton from the most top 5%
central Au+Au collisions. Those data were taken from
the first phase of the RHIC beam energy scan (BES-I)
and from the kinematic region of mid-rapidity |y| < 0.5
and transverse momentum 0.4 < pT < 2 GeV/c. Non-
monotonic energy dependence is clearly shown in the κσ2
of net-proton and proton distributions. Although the
statistical errors are large, the data shows a strong en-
hancement at the highest µB ∼ 420 MeV, corresponding
to the Au+Au central collisions at
√
sNN = 7.7 GeV. This
indicates an attractive correlation in nature at the large
baryon density region. On the other hand, the results
from the transport model UrQMD (yellow-line) show a
monotonic decrease from low to high baryon density re-
gion, reflecting the fact that the baryon number conser-
vation in such high-energy nuclear collisions. All known
model calculations have shown just that. It appears that
the baryon number conservation is dominant in those
model simulations. Note that in the Poisson limit, the
absence of criticality or other dynamical correlations, the
κσ2 is expected to be unity. The green region in the fig-
FIG. 40: (Color online) Energy dependence of the fourth-
order fluctuations (κσ2) of net-protons (filled-circles), anti-
proton (open-triangles) an proton (open-squares) from the
most top 5% central Au+Au collisions at RHIC. Those data
were taken from the first phase of the RHIC beam energy scan
(BES-I) and from the kinetic region of mid-rapidity |y| < 0.5
and transverse momentum 0.4 < pT < 2 GeV/c.
ure is the projected error of the fourth order fluctuations
κσ2 of net-protons in the second phase of the RHIC Beam
Energy Scan (BES-II) program [3]. The BES-II program,
which is scheduled to take place during the years of 2019
and 2020 for the Au+Au collisions at 7.7-19.6 GeV, will
take about 10 to 20 times (depending on energy) higher
statistics data to confirm the non-monotonic behavior
observed in the fourth order fluctuations (κσ2) of net-
protons in Au+Au collisions in the BES-I measured by
STAR. Since no one expects protons freeze-out at the
critical point so experimentally one should search for the
critical region instead of a point [16, 18]. Assuming the
data in the figure is related to the critical region, one
must study the net-proton fluctuations at even higher
baryon density region, i.e. at lower collision energies.
At energy below 7.7 GeV, the collider mode experiments
become inefficient so the fixed-target (FXT) mode is the
way out.
VIII. SUMMARY
In this review, we summarized the fluctuations (up to
fourth order) of net-proton, net-charge and net-kaon in
Au+Au collisions at
√
s
NN
= 7.7, 11.5, 14.5, 19.6, 27, 39,
62.4 and 200 GeV. Those data are taken in the year 2010
to 2014 and in the first phase beam energy scan program
at RHIC. The corresponding baryon chemical potential
(µB) coverage is from about 23∼420 MeV. To make pre-
cise measurements, a series of data analysis techniques
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have been built up to suppress the volume fluctuation
and auto-correlation backgrounds. We also provide a
unified description of the finite detection efficiency cor-
rection and error estimation for the various order cumu-
lants of net-particle distributions. The statistical errors
of the cumulants are related to the measured standard
deviation of distributions (σ) and the particle detection
efficiency as error(Cn) ∝ σn/(
√
Nn).
In summary, we have:
Experimental Observations:
(1) Due to larger width of the net-charge distribution
and lower efficiency of charged kaons, we have big-
ger statistical errors of cumulants of net-charge and
net-kaon than the net-proton cumulants. Within
current statistical uncertainties, the energy depen-
dence of the net-charge and net-kaon Sσ and κσ2
are flat and consistent with Poisson expectations and
UrQMD model calculations.
(2) In general, various order cumulants show linear varia-
tion with the average number of participant nucleons
(〈Npart〉). The interplay of the production mecha-
nisms for particle and anti-particle as a function of
collision energy have significant impacts on the en-
ergy dependence of the cumulants.
(3) We observed a clear non-monotonic energy depen-
dence for the κσ2 of the net-proton, proton multiplic-
ity distributions in 0-5% most central Au+Au colli-
sions measured by the STAR experiment.
Theoretical and Model Calculations:
(1) The non-monotonic behavior observed in the energy
dependence of the 0-5% net-proton, proton κσ2 in
Au+Au collisions are consistent with a presence of
QCD critical point from model calculations, such as
σ field, NJL , PNJL and PQM models. Those model
calculations suggested an non-monotonic oscillation
pattern due to the sign change of the critical contri-
butions in different QCD critical regions. However,
it is still not conclusive yet and more works about
the dynamical modelling of heavy-ion collisions are
needed.
(2) The large increasing in the net-proton and proton
κσ2 at low energies cannot be reproduced by various
transport model calculations. All known transport
model calculations show a strong suppression with
respect to unity at low energies, which is dominated
by the effects of baryon number conservations.
Future directions:
(1) Experimentally, in order to confirm the observed en-
ergy dependence structures in the high moments of
net-protons in BES-I, the second phase of the beam
energy scan (BES-II) at RHIC has been planned in
2019-2020 with increased luminosity [3]. This allows
us to have 10 to 20 times more statistics at energies
√
s
NN
= 7.7∼19.6 GeV to explore the phase structure
this low energy range with high precision. The up-
grades of iTPC and EPD are ongoing in the STAR
and will provide large rapidity coverage and forward
centrality determination in the BES-II, respectively.
The large rapidity coverage is very important for us
to perform the rapidity dependence for the fluctua-
tion analysis, which is crucial to test the long range
correlation as well as power law behavior induced by
QCD critical point. For energies below 7.7 GeV, the
fixed-target mode becomes more efficient than col-
lider mode. It also has been tested and proposed to
operate the STAR detector under a fixed target mode
in the BES-II. A fixed-target experiment called Com-
pressed Baryonic Experiment (CBM) at FAIR [117]
will start in 2024 and, in its first phase SIS100, will
cover the Au+Au collision energy range of
√
s
NN
=
2.5 ∼ 4.7 GeV. This will be an ideal experiment to
search for the QCD critical point at the high-baryon
density region with high precision.
(2) We have mentioned that the first-order phase bound-
ary, the critical point and the smooth crossover are
closely related thermodynamically. At high net-
baryon density region, we are searching for the signa-
tures of the QCD critical point and/or the first-order
phase boundary. However, in the near future, at the
high-energy frontier, one should also search for the
experimental evidence of the smooth crossover. This
can be done with higher order fluctuations of con-
served quantities. At the vanishing baryon chem-
ical potential, µB ∼ 0, although the transition is
a smooth crossover, there should have the remnant
criticality of the chiral transition. Higher order fluc-
tuations, cumulants C6 (sixth order) or C8 (eighth
order) could show strong oscillation and should be
able to pick up the possible signal in heavy-ion colli-
sions at both RHIC and LHC. These results will not
only confirm experimentally the smooth crossover na-
ture of the transition, may also provide the informa-
tion on the width of the crossover, which is one of
the key information of the QCD phase diagram at
small net-baryon density. On the other hand, the
measurements of the various order correlation func-
tions as a function of centrality, rapidity and energy
are also very useful to further understand the critical
and non-critical physics contributions.
(3) We also want to point out that due to density fluctu-
ations near the QCD critical point, light nuclei pro-
duction and/or nucleon-clusters, such as deuteron,
3He and 4He as well as the energy dependence of the
low mass di-lepton yield [117–120] could also be used
to aid and complement to the critical point searches
at the high baryon density region. Of course these
different observables are with different systematics.
Details analysis are needed in order to understand
these systematic effects.
(4) Theoretically, careful modellings for the critical fluc-
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tuations and dynamical evolution of the thermody-
namic medium created in the heavy-ion collision at
different energies are needed to understand the phase
structure of QCD, in particular the de-confinement
transition and possible critical point. Many attempts
and progress have been made by physicist world-
wide [64, 121–123]. Those theoretical inputs are par-
ticularly important to establish definitive connections
between experimental observables and phase struc-
tures in the QCD phase diagram.
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