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ABSTRACT
Molten-Salt Reactors (MSR) are a Gen-IV reactor concept being investigated by
companies and institutions alike. These reactors are considerably different from the current
fleet of Light-Water Reactors and outside the experience base of most Nuclear Engineers.
The fluid nature of the fuel leads to delayed temperature and reactivity feedback effects
unique to each reactor design that need to be characterized to determine operability and
safety limits. Moreover, the design space under consideration encompasses various fuelcycles, neutron spectra, and materials. This requires a modeling methodology that can be
applied to the breadth of designs under development and is the subject of ongoing research
at the University of Tennessee. This thesis presents a dynamic modeling approach that was
validated against experimental data from the Molten-Salt Reactor Experiment. The
developed lumped-parameter models are nonlinear and represent time rate of change in
mass and energy in all parts of the reactor. Reactivity feedbacks arising from changes in
temperature and neutron poison concentrations are taken into account. These models can
be used to study both the time and frequency response to perturbations caused during
normal operating conditions and during anomalies resulting from failure of certain
components. The thesis incorporates material published in a series of journal articles and
conference proceedings. The validated modeling approach is detailed, and all equations
and parameters of interest are listed. Three reactor systems are modeled, namely the
Molten-Salt Reactor Experiment, two-fluid Molten-Salt Breeder Reactor, and a plant-level
model based on the Molten-Salt Demonstration Reactor. Application of the models to
studying operational anomalies, dynamic effects of xenon and samarium neutron poisons,
parametric sensitivity analysis, and load-following are also presented. From the
investigated perturbations for the presented designs, it is found that these systems are stable
and self-regulating. Modeling results suggest that well-designed MSRs with adequate
negative feedback exhibit excellent load-following characteristics that can be leveraged to
engineer control systems offering a great deal of autonomy.
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“Out of the cradle
onto dry land
Here it is standing:
atoms with consciousness; matter with curiosity.
Stands at the sea,
wonders at wondering:
I…a universe of atoms,
an atom in the Universe.”
- Richard P. Feynman,
“The Value of Science,” public address to the National Academy of Sciences (1955).
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CHAPTER 1
INTRODUCTION
1.1

The nuclear energy landscape today

The provision of electricity to the masses has created an era of unprecedented
economic and technological growth in the West where access to cheap and reliable
electricity is taken for granted. However, two decades into the new millennium, electric
power remains a luxury in many parts of the world including India, China, and much of
sub-Saharan Africa. While lack of electricity comes with its own set of misfortunes mostly
confined to the Third World have-nots, the generation of electric power using hydrocarbon
sources is leaving an indelible mark on all humankind. From land encroachment due to
destructive mining, to air and water pollution, and climate change, fossil fuels are a shortterm boon with a long-term bane. But for the desperate in these countries, hydrocarbon
power plants represent a radical increase in standards of living and a tried and tested means
out of poverty. In his 2007 book, Energy in Nature and Society, Vaclav Smil shows through
a series of exhaustive analyses that per capita energy consumption is inextricably correlated
to several quality of life indicators; from infant mortality rates and life expectancy, to press
freedom and Human Development Index [1]. Figure 1.1 presents one such correlation
adapted from Smil’s book showing Human Development Index versus per capita energy
consumption. Unsurprisingly, the governments of India, China, and other developing
nations are consuming fossil fuels at a growing rate. Annual fossil fuel consumption in
China has tripled between 2000-2016 as shown in Figure 1.2. As these developing
countries continue to march up the development index, their energy consumption and
greenhouse gas emissions are projected to increase. The rest of the world, though, is on a
different path – one that aims to reduce greenhouse gas emissions and eliminate use of
fossil fuels due to fears of exacerbating climate change. A comparison of historic and
projected global share of CO2 emissions is shown in Figure 1.3. This growing need to
address climate change while ensuring continued development across the globe has led to
a reevaluation of nuclear energy.
1

Figure 1.1. Human Development Index vs Per capita energy consumption. (Source: V. Smil [1])

Figure 1.2. Annual fossil fuel consumption by fuel type in China. (Source: BP Statistical review of global
energy, Image by: https://ourworldindata.org)
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Figure 1.3. Share of energy-related CO2 emissions worldwide from 1990-2040. (Source: U.S. Energy
Information Administration, International Energy Outlook 2016)

While nuclear energy has long promised cheaper electricity with drastic reductions
in greenhouse gas emissions, economic and safety-related hurdles have stemmed
widespread adoption. Many environmental groups such as the Sierra Club, Greenpeace,
NRDC etc., that came of age during the Cold War era oppose nuclear energy. Their
opposition can partly be ascribed to the fact that many Baby Boomers central to the creation
of these groups displaced their fear of nuclear weapons on to nuclear power plants. Spencer
Weart, author of The Rise of Nuclear Fear (2012), asserts that powerful images of atomic
weapon explosions circulated as part of U.S. Cold War propaganda, ‘duck and cover’
routines taught in schools during the 50s and 60s, and cartoon depictions of green-glowing
radioactive goo, have created a visceral dread that holds the public imagination captive [2].
Thus, he contends, that fear and stigma, rather than facts, have driven policy on nuclear
power in the last few decades.
Initially from 1960-80, nuclear reactors saw accelerated growth worldwide, but
unfortunate accidents such as those at Three Mile Island (1979), Chernobyl (1986), and
Fukushima (2011) have reignited public fears and further bolstered opposition. Various
studies published in renowned journals have shown that even after accounting for the
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meltdown incidents at Chernobyl and Fukushima, nuclear power remains one of the safest
forms of electricity generation [3, 4]. In fact, eminent climate scientist Dr. James Hansen
co-authored a paper in Environmental Science and Technology which estimated that
nuclear power has prevented 1.8 million premature air pollution-caused deaths between
1971 and 2009 [4]. In 2013, Hansen and three other leading climate science experts wrote
an open letter to policy makers where they argued that “continued opposition to nuclear
power threatens humanity’s ability to avoid dangerous climate change” [5]. Despite such
high-profile endorsements, irrational fear of nuclear power along with well-funded antinuclear campaigns led by environmental groups continues to stifle the nuclear power
debate. The result of the continued opposition has been a decline in the global share of
nuclear power from a peak of ~18% in 1996, as seen in Figure 1.4.
As of the writing of this thesis, there are 98 nuclear reactors operating in the United
States fulfilling ~20% of electricity demand1. Approximately 71.5 GW of nuclear capacity
in the U.S. is at high risk of closure by the year 2030, due in part to discriminatory “clean
energy” mandates that exclude nuclear power, and to the availability of cheap natural gas2.

Figure 1.4. Nuclear electricity generation and nuclear power’s share of total global electricity generation.
(Source: BP Statistical Review of World Energy 2015, Image by: https://carbonbrief.org)

1
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Nuclear Energy Institute, Nuclear Energy in the U.S. – https://www.nei.org/resources/statistics
Environmental Progress, Clean Energy in Crisis – https://environmentalprogress.org/united-states
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Figure 1.5. Global public support for various energy sources. (Source: Ipsos Mori Poll, May 2011)

Besides the emotional arguments to woo public support, anti-nuclear activists point
to legitimate technical issues concerning nuclear power such as meltdown of fuel when
there is inadequate cooling, and a long-term (>10,000 years) waste stewardship burden.
Researchers within the field of nuclear engineering have long proposed closing the nuclear
fuel cycle which would eliminate the need for long-term geologic storage and profoundly
increase fuel utilization. They have also proposed new designs to eliminate meltdown-like
scenarios. However, political will has been lacking.
The nuclear dream started with Eisenhower’s proclamation of the Atoms for Peace
program. The U.S. was to lead the world in a clean energy revolution. Nuclear engineering
textbooks written during the 70s envisioned a world of plenty, powered by nuclear energy.
Alas! None of that has come to pass. Nuclear power fell out of favor in the public consensus
to the point where it ranked below coal in some surveys (see Figure 1.5). Nevertheless, the
advantages offered by nuclear power are even more relevant today in the face of climate
change and the energy needs of a growing population. Nuclear fuel is millions of times
more energy dense than the best hydrocarbon sources; nuclear is the least land intensive of
5

all energy sources and an order of magnitude less than solar/wind; and with breeder reactor
technology, nuclear fuel resources would be virtually limitless. This is in addition to the
safety comparison mentioned above. The resistance of environmental groups to nuclear
power is inadvertently, but unquestionably, exacerbating the climate crisis. Recent trends
in the nuclear industry, however, are noteworthy as they paint a much rosier picture. A
slew of new entrepreneurial ventures has proposed novel reactor designs to replace the
aging fleet of Light-Water Reactors (LWR). These designs profess solutions to a variety of
known and hypothetical problems that concern nuclear reactors and are attracting interest
from both investors and the general public. Collectively called Generation-IV reactors,
these reactor designs purport to be inherently safe while promoting proliferation resistance.
One such design is the Molten-Salt Reactor (MSR).

1.2

Molten-Salt Reactors

A Molten-Salt Reactor is a type of Circulating Fuel Reactor (CFR) where fissile
material such as U-233/U-235/Pu-239 dissolved in a molten carrier salt mixture is
circulated through the primary loop. These carrier salts are generally composed of chlorides
or fluorides of alkali and alkaline-earth metals. The heat generated from nuclear fission is
deposited directly into the fuel salt mixture. The liquid fuel also serves as the primary
coolant in these systems. Fuel salt is pumped through a heat exchanger where a secondary
salt mixture carries heat away from the core to run a turbine cycle and produce electricity.
MSRs are one of six reactor designs selected by the Generation-IV International Forum
(GIF) for further research and development3.
Gen-IV designs are envisioned to be more fuel efficient, reduce waste production,
be economically competitive, meet stringent safety standards, and enhance proliferation
resistance. A brief examination of how MSRs can fulfill these goals is instructive. Firstly,
MSR designs exist for both thermal spectrum and fast spectrum reactors. They can be
designed as either burners or breeders. Molten salt eutectics are good solvents and possess
relatively high heat capacity (1-3 J/g-K) [6]. When in fluid form they flow like water and
3
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have excellent heat transfer characteristics. Due to the nature of ionic bonds, molten salts
(especially fluorides and chlorides) are chemically stable and essentially immune to
radiation damage [6]. They can attain relatively high temperatures (>700 ℃) which ensure
higher thermal efficiency regardless of the thermodynamic cycle used to generate power.
The higher temperatures also enable opportunities for nuclear cogeneration with processes
such as hydrogen production, coal gasification, process heating etc., coupled to the reactor
plant. The hot molten salt fuel mixture remains liquid even at atmospheric pressure, thereby
facilitating low-pressure operation. The low pressure in the primary loop obviates the need
for large containment buildings and eliminates the risk of an explosion dispersing
radioactivity into the environment in case of a primary containment breach. Circulation
helps maintain homogeneity in the salt mixture, thus enabling continuous refueling and
reprocessing, if desired, to maintain a “cleaner” composition for better neutronic
efficiency. Homogeneity also eliminates spatial self-shielding, thus leading to higher fuel
utilization. Temperature-dependent density changes in the fuel salt alters the macroscopic
fission cross section. The density change essentially propagates at the speed of sound in
the material and results in strong prompt negative feedback in properly designed systems.
Xe-135 has a large neutron-capture cross section in the thermal spectrum. In MSRs, xenon
bubbles out of solution, greatly reducing the need for excess reactivity for power change
maneuvers. Its removal can be further accelerated by various means. Active xenon removal
combined with the low pressure in the salt loops and strong negative feedback coefficient
allows for rapid load-following capability where the reactor can respond to changes in load
demand through inherent feedback processes without requiring operator intervention. Most
importantly, the liquid fuel enables passive safety in the case of abnormalities and/or
accidents. This is achieved by gravity draining the fuel into a non-critical state. For fast
reactors, this is accomplished by changing the fuel geometry, hence increasing leakage. In
thermal-spectrum reactors, the lack of moderation is what shuts down the chain reaction.
MSRs are quite flexible in the choice of fuel cycle and can be designed to burn spent fuel.
Any accumulated actinides can be chemically recycled and reintroduced into the core to
reduce inventory. The homogeneous nature of the liquid fuel makes it possible to maintain
a record of the fuel salt’s composition over time and monitor diversion. Thus, MSRs as a
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class of nuclear fission reactors, are incredibly unique and offer some distinct advantages
when compared to other reactors, including some other Gen-IV designs.
However, as is expected of any novel design, challenges remain in terms of
demonstrating viability, feasibility, and operability. MSRs have seen little R&D in decades
and constructing a test-bed system would be necessary for a thorough characterization of
the operational behavior and to build an experience base [7]. The long-term performance
of various components in contact with the highly radioactive and corrosive molten fuel salt
requires extensive study. The maturity of instrumentation needed for monitoring neutron
flux and other process variables in the primary circuit is lacking. Chemical systems for
online reprocessing can add to costs and complexity. Chemistry control during operation
is not sufficiently understood. State regulatory bodies are not yet equipped to license such
reactors and broad changes are required in order to deal with their radically different design
features [7]. A simplified schematic of a generic MSR plant is shown in Figure 1.6.

Figure 1.6. Simplified schematic of a general MSR. (Source: U.S. Department of Energy Nuclear Energy
Research Advisory Committee)
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1.3

A brief history of MSRs

During the late 1940s, research was ongoing in the U.S. to develop nuclear reactors
with a high temperature and energy density that were anticipated to be used for propulsion
of nuclear bomber aircrafts. One such project at Oak Ridge National Laboratory (ORNL)
was developing a liquid sodium-cooled reactor where solid UO2 pellets encased in stainless
steel would be placed in BeO moderator rods. However, at elevated temperatures and
power levels, the reactor was observed to possess a positive reactivity coefficient due to a
temperature-dependent reduction in the Xe-135 capture cross section. Given the
unsurmountable challenge this would present to any control system, the designers
abandoned the idea and decided to use the BeO moderator rods (which they had already
purchased) in a reactor where the uranium fuel would be dissolved in a molten fluoride salt
of sodium and zirconium [8]. This odd yet strangely fortuitous set of circumstances led to
the construction of what became known as the Aircraft Reactor Experiment (ARE). It was
the first MSR ever constructed and operated at a peak power of 2.5 MW(th) while
producing ~100 MWhr over nine days and reaching a peak temperature of ~850 ℃ [9]. No
mechanical or chemical problems were encountered during operation, and the reactor was
found to be stable and self-regulating. As the fuel depleted, it was refueled “online” by
adding more uranium fluoride to the fuel salt. Xenon was removed using an off-gas system
that along with the strongly negative feedback coefficient “made the reactor a slave to the
load placed upon it” [9]. While the need for nuclear-propelled bombers was made obsolete
thanks to intercontinental ballistic missiles, the advantages offered by the ARE did not go
unnoticed. Alvin Weinberg, who was director of ORNL at the time, became a major
proponent of these new reactors. In his autobiography, he recalled:
“It wasn’t that I had suddenly become converted to a belief in nuclear
airplanes. It was rather that this was the only avenue open to ORNL for
continuing in reactor development. That the purpose was unattainable, if
not foolish, was not so important: a high-temperature reactor could be useful
for other purposes even if it never propelled an airplane”
- Alvin M. Weinberg, The First Nuclear Era (1994) [10]
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Shortly after the conclusion of the ARE, under Weinberg’s leadership, ORNL
began drafting plans for an experimental research reactor that would help investigate MSR
technology for power reactors [11]. Several preliminary studies were conducted to
determine the technical characteristics, nuclear performance, and economics of molten-salt
converters and breeders. It was concluded that the best approach, given the technological
feasibility at the time, would be to develop a thermal-spectrum, graphite-moderated reactor
operating on the thorium fuel cycle which was found to have better performance in an MSR
than the uranium fuel cycle and produced little to no plutonium. Hence, the design of the
Molten-Salt Reactor Experiment (MSRE) began in 1960 [12]. Its core was to simulate the
neutronic “kernel” of a two-fluid breeder reactor where the uranium fuel salt is kept
separate from the fertile thorium blanket salt. The MSRE’s role was to demonstrate the
practicality of the high-temperature, molten fluoride salt-fueled concept which had shown
promise in terms of material compatibility and fuel cycle costs [13]. Construction began in
1962, and the reactor first went critical in 1965 and concluded operations by the end of
1969. During its ~1.5 years of full power operation, the MSRE operated on both U-235 and
U-233 fuel. It successfully demonstrated the viability of MSRs; from salt handling and
chemistry behavior, to fission product containment and maintenance of radioactive
components. And for the ORNL engineers working on the project, the MSRE strengthened
their confidence in the practicality of MSRs [13]. Following its successes with the MSRE,
ORNL embarked on studies of various MSR breeder designs, and even a denatured
converter intended to keep the fuel in a proliferation-resistant state [14]. However, by then,
the goals of the Atomic Energy Commission had shifted to the development of the LiquidMetal Fast Breeder Reactor (LMFBR) and consolidation of research funding led to the
termination of the MSR program at ORNL by 1976 [10, 14].
Fast-spectrum MSRs were initially proposed by L.G. Alexander at ORNL in 1960
as part of a scoping study [15]. These reactors could provide high breeding ratios, but also
required higher fissile loading. They were again studied briefly in the 70s by Swiss scientist
M. Taube who explored various designs including one with a NaCl-PuCl3 salt [16]. Yet,
none were ever demonstrated.
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1.4

Contemporary status of MSRs

Many fundamental changes have taken place in the way society functions in the
United States today, as compared to the heyday of MSR research. The economy has grown
over fivefold since 19604, the Cold War and arms race are a thing of the past, myriad
societal reforms have been enacted, and computers have become ubiquitous. Nevertheless,
the basic needs of the economy have remained the same, and arguably, its underpinning
foundation for most of the last century has been the availability of cheap hydrocarbon
energy [17]. However, as concerns regarding pollution, climate change, and energy
security have become more widespread, the quest for sustainable energy has again entered
the mainstream spotlight. With nuclear fusion still a prospect of the distant future, and the
inherent shortcomings of renewables to provide baseload power, research in advanced
nuclear fission reactors is gaining support, especially in the private sector. A recent survey
conducted by the center-left think tank Third Way finds that there are nearly 50 advanced
nuclear projects in North America alone [18]. These projects are being pursued by private
industry in collaboration with national labs and universities. About 8 of these companies
are developing MSRs. The U.S. Department of Energy has taken notice with recent funding
announced for MSRs under both Democratic and Republican leadership [19, 20]. There
has been a similar surge in interest globally, with MSR projects underway in China [21],
India [22], the European Union [23], and elsewhere.
Given the flexibility offered by MSRs, companies pursuing them have an array of
design choices at their disposal. Consequently, a design space exists depending on the type
of fissile element and the neutron spectrum employed, as shown in Figure 1.7. Each design
is subject to its own set of pros and cons and many questions remain unanswered. The point
here is that a vibrant research atmosphere exists for MSRs and, with an influx of
government funding and private capital alike, there is remarkable potential for considerable
growth in the near future. In this light, it is not unreasonable to argue that the R&D space
for MSRs is poised for major expansion within the coming decades.

4
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Figure 1.7. An overview of the MSR design space. (Image courtesy of: Kirk Sorensen, Flibe Energy)

While any cost estimates for such systems carry substantial uncertainty and
recognizing that making an economic case for a power plant is the responsibility of a
private vendor, these reactor systems may also be cheaper to construct than LWRs.
Robertson et al. (1970) reported the estimated overnight construction costs for an MSR
breeder as being comparable to LWRs at $141/kW in 1968-dollar value [24]. When
accounting solely for inflation, this figure translates to $1024/kW in 2019 dollars5, which
is considerably lower than estimated costs of LWRs6, without factoring the added safety
regulation-related costs into the overall construction costs. If passive safety of MSRs were
to be demonstrated, it may reduce (or eliminate) the need for many complex and expensive
auxiliary control and reactor safety systems. Moreover, if semi-/autonomous loadfollowing operation were to be realized, the personnel needed at an MSR plant could be
significantly reduced. Refraining from a discussion of the complicated economics of
nuclear power plants, it is interesting to note a recent study by Lovering et al. [25]
5

U.S. Inflation Calculator - https://www.usinflationcalculator.com/
Energy Technologies Institute, The ETI Nuclear Cost Drivers Project: Summary Report (2018) –
https://www.eti.co.uk/library/the-eti-nuclear-cost-drivers-project-summary-report
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suggesting that the potentially reduced regulatory burden could scale down additional
expenses for a passively safe MSR system. In any case, considering the capital-intensive
nature and low operational costs of nuclear power plants, future R&D could optimize MSR
designs making them cheaper to construct and hence economically competitive. This
explains the recent surge in industry interest in developing MSRs.

1.5

Thesis topic and organization

Given the interest in MSRs, and the lack of operational experience among the
current base of nuclear engineers, it is imperative to study their dynamic behavior both
during normal operation and any operational anomalies. Moreover, the design space
currently under consideration encompasses various fuel-cycles, neutron spectra, and
materials. This requires a modeling methodology that can be applied to the breadth of
designs under development. One such modeling methodology, inspired by the work carried
out at ORNL during the MSRE, has been developed by the author and his colleagues at
University of Tennessee, Knoxville. The developed models have been made open-source
and published on GitHub (referenced later). Over the last two and a half years, this research
has resulted in many peer-reviewed articles and presentations at professional conferences.
The rest of this thesis interpolates material from papers published as part of this work.
These include three conference papers published by the American Nuclear Society (ANS)
[26, 27, 28], one conference paper published by the International Society of Automation
(ISA) [29], three peer-reviewed journal articles [30, 31, 32], and one article under
preparation for publication. The author has contributed significantly to these publications
including serving as the primary author on five of these papers. The main co-authors whose
invaluable contributions made this work possible are Prof. Belle R. Upadhyaya, Dr. Ondřej
Chvála, and Alexander M. Wheeler at UTK, Dr. Matthew Lish (PhD graduate, UTK 2016),
and Dr. M. Scott Greenwood at ORNL.
Chapter 2 provides a brief overview of dynamic modeling of nuclear reactors along
with a discussion of the characteristics of MSRs important to dynamic modeling. The
objective of the conducted research is presented along with a brief literature review on the
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subject. Chapter 3 presents material from Refs. [27] and [30]. It details the work on
dynamic analysis carried out at ORNL that inspired this modeling approach, development
of the MSRE model, and its validation against experimental data. Chapter 4 is based on
Refs. [26, 31, 32] where an extension of the modeling approach to the two-fluid MoltenSalt Breeder Reactor is presented. The model structure, equations, and limitations are
presented along with results from simulation and accompanying discussion. Chapter 5
details the application of the presented modeling technique to a generic MSR plant where
the primary system is coupled to a once-through steam generator and a Rankine cycle
balance-of-plant [28]. Further application of the modeling technique for sensitivity analysis
and load-following studies is presented in Chapter 6 which contains material from Ref.
[29]. Finally, the main conclusions, recommendations, and future work are detailed in
Chapter 7. Modeling parameters used in the development of these models are presented in
the Appendix.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
2.1

Dynamic modeling of MSRs

Dynamic modeling of nuclear plants concerns with developing computer models
that represent the time behavior of various components when subjected to external
perturbation. The time behavior is described for a set of state variables that interact with
each other in defined sequences. Each state variable has a corresponding differential
equation that is derived from physical conservation laws of energy, and momentum.
Nuclear power plants are large, sophisticated systems where the transient operational
behavior is dependent upon the coupling of numerous physical processes in complicated
ways. Moreover, the physical processes have a large range in characteristic times, that is,
nuclear fission chains may have a generation time of ~0.1-100 microseconds, whereas heat
transfer between components may occur over several seconds to minutes. This wide range
in the time rates of governing processes creates difficulties in making measurements.
Hence, it is generally impractical to test the dynamic behavior of large power reactors
experimentally, and dynamic models are used to help predict the performance of various
components during a transient.
Within the reactor core where the fission chain reaction occurs, a diverse set of
physical processes result in tightly coupled feedback mechanisms. These mechanisms are,
however, dependent upon the configuration of the system and differ from one design to
another. In a well-designed reactor system, these inherent feedbacks provide a substantial
measure of safety, stability, and control. Dynamic analysis can characterize these
feedbacks to predict the bounds for safety and aid in establishing a range of values that
individual state variables can attain during reliable operation. Being unaware of the details
of reactor physics, the general public has a poor appreciation of the inherent safety afforded
by nuclear reactors. They fear nuclear power because of Hollywood imagery [2] and
mistakenly believe that reactors can spontaneously undergo explosions like nuclear
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weapons. Dynamic modeling can be a powerful tool in helping allay such persistent myths
as the simulations yield results that lend themselves to intuitive understanding.
All new reactor designs need a thorough examination of their dynamics, and the
same is true for MSRs. As discussed in Section 1.4, MSRs have recently attracted industry
interest with many entrepreneurial ventures under way. But given the extensive differences
of MSRs compared to the current fleet of LWRs, they are outside the experience base of
most nuclear engineers. Moreover, the design space being investigated comprises of
various fuel cycles, salt chemistry, and neutron-spectra. Thus, the novelty in design along
with the breadth in the design space means there is unfamiliarity with the specifics of
reactor behavior. The reactor period, which is an important parameter for control purposes,
is strongly dependent on delayed-neutron precursors. However, in MSRs, the circulating
fluid fuel leads to a portion of the delayed-neutron precursors decaying outside the core.
The remaining precursors are reintroduced into the core after some circulation time causing
delayed temperature and reactivity feedback effects which are specific to each design and
need to be studied in order to determine operability and safety limits. This requires a
modeling methodology that can be applied to the breadth of designs under development.
The research efforts undertaken by the author and his colleagues have led to precisely such
a modeling approach which has been verified against experimental data from the MSRE.
These developed lumped-parameter models are nonlinear and represent the changes in
mass, energy, and process parameters in all parts of the reactor plant. The reactivity
feedbacks arising from changes in temperature and neutron poison concentrations are also
considered. The modeling methodology, the developed models, results from simulation,
and applications of these models form the topic of the presented thesis.

2.2

Literature review

Work on dynamic modeling of MSRs has been ongoing since at least the 1950s
[33]. The first efforts to study the dynamic behavior of the MSRE was made during the
conception and design in the first half of 1960s. At this time, the preparation of the
mathematical models was more costly compared to computational costs [34]. Initially,
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analog computers were used, and later a computer code called MATEXP was developed
by ORNL engineers to simulate the dynamic models on an IBM-7090 digital computer
[35]. The results of dynamic analysis and stability experiments from the MSRE were
detailed in a series of papers published in Nuclear Technology in 1971 [36, 37]. With MSR
research put on halt for the rest of the century, no such models survived to be used in
modern computers.
In the new millennium, some codes were developed to study CFRs funded by the
5th European Union Framework Program under the so called MOST program which ran
from ~1998-2003. These codes were developed independently by the many participating
institutions and are referenced in Refs [38, 39, 40]. Some of these codes were validated
against experimental data from the MSRE, others were not. So, a benchmarking study was
carried out by Delpech et al. (2003) [41]. The authors of Ref. [41] then went on to develop
simulation codes for MSRs over the next decade as discussed below.
As MSR research picked up following the formation of the Generation-IV
International Forum, several new codes were created. These codes differ in the spatial
neutronic and thermal-hydraulic treatment. When looked at in terms of fidelity, the codes
making the fewest simplifications use some version of multi-group diffusion theory to
account for the neutronics. Some such codes include DYN3D-MSR by Křepel et al. [42],
DT-MSR by Kópházi et al. [43], and the works of Fiorina and Aufiero [44, 45]. While
these codes make the fewest assumptions about the physics, they are computationally
intensive and might not be suitable for analysis requiring large number of simulations such
as parametric sensitivity analysis.
Point kinetics models are the most well-known and widely used for dynamics
simulations. In their traditional form, however, they are not fully suitable for modeling
CFRs. Hence, various modifications of point kinetics exist, and some such models that
were developed include efforts by the Chinese group of Guo et al. (2013) [46], the French
group Merle-Lucotte et al. (2015) [47], and even a modification of the RELAP5 code by
Shi et al. (2016) for the Chinese Academy of Sciences [48]. These models approach the
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results from more rigorous descriptions using multi-group diffusion for high power levels
where there is appreciable thermal feedback. Furthermore, their performance depends on
the type of thermal-hydraulics model coupled with the neutronics.
Some quasi-static models have been developed which offer a middle ground
between multi-group diffusion and point kinetics. Some such models include the code
named DYNAMOSS developed by Sandra Dulla for her PhD dissertation at Politecnico di
Torino [49], and the VIOLET_MSR code by Wu et al. (2016) [50]. While these models
have fewer assumptions than point kinetics, they are also computationally demanding.
A review of a wide variety of MSR kinetics models was presented by Wooten and
Powers (2018) [51]. While they provide a broad overview of the models in question,
conclusions about the validity and capabilities of the various modeling techniques cannot
be made with adequate confidence. Some of these models are validated against
experimental data and others are not. Similarly, a model that is well suited for certain
simulations such as a startup transient may not provide capabilities for other simulations
such as sensitivity analysis. Furthermore, not all models are made available to the public.
Regardless, the abundance of modeling work is noteworthy and supports the premise of
Section 1.4 that the R&D environment for MSRs is quite vibrant at the present time.

2.3

Research objectives

The objectives of the presented research on MSR dynamic modeling are listed here:
a. Develop a modeling approach that can be easily adapted to the variety of MSR
designs being proposed.
b. The models should account for major feedback mechanisms and sufficiently
describe the physics of MSRs under both normal operation and during transients.
c. Validate the modeling approach against experimental data from the MSRE.
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d. The models should allow for studying both time and frequency domain response to
perturbations and for developing control strategies.
e. The models conceived must be versatile in their application and provide capabilities
including but not limited to:
i.

Simulation of anomalies that may be encountered during operation due to
failure of certain sub-systems (such as a loss-of-flow in the various salt
loops, or over-cooling in the heat exchangers).

ii.

Study the effects of xenon, samarium and other poisons.

iii.

Parametric sensitivity analysis.

iv.

Load-following simulations.

f. Develop the models on a widely used platform.
g. Make the models open-source and publicly available.
h. The developed models should have reasonable computational requirements to
maximize accessibility.
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CHAPTER 3
DYNAMIC MODEL OF MOLTEN-SALT REACTOR EXPERIMENT
– VALIDATION OF MODELING APPROACH
Details of the dynamic modeling approach as applied to the MSRE are presented in this
chapter. The author had a primary role in developing this model including derivation of
model equations, model assembly, running simulations, and compiling results. This work
would not have been possible without support from coauthors Dr. Matthew Lish, who
advised in deriving the set of modeling equations, and Alex Wheeler, who helped modify
the model for anomaly simulations and in the preparation of the ANE manuscript.
This research was supported in part by a grant from Flibe Energy Inc., Huntsville, AL, and
by the U.S. Nuclear Regulatory Commission graduate fellowship, under contract with the
University of Tennessee. The author is also grateful to Dr. Tom Kerlin, Professor Emeritus
of Nuclear Engineering, University of Tennessee, for the technical discussion about molten
salt reactors.
This chapter draws from material published in the following articles:
A.M. Wheeler, V. Singh, O. Chvála, and B.R. Upadhyaya, “Analysis of Operational
Anomalies for the Molten-Salt Reactor Experiment,” Transactions of the American
Nuclear Society, Washington, D.C., USA, 117, pg. 1353-1356 (2017).
V. Singh, A.M. Wheeler, M.R. Lish, O. Chvála, and B.R. Upadhyaya, “Nonlinear Dynamic
Model of Molten-Salt Reactor Experiment – Validation and Operational Analysis,” Annals
of Nuclear Energy, 113, pg. 177-193 (2018).
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3.1

Introduction

The Molten-Salt Reactor Program (MSRP) was conducted at Oak Ridge National
Laboratory (ORNL) from 1958 to 1976. The objective of the program was to develop liquid
fuel nuclear reactors that used solutions of fissile or fertile material in suitable carrier salts
as both fuel and primary coolant. An essential goal of the program was to use the thorium
cycle and to extend fuel resources [52].
A significant achievement of the MSRP was the design, construction, and operation
of the Molten-Salt Reactor Experiment (MSRE) [13]. MSRE was an 8 MW(th) reactor
with an operating temperature of ~650 ℃. A liquid fuel salt circulated through an external
pump into the reactor core that contained graphite blocks for neutron moderation. The fuel
salt then flowed through a salt-salt heat exchanger. The secondary circuit comprised of a
molten salt with comparable properties but without any actinides. It circulated through a
radiator to dissipate the heat to the atmosphere. The primary and the secondary circuits
were made of INOR-8, a nickel-molybdenum-iron-chromium alloy7. The purpose of
MSRE was to demonstrate the reliability of critical components, and to develop
components and other technology necessary for a commercial molten-salt reactor
demonstration. It was the first reactor ever primarily to operate using U-233 fuel.
Experiments carried out at MSRE showed the practicality of handling molten salts
in an operating reactor. The salt chemistry was found to behave well at the elevated
temperature and high radiation environment with minimal corrosion in both the graphite
and INOR-8 components. The reactor’s dynamic behavior correlated well with predictions
as reported by Kerlin et al., 1971a [37]. Radioactive core component maintenance was
accomplished with little exposure, and xenon was removed in the pump bowl by gas
sparging. MSRE had many instruments installed for characterization of reactor operation.
System monitoring was mainly accomplished using more than 1000 type-K thermocouples
that measured temperature in various flow regions of the reactor system [53]. The second
phase of the program aimed at reprocessing the molten fluoride salts was carried out, and
7
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uranium along with fission products such as tellurium, iodine, niobium, molybdenum etc.
were recovered [54]. MSRE operation ended in 1969 and the program was permanently
shut down in 1973 citing budgetary reasons [55]. MSRE is the only example of a wellcharacterized, power-operated molten-salt reactor (MSR). Therefore, its results serve as
benchmarks for current MSR studies. Before the conclusion of the MSRP in 1976, several
studies were carried out on molten-salt breeder reactor (MSBR) designs. Efforts were
devoted to technology development needed for full-scale molten-salt reactor
demonstrations including studies on materials, fuel and coolant salt chemistry, fissionproduct behavior, processing methods, and systems and components development. These
results were documented in hundreds of reports and peer-reviewed publications. A world
wide web repository of many of these papers can be found at Ref. [56].
This chapter focuses on comparing simulation results with experimental data
obtained during the operation of the MSRE. It presents two nonlinear dynamic models built
for this purpose. The first model uses one region to describe the core. The second model
uses nine such regions each with a weighted power distribution to conveniently reproduce
the theoretical model published by ORNL, Kerlin et al., 1971b [36]. Details of model
development along with validation of the modeling approach are the primary topics of
discussion. Also presented are results from the simulation of credible operational
anomalies using the one-region model. In the context of this modeling study, some effort
was devoted to assembling a consistent set of parameters for the MSRE from a vast catalog
of information acquired through a decade of MSRE development and operation. The
chapter discusses this process and lists parameters of interest.
The developed nonlinear nodal models are an attempt to reflect the MSRE design
accurately. In doing so, the models simulate the dynamic behavior of the neutron kinetics,
heat transfer, and fluid transport. The only difference is that the nine-region model
distributes the total power generated and the associated temperature changes among the
nine core regions using appropriate importance factors. The one-region model assumes
uniform temperature effects in the core. This chapter compares the results of simulation for
both the developed models against experimental data for time response and frequency
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response of the system to reactivity insertions and elaborates on the main
observations. This chapter also discusses modifications to the one-region model to allow
simulation of conceivable operational anomalies and their resulting reactivity transients
and presents the simulation results.
The contained information is organized as follows: A brief overview of the timeline
of the MSRE operation and the description of the reactor system is presented in Section
3.2. The development of both the one-region and nine-region models along with
modifications to the one-region model for simulating incidents, modeling parameters, and
model equations are described in Section 3.3. The results of simulation and comparisons
with experimental data are presented in Section 3.4. Finally, the main conclusions derived
from the study are outlined in Section 3.5.

3.2

Background

This section discusses the general features and characteristics of the MSRE system.
The information is arranged as follows. Section 3.2.1 provides a brief discussion of the
timeline of operation of MSRE, followed by a description of the reactor system, its
dynamic characteristics and the effect of fuel types in Section 3.2.2. The main intention
here is to provide a sufficient background to develop the dynamic models presented in
Section 3.3.
3.2.1

Brief timeline of MSRE operation

The MSRE operated from June 1965 through December 1969. The design of the
MSRE began in the summer of 1960 with the fabrication of INOR-8 and graphite
components following in the years after. Installation of the systems finished in the summer
of 1964, followed by pre-critical tests to determine the functionality of all systems.
Meanwhile, the design and operation reports and dynamics studies were published [53, 57].
The carrier salt circulated in the final pre-critical tests contained depleted uranium
that was enriched with 61 wt% UF4-LiF eutectic salt, and the MSRE went critical on June
1, 1965 [13]. It operated at zero-power for a few months while control rod calibration and
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measurement of reactivity coefficients needed for future analysis were carried out. Tests in
the kilowatt range showed that the dynamics of the system behaved as expected. In the
approach to full power, the reactor was operated at several intermediate power levels to
observe its dynamics, xenon behavior, and fuel chemistry. MSRE was designed to be a 10
MW(th) reactor, although in the final stages of power escalation it was discovered that the
heat extraction in the secondary system was smaller than expected. Therefore, the
maximum steady-state power level was restricted to ~7.2 MW, as measured from heat
balances [13]. Later, the coolant salt specific heat was measured and found to be 11%
higher than the original value. Hence, MSRE operated at close to 8 MW. Full power
operation with U-235 fuel continued until 1968, with short interruptions for maintenance
and components inspections.
Operation with U-235 fuel ended in March 1968, followed by several months of
preparations to strip the uranium from the carrier salt by a fluoride volatility process, and
replace it with U-233. Fluorination of the fuel salt recovered the 218 kg of uranium with
47 hours of fluorine sparging over a 6-day period. Corrosion products were reduced and
filtered in another ten days. MSRE again went critical in October of 1968, but this time
with U-233 fuel, making it the first reactor ever operated primarily on this fuel type.
Following a set of zero-power physics experiments, the reactor was stepped up to 1, 5, and
8 MW with dynamics tests and observations of reactivity and radiation heating at each level
[13]. As was expected, MSRE was found to be operationally stable over the entire range
of power, with the dynamic characteristics showing close agreement with predictions for
both U-233 and U-235 fuel loadings.
3.2.2

Description of the MSRE system

MSRE was an experimental reactor and detailed studies of its dynamic
characteristics were performed prior to both U-235 and U-233 fuel loading. Figure 3.1
shows a simplified schematic of the MSRE. The core was composed of a matrix of
rectangular graphite blocks for neutron moderation. The graphite blocks were coated with
pyrolytic carbon to reduce permeability. Grooves on the sides of the graphite blocks formed
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channels for the fluid fuel to flow up through the graphite lattice. The molten, fuel-bearing
carrier salt of 7LiF-BeF2-ZrF4-UF4 (65-29.1-5-0.9 mole%) at 632 ºC was pumped through
the core where the 8 MW of heat generated through fission raised the temperature of the
salt by ~22 ºC. The fuel salt then circulated through a heat exchanger where it transferred
the primary heat to a non-fueled secondary coolant salt of 7LiF-BeF2 (66-34 mole%) before
returning to the core. The secondary coolant salt circulated through an air-cooled radiator
and rejected heat to the atmosphere.
All other salt-containing components were constructed from INOR-8. Three
flexible control rods consisting of gadolinium in the form of Gd2O3-Al2O3 ceramic clad
with Inconel were driven on a chain and clutch system to raise and lower the rods. The
negative reactivity coefficient of the reactor system along with low excess reactivity meant
that nuclear safety was not primarily dependent on fast moving control rods. The rods were
used to maintain power level and outlet fuel temperature.

Figure 3.1. Simplified schematic of the Molten-Salt Reactor Experiment system. Temperatures changed to
degrees Celsius. (Image source: Kerlin et al. 1971, © Nuclear Technology)
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Criticality in MSRE was first achieved with U-235 fuel (33% enriched). After 9006
equivalent full power hours of operation, the reactor was refueled with U-233 (91%
enriched) for an additional 4166 equivalent full power hours of operation [13]. Extensive
theoretical studies were carried out prior to the functioning of the reactor. As mentioned
before, the reactor was operated at different power levels from zero-power to full power of
8 MW(th) during the experiment to make measurements and study stability at all power
levels. This was true for both U-235 and U-233 operation.
The product of mass flow rate of the salt, specific heat capacity (at constant
pressure), and the difference in the inlet and outlet temperatures of the salt gives the power
generated in the system. This measurement was made using thermocouples placed on the
outside of piping in the secondary system. The flow rate of the salt streams is not meant to
change in MSRE. Hence, only the temperature difference between the inlet and outlet salt
changes during operation at different power levels.
The two most important characteristics of MSRE that contribute to the dynamic
behavior are its heterogeneous core and its fluid fuel that circulates continuously. The fuel
circulation reduces the delayed-neutron precursors decaying in the core, reduces the rate
of temperature change in the fuel during a power change, and introduces delayed fueltemperature and neutron-production effects. The heterogeneity of the core induces delayed
feedback effects due to slow temperature variations in the graphite [36]. The main
difference in the two fissile fuel types used at MSRE and considered here are the relative
delayed-neutron fractions. U-233 has a total delayed neutron fraction, β, of 0.00264 as
opposed to 0.0065 for U-235. Also, temperature changes in the salt have a much larger
effect on the reactivity feedback than temperature variations in the graphite. The heat
transfer and heat capacities of the core components are such that rapid changes in
temperature of the fuel salt do not translate to a rapid shift in the graphite temperature.
Thus, rapid feedback is dominated by fuel temperature changes.
This study of the dynamic behavior of MSRE falls under two sub-categories. One
deals with the behavior of the reactor during normal operation when subjected to relatively
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small reactivity perturbations. The main concern here is to analyze the stability of the
reactor under all power levels and compare results of simulations with experimental data.
The other sub-category considers the response of the reactor system to significant and rapid
changes in reactivity encountered during operational anomalies such as failure of either
salt pumps or overcooling of the salts.
When operating at zero power or at a very low power, MSRE tends to be sluggish.
At these power levels, the fission chain reaction is controlled using control rods alone, and
the dynamic behavior depends on the prompt neutron lifetime and the effective delayedneutron fraction. While operating at high power, the kinetic behavior of MSRE is
dependent on the fuel and graphite temperature coefficients of reactivity, the power density
of the fuel, heat capacities of the various components, heat transfer coefficients, and
transport lags in the salt circuits [36, 57].
The MSRE system has an overall negative reactivity coefficient. The dominant
effect here is the change in the fuel salt density upon temperature increase that reduces the
amount of fissile material present in the core leading to more neutron leakage. The graphite
also has a negative feedback coefficient arising mainly due to the large surface area to
volume ratio that results in increased neutron leakage with thermal expansion.

3.3

Development of the nodal model

The objective in this section is to develop nonlinear models that succinctly describe
the MSRE system. A general description of these models is provided in Section 3.3.1.
Modifications made to the one-region model for simulating operational anomalies are
discussed in Section 3.3.2. This is followed by a brief discussion of the parameters of
modeling along with the task of assembling them by combing literature resources in
Section 3.3.3. The equations used in modeling are outlined with a brief discussion of the
rationale behind using them in Section 3.3.4.
The importance weighting for each of the regions is adapted from the final ORNL
model published in Kerlin et al., 1971b, and elaborated originally for a 10 MW(th) U-235
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fueled MSRE system in Ball and Kerlin, 1965 [34]. This chapter aims to show the
validation of the modeling approach by comparing results of simulations from both the
models with experimental data from MSRE, published in Kerlin et al., 1971a.
3.3.1

Description of the model

The essence of the modeling approach is to describe the dynamics of neutron
density (reactor power), core heat transfer, heat exchanger, and radiator using nodalization
of the various masses involved. This lumped-parameter modeling approach is similar to
the one employed in Kerlin et al., 1971a, but using nonlinear equations thanks to advances
in computing power.
A modified point kinetics model with six delayed-neutron groups is the basis for
the described neutron dynamics for both models, and both U-233 and U-235 fuel. This
neutron dynamics model explicitly accounts for delayed-neutron losses in the external loop
through the heat exchanger. Expressing the neutronic equations in the form of fractional
power excludes the need for quantitative knowledge of the neutron density and precursor
concentrations. The premise is that the reactor power is proportional to neutron density,
with all other parameters held fixed.

Figure 3.2. MSRE one-region nodal model.
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The nine-region model accounts for spatial variation in power production and
feedback effects by using importance weighting. The masses of the nine regions along with
residence times and power generation fractions are adapted from Ball and Kerlin, 1965. No
spatial variations of neutron flux are considered in the one-region model.
Figure 3.2 shows the one-region model for the MSRE8. Except for the core, the
flow described in Figure 3.2 applies to both the designed models. The core heat transfer
description for the one-region model consists of one graphite node and two fuel flow nodes.
For the nine-region model, the core is divided radially from the center into nine regions for
a total of nine graphite nodes and eighteen fuel flow nodes. The nodalization for the nineregion model is shown in Figure 3.3, which essentially reproduces the model developed by
ORNL9.
Ordinary differential equations describe all corresponding state variables with
delay terms included as required. MSRE reports suggest that 93% of the energy from
fission is deposited in the fuel salt while 7% goes to graphite (gamma ray and neutron
interaction) [36]. For the nine-region model, the deposited power is distributed among the
twenty-seven nodes as governed by axial and radial importance profiles for the fuel and
graphite. These are just a proxy for the overall energy distribution and neutron flux profile
in the core found by solving steady-state two-group diffusion equations in two dimensions
as reported in Ball and Kerlin, 1965. The weighted values of nuclear importance for each
of the regions is used to calculate the temperature feedback reactivity from that region.
Additionally, the liquid salt nodes are assumed to be well-mixed in both models with the
temperature of the liquid exiting the node being the same as the temperature of the liquid
in the node. Note that there is no radial or axial heat transfer in the graphite in both models.
The one-region model therefore ignores the temperature distribution in the core. For the
nine-region model, the core is divided radially into four flow columns each with a different
mass flow rate such that the average residence time of the fuel salt in the core is the same
as in the case of the one-region model. The most significant difference between the one8
9

https://github.com/ondrejch/2017-MSRE-paper/one-region_model
https://github.com/ondrejch/2017-MSRE-paper/nine-region_model
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region model and the nine-region model is the effect of the higher core resolution on the
average temperature and the resulting reactivity feedback. Following a reactivity
perturbation in steady-state, the temperature response of downstream fuel flow nodes is
affected by both the power generation in the node and temperature change in upstream
nodes. The effects of this on the reactor response will be analyzed later.
Since the fractional power generated in the four radial columns are different, the
salts exiting at the top have different temperatures. A 2-second mixing pot is used to
facilitate mixing before the fuel salt moves on to the heat exchanger. The transit of the fuel
salt to and from the heat exchanger is modeled using pure delays. The secondary salt circuit
also utilizes appropriate delays. The fuel salt heat exchanger is modeled using four fuel
flow nodes, four coolant flow nodes and two tube metal nodes. The heat sink in the oneregion model is a radiator model consisting of one coolant salt node and one air flow node.
This also allows for simulating pump trips in both the primary and secondary circuits. The
nine-region model approximates the secondary side dynamics with a constant power
withdrawal node representative of a radiator.

Figure 3.3. Nine-region core as described in the model outlined in Kerlin et al. 1971a [37].
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These models are intended to be a close approximation of the operational MSRE.
Their inherent nonlinearity makes the predicted response more valid in scenarios away
from the steady-state or what would serve as a point of linearization. Coupled with their
simplicity of implementation, these models can be used to study the behavior of the reactor
due to reactivity perturbations during normal operation. They can also be extended to study
operational anomalies that lead to large reactivity excursions, as will be demonstrated.
However, the models do have certain limitations. First, the neutronics and the precursors
in the core are modeled as a point neglecting any effects of precursor drift within the core
volume. Then there are reactivity effects due to xenon poisoning and circulating void
fractions in the fuel salts that are ignored. The heat produced in the salt due to fissions out
of the core and any decay of fission products are also neglected. Thus, these models serve
as a faithful approximation of the MSRE system, barring the limitations mentioned above.
If the modeling results compare favorably against experimental data, this modeling
approach can be extended to study the dynamic behavior of other MSR systems given a set
of design parameters.
This model does not include any control action and when running at a constant flow
rate can be considered valid for high power operation only, that is, 1 MW(th) and up. The
model was developed in MATLABTM–Simulink, using appropriate tools for graphically
representing the nodal model and solving the coupled nonlinear system of equations [58].
Figure 3.4 shows the block diagram of the model as assembled in Simulink. Implementing
the neutronics required solving delayed-differential equations (DDE) for the delayedneutron precursor concentrations. It should be mentioned that Simulink does not offer
solvers for DDEs and hence delay terms for DDEs implemented in this model are stored
and passed to an ODE solver after appropriate time delays.
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Figure 3.4. Block diagram of the model as assembled in MATLAB-Simulink.

3.3.2

Modifications for simulating operational anomalies

The operational anomalies discussed in this chapter include loss-of-flow incidents
at high power in the primary and the secondary system, and an uncontrolled “cold-slug”
insertion into the core10. In the case of loss-of-flow in either circuit, the two major changes
from the above-discussed model are in the transport lags used for simulating fluid flow in
the system and the heat transfer coefficients for the various heat transfer interfaces.
During critical operation, a pump trip in the primary circuit affects the fuel
circulation rate and hence the rate at which delayed-neutron precursors are transported.
After the pump trip, the flow rate does not immediately fall to zero. Instead, there is a coastdown over a period of several seconds. This change in flow rate is simulated using an
exponential decay function with appropriate time constants. The delays in the circuit are
calculated as a function of the instantaneous flow rate over the coast-down period.
Furthermore, the flow rate never reaches zero as there is some flow remaining due to
10

https://github.com/ondrejch/2017-MSRE-paper/operational_anomalies
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thermal convection ensuing from temperature differences across the closed loop. These
effects combined introduce power and temperature excursions resulting from both a
reduction in the heat removal and an increased decay of delayed-neutron precursors in the
core.
A similar implementation is used to simulate loss-of-flow in the secondary coolant
loop. In this case, the delays in the secondary circuit are altered as per the instantaneous
flow rate during the coast-down period. The instantaneous flow fraction is calculated
during the coast-down by the “pump trip” subsystem (shown in Figure 3.4) and passed on
to the other plant subsystems. The heat transfer coefficients for the salt-graphite and saltmetal interfaces as a function of flow rate were obtained from studies conducted at ORNL
for the MSRE system such as MacPherson, 1960, and Burke, 1960. [59, 60]. These values
are implemented as fractions of the nominal value in both cases.
A “cold-slug” incident refers to a decrease in the mean temperature of the core
brought about from the injection of a small mass of fuel salt at an abnormally low
temperature. The effect is an increase in reactivity because the fuel salt has a negative
temperature coefficient. A cold-slug is simulated using a switch in the model that when
tripped causes the inlet fuel temperature to decrease for a given period. Depending on the
time the switch is activated, a certain volume of colder fuel salt flows into the core.
It must be mentioned that no corrective action is performed for the anomalies
described above. Moreover, no phase change due to a freezing of the salts is accounted for
in the present model. The MSRE system included heaters to prevent salts from freezing in
the circuits, which are ignored in this model.
3.3.3

Parameters used in modeling

It is important to recognize that ORNL conducted the MSRE project over the course
of a decade. A significant effort was devoted to archiving the knowledge attained during
their adventure. An expansive library of documents and reports related to various aspects
of the study were published over the entire period of the experiment.
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Being an active research project meant that small changes in the reactor’s design
were frequent in the early stages. Moreover, MSRE was originally intended to be a 10
MW(th) reactor but ended up close to ~8 MW(th) as mentioned above. The various reports
published before the full power operation detailed the version of the reactor as envisioned
during the publication. This presents a challenge in gathering a consistent set of parameters
that were representative of the final reactor operation. Thus, a significant undertaking in
this project included gathering a parameter set that represents the version of the reactor
where the experimental data were collected. It was determined that a preliminary set of
parameters should be acquired from published design reports prior to full power operation,
i.e., Haubenreich et al., 1964, Robertson, 1965, and Ball and Kerlin, 1965. Any published
parameters found in later reports that were different from those presented in the preliminary
set took precedence, that is, Steffy, 1970, and Kerlin et al., 1971b.
Neutronics parameters used for the respective fuel types are presented in Table 3.1.
Delayed-neutron data for the two fuel types is given in Table 3.2. The columns titled U233 and U-235 correspond to values for the enrichments mentioned above. A concise set
of physical modeling parameters is presented in Table A.1. The nuclear importance
weighted parameters used in the nine-region model is reproduced from Ball and Kerlin,
1965, in Table A.2.
3.3.4

Equations used in modeling

The neutron dynamics is described by the modified Point-reactor Kinetics
Equations (PKE), similar to those employed in earlier studies of MSRE [36]. The main
difference here is that the model is inherently nonlinear. Shown here in Equations (3.1) and
(3.2), these are a system of seven, coupled, nonlinear, delayed-differential equations.
6

𝑑𝑛(𝑡) (𝜌(𝑡) − 𝛽)
=
𝑛(𝑡) + ∑ 𝜆𝑖 𝐶𝑖 (𝑡) + 𝑆(𝑡)
𝑑𝑡
𝛬
𝑖=1

(3.1)
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𝑑𝐶𝑖 (𝑡) 𝛽𝑖
𝐶𝑖 (𝑡) 𝐶𝑖 (𝑡 − 𝜏𝐿 )𝑒 −𝜆𝑖 𝜏𝐿
= 𝑛(𝑡) − 𝜆𝑖 𝐶𝑖 (𝑡) −
+
𝑑𝑡
𝛬
𝜏𝐶
𝜏𝐶
(3.2)
where n(t) is neutron density, Ci(t) represents the concentration of the ith delayed-neutron
precursor (where, i = 1…6), ⍴(t) is the total reactivity as a function of time (input), βi is the
delayed-neutron fraction of the ith delayed group, β is the total delayed-neutron fraction,
S(t) is the source perturbation term, τC is the fuel transit time in the core (8.46 sec), and τL
is the fuel transit time in the external loop (16.73 sec).
With the above modifications, the reactivity necessary for steady state operation ⍴o
is non-zero, unlike in the case of solid-fuel reactors. It is obtained by setting the derivatives
on the left side of Equations (3.1) and (3.2) equal to zero and solving for ⍴(t=0). It is given
by:
6

𝛽𝑖
1
[1 − 𝑒 −𝜆𝑖 𝜏𝐿 ])
𝑖=1 (1 +
𝜆𝑖 𝜏 𝐶

𝜌𝑜 = 𝛽 − ∑

(3.3)
This ρo term is the reactivity change due to circulating fuel and accounts for delayedneutrons lost in transit. It is dependent on the fissile material and has a value of ρo ≈ 0.00247
for U-235 fuel, and ρo ≈ 0.00112 for U-233 fuel. When the reactor model operates at steadystate, the natural reactivity feedbacks from the fuel and graphite sum up to this value. Thus,
ρo can be viewed as the reactivity needed to achieve steady state in going from a stationary
solid fuel to a circulating fluid fuel.
The total reactivity for the system is expressed as:
𝜌(𝑡) = 𝜌𝑜 + 𝜌𝑓𝑏 (𝑡) + 𝜌𝑒𝑥𝑡 (𝑡)
(3.4)
The feedback reactivity, ρfb(t), is contributed by changes in the fuel salt, and graphite
temperatures. It is given by,
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𝑛

𝑛

𝜌𝑓𝑏 (𝑡) = 𝛼𝑓 ∑ 𝐼𝑓𝑖 [𝑇𝑓,0 − 𝑇𝑓 (𝑡)] + 𝛼𝑔 ∑ 𝐼𝑔𝑖 [𝑇𝑔,0 − 𝑇𝑔 (𝑡)]
𝑖=1

𝑖=1

∑𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝐼𝑓𝑖 = 1.0, and ∑𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝐼𝑔𝑖 = 1.0
(3.5)

where the terms represent a contribution from fuel and graphite given by the product of the
reactivity feedback coefficient (αf, αg), the weighted nuclear importance factor and the
difference of the temperature of each node at time ‘t’ from the steady-state temperature of
that node. Also, the sum of the importance factors for each component is unity. The sign
of each term depends on the temperature variations in the node and therefore when summed
together, ρfb can have a net positive or negative value.
The total heat from fission is deposited in the core components in the fractions
mentioned before, and all this heat is carried away by the fuel salt which is the primary
coolant. Thus, the temperature change equation for the fuel salt contains a fractional power
generation term, a fuel to fuel node heat transfer term, and a fuel to graphite heat transfer
term, as shown in Equations (3.6) and (3.7). Additionally, this means that steady-state
temperature of the graphite node is higher than the fuel nodes because all the heat generated
in the graphite eventually needs to be carried away by the fuel salt.

Table 3.1. Neutronics parameters for U-233 and U-235 [36, 34].

Parameter
Prompt neutron lifetime Λ
Delayed-neutron fraction β
Core transit time τC
External loop transit time τL
Fuel salt reactivity coefficient αf

U-235
4x10-4 s
0.0065
8.46 s
16.73 s
-8.71x10-5 δρ/℃

Graphite reactivity coefficient αg

-6.66x10-5 δρ/℃

36

U-233
2.4x10-4 s
0.00264
8.46 s
16.73 s
-11.034x10-5
δρ/℃
-5.814x10-5 δρ/℃

𝑛
𝐾1 𝑃0 (𝑛 )
𝑑𝑇𝑓1
𝑊𝑓
𝐾𝑔1
ℎ𝐴𝑓𝑔
0
=
(𝑇𝑓𝑖𝑛 − 𝑇𝑓1 ) +
+(
)
(𝑇 − 𝑇𝑓1 )
𝑑𝑡
𝑚𝑓1
𝑚𝑓1 𝐶𝑝𝑓
𝐾𝑔1 + 𝐾𝑔2 𝑚𝑓1 𝐶𝑝𝑓 𝑔
(3.6)
𝑛
𝐾2 𝑃0 (𝑛 )
𝑑𝑇𝑓2
𝑊𝑓
𝐾𝑔2
ℎ𝐴𝑓𝑔
0
=
(𝑇𝑓1 − 𝑇𝑓2 ) +
+(
)
(𝑇 − 𝑇𝑓1 )
𝑑𝑡
𝑚𝑓2
𝑚𝑓2 𝐶𝑝𝑓
𝐾𝑔1 + 𝐾𝑔2 𝑚𝑓2 𝐶𝑝𝑓 𝑔
(3.7)
Here, Wf is the mass flow rate of fuel salt, mf1 and mf2 represent the mass of fuel nodes ‘1’
and ‘2’ respectively, Cpf represents the fuel salt specific heat capacity, K1 and K2 are the
fraction of total power generated in fuel nodes ‘1’ and ‘2’, Kg1 and Kg2 represent the
fraction of power generated in the graphite transferred to each fuel node, hAfg is the product
of area and heat transfer coefficient for the fuel-graphite interface, Po is the nominal power
which multiplied with fractional neutron density n/no gives the instantaneous power, and
the Ts represent the temperatures of the various nodes. Note that the direction of heat
transfer depends on the instantaneous temperature of the various nodes.
The graphite node contains a power generation term, since 7% of the power is
deposited in the graphite, and a fuel to graphite heat transfer term, as in Equation (3.8).

Table 3.2. Delayed-neutron group data for U-233 and U-235.

Group
1
2
3
4
5
6
Total

λi (sec-1)
0.0126
0.0337
0.139
0.325
1.13
2.50

U-233
0.00023
0.00079
0.00067
0.00073
0.00013
0.00009
0.00264

37

U-235
0.000215
0.00142
0.00127
0.00257
0.00075
0.00027
0.00650

𝑛
𝑃0 (𝑛 )
𝑑𝑇𝑔
ℎ𝐴𝑓𝑔
0
= (𝐾𝑔1 + 𝐾𝑔2 )
+
(𝑇 − 𝑇𝑔 )
𝑑𝑡
𝑚𝑔 𝐶𝑝𝑔 𝑚𝑔 𝐶𝑝𝑔 𝑓
(3.8)
Here, mg represents the mass of the graphite node, Kg is the fraction of heat deposited in
the graphite node, and Cpg is the graphite specific heat capacity. All other terms have the
same meaning as before. Similar equations are constructed for each region in the nineregion model.
Heat exchanger and radiator nodes use analogous equations as described above, but
without the power generation terms as no heat generation outside the core is considered in
this model. Steady-state temperatures throughout the model were adopted from MSRE
design documents. In the one-region model, the mass of the various components is
distributed equally among the nodes, and intermediate nodal temperatures are calculated
by dividing the difference in the inlet and outlet temperatures equally. For the nine-region
model the steady-state temperature in each region is determined using nuclear importance
factors detailed in Table A.2.
In the case of loss-of-flow simulations, the instantaneous flow rate is used to
recalculate time delays between the reactor core and heat exchanger, the total time spent in
the core, and the time spent traveling through the primary circuit. The change in delays
causes the neutronics equations to change as well. The new neutronics equations are given
in Equations (3.9) and (3.10). The precursor concentrations are modified to account for the
changing rate of precursors leaving and reentering the core. Thus, the delay terms τC and
τL for the pump trip scenario are not constants anymore but rather functions of time.
Equation (3.9) represents the precursors leaving the core at time ‘t’, which can in turn, be
substituted into Equation (3.2) to produce Equation (3.10).
ψi (𝑡) =

𝐶𝑖 (𝑡)
τC (𝑡)
(3.9)
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𝑑𝐶𝑖 (𝑡) 𝛽𝑖
= 𝑛(𝑡) − 𝜆𝑖 𝐶𝑖 (𝑡) − ψ(𝑡) + ψi (t − τL (𝑡))𝑒 −𝜆𝑖 𝜏𝐿(𝑡)
𝑑𝑡
𝛬
(3.10)

3.4

Results

The results from simulation and comparison with experimental data, when
available, are presented in this section. The experimental data were retrieved from Kerlin
et al., 1971a, and Steffy, 1970, by digitizing the plots [61]11. Results for the U-235 fueled
system are presented in Section 3.4.1, followed by results from the U-233 system in Section
3.4.2. Finally, results from simulation of selected operational anomalies are presented in
Section 3.4.3.
3.4.1

U-235 fueled system

This section deals with model simulations using neutronics parameters for U-235
fuel. Thermodynamic parameters are assumed to be the same for both fuel types.
3.4.1.1 Dynamic response to a step reactivity perturbation
The dynamic characteristics of the MSRE models are studied by examining the
response to a step reactivity change. The response of both the models for the U-235 fueled
MSRE system using a +10 pcm reactivity input is shown in Figure 3.5 for thermal power
levels of 1, 5, and 8 MW(th). At low power levels, such as 1 MW and below, the MSRE
system tends to be sluggish, as expected [34]. The temperature differences in the core
components, primarily the fuel salt, is not sufficient to generate a strong feedback response.
Therefore, the power response following a step perturbation is lightly damped and the
system tends to be oscillatory with a low frequency. As power level increases, the
increasing feedback reactivity counteracts the external reactivity perturbation and strongly
damps the response. The peaks in the response of the two models, at all power levels
investigated, varied in that the nine-region model always showed a lower magnitude. The
nine-region model also showed a phase difference. The conservative response of the one-

11

https://github.com/ondrejch/2017-MSRE-paper/MSRE_data
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region model for the initial power spike due to model limitations within the core residence
time. The nine-region model resolves the temperature distribution and the relevant
feedbacks within the core and hence shows a more detailed response. The long-term
behavior, however, is similar for both the models. The response was also progressively
more damped at higher power levels for both models.

Figure 3.5. Response of power over time for the U-235 fueled MSRE systems to a +10 pcm reactivity input
at 1, 5, and 8 MW(th).
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The transient response at nominal power of 8 MW(th) to a +50 pcm step insertion
is shown in Figure 3.6, along with the corresponding feedback reactivity response resulting
from the associated temperature changes in the core. A prompt jump in power is seen
immediately following the step insertion with a peak around ~17s followed by an
exponential decrease. A corresponding “plateau” is seen in the feedback response at ~17s.
Because of the circulating fuel, warmer fuel salts from the initial transient reenter the core
every ~17s. This is, of course, the external loop time of the fuel. For circulating fuel
reactors, the steady-state reactivity is non-zero, as mentioned before. This means that the
reactivity feedback changes about a steady-state value of ρo. The feedback plot shows a
corresponding prompt decrease in the reactivity immediately following the step insertion.
As the fuel and the graphite temperatures increase, the feedback reactivity settles at a value
lower than steady-state counteracting the step insertion. The average temperatures of the
graphite and core fuel flow nodes for both models are shown in Figure 3.7. Following the
step insertion, the fuel temperatures increase sharply in both models. It is evident that the
increased nodalization along with distinct flow rates in the flow columns of the nine-region
model leads to a higher resolution in the fuel temperature response. The graphite
temperatures are seen to increase smoothly to an increased steady-state value in each
model. Because of the increased average nodal temperatures, a corresponding feedback
response of -50 pcm is generated counteracting the step perturbation.
3.4.1.2 Power to reactivity frequency response
In this case, published experimental data was available and digitized as mentioned
before. For this type of modeling, the usual route is to linearize the model and calculate
frequency response using well-established methods for linear time invariant systems. The
models covered in this chapter, however, are nonlinear. Therefore, a sinusoidal reactivity
input of small amplitude of ±1 pcm was used to produce the Bode plots. For such small
perturbation, both models responded well within the domain of linearity. That is, the
frequency of the power response was the same as the frequency of the periodic reactivity
input. The changes in the gain and phase of the power response were calculated using
appropriate algorithms.
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Figure 3.6. Response of the reactor power to +50 pcm step insertion (a) power over time (b) corresponding
feedback reactivity over time.
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Figure 3.7. Graphite and fuel node temperatures in the core following +50 pcm external step reactivity
insertion.

Figure 3.8 shows a comparison of the power to reactivity frequency response for
the MSRE system using U-235 fuel at 5 MW(th). Figure 3.9 shows the same at 8 MW(th).
The magnitude plots display a prominent peak with the magnitude indicative of the natural
period of the system. The peak shifts to lower frequencies at lower power levels as seen in
the figures. A dip in the magnitude at ~0.25 rad/s, however, is seen at all power levels for
both core models. This can be attributed to the recirculation of the fuel. Consider a small
mass of fuel salt entering at the bottom of the core. After undergoing fission, this mass of
fuel salt with its load of delayed neutron precursors reenters the core after one full loop.
Thus, new delayed neutron precursors are reintroduced into the core every τL+τC seconds
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where they decay affecting power and feedback response. Thus, the reactor has a natural
resonance response at a frequency of 2π/(τL+τC) ≈ 0.25 rad/s.
As expected from the time response plots shown above, the magnitude of the nineregion is typically lower than the one-region model. There is also a slight difference in the
phase. The response of the nine-region model developed here is identical to the model
published by Kerlin et al., 1971b. Results for both models show good general agreement
with the experimental data. Note that some errors may have been introduced during the
digitizing process owing to the fact that the data were originally reported on hand-drawn
plots, then scanned and made available to the modern world. Barring such sources of error,
the differences between simulation and experimental data can be attributed to the inherent
simplifications in the model and any differences in parameters. The general accuracy of
the models shows that the difference in core nodalization has a minimal effect on the
response of the dynamic model. Each model is a good approximation of the MSRE system,
and the responses generated are essentially valid when compared to experimental data.
Notably, it appears that the simplest one-region, one-dimensional model is sufficient to
reproduce the available experimental data.
3.4.2

U-233 fueled system

Modeling results with U-233 fuel are presented here along with comparisons with
experimental data obtained from MSRE reports.
3.4.2.1 Dynamic response to a step reactivity insertion
Figure 3.10 shows the response of the U-233 fueled MSRE models to a step input
of +10 pcm. Both models display stable behavior, comparable to the U-235 fueled case,
despite the fuel now having a much lower delayed-neutron fraction. At lower power levels,
the system tends to be sluggish and oscillatory, as with the U-235 case, but with a shorter
period of oscillation. This can be attributed to the fact that U-233 fuel has a much stronger
negative feedback coefficient. At higher power, the system response is strongly damped.
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Figure 3.8. Comparison of power to reactivity frequency response of the model to experimental data for U235 fuel at 5 MW(th), (a) magnitude and (b) phase.
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Figure 3.9. Comparison of power to reactivity frequency response of the model to experimental data for U235 fuel at 8 MW(th), (a) magnitude and (b) phase.
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Figure 3.10. Response of power over time for the U-233 fueled MSRE system to a +10 pcm step input at 1,
5 and 8 MW(th).
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Notice that “plateaus” are seen in the transient response for the 5 and 8 MW cases.
Due to the higher nodalization, the plateau is more noticeable in the nine-region model than
in the one-region model. The explanation for this is as follows: The core power
dramatically increases immediately following the step input accompanied by a rapid
increase in the temperature of the fuel salt. After reaching a peak in the first couple of
seconds, the negative feedback reactivity of the fuel stops any further increase in power.
During this period “cold” salt from the heat exchanger at a constant temperature continues
to flow into the core. The negative feedback of the salt at this time is sufficient to counteract
the step input, and the power begins to level off briefly before “warmer” fuel salt from the
initial reactivity insertion reenters the core after making a loop through the heat exchanger.
This increase in average core temperature introduces further negative feedback again
decreasing the power.
At lower power levels, the slower temperature increases in the fuel, and therefore
the negative feedback, prevents the reactor power from reaching the peak of its first
oscillation before “warmer” fluid returns to the core after making an external loop. Hence
there is no plateau at 1 MW. Note also that this behavior is not seen in the U-235 case
described earlier for the power levels investigated here. This is because of both a lower
negative feedback coefficient of the U-235 fuel salt which does not damp power increase
as strongly, and a higher delayed-neutron fraction that sustains the fission reaction longer
leading to a smooth decrease in power. U-235 fuel should also display analogous behavior
for higher power levels, flow rates, and reactivity perturbations.
Displaying the power response over time is more intuitive because human beings
deal with time in day-to-day life. Hence, an effort was made to digitize the experimental
data for step response of the MSRE system using U-233 fuel as published by Steffy, 1970
[62]. The experimental data is noisy, but the power profile can still be deduced. This
comparison for both the one-region and the nine-region models against experimental data
is shown in Figure 3.11, for the reactor at 5 MW. The step reactivity is +19.6 pcm. The
one-region model has a higher peak compared to the nine-region model due to the reasons
explained before. The response profile for both models, however, compare well with the
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experimental data. The response of the nine-region model is virtually identical to the
theoretical ORNL model presented in Steffy, 1970.

Figure 3.11. Response of model compared with experimental data for a +19.6 pcm step insertion for the
reactor at 5MW.
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Before proceeding with this discussion, the reader is encouraged to compare the
modeling results published here with Ball and Kerlin, 1965, and Kerlin et al., 1971b. For a
more modern take, the reader is directed to results of modeling efforts at Politecnico di
Milano published by Guerrieri et al., 2011, and Cammi et al., 2012 [63, 64]. The results for
the nine-region model published here are essentially identical to the results published in
Kerlin et al., 1971b, and the ORNL model as reproduced by Guerrieri et al., 2011. With
this in mind, a comparison of model results with experimental data with the reactor at 1
MW for a +13.9 pcm step insertion is presented in Figure 3.12. A similar plot, for the
reactor at 8 MW and a +24.8 pcm step insertion is shown in Figure 3.13. In the 1 MW case,
both the developed models clearly undershoot the experimental data. In the 8 MW case,
the responses of models clearly overshoot the experimental data. The power response for
the same input perturbations and power levels as Figure 3.12 and 3.13 were published by
Guerrieri et al., 2011, and their ORNL reproduction matches the nine-region model
perfectly. Thus, we have two modern and independent modeling efforts that compare well
with each other but fail to agree with the experimental data. Furthermore, the theoretical
model in the time response plots presented in Steffy, 1970, matches the experimental data.
This is a conundrum. On one hand, the frequency response plots for the nine-region model
published here match the theoretical results published by Kerlin et al., 1971b, for all cases
investigated. The comparisons also hold true with results published by Guerrieri et al. 2011.
On the other hand, the time response plots match for the 5 MW case but disagree for the 1
MW and 8 MW cases. Not to mention, the disagreements in model response and
experimental data are inverted for the 1 MW and 8 MW cases. This may indicate an error
in the data reported by Steffy, 1970. While there can be many arguments made for this
discrepancy, the authors would like to refrain from hypothesizing due to the absence of the
original recorded data. Instead, a comparison of the models is presented for a step insertion
of +14.8 pcm at 8 MW in Figure 3.13. The models now compare favorably to the
experimental data. Likewise, the results for the nine-region now matches the “theoretical
model” in Steffy, 1970. This is just conjecturing, but the intention is to point out that the
results published for MSRE are not immune to errors. Additionally, this demonstrates
limitations of existing data (the MSRE results) to validate modern tools.
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Figure 3.12. Response of model compared with experimental data for a +13.9 pcm step insertion for the
reactor at 1MW.

51

Figure 3.13. Modeling results compared with experimental data for a +24.8 pcm step insertion for the
reactor at 8MW. Response to a +14.8 pcm insertion is also shown.
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3.4.2.2 Power to reactivity frequency response
The power to reactivity frequency response of the MSRE system at 8 MW(th) is
shown in Figure 3.14 plotted against experimental data from Kerlin et al., 1971a. The plot
shows a general agreement of both the models with the experimental data. A dip in the
magnitude at ~0.25 rad/s is seen, and as before, can be attributed to fuel recirculation
effects.

Figure 3.14. Comparison of power to reactivity frequency response of the model with experimental data on
U-233 fuel at 8 MW(th), (a) magnitude and (b) phase.
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3.4.3

Operational anomalies

Results from the simulation of credible operational anomalies using the developed
one-region model are reported in this section. Loss-of-flow simulations were performed
for both the primary (fuel) and secondary (coolant) salt loops. Simulations for a cold-slug
of salt introduced into the core and the associated reactivity perturbation were also
performed. In each case, the model operates at nominal power of 8 MW(th) and does not
include corrective action or thermo-physics of phase changes in the salts.
3.4.3.1 Loss-of-flow in the primary system
The most likely cause of a loss-of-flow in the primary system is a pump trip, in
which case the flow rate reduces exponentially over a coast-down period before reaching
a steady-state thermal convection rate. The flow rate during coast-down is modeled using
an exponential decay equation with time constants of 2s, 6s, and 10s. The final thermal
convection circulation rate is determined by temperature differences across the circuit
which are not modeled here. Nevertheless, cases for different final circulation rates of 1%,
2%, 3%, 4%, and 5% of design flow rate are investigated here.
The heat transfer coefficient is dependent on the flow rate and decreases as the flow
rate drops. As mentioned before, the heat transfer coefficient as a function of flow rate was
obtained from MacPherson, 1960, by digitizing the provided plot that has been reproduced
here in Figure 3.15 (a) [59]. This is used to adjust the heat transfer for the primary salt and
graphite, and the primary salt and heat exchanger metal interfaces based on the
instantaneous flow rate. Time delays in the primary circuit are also recalculated, as
explained before.
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Figure 3.15. Relative heat transfer coefficient versus relative flow rate for (a) primary loop (b) secondary
loop
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Figure 3.16. Response of core power following pump trip in the primary circuit for different coast-down
rates.
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The response of the core power following the pump trip is shown in Figure 3.16 for
the aforementioned time constants and a final thermal convection rate of 5% of nominal
flow. The fissile fuel is U-235. Figure 3.17 shows the average core fuel salt temperature
for said coast-down rates. It is evident that the effect of different time constants on the rate
of power change is negligible. The power in the core increases briefly following the pump
trip due to more delayed-neutron precursors decaying in the core. It then falls sharply due
to the strongly negative temperature feedback arising from the now warmer and slower
moving fuel salt. Meanwhile, the average core fuel salt temperature first increases due to
reduced heat transfer in both the core and the heat exchanger, and then decreases due to
reduced fissions and continual heat removal by the secondary system. This lowered
temperature coupled with the reintroduction of delayed-neutron precursors into the core
after ~300s reignites the fission chain reaction. The power eventually settles at some rate
lower than nominal power depending on the final convection flow rate and the temperature
feedbacks. It should be mentioned that the temperature of both the fuel and coolant salts in
the heat exchanger fall below their liquidus temperatures in the present model, since phase
changes are not accounted for. The MSRE contained electrical heaters in the salt containing
parts of the system that were used to prevent unintended freezing and to allow for salt
draining [53]. In addition to that, fission product decay heat that is not accounted here could
prolong salt freezing. This means that in the actual MSRE system, the salt temperatures
could have been higher, but the general behavior should remain the same. The model
response here is comparable to the theoretical study published in Haubenreich and Engel,
1962 [65]. However, there is no experimental data for these anomalies from the MSRE.
Unlike the pump coast-down rate, however, the final steady-state thermal
convection rate does indeed have an appreciable effect on the power response of the core.
Following a pump trip, the power decreases because the fission rate is suppressed by the
strong negative feedback until delayed-neutron precursors are reintroduced into the core.
Consequently, a higher final flow rate would allow for more precursors to be reintroduced
into the core and reignite the fission reaction. Furthermore, higher flow rates have higher
heat transfer as evidenced by Figure 3.17 leading to more cooling and a reduction in the
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average core temperature which weakens the negative feedback effect. The power response
for the previously stated thermal convection flow rates for U-235 fuel are shown in Figure
3.18. The accompanying average core fuel salt temperatures are presented in Figure 3.19.

Figure 3.17. Average core fuel salt temperatures following pump trip in the primary circuit for different
coast-down rates.
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Figure 3.18. Response of core power following pump trip in the primary circuit for different final steadystate thermal convection rates.
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Figure 3.19. Average core fuel salt temperatures following pump trip in the primary circuit for different
final steady-state thermal convection rates.
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Figure 3.20. Response of core power following pump trip in the primary circuit for U-235 and U-233 fuel.
The first 30 seconds are shown in the insert.
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The effect of different fuel types in a pump trip scenario was also investigated. The
power response following a pump trip with a coast-down time constant of 2s and a final
thermal convection rate of 5% for U-233 and U-235 fuel is shown in Figure 3.20. The insert
depicts the initial transient for the two fuel types immediately following the pump trip. The
major differences here are that the initial increase in power is absent for U-233 fuel owing
to its lower delayed-neutron fraction and higher negative feedback. Likewise, after the
subsequent reintroduction of delayed-neutron precursors, the U-233 profile is strongly
damped compared to U-235. In both cases, the power eventually levels out depending on
the temperature feedback and the delayed-neutron fractions. Other aspects of the reactor
showed no practical differences in behavior.
3.4.3.2 Loss-of-flow in the secondary system
A pump trip scenario can also arise in the coolant salt system. Loss-of-flow in this
system is accompanied by a decrease in the heat transfer in the secondary system leading
to less heat being withdrawn from the core and less heat deposited to the radiator. Figure
3.15(b) depicts the relation of heat transfer coefficient to relative flow rate obtained from
Burke, 1960 [60].
The inlet and outlet temperature of the coolant salt in the heat exchanger is plotted
in Figure 3.21. The power response for different final thermal convection rates is shown in
Figure 3.22, and corresponding average core temperatures are plotted in Figure 3.23. The
coolant salt outlet temperature from the heat exchanger rises sharply following the pump
trip. This leads to a sharp decrease in the power response driven by a rapid increase in
average core fuel salt temperature and the resulting negative feedback. This feedback is
enough to suppress the fission reaction, even more so than in the case of the primary pump
trip, especially at lower final thermal convection rates in the secondary system. Because of
the reduced energy deposition from fission, the average core fuel salt temperature begins
to drop for the next several hundred seconds. Meanwhile, “colder” coolant salt from the
radiator returning to the heat exchanger further reduces the temperature of the fuel salt.
This decrease, in turn, alleviates the negative reactivity feedback suppressing the chain
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reaction. The power response then shows damped oscillation before settling. Note that both
the power and the average core fuel salt temperature settle at similar values for the different
final flow rates in the secondary circuit. This is because the heat transfer rate in the
secondary system is not very different for the thermal convection rates studied here. Also,
the coolant salt does not violate any safety temperature limits in the case of a pump trip in
the secondary system. While different coast-down rates for the pump trip in the secondary
system were investigated, they did not show any appreciable variation in the system
response. Neither was the response noticeably different for the two fuel types.
3.4.3.3 Cold-slug insertion into the core
Cold-slug incident analysis for a typical light water reactor pertains to pumping
colder than normal moderator fluid over the solid fuel. In the case of the MSRE however,
the moderator is solid, and the fuel is liquid. Thus, for MSRE a cold-slug incident results
from introducing a colder than normal mass of fuel salt into the core. Here, the strong
negative temperature feedback has the effect of increasing reactivity.
A previous attempt at simulating a cold-slug incident was done by ORNL using
MUGATROYD, an IBM-7090 code [65]. Instead of modeling a cold mass in the core, the
equivalent reactivity resulting from the temperature change was calculated and introduced.
The temperatures listed in Haubenreich and Engel, 1962, were averaged between the model
and given cold-slug [65].
In this study, a cold-slug is simulated by setting the temperature of the fuel entering
the core to either 482 ℃, 538 ℃, or 593 ℃ using a “switch” function in Simulink.
Depending on the duration for which the switch is active, a certain volume of colder salt is
introduced into the core. Results from simulations for slug volumes of 0.28 m3, 0.57 m3,
and 0.85 m3 are reported here.
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Figure 3.21. Coolant salt temperature in the heat exchanger following pump trip in the secondary circuit for
different final steady-state thermal convection rates, (a) outlet temperature and (b) inlet temperature.
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Figure 3.22. Response of core power following pump trip in the secondary circuit for different thermal
convection rates of the coolant salt.
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Figure 3.23. Average core fuel salt temperatures following pump trip in the secondary circuit for different
thermal convection rates of the coolant salt.
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The cold-slug causes a reactivity excursion by lowering the average core fuel salt
temperature. The power response and average core fuel salt temperature are shown in
Figure 3.24 for the aforesaid cold-slug temperatures and volumes. In all cases, the average
fuel salt temperature initially decreases following the cold-slug insertion until the rise in
power brings the fuel salt temperatures back up again. The rising fuel salt temperature then
introduces negative feedback damping the power transient. The colder and larger the slug,
the bigger the resulting reactivity insertion. Nevertheless, the temperature feedback
successfully drives both power and temperature back to nominal values regardless of the
volume or temperature of the inserted cold-slug.
A comparison in the power response following a cold-slug insertion for U-233 and
U-235 fuel types is shown in Figure 3.25 for a cold-slug volume of 0.57 m3 at a temperature
of 538 ℃. The power profiles for the two fuel types are analogous in behavior to the case
of an external step insertion. As seen earlier, the U-233 profile shows a higher peak and a
secondary peak/plateau in power that is absent for the U-235 case. The reactor power
rapidly returns to operational level in both cases.

3.5

Concluding remarks

Two nonlinear models have been developed for the MSRE and verified against
experimental data. Operational parameters were also assembled for the final version of the
MSRE system. The one-region model developed here adopts a simplified core. The nineregion model is an effort to conveniently reproduce the theoretical model elaborated in Ball
and Kerlin, 1965, and Kerlin et al., 1971b.
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Figure 3.24. Power response and average core temperature for different cold-slug volumes at (a) 482 ℃ (b)
538 ℃, and (c) 593 ℃.
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Figure 3.25. Comparison of power response for U-233 and U-235 fuel following a cold-slug insertion.
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The models outlined in this chapter are a close approximation of the MSRE. The
limitations inherent to the models are:
1. Core neutronics and delayed-neutron precursors are modeled using modified point
kinetics, ignoring spatial effects.
2. Reactivity effects due to xenon poisoning are ignored.
3. Reactivity effects due to circulating void fractions in the fuel salt are ignored.
4. All heat is assumed to be produced in the core.
5. No control action is included.
Simulation results from both models indicate that the MSRE system is stable while
operating at all power levels considered. The power and average fuel temperatures show a
prompt increase following a reactivity perturbation. At low power levels, the models
display a sluggish response as encountered with the power-operated MSRE [13, 37, 62].
At higher power, the system response is damped due to strong negative reactivity feedback.
A “plateau” is seen in the power response for the U-233 fueled case as a consequence of
the higher negative reactivity coefficient and lower delayed-neutron fraction. This is
comparable to the data published by Kerlin et al., 1971b. The peak in the power response
is always lower for the nine-region model due to the importance weighted segmentation of
the core. The phase is also slightly different for the two model responses. Both models
display a tendency to return to steady-state as was characteristic of the MSRE.
The frequency response generated by the two models compare favorably with the
published experimental data for both U-235 and U-233 fuels. The nine-region model
essentially reproduces the theoretical modeling results published in Kerlin et al., 1971b.
The differences in magnitude and phase encountered between the two models, described
above, can be observed clearly in the Bode plots. The general agreement between both
models and the published data indicate that the gains from adopting a segmented core
70

model are minimal. While the nine-region model might be more accurate in some cases,
the long-term behavior of both models is essentially identical.
Discrepancies were found when comparing experimental results for power
response to a step insertion for the cases of 1 MW and 8 MW U-233 fueled MSRE as
published in Steffy, 1970. The modeling results reported here for these cases match the
results published by Guerrieri et al., 2011. For the 1 MW case, the presented models
underestimate the experimental data. In the 8 MW case, the models overshoot the
experimental data for the given reactivity perturbation. This is further complicated because
the models match the data at 5 MW. It was thus ascertained that the experimental data for
power response over time as published in Steffy, 1970, might be inaccurate. In the absence
of the original data logs, there appears to be no resolution to this conundrum.
Simulations of loss-of-flow in the primary loop using the developed one-region
model showed that the final thermal convection flow rate in the circuit is the main driver
of the power response and temperature profiles. This is due to the circulating delayedneutron precursors reentering the core faster, and therefore in greater number, at higher
final convection rates. The power response showed minute differences for different coastdown rates. The only difference for the two fuel types were the peaks seen in the power
response for U-235 fuel due to its higher delayed-neutron fraction.
For the case of secondary pump trip, the average core temperature and power settled
at a comparable level regardless of the final convection rate, pump coast-down rate, and
fuel type. Cold-slug insertions into the core were found to be analogous to a large reactivity
insertion. The feedbacks caused the system to return to nominal power in ~150s for all the
cold-slug volumes and temperatures examined. The difference in behavior following a
cold-slug insertion for the two fuel types is akin to the differences seen in their response to
a step insertion.
The modeling approach presented here can be extended to study the dynamic
behavior of any MSR system with a representative set of parameters. The results discussed
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here show that simple dynamic models can effectively describe the MSRE behavior. While
the nine-region model essentially reproduced the ORNL model, the one-region model
matched the available experimental data just as well. Given the general agreement
displayed by both models, complicated models may not be necessary to better describe the
overall MSRE behavior, though they may have other good uses. Furthermore, the accuracy
of some of the available experimental data appears to be problematic.
Given the discussed limitations of experimental data, a substantial effort needs to
be devoted to constructing a new experimental molten-salt reactor for MSR technology
progress in the 21st century. This reactor could be purpose-built to serve as a test-bed and
help provide insights into the intricacies of the reactor dynamics while training a new
generation of professionals in developing and operating MSRs.
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CHAPTER 4
EXTENDING DYNAMIC MODELING APPROACH TO THE TWOFLUID MOLTEN-SALT BREEDER REACTOR
The validated dynamic modeling approach of Chapter 3 is extended to the two-fluid
Molten-Salt Breeder Reactor in this chapter. The author developed this model by adapting
previous work from ORNL with a revision of the flow nodalization in the core. He had
support from coauthor Dr. Matthew Lish, whose advice helped immensely in model
development.
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4.1

Introduction

As mentioned in Section 1.4, a recent survey of the advanced nuclear industry
conducted found a host of American companies developing MSRs which use molten salts
as both coolant and fuel [18]. Considering such enthusiasm, it is an opportune time to study
dynamic modeling methods that can accurately describe the peculiarities presented by
MSRs and circulating fuel reactors in general. While some companies have displayed an
interest in breeders utilizing the thorium cycle, others are developing an array of designs
specialized for various purposes ranging from stockpile reduction to desalination and
district heating. Given the breadth of design choices under consideration, it is appropriate
to pursue models and modeling methods that properly characterize the dynamic behavior
of these systems while being easily adaptable to changes in design and physical parameters.
Chapter 3 presented one such modeling method and validated it by comparing results from
simulation with experimental data from the MSRE. The present chapter describes the
specifics of this approach as applied to a two-fluid molten-salt breeder reactor (MSBR).
The primary goal of this chapter is to present a revised model of the MSBR with nonlinear
neutronics and a refined primary system heat transfer model, detail the modeling
methodology, and elaborate on the dynamic features of this model both in the time and
frequency domains. Results are presented for various reactivity perturbations under normal
operating conditions. The details of model development are described to aid independent
reproduction and serve as a basis for future models. All models used in this chapter are
available publicly on Github12.
Conceptual designs of a two-fluid MSBR power station were drafted during 19661970 at Oak Ridge National Laboratory (ORNL) as part of a larger effort on studying
molten-salt reactors. A primary goal then was to enable the use of the thorium/U-233 fuel
cycle to extend natural uranium resources. This modular design, detailed in Robertson et
al. [24], consisted of four reactor modules with an electrical output of 250 MW/module.
Each module in the two-fluid design consisted of a graphite-moderated reactor “with a

12

http://github.com/ondrejch/2017-MSBR-paper
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7

LiF-BeF2-UF4 fuel salt circulated through the core and a 7LiF-BeF2-ThF4 blanket salt

circulated through separate flow channels distributed throughout the core, as well as in a
surrounding under-moderated region” [24]. These concepts are often referred to as liquid
fluoride thorium reactor (LFTR), to emphasize the use of fluoride salts and the thorium
fuel cycle, and to distinguish them from other MSR concepts.
While the priorities of the original proponents of the two-fluid design were
different, the advantages and future potential of the reactor appear attractive. The system
may be potentially cheaper than current reactors due to passive safety, high temperature,
and low-pressure operation.
Th-232 is fertile, and upon absorbing a neutron and undergoing two beta decays it
is converted to U-233, a fissile isotope. Depending on the fission-to-capture ratio of U-233,
some U-234 is formed; this is converted to U-235, another fissile isotope, upon neutron
absorption. Therefore, compared to U-235 fuel cycle, minor actinide production is
significantly lower in the thorium fuel cycle which may reduce the need for long-term
geologic storage.
This two-fluid design can be implemented as an iso-breeder, eliminating the output
of fissile material from the system. While designing and enacting appropriate safeguard
strategies is a major concern (and outside the scope of this work), the two-fluid MSBR
offers a safe and practical reactor design that satisfies all the requirements of the Gen-IV
reactor goals [66].
MSRE demonstrated several key features of MSR systems including passive safety
and relatively long-term operability. Experimental results gathered from various studies
conducted at MSRE serve as the only benchmark for evaluating simulations of MSR
systems, such as the one presented here [13]. Hence, the modeling approach was validated
as shown in Chapter 3 [30].
The model development presented here is inspired by preliminary work carried out
at ORNL [67], and similar to methods employed in studying the dynamics of the MSRE
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[36]. The model discussed here is inherently nonlinear, unlike the linearized model in Ref.
[67]. Major revisions have been made based on the reactor design described in Ref. [24].
This chapter presents simulations for various cases of reactivity perturbation and
demonstrates the stability of the reactor dynamics, temperature feedback effects, and loadfollowing capability of the MSBR system. Section 4.2 provides a brief overview of the
MSBR conceptual design followed by a detailed description of the lumped parameter
model for the fluid fuel reactor core, blanket fluid loop, graphite moderator, fuel-salt heat
exchanger, and the blanket-salt heat exchanger systems in Section 4.3. Results of
simulations are provided in Section 4.4, followed by concluding remarks in Section 4.5.
All physics parameters of interest are verified carefully and listed in Appendix A and
included in the online repository.

4.2

Description of the MSBR system

The objective of this section is to provide a sufficient background to develop the
dynamic model. Section 4.2.1 provides a brief overview of the two-fluid MSBR system.
Section 4.2.2 discusses the MSBR fuel and reactor poison behavior. This is followed by a
qualitative discussion of the temperature feedback effects due to the various core
components in Section 4.2.3.
4.2.1

General description

Each modular core of the MSBR is composed of a matrix of hexagonal graphite
assemblies for neutron moderation. Machined hollow spaces in the graphite allow for the
fuel and fertile salt to flow through the core while remaining separate. The intended fuel
salt contains UF4 (0.2 mole %) dissolved in a 7Li-BeF2 (67-33 mole %) carrier salt. This
carrier salt is a eutectic mixture and has a liquidus temperature of 450 ℃, lower than either
ingredient alone. It is heated up above this liquidus temperature and pumped through the
reactor where it enters the core vessel through a lower plenum at ~537 ℃. The fuel salt
then flows up through hollow cylindrical sleeves in the graphite assemblies before flowing
down through bores drilled in the center of each assembly. The fuel salt leaves the core at
the bottom of the reactor vessel after fissions raise its temperature to ~705 °C. It then enters
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a heat exchanger where the heat from the primary coolant is transferred to a secondary
coolant salt. This secondary salt composition is chosen to maximize heat transfer while
closely resembling the characteristics of the fuel salt. For MSRE, a 7LiF-BeF2 (66-34 mole
%) mixture was used. This salt is expensive due to the use of enriched lithium, and given
the large volume of the MSBR system, a NaBF4-NaF (92-8 mole %) mixture was deemed
more suitable. The coolant salt is pumped in series, first through the fuel-salt heat
exchanger and then through the blanket-salt heat exchanger where it picks up heat from the
fertile salt.
The fertile blanket salt contains ThF4 (2 mole %) dissolved in the same carrier salt
mixture as the fuel salt. It has a liquidus temperature of about 560 °C. It also enters the core
vessel at the bottom and flows upward through both interstitial spaces between graphite
cells and an array of blanket cells surrounding the core in an under-moderated region. It
then exits the reactor vessel near the top before making its way to the blanket-salt heat
exchanger. The coolant salt leaves the heat exchangers at a temperature of ~607 °C and
enters a steam generator and reheater system that produces superheated steam. A schematic
of the MSBR system is shown in Figure 4.1.

Figure 4.1. Schematic of the two-fluid molten-salt breeder reactor. (Source: ORNL-4528, 1970 [24]).
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Of the total heat generated in the core, 94.75% is assumed to be carried away by
the fuel salt while 5.25% is carried by the fertile salt stream. The fertile salt flow rate is
also much lower than the fuel salt to maintain a reasonable temperature. Major changes in
reactivity in the MSBR system are made by changing the composition of the fuel salt, that
is, by adding small amounts of uranium fuel. Minor changes in reactivity are made using
control rods to maintain temperatures and to hold core power at a steady value [24].
4.2.2

MSBR fuel, breeding, and reactor poison behavior

Actinide composition in the MSBR salt is determined by breeding performance of
the system. The low-atomic number fluoride carrier salts were chosen to enhance
moderation and reduce parasitic absorption. Enriched lithium-7 is used in the salt to reduce
parasitic neutron capture and tritium formation.
Helium is used as the cover gas in the pump bowl and all other salt surfaces in the
system. It also serves as the medium for sparging gaseous fission products from the salt.
Small bubbles of helium (~0.5% salt volume) are injected into the salt in the suction line
to the pump to encourage nucleation of xenon-135, krypton-83, and small quantities of
other gases formed due to both fission and fission product decay. These gases are only
slightly soluble in the high-temperature salt mixture and readily nucleate with the helium
bubbles. The helium is then removed with its burden of xenon and krypton in a centrifugal
separator in the line from the outlet of the heat exchanger to the reactor vessel [68]. This
mechanism is illustrated in Figure 4.1 at the core fuel salt outlet. With a 33% removal rate
per fuel transit cycle (~15 seconds for MSBR), the time to process the complete fuel
inventory would be ~45 seconds. It was shown that a poison fraction of 0.5% or less can
be achieved for the MSBR design with the above removal rate [69]. Additionally, the
graphite assemblies are coated with pyrolytic carbon to reduce their permeability to
gaseous fission products. Since only a small fraction of the fissions take place in the
blanket, there is no need for a gaseous fission product removal system for the blanket
stream.
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4.2.3

Temperature coefficients of reactivity

Analysis of reactivity excursions in the two-fluid MSBR system requires
knowledge of the reactivity effects due to temperature changes in the fuel and fertile salts
and the graphite moderator composing the core. The temperature coefficients of reactivity
are adopted as is from Ref. [24]. The coefficients were calculated by plotting the
multiplication factor ‘ẟk’ versus temperature for the various components of the core in the
operating temperature range. The slope of this dependency for a given component is its
temperature coefficient of reactivity. The fuel salt coefficient is highly negative, while the
graphite and fertile salt coefficients are positive [24, 67].
Since the molten fuel salt is also the primary coolant, and since most of the heat is
generated in the fuel salt (88%), the majority of the reactivity feedback during a power
transient is due to temperature changes in the fuel salt. The thermal expansion of the fuel
salt decreases its density and therefore reduces its macroscopic cross-sections. This density
change is the primary inherent mechanism of the reactor system to compensate for
reactivity additions. As the temperature of the graphite increases, the thermal peak is
shifted up in energy and the reactivity increase. This is specific to U-233 fuel due to its
fission cross-section behavior near 1 eV [70]. In the case of the fertile salt, as the
temperature increases its density decreases leaving more neutrons to be absorbed in the
fuel, thus increasing reactivity.
The total reactivity feedback coefficient of the MSBR system is strongly negative
and dominated by the fuel salt reactivity feedback. Even when all core components undergo
equal temperature changes, the fuel temperature coefficient dominates keeping the overall
reactivity coefficient of the reactor system negative. It must be noted that these values were
determined assuming there were no void fractions in the core and for a given set of uranium
concentrations. In an operating MSBR, however, the reactivity values would differ slightly
due to the presence of small quantities of gas in the core. The reactivity coefficients will
be evaluated by a full-core neutronics model using modern simulation tools in an upcoming
paper.
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4.3

Development of the lumped parameter model

This information is presented in order to facilitate model reproduction and to
simplify extension to other MSR designs. The modeling approach is discussed in Section
4.3.1, with Section 4.3.2 detailing the core neutronics and heat transfer. Section 4.3.3
discusses reasons for modifying the preliminary model presented in Ref. [67] based on
geometry data presented in Ref. [24]. Sections 4.3.4 and 4.3.5 detail the heat exchangers
and the boiler/reheater system, respectively. A brief note on assembling the model in
MATLABTM-Simulink is presented in Section 4.3.6. Finally, all equations describing the
lumped parameter model are presented in Section 0. A digital version of all the modeling
parameters have been made available along with the publication Ref. [24]. Parameters of
interest are listed in Appendix B.
4.3.1

Modeling approach

The unique dynamic behavior of MSRs, or any circulating fuel reactor, can be
attributed to the change in the delayed-neutron fraction in the core over time as some
delayed-neutron precursors decay outside the core. Since the fuel salt is the primary
coolant, the circulation has the added effect of introducing delayed temperature changes
and associated delays in reactivity feedback. These effects can be described using high
fidelity models that offer great versatility but are resource intensive. In the early stages of
development, demonstrating the feedback mechanisms inherent to the system and
evaluating the range of safe operational states is more important. This data in turn lends
itself to informed choices in both reactor design and control strategies. Thus, the objective
here is to build a model that adequately describes the effects of fuel circulation on neutron
dynamics and thermal hydraulics and determines the resulting temperature-based feedback
reactivity for the MSBR system, with the purpose of analyzing reactor transients
encountered during both routine operation and credible incident scenarios. As described in
Chapter 3, a similar model was developed for the one-fluid Molten-Salt Reactor
Experiment (MSRE) and compared with experimental measurements. This chapter focuses
on describing this nonlinear model for the MSBR and evaluate its response to various
perturbations.
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The model provides integral quantities of interest such as thermal power, total
reactivity, and significant local quantities such as the graphite temperature and
temperatures of all salt volumes in the system. The standard approach in this type of study
is to model the dynamics of neutron density (reactor power), core heat transfer, and the
thermodynamics of the heat exchangers by spatially nodalizing the various masses
involved. These include the graphite assemblies in the core, all piping segments connecting
the system, all heat exchangers, and the flowing fuel and fertile salts. For these lumped
parameter “nodes,” the time evolution of mass and energy is described using appropriate
differential equations and all spatial variations are ignored. The model developed here is
similar to the one in Ref. [67] but is nonlinear, so it should be valid for large transients.
Ignoring the spatial flux also means ignoring the spatial “importance” of temperature
changes and the resulting spatial resolution in feedback response. Besides, any spatial drift
of delayed-neutron precursors through the core is also ignored. This simplification results
in the reactor model presented here to be more conservative within the time frame of fuel
salt core transit compared to a model that spatially resolves the neutron dynamics of the
core, or even to the nine-region model described in Chapter 3.
Model limitations and modeling assumptions are summarized here:
1. The model presented is inherently nonlinear with neutronics coupled to thermal
hydraulics.
2. For neutronics purposes, all spatial variations in neutron flux, salt and graphite
nuclear temperatures, and delayed-neutron precursor concentrations in the core are
neglected.
3. All power is assumed to be generated in the moderated region of the core i.e.,
fissions outside core and fission product decay heat are ignored.
4. Axial heat transfer between graphite nodes is ignored.
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5. All fluid nodes are assumed to be well mixed with the temperature of the fluid
exiting the node the same as the temperature of the fluid in the node.
6. The dynamics of the boiler/reheater system is not modeled, instead a heat removal
term is used.
7. Reactivity effects due to xenon poisoning and circulating void fractions is ignored.
8. Fission product removal is not modeled.
9. There is no control action.
4.3.2 Core neutronics, heat transfer, and temperature-based reactivity feedback
The “core” herein refers only to the moderated region with fuel salt
channels. “Blanket” refers to the under-moderated region surrounding the core
where 2.5% of the power is assumed to be generated in the blanket fertile salt. The
rest of the power is assumed to be generated in the core. Gamma heating due to
fission product decay in the transiting salts is ignored. Of the rest of the heat, 88.4%
is generated in the fuel salt, 7.4% in the graphite, and 1.7% in the fertile salt in the
interstitial spaces. The interstitial fertile salt is exposed to more neutrons to promote
breeding and hence produces more energy per unit mass than the surrounding
blanket salt.
The core is modeled in two parts:
1. Neutron dynamics with reactivity feedback.
2. Heat transfer in the fuel, graphite, and fertile salt.
The neutron dynamics is based on a modified point kinetics model with six delayed-neutron
precursors and accounts for delayed-neutron losses in the external loop through the heat
exchanger. Expressing the neutronic equations in this form allows for the fractional power
to be determined without requiring any quantitative knowledge of the neutron density or
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of the precursor concentrations. The underlying premise here is as follows. A fuel mixture
and a set of average delayed-neutron precursor groups with appropriately determined decay
constants are provided. A set of physical parameters for the rest of the reactor system is
also given. Then the reactor power will be proportional to neutron density, given all other
parameters are held constant. Thus, no considerations about spatial variations in the
neutron flux are needed in this model. The neutronics is coupled with the core heat transfer
to simulate temperature changes in the system following a reactivity perturbation and
determine the resulting temperature-based reactivity feedback. Figure 4.2 is a simplified
block diagram of the core model.
4.3.3

Development of the revised model

Figure 4.3 shows the original lumped parameter model from Ref. [67]. The core
heat transfer consists of three solid graphite nodes, two fuel upward flow nodes, two fuel
downward flow nodes, and two fertile flow nodes. This nine-node model and all the
corresponding state variables are described by ordinary differential equations. This model
is based on the 40 kW/liter design mentioned in [24, Table 5.1] as evidenced by the use of
the listed parameters in the calculations detailed in [67]. The revised nodalization is based
on the reactor designs and physical parameters for the 20 kW/liter reactor that is described
in Ref. [24].

Figure 4.2. Simplified representation of the core model with coupled neutronics and heat transfer.
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Figure 4.4 shows a cross-section of the hexagonal core graphite channels as
described in Ref. [24]. The graphite is shown in gray. Notice that the fuel salt in the up and
down flow streams are in contact with either side of the cylindrical mass of graphite,
meanwhile the interstitial fertile salt is in contact with the outer surface of the graphite.
Additionally, the two salt streams in contact with the graphite have vastly different flow
rates. These aspects of heat transfer in the core are not accurately represented in the
preliminary model [67]. Also, the interstitial and blanket fertile salt streams are not
separated.

Figure 4.3. Lumped parameter model of MSBR from MSR-67-102 [67].
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Figure 4.4. Cross-section of hexagonal graphite fuel cell [24].

The revised lumped parametrization of the core model, with the following
modifications, is shown in Figure 4.5.
a. Separating the fertile salt stream into two.
The incoming fertile salt stream is split into two with four nodes representing the
salt in the interstitial spaces and two nodes representing the blanket. The mass of salt in
each stream is calculated from the information provided in Ref. [24]. The two streams are
mixed in a mixing plenum before exiting the core.
b. Dividing the graphite and salt masses according to the geometry of the graphite
assemblies.
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The fuel salt flows up and then down each graphite assembly as it is heated by
fissions. Thus, the cylindrical mass of graphite separating the two streams is in contact with
fuel salt at different temperatures on either surface. The rest of the graphite mass is in
contact with upward-flowing fuel salt on the inside and interstitial fertile salt (also upwardflowing) on the outside. The heat transfer through the different graphite masses resulting
from bounding temperature differences is represented in the revised model by dividing the
graphite and salt nodes axially and radially. In doing so, the axial heat transfer between
graphite nodes is ignored because the transiting salt nodes are at different temperatures.
The mass of graphite in contact with upward and downward flowing fuel salt streams is
represented using four nodes. Similarly, four nodes represent the mass of graphite with fuel
on one side and fertile salt on the other for a total of eight graphite nodes. The mass of the
graphite nodes is determined geometrically from the designs in [24]. In each axial half,
there is radial heat transfer across the pair of graphite nodes in contact with different salt
streams. In addition, there are four upward and four downward fuel flow nodes. The fuel
is mixed in a mixing plenum with a residence time of one second before exiting the core.
Hence, the revised model improves upon the preliminary model in Ref. [67] by offering
increased resolution of the dynamics due to a greater number of nodes, and a more accurate
representation of heat transfer between the various graphite and salt masses in the core.
4.3.4

Heat exchangers

The counter-current heat exchangers are modeled as follows. The fuel-salt heat
exchanger is modeled using eleven nodes. These include two heat exchanger tube metal
nodes, two fuel downward flow nodes, a fuel mixing plenum, two fuel upward flow nodes,
and two coolant salt downward flow nodes. The blanket-salt heat exchanger is similarly
modeled with one tube metal node, two fertile salt nodes, and two coolant salt nodes. The
coolant salt flows opposite to the direction of primary salt flow in both the heat exchangers
as seen in Figure 4.3. Furthermore, all liquid nodes in the model are assumed to be wellmixed, with the temperature of the liquid exiting the node at the same temperature as the
liquid in the node.
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4.3.5

Steam generator and reheater system

The dynamics of the steam generator and the reheater system are not included in
the current model. The coolant salt inlet temperature is a function of the dynamics on the
secondary (or steam) side which is not modeled in this work. Instead a constant rate of heat
removal is assumed in the final heat sink. Of the total power generated, 87% is assumed to
be removed by the steam generator and 13% by the reheater. These power removal
fractions can be varied as an external input to simulate changing demand power.
4.3.6

Modeling system of equations in Simulink

The model was developed in MATLABTM–Simulink, using appropriate tools for
solving nonlinear equations and for the graphical representation of the nodal model [58].
Solving the neutronics equations explicitly required solving delayed-differential equations
(DDE). Since Simulink does not offer a built-in DDE solver, the delayed-neutron precursor
concentration terms were stored and passed on to the solver after an appropriate time-delay.
The Simulink block diagram for the assembled model is shown in Figure 4.7. Important
parameters are listed in Table 4.1.
4.3.7

Equations used in modeling

The neutron dynamics is described by the modified Point-reactor Kinetics
Equations (PKE) for circulating fuel reactors. Shown here in Equations (4.1) and (4.2),
these are a system of seven, coupled, nonlinear, delayed-differential equations.
6

𝑑𝑛(𝑡) (𝜌(𝑡) − 𝛽)
=
𝑛(𝑡) + ∑ 𝜆𝑖 𝐶𝑖 (𝑡)
𝑑𝑡
𝛬
𝑖=1

(4.1)
𝑑𝐶𝑖 (𝑡) 𝛽𝑖
𝐶𝑖 (𝑡) 𝐶𝑖 (𝑡 − 𝜏𝐿 )𝑒 −𝜆𝑖 𝜏𝐿
= 𝑛(𝑡) − 𝜆𝑖 𝐶𝑖 (𝑡) −
+
𝑑𝑡
𝛬
𝜏𝐶
𝜏𝐶
(4.2)
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Figure 4.5. Revised lumped parameterization of MSBR core dynamics.
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Table 4.1. Physical parameters for MSBR core components.

Parameter
Mass of graphite mg
Mass of fuel salt in core mf
Mass of fertile salt in interstitial spaces mb
Mass of fertile salt in blanket mbl
Fuel salt mass flow rate Wf
Interstitial fertile salt mass flow rate Wb
Blanket fertile salt mass flow rate Wbl
Fuel salt heat capacity Cpf
Fertile salt heat capacity Cpb
Graphite heat capacity Cpg
Fuel salt feedback coefficient αf
Fertile salt feedback coefficient αb
Graphite feedback coefficient αg
Total delayed-neutron fraction for MSBR fuel β
Neutron generation time Λ
Fuel salt external loop time 𝛕L
Fuel salt core transit time 𝛕C
Fraction of power generated in fuel salt
Liquidus temperature of fuel salt
Liquidus temperature of fertile salt
Liquidus temperature of coolant salt

Value in SI units
11100 kg
8000 kg
8370 kg
22800 kg
1.37x103 kg s-1
2.7x102 kg s-1
2.7x102 kg s-1
2.30x10-3 MJ kg-1 ℃-1
9.21x10-4 MJ kg-1 ℃-1
1.68x10-3 MJ kg-1 ℃-1
-8.18x10-5 ẟ⍴ ℃-1
1.66x10-6 ẟ⍴ ℃-1
2.02x10-5 ẟ⍴ ℃-1
0.002896
3.3x10-4 s
9.25 s
5.83 s
0.884
450 ℃
560 ℃
385 ℃

where n(t) is the neutron density, Ci(t) is the ith delayed-neutron precursor concentration
(where i = 1…6), ⍴(t) is the total reactivity as a function of time (input), βi is the delayedneutron fraction of the ith delayed group, β is the total delayed-neutron fraction, S(t) is the
source perturbation term, τC is the fuel transit time in the core (5.83 sec), and τL is the fuel
transit time in the external loop (9.25 sec). For the purposes of this modeling, spatial effects
due to precursor drift through the core are ignored and the precision and spatial fidelity of
a more complex and computationally intensive model is traded for reduced accuracy and
increased simplicity and speed of calculations.
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Left side of Equation (4.1) describes the neutron density in the reactor as a function of
time. The first term on the right accounts for the difference between the production rate
of prompt neutrons and the loss rate of all neutrons. This product of reactivity and
neutron density in the first term makes the system of equations nonlinear. The second
term on the right is the sum of the production rates of neutrons from the six (i = 1...6)
delayed-neutron groups. The delayed-neutron data is shown in Table 4.2. In the MSBR
fuel, 93.4% of the fissions occur in U-233 and 6.6% in U-235. Thus, the β(MSBR) term
in Table 4.2 is a weighted average for this composition.
Equation (4.2) is a set of six equations accounting for the time change in the
concentration of each of the six delayed-neutron precursor groups. The circulating fuel has
the effect of reducing the delayed-neutron fraction as delayed neutrons are emitted outside
of the core region in the circulating fuel. The circulation also reduces the rate at which the
temperature in the fuel salt changes during power changes. This in turn introduces delayed
temperature feedback effects from the various components of the core. Additionally, the
longest decaying group has a half-life of just under one minute. Hence, the circulating fuel
also has the effect of introducing neutrons into the reactor after a time delay equal to the
transit time of the fuel in the external loop (9.25 s, in this case). This characteristic is unique
to circulating fuel reactors. Equation (4.2) explicitly accounts for this loss of delayedneutrons during the fuel salt’s transit through the heat exchanger loop. The first term in
Equation (4.2) shows the production rate and the second term shows the decay rate of the
precursors. The third term on the right is the rate of removal of the precursor from the core
due to the fuel flow. The last term accounts for the fraction of delayed-neutron precursors
that did not decay in the external loop and are re-introduced into the core after a delay of
τL. This modification also makes these a system of delayed differential equations [71].
Steady-state solution is readily obtained by setting the time derivatives to zero.
Equations (4.1) and (4.2) imply that the time-dependent reactor behavior modeled
using point-kinetics assumes that the spatial shape of the neutron flux in the core is timeinvariant. However, this approximation breaks down in certain scenarios of interest. For
example, one of the most important cases for safety analysis involves the uncontrolled
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withdrawal of the highest worth control rod. This results in a strong localized perturbation
in the core leading to a large deviation in the shape of the spatial flux from steady-state
thereby invalidating the point-kinetics model. Likewise, the point-kinetics equations are
incapable of predicting behavior of rapid reactivity transients initiated by rapid local
changes in core reactivity. This applies to both static fuel and circulating fuel reactors and
is especially important for low power and high frequency perturbations [72]. Hence, when
not altering the flow rates, this model can be considered valid only for relatively high power
(> 1 MW) operation and for transients of time scales longer than the core transit time of
the fuel salt [30].
With the above modifications, the reactivity necessary for steady state operation ⍴o
is non-zero. It is obtained by setting the derivatives on the left side of Equations (4.1) and
(4.2) equal to zero and solving for ⍴(t=0). It is given by:
6

𝛽𝑖

𝜌𝑜 = 𝛽 − ∑
𝑖=1

(1 +

1
[1 − 𝑒 −𝜆𝑖 𝜏𝐿 ])
𝜆𝑖 𝜏 𝐶
(4.3)

This ρo term is the reactivity change due to circulating fuel and accounts for delayedneutrons lost in transit. At operational flow rates, the calculated value for ρo is ~0.00127.
When the reactor is at steady-state operating at nominal power, the natural reactivity
feedbacks from the various components sum up to this value. It can otherwise be viewed
as the necessary reactivity that a control system would need to provide in going from a
stationary fuel to a circulating fuel to compensate for lost delayed-neutrons. Of course,
different fuel salt flow rates would lead to different values of τC, τL, and hence ρo. At lower
flow rates, fewer precursors decay outside the core leading to a lower ρo value, while at
higher flow rates the value of ρo increases until reaching a limiting value. The relation
between fuel salt flow rate and ρo is shown in Figure 4.6. Changes in flow rate therefore
lead to reactivity perturbations. This is important in the case of a pump-trip in the primary
system. In this case, additional delayed-neutron precursors decaying in the core that would
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otherwise have decayed in the loop lead to a reactivity insertion. However, the fuel salt
movement does not stop instantaneously due to its inertia. Although pump-trips and other
operational anomalies are not discussed in this chapter, the model presented here can be
extended for such scenarios. Results of simulations for pump-trips and other operational
anomalies for MSRE are discussed in Refs. [30, 27].
The total reactivity for the system is assumed as:
𝜌(𝑡) = 𝜌𝑜 + 𝜌𝑓𝑏 (𝑡) + 𝜌𝑒𝑥𝑡 (𝑡)
(4.4)
This feedback model is similar to the one used in the dynamics study of the MSRE [36].
The feedback reactivity, ρfb(t), is contributed by changes in the fuel salt, fertile salt, and
graphite temperatures. It is given by,
𝑝

𝑞

𝑟

𝜌𝑓𝑏 (𝑡) = 𝛼𝑓 ∑[𝑇𝑓,𝑖 (0) − 𝑇𝑓,𝑖 (𝑡)] + 𝛼𝑔 ∑[𝑇𝑔,𝑖 (0) − 𝑇𝑔,𝑖 (𝑡)] + 𝛼𝑏 ∑[𝑇𝑏,𝑖 (0) − 𝑇𝑏,𝑖 (𝑡)]
𝑖=1

𝑖=1

𝑖=1

(4.5)
where each of the terms represents a contribution from each component given by the
product of the reactivity feedback coefficient (αf, αg etc.) and the sum of the difference of
the temperature of each node at time ‘t’ from the steady-state temperature of that node.
Thus, the sign of each term depends on the temperature variations of the nodes. This means
ρfb can have a net positive or negative value. The net effect of the feedback is a deviation
of ρ from the steady-state feedback ρo by an amount ρfb.
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Figure 4.6. Effect of fuel flow rate on ρo.

The total energy from all fission is deposited in the various components of the core
in the fractions mentioned before. Temperature change equations for the various nodes in
the core account for any power generation in the node and energy transfer between nodes.
For example, Equation (4.6) describes the time rate of change of temperature in a fuel node
as the sum of power generated in the node and energy transferred to the node from other
fuel and graphite nodes.
𝑛
𝐾𝑓𝑖 𝑃0 (𝑛 )
𝑑𝑇𝑓𝑖
𝑊𝑓
ℎ𝐴𝑓𝑔
0
=
(𝑇𝑓𝑖𝑛 − 𝑇𝑓𝑖 ) +
+
(𝑇 − 𝑇𝑓𝑖 )
𝑑𝑡
𝑚𝑓𝑖
𝑚𝑓𝑖 𝐶𝑝𝑓
𝑚𝑓𝑖 𝐶𝑝𝑓 𝑔𝑖
(4.6)
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Wf is the mass flow rate of fuel salt, mfi is the mass of fuel node ‘i’, Kfi is the fractional
power generated in fuel node ‘i’, hAfg is the product of area and heat transfer coefficient
for the fuel-graphite interface, and the Ts represent the temperatures of the various nodes.
Note that depending on the temperature of the node, each of the heat transfer terms can be
either positive or negative i.e., heat transfer takes place both in and out of the nodes.
Similarly, Equation (4.7) describes the temperature change in a fertile salt node as the heat
generated in the node and the heat transferred to the node from other fertile and graphite
nodes.
𝑛
𝐾𝑏𝑖 𝑃0 (𝑛 )
ℎ𝐴𝑏𝑔
𝑑𝑇𝑏𝑖
𝑊𝑏
0
=
(𝑇𝑏𝑖𝑛 − 𝑇𝑏𝑖 ) +
+
(𝑇 − 𝑇𝑏𝑖 )
𝑑𝑡
𝑚𝑏𝑖
𝑚𝑏𝑖 𝐶𝑝𝑏
𝑚𝑏𝑖 𝐶𝑝𝑏 𝑔𝑖
(4.7)
Wb is the mass flow rate of fertile salt, mbi is the mass of fertile node ‘i’, Kbi is the fractional
power generated in fertile node ‘i’, and hAbg is the product of area and heat transfer
coefficient for the fertile-graphite interface.
In the case of graphite, there is no flow term. Instead, there is only heat transfer
between fuel/fertile node to graphite, and between the graphite nodes. Additionally, there
is power generation in the graphite nodes themselves. Thus, a pair of graphite nodes are
used to describe the radial heat flow in the graphite masses separating the various salt flows.
For example, Equation (4.8) and Equation (4.9) describe a pair of graphite nodes between
the upward-flowing fuel salt and the interstitial fertile salt. Graphite node ‘g1’ represents
the mass of graphite in contact with the fuel salt stream, and node ‘g2’ represents the mass
in contact with the interstitial fertile salt stream.
𝑛
𝑑𝑇𝑔1 𝐾𝑔1 𝑃0 (𝑛0 )
ℎ𝐴𝑓𝑔
ℎ𝐴𝑔𝑔
=
+2
(𝑇𝑓 − 𝑇𝑔1 ) +
(𝑇 − 𝑇𝑔1 )
𝑑𝑡
𝑚𝑔1 𝐶𝑝𝑔
𝑚𝑔1 𝐶𝑝𝑔
𝑚𝑔1 𝐶𝑝𝑔 𝑔2
(4.8)
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𝑛
𝑑𝑇𝑔2 𝐾𝑔2 𝑃0 (𝑛0 )
ℎ𝐴𝑏𝑔
ℎ𝐴𝑔𝑔
=
+2
(𝑇𝑏 − 𝑇𝑔2 ) +
(𝑇 − 𝑇𝑔2 )
𝑑𝑡
𝑚𝑔2 𝐶𝑝𝑔
𝑚𝑔2 𝐶𝑝𝑔
𝑚𝑔2 𝐶𝑝𝑔 𝑔1
(4.9)
mg1 and mg2 are the mass of graphite nodes 1 and 2 respectively, Kg1 and Kg2 are the
respective power generation fractions, and hAgg is the product of area and heat transfer
coefficient for a region where mg1 is equal to mg2. The first term is a power generation term
similar to the ones in the fuel and fertile salt equations. The second term in both (4.8) and
(4.9) represents the heat transfer between the respective salt stream and the graphite. The
factor of two simply denotes that there are two salt nodes for every graphite node. The
model uses two fluid lumps for every solid lump to circumvent the problem of defining an
average temperature for a single fuel lump. This way the temperature of the salt exiting the
first node is the average of the inlet and outlet temperature and serves as the driving force
for the heat transfer. Thus, the average temperature in the second lump is also a better
representation of the outlet temperature than the average temperature of a single lump.
Furthermore, by providing an intermediate temperature to serve as an average temperature,
a definite flow direction is also defined.
Ideally, mass flow rates are not intended to be changed in the MSBR system under
normal operating conditions. Pumps are subject to mechanical vibrations leading to minor
but unappreciable fluctuations in the mass flow rate. Thus, it is fair to assume that the heat
transfer coefficients for the various interfaces do not change with time. Moreover, the heat
capacity of the salts is assumed to not change considerably within the operating
temperature range and since the pressure change is negligible. Hence, the power generated
in the salts is given simply by the product of the mass flow rate, specific heat capacity, and
ΔT, the difference in the inlet and outlet temperatures of the salt. As mentioned before, the
effects of gamma heating are ignored in this model.
Moving to the heat exchangers, Equation (4.10) is representative of a primary/fuel
salt node in contact with a tube metal node. Equation (4.11) represents a tube-metal node
in contact with the fuel salt on one side and secondary/coolant salt on the other side. These
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equations are setup such that the coolant salt flows in series, first through the fuel-salt heat
exchanger and then the blanket-salt heat exchanger. It also flows counter-current to the
primary fluid in both heat exchangers as seen in Figure 4.3. Equation (4.12) describes a
mixing plenum in the fuel salt stream.
𝑑𝑇𝑃𝑖
𝑊𝑃
ℎ𝐴𝑃𝑖
(𝑇 − 𝑇𝑃𝑖 )
=
(𝑇𝑃𝑖𝑛 − 𝑇𝑃𝑖 ) +
𝑑𝑡
𝑚𝑃𝑖
𝑚𝑃𝑖 𝐶𝑝𝑃 𝑇𝑖
(4.10)
𝑑𝑇𝑇𝑖
2ℎ𝐴𝑃𝑖
2ℎ𝐴𝑆𝑖
(𝑇𝑃𝑖 − 𝑇𝑇𝑖 ) +
(𝑇 − 𝑇𝑇𝑖 )
=
𝑑𝑡
𝑚 𝑇𝑖 𝐶𝑝𝑇
𝑚 𝑇𝑖 𝐶𝑝𝑇 𝑆𝑖
(4.11)
𝑑𝑇𝑃𝑙
𝑊𝑃
(𝑇 − 𝑇𝑃𝑙 )
=
𝑑𝑡
𝑚𝑃𝑙 𝑃𝑖
(4.12)
WP is the mass flow rate of primary fluid (fuel or fertile salt), mPi is the mass of primary
fluid node 1, hAPi is the product of area and heat transfer coefficient for the primary fluid
to metal interface, and hASi is the product of area and heat transfer coefficient for the metal
to secondary fluid (coolant salt) interface.
The final heat sink for MSBR (where the secondary coolant salt deposits its heat)
was intended to be a boiler/reheater system. As mentioned before, the dynamics of the
boiler/reheater system is not modeled and instead they are approximated with constant
power removal equations. Equation (4.13) shows this equation for the boiler. A similar
equation is used for the reheater system.
𝑑𝑇𝑏𝑜𝑖𝑙𝑒𝑟
1
𝑃𝑏𝑜𝑖𝑙𝑒𝑟
(𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡 − 𝑇𝑏𝑜𝑖𝑙𝑒𝑟 ) −
=
𝑑𝑡
𝜏𝑏𝑜𝑖𝑙𝑒𝑟
(𝑚𝐶𝑝 )

𝑏𝑜𝑖𝑙𝑒𝑟

(4.13)
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Table 4.2. Delayed-neutron group data for MSBR [67].

Group
1
2
3
4
5
6
Total

λi (sec-1)
0.0126
0.0337
0.139
0.325
1.13
2.50

U-233
0.00023
0.00079
0.00067
0.00073
0.00013
0.00009
0.00264

U-235
0.000215
0.00142
0.00127
0.00257
0.00075
0.00027
0.00650

MSBR
0.000229
0.000832
0.000710
0.000852
0.000171
0.000102
0.002896

τboiler is the residence time of the secondary (coolant) salt in the boiler system. Pboiler is the
constant power removal term. In this case, Pboiler = 0.87Po. These fractional power removal
terms can either be held constant or independently perturbed, if necessary, as an external
input. They allow for simulating changes in power demand.
Similar equations to the ones described here are constructed for all the nodes in the
various plant subsystems. Steady-state parameters, and hence the initial conditions of the
model, are characterized by design temperature targets adopted from Ref. [24]. Since the
mass of the salts are distributed equally among the nodes in any given component of the
plant, the temperature difference can also be divided equally between the nodes. For
example, the ΔT between the “cold” salt entering the core from the heat exchanger and the
fission heated “hot” salt leaving the core, as determined by design, can be divided equally
between the various nodes. Now, the temperature of the final node is the same as the exit
temperature of the salt and the temperature of each of the intermediate nodes increases by
ΔT/n, where n is the number of nodes of the salt. In case of the graphite, the nodes have
different masses and the steady-state temperatures are derived explicitly by setting the time
derivative to zero in the above graphite node equations.
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Figure 4.7. Block diagram of the final MSBR model in Simulink.

Appropriate time delays are added between the various components of the plant to
simulate the transit of the molten salts. A graphical model is setup in Simulink, an overview
of which is shown in Figure 4.7 where subsystem contains equations for the various nodes
shown in Figure 4.3 and 4.5. The “Fractional Power Demand” block shown in Figure 4.7
is used to change the fractional power removal terms in the boiler/reheater system. This
block can be used to study the response of the plant to changes in power demand and to
simulate load-following.

4.4

Results

This section discusses results of simulations performed using the model described
above. Model stability is evaluated by simulations without controller action to examine its
response to reactivity transients. Note that various modeling parameters such as flow rates,
heat capacities, heat transfer coefficients, reactivity feedback coefficients etc. are assumed
to be constant in this model although they exist in a phase space where small measurable
changes may occur. A sensitivity analysis would reveal the effect of such minor
perturbations in parameter space to reactor response. Although, performing such an
analysis is out of the scope of this work. Hence, stability here refers to the response of the
system such that a bounded input perturbation produces a bounded output.
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As mentioned above, one aim of model development is to accurately characterize
the dynamic features arising because of fuel salt transit. In this regard, Section 4.4.1
presents model response to step insertions in reactivity. The delayed temperature changes
arising in the two fluids and the resulting feedback response is presented for various power
levels.
The two-fluid MSBR described here also features self-regulating characteristics,
with a tendency to return to nominal power level in response to both positive and negative
reactivity insertions. This response is shown for large periodic changes in reactivity
presented in Section 4.4.2. Frequency response of the plant at different operating power
levels is given in Section 0. This stability analysis is followed by a demonstration of the
load-following capability of the plant to changing power demand at different ramp rates in
Section 4.4.4.
4.4.1 Response to step insertion
Figure 4.8 shows a plot of the fractional change in power for the uncontrolled
MSBR system operated at thermal powers 56 MW, 256 MW, and 556 MW (labeled), to an
external reactivity step of 2x10-4 (+20 pcm). As mentioned before, the feedback model
assumes a linear change in reactivity response for change in temperature from steady-state
values. Thus, at lower power levels, the temperature changes in the core components,
particularly the fuel salt, is insufficient to generate a strong feedback and the reactor
response is slightly damped as the power returns to equilibrium. For higher power
operation, the response is progressively more damped at higher operating power levels and
the power-level returns to equilibrium faster than for lower power operation. Furthermore,
the relative change in power is also larger at lower power levels for a given transient.
The transient response at nominal power of 556 MW(th) for a step reactivity of +10
pcm is shown in Figure 4.9 along with the reactivity feedback resulting from step insertion.
The power transient shows a prompt jump immediately following the step insertion. This
prompt jump is followed by an exponential decrease due to a net negative temperature
feedback effect. A “plateau” (local peak) is seen in the power excursion following the
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initial prompt jump and decrease. These plateaus in the power response profile are a feature
unique to circulating fuel reactors as delayed-neutron precursors are reintroduced into the
core by the fluid fuel after a trip through the heat exchanger. The duration of the peak
corresponds approximately to the residence time of the fuel salt in the external loop, that
is, τL (9.25 sec). Upon closer examination, subsequent peaks are also seen in the decaying
part of the curve.

Figure 4.8. Relative change in power in response to external reactivity step of +20 pcm for uncontrolled
MSBR system at 56 MW, 256 MW, and 556 MW thermal power. Red line indicates steady-state value.
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Figure 4.9. Power (top) and feedback reactivity (bottom) response to +10 pcm step insertion at nominal
power of 556 MW(th). Steady-state values shown in red.

The reactivity feedback is such that the total reactivity of the reactor system varies
around the steady-state feedback ρo. In this case, the net negative feedback compensates
for the positive step input. There is also a local peak in the feedback reactivity, after the
prompt jump, due to delayed changes in the core salt inlet temperatures following the
reactivity perturbation. Since the fuel salt is also the primary coolant, the core fuel outlet
and fuel-salt heat exchanger (FSHX) outlet temperatures are shown in Figure 4.10. A
prompt jump in core outlet temperature is seen following the step insertion which is the
primary driver of the strong negative feedback response. An eventual increase in the FSHX
outlet temperature corresponds to the “warmer” fuel salt from the initial transient returning
to the core. This returning fuel salt reintroduces delayed-neutron precursors that decay in
the core stabilizing power momentarily as the higher temperatures continue to drive down
power leading to the “plateaus” seen in Figure 4.9.
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Figure 4.10. Temperatures following a step reactivity input of +10 pcm at nominal power of 556 MW(th)
(a) Core fuel exit temperature (b) fuel-salt heat exchanger outlet temperature.

The fractional power in the core eventually returns to its nominal value after several
minutes due to the constant power withdrawal in the final heat sink. The temperatures of
the fuel and fertile nodes, however, acquire a slightly higher steady-state value to
compensate for the added step reactivity as evidenced from Figure 4.10. The negative
feedback reactivity of the fuel thus allows for a lower steady-state ρ as seen in the bottom
plot in Figure 4.9. The reactivity feedback ends up opposite to the external reactivity input,
that is, ρfb ≈ -10 pcm.
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Figure 4.11. Power response to a step insertion of +10 pcm at various fuel salt flow rates.

Finally, the effect of fuel salt flow rate on power response is shown in Figure 4.11.
The corresponding ρo values are also listed. Since the area of heat transfer is constant, for
this simulation the fuel-to-graphite and fuel-to-metal convective heat transfer coefficients
are varied as h ∝ W0.8 of the nominal value for a reasonable approximation [74]. At higher
flow rates the rapid removal and subsequent reintroduction of delayed-neutron precursors
into the core leads to pronounced peaks in the power response. At lower power levels the
response profile approaches the static fuel case. Changes in the secondary salt flow rate
only increase the heat extracted from the core and increase the power level. Thus, the
MSBR system as modeled here is shown to be stable at all power levels investigated with
stable power transients in response to external reactivity insertions.
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4.4.2

Response to periodic perturbation

The stability of the MSBR system under periodic changes is studied by external
stepwise reactivity perturbation of ±60 pcm, as shown in Figure 4.12. The bottom plot
shows the inherent feedback response of the reactor, which is essentially the inverse of the
reactivity insertions. The nature of the reactivity feedback is such that it drives the reactor
toward its nominal power level in case of both negative and positive step insertions in
reactivity.
Similarly, other state variables such as fuel and graphite node temperatures also
respond to periodic perturbations in a stable fashion. Figure 4.13 shows clockwise from
the top left, the temperatures of: (a) fuel upflow nodes with fuel salt entering at f2b2 (b)
fuel downflow nodes with fuel salt exiting at node f1b1 (c) fuel to fuel graphite nodes (d)
fuel to fertile graphite nodes. It is also noteworthy that a ~15% change in power is
associated with a change in the fuel temperature, ΔT, of only about ~10 ℃.

Figure 4.12. Power (top) and feedback reactivity (bottom) response to periodic reactivity of ±60 pcm at
nominal power of 556 MW(th).
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Figure 4.13. Clockwise from top left, nodal temperatures of: (a) fuel upflow nodes (b) fuel downflow nodes
(c) fuel to fuel graphite nodes (d) fuel to fertile graphite nodes.

4.4.3

Frequency response of the MSBR

Bode plots are beneficial in assessing the stability of a plant for a wide range of
input frequencies. The conventional method is to linearize the plant model and determine
appropriate transfer functions. A nonlinear system such as the one presented here should,
however, behaves linearly for small deviations from steady-state. Within the range of linear
behavior, the plant response frequency is equal to the input frequency. Thus, the MSBR
power-to-reactivity frequency response is found using a sinusoidal reactivity insertion of
amplitude ~1 pcm. The resulting power response is measured and the change in magnitude
and phase recorded for a range of input frequencies. Figure 4.14 shows the frequency
response of the MSBR plant at thermal power levels of 556 MW, 256 MW, 56 MW and
zero-power (~1kW) to external reactivity perturbations. In each case, 94.75% of the heat
generated in the core is carried away by the fuel salt and 5.25% by the fertile salt stream.
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For this simulation, the primary loop flow rates are not changed for high power-levels. In
the zero-power case, the absence of control action means the reactor is approximated as a
static fuel reactor and an appropriate transfer function is derived. In all cases, the frequency
response results are indicative of a well-behaved system.
The frequency response plot at nominal power presented in Robertson et al. [24,
Figure 6.12] is the only published Bode plot for the two-fluid MSBR. While it can be
problematic to compare these results directly in the absence of the original model used in
their analysis, close similarities are observed between the two.
The frequency domain magnitude plot exhibits peaks in the response for different
operating power-levels. At lower frequencies, distinct break frequencies are seen, generally
below 0.1 rad/s. These break frequencies are characteristic of the time constant of the
reactor. To illustrate this, Figure 4.15 shows a block diagram of the closed-loop transfer
function between neutron power and external reactivity. This transfer function is given by
𝛿𝑁(𝑠)
𝐺(𝑠)
=
𝛿𝜌(𝑠) 1 + 𝐺(𝑠)𝐻(𝑠)
(4.14)
G(s) is the open-loop transfer function and H(s) is the feedback transfer function. One may
assume H(s) to have the form:
𝐻(𝑠) =

1
𝑠+𝑎
(4.15)

In the case of the MSBR, Equation (4.15) approximates the core-to-coolant transfer
function with the parameter ‘a’ as the heat transfer time constant. In the time domain, the
time constant τ ≈ 1/a sec. Thus Equation (4.14) may be re-written as
𝑇𝐹 =

1
1
+𝐻(𝑠)
𝐺

106

(4.16)

Figure 4.14. Bode plot showing MSBR frequency response of power to external reactivity at various
operating power-levels.
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At low frequencies, G(s=jω) magnitude becomes large and the 1/G term goes to zero.
The transfer function is then approximated as
𝑇𝐹 =

1
=𝑠+𝑎
𝐻(𝑠)
(4.17)

Hence the TF frequency plot shows distinct break frequencies at the low frequency range
0.01 – 0.1 rad/s. The magnitude eventually goes to a constant value at very low frequencies
(not shown). At high frequencies, the closed-loop transfer can be approximated by the
open-loop function G(s) ≈ Go, since the frequency magnitude of H(jω) goes to zero for
large ω. The high frequency break point is thus the same for all power levels as is seen in
Figure 4.14.
For the zero-power case, the magnitude increases at lower frequencies as would be
for a system with little to no feedback. With increasing power, the frequency response
magnitude is curtailed due to increased feedback. This behavior is consistent with the
response shown in Figure 4.8. Furthermore, characteristic “dips” (local minima) are seen
in the magnitude at ~0.1 rad/s and ~0.3 rad/s at all power levels. These minima correspond
to the circulation times of the coolant and the primary loops respectively. This dependence
was verified by changing the flow rates of the salts and observing the behavior of the dips.
Consider a small mass of fuel salt entering at the bottom of the core following a reactivity
insertion. After undergoing fissions, this “warm” mass of fuel salt with its load of delayed
neutron precursors reenters the core after one external loop through the heat exchanger.
Thus, higher temperature salt along with new delayed neutron precursors is reintroduced
into the core every τL+τC seconds affecting power and feedback response. Since there are
two primary fluids in this reactor, the dip frequency is an average of the two loop times
weighted by the heat carried by the respective fluids. Thus, the inherent negative feedback
reactivity of the reactor is superimposed on the input reactivity every cycle leading to a
curtailed power response and a dip in the magnitude at a frequency of 2π/(0.9475*15 +
0.0525*130) ≈ 0.3 rad/s. This frequency corresponds to the time duration of temperature
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changes in the reactor core due to the two circulating fluids. In other words, for an input
frequency of 0.3 rad/s, the temperature feedback effects in the core overlap with each cycle
of the input perturbation. A similar effect due to the secondary coolant salt circulation leads
to the dip at ~0.1 rad/s, which is also observed to be affected by changes in this flow rate.
These temperature feedback effects are clearly demonstrated in the Bode magnitude plot
of Figure 4.14. Thus, the Bode plots indicate no obvious dynamics issues from the
investigation presented here.

Figure 4.15. Block diagram showing temperature feedback dynamics.
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4.4.4

Load-following in the MSBR system

Nuclear reactors have traditionally offered a base-load power source. As more
intermittent and weather dependent power sources are integrated into the power
distribution grid, load-following with nuclear power plants may become more desirable
[73]. As described above, MSBR has the tendency to move toward a nominal power level
whether being subjected to positive or negative reactivity perturbations. Since the nominal
power-level is dependent on the difference in the inlet and outlet temperature of the salts
through the core, it should in theory be possible to drive the MSBR plant using power
demand alone. In this scenario, the changing power demand and the changing temperature
of the salts introduces feedback effects in the core that drive the plant to a different power
level. In this model, the constant terms in the boiler and reheater equations are simply
fractional heat removal terms representative of the power extracted by each system
separately. These terms are used as external inputs to change the heat extraction, therefore
simulating changing power demand.
Figure 4.16 shows the feedback reactivity-induced response of the MSBR system
to a ramping down of demand power at a rate of 1% per minute down to 50% of nominal
power, and a subsequent ramp up of 1% per minute up to full power. The top plot shows
demand power, fractional power as calculated from the neutron density, and measured
power. Power in the MSRE was measured using thermocouples placed on the outside of
INOR-8 piping to measure changes in inlet and outlet temperature [13]. This thermocouplebased measurement is simulated using a first order lag with a time constant of 5 second
and a 1 second pure time-delay. Apart from small transients seen during sharp changes in
the demand power signal, the response of the reactor is stable and exhibits minor delay.
The bottom plot in Figure 4.16 is zoomed-in to show the response of the neutron power
and measured power to change in demand power; notice the different range of the time
axes.
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Figure 4.16. Response of MSBR system to load-following maneuver. The core power changes due to
temperature feedback-induced reactivity.

The response shown in Figure 4.16 is particularly interesting considering that the
reactor responds independently of any external control action. The reactor dynamics
exhibit a self-regulation characteristic, without an explicit need for external reactivity
perturbation for load-following maneuvers. It is observed that the natural feedback of the
MSBR system is adequate to compensate for changes in power demand. The reactivity
feedback response is plotted in Figure 4.17 corresponding to the plots in Figure 4.16. In
the bottom plot of both figures, the demand changes at t = 500 second. The reactivity
feedback only starts to change after about t ~ 510 second followed later by a change in the
neutron power signal at about t ~ 515 second. The delay in feedback and the resulting
change in fractional power is a consequence of the circulating salts and the time taken for
the temperature change in the final heat sink to be conveyed to the salts in the core. There
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are further delays due to the time needed to heat up the heterogeneous core. The measured
signal, as mentioned before, is from a simulated thermocouple.

Figure 4.17. Feedback reactivity response during load-following maneuver.

112

Meanwhile, the temperatures in the salt nodes vary about an average as the demand
power is varied. As mentioned earlier, the measured power depends only on the difference
in the inlet and outlet temperature ΔT of the fuel and fertile salt nodes. Thus, the
temperature of the hottest leg of the reactor core decreases and the temperature of the
coldest leg increases as the reactor power-level follows the demand load. This behavior is
illustrated for the core fuel inlet and outlet temperatures in Figure 4.18 for several ramp
rates. The fuel salt temperatures follow the power profile without significant lag. Also
plotted is the fuel salt liquidus temperature i.e., lowest temperature at which the fuel salt
mixture is completely liquid. From a reactor safety point of view, this temperature marks
a key violation. It is imperative that the various molten fuel salt containing sections of the
reactor be kept at least 50 ℃ above this liquidus temperature during reactor operation. It is
the same with other salt containing parts of the system, although those liquidus
temperatures vary depending on the salt mixture.
A closer examination of Figure 4.18 suggests that the liquidus temperature can only
be violated when the reactor power is ramped up from a lower power level at a very rapid
rate. In this scenario, the coldest node temperature could decrease below the liquidus
temperature. Similarly, in the case when the reactor power is zero, the salts in the various
nodes will converge to some temperature Tavg.
Finally, to highlight the load-following ability of the MSBR, the response to a
random demand load signal over one million seconds is shown in Figure 4.19. The
associated core fuel inlet and outlet temperatures are also plotted. The power demand is
varied between 20% and 150% nominal power. Again, the strong negative feedback
behavior of the MSBR leads to a stable and rapid response without any undesirable
transients and without the need for any external controller action. Any constraints on the
load-following capability of these systems is likely to be imposed due to limitations in the
secondary system. The load-following features of an MSR plant, for different conditions
on the balance-of-plant system, is presented in Chapter 5. This study is currently under way
and will be reported in a future paper.
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Figure 4.18. Temperature response of core fuel inlet and outlet temperature to various load-following
maneuvers. Clockwise from the top left (a) 1% per min down to 50% Po (b) 5% per min down to 20% P o
(c) 10% per minute down to 20% P o and (d) 25% per min down to 5% Po and ramp up to 150% Po.
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Figure 4.19. Uncontrolled response of MSBR to changes in demand power (a) fractional power over time
(b) core fuel inlet and outlet temperature.
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4.5

Concluding remarks

A nonlinear dynamic model for a two-fluid MSBR plant has been developed. The
revised core heat transfer parametrization accurately represents the reference design
presented in Ref. [24]. The model is made available to the public on a Github repository
with the intention of encouraging adoption and reproduction.
The stability of the MSBR system model is analyzed under different reactivity
perturbations. Results of simulation indicate that under the assumptions of the model and
the range of parameter values in the current research, the two-fluid MSBR system is stable
and operable at all power levels investigated. For a positive reactivity insertion, the model
response is strongly damped at higher power levels due to higher reactivity feedback than
at lower power levels. Consequently, the relative change in power is observed to be greater
at lower power levels when compared to higher power levels for a given reactivity input.
A prompt jump in power (and neutron density) is seen immediately following the reactivity
insertion, as expected. The prompt jump is followed by an exponential fall off to nominal
power. “Plateaus” or local peaks are seen on the otherwise smooth power response curve
due to fuel circulation effects and the reintroduction of delayed-neutron precursors into the
core after every loop. These peaks are more conspicuous at higher power levels.
Additionally, a corresponding change in the average temperature of the nodes is observed
that induces feedback reactivity to compensate for the step insertion. Similar stability is
observed in the case of periodic reactivity excursions and the systems tends to return to
nominal power following both positive and negative reactivity perturbations.
The frequency response Bode plots of the system for power-to-reactivity indicate
stable behavior at all power levels. The zero-power case shows an increasing magnitude at
lower frequency due to the absence of feedbacks. For higher power operation, the
magnitude curves show distinct break frequencies in the low-frequency range indicative of
the system heat transfer time. At higher frequencies, the break frequency is observed to be
the same for all power levels. Moreover, characteristics dips are seen in the response
corresponding to the primary and secondary loop transit times and the associated feedback
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resonances. The observed frequency response is consistent with the simulations for
external reactivity perturbations. The smaller delayed-neutron fraction in the MSBR fuel
compared to pure U-235 fuel is not observed to cause any dynamics or stability problems.
The phase space of modeling parameters is neglected here, and a sensitivity analysis is
necessary to determine the effect of perturbation of parameters on reactor response.
However, for the simulations carried out in this study there are no indications of dynamics
issues under nominal operating conditions.
The MSBR system also displays a strong self-regulating behavior in response to
changes in the demand power as simulated by changing the heat extraction in the final heat
sink. The inherent feedback reactivity induced primarily due to changes in the fuel salt
temperature compensates for changes in demand power allowing the system to respond by
changing power level without significant delay. This uncontrolled load-following is an
emergent behavior of the MSBR system dynamics. It presents an exceptional opportunity
to design a truly “walk-away” safe next-generation reactor. Furthermore, the temperatures
in the various salt carrying parts of the system are observed to move about an average
temperature during the load-following maneuver. This means that the temperature of the
hottest node decreases while the temperature of the coldest node increases, thereby
preventing the salts in the system from freezing.
Limitations inherent to the point-kinetics equations apply to the presented model
such that it is valid only for relatively high power (> 1 MW) and for transients longer than
the core fuel transit time. Barring these limitations, the model successfully describes the
dynamics features unique to circulating fuel reactors. This type of modeling study can lend
itself to informed reactor design and is a first step toward understanding the dynamics of a
reactor system and assess its operability. This model can easily be adapted to simulate
various anomaly scenarios such as heat exchanger under-cooling, and pump trips in the
primary and/or the secondary loop. The model presented here can also be readily modified
to simulate dynamics of other MSR designs.
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CHAPTER 5
PLANT-LEVEL DYNAMIC MODELING OF A GENERIC MSR
This chapter presents a model of a generic MSR core and salt loop coupled with an integral
economizer once-through steam generator producing superheater steam. The steam serves
as the working fluid for a reheated-regenerative Rankine cycle in a balance-of-plant. The
author assembled the models and carried out simulations. He had help from Alex Wheeler
who created scripts to automate frequency analysis on the UTK NE cluster and helped
preparing manuscripts for publication.
This work was supported by a research grant from the U.S. Department of Energy through
a contract with ORNL and UT-Battelle. The author is grateful to Dr. Lou Qualls, national
technical director for molten salt reactors, for funding this research. He is also grateful to
Dr. M. Scott Greenwood, ORNL, for the many hours of discussion on MSRs and BOP
modeling.
This chapter borrows material from the following article presented at the 2019 ANS
NPIC&HMIT conference.
V. Singh, A.M. Wheeler, B.R. Upadhyaya, and O. Chvála, “Load-following Operation and
Transient Behavior of Molten Salt Demonstration Reactor,” Proceedings of 11th ANS
NPIC&HMIT Conference, Orlando, FL, USA (2019).
At the time of writing, this research has almost concluded and some of the material
presented here will be published in a peer-reviewed journal.
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5.1

Introduction

The dynamic modeling approach detailed in Chapters 3 and 4, is extended here to
the modeling of a generic MSR “demonstration” plant with multiple flow loops and with
detailed secondary side dynamics. As mentioned earlier, MSRs display unique dynamic
characteristics as compared to solid-fuel reactors. These features arise as a result of delayed
temperature feedback effects and due to the migration of delayed-neutron precursors in the
circulating fuel. MSRs have seen a resurgence in interest over the last decade and as such
have been the subject of many modeling and simulation studies. Dynamic modeling is one
such area being investigated. All new reactor designs need a thorough examination of their
dynamic characteristics in order to predict feedback behavior, response to perturbations in
system parameters, and the effects of possible initiating events. In this frame of mind, the
author and his colleagues published lumped-parameter dynamic models for the MoltenSalt Reactor Experiment (MSRE) [30] and the two-fluid Molten-Salt Breeder Reactor [31,
32]. This chapter presents a plant-level dynamic model of a generic MSR design. The
presented work was carried out in a collaborative effort between the University of
Tennessee and Oak Ridge National Laboratory (ORNL). The modeling philosophy at work
is to develop an open-source dynamic model that sufficiently captures the underlying
physics of MSRs while having computational requirements that can be satisfied by a
personal computer.
Fuel burnup changes system parameters such as heat capacities, heat transfer
coefficients, fissile composition etc. during the fuel cycle. These changes affect the
dynamic response of the reactor system in various ways that need to be accounted for in its
design. Dynamic modeling helps narrow these design parameters, inform reactor design
choices, probe operational safety limits, and develop effective reactor control strategies.
This is especially imperative for MSRs which are liquid-fueled, high-temperature, lowpressure reactors which are outside the typical nuclear engineer’s experience base.
Previous work published by the authors mainly included primary-side dynamics [30, 31,
32]. The model presented here incorporates a generic thermal-spectrum, graphitemoderated reactor core representative of the Molten-Salt Demonstration Reactor (MSDR)
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[75]. The fuel salt flow is split into three loops each with an accompanying secondary and
tertiary loop. The tertiary salt circulates through a once-through steam generator (OTSG)
which produces superheated steam at 12.5 MPa. The OTSG system couples with a balanceof-plant (BOP) model which consists of steam nozzle, high-pressure turbine, moisture
separator, steam reheater, low-pressure turbine, condenser, and feedwater heaters.
Furthermore, the model incorporates reactivity effects from Xenon poisoning. A major aim
of this modeling work is to show that these models can be used to simulate the dynamic
behavior of all major components of an MSR plant under various transient conditions.
This chapter is organized as follows: Section 5.2 provides a brief overview of the
reactor system being modeled. The modeling approach for the reactor core, flow loops,
OTSG, and BOP is detailed in Section 5.3. Results from simulation are presented in Section
5.4, followed by discussion and conclusion in Section 5.5. Equation used in the model are
listed in Appendices C and D.

5.2

Description of the modeled plant

The reactor plant consists of the core described in Ref. [75] coupled to an integral
economizer once-through steam generator (IEOTSG) and a reheated-regenerative Rankine
cycle balance-of-plant. Section 5.2.1 details the reactor core, the heat exchangers and the
accompanying salt loops. The IEOTSG is described in Section 5.2.2, and the BOP in
Section 5.2.3.
5.2.1

Reactor core and heat exchangers

After the groundbreaking success of the MSRE, the Molten-Salt Reactor Program
at ORNL began drafting conceptual designs for commercial-scale MSRs. Initially, this
work was directed towards designing high-performance thermal breeder reactors that breed
on the thorium-233U fuel cycle [76, 24]. However, much work remained unresolved as far
as a commercial breeder reactor was concerned. The MSRE had demonstrated feasibility
of MSRs while investigating aspects of chemistry, engineering, and operation. However,
the MSRE had a low power density, the heat was rejected to air, and the experiment lacked
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many complexities of a breeder power plant. ORNL Engineers formulated an alternative
proposal that emphasized rapid attainment of commercial size with a more gradual
attainment of breeding performance. The Molten-Salt Demonstration Reactor (MSDR) was
the result of this endeavor [75]. It was conceived as the next reactor to be constructed after
the MSRE. Its purpose was to demonstrate MSRs at a “semi-commercial” scale while
requiring minimal R&D effort on basic technology beyond what was demonstrated at
MSRE. To achieve this, the design in Ref. [76] was modified to have lower power density
and a simplified chemical reprocessing system.
The resulting plant is designed to produce 750 MW(th) in a single-fluid MSR. It is
a thermal-spectrum graphite-moderated reactor where the primary salt (7LiF-BeF2-ThF4233

UF4) flows through channels in the graphite matrix. The primary/fuel salt enters the

bottom of the core at ~585 ℃ and by the time it leaves at the top, energy from fission
increases its temperature to ~695 ℃. This primary salt is circulated from the core in three
streams, each consisting of two primary heat exchangers in parallel. Ref. [75] mentions
that a multi-loop flow configuration was chosen for HX modularity and in order to utilize
off-the-shelf HX designs available at the time. These heat exchangers are of the countercurrent shell-and-tube type, where the fuel salt in the tubes deposits its heat to the shellside secondary coolant salt (7LiF-BeF2, FLiBe). The three fuel salt streams mix and are
recirculated through the core and primary loop in this fashion. The secondary salt is much
less radioactive than the primary salt as it does not contain any fissile or fertile material.
The composition of the secondary salt is chosen to avoid any adverse chemical reactions
in the event of leakage into the primary circuit. The secondary salt is cooled in a secondary
heat exchanger with a third molten salt, Hitec (KNO3-NaNO2-NaNO3)13. The primary
purpose of the Hitec salt loop is to capture the tritium that is produced by neutron capture
in Li-6 in the reactor core and migrates through the primary and secondary loop surfaces
into the tertiary salt [75, 76]. The oxygen in this nitrate-nitrite salt combines with the tritium
to form tritiated water which bubbles out as steam and is recovered with relative ease. The
Hitec salt also has excellent heat transfer properties, and with a relatively low melting point
13

Hitec® salt – Regd. by Coastal Chemical Co., LLC.
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of ~140 ℃, it considerably mitigates the issue of salt freeze-up in the steam generators.
Furthermore, any water/steam leaking into the tertiary salt can be easily captured which
minimizes consequences resulting from a steam leak. However, Hitec salt can’t be used as
the secondary coolant because its leakage into the primary loop would precipitate uranium
and thorium as oxides, and lead to reactions with the graphite moderator. Except for some
trace amounts of tritium, the tertiary salt is non-radioactive and can leave the primary
containment building to an auxiliary power generation building. The power generation
system is described later.
Each of the salt loops is outfitted with a centrifugal pump for circulation. Each
pump has excess cover gas volume and overflow discharge piping to accommodate for
thermal expansion of the salts. The primary circuit also consists of a bypass flow where
helium bubbles are introduced into the molten salt for subsequent extraction of fission
product gases (mainly Xe) through active sparging [75].
The design of the MSDR, however, was never completely finalized. Most
importantly, reactor dynamics parameters were not fully determined and the body of Ref.
[75] refers to ORNL-TM-4541 [77] for dynamics related quantities such as reactivity
coefficients, delayed neutron fractions, mean neutron generation time etc. For the dynamic
model presented here, parts of the MSDR layout pertaining to the mass fractions in the
reactor core, reactor thermal output, and the three parallel molten salt flow loops are
adopted. All dynamics and thermal hydraulics parameters are obtained from Ref. [77],
unless stated otherwise. The objective of this chapter is to detail a flexible framework for
a plant-level model of an MSR. As such, the results obtained from model simulation are
not to be subjected to scrutinizing the dynamic performance of the reactor plant. Instead,
the aim is to assemble a system-level model that can simulate the dynamics of the reactor
plant to an acceptable degree of accuracy for a wide range of input parameters. A simplified
layout of the modeled reactor plant is presented in Figure 5.1.
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Figure 5.1. Layout of the modeled reactor plant.

5.2.2

Once-through steam generator (OTSG)

In the reactor plant model described here, an Integral Economizer Once-Through
Steam Generator (OTSG) is used to generate superheated steam. These steam generators
incorporate the economizer, evaporator, and superheater regions into a single module shelland-tube type heat exchanger. In the presented system, such an integral economizer OTSG
is coupled with the tertiary loop. The term ‘once-through’ is in reference to the primary
fluid which is circulated through the steam generator in a single pass from the top to the
bottom. The Hitec salt from the secondary heat exchanger enters the top of the steam
generator at ~510 ℃ and is distributed through a grid plate into 6546 vertical tubes
measuring ~8.5 m in length. The salt then transfers its heat to the metal via forced
convection and heats the shell-side coolant as it flows downward through the length of the
tubes before merging in a plenum and returning to the secondary heat exchanger. On the
shell side, demineralized feedwater preheated to ~210 ℃ enters the OTSG at about 20%
the height of the primary tubes into an annular region and goes through a short downcomer
before turning upward and contacting the tubes. This bottom region is known as the
‘economizer’ where the water is heated to just below saturation temperature. The feedwater
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flowing upward continues to receive heat from the primary fluid and undergoes boiling in
what is termed the saturated boiling region or the ‘evaporator’. The heat transfer in this
region is dominated by nucleate boiling which is much more efficient than single-phase
heat transfer in either subcooled water or steam. The steam quality increases as the twophase fluid moves up along the shell-side column until the steam dries out and enters the
‘superheater’ region. This dry steam continues to superheat as it moves upwards and
around into a short downcomer annulus before leaving the OTSG. The steam at the outlet
is at 12.5 MPa with >120 ℃ of superheat. A simplified diagram of the OTSG showing the
flow paths and the different heat transfer regions is presented in Figure 5.2.
The OTSG is designed to operate with a constant average primary temperature for
a broad range of load demand. This is possible because the length of the shell-tube interface
needed to dry out the steam varies with the load demand. It is this change in the boiling
length that allows the OTSG to operate at different load levels while maintaining an
average primary coolant temperature. Instead of changing the primary-to-secondary
temperature difference, the OTSG changes its average heat transfer coefficient by varying
the boiling length to accommodate changes in power level.
5.2.3

Balance-of-plant (BOP)

The thermal energy from the superheated steam is converted into useful work by
directing its flow through a series of equipment collectively named the ‘balance-of-plant’
(BOP). In the system modeled here, the BOP consists of a nozzle chest, high-pressure
turbine (HPT), moisture separator, steam reheater, low-pressure turbine (LPT), condenser,
and two feedwater heaters (one each for high and low pressure). A simplified flow scheme
is shown in Figure 5.1.
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Figure 5.2. Simplified schematic of an integral economizer once-through steam generator showing different
heat transfer regions.
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The superheated steam from the OTSG flows through a valve where a portion is
bypassed for recuperation at a later stage. The rest of the main steam flows through the
nozzle chest into the HPT where it expands and performs shaft work. Bleed flow from the
HPT is redirected to the high-pressure feedwater heater. Wet exhaust steam from the HPT
is dried in the moisture separator before reheating. This improves the efficiency of the cycle
and reduces damage due to droplet impact erosion in the LPT and water hammer on
associated steam systems. Any liquid collected in the moisture separator is redirected to
the high-pressure feedwater heater. The bypassed main steam is used to reheat the dry
steam coming from the moisture separator to increase its enthalpy. This reheated steam
then flows through the LPT where additional shaft work is extracted. Meanwhile, the
bypass steam is also redirected to the high-pressure feedwater heater. Bleed flows from the
LPT reach the low-pressure feedwater heater. Exhaust steam from the LPT is allowed to
expand in a condenser which is maintained at sub-atmospheric pressure, where pumped
cooling water from an external source is used to condense the steam. The condensate is
pumped through the low-pressure and high-pressure feedwater heaters before making its
way back into the OTSG to repeat the process.

5.3

Modeling approach

The model assembled here draws heavily from previous models published both by
the authors and other researchers. OTSG model is inspired by Chen (1976) [78], the BOP
model is adapted from Shankar (1977) [79] and Naghedolfeizi (1990) [80], and the
condenser model is adapted from a MATLAB contribution by Cao (2008) [81]. The various
models are interfaced to work with each other. The final assembled model consists of
several hundred parameters and >250 state variables. Not all parameters were available
from an existing reactor plant design specification. Some parameters in the model are not
accurately known, and others are simply educated engineering estimates. Modeling
methodology, inherent assumptions, and limitations are detailed in the following
subsections.
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Power generation through fission, heat transfer in the various molten salt loops, and
other highly coupled phenomena governing the operational behavior of an MSR plant are
nonlinear and spatially distributed. However, distributed-parameter systems are described
by partial differential equations that do not lend themselves well to numerical solutions and
can be computationally demanding. As mentioned earlier, one of the goals for the
assembled model needed it to be accessible in terms of computational requirements. Hence,
a nonlinear lumped-parameter modeling approach was utilized. In this methodology,
certain assumptions are made to reduce the description of the spatially distributed system
into discrete nodal volumes with homogeneous physical parameters. This reduces the
partial differential equations into a set of ordinary differential equations with a finite
number of parameters.
5.3.1

Reactor core and heat exchangers

Just as in Chapters 3 and 4, the presented model uses a modified point-reactor
kinetics approach to represent the neutronics of the reactor core. The point kinetics model
is modified in that the loss of delayed neutrons in the circulating fuel is explicitly
accounted. However, as in the previous chapters, all spatial variations in neutron flux and
precursor concentrations are neglected.
The reactor core and HX loop model is inspired by Kerlin et al. [36] and similar to
the model of the MSRE described in Ref. [30] which also details the applicability of the
model, its assumptions, and limitations. The reader is referred to Chapters 3 and 4 for the
constitutive equations. As mentioned earlier, the geometry and flow configuration of the
reactor core and HX loop model is obtained from the MSDR design specifications in Ref
[75]. Although the initial intent was to use model parameters from Ref. [75], not all
required parameters for such a model were made available in this report. In some instances,
the single-fluid breeder reactor’s parameters from Ref. [77] were used when available.
When neither report provided a needed parameter, an educated guess was made in
accordance to the parameter values used in the models in Refs. [30] and [36]. The purpose
here is not to examine the dynamic performance of a hypothetical MSDR plant per se, but
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rather to demonstrate the versatility of the modeling methodology for purposes of
investigating MSR dynamic behavior.
Table 5.1 provides a list of the parameters used in describing the reactor core and
HX loop model. A block diagram of the nodalization of said model is presented in Figure
5.3. Note that only one representative salt loop is shown.
Six delayed-neutron precursor groups are used in the modified point kinetics model.
Of all the energy produced from fission, 94% is deposited in the fuel salt and the balance
into the graphite. Any heat energy generated in the fuel due to fission product decay is
omitted. The core model consists of two solid graphite nodes arranged axially with each
node in thermal contact with two equal sized liquid fuel nodes. These nodes represent the
division of the total mass of the graphite and fuel salt. Each node is associated with an ODE
that tracks the time rate of change in mass and energy over time, and hence the temperature
of the node.

Figure 5.3. Nodalization of the reactor core and HX loops.
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Table 5.1. MSDR model parameters.

Parameter
Thermal power
Fraction of energy deposited in fuel
Fraction of energy deposited in graphite
Neutron mean generation time
Total delayed-neutron fraction
Fuel temperature feedback coefficient
Graphite temperature feedback coefficient
Core transit time
Loop transit time
Fuel salt heat capacity
Graphite heat capacity
Coolant salt heat capacity
Hitec salt heat capacity
OTSG steam pressure
Feedwater flow rate, at 100%
Feedwater inlet temperature

Value in SI units
750 MW
0.94
0.06
2.400E-04 s
0.0067
-3.22 pcm/℃
+2.35 pcm/℃
16.6 s
6.1 s
1355 J/kg-℃
1773 J/kg-℃
2386 J/kg-℃
1549 J/kg-℃
125 bar
320 kg/s
212 ℃

For the purposes of this model, all nodes are assumed to be well mixed, i.e., state
variables are spatially averaged. The temperature of the fluid exiting the node is also
assumed to be the same as that of the node. As seen in Figure 5.3, an arrangement of two
liquid fuel nodes for every solid node is utilized throughout the core and HX models. This
arrangement allows for defining a more accurate average temperature for heat transfer
between the solid and the fluid, that is, the temperature of the first fluid node. Furthermore,
the temperature of the second fluid node is the temperature of the exiting fluid. The fluid’s
transit between components is represented using pure time delays. Temperature-based
reactivity feedbacks are calculated with respect to the steady-state temperatures. Provision
is also made for inserting external reactivity.
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The presence of fission product poisons requires that LWRs be fueled with some
excess reactivity in order to allow changing of the reactor power level during any day’s
operation and to maintain thermal output with fuel burnup over the core fuel life. MSRs
provide some advantages in this regard, most notable of which is the removal of xenon
from the fuel salt. This was demonstrated at MSRE using active sparging in the fuel salt
pump bowl with deoxygenated helium cover gas [13]. In the presented model, simple
Bateman equations describing time rate of change in the concentration of Xe-135 and its
precursor I-135 are implemented. In LWRs, xenon remains trapped in the fuel rods until it
either decays or undergoes parasitic absorption. In MSRs, however, xenon volatilizes after
reaching some solubility limit. It bubbles out of solution naturally, but its removal can be
accelerated via sparging as in the MSRE and the same was planned for the MSDR. In the
presented model, an effective decay constant is used to simulate the removal of Xe-135
through sparging [85]. Negative reactivity resulting from the remaining xenon in
circulation is accounted to model its effects on transient behavior and load-following.
An important part of the process of developing such dynamic models is to make
appropriate assumptions that allow for both a reduction in complexity and a certain degree
of flexibility in computational requirements. These assumptions are mainly concerned with
averaging complex physical phenomena and the geometric configuration of the system.
They define a framework for model simulation and provide general limitations regarding
the model’s usability. For the reactor core and loop model, the basic assumptions and
limitations are summarized here:
1. The model is inherently nonlinear.
2. Thermal hydraulics is 1-D with spatially averaged nodes.
3. Spatial variations in neutron flux, salt and graphite temperatures, and delayedneutron precursor concentrations are neglected.
4. All thermal power is assumed to be generated in the moderated region of the core
i.e., fissions outside core and fission product decay heat are ignored.
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5. Axial heat transfer between graphite nodes inside the code is ignored.
6. All fluid nodes are well mixed with the temperature of the fluid exiting the node
the same as the temperature of the node.
5.3.2

OTSG

The model of the OTSG developed here is a nonlinear, lumped-parameter model
with moving boundaries defining control volumes for subcooled, boiling, and superheating
regions. This approach is adopted from modeling work carried out by Chen (1976) [78].
The nodalization scheme used in this model is shown in Figure 5.4. There are six primaryside nodes, six wall metal nodes, and five secondary-side nodes. As was briefly mentioned
earlier, the boiling and superheating boundaries are load dependent and vary during
transients. The heat transfer characteristics change quite dramatically at either boundary of
the two-phase boiling region. Furthermore, there are significant changes in the temperature
of the fluids in the axial direction. Hence, each region on both the primary and secondary
side is composed of two equal sized nodes, except for the boiling region on the secondary
side where the fluid is under saturated conditions and temperature changes are
insignificant. Appropriately averaged heat transfer coefficients were derived using the
relationships listed in Ref. [78].
Equations used in the OTSG are derived using fundamental laws of mass,
momentum, and energy conservation for a constant-area one-dimensional flow channel.
These can be stated as follows:
Conservation of mass
𝑑𝑀
= ∑ 𝑚̇𝑖𝑛 − ∑ 𝑚̇𝑜𝑢𝑡
𝑑𝑡
(5.1)
where M is the mass of the node, and 𝒎̇𝒊𝒏 and 𝒎̇𝒐𝒖𝒕 are the fluid mass flow rates in and
out of the node respectively.
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Conservation of energy
𝑑
(𝑀𝑈) = ∑(𝑚̇ℎ)𝑖𝑛 − ∑(𝑚̇ℎ)𝑜𝑢𝑡 + 𝑄 − 𝑊
𝑑𝑡
(5.2)
where U is the internal energy of the node, hin and hout are the enthalpies of the fluid
flowing in and out of the node, Q is the heat energy added, and W is the work done by the
fluid.
Conservation of momentum
𝑑
(𝑀𝑉) = ∑(𝑚̇𝑣)𝑖𝑛 − ∑(𝑚̇𝑣)𝑜𝑢𝑡 + ∑ 𝐹𝑒𝑥𝑡
𝑑𝑡
(5.3)
where vin and vout are the velocities of the fluid at the inlet and outlet, and Fext are the
external forces acting on the node. The equations used in the OTSG model are listed in
Appendix C.
The following assumptions apply to the OTSG model:
1. The model is defined as an average characteristic tube that represents the collective
dynamic behavior of all the tubes in the OTSG.
2. The dynamic behavior of the fluids is confined to a 1-D treatment in the direction
of the main flow. Each region is assigned a constant heat transfer coefficient.
3. Heat transfer along axial direction is neglected in the metal nodes.
4. Spatially averaged material properties are used to define each node.
5. Boiling and subsequent two-phase flow effects are modeled in a homogeneous node
and assigned an average heat transfer coefficient.
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6. Subcooled boiling is neglected.
7. Steam exiting the secondary side is single-phase and under superheated conditions.
8. Steam pressure is modeled using the ideal gas law with a constant compressibility
adjustment factor.
9. The pressure drop within a region is assumed to be negligible, and the pressure
difference between the regions is constant.
10. The steam generation rate is assumed to be equal to the boiling rate.

Figure 5.4. Nodal diagram of the OTSG model.
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Figure 5.5. Schematic of the modeled BOP system showing state variables.

5.3.3

BOP

The balance-of-plant system is composed of a nozzle chest, high-pressure turbine,
moisture separator, reheater, low-pressure turbine, condenser, and two feedwater heaters.
These components together operate the superheated steam working fluid flowing from the
OTSG through the reheated-regenerative Rankine cycle. In this variation of the Rankine
cycle two turbines work in series. The exhaust steam from the HPT is dried and reheated
using a bypass flow before expansion in the LPT. Furthermore, bleed flows and bypass
steam are used to preheat feedwater that is pressurized via pumping to the steam generator.
These steps combine to increase the thermal efficiency of the Rankine cycle while
providing practical advantages such as a higher quality exhaust at both turbines, which
increases their lifetime, and a larger pressure difference between the boiler and condenser
[84]. The BOP model is adapted from earlier work by Shankar (1977) [79] and
Naghedolfeizi (1990) [80] and paired with a condenser model adapted from Cao (2008)
[81].
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The model equations listed in Appendix D are developed using well-known
conservation laws and certain empirical relationships. A schematic of the balance-of-plant
showing the various flows and their state variables is shown in Figure 5.5. The assumptions
used in the presented model are as follows:
1. Reversible adiabatic expansion occurs in the nozzle chest and the moisture
separator.
2. Heat transfer rate in the reheater and feedwater heaters are assumed to be constant.
3. The intermediate and low-pressure turbine dynamics are combined into one turbine
as they are considerably slower compared to the high-pressure turbine.
4. The expansion of steam in the turbines is not reversible and has an associated
isentropic efficiency. Both HPT and LPT are assumed to have the same efficiency.
5. The regenerative bleed flows from the turbines depend linearly on the flow rate.
6. Heat exchange in the reheater is assumed to be perfect with no pressure drop.
7. The dynamics of the feedwater pump are ignored.
8. The flow through the nozzle chest and the reheater are assumed to depend on the
square root of the product of the upstream pressure and density of the steam and
linearly on the flow area [84].
9. Steam flow losses in the cycle are assumed to be negligible.
10. Tables generated using XSteam are used for determining various properties of
saturated water and steam [83].

5.4

Results

The performance and stability of such plant-level dynamic models are generally
investigated by observing the model’s response to step changes in parameters such as input
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reactivity. Here, results are presented for step changes in reactivity of the core. Frequency
response of the plant is also analyzed for various boundary conditions on the secondary
side. Furthermore, load-following capacity of the plant is probed by changing the feedwater
flow rate into the OTSG to simulate demand changes on the secondary side. In all cases,
the open-loop system response is shown, that is, there are no external controllers at work
in any of the components except the condenser where the pressure inside is maintained by
controlling the cooling water flow rate. The final assembled model has been made available
open-source14.
5.4.1 Step reactivity insertion
Model response for a +20 pcm reactivity step is presented. The core power output is
shown in Figure 5.6, average temperatures in the core are shown in Figure 5.7, and Figure
5.8 shows the concentration of Xe-135 in the fuel salt during the transient. The thermal
output of the core shows a prompt jump following the insertion which leads to a prominent
spike in the average core temperatures. The fluid fuel is seen to heat up faster than graphite
because most of the energy from fission is deposited into the fuel salt (Table 5.1). Since
the fuel has a negative feedback coefficient, the temperature spike during the initial prompt
jump arrests further increase in power and dampens the response. Before reaching steadystate, the power response shows a slight increase that arises from the continued heating of
graphite and its positive temperature feedback. This new steady-state is governed by the
temperatures in the core which are seen to settle at higher values. Figure 5.9 shows that the
feedback reactivity arising from the combined temperature changes compensates for the
initial step insertion completely. Xe-135 concentration shows a spike following the step
insertion due to additional production via fission. A slight dip follows the initial peak as
Xe-135 is removed via burning and sparging. The concentration of Xe-135 continues to
increase afterwards due to decay of I-135 precursor. Eventually, a new equilibrium is
reached as production and removal terms balance out. The OTSG steam outlet temperature,
shown in Figure 5.10, also increases following the step insertion as expected.

14

https://github.com/ondrejch/2019-MSDR-powerplant-paper/
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Figure 5.6. Fractional power in the core following +20 pcm reactivity step.

Figure 5.7. Average core temperatures following +20 pcm reactivity step.
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Figure 5.8. Xe-135 concentration in the fuel salt during +20 pcm step insertion.

Figure 5.9. Reactivity feedback from temperature changes in the core following +20 pcm step insertion.

138

Figure 5.10. OTSG steam outlet temperature following +20 pcm step change in reactivity.

5.4.2

Frequency response

As with the previous chapters, the frequency domain response is analyzed here.
While analyzing response to step perturbations is useful since they closely resemble reallife reactivity insertions, the information gained from them is limited. A step insertion can
be viewed as a mono-frequency input. For a thorough analysis, the stability of the plant for
a wide range of input frequencies must be ascertained. As with the previous chapters, the
power-to-reactivity frequency response is found using a sinusoidal reactivity insertion of
amplitude ~1 pcm. For such small amplitudes, the behavior of the nonlinear model is well
within the domain of linearity and can therefore be considered valid for the purposes of
creating a Bode plot.
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When modeling a rector plant, incorporating a full steam generator and BOP can
be burdensome. Moreover, if the design for the turbine cycle is not finalized, adding an
OTSG and BOP may not be ideal. For these reasons, some models only include the fuel
salt and coolant salts. However, this ignores dynamic features which may have an impact
on power response. Hence, the MSDR model was rendered with three different boundary
conditions: constant heat removal on the Hitec loop, constant inputs to the OTSG, and full
plant with BOP. Figure 5.11 depicts the frequency response of the MSDR for these three
boundary conditions. For the most part, the behavior of the MSDR with only OTSG is
indistinguishable from the full system model implying that most of the dynamics of interest
are in the OTSG. On the other hand, the behavior of MSDR with constant heat removal is
similar but with important distinctions. Namely, the gain is lower than the cases with OTSG
and full BOP and is seen to converge with the two at lower frequencies. However, the phase
diverges at lower frequencies, but converges at higher frequencies. Hence, a constant heat
removal system simplifies the secondary side behavior, leads to an overestimation of
feedback response, and is, in general, not fully accurate for modeling such systems for
control studies. This means the response of the MSBR system modeled in Chapter 4 is also
insufficient for control studies and an OTSG or similar secondary side system must be
coupled with the reactor for a more realistic assessment of dynamic behavior.
5.4.3

Load-following operation

When the thermal output of a power plant is changed depending on the load demand
on the secondary side, it is operating in load-following mode. Theoretically speaking, loadfollowing operation should be possible for any nuclear reactor system provided its overall
feedback coefficient is sufficiently negative. However, in practice, traditional nuclear
power plants have a very limited ability to load-follow as they need to overcome negative
reactivity arising from accumulated fission product neutron poisons. In thermal systems,
the most important of these poisons is Xe-135. Hence, where regulations allow for loadfollowing, it is accomplished by moving control rods or varying coolant/moderator flow
rate. MSRs hold a distinct advantage over solid-fuel reactors in this regard, the foremost of
which is the ability to reprocess the fuel salt chemically to maintain a “cleaner”
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composition. Even in the absence of chemical reprocessing systems, Xe-135 can be
efficiently removed from the salt via physical means such as sparging the salt with helium
bubbles. This process was demonstrated at the MSRE [13] and for the purposes of this
model it is assumed that such efficiency in xenon removal can be obtained. Furthermore,
reactivity feedback resulting from rapid changes in the fuel salt’s density can compensate
for negative reactivity arising from other, less potent, neutron poisons. Reduced losses from
parasitic captures along with rapid temperature feedbacks allow MSRs to respond to
changes in load demand through inherent feedback mechanisms alone.

Figure 5.11. Bode plot of the MSDR plant showing power to reactivity frequency response for three
different boundary conditions on the secondary side.
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Figure 5.12 shows the response of the core power to an arbitrary change in loaddemand over the course of 3 hours. The demand set point is changed in steps, first at -25%
at the stroke of each hour down to 50% power, and then at +50% back up to 100%.
Meanwhile, the model’s open-loop response is recorded. The core takes ~10 seconds to
respond to the step change in secondary conditions owing to the circulation times of the
various salt loops and the heat transfer processes therein. It is seen that power changes
smoothly with some minor overshoot because of the controller action on feedwater flow.
The controller could be tuned further to obtain optimal response. The core power shows a
prompt change followed by a more damped response before settling at the new setpoint
level within ~10 minutes after the demand change. The core hot-leg and cold-leg
temperatures seem to move about a constant average as shown in Figure 5.13. Under closer
inspection, the temperature changes are not exactly varying about a constant average since
the fuel salt must overcome the positive reactivity from changes in the graphite temperature
in addition to the steady-state xenon. The primary physical means of achieving this increase
in reactivity in the fuel salt is through temperature-dependent density changes. This
coupling of the fuel and graphite temperatures and their reactivity feedback results in the
peaks seen in the temperature response. By comparing the behavior of the present model
with Chapter 4, once can note that the latter showed a more ideal temperature response as
both fuel and graphite feedback coefficients were negative. The reactivity feedbacks
resulting from these temperature changes vary about a steady-state value which is governed
by the fuel salt flow rate as seen in Figure 5.14.

142

Figure 5.12. Power response to changes in load demand.

Figure 5.13. Cold-leg and hot-leg temperatures during load-following maneuver.
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Figure 5.14. Reactivity feedback driving the power response during load-following.

The feedwater flow rate changes in a similar fashion to the load demand profile
with minimal overshoot as seen in Figure 5.15. Similarly, Xe-135 concentration, shown in
Figure 5.16, follows the demand profile with smooth changes. The step changes in
concentration following decrease in demand arise from the fact that xenon production from
fission reduces promptly but removal from sparging continues. The slope changes rapidly
following the prompt jump as production rate from fission stabilizes and accumulation
from I-135 decays continue. When power increases, both production from fission and
burnup rate increase. However, xenon concentration continues to rise due to I-135 decays
until production and removal rates balance out. The steam pressure in Figure 5.17 shows
small transients about a constant value. This results from the fact that output steam pressure
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is not controlled. Finally, the steam temperature, shown in Figure 5.18 increases with
decreasing power level. As power demand drops, the feedwater flow rate reduces and hence
a greater volume of the OTSG becomes available for superheating. However, overall power
produced lowers since the flow rate of the steam is reduced. The varying boundaries of the
different heat transfer regions of the OTSG illustrate this behavior as seen in Figure 5.19.

Figure 5.15. Feedwater flow rate into the OTSG during load-following.
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Figure 5.16. Conc. of Xe-135 and I-135 during load-following.

Figure 5.17. Steam pressure at OTSG outlet during load-following.
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Figure 5.18. Steam temperature at OTSG outlet during load-following.

Figure 5.19. Dynamically changing lengths of heat transfer boundaries on the OTSG secondary side.
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5.5

Concluding remarks

A nonlinear lumped-parameter dynamic model of a representative Molten Salt
Demonstration Reactor power plant has been assembled in MATLAB-Simulink using the
modeling methodology of Refs. [30, 31, 32]. The reactor plant consists of a core with
multiple flow loops coupled to a once-through steam generator and a balance-of-plant
system. The OTSG model uses moving boiling and superheating boundaries to change the
average heat transfer coefficient of the secondary side fluid and operate at various power
levels. The balance-of-plant operates on the reheated-regenerative Rankine cycle. The
model also accounts for reactivity loss due to changes in concentration of Xe-135 poison
allowing for more accurate depiction of load-following operation. Results from open-loop
simulation show that the reactor plant has a bounded output for a bounded input and is
stable for the reactivity perturbations considered. Load-following is simulated by varying
the feedwater flow rate into the OTSG. Results suggests that the reactor would respond to
changes in load demand in a stable manner with minimal overshoot without requiring any
operator action. While such models are traditionally utilized for understanding a reactor’s
transient behavior, this work shows that they may also be applied to studying the effects of
fission product poisoning. Furthermore, the presented model is relatively light on
computational resource needs and could serve as an accessible and sufficiently accurate
tool for informing design decisions, studying effects of parameter sensitivities on system
response, and for development of control strategies.
The results suggest that inherent temperature-related reactivity feedback effects in
MSRs can be gainfully employed for load-following operation. While this is not a unique
feature, MSRs hold unparalleled potential to operate autonomously in load-following mode
given appropriate measurements are made (both process and neutron instrumentation).
Contemporary economics of the nuclear power industry suggests that to remain viable
future nuclear plants should ideally be capable of load-following without inducing undue
physical stresses on the plant. Appropriately tuned MSR designs could satisfy these
requirements as indicated by the presented results. While challenges concerning
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instrumentation remain, MSRs offer a generational leap in safety for nuclear power
production with promises of being economically competitive.
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CHAPTER 6
FURTHER APPLICATIONS
This chapter presents some applications of the modeling approach to studying dynamics
of MSRs including parametric sensitivity analysis and accounting for reactivity effects of
poisons Xe-135 and Sm-149. The author had significant help from Alex Wheeler in
carrying out this work.
This research was supported by a grant from ORNL. The author would like to acknowledge
them for their generous support.
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Knoxville, TN, and awarded runner-up for best paper award.
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6.1

Introduction

Developing control strategies is usually accompanied by the development of
dynamic models of various levels of complexity that can accurately depict the behavior of
the reactor plant during deviations from nominal operation. These models accurately
account for the physical phenomena occurring in the plant and output process variables of
interest such as power, and various temperatures, pressures, flow rates etc. Moreover, a
reactor plant has myriad independent variables that can affect the process behavior.
Establishing the range of these variables and the sensitivity of the plant output within these
ranges is of paramount importance to reactor safety and operability. Thus, such models can
help in isolating parameters of interest for further investigation.
This chapter highlights results from a parametric sensitivity analysis and loadfollowing maneuver performed using the MSBR model presented in Chapter 4. The
application of the dynamic model to studying parameter sensitivities and load-following is
briefly discussed in Section 6.2. Sensitivity plots for selected parameters are presented for
both the time and frequency domains and their effect on reactor control discussed. The
load-following behavior of the MSBR after accounting for reactivity effects related to
Xenon-135 and Samarium-149 poisons, is presented in Section 6.3. This is followed by a
discussion of the observed dynamic characteristics with recommendations for applicable
control strategies in Section 6.4. Finally, the main conclusions are listed in Section 6.5.

6.2

Application of the model to sensitivity analysis

The details of the MSBR model, that is used here, are given in Chapter 4. The model
consists of the reactor core, fuel-salt and blanket-salt heat exchangers, and a constant heat
removal system substituted for a boiler-reheater. These components are modeled using
lumped-parameter differential equations that track changes in mass and energy as a
function of time. The reactivity feedbacks arising from temperature changes in the core
and changes in reactor poisons are accounted for in the model. Reactivity perturbations can
be introduced through both operator action, that is, movement of control elements, and
through internal variations in flow rate, temperatures, heat transfer coefficients, load151

demand, etc. The model outputs neutron density, temperatures and flow rates in the various
components, and the total reactivity feedback of the system. The reactor power is assumed
to be directly proportional to neutron density.
Besides displaying reactor behavior for reactivity perturbations, this dynamic
model can be applied to study the dependence of measured outputs such as power, or hotleg and cold-leg temperature to fluctuations in input parameters. This model can also be
utilized to observe the response of the MSBR system to changes in load-demand. This
chapter presents results from simulations, published in Ref. [29], with the aim of exploring
the parameter sensitivities and control strategies.
6.2.1 Sensitivity analysis
Sensitivity analysis is a mathematical technique employed to determine how
changes observed in the output of a multiple-input-multiple-output system can be
apportioned to uncertainties/changes in the various system parameters. The results
presented here are from a sensitivity analysis performed using the ‘one-at-a-time’ or OAT
approach, where only one input variable is perturbed at a time while setting all other
variables to their nominal values. The resulting changes in system response for power,
temperature, and other output state variables can be observed in both time and frequency
domains. OAT is the simplest approach to execute but has the drawback of not accounting
for correlations between input variables. More sophisticated techniques exist for such
analyses which are not presented here.
A reactor plant such as the MSBR can potentially have hundreds of independent
parameters. However, not every parameter is equally important with regards to affecting
reactor power. Optimizing parameters can be both time consuming and expensive. Having
hundreds of parameters only compounds this problem. Hence, sensitivity analysis can
greatly simplify plant optimization by sorting parameters according to the magnitude of
their effect on process outputs. Furthermore, such analysis can help establish safety
margins, inform design and maintenance decisions, and form control strategies.
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An ideal version of this analysis would include an exhaustive examination of every
independent parameter in the system and various combinations of these parameters. Since
the goal here is the demonstration of this modeling technique for studying sensitivities,
only a few parameters that have a significant effect on reactor power and are expected to
change with burnup are considered. These are: fuel heat capacity, fuel temperature
reactivity feedback, mean generation time, and delayed-neutron fraction. The model inputs
for the MSBR are borrowed from Ref. [24] which provides these values without quoting
associated uncertainties. In the absence of this information, the sensitivity analysis is
carried out by perturbing the quantities of interest by fixed amounts about their nominal
values.
6.2.1.1 Results for time domain
Time domain plots lend themselves to intuitive interpretation. It is also the type of
data seen by operators when an event occurs. Figure 6.1 and Figure 6.2 show the response
of the reactor power, as well as cold-leg and hot-leg temperatures to a +20 pcm (20x10-5
dk/k) reactivity step insertion. The chosen reactivity input is illustrative only and may be
introduced by means of control rod movement. The respective input parameters are varied
one-at-a-time by ±5%, ±10%, and ±15% about their nominal values.
Fuel-salt in an MSR is well-mixed and hence an intrinsic property such as specific
heat capacity evolves with burnup due to fission product accumulation. The mean
generation time and delayed-neutron fraction change due to build-up and eventual burning
of fissile isotopes such as Pu-239 in LEU-fueled MSRs. Likewise, the fuel temperature
feedback coefficient may change for a given reactor configuration with changing isotopic
concentrations.
The reactor power changes quickly following a step reactivity insertion, resulting
in a prompt jump. This is accompanied by a sharp increase in the hot-leg temperature. This
temperature increase leads to negative feedback which starts to curtail the initial spike in
power. Meanwhile, the cold-leg temperature remains unaffected until the “warmer” salt
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from the initial reactivity perturbation makes its way through the heat exchangers and back
into the core. This relatively warmer salt momentarily stabilizes power response leading to
secondary and tertiary peaks. This behavior is unique to circulating fuel reactors.
Deviations in certain parameters lead to a pronounced difference in the initial peak,
whereas other parameters affect secondary peaks. These features are clearly noticeable in
the above figures. However, the MSBR may display heightened sensitivity to changes in
parameters for reactivity perturbations of a different frequency.
6.2.1.2 Results for frequency domain
Time domain results showed the differences in the MSBR’s response to a +20 pcm
step reactivity insertion due to changes in system parameters. The frequency domain results
compare the response of the MSBR to a ±1pcm sinusoidal reactivity insertion for a range
of frequencies. With the OAT method in this case, each of the selected parameters is
changed by +20%. The ratio of the magnitudes of the perturbed cases and the nominal case
are plotted against frequency in Figure 6.3.
It is observed that the power response of the MSBR is more pronounced for
reactivity insertions at certain frequencies. Moreover, each plot shows different
characteristic peaks and valleys. In an operating reactor, these characteristic features at
different frequencies present an opportunity to determine changes in reactor parameters by
measuring power response. For instance, in an LEU-fueled MSR, plutonium diversion
would certainly change the delayed-neutron fraction. This change can be detected by
measuring the reactor response using pre-calibrated instruments to reactivity perturbations
of different frequencies. This trait could potentially be leveraged in a safeguarding regime.
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Figure 6.1. Power, cold-leg, and hot-leg temperature response for variations in: (i) fuel salt heat capacity,
and (ii) fuel temperature feedback coefficient.
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Figure 6.2. Power, cold-leg, and hot-leg temperature response for variations in: (i) mean generation time,
and (ii) delayed-neutron fraction.
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Figure 6.3. Percent change in magnitude of power response as a function of input frequency.
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6.3

Application for studying load-following

Load-following refers to the mode of operation of a power plant in which it
responds to fluctuations in load-demand. This is typically carried out in nuclear power
plants (NPP) by moving control rods or by altering recirculation flow rate. The rate of
feasible load-following maneuvers in NPPs, however, is limited by the build-up of neutron
poisons, most notably Xenon-135 and Samarium-149. These nuclides are produced both
directly as fission products and through radioactive decay of other fission products. Both
these nuclides are very strong neutron absorbers, and an increase in their concentrations
introduces large negative reactivity. Xe-135 is radioactive and decays with a half-life of
≈9.2 hours, whereas Sm-149 is stable and its concentration can only be reduced by neutron
absorption. Hence, delayed reactivity effects associated with these poisons are the main
barrier to load-following [73]. MSRs offer a distinct advantage in this regard as the fuel is
a well-mixed fluid. Unlike LWRs where fission products are trapped in fuel pellets, Xe135 bubbles out of the solution when solubility limits are reached. It is collected using an
off-gas system and allowed to decay outside the core. Sm-149 forms a stable compound
and remains in solution. It may be separated via online reprocessing. This ability to remove
reactor poisons when coupled with strong negative feedback allows some MSR designs to
load-follow without controller action.
In this Chapter, the MSBR model is expanded to include the effects of Xe-135 and
Sm-149 poisons. Standard Bateman equations for time rate of change in the concentration
of these nuclides and their parents were implemented [72]. An additional off-gas removal
term was used for Xe-135 [85]. Figure 6.4 shows the uncontrolled response of the MSBR
to arbitrary changes in load-demand introduced instantaneously at various times over a
period of 12 hours. The flow rates of all the fluids in the system are held constant. Changes
in load-demand translate to changes in temperature that are propagated through the fluid
loops with negligible time lag dictated by the flow rates. The resulting feedbacks
compensate for the variation in load-demand and the power-level moves accordingly. The
fuel salt hot-leg and cold-leg temperatures are observed to vary about a constant average
and no safety limits are breached. The associated concentrations of the reactor poisons also
158

change because of the power fluctuations. Xe-135 follows the load-demand profile closely
as it is removed through off-gassing, burnup, and radioactive decay. Sm-149, on the other
hand, continues to build-up after a reduction in power-level since it is a stable isotope and
is not removed through any reprocessing in the model. However, the inherent feedback
mechanisms are substantial enough to compensate for the neutrons lost to Sm-149
absorption and rapidly respond to an increase in load-demand.

Figure 6.4. Load-following maneuver with MSBR after accounting for major poisons.
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6.4

Control strategy

The load-following capability of the MSBR (and other such MSRs) lends itself to
operation with little to no controller intervention. Control rods need only be used to set the
average temperature in the core. The load-demand on the system governs the temperature
difference across the core. An upper bound should be imposed on the power-level to
prevent the cold-leg salt from freezing [32]. It is observed, within the implicit limitations
of the model, that no rate of change in load-demand is insurmountable by the system
feedbacks alone. In other words, the ability of the system to load-follow seems to be
restricted only by mechanical and thermodynamic limits of the thermal energy conversion
system. With such an innate tendency of the reactor to adhere to load demand, any approach
to reactor control should incorporate this behavior. The simplest strategy is to let the reactor
follow the load and to utilize control rods to set the desired average temperature in the core.
An interesting effect is observed here that is not seen in LWRs. For example, consider an
MSR that needs to produce 110% power for some short period of time (see Figure 6.5). In
this scenario, say the hot-leg temperature is close to its safety margin but there is
considerable room to vary the cold-leg temperature (Figure 6.6). The operator could then
lower a control rod to introduce a small step change in negative reactivity and reduce the
average temperature in the core. The load-demand on the system coupled with the negative
feedback will set a new temperature difference across the core, allowing the reactor to reach
110% power. Thus, with such temperature constraints, one would lower a control rod to
achieve higher power levels in an MSR. This example also goes to briefly illustrate the
changes in regulatory framework needed to cover MSRs.
As intermittent renewable energy sources are incorporated into the grid, it has
become increasingly desirable and valuable to operate small integral reactors in the loadfollow mode. The inherent negative feedback in MSR designs provides a self-regulating
feature. This can be further enhanced by supplementing a T-average program as the set
point for average fluid temperature control.
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Figure 6.5. Power response for the control strategy example.

Figure 6.6. Temperature changes for the control strategy example.
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6.5

Concluding remarks

Nonlinear dynamic models of molten-salt reactors are developed for different MSR
designs. Such models are used for understanding the transient reactor behavior, effects of
fission product poisoning, sensitivities of various physics parameters on system response,
and for the development of control strategies. The integration of renewal energy sources
and traditional energy sources in a power grid requires that nuclear reactors be capable of
load-following without inducing economic and physical stresses. The results of the work
presented indicate that MSR designs could be tuned to satisfy these requirements. While
instrumentation challenges remain, MSRs offer a safer design for nuclear power generation
that has potential to be economically competitive. Future work involves the development
of instrumentation systems that enhance reactor monitoring, diagnostics, and control thus
leading to near autonomous plant operation.
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CHAPTER 7
CONCLUDING REMARKS AND RECOMMENDATIONS FOR
FUTURE WORK
7.1

Conclusions

The preceding chapters elucidate the development of a versatile and open-source
modeling approach and its application to the analysis of three different reactor systems,
namely the MSRE (at 1, 5, and 8 MW), two-fluid MSBR (at 56, 256, and 556 MW), and a
plant-level model based loosely on the MSDR (750 MW). The developed modeling
approach has been validated against experimental data from the MSRE and the research
objectives outlined in Section 2.3 have been met to an acceptable degree. These lumpedparameter models were developed on the widely used MATLABTM-Simulink platform to
promote accessibility. The models are hosted on Github and have been made open-source
and publicly available. Furthermore, the computational requirements are reasonable and
easily met with any contemporary desktop or laptop devices. Despite being nonlinear, the
models are suitable for both time and frequency domain analysis. A breadth of applications
has been explored including simulation of operational anomalies, load-following
excursions with explicit accounting of xenon and samarium poisons, and parametric
sensitivity analysis. Additionally, a moving-boundary OTSG model and a reheatedregenerative Rankine cycle BOP model were also developed as part of the MSDR plant
model. All constitutive equations and parameters of interest have been meticulously
detailed to encourage reproduction.
The performance of the presented models has been demonstrated for a variety of
input perturbations. In Chapter 3, two models were developed (one-region and nine-region
core) for the MSRE and validated by comparing open-loop model response to experimental
data for a range of power levels. The model response was identified to be more stable at
higher power levels due to stronger negative feedback, just as was observed by the MSRE
pioneers. During this work, it was found that there are inadequacies with the published
MSRE data due to both a lack of reported error bars on the experimental measurements,
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and some possible typographical oversight. However, with these shortcomings in mind, the
response generated by both models showed good agreement with the published data in both
time and frequency domains and accurately captured the described behavior of the MSRE.
The nine-region model was seen to provide a better resolution of the feedback response
thanks to its greater core nodalization. The behavior of the MSRE following loss-of-flow
in the primary and secondary salt loops was also explored for a range of possible coastdown periods and final steady-state thermal convection flow rates. Chapter 4 expatiated a
model of the two-fluid MSBR based on the methodology of Chapter 3. The effect of fuel
salt flow rate on loss of delayed-neutron precursors was explored and the power response
detailed. Both time and frequency response were gleaned for a range of operational power
levels. Resonance features observed in the frequency response were explored and their
underlying causes analyzed. Preliminary load-following excursions were carried out and
the temperature and feedback response observed. A more thorough analysis of loadfollowing was presented in Chapter 6 where the MSBR model was modified to account for
reactivity effects arising from Xe-135 and Sm-149 poisons. The application of the model
to time domain and frequency domain sensitivity analysis was also ascertained for a chosen
list of system parameters. An exploration of control strategy showed that load demand on
the secondary side determines the temperature difference across the core while control rods
set the average temperature in the core. A novel method based on periodic frequency
response measurements was theorized for observing changes in operational parameters
during fuel depletion in MSRs. A plant-level dynamic model was developed in Chapter 5
where OTSG and BOP models were coupled to the MSDR primary system. Overall model
response was analyzed and the effect of the secondary-side dynamics on plant response
was explored by varying the boundary condition on the coolant salt loop. It was found that
for power-to-reactivity frequency response, most of the secondary-side dynamics resulted
from the OTSG and, in general, it is recommended that they be accounted for when
studying plant control strategy and instrumentation needs.
Overall, it was observed that the modeled MSR systems are stable for the
investigated operational ranges and input perturbations. In all cases, the models capture the
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dynamic behavior arising due to fuel circulation and delayed temperature effects, albeit
with some limitations inherent to the modeling technique. Furthermore, it was recognized
that the nature of the inherent feedbacks present in these systems is such that they display
a tendency for self-regulation – returning to nominal power level for both positive and
negative reactivity disturbances. As a result, there is little need for controller action when
load-following other than to maintain state variables of interest within specified margins.
It is recommended that any control strategy for these systems incorporate these inherent
features instead of attempting to override them with external action. One may also
conjecture that no actuation can ever exceed the prompt nature of the salt expansion driving
the feedback, immediately abrogating any such attempts. In the presented exploration, it
was remarkable to note that no ramp rates in power demand were insurmountable by the
inherent feedback response alone. The limitations on load-following rates would arise
mainly from considerations of thermomechanical stresses on the secondary side BOP.
While these models are limited in their scope, the presented results point to an emergent
behavior of the system dynamics that can be gainfully employed to design a truly “walkaway” safe next-generation reactor system. Negative feedbacks and load-following may
not be a unique feature, but given the radiation damage-resistant liquid fuel, the low
pressures in the salt loops, and the high heat capacity of the salts, MSRs hold unparalleled
potential to operate autonomously in load-following mode. Contemporary economics of
the nuclear power industry suggest that to remain viable future nuclear plants should ideally
be capable of load-following without inducing undue physical stresses on the plant.
Dynamic models, such as the ones presented here, may be used to appropriately tune MSR
designs to satisfy these requirements as indicated by the presented results. While challenges
concerning instrumentation remain, MSRs offer a generational leap in safety for nuclear
power production with the promise of being economically competitive.

7.2

Lessons learned

This research and development was carried out over the course of two-and-a-half
years. This section catalogues some suggestions that may prove valuable to future
researchers embarking on such projects.
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As seen in the models of the MSRE presented in Chapter 3, an importance-weighted
separation of the regions in the core provides a better resolution of the feedback behavior.
These importance factors can be retrieved from a representative n-group diffusion model
of the core. Whenever feasible, incorporating such nodalization will improve the accuracy
of the point-kinetics representation of the core and better resolve the time domain behavior.
For thermal spectrum MSRs, xenon and samarium poisons strongly affect the
dynamics and must be taken into consideration. Xenon can either bubble out of solution or
decay away in due time which has dynamic influences. Even though samarium poisoning
is minor compared to xenon, samarium is not radioactive and continues to accumulate in
the fuel salt and can lead to operational challenges in systems with limited excess reactivity
such as MSRs. As seen in Chapter 6, during load-following maneuvers the presence of Sm149 leads to temperature spikes in the cold-leg in order to compensate for the negative
reactivity which leads to overshoot in power for rapid changes in demand. These features
must be appropriately gauged for a control system study.
In general, the secondary-side dynamics seem to have a major impact on the reactor
behavior as inferred from the frequency response analysis of Chapter 5. While coupling a
BOP system may be challenging, a constant heat removal system does not fully represent
the feedback dynamics of the system. Hence, it is recommended that a full secondary-side
model be incorporated when studying control and instrumentation requirements for a more
complete analysis.
During this work, some limitations were encountered in the capabilities of
Simulink. It was found that function block implementation in Simulink (used in the models
throughout this work) is not suitable for solving large systems of equations that have state
variables represented using both ODEs and regular algebraic expressions. Such systems of
equations are known as differential-algebraic equations (DAE). The OTSG and BOP
implemented in the full plant model make use of DAEs. In particular, the conservation laws
of mass and energy balance are represented as dynamic differential equations, meanwhile
some constitutive equations for pressure drop, phase changes and heat transfer are
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represented as algebraic equations. Furthermore, all physical and operational constraints
are listed as algebraic equations. These shortcomings are documented by Mathworks
themselves [86] and a study by van Schijndel (2014) [87] and others. These problems can
be overcome by reducing the “order” of the DAEs, or by reformulating the system of
equations to remove algebraic constraints. This was not possible during the current work
for various reasons. While a trial and error approach using the different solvers in
MATLAB eventually provided solutions for the cases examined and published here, there
were instances such as pump-trips in the full plant model where all in-built solvers failed
at converging on a solution. Alternative applications exist to overcome these constraints.
MATLAB provides a multi-domain modeling environment called SimscapeTM within
Simulink that can solve DAEs for system-level models. A second option is to assemble
such models in Modelica which is an object-oriented, multi-domain, declarative language
developed specifically for component-oriented modeling of complex systems. While
Modelica itself is free and open-source, it requires a front-end environment for assembly
and simulation of the models which may or may not be free of charge. If graphical assembly
is not of paramount importance, Python may be a free and open-source alternative with
robust libraries for simulation of such models.

7.3

Future work

Increasing the nodalization in the core, both radially and axially, may help improve
the model predictions in some circumstances. Simplifying assumptions in various model
components may be removed as more information becomes available. These may include
incorporating dynamically changing physical parameters such as density, heat capacity,
heat transfer coefficients etc., using empirical formulas. However, this might lead to the
formation of DAEs of differing orders and the above limitations would apply when using
Simulink. A more thorough analysis of control theory should be carried out with the plantlevel model. Controllers should be implemented at specific loops to maintain certain
parameters of interest within specified limits. The load-following behavior should then be
examined to develop an optimal control program. Such studies can help realize nearautonomous plant control for these systems.
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Trace material transport can be simulated in the primary loop in the presented
reactor models with some minor modifications. This might include various fission product
groups, tritium, xenon etc. A reduced-order model of xenon interaction with graphite and
salt may be incorporated to understand the temperature and concentration dependent
behavior of xenon in the graphite and its effect on system dynamics. A coupled freeze-plug
model could be added to simulate passive safety for both off-normal temperature excursion
and operator-triggered action. Coupling depletion data from a source like MCNP or Serpent
could allow for these models to simulate dynamic behavior on any day of operation. Scripts
may also be developed to use these models to carry out probabilistic (Monte Carlo)
sensitivity analysis for various parameter combinations. Perhaps, a cross-correlation table
could be assembled using this technique. As MSRs are complex systems with hundreds of
parameters, such an analysis would help inform MSR developers of the sensitivity of the
system to certain parameters and help focus research on narrowing down the values of such
parameters of interest.
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Appendix A
MSRE MODELING DATA
Table A.1. Modeling parameters for MSRE model [34, 36, 53, 57, 62].

Parameter
Nominal power
Fraction of power generated in the salt
Fraction of power generated in the graphite
Mass of salt in core
Mass of graphite in core
Mass flow rate in the primary circuit
Mass flow rate in the secondary circuit
Specific heat capacity of fuel salt
Specific heat capacity of graphite
Specific heat capacity of coolant salt
Mass of fuel salt in the heat exchanger
Mass of coolant salt in the heat exchanger
Heat transfer coefficient between fuel and graphite
Heat transfer coefficient between fuel salt and metal
Heat transfer coefficient between coolant salt and metal
Core inlet temperature
Core outlet temperature (nominal power)
Heat exchanger inlet temperature for coolant salt
Heat exchanger outlet temperature for coolant salt
Time delay - core to heat exchanger
Time delay - heat exchanger to core
Time delay - heat exchanger to radiator
Time delay - radiator to heat exchanger
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Value in SI units
8 MW(th)
0.93
0.07
1374 kg
3634 kg
162 kg/s
100 kg/s
1966 J kg-1 ℃-1
1773 J kg-1 ℃-1
2390 J kg-1 ℃-1
348 kg
100 kg
0.036 MW ℃-1
0.648 MW ℃-1
0.306 MW ℃-1
632 ℃
657 ℃
546 ℃
579 ℃
3.77 s
8.67 s
4.71 s
8.24 s

Table A.2. Parameters for nine-region MSRE model [34].

Region

τf1

τf2

K1

K2

Kg1

Kg2

1
2
3
4
5
6
7
8
9

1.386
2.083
1.139
1.424
2.084
1.139
1.424
2.371
1.610

1.454
1.424
1.139
2.772
1.424
1.139
2.774
1.380
2.700

0.01493
0.02736
0.04504
0.05126
0.03601
0.06014
0.06845
0.06179
0.09333

0.01721
0.04550
0.04656
0.04261
0.06069
0.06218
0.05664
0.07707
0.07311

0.000946
0.001685
0.003029
0.003447
0.002216
0.004044
0.004603
0.003920
0.006277

0.001081
0.003060
0.003131
0.002395
0.004081
0.004182
0.003184
0.005183
0.004305

Region
1
2
3
4
5
6
7
8
9

MCp1
(MJ ℃1)
0.02718
0.09216
0.05040
0.06300
0.15588
0.08514
0.10656
0.4284
0.2907

MCp2
(MJ ℃1)
0.02844
0.06282
0.05040
0.12276
0.10656
0.08514
0.20736
0.24912
0.4878

MCpg
(MJ ℃1)
0.12600
0.38052
0.28908
0.37008
0.64368
0.48924
0.62604
1.73016
1.69578

hA
(MW ℃1)
0.0007056
0.0021672
0.0016200
0.0021132
0.0035586
0.0027450
0.0035730
0.0098010
0.0096480
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If1

If2

Ig

0.02168
0.02197
0.07897
0.08249
0.02254
0.08255
0.08623
0.02745
0.06936

0.02678
0.06519
0.08438
0.04124
0.06801
0.08823
0.04290
0.05529
0.03473

0.04443
0.08835
0.16671
0.12077
0.09181
0.17429
0.12612
0.08408
0.10343

Appendix B
MSBR MODELING DATA
Table B.1. Graphite matrix geometry parameters.

Parameter

Value in SI units

Length of graphite fuel cell

404 cm

No. of graphite fuel cells

240

Apothem (perpendicular distance to opposite side)

13.65 cm

Bore diameter (biggest circle in the hexagon)

6.90 cm

Sleeve outer diameter

5.72 cm

Sleeve inner diameter

3.81 cm

Table B.2. Fuel salt heat exchanger parameters.

Parameter

Value in SI units

Mass of fuel salt in FSHX mP

9220 kg

Mass of coolant salt in FSHX mS

15880 kg

Coolant salt mass flow rate WS

2.12x103 kg s-1

Coolant salt heat capacity CpS

1.71x10-3 MJ kg-1 ℃-1

Coolant salt inlet temperature at steady-state Tsin

454 ℃

Coolant salt outlet from FSHX at steady-state Tsout1

600 ℃

Steady-state temperature of tube metal node 1 Tt1

597 ℃

Steady-state temperature of tube metal node 2 Tt2

521 ℃

Product of mass and heat capacity of tube node 1 mcpt1

2.16 MJ ℃-1

Product of mass and heat capacity of tube node 2 mcpt2

2.16 MJ ℃-1

Effective heat transfer area in FSHX AFSHX

916.8 m2

Heat transfer coefficient primary to tube metal hpt

13.06x10-3 MW m-2 ℃-1

Heat transfer coefficient tube metal to secondary htS

25.55x10-3 MW m-2 ℃-1
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Table B.3. MSBR core parameters.

Parameter

Value in SI units

Mass of graphite mg

11100 kg

Mass of fuel salt in core mf

8000 kg

Mass of fertile salt in interstitial spaces mb

8370 kg

Mass of fertile salt in blanket mbl

22800 kg

Fuel salt mass flow rate Wf

1.37x103 kg s-1

Interstitial fertile salt mass flow rate Wb

2.7x102 kg s-1

Blanket fertile salt mass flow rate Wbl

2.7x102 kg s-1

Fuel salt heat capacity Cpf

2.30x10-3 MJ kg-1 ℃-1

Fertile salt heat capacity Cpb

9.21x10-4 MJ kg-1 ℃-1

Graphite heat capacity Cpg

1.68x10-3 MJ kg-1 ℃-1

Fuel salt feedback coefficient αf

-8.18x10-5 ẟ⍴ ℃-1

Fertile salt feedback coefficient αb

1.66x10-6 ẟ⍴ ℃-1

Graphite feedback coefficient αg

2.02x10-5 ẟ⍴ ℃-1

Total delayed-neutron fraction for MSBR fuel β

0.002896

Neutron generation time Λ

3.3x10-4 s

Fuel salt external loop time 𝛕L

9.25 s

Fuel salt core transit time 𝛕C

5.83 s

Fraction of power generated in fuel salt Kf

0.884

Liquidus temperature of fuel salt

450 ℃

Liquidus temperature of fertile salt

560 ℃

Liquidus temperature of coolant salt

385 ℃

Core fuel inlet temperature at steady-state Tfin

537 ℃

Core fertile inlet temperature at steady-state Tbin

621 ℃

Core fuel outlet temperature at steady-state Tfout

705 ℃

Core fertile outlet temperature at steady-state Tbout

677 ℃
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Table B.4. Blanket salt heat exchanger parameters.

Parameter

Value in SI units

Mass of fertile salt in BSHX mPb

860 kg

Mass of coolant salt in BSHX mSb

3150 kg

Coolant salt outlet from BSHX at steady-state Tsout2

607 ℃

Steady-state temperature of tube metal node 3 Tt3
Product of mass and heat capacity of tube metal node 3
mcpt3
Effective heat transfer area in BSHX ABSHX

634 ℃
0.51 MJ ℃-1

BSHX heat transfer coefficient hBSHX

11.57x10-3 MW m-2 ℃-1

123.6 m2

Table B.5. Boiler/reheater parameters.

Parameter

Value in SI units

Fraction of power removed by boiler Pb

0.87

Fraction of power removed by reheater Pr

0.13

Residence time in boiler 𝛕b

10.43 s

Residence time in reheater 𝛕r

22.09 s

Mass of coolant salt in boiler mSb

4810 kg

Mass of coolant salt in reheater mSr

3060 kg

Product of mass and heat capacity of boiler mcpb

33 MJ ℃-1

Product of mass and heat capacity of reheater mcpr

10.5 MJ ℃-1
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Table B.6. Pure time-delays between components.

Parameter

Value in SI units

Core to FSHX (fuel salt)

0.32 s

FSHX to core (fuel salt)

1.22 s

Core to BSHX (fertile salt)

6.0 s

BSHX to core (fertile salt)

7.0 s

FSHX to BSHX (coolant salt)

7.88 s

BSHX to boiler (coolant salt)

13.5 s

BSHX to reheater (coolant salt)

17.3 s

Boiler to FSHX (coolant salt)

4.2 s

Reheater to FSHX (coolant salt)

11.1 s
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Appendix C
EQUATIONS USED IN THE OTSG MODEL
Equations listed here are derived following the model described in Chen (1976)
[78] and with the assumptions and limitations listed earlier. In comparison to Ref. [78], the
nomenclature and formatting of the equations has been updated for clarification.
The time rate of change of the temperature of the primary fluid node is given as a
heat balance equation of the form:
𝑑𝑇𝑝,𝑖 𝑊𝑝 𝐶𝑝𝑝 (𝑇𝑝,𝑖−1 − 𝑇𝑝,𝑖 ) + ℎ𝑝𝑤 𝐴𝑝𝑤,𝑖 (𝑇𝑤,𝑖 − 𝑇𝑝,𝑖 )
=
𝑑𝑡
𝑀𝑝,𝑖 𝐶𝑝𝑝
(C.1)
where i = 1...6 and Tp,i and Tw,i represent the temperature of the ith primary and wall node
respectively. The heat transfer coefficients are hpw for primary fluid-to-tube wall, and hws
for tube metal-to-secondary fluid interfaces. The heat transfer area between the primary
fluid and the inner walls of the OTSG tubes is given by:
𝐴𝑝𝑤,𝑖 =

𝑁𝜋𝐷𝑖𝑡 𝐿𝑖
2
(C.2)

where N is the number of tubes in the OTSG, the factor of ½ represents the fact that the
control volume is split into two nodes, and Li = Lsc or Lb or Ls are the subcooled, boiling,
and superheating lengths respectively. The mass of the ith primary node is given by:

𝑀𝑝,𝑖

𝑁𝜋𝐷𝑖𝑡2 𝐿𝑖
=(
) 𝜌𝑝
8
(C.3)
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where Dit is the inner diameter of the OTSG tubes and ρp is the density of the primary fluid.
The temperature of the wall metal nodes is of the form:
𝑑𝑇𝑤,𝑖 ℎ𝑝𝑤 𝐴𝑝𝑤,𝑖 (𝑇𝑝,𝑖 − 𝑇𝑤,𝑖 ) + ℎ𝑤𝑠 𝐴𝑤𝑠,𝑖 (𝑇𝑠,𝑖 − 𝑇𝑤,𝑖 )
=
𝑑𝑡
𝑀𝑤,𝑖 𝐶𝑝𝑤
(C.4)
where Cpw is the heat capacity of the tube wall metal. The heat transfer area between the
secondary fluid and the tube wall is given by:
𝐴𝑤𝑠,𝑖 =

𝑁𝜋𝐷𝑜𝑡 𝐿𝑖
2
(C.5)

with Dot representing the diameter of tube. The mass of the tube metal node is given by:

𝑀𝑤,𝑖

𝑁𝜋 (
=[

2
𝐷𝑜𝑡
− 𝐷𝑖𝑡2
) 𝐿𝑖
4
] 𝜌𝑤
2

(C.6)
where ρw is the density of the metal.
The superheated steam nodes are described using equations of heat and mass
balance. The mass balance of the superheated steam nodes is given by:
𝑀̇𝑠,1 = 𝑊2→1 − 𝑊𝑠
(C.7)
𝑀̇𝑠,2 = 𝑊𝑏 − 𝑊2→1
(C.8)
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where the 𝑴̇𝒔,𝒊 terms represent the rate of change of mass in the corresponding steam nodes.
Ws is the steam flow rate out of the OTSG, 𝑾𝟐→𝟏 is the flow rate of steam from the 2nd
node to the 1st node, and Wb is the rate of boiling in the saturated boiling region. The heat
balance equations for the steam nodes are given by the rate of change of internal energy
as:
𝑑
(𝑀 𝐻 − 𝑃𝑠,1 𝑉𝑠,1 ) = 𝑄𝑠,1 + 𝑊2→1 𝐻𝑠,2 − 𝑊𝑠 𝐻𝑠,1 − 𝑃𝑠,1 𝑉̇𝑠,1
𝑑𝑡 𝑠,1 𝑠,1
(C.9)
𝑑
(𝑀 𝐻 − 𝑃𝑠,2 𝑉𝑠,2 ) = 𝑄𝑠,2 + 𝑊𝑏 𝐻𝑔 − 𝑊2→1 𝐻𝑠,2 − 𝑃𝑠,2 𝑉̇𝑠,2
𝑑𝑡 𝑠,2 𝑠,2
(C.10)
where Ms,i represents the mass of each superheated steam node, Ps,i is the pressure, Vs,i is
the volume, Hs,i is the specific enthalpy of the steam nodes, and Hg is the specific enthalpy
of the steam exiting the saturated node at the given pressure. Qs,i represents the heat transfer
rate from the tube walls and is given by:
𝑄𝑠,𝑖 = ℎ𝑤𝑠 𝐴𝑤𝑠,𝑖 (𝑇𝑤,𝑗 − 𝑇𝑠,𝑖 )
(C.11)
If the pressure loss in the superheated steam region is small, it can be written that:
𝑃𝑠 = 𝑃𝑠,1 = 𝑃𝑠,2
(C.12)
Furthermore, the specific enthalpy 𝑯𝒔 (𝑻, 𝑷) is a function of steam temperature and
pressure as shown:
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𝐻̇𝑠 =

𝜕𝐻𝑠
𝜕𝐻𝑠
𝑇𝑠̇ +
𝑃̇
𝜕𝑇𝑠
𝜕𝑃𝑠 𝑠
(C.13)

With the negligible pressure loss assumption (C.12), the specific enthalpy difference can
be written as:
𝐻𝑠,2 − 𝐻𝑠,1 =

𝜕𝐻𝑠
(𝑇 − 𝑇𝑠,1 )
𝜕𝑇𝑠 𝑠,2
(C.14)
𝝏𝑯

Combining equations (C.7) to (C.14) and recognizing that ( 𝝏𝑻 ) = 𝑪𝒑𝒔 , it can be shown:
𝒔

𝑑𝑇𝑠,1
𝑑𝑡
ℎ 𝑁𝜋𝐷𝑜𝑡 𝐿𝑠
𝐴 𝐿
𝜕𝐻
[ 𝑤𝑠
(𝑇𝑤,1 − 𝑇𝑠,1 ) + 𝑊𝑠 𝐶𝑝𝑠 (𝑇𝑠,2 − 𝑇𝑠,1 ) + 𝐶𝑝𝑠 (𝑇𝑠,2 − 𝑇𝑠,1 )𝑀̇𝑠,1 + ( 𝑠 𝑠 − 𝑀𝑠,1 ( ) ) 𝑃𝑠̇ ]
2
2
𝜕𝑃 𝑠
=
𝑀𝑠,1 𝐶𝑝𝑠

(C.15)
ℎ𝑤𝑠 𝑁𝜋𝐷𝑜𝑡 𝐿𝑠
𝐴 𝐿
𝜕𝐻
(𝑇𝑤,2 − 𝑇𝑠,2 ) + 𝑊𝑏 𝐶𝑝𝑠 (𝑇𝑠𝑎𝑡 − 𝑇𝑠,2 ) + ( 𝑠 𝑠 − 𝑀𝑠,2 ( ) ) 𝑃𝑠̇ ]
𝑑𝑇𝑠,2 [
2
2
𝜕𝑃 𝑠
=
𝑑𝑡
𝑀𝑠,2 𝐶𝑝𝑠

(C.16)
where As is the cross-sectional area of the shell-side of the OTSG, Cps is the heat capacity
of the steam, and Tsat is the saturation temperature at the given pressure. The steam pressure
in the superheated region can be described by the compressibility adjusted ideal gas law:
𝑃𝑠 𝑉𝑆 =

𝑍𝑠∗ 𝑛𝑅𝑇𝑠

𝑍𝑠∗ 𝑅𝑀𝑠
=
(𝑇 + 𝑇𝑠,2 )
2𝑀𝑠𝑡𝑚 𝑠,1
(C.17)
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The derivative of (C.17) yields:
𝑃𝑠̇ =

1
𝑍𝑠∗ 𝑅
{
[𝑀̇ (𝑇 + 𝑇𝑠,2 ) + 𝑀𝑠 (𝑇̇𝑠,1 + 𝑇̇𝑠,2 )] − 𝑃𝑠 𝐴𝑠 𝐿̇𝑠 }
𝐴𝑠 𝐿𝑠 2𝑀𝑠𝑡𝑚 𝑠 𝑠,1
(C.18)

where Mstm is the molar mass of steam, 𝒁∗𝒔 is its compressibility factor, and R is the
universal gas constant.
For the two-phase boiling region, the mass balance can be written as:
𝑑
(𝜌̅ 𝐴 𝐿 ) = 𝑊𝑠𝑎𝑡 − 𝑊𝑏
𝑑𝑡 𝑏 𝑠 𝑏
(C.19)
where Wsat is the flow rate of fluid from the subcooled region into the saturated region, and
̅𝒃 is the average density of the boiling fluid which can be approximated as a linear function
𝝆
for some operational range by assuming that the steam quality changes linearly along the
axial direction. Here, it is given as:
𝜌̅𝑏 (𝑃𝑠 ) = 25.885 + 12.835 ∙ 𝑃𝑠
(C.20)
where Ps is in MPa. Furthermore, assuming

̅𝑏
𝑑𝜌
𝑑𝑡

=

̅ 𝑏 𝑑𝑃𝑠
𝜕𝜌
𝜕𝑃𝑠 𝑑𝑡

, it can be written that:

̇ = 𝑊𝑠𝑎𝑡 − 𝑊𝑏
𝐴𝑠 𝜌̅𝑏 𝐿̇𝑏 + 𝐴𝑠 𝐿𝑏 𝐾𝑏 𝑃𝑠𝑎𝑡
(C.21)
̅
𝝏𝝆

where Kb represents 𝝏𝑷𝒃, and Psat is the saturation pressure in the two-phase boiling region.
𝒔

Thus, 𝑳̇𝒃 , the dynamic time rate of change of the boiling length in the OTSG is given as:
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𝐿̇𝑏 =

̇ )
(𝑊𝑠𝑎𝑡 − 𝑊𝑏 − 𝐴𝑠 𝐿𝑏 𝐾𝑏 𝑃𝑠𝑎𝑡
𝐴𝑠 𝜌̅𝑏
(C.22)

Assuming some average heat transfer coefficient hws for the wall-to-boiling region, the
boiling rate can be found as:
𝑊𝑏 =

ℎ𝑤𝑏 𝑁𝜋𝐷𝑜𝑡 𝐿𝑏 𝑇𝑤,3 + 𝑇𝑤,4
(
− 𝑇𝑠𝑎𝑡 )
𝐻𝑓𝑔
2
(C.23)

where Hfg is the specific enthalpy of vaporization under saturated conditions at the pressure
Psat and temperature Tsat. The same procedure used to arrive at Equation (C.23) can be
applied to the subcooled region to get:
̇
𝑊𝑠𝑎𝑡 = 𝑊𝑓𝑤 − 𝜌̅𝑠𝑐 𝐴𝑠 𝐿̇𝑠𝑐 − 𝐴𝑠 𝐿𝑠𝑐 𝐾𝑠𝑐 𝑃𝑠𝑐
(C.24)
̅𝒔𝒄 is the average density of the
where Wfw is the feedwater flow rate into the OTSG, 𝝆
̅
𝝏𝝆

subcooled liquid, Psc is the pressure in the subcooled region, and Ksc is 𝝏𝑷𝒔𝒄 .
𝒔𝒄

Heat balance for the subcooled region 1 is given by:
𝑑
̇ = ℎ𝑤𝑠𝑐 𝐴𝑤𝑠𝑐 (𝑇𝑤,5 − 𝑇𝑠𝑐,1 ) + 𝐶𝑝𝑠𝑐 (𝑊𝑠𝑐 𝑇𝑠𝑐,2 − 𝑊𝑠𝑎𝑡 𝑇𝑠𝑐,1 )
(𝑀𝐶𝑝𝑇)𝑠𝑐,1 − 𝑉𝑠𝑐,1 𝑃𝑠𝑐
𝑑𝑡
(C.25)
Since the lumped-parameter model described here approximates the outlet temperature of
the fluid from a node to be the same as the temperature of that node, and since the fluid
entering the two-phase boiling region must be at saturation temperature, the approximation
Tsc,1 = Tsat is made. Then, it can be written that:
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𝐴𝑠 𝜌𝑠𝑐 𝐶𝑝𝑠𝑐
𝐴𝐿
̇ ] − 𝑠 𝑠𝑐 𝑃𝑠𝑐
̇
[𝑇𝑠𝑎𝑡 𝐿̇𝑠𝑐 + 𝐾𝑠𝑎𝑡 𝐿𝑠𝑐 𝑃𝑠𝑎𝑡
2
2
ℎ𝑤𝑠𝑐 𝐴𝑤𝑠𝑐
=
(𝑇𝑤,5 − 𝑇𝑠𝑎𝑡 ) + 𝐶𝑝𝑠𝑐 (𝑊𝑠𝑐 𝑇𝑠𝑐,2 − 𝑊𝑠𝑎𝑡 𝑇𝑠𝑎𝑡 )
2
(C.26)
where Ksat is

𝜕𝑇𝑠𝑎𝑡
𝜕𝑃

, Wsc is the flow rate from subcooled node 2 to 1, and Msc,1 = Msc,2. If it

is assumed that 𝑴̇𝒔𝒄,𝟏 = 𝑴̇𝒔𝒄,𝟐 , then it follows:
𝑊𝑠𝑐 =

𝑊𝑓𝑤 + 𝑊𝑠𝑎𝑡
2
(C.27)

Substituting (C.24) and (C.27) into (C.26), it can be shown:
𝐿̇𝑠𝑐 =

1

{[

ℎ𝑤𝑠𝑐 𝐴𝑤𝑠𝑐
(𝑇𝑤,5 − 𝑇𝑠𝑎𝑡 ) + 𝐶𝑝𝑠𝑐 (𝑊𝑓𝑤 𝑇𝑠𝑐,2 − 𝑊𝑠𝑐 𝑇𝑠𝑎𝑡 )
2

𝐴𝑠 𝜌𝑠𝑐 𝐶𝑝𝑠𝑐
(𝑇𝑠𝑐,2 − 𝑇𝑠𝑎𝑡 )
2
𝐴𝑠 𝐿𝑠𝑐
𝐴 𝜌 𝐶𝑝 𝐾 𝐿
̇ ] − 𝑠 𝑠𝑐 𝑠𝑐 𝑠𝑎𝑡 𝑠𝑐 𝑃𝑠𝑎𝑡
̇ }
−
[𝐾𝑠𝑐 𝐶𝑝𝑠𝑐 (𝑇𝑠𝑐,2 − 2 ∙ 𝑇𝑠𝑎𝑡 ) − 1]𝑃𝑠𝑐
2
2

(C.28)
Similarly, for the 2nd subcooled node, the temperature change of the node is given by:
𝑑𝑇𝑠𝑐,2
1
2
ℎ𝑤𝑠𝑐 𝑁𝜋𝐷𝑜𝑡 𝐿𝑠𝑐
=
{
[
(𝑇𝑤,6 − 𝑇𝑠𝑐,2 ) + 𝐶𝑝𝑠𝑐 (𝑊𝑓𝑤 𝑇𝑓𝑤 − 𝑊𝑠𝑐 𝑇𝑠𝑐,2 )
𝑑𝑡
𝐿𝑠𝑐 𝐴𝑠 𝜌𝑠𝑐 𝐶𝑝𝑠𝑐
2
+

𝐴𝑠 𝐿𝑠𝑐
𝑃̇ ] − 𝐿̇𝑠𝑐 𝑇𝑠𝑐,2 }
2 𝑠𝑐
(C.29)

The pressure relationship between Psc, Psat, and Ps is given by:
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𝑃𝑠𝑐 = 𝑃𝑠𝑎𝑡 +

Δ𝑃1𝑝𝑠𝑐 + Δ𝑃2𝑝
2
(C.30)

𝑃𝑠𝑎𝑡 = 𝑃𝑠 +

Δ𝑃2𝑝 + Δ𝑃1𝑝𝑠ℎ
2
(C.31)

where 𝚫𝑷𝟐𝒑 is the two-phase pressure drop in the boiling region, 𝚫𝑷𝟏𝒑𝒔𝒔 & 𝚫𝑷𝟏𝒑𝒔𝒉 are
the single-phase pressure losses in the subcooled and superheating regions respectively.
The model assumes that the pressure losses between the regions remain constant. Taking
time derivatives of (C.30) and (C.31) yields that 𝑷̇𝒔𝒄 = 𝑷̇𝒔𝒂𝒕 = 𝑷̇𝒔 .
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Appendix D
EQUATIONS USED IN THE BOP MODEL
The balance-of-plant model is adapted from Shankar (1977) [79] and Naghedolfeizi
(1990) [80] and it is coupled to a dynamic steam condenser model adapted from Cao (2008)
[81]. The modeling equations are listed under the respective equipment subheadings.
Several quantities used in the model have complicated dependencies on the temperature,
pressure, and other state variables and are found using lookup tables generated using the
IAPWS-IF97 Standard [82] and the XSteam Matlab code [83].
D1. Main Steam Valve
In order to improve the cycle efficiency, 16% of the main steam mass flow from
the OTSG is apportioned for reheating at a later stage and sent to the reheater. This
bypassed steam is simply expressed as:
𝑊𝑣 = (1 − 𝐶𝑣 ) ∙ 𝑊𝑠
(D1.1)
where the valve coefficient is Cv = 0.84.
D2. Nozzle Chest
The rest of the main steam from the OTSG flows through a nozzle chest whose
mass balance is described as:
𝑑𝜌𝑛𝑐 𝑊𝑖𝑛 − 𝑊𝑛𝑐
=
𝑑𝑡
𝑉𝑛𝑐
(D2.1)
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where Win and Wnc are the mass flow rates in and out of the nozzle chest respectively, and
Vnc is the volume of the nozzle chest. The enthalpy change in the nozzle chest is written in
terms of the energy balance of the transiting fluids:
𝑑𝐻𝑛𝑐 𝑊𝑖𝑛 𝐻𝑖𝑛 − 𝑊𝑛𝑐 𝐻𝑛𝑐 𝑃𝑛𝑐 𝑑𝜌𝑛𝑐
=
+ 2
𝑑𝑡
𝜌𝑛𝑐 𝑉𝑛𝑐
𝜌𝑛𝑐 𝑑𝑡
(D2.2)
where Hin is the enthalpy of the main steam coming from the OTSG. It is a function of
temperature and pressure and found using a lookup table. Pnc(Hnc, ρnc) denotes the pressure
in the nozzle chest which is found using a lookup table as a function of Hnc – the enthalpy
of the steam leaving the nozzle chest, and ρnc – the integral of (B2.1). The flow rate out of
the nozzle chest is given as:
1

𝑊𝑛𝑐 = 𝐶𝑛𝑐 𝐴𝑛𝑐 ∙ (𝑃𝑛𝑐 𝜌𝑛𝑐 − 𝑃𝑟ℎ 𝜌ℎ𝑝𝑡 )2
(D2.3)
where Cnc is the coefficient of discharge of the nozzle chest, Anc is the nozzle outlet cross
sectional area, and Prh is the pressure in the reheater. The product CncAnc is specific to each
nozzle chest design. 𝝆𝒉𝒑𝒕 represents the density of the steam at the HPT outlet to the
moisture separator and is given by:
𝜌ℎ𝑝𝑡 =

1
𝑥𝜈𝑔 + (1 − 𝑥)𝜈𝑓
(D2.4)

where 𝝂𝒈 is the specific volume of saturated steam at the HPT exhaust as a function of
reheater pressure, 𝝂𝒇 is the specific volume of saturated water as a function of reheater
pressure, and x is the steam quality at the HPT exhaust and is given by:
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𝑥=

𝐻ℎ𝑝𝑡 − 𝐻𝑓
𝐻𝑓𝑔
(D2.5)

where Hhpt is the specific enthalpy of the steam exiting the high-pressure turbine, Hf(Prh)
is the specific enthalpy of saturated water at the reheater pressure, and Hfg(Prh) is the
specific enthalpy of vaporization at the reheater pressure. These specific enthalpies are
retrieved from lookup tables.
D3. High-Pressure Turbine
The steam expands isentropically in the high-pressure turbine and converts some
of its internal energy into shaft work. A fraction of the steam bleeds out of the HPT and is
redirected to the high-pressure feedwater heaters. The mass balance is written as:
𝑑𝑊ℎ𝑝𝑡 𝑊𝑛𝑐 − 𝑊𝑏ℎ𝑝 − 𝑊ℎ𝑝𝑡
=
𝑑𝑡
𝜏ℎ𝑝𝑡
(D3.1)
where Wnc and Whpt are the steam flow rates in and out of the HPT, τhpt is the HPT residence
time, and Wbhp represents the bleed flow rate of steam from the HPT.
𝑊𝑏ℎ𝑝 = 𝐾𝑏ℎ𝑝 𝑊𝑛𝑐
(D3.2)
Kbhp is the fraction of steam that bleeds out of the HPT. The enthalpy of the steam at
isentropic endpoints from the pressure of steam entering the HPT (leaving the nozzle chest)
is found using an empirical relationship given by Shankar [79]. In the units used here, this
relationship is given as:
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′
𝐻ℎ𝑝𝑡
= 2.51 + 1.25 ∙ 10−7 (𝑃𝑟ℎ − 1.38) − 5.38 ∙ 10−14 (𝑃𝑟ℎ − 1.38)2 − 3.37

∙ 10−8 (𝑃𝑛𝑐 − 6.9)
(D3.3)
where the pressures are in MPa. The enthalpy of the steam leaving the HPT is given as:
′
𝐻ℎ𝑝𝑡 = 𝐻𝑛𝑐 − (𝐻𝑛𝑐 − 𝐻ℎ𝑝𝑡
) ∙ 𝜂ℎ𝑝𝑡

(D3.4)
where ηhpt is the isentropic efficiency of the high-pressure turbine.
D4. Moisture Separator
The exhaust steam from the HPT is passed through a moisture separator before
reheating with bypass steam from the main valve. The collected liquid water is sent to the
high-pressure feedwater heater and the dry steam to the reheater. The flow rate of dry
steam out of the moisture separator is given as a function of the steam quality x found in
(D2.5) as:
𝑊𝑚𝑠 = 𝑥 ∙ 𝑊ℎ𝑝𝑡
(D4.1)
The mass flow rate of liquid water collected in the moisture separator is simply:
𝑊𝑙𝑖𝑞 = 𝑊ℎ𝑝𝑡 − 𝑊𝑚𝑠
(D4.2)
D5. Reheater
The reheater has a tube-and-shell configuration with main steam flowing on the
shell side. It is used as a regenerative step to increase the overall efficiency of the cycle.
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The equations of the main steam are given first and the bypass reheater steam after. Mass
balance for the main steam can be written as:
𝑑𝜌𝑟ℎ 𝑊𝑚𝑠 − 𝑊𝑟ℎ
=
𝑑𝑡
𝑉𝑟ℎ
(D5.1)
where Wrh is the mass flow rate from the reheater to the low-pressure turbine, and Vrh is
the volume of the reheater shell-side. The energy balance in the main steam is given to be:
𝑄𝑟ℎ + 𝑊𝑚𝑠 𝐻𝑔 − 𝑊𝑟ℎ 𝐻𝑟ℎ 𝑃𝑟ℎ (𝑊𝑚𝑠 − 𝑊𝑟ℎ )
𝑑𝐻𝑟ℎ
=[
+
]
2
𝑑𝑡
𝜌𝑟ℎ 𝑉𝑟ℎ
𝜌𝑟ℎ
𝑉𝑟ℎ
(D5.2)
where Qrh is the heat transfer rate in the reheater, Hg(Prh) is the enthalpy of the saturated
steam from the moisture separator as a function of reheater pressure Prh(Hrh, ρrh) that is
found as a function of the reheater enthalpy and average shell-side fluid density. The steam
flow rate out of the reheater is found à la (D2.3) as:
𝑊𝑟ℎ = 𝐶𝑟ℎ 𝐴𝑟ℎ ∙ (𝑃𝑟ℎ 𝜌𝑟ℎ )1/2
(D5.3)
The bypass reheater steam flows on the tube side and deposits its heat into the main
steam. The mass balance is given as follows:
𝑑𝑊𝑣𝑟ℎ 𝑊𝑣 − 𝑊𝑣𝑟ℎ
=
𝑑𝑡
𝜏𝑟ℎ𝑡
(D5.4)
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where τrht is the residence time of the reheater steam in the tubes, and Wvrh is the flow rate
from the reheater to the high-pressure feedwater heater. Heat transfer rate from the bypass
steam to the main steam is given as an energy balance equation of the form:
𝑑𝑄𝑟ℎ
𝑊𝑣 + 𝑊𝑣𝑟ℎ
𝑇𝑠 − 𝑇𝑟ℎ
𝑄𝑟ℎ
=[
∙ 𝐶𝑝𝑟ℎ ∙
−
]
𝑑𝑡
2
𝜏𝑟ℎ𝑠
𝜏𝑟ℎ𝑠
(D5.5)
where Cprh is the reheater heat capacity, Ts and Trh are the temperature of the bypass steam
and reheater steam respectively, and τrhs is the residence time of shell-side steam. Trh is
found using the compressibility adjusted ideal gas equation for dry steam at the reheater
conditions.
D6. Low-Pressure Turbine
The isentropic expansion of steam in the low-pressure turbine is described using
equations like those used for the HPT. These are:
𝑑𝑊𝑙𝑝𝑡 𝑊𝑟ℎ − 𝑊𝑏𝑙𝑝 − 𝑊𝑙𝑝𝑡
=
𝑑𝑡
𝜏𝑙𝑝𝑡
(D6.1)
𝑊𝑏𝑙𝑝 = 𝐾𝑏𝑙𝑝 𝑊𝑟ℎ
(D6.2)
′
𝐻𝑙𝑝𝑡 = 𝐻𝑟ℎ − (𝐻𝑟ℎ − 𝐻𝑙𝑝𝑡
) ∙ 𝜂𝑙𝑝𝑡

(D6.3)
The nomenclature used here is analogous to that in Appendix D3 with the appropriate LPT
terms. Note that the isentropic endpoint enthalpy for the LPT, 𝑯′𝒍𝒑𝒕 , is a constant.
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D7. Condenser
The condenser model is adapted from Cao’s Matlab contribution [81] with some
minor modifications. Similar principles of mass and energy conservation are applied, and
it is assumed that all the steam from the LPT is condensed into liquid water. The inlet steam
and outlet condensate are under saturated conditions i.e., holding the pressure in the
condenser constant, decreasing the temperature condenses the steam into liquid water. This
cooling is achieved by using cooling water from a natural source as the thermal sink. Thus,
the heat transferred from the steam into the cooling water is simply the latent heat of steam
at the condenser conditions. Mass conservation for the condenser yields that the mass of
water in the hot well changes as:
𝑑𝑀ℎ𝑤
= 𝑊𝑙𝑝𝑡 − 𝑊𝑐𝑜
𝑑𝑡
(D7.1)
where Wco is the mass flow rate of condensate out of the condenser and is given by:
𝑊𝑐𝑜 =

𝑄𝑐𝑜
𝐻𝑓𝑔𝑐𝑜
(D7.2)

where Hfgco is the latent heat of vaporization at the condenser conditions, and Qco represents
the heat transfer rate to the cooling water in the condenser and is approximated as:
𝑄𝑐𝑜 = (ℎ𝐴)𝑐𝑜 Δ𝑇𝑚
(D7.3)
where (hA)co is the product of the area and heat transfer coefficient, and ΔTm is the
logarithmic mean temperature difference defined as:
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Δ𝑇𝑚 =

𝑇𝑐𝑤𝑜𝑢𝑡 − 𝑇𝑐𝑤𝑖𝑛
𝑇𝑐𝑜 − 𝑇𝑐𝑤
ln (𝑇 − 𝑇 𝑖𝑛 )
𝑐𝑜
𝑐𝑤𝑜𝑢𝑡
(D7.4)

where 𝑻𝒄𝒘𝒊𝒏 and 𝑻𝒄𝒘𝒐𝒖𝒕 represent the temperature of the cooling water at its inlet and outlet
respectively, and Tco is the temperature of the condensate in the condenser hot well. Also,
the heat transfer coefficient times area is found using the following relationship:
1
−0.8
= 8.73 ∙ 𝑊𝑐𝑤
+ 7.38 ∙ 10−2
(ℎ𝐴)𝑐𝑜
(D7.5)
where (hA)co is in MW/℃, and Wcw is the cooling water flow rate that is a an externally
controlled parameter. Cooling water outlet temperature is found using energy conservation
as:
𝑑𝑇𝑐𝑤𝑜𝑢𝑡
𝑊𝑐𝑤
𝑄𝑐𝑜
= (𝑇𝑐𝑤𝑖𝑛 − 𝑇𝑐𝑤𝑜𝑢𝑡 ) ∙
+
𝑑𝑡
𝑀𝑐𝑤 𝑀𝑐𝑤 𝐶𝑝𝑐𝑤
(D7.6)
where Mcw is the constant mass of cooling water in the effective heat transfer region and
Cpcw is the heat capacity of the cooling water. The condenser pressure is found using the
ideal gas law as:
𝑑𝑃𝑐𝑜 𝑅𝑇𝑐𝑜
=
(𝑊𝑙𝑝𝑡 − 𝑊𝑐𝑜 )
𝑑𝑡
𝑉𝑐𝑜
(D7.7)
where Vco is the volume of the condenser and Tco is found using the following empirical
relationship:
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𝑇𝑐𝑜 = 316.2 ∙ 𝑃𝑐𝑜 + 68.1
(D7.8)
The enthalpy of the condensate flowing out of the condenser is found using the following
relationship:
𝑑𝐻𝑐𝑜
𝑊𝑐𝑜
= (𝐻𝑓𝑐𝑜 − 𝐻𝑐𝑜 ) ∙
𝑑𝑡
𝑀ℎ𝑤
(D7.9)
𝑯𝒇𝒄𝒐 (𝑷𝒄𝒐 ) and 𝑯𝒇𝒈𝒄𝒐 (𝑷𝒄𝒐 ) are functions of the condenser pressure and found using lookup
tables.
D8. Low-Pressure Feedwater Heater (FWH1)
The bleed flow from the LPT and steam condensate from the condenser mix in the
low-pressure feedwater heater. A hotter stream from the high-pressure feedwater heater is
also mixed to the stream in the FWH1 to further add heat. Energy balance for FWH1 is:
𝑑𝐻𝑓𝑤ℎ1
𝑄𝑓𝑤ℎ1
𝐻𝑐𝑜 − 𝐻𝑓𝑤ℎ1
=
+
𝑑𝑡
𝜏𝑓𝑤ℎ1 𝑊𝑓𝑤
𝜏𝑓𝑤ℎ1
(D8.1)
where τfwh1 is the residence time in FWH1, Qfwh1 is the heat transfer rate which is given as:
𝑄𝑓𝑤ℎ1 = ℎ𝑓𝑤ℎ1 ∙ (𝑊𝑏𝑙𝑝 + 𝑊ℎ𝑝→𝑙𝑝 )
(D8.2)
and Wfw is the feedwater flow rate that is simply
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𝑊𝑓𝑤 = 𝑊𝑏𝑙𝑝 + 𝑊𝑐𝑜 + 𝑊ℎ𝑝→𝑙𝑝
(D8.3)
In (D8.2), hfwh1 represents the constant heat transfer parameter for FWH1 measured in
MJ/kg. The feedwater flow of (D8.3) is the flow rate into the OTSG. A pump is used to
increase the pressure of the feedwater stream. The pump is not modeled here. This stream
passes through tubes in the high-pressure feedwater heater where additional heat is added
from various bleed flows reaching the shell side.
D9. High-Pressure Feedwater Heater (FWH2)
Bleed flow from the HPT, the liquid collected in the moisture separator, and the
bypass reheater steam all make their way to the high-pressure feedwater heater where they
pass over tubes containing feedwater and deposit the rest of their useful energy. These
flows are then sent to FWH1 where they mix with other flow streams and all the working
fluid is recovered. The mass balance in FWH2 can be written as:
𝑑𝑊ℎ𝑝→𝑙𝑝 𝑊𝑏ℎ𝑝 + 𝑊𝑙𝑖𝑞 + 𝑊𝑣𝑟ℎ − 𝑊ℎ𝑝→𝑙𝑝
=
𝑑𝑡
𝜏𝑟ℎ2
(D9.1)
where τrh2 is the residence time of these shell-side flow streams in FWH2, and Whp→lp is
the flow rate of this stream which then flows to FWH1. The heat balance is given as the
time rate of change of the enthalpy of the feedwater:
𝑑𝐻𝑓𝑤
𝑄𝑓𝑤ℎ2
𝐻𝑓𝑤ℎ1 − 𝐻𝑓𝑤ℎ2
=
+
𝑑𝑡
𝜏𝑓𝑤ℎ2 𝑊𝑓𝑤
𝜏𝑓𝑤ℎ2
(D9.2)
where τfwh2 is the time constant of heat transfer between the feedwater in the tubes and
the hot flows in the shell, and Qfwh2 is the heat transfer rate that is found as:
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𝑄𝑓𝑤ℎ2 = ℎ𝑓𝑤ℎ2 ∙ (𝑊𝑏ℎ𝑝 + 𝑊𝑙𝑖𝑞 + 𝑊𝑣𝑟ℎ )
(D9.3)
where hfwh2 represents the constant heat transfer parameter for FWH2. The temperature of
the feedwater is found as:
𝑇𝑓𝑤 =

𝐻𝑓𝑤
𝐶𝑝𝑓𝑤
(D9.4)

where Cpfw is the specific heat capacity of the feedwater.
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