Abstract. We develop the method of similar operators to study the spectral properties of unbounded perturbed linear operators that can be represented by matrices of various kinds. The class of operators under consideration includes various differential operators with an involution, such as one-dimensional Dirac operators of a certain type.
Introduction
In this paper, we develop a general approach, called the method of similar operators, to study the spectral properties of unbounded perturbed linear operators in a certain large class. The main idea of the method is to construct a similarity transform which would allow one to represent the operator as a block-diagonal matrix. Typically, most of the resulting blocks have a structure that is easy to analyze and compute the spectral estimates from. For example, in some cases the blocks end up being of very small dimension [7, 12] . This makes the method of similar operators a very effective tool for spectral analysis of various classes of differential and difference operators. In our recent research [12, 13] , as well as in [7, 11, 14 , and references therein], the method was developed for Dirac operators, Hill operators, differential operators with an involution, etc. In each case, a very similar approach and calculations were used. And yet, there were subtle but crucial differences which necessitated essential tweaking of the method in all of those instances. The abstract method of similar operators [4] was found to be too general to be used without a considerable effort. The purpose of this paper is to develop a version of the method of similar operators that is, on one hand, general enough to be used in cases such as [7, 11, 12, 13, 14] and, on the other hand, specific enough to make the derivation of the above results clear and transparent. We fully expect the method in this paper to be easily usable for other classes of differential operators as well. We illustrate this with a new example in Section 5.1.
Let us now present a brief description of our setting. More details will be provided in the following section.
Let H be a separable complex Hilbert space and B(H) be the C * -algebra of all bounded linear operators in H. By A : D(A) ⊆ H → H we denote a closed, densely defined linear operator. We assume that the operator A is normal, that is, the adjoint operator A * : D(A * ) ⊆ H → H satisfies D(A * ) = D(A) and A * x = Ax for all x ∈ D(A) [23] . We also impose rather stringent conditions on the spectrum σ(A) of the operator A and the resolvent operator R(· ; A) : ρ(A) → B(H), R(λ, A) = (A − λI) −1 , λ ∈ ρ(A) = C \ σ(A). As a part of those conditions, we assume that
where each λ n is a semisimple eigenvalue of A, that is AP n = λ n P n , where P n = P ({λ n }, A) is the spectral Riesz projection corresponding to the spectral component σ n = {λ n }. The full list of conditions on the operator A can be found in Section 2.1. As a consequence of these conditions, the operators X : D(X) ⊆ H → H studied in this paper are completely characterized by their operator matrices which will be identified with them and denoted by the same symbol; the entries of the matrices will be the operators X mn = P m XP n , m, n ∈ Z. In particular, the matrix of the operator A is diagonal and A nn = λ n P n , n ∈ Z. We shall refer to the operator A as a free or unperturbed operator.
By perturbation, we shall mean a linear operator B, which is A-bounded (see Definition 2.1) and satisfies the conditions appearing in Section 2.1. The operator A − B, which is the main object of study in this paper, will be referred to as the perturbed operator.
The method of similar operators yields a similarity transform which gives the similarity between the operator A − B and an operator A − V such that the matrix of V is block diagonal. This allows one, inter alia, to obtain estimates of the spectrum of A − B and prove its generalized spectrality and equiconvergence of spectral decompositions.
Typically, the similarity transform is constructed in two stages; in fact, it is convenient to view it as a product of two similarity transforms. The first one yields the operator A−Q with Q belonging to the ideal of Hilbert-Schmidt operators in H denoted by S 2 (H) 1 . The second one yields the operator A − V with V not only in S 2 (H) but also having a block diagonal matrix (as mentioned above). Depending on the spectral structure of A, we may need to use a smaller space that contains Q and V and is embedded in S 2 (H). For example, a space of this kind was needed in [12, 13] , where A was a first order differential operator but not in [14] , where A was the second order differential operator. Constructing this smaller space (see Section 3.4) is the most technical part of this paper. The remainder of the paper is organized as follows. In Section 2, we introduce the notation used throughout the paper, exhibit conditions commonly assumed for the operators A and B, and recall the standard facts about similar operators. Section 3 is devoted to the development of the method of similar operators in the set-up of operator matrices. In Section 4, we collect our main results on spectral properties of the operator A − B that can be obtained via the method of similar operators. Finally, Section 5 outlines several examples of such analysis for differential and integro-differential operators.
Notation and preliminaries
In this section, we describe the conditions on the operators A and B that are assumed throughout the paper. We also remind the reader the basic facts about similar operators that are relevant for us and set the notation along the road.
Conditions on the operators A and B.
The list of conditions on the operator A is as follows.
Assumption 2.1. The operator A is assumed to have the following properties.
A : D(A) ⊆ H → H is a normal closed linear operator. 2. The spectrum σ(A) of the operator A satisfies
where each λ n is a semisimple eigenvalue of A of finite multiplicity. 
The operator A is spectral, i.e. the Riesz projections
form a resolution of the identity. 4. The eigenvalues {λ n : n ∈ Z} of A satisfy
. We refer to [16, 20] for the standard properties of these ideals used in this paper. 2 The finite multiplicity condition is not necessary for developing the theory. The exposition, however, would become too cumbersome if it is not imposed.
As a consequence of (2.1), we get that the spectrum σ(A) is a separated set, that is
It also follows from (2.1) and the normality of A that Assumption 2.1(5) is redundant. It is, however, convenient for our exposition to include it explicitly.
To set the conditions on the operator B, we will need the following definition. Recall that, given λ 0 ∈ ρ(A), where ρ(A) = C\σ(A) is the resolvent set of A, we have B ∈ L A (H) if and only if B(λ 0 I − A) −1 ∈ B(H) and [17] . In Section 4, we provide various results for operators A − B, where the perturbation B satisfies some combination of the assumptions collected below. Here we formulate the assumptions in terms of the matrix of the operator B. For some of the conditions, an equivalent formulation will be given in Section 4. In some cases, weaker versions of the conditions below will be used.
The following assumption will commonly be imposed.
Assumption 2.2. The operator B is assumed to have the following properties. 
B ∈ L A (H).

The matrix elements of the operator B satisfy
where λ n , n ∈ Z, are eigenvalues of A. 3. For any ε > 0 there is λ ε ∈ ρ(A), such that the matrix with elements
defines an operator Y ∈ B(H) with Y < ε.
The following assumption is typically fulfilled in applications. In some examples, we will use an assumption that is weaker than (2.6). 
Operators and their block matrices.
We proceed with a more thorough description of the relation between the operators studied in this paper and their matrices. As mentioned in the introduction, the matrices are defined by means of a resolution of the identity. We remind the reader the standard definition, where by I ⊆ Z we denote a finite or countable index set.
Definition 2.2.
A family E = {E n : n ∈ I} of idempotents in B(H) is called a (disjunctive) resolution of the identity if the following properties hold:
1. Each E n is an orthogonal projection and E m E n = 0 for m = n ∈ I. 2. For each x ∈ H, the series n∈I E n x converges unconditionally to x.
The following property of a resolution of the identity is useful.
Lemma 2.5. Let E = {E n : n ∈ I} be a resolution of the identity and {y n : n ∈ I} be a sequence of vectors in H. Then the series n∈I E n y n converges unconditionally in H if and only if n∈I E n y n 2 < ∞.
Proof. To prove unconditional convergence of the series n∈I E n y n , it suffices to show that for any rearrangement of I the sequence of partial sums of the series is Cauchy as long as n∈I E n y n 2 < ∞. This follows from
where J is any (nonempty) finite subset of I. The converse direction follows trivially from Definition 2.2.
In this paper, we consider only the resolutions of the identity that consist of the spectral projections of the operator A. The basic resolution of the identity P = {P n : n ∈ Z} was already mentioned in the introduction. We will, however, also need coarser resolutions that are based on general partitions Σ = {σ n : n ∈ I} of the spectrum σ(A). Definition 2.3. Let Σ = {σ n : n ∈ I} be a partition of the spectrum σ(A) and
We call P Σ = {P σn : n ∈ I} the Σ-resolution of the identity. Example 2.1. Besides the basic resolition P, two kinds of Σ-resolutions are especially important for us and deserve a special notation. Given m ∈ Z, we let P m = {P m , I − P m } and P (m) = {P (m) } ∪ {P n : |n| > m}, where
In this paper, we make a distinction between operator matrices and matrices of operators. The definitions are as follows.
Definition 2.4. Let P Σ = {P σn : n ∈ I} be a Σ-resolution of the identity. By a Σ-matrix
The vector space of all Σ-matrices will be denoted by L A (H, P Σ ).
Definition 2.5. Let X ∈ L A (H) and P Σ = {P σn : n ∈ I} be a Σ-resolution of the identity. By the Σ-matrix of the operator X, we mean the matrix X Σ defined by X Σ mn = P σm XP σn .
Observe that the Σ-matrix of an operator is well defined for any X ∈ L A (H). Moreover, if Σ is such that every σ n is finite, then each X Σ mn ∈ B(H). By identifying the operators with their matrices, we view L A (H) as a subspace of L A (H, P Σ ). Conversely, given a matrix X Σ ∈ L(H, P Σ ), we define an operator X : D(X) ⊆ H → H in the following way. We have x ∈ D(X) ⊆ D(A) if m,n∈I X Σ mn x converges unconditionally to y ∈ H. For x ∈ D(X), we let Xx = m,n∈I X Σ mn x. It may, however, happen that an operator defined in this way does not belong to L A (H). This occurs, for example, if P Σ = P and X
Observe also that if P Σ1 is a coarser resolution of the identity than P Σ2 we may regard L A (H, P Σ1 ) as a subspace of L A (H, P Σ2 ), again, via an appropriate identification of operators and their matrices. In general, it may be difficult to determine when matrices in L A (H, P Σ ) come from operators in L A (H) or B(H). For example, if
There is, however, a class of operators for which a relatively simple condition exists. An analog of the definition below appeared in [13] . Definition 2.6. Let E be a resolution of the identity. We say that an operator X ∈ B(H) belongs to the Hilbert-Schmidt class S 2 (H, E) with respect to E, if
The norm X 2,E = 
Then there is X ∈ S 2 (H,
Remark 2.3. Observe that if there is an N ∈ N such that for each ℓ ∈ Z the rank of P ℓ ∈ P is at most N , then S 2 (H, P) = S 2 (H). We also note that for any m ∈ Z we have S 2 (H, P (m) ) = S 2 (H, P) and S 2 (H, P m ) consists of all operators in B(H); recall that the families P (m) and P m were defined in Example 2.1.
We conclude this subsection with the following useful result.
Lemma 2.9. Assume that an operator X ∈ L A (H) has compact resolvent and the Σ-matrix of X is diagonal. Then Proof. The "⊇" containment of (2.8) is trivial. We need to prove the opposite one. Assume λ ∈ σ(X). Since the resolvent of X is compact, we have that there exists x ∈ D(X) such that Xx = λx. Since the matrix X Σ is diagonal, we have XP σn x = λP sn x for all n ∈ I. Since x = 0 and P Σ is a resolution of the identity, we must have P Σn x = 0 for some n ∈ I. For that n we clearly have that P Σn x is an eigenvector of X Σ nn | Pσ n H corresponding to the eigenvalue λ, and the result follows.
Remark 2.4. We remark that (2.8) is not true in general, not even in the case when its right-hand-side is a closed set. For example, if P σn H ≃ C n and X Σ nn | Pσ n H is the n × n Jordan cell:
then the union in the right-hand-side is {0} whereas the spectral radius r(X) of the operator X is 1 by the Gelfand formula. 
The operator U is called the similarity transform of A 1 into A 2 .
Directly from Definition 2.7, we have the following result about the spectral properties of similar operators. ( 
is the spectral projection of A 1 that corresponds to the same spectral component σ.
The method of similar operators
The method of similar operators has its origins in various similarity and perturbation techniques. Among them, there are the classical perturbation methods of celestial mechanics, Ljapunov's kinematic similarity method [19, 21, 22 ], Friedrichs' method of similar operators that is used in quantum mechanics [18] , and Turner's method of similar operators [25, 26] .
The method of similar operators has been extensively developed and used for various classes of unbounded linear operators, see e.g. [1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13] . In this paper, we create a version of the method that can be used to obtain results such as in [7, 11, 12, 13, 14] . In Subsection 3.1, we exhibit the basic ideas and theorems of the method. In the following Subsection 3.2, we provide a basic construction for operator matrices. In Subsection 3.3, we describe a more elaborate construction of the transforms that is based on a more general resolution of the identity. Finally, in Subsection 3.4, we construct a weighted space of perturbations that is tailored for a specific perturbation at hand.
Abstract scheme and results.
As we mentioned in the introduction, the main idea of the method of similar operators is to construct a similarity transform for the operator A − B : D(A) ⊂ H → H, where A and B satisfy the assumptions in Subsection 2.1. The goal of the method is to obtain an operator V such that A − B is similar to A − V and the spectral properties of A − V are in some sense close to those of A. In particular, certain spectral subspaces of A are mapped by the similarity transform onto certain subspaces that are invariant for A − V .
The method of similar operators uses the commutator transform ad A :
The domain D(ad A ) in (3.1) consists of all X ∈ B(H) such that the following two properties hold:
The key notion of the method of similar operators is that of an admissible triplet. Once such a triplet is constructed, achieving the goal of the method becomes a routine task. 1. M is a Banach space that is continuously embedded in L A (H), i.e., M has a norm · M such that there is a constant C > 0 that yields X A ≤ C X M for any X ∈ M. 2. J and Γ are bounded linear operators; moreover, J is an idempotent.
(ΓX)D(A) ⊂ D(A) and
moreover Y = ΓX ∈ B(H) is the unique solution of the equation
that satisfies JY = 0. 4. XΓY , (ΓX)Y ∈ M for all X, Y ∈ M, and there is a constant γ > 0 such that
J((ΓX)JY
6. For every X ∈ M and ε > 0 there exists a number λ ε ∈ ρ(A), such that
To get an intuitive idea about the above definition, one should think of the operators involved in terms of their matrices. Recall that the operator A is represented by a diagonal matrix. The operator B typically has a matrix with some kind of off-diagonal decay. The transform J should be thought of as a projection that picks the main (block) diagonal of an infinite matrix, whereas the transform Γ annihilates the main (block) diagonal and weighs the remaining diagonals in accordance with equation (3.2) thereby introducing or enhancing the off-diagonal decay. In some vague sense, the method of similar operators includes constructing a sequence of transforms that yield stronger and stronger off-diagonal decay resulting in a block diagonal matrix in the end.
To formulate the main theorem of the method of similar operators for an operator A − B, we use the function Φ : M → M given by 
which can be found as a limit of simple iterations:
etc. Moreover, the operator A − B is similar to the operator A − JX * and the similarity transform of A − B into A − JX * is given by I + ΓX * ∈ B(H).
We include the proof for completeness.
Proof. We use the Banach fixed-point theorem to prove existence of X * . To apply the theorem, it suffices to show that Φ(B) ⊆ B and
and some q ∈ (0, 1). The first condition follows from (3.4) and
where we used the fact that
To obtain the second condition, we let q = 4γ J B M < 1 and estimate
Now the Banach fixed-point theorem implies that the sequence {X n } in the formulation of the theorem converges to an operator X * ∈ B ⊂ M such that Φ(X * ) = X * . Next, we need to verify that
From Property 5 of Definition 3.1 and (3.3), we have
Using (3.2), (3.3) and (3.7), we compute
proving (3.6). Next, we need to show that I + ΓX * is continuously invertible. Using X * ∈ B, Property 4, and (3.4), we get
To complete the proof of the theorem, it suffices to show that (I+ΓX * 
for any λ ∈ ρ(A). Using Property 6 and (3.8), we choose λ ∈ ρ(A) such that
Finally, using (3.9) and (3.10), we get
and the theorem is proved.
Remark 3.1. If the perturbation B in Theorem 3.1 is such that JB = 0, then the condition (3.4) may be weakened to 3γ J B M < 1. The proof follows the same lines as above.
There are various appropriate choices for the space M in the above theorem. The correct choice usually depends on the perturbation B. Sometimes, one can use B(H) or S 2 (H) in place of M. In other cases, one is forced to use a narrower space, which we exhibit in Subsection 3.4.
Often, it can be difficult to pick the correct space M in advance. Under our assumptions on A and B, however, it may be possible to make a preliminary choice of M first, and then find an operator A − Q that is similar to A − B and such that Q ∈ M. To state the result, we need the following assumption.
Assumption 3.2 ([7]). Assume that (M, J, Γ) is an admissible triplet for an operator A such that the transforms J and Γ are restrictions of linear operators from
denoted by the same symbols. Assume also that the operator B ∈ L A (H) has the following five properties. Since Assumption 3.2 is slightly different from its analog in [7] , we include the proof. 
ΓB ∈ B(H) and ΓB
for any n ∈ N. Conditions 1 and 5 imply that we can choose λ ∈ ρ(A) such that (B − JB)(A − λI) −1 + ΓB < 1. Using Neumann series decomposition and (3.12), we get
The opposite containment follows from Condition 2 and the theorem is proved.
In many cases, we have Q = JB + B 0 ∈ M in Theorem 3.3. In other interesting cases, we only have B 0 ∈ M; then, we will need to apply Theorem 3.1 for A − JB in place of A.
Remark 3.2. Notice that the assumptions of Subsection 2.1 were not used in the proofs of Theorems 3.1 and 3.3. We only need them to construct specific transforms J and Γ in the following subsection.
Standard transforms J and Γ.
As mentioned above, the transform J is supposed to pick out the main diagonal of the operator matrix. Hence, we define J :
where δ k is the usual Kronecker delta.
Observe that in this setting the matrix of the commutator ad A X in (3.1) satisfies
Therefore, in view of Property 3 of Definition 3.1, it is natural to define the transform Γ via
14)
The following lemma collects the basic properties of the transforms J and Γ defined by (3.13) and (3.14). As usually, we identify operators in L A (H) with their matrices. Proof. The statements for S 2 (H, P) follow immediately since we have 17) where the series converge unconditionally in S 2 (H, P).
The properties J ∈ B(B(H)) and J B(B(H)) = 1 follow from Lemma 2.5 and the inequalities
which hold for any x ∈ H and X ∈ B(H).
Next, we prove that Γ(B(H)) ⊆ B(H) and Γ B(B(H
Lemma 2.5 and (2.2) yield y m = n∈I P n y mn ∈ H via
Given X ∈ B(H), we use Lemma 2.5 for the sequence {Xy m } and obtain
The statements for S 2 (H, P Σ ) follow from the definition of S 2 (H, P Σ ) and the above results for B(H).
Property 4 is now easily verified by direct computation. In particular, one checks that for a given X ∈ B(H) the bounded operators (ΓX)(A − λI) An analog of the following lemma for the case S 2 (H, P) = S 2 (H) appears in [12] . In Lemma 3.6 below we will prove a more general result. 3.3. Coarser transforms J Σ and Γ Σ . Next, we use the above construction to define transforms J Σ and Γ Σ for an arbitrary resolution of the identity P Σ . Naturally, we have 20) and
To enforce Property 3 of Definition 3.1, we let 
The uniqueness condition of Property 3 follows since the only matrices that commute with A are diagonal. Property 4 follows from 3.4(3), (3.22) , and Lemma 2.6. Property 5 is easily verified by direct computation on matrices. It can also be obtained as an application of [9, Corollary 7.8] . Finally, Property 6 follows from Assumption 2.1(5).
The weighted Hilbert-Schmidt spaces.
In this section, we let Σ = {s n : n ∈ Z} be some fixed partition of σ(A).
To circumvent condition (3.4) in Theorem 3.1 and be able to handle larger perturbations, we sometimes need a weighted version of the space M Σ = S 2 (H, P Σ ). In this subsection, we define such a space M Σ . First, given X ∈ S 2 (H, P Σ ), we define a sequence (α n (X)) n∈Z by
(3.23) It is easy to check that the above sequence has the following properties:
5. α n (X) = 0 for all n ∈ Z, and
We remark that the sequence (α n (X)) characterizes the decay of the entries of X Σ along its rows and columns. In view of (3.24), one may conclude that any X ∈ M Σ also belongs to a "weighted Hilbert-Schmidt space" with a weight that depends on X. This is a manifestation of the fact that for any convergent series there is another one albeit with a slower rate of convergence. If X = B, we shall write simply α n instead of α n (B).
We also remark that if the perturbation B is such that P Σ (m) BP Σ (m) = B for some m ∈ Z + , then there is no need for the space M B Σ in the spectral analysis of A − B. Therefore, in this section, we assume that (3.24) holds for X = B.
Next, we introduce the function f = f B : σ(A) → R + given by
where χ E denotes the characteristic function of a set E. Using the functional calculus for unbounded normal operators [16] , we get that the operator
We let M B Σ be the set of all operators X ∈ M Σ such that there exist operators X l , X r ∈ M Σ satisfying X = X l f (A) and X = f (A)X r .
(3.25)
Observe that the Σ-matrix of the operator f (A) is diagonal and the assumption B = P (m) BP (m) for all m ∈ Z + implies that it has no zeros on the main diagonal (see the last property of the sequence α n ). Therefore, given X ∈ M, the operators X l and X r are uniquely determined by (3.25) . Moreover, M B Σ is a Banach space with the norm X B,Σ = max{ X l Σ , X r Σ } and
In fact, M B Σ is a Banach algebra and
(3.27) From (3.24), we also deduce that B ∈ M B Σ with
Next, we will show that for any partition Σ that is coarser than Σ, we have that (M B Σ , J Σ , Γ Σ ) is an admissible triplet. Moreover, we will see that for any ǫ > 0 there exists a partition Σ such that the constant γ = γ Σ in Property 4 of Definition 3.1 satisfies γ Σ < ǫ. This allows one to use Theorem 3.1 with (3.4) automatically satisfied. Proof. The first and last properties of the admissible triplet in Definition 3.1 follow from (3.26) and Assumption 2.1(5). Next, observe that
for X r , X l ∈ M Σ . It follows that the space M B Σ is invariant for J Σ and Γ Σ and, therefore, the restrictions of the transforms to M B Σ are well defined. The remaining properties of the admissible triplet easily follow.
To ensure (3.29), we need to obtain better estimates for γ m than follow directly from (3.27) and (3.31). To do so, we shall make use of two more sequences: (α ′ n ) and ( α n ), n ∈ N. The first of them is defined by α ′ n+1 = sup {α ℓ max{d jℓ , d ℓj } : ℓ, j ∈ Z, |ℓ| ≤ n, |j| > n} , n ∈ Z + , where
The second sequence is given by
where η is defined by (2.1). Observe that since
we have lim
We will also need the estmates
and
which follow the same way as in the proof of the bound for Γ B(B(H)) . Firstly, we obtain a bound for Γ Σm M B Σ →B(H) . Let Q σm = I − P σm , m ∈ Z + . Then, for X ∈ M Σ , we use (3.22) and (3.34) to get
Similarly, we have
(3.37)
From (3.36) nad (3.37), it follows that
Secondly, we need estimates for XΓ Σm Y B,Σ and (Γ Σm X)Y B,Σ . However, from (3.27) and (3.38), we immediately get
Thus, we can take γ m = α m+1 and (3.29) follows from (3.33).
Main results
In this section, we collect various versions of the similarity results for the operator A − B that follow from the more abstract theorems of the previous section. To simplify the exposition, we collect the generic conclusions of the theorems below in two statements. In the first statement, we denote by M some space of admissible perturbations and by Σ = {σ n , n ∈ I} -some partition of the spectrum σ(A). In the theorems, the concrete M and Σ will be provided. In all of the theorems, the operator A is assumed to satisfy Assumption 2.1. 
Conclusion 4.2. We have
for some sequence b = (b n ) ∈ ℓ 2 w (Z). Particular weights w will also be specified in the theorems below.
Results for perturbations in S 2 (H, P Σ ).
In this subsection, we deal with perturbations B ∈ S 2 (H, P Σ ) so that we can avoid using Theorem 3.3. We continue to use the notation of Section 3.
We begin with small perturbations B in order to make Theorem 3.1 directly applicable for A − B. 
1). Then Conclusion 4.1 holds with
, where X * ∈ M is the limit of simple iterations:
Next, we use Proposition 3.7 to strengthen the first two of the above four theorems by removing the condition on the norm of the perturbation. Proof. Conclusion 4.1 follows immediately from Theorem 3.1 and Proposition 3.7. To obtain Conclusion 4.2 we again need Lemma 2.9 and, also, the fact that an operator with a diagonal matrix is in M B if and only if the sequence of elements on the diagonal is in l and the lemma is proved.
Immediately from the above lemma and Theorem 3.3, we get the following result. Proof. The only statement in the theorem that we have not discussed before is B 0 − BΓ 0 B ∈ S 1 (H). This, however, follows immediately from the Neumann series representation of (I + Γ m B) −1 and the fact that BΓ 0 B is a finite-rank perturbation of BΓ m B.
Next, we would like to apply Theorem 3.1 to the operator A − Q, where Q = J m B + B 0 was constructed in the above theorem. We have two cases. If we impose Assumption 2.3 on B, then Q ∈ M = S 2 (H), and the way is fairly straightforward in view of Proposition 3.7. Alternatively, we will have to run the scheme for the operator A − J m B instead of A and that would require more work and additional assumptions on B. Proof. The result follows immediately from Proposition 3.7 (with Q in place of B) and Theorems 3.1 and 4.7. The formulas for V are easily obtained by direct computation using (3.7) and the definitions of Γ k and J k , k ∈ Z + . Conclusion 4.2 follows as in the proof of Theorem 4.5.
Corollary 4.9. With the notation of Theorem 4.8, assume in addition that
all spectral projections P n , n ∈ Z, have rank 1. Then there exist sequences p, q ∈ ℓ 2 (Z) and c ∈ ℓ 1 (Z) such that (J 0 B)P n = P n (J 0 B)P n = p n P n and (J 0 (BΓ 0 B))P n = P n (J 0 (BΓ 0 B))P n = q n P n , n ∈ Z, and the sequence b in Conclusion 4.2 satisfies b = p + q + c.
Proof. The result follows immediately from (4.5).
Remark 4.1. For a specific perturbation B the sequences p and q in the above corollary are explicitly computable.
Let us now discuss the case when J m B ∈ B(H) \ S 2 (H). Here, we would like to treat A − J m B as an unperturbed operator. This necessitates the following additional assumption. , J k , Γ k ) with a sufficiently large k ∈ Z + , we deduce the following result. 
Moreover, we have
for some C ∈ S 1 (H).
Remark 4.2. Conclusion 4.2 does not have to hold in the above theorem. In many examples [12] , however, Formula (4.6) can still be used effectively to estimate the spectrum σ(A − B). 
Equiconvergence of spectral decompositions.
In this subsection, we explore the consequences of Conclusion 4.1 for approximation of the spectral projections P ′ σ ′ of the operator A − B, where σ ′ is a spectral component of σ(A − B). Recall that, if the conclusion holds, we have P ′ σ ′ = (I + U )P σ (I + U ) −1 , where σ is the corresponding component of σ(A). It follows that
whenever U ∈ S 2 (H).
As was the case in most of the major results above, we assume now that U ∈ M Q Σ for some fixed partition Σ = {σ n : n ∈ Ω} of σ(A) and Q ∈ S 2 (H, P Σ ). Further estimates shall be obtained in terms of the sequence α n (Q) defined by (3.23) . Furthermore, given a spectral component σ of σ(A), we let α
Lemma 4.12. With the above notation, we have
Proof. We have
The second inequality is obtained in a similar fashion.
Theorem 4.13. Assume that U Σ < 1. With the above notation, we have
Proof. The estimate follows immediately from (4.7), Lemma 4.12, and the inequality
which is implied by the Neumann series representation of (I + U ) −1 .
We conclude this subsection with the following result on equiconvergence of the spectral decompositions. 
Proof. The result immediately follows from Theorem 4.13 because α σ (n) n = α n (Q) → 0 as n → ∞. In the case of the trivial partition Σ, the condition U Σ < 1 is unnecessary because one can use (4.7) and the fact that M N 2 ≤ M 2 N for any pair of operators M ∈ S 2 (H) and N ∈ B(H).
Spectral splitting.
In this subsection, we run the method of similar operators in the case when the spectrum σ(A) is partitioned into just two parts: Σ = {σ 1 , σ 2 } with σ 1 = {λ k } and σ 2 = σ(A) \ {λ k }. Therefore, the partition P Σ is one of the partitions that appeared in Example 2.1:
The result is a special case of the spectral splitting, the theory of which have been developed extensively in [3] . The perturbation B here is assumed to be in B(H) and sufficiently small.
For the second result in this subsection, we will also assume that λ = λ k is a simple eigenvalue of A, i.e. the corresponding eigenspace is spanned by the single eigenvector e = e k . The goal then is to obtain good estimates for the eigenvalue λ ′ = λ ′ k of the operator A − B and the corresponding eigenvector
To simplify the notation we shall also use P = P k and Q = Q k whenever no ambiguity may arise. Thus, for Σ-matrices in L A (H, P Σ ) we shall write:
Formula (3.20) , defining the transform J = J Σ reduces, in this case, to
The formula (3.22) for the transform Γ = Γ Σ can also be written in a different way. There exists an operator S ∈ B(H) defined via
A straightforward computation shows that the transform Γ = Γ Σ defined by (3.22) satisfies ΓX = P XS − SXP, X ∈ B(H).
(4.9) Applying Lemma 3.6, we see that the triplet (M, J, Γ) with M = B(H) is admissible. Observe also that from (4.9) we immediately have
Applying Theorem 3.1 to (M, J, Γ) we get the following result, a stronger version of which can be found in [3] . 
Observe that e ′ ≥ 1, that is the eigenvector e ′ is not normalized unless y = 0. If f = e ′ e ′ and e − e ′ ≤ ε < 1, we, however, easily get
We shall use the Browder fixed point theorem to show that the function Ψ in (4.12) has a fixed point for a sufficiently small B. The result is the following theorem, where we employ the notation introduced in this subsection. 
Proof. To simplify the exposition, we let m = b 1 S − B 22 S and n = s B 12 S B 21 . First, consider the quadratic polynomial
Clearly, r is one of its roots, which is real and positive due to (4.13) and q(0) > 0.
Second, we show that Ψ(B) ⊆ B. This follows from
where the last equality holds because r is the root of q in (4.14). Third, we derive that Ψ is non-expansive in B. This follows from
Sz, e Sz − B 12 Sz, e Sw + B 12 Sz, e Sw − B 12 Sw, e Sw
Thus, Browder's fixed point theorem applies and the result is proved. The final estimates for e ′ − e and |b 2 | are obtained via the second order Tailor approximation of r. 
Examples
In this section, we illustrate our main results with a few examples involving differential and integro-differential operators.
The Hilbert space H will be the space L 
First order differential operator with an integral perturbation.
We begin with an example involving integro-differential operators. Such operators have not been analyzed before using the method of similar operators.
We let A = 2) and (4.10). The corresponding eigenvectors e k = e 2πik(·) form an orthonormal basis so that the eigenvalues are simple and the resolution of the identity P is formed by the rank-one projections P k x = x, e k e k , k ∈ Z. As always in this paper, the matrix of A is a bi-infinite diagonal operator matrix with non-zero elements given by λ k P k .
The operator B is taken to be integral and is defined via a kernel
Clearly, B ∈ S 2 (H) and B 2 = K . As we mentioned in Remark 2.1, it follows that Assumptions 2.2 and 2.3 automatically hold. Computing the matrix of B, we get that B mn x = K(−m, n) x, e n e m , x ∈ H, where , the approximation can be even further enhanced. We show it in the following concrete example where we chose a specific kernel for the perturbation B. 
, n > 1,
2) via Theorem 4.5. One, however, gets a much better estimate using the spectral splitting. 
4
The estimates in Theorem 4.16 become
In particular, it follows that we can compute σ(A − B) up to an O(|k| −3 ) sequence.
For the case of λ = 0, we have 
Other examples.
In this subsection, we mention a few examples of operators that have already been analyzed by the method of similar operators. We show that the theory developed here also applies and could be used to streamline the pre-existing arguments. for some fixed θ ∈ [0, 2). In the previous example, we restricted ourselves to the choice of θ = 0 to simplify the exposition. We now have that σ(A) consists of simple eigenvalues λ k = πi(2k − θ), and the corresponding eigenvectors are e k = e λ k (·) , k ∈ Z. Thus, we still have η = 1 12 in (2.1) and δ = s −1 = 2π in (2.2) and (4.10). Therefore, the operator A satisfies Assumption 2.1.
The operator B is chosen as in [11, 13] . In particular, we let (Bx)(t) = v(t)x(1 − t) for some v ∈ L 2 (0, 1) = H. We cite, for example, [15, 24] for other recent work where perturbations with an involution were studied.
In this case, we can only guarantee that B ∈ L A (H). Thus, we need to make sure that B satisfies Assumptions 2.2 and 2.3. Observe that the matrix elements of B satisfy which, in turn, implies Condition (2.4) for any choice of θ ∈ [0, 2) and v ∈ H. Property 3 of Assumption 2.2 is also proved the same way as in [11] . It follows that Theorem 4.8 and Corollary 4.9 apply for the operator A − B. In particular for the sequences p = (p n ) and q = (q n ) defined in the corollary we have p n = e −πiθ v(2n) and q n = ℓ∈Z\{n} e −2πiθ ( v(l + n)) 2 2πi(ℓ − n) , n ∈ Z.
To sum up, we get that the eigenvalues λ ′ n of A − B satisfy
where c = (c n ) ∈ ℓ 1 .
Dirac operators.
In this subsection, we show that the analysis of the Dirac operators in [7, 12] also falls into the framework developed in this paper. Boundary conditions (5.1) can also be considered but we choose not to burden the exposition. We then have σ(A) = {2πn : n ∈ Z}, where each λ n = 2πn, n ∈ Z, is an eigenvalue of multiplicity two. Moreover, the corresponding eigenspace is given by span {e Thus, we once again have η = 1 12 in (2.1) and δ = s −1 = 2π in (2.2) and (4.10), so that the operator A satisfies Assumption 2.1.
For the perturbation B, we let (By)(t) = V (t)y(t), (5.4) where t ∈ [0, 1] and
It is shown in [12] that the operator A − B is similar to A − B, where ( By)(t) = v 1 (0) 0 0 v 4 (0) y(t) + 0 u 2 (t) u 3 (t) 0 y(t), (5.6) with u 2 (t) = v 2 (t)e ig(t) , u 3 (t) = v 3 (t)e −ig(t) and g(t) = −( v 1 (0) + v 4 (0))t + We write B = B 1 + B 2 where the two operators B 1 and B 2 correspond to the two summands on the right hand side of (5.6). In [7] , it was proved that J B 2 , Γ B 2 , and B 2 Γ B 2 belong to S 2 (H). It was also shown there that Assimption 2.2(3) holds for B 2 . Consequently, B 2 satisfies Assumption 2.2. Moreover, we have J B 1 = B 1 ∈ B(H) and Γ B 1 = 0. It follows that B satisfies Assumptions 2.2 and 2.4. Thus, Theorem 4.7 applies for the operator A − B, allowing us to conclude that it is similar to the operator A − J B − B 0 = A − B 1 − B 0 , where B 0 , B 0 ∈ S 2 (H) 5 . It is not immediately clear if Assumption 4.10 holds for A and B, which prevents us from applying Theorem 4.11. It is, however, clear that A − B 1 satisfies Assumption 2.1, so that we can apply Theorem 4.5 for an unperturbed operator A − B 1 and the perturbation B 0 . It follows, that A − B is similar to A − B 1 − J k X * for some k ∈ Z + , where the transform J k is defined in the usual way starting from the unperturbed operator A − B 1 , and X * ∈ M B0 is the fixed point of the corresponding nonlinear function Φ defined as in (3.3) . Therefore, the spectrum σ(A − B) can be estimated up to an ℓ 2 sequence. A more thorough analysis of the resulting estimates was performed in [12] . There, in most cases, an approximation up to an ℓ 1 sequence was exhibited. In some degenerate cases, the sequence was proved to be in ℓ 4/3 .
