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K. F. Roth (1964, Acta. Arith. 9, 257–260) proved that the discrepancy of arith-
metic progressions contained in [1, N]={1, 2, ..., N} is at least cN1/4, and later it
was proved that this result is sharp. We consider the d-dimensional version of this
problem. We give a lower estimate for the discrepancy of arithmetic progressions
on [1, N]d and prove that this result is nearly sharp. We use our results to give an
upper estimate for the discrepancy of lines on an N×N lattice, and we also give an
estimate for the discrepancy of a related random hypergraph. © 2001 Elsevier Science
(USA)
1. INTRODUCTION
Let H be a family of subsets of a finite set X. We say that a function
f: XQ {−1,+1} is a two-coloring of X, and for every Y ıX we define
f(Y)=;x ¥ Y f(x). The discrepancy of H is defined by
disc(H)=min
f
max
Y ¥H
|f(Y)|
where the minimum is extended over all two-colorings of X.
In 1964 Roth [4] proved that if H is the family of all arithmetic
progressions on [1, N]={1, 2, ..., N} then disc(H) \ cN1/4. Roth thought
that his result was not sharp and instead disc(H)=N
1
2−o(1) might be true.
Sa´rközy disproved this conjecture [2] by showing that disc(H)=
O(N1/3+e). In 1981 Beck [1] proved that Roth’s result is nearly sharp; he
showed that disc(H) [ cN1/4 log5/2 N. Using his methods, Matousek and
Spencer [5] were able to prove that the theorem is indeed sharp.
Over the years Roth’s paper has inspired the study of several similar
problems. In [3] Knieper generalized the problem in d dimensions: let H
be the family of all sets on [1, N]d which are the Cartesian product of d
arbitrary arithmetic progressions on [1, N] (d=1 gives back the original
problem). She proved that disc(H) \ cNd/4 and showed that this result is
sharp apart from logarithmic powers.
In this paper we consider another sensible generalization in higher
dimensions. Let H be the family of all arithmetic progressions contained in
[1, N]d; i.e.,
H={{a+k·b : 0 [ k [ r} … [1, N]d}
(d=1 also gives back the original problem). We show that
cN
d
2d+2 [ disc(H) [ cN
d
2d+2(logN)
5
2.
The proof of the lower bound uses exponential sums and is an adaptation
of Roth’s method. For the upper bound we use a general estimate of Beck
for discrepancy of hypergraphs. In the last section we use our results to
give an upper estimate for a problem proposed by Knieper, and we prove a
theorem concerning the discrepancy of certain random hypergraphs.
2. LOWER BOUND FOR THE DISCREPANCY
Throughout the paper underlined letters will denote d-dimensional
vectors (in Rd or Zd), and we use the notation e(a)=e2pia. If A … Zd and
v ¥ Zd then A−v={a−v : a ¥ A}.
The following theorem gives the lower bound for the discrepancy.
Theorem 2.1. Let f be an arbitrary two-coloring of [1, N]d. Then there
exists an arithmetic progression a, a+b, ..., a+r ·b on [1, N]d with
|; rk=0 f(a+k·b)| \ cNd/(2d+2) (the constant c depends only on d).
We shall prove that the inequality stated above is even true in a mean
square sense regarding a large subset of the arithmetic progressions on
[1, N]d. For the proof we need the d-dimensional version of one of Roth’s
theorems.
Theorem 2.2. Let {ca, a ¥ [1, N]d} be a fixed set of complex numbers;
we set ca=0 if a ¨ [1, N]d. Let Q, Q1 be positive integers with Qd \ 2Q1.
For a, b ¥ Zd we define D(a, b)=;Q1 −1k=0 ca+k·b. We use the notations
A={b: b=(b1, b2, ..., bd) ] 0, |bi | [ Q for every 1 [ i [ d}
and
B(b)=0
Q1 −1
k=0
([1, N]d−k·b).
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Then
C
b ¥A
C
a ¥B(b)
|D(a, b)|2 \ 12
p
Q1 22 C
a ¥ [1, N]d
|ca |2.
For a ¥ [0, 1]d we define S(a)=;a ¥ [1, N]d ca · e(Oa, aP); and for x ¥ [0, 1]
we set F(x)=;Q1 −1k=0 e(kx).
Proof. The theorem follows easily from the following:
C
a ¥B(b)
|D(a, b)|2=F
[0, 1]d
|S(a)|2 |F(Ob, aP)|2 da. (1)
C
b ¥A
|F(Ob, aP)|2 \ 12
p
Q1 22. (2)
F
[0, 1]d
|S(a)|2 da= C
a ¥ [1, N]d
|ca |2. (3)
Indeed, we have
C
b ¥A
C
a ¥B(b)
|D(a, b)|2=F
[0, 1]d
|S(a)|2 C
b ¥A
|F(Ob, aP)|2 da
\ 1 2
p
Q1 22 F
[0, 1]d
|S(a)|2 da=12
p
Q1 22 C
a ¥ [1, N]d
|ca |2.
Equations (1) and (2) will be proved in Lemma 2.1 and Lemma 2.2, while
(3) follows from the d-dimensional version of Parseval’s formula. L
Lemma 2.1.
C
a ¥B(b)
|D(a, b)|2=F
[0, 1]d
|S(a)|2 |F(Ob, aP)|2 da.
Proof.
F
[0, 1]d
|S(a)|2 |F(Ob, aP)|2 da
=F
[0, 1]d
: 1 C
a ¥ [1, N]d
ca · e(Oa, aP)2 1 CQ1 −1
k=0
e(k ·Ob, aP)2 :2 da
=F
[0, 1]d
: C
a ¥ [1, N]d
ca · C
Q1 −1
k=0
e(Oa+k·b, aP) :2 da.
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It is easy to show that
C
a ¥ [1, N]d
ca · C
Q1 −1
k=0
e(Oa+k·b, aP)= C
a ¥B(b)
e(Oa, aP) 1 CQ1 −1
k=0
ca+k·b 2
and by using Parseval’s formula that
F
[0, 1]d
: C
a ¥B(b)
e(Oa, aP) 1 CQ1 −1
k=0
ca+k·b 2 :2 da
= C
a ¥B(b)
: CQ1 −1
k=0
ca+k·b :2= C
a ¥B(b)
|D(a, b)|2,
from which the lemma follows. L
Lemma 2.2.
C
b ¥A
|F(Ob, aP)|2 \ 1 2
p
Q1 22.
Proof. It is easy to see that |F(x)|2=(sin2(pQ1x))/(sin2(px)), and
||x|| [ 1/2Q1 then |F(x)|2 \ ( 2p Q1)
2 (||x|| denotes the distance of x from the
nearest integer). Using Dirichlet’s Theorem on simultaneous approximation
it is clear that for every a ¥ [0, 1]d there exists a vector bg ¥A with
||Obg, aP|| [ 1/Qd [ 1/2Q1. From this the lemma follows:
C
b ¥A
|F(Ob, aP)|2 \ |F(Obg, aP)|2 \ 1 2
p
Q1 22. L
Now we are ready for our main theorem.
Proof of Theorem 2.1. We use Theorem 2.2 with ca=f(a) (a ¥ [1, N]d),
and Q=N2N
1
d+1M, Q1=NQd/2M (clearly Qd \ 2Q1). Then as the theorem
states,
C
b ¥A
C
a ¥B(b)
|D(a, b)|2 \ 12
p
Q1 22 C
a ¥ [1, N]d
|f(a)|2=12
p
Q1 22 Nd.
LetM=maxb ¥A, a ¥B(b) |D(a, b)|. From the previous inequality we have
M2 C
b ¥A
|B(b)| \ 12
p
Q1 22 Nd.
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Let b=(b1, b2, ..., bd) ¥A be fixed. We can write
B(b)=1 0Q1 −2
k=0
Tk 2 2 ([1, Nd]−(Q1−1) · b)
as a union of Q1 pairwise disjoint sets, where for every k=0, 1, ..., Q1−2,
Tk=([1, N]d−k·b)0([1, N]d−(k+1) · b).
Since
|Tk |=|([1, N]d)0([1, N]d−b)|=Nd−D
d
i=1
(N−|bi |),
it follows that
|B(b)|=(Q1−1) 1Nd−Dd
i=1
(N−|bi |)2+Nd
=Q1Nd−(Q1−1) D
d
i=1
(N−|bi |).
Thus
C
b ¥A
|B(b)|=1 C
−Q [ b1 [ Q
C
−Q [ b2 [ Q
· · · C
−Q [ bd [ Q
|B(b)|2−|B(0)|
=1 C
−Q [ b1 [ Q
C
−Q [ b2 [ Q
· · · C
−Q [ bd [ Q
×1Q1Nd−(Q1−1) Dd
i=1
(N−|bi |)22−Nd
=((2Q+1)d Q1−1) Nd−(Q1−1) D
d
i=1
C
−Q [ bi [ Q
(N−|bi |)
=((2Q+1)d Q1−1) Nd−(Q1−1)((2Q+1) N−Q(Q+1))d.
If x \ y \ 0 then
dxd−1 y \ y C
d−1
j=0
xd−1−j(x−y) j=xd−(x−y)d,
thus
(x−y)d \ xd−dxd−1 y.
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Using this with x=(2Q+1) N and y=Q(Q+1) we have
C
b ¥A
|B(b)| [ ((2Q+1)d Q1−1) Nd
−(Q1−1)((2Q+1)d Nd−dQ(Q+1)(2Q+1)d−1 Nd−1)
=((2Q+1)d−1) Nd+d(Q1−1) Q(Q+1)(2Q+1)d−1 Nd−1
[ 3dQdNd+d3dQ1Qd+1Nd−1
[ c1(d) ·Q1Nd−1(N+QQ1).
Combining this with
M2 C
b ¥A
|B(b)| \ 1 2
p
Q1 22 Nd
we have
M \=c2(d) Q21NdQ1Nd−1(N+QQ1) \ c(d) ·N d2d+2,
and that is what we had to prove. L
3. UPPER BOUND FOR THE DISCREPANCY
Theorem 3.1.
disc(H) [ cN
d
2d+2(logN)
5
2
(where the constant c depends only on d).
For the upper bound we apply a theorem of Beck on the discrepancy of
general hypergraphs which he used in his proof about the discrepancy of
arithmetic progressions on [1, N]. First we introduce some notation. If H
is a hypergraph then let
S(H)= 0
A ¥H
A (the vertex-set ofH)
deg(H, x)=|{A ¥H : x ¥ A}| (the degree of x inH)
deg(H)=max
x
deg(H, x) (the degree ofH).
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Theorem 3.2 (Beck). Let H be a hypergraph and assume that there
exists a real number t such that
deg({A ¥H : |A| \ t}) \ t.
Then,
disc(H) [ c0 `t`(log |H|) log |S(H)|,
where c0 is an absolute constant.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. For i [ j let AP(a, b, i, j) denote the arithmetic
progression with difference b starting from a+ib and terminating at a+jb.
We say that an arithmetic progression is elementary if its length is a power
of 2 (for example 2 s, s \ 0), it has a difference b ] 0, and it starts from a+
(i2 s) b where i \ 0 and a ¥ [1, N]d0([1, N]d+b). Formally, an arithmetic
progression is elementary if it is of type AP(a, b, i2 s, (i+1) 2 s−1) where i,
s, a, and b meet the previous conditions. (This is an extension of Beck’s
definition of elementary arithmetic progressions. A one-dimensional arith-
metic progression is called elementary by Beck if it is of type AP(a, b, i2 s,
(i+1) 2 s−1) where 1 [ a [ b, i \ 0, and s \ 0. The restriction a ¥ [1, N]d0
([1, N]d+b) in our definition corresponds to the condition 1 [ a [ b.) Let
HN denote the family of elementary arithmetic progressions contained in
[1, N]d. In Lemma 3.1 we shall prove that
deg({A ¥HN : |A| \ k+1}) [ c1 1 Nk+12d,
where c1 is a positive constant depending only on d and k is an arbitrary
positive integer. Thus if we set t=(c1N)d/(d+1) we can apply Theorem 3.2
to HN,
disc(HN) [ c0 `t`(log |HN |) log |S(HN)|.
If AP(a, b, i2 s, (i+1) 2 s−1) ı [1, N]d is elementary then for every 1 [
j [ d, bj=0 or AP(aj, bj, i2 s, (i+1) 2 s−1) ı [1, N] is an elementary arith-
metic progression in one dimension. A simple argument shows that the
number of such arithmetic progressions is at most 2N2, thus
|HN | [ c2N2d
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with a suitable constant c2. Since |S(HN)|=Nd, by combining the previous
inequalities we get
disc(HN) [ cNd/(2d+2)(logN)3/2,
where the constant only depends on d.
Clearly, any arithmetic progression contained in [1, N]d is representable
in the form
AP(a, b, 0, p1)0AP(a, b, 0, p1),
where a ¥ [1, N]d0([1, N]d+b) and both arithmetic progressions are
contained in [1, N]d. If the binary representation of pi+1 is
pi+1=C
li
j=1
2 s(i, j), s(i, 1) > s(i, 2) > · · · > s(i, li),
then
AP(b, d, 0, pi)=0
li
r=1
AP 1b, d, Cr−1
j=1
2 s(i, j), C
r
j=1
2 s(i, j)−12
and li [ log2(pi+1) [ log2 N. Thus both AP(b, d, 0, pi), i=1, 2, are
unions of at most log2 N disjoint elementary arithmetic progressions, i.e.,
disjoint members of HN. By the previous arguments it is clear that
disc(H) [ (2 log2 N) disc(HN),
and from this Theorem 3.1 follows. L
Lemma 3.1. There exists a positive constant c1 depending only on d, for
which
deg({A ¥HN : |A| \ k+1}) [ c1 1 Nk+12d
with any positive integer k.
Proof. From the definitions we have
deg({A ¥HN : |A| \ k+1})
=max
m
|{m ¥ AP(a, b, i2 s, (i+1) 2 s−1) ı [1, N]d : 2 s \ k+1}|
(where AP(a, b, i2 s, (i+1) 2 s−1) is elementary).
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First we establish some simple relations between the parameters. If there
is an arithmetic progression contained in [1, N]d with a difference of b and
a length of at least k+l, then for every 1 [ j [ d the following inequality
must stand:
−
N
k
[ bj [
N
k
(where b=(b1, ..., bd)). For every b and m in [1, N]d there is exactly one
vector a in [1, N]d0([1, N]d+b) from which one can reach m with an
arithmetic progression with a difference of b. If a, b ¥ [1, N]d and s \ 0 is
fixed and there exists an elementary arithmetic progression
AP(a, b, i2 s, (i+1) 2 s−1) ı [1, N]d
(with i \ 0) then a+(2 s−1) b ¥ [1, N]d must hold. (Clearly, if a, b, s are
fixed then there is at most one i \ 0 for which m ¥ AP(a, b, i2 s,
(i+1) 2 s−1).) It is also easy to see that if a, b ¥ [1, N]d are fixed then
|{s : 2 s \ k+1, a+(2 s−1) b ¥ [1, N]d}| [ log2 1 Nk max1 [ j [ d |bj |2 .
Using the notation ||b||d=max1 [ j [ d |bj | our results can be summarized in
the inequality
deg({A ¥HN : |A| \ k+1}) [ C
||b||d [
N
k
log2 1 Nk ||b||d 2 .
If z \ 1 is a fixed integer then
|{||m||d=z: m ¥ Zd}|=|[−z, z]d0[−(z−1), z−1]d|=(2z+1)d−(2z−1)d,
where [−x, x]={−x [ n [ x : n ¥ Z}. Thus
C
||b||d [
N
k
log2 1 Nk ||b||d 2= C1 [ z [ Nk ((2z+1)d−(2z−1)d) log2 1
N
kz
2 .
With the notation f(z)=(2z−1)d we have
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C
1 [ z [ Nk
((2z+1)d−(2z−1)d) log2 1Nkz2
=FN
N
kM+1
1
log2 1 Nk NzM2 df(z)
=(3d−1) log2 1Nk 2+FN
N
kM+1
2
log2 1 Nk NzM2 df(z).
The function f(z) is increasing and log2 (
N
k NzM) [ log2 (
N
k(z−1)) if z > 1,
therefore
(3d−1) log2 1Nk 2+FN
N
kM+1
2
log2 1 Nk NzM2 df(z)
[ (3d−1) log2 1NK2+FN
N
kM
1
log2 1Nkz2 df(z).
Using
F log2 1uz2 df(z)=zd 1 log2 1uz2+ 1d log 22
one can easily show that there is a constant c1 (depending only on d) with
deg({A ¥HN : |A| \ k+1}) [ C
1 [ z [ NK
((2z+1)d−(2z−1)d) log2 1Nkz2
[ c1 1 Nk+12d,
which completes our proof. L
4. DISCREPANCY OF RANDOM HYPERGRAPHS
In [3] Knieper examined the discrepancy of all lines on the lattice points
of [1, N]2. Now our hypergraph is
HL={AP(a, b, 0, k) ı [1, N]2 : b=(b1, b2) ] 0 and gcd(b1, b2)=1},
and we need to estimate disc(HL). Knieper proved that
disc(HL) [ c`N logN,
and she gives the result
disc(HL) \ c1 4`N
126 BENEDEK VALKO´
without proof. It is easy to see that from Theorem 3.1 we get a stronger
upper bound for disc(HL). Since HL ıH where H is the family of all
arithmetic progressions on [1, N]2 we have
disc(HL) [ disc(H).
Theorem 3.1 gives the inequality
disc(H) [ c 3`N (logN) 52
and this also provides an upper bound for disc(HL). The truth may be
‘‘around’’ 3`N and our next theorem will give some reason why this
conjecture might be valid. It is known that the set {(b1, b2): gcd(b1, b2)=1}
has an asymptotically uniform distribution with density 6/p2. Thus HL is
the set of all arithmetic progressions contained in [1, N]2 with the possible
differences taken from a subset of Z2 with ‘‘uniform’’ density.
The following theorem shows that if we consider a random subset of the
family of arithmetic progressions in a way that we choose the possible dif-
ferences independently with uniform probability, then this random
hypergraph has ‘‘almost’’ the same discrepancy as the original one with
probability close to 1.
Theorem 4.1. Let d \ 1 and 0 < p < 1 be fixed. Denote A0=
{−N, ..., N}d0{0}, and for every b ¥A0 let Zb be an independent random
variable with
P(Zb=1)=1−P(Zb=0)=p.
Consider the random set Ap={b ¥A0 : Zb=1} and let Hp be the family of
all arithmetic progressions contained in [1, N]d with difference belonging to
Ap. Then there exists a constant cd, e for every e > 0 with
P 1disc(Hp) < cd, e N d2d+2logN2 < 1(2N)e .
Some elements of the proof are similar to those of Theorem 2.1, thus
some details will be left to the reader. First we need the following lemma.
Lemma 4.1. Let Ap be the random set defined in Theorem 4.1 and Q, Q1
be positive integers satisfying Qd \ 2Q1K log(2N) and N \ QQ1 where
K= d+e−log(1−p)+1. Denote
Ag={b ¥Ap : ||b||d [ Q}
and
B(b)=0
Q1 −1
k=0
([1, N]d−k·b).
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Then
P 1 C
b ¥A*
C
a ¥B(b)
: CQ1 −1
k=0
ca+k·b :2
\ 12
p
Q1 22 C
a ¥ [1, N]d
|ca |2 for every {ca: a ¥ [1, N]d}2 \ 1− 1(2N)e
(where ca=0 if a ¨ [1, N]d).
From this the proof of the theorem follows.
Proof of Theorem 4.1. Let f be an arbitrary coloring of [1, N]d and let
ca=f(a) (with ca=0 if a ¨ [1, N]d ). If
C
b ¥A*
C
a ¥B(b)
: CQ1 −1
k=0
ca+k·b :2 \ 1 2
p
Q1 22 C
a ¥ [1, N]d
|ca |2=12
p
Q1 22 Nd
then by using the enumeration method seen in the proof of Theorem 2.1 we
can prove that there exist vectors a, b with
: CQ1 −1
k=0
ca+k·b : \ c1(d)= Q21NdQdNd+Q1Qd+1Nd−1.
Setting Q=NN1/(d+1)M and Q1=N
Qd
2K log(2N)M and applying the lemma,
Theorem 4.1 follows for large enough N (from this we can get the theorem
for every N easily). L
Proof of Lemma 4.1. First let {ca: a ¥ [1, N]d} be a fixed set (with
ca=0 if a ¨ [1, N]d). For a ¥ [0, 1]d denote S(a)=;a ¥ [1, N]d ca · e(Oa, aP)
and F(x)=;Q1 −1k=0 e(kx) for x ¥ [0, 1]. Set D(N)={ 12N · a : a ¥ [1, N]d} and
J=
1
(2N)d
C
a ¥D(N)
|S(a)|2 C
b ¥A*
|F(Ob, aP)|2.
Using the discrete version of Parseval’s formula we can show that
1
(2N)d
C
a ¥D(N)
|S(a)|2 |F(Ob, aP)|2= C
a ¥B(b)
: CQ1 −1
k=0
ca+k·b :2.
(We only have to duplicate the corresponding steps of the proof of
Theorem 2.1 and observe that because of the conditions N \ QQ1 and
ca=0 if a ¨ [1, N]d then we indeed get the same result.) Thus
J= C
b ¥A*
C
a ¥B(b)
: CQ1 −1
k=0
ca+k·b :2.
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From the definition of J it is clear that
J \ min
a ¥D(N)
C
b ¥A*
|F(Ob, aP)|2 C
a ¥ [1, N]d
|ca |2.
Therefore if we verify that
P 1 min
a ¥D(N)
C
b ¥A*
|F(Ob, aP)|2 \ 1 2
p
Q1 222 \ 1− 1(2N)e
then the lemma follows, too. We will show that for every a ¥D(N),
P 1 C
b ¥A*
|F(Ob, aP)|2 \ 1 2
p
Q1 222 \ 1− 1(2N)d+e ,
and because |D(N)|=(2N)d this will prove the needed inequality.
Set A={b ¥ Zd : 0 < ||b||d [ Q} and Ea={b ¥A : ||Ob, aP|| [ 1/2Q1}.
Using the proof of Dirichlet’s Theorem on simultaneous approximation (or
simply the pigeonhole principle) one can show that
|Ea | \ ! Qd2Q1 "−1.
We have already seen that if Ea is not empty then
C
b ¥A*
|F(Ob, aP)|2 \ 12
p
Q1 22,
hence
P(,b ¥ Ea with Zb=1) [ P 1 C
b ¥A*
|F(Ob, aP)|2 \ 12
p
Q1 222 .
Since the random variables Zb are independent and P(Zb ] 1)=1−p we
have
P(,b ¥ Ea with Zb=1)=1−(1−p) |Ea | \ 1−(1−p) KQ
d/2Q1L−1.
But
! Qd
2Q1
"−1 \ log(2N) d+e
−log(1−p)
,
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therefore
P(,b ¥ Ea with Zb=1) \ 1−
1
(2N)d+e
and from that the lemma follows. L
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