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STRONG SOLIDITY OF THE q-GAUSSIAN ALGEBRAS FOR ALL
−1 < q < 1
STEPHEN AVSEC
Abstract. The main result of this paper is to establish the weak* completely contractive
approximation property (w*CCAP) for the q-Gaussian algebras for all values of q ∈ [−1, 1]
and any number of generators. We use this to establish that the q-Gaussian algebras are
strongly solid in the sense of Popa and Ozawa for q ∈ (−1, 1).
1. Introduction
Approximation properties of C*-algebras and von Neumann algebras have provided a
fundamental tool for many landmark results and applications of operator algebras. The
strongest approximation property is the (weak*) completely positive approximation prop-
erty which was shown by Effros and Choi in [4] to be equivalent to nuclearity in the
C*-algebra setting and shown by Connes in [5] to be equivalent to injectivity in the von
Neumann algebra setting. These are equivalent to amenability in the group setting. A
less restrictive property is the (weak*) completely bounded approximation property, which
Haagerup first introduced in [13] and [10]. This property has become very important fol-
lowing the seminal work of Ozawa and Popa ([19] and [20]) and the recent follow up paper
of Ozawa ([18]). It is equivalent to weak amenability of groups.
The q-Gaussian variables were introduced by Boz˙ejko and Speicher in [2] as an inter-
polation between classical Gaussian variables in the case q = 1, fermionic variables in the
case q = -1, and Voiculescu’s free Gaussians in the case q = 0. These variables can be
defined functorially from a real Hilbert space H as being generated by self-adjoint elements
sq(h), h ∈ H , which satisfy the moment formula
τ(sq(h1) . . . sq(hn)) =
{
0 if n is odd∑
ρ∈P2(n)
qι(ρ)
∏
{j,k}〈hj , hk〉 if n is even .
Here P2(n) denotes the set of pair partitions on the set {1, . . . , n} and ι(ρ) denotes the
number of crossings of the pair partition ρ. Notice that for q = 0, only the non-crossing
partitions survive, and so we recover Voiculescu’s free Gaussian algebras.
Later, the von Neumann algebras generated by the q-Gaussian variables, denoted by
Γq(H), were shown to have properties similar to those of the free group factors. Note that
the free group factors LFn are isomorphic to Γ0(H) where n = dim(H) by a famous result
The author acknowledges support of the National Science Foundation through a fellowship funded by
the grant “EMSW21-MCTP: Research Experience for Graduate Students” (NSF DMS 08-38434).
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of Voiculescu in [34]. Indeed, for a certain range of q and dim(H), Boz˙ejko, Ku¨mmerer,
and Speicher in [1] established that the q-Gaussian algebras are factors. Ricard proved
in [27] that Γq(H) is a factor for all −1 < q < 1 and all dim(H) ≥ 2. That they do
not have property Γ was established by Sniady in [32] for a certain range of q and large
dimension. Nou proved that the q-Gaussian algebras are non-injective for all −1 < q < 1
and dim(H) ≥ 2 in [17].
Shlyakhtenko proved in [29] that the q-Gaussian algebras are solid in the sense of Ozawa
for |q| < √2 − 1 using estimates on non-microstates free entropy dimension. In [30],
Shlyakhtenko further proved that the q-Gaussian algebras do have Cartan subalgebras for
a small range of q. Recently, Dabrowski improved these estimates in [9] to prove that an
n-tuple of q-Gaussian variables have microstate free entropy dimension n for |q|n < 1 and
q2n ≤ 0.0169. This result implies the present paper’s results for this range of q and n,
though we use radically different techniques.
A weaker approximation property of C*-algebras is exactness, which only requires a C*-
algebra to be a subalgebra of a nuclear C*-algebra. Thus, for a group, exactness implies
that the group admits an amenable action on a compact Hausdorff space. Kennedy and
Nica in [15] proved that the C*-algebras generated by the q-creation operators are exact
for all −1 < q < 1 and all dimensions. As a corollary, they prove that the C*-algebra
generated by the q-Gaussian variables, Aq(H) is also exact since exactness is inherited by
subalgebras. Since the CBAP implies exactness, we recover their result in this paper.
Our first main result is that the q-Gaussian algebras have the (weak*) completely con-
tractive approximation property. Specifically, the net of completely bounded maps which
approximate the identity can be taken to be completely contractive.
Theorem A. For all −1 < q < 1 and all dim(H) ≥ 2,
(1) Γq(H) has the weak* completely contractive approximation property.
(2) Aq(H) has the completely contractive approximation property.
To prove this, we use Nou’s result from [17], plus a theorem which expresses Wick
products in Γq(H) as a linear combination of the products of two shorter Wick products
using an inclusion/exclusion argument. These allow us to bound the cb-norm of the
projections onto polynomials of degree n by Cqn
3. Applying the q-Ornstein-Uhlenbeck
semigroup provides the exponential decay which balances this polynomial growth.
Ozawa and Popa called a von Neumann algebra M strongly solid if for all diffuse
injective subalgebras P ⊂ M, the normalizer NM(P ) := {u ∈ UM|u∗Pu = P} generates
an injective subalgebra. For a non-injective factor, this implies the absence of Cartan
subalgebras. In [19], they proved that the free group factors and, in [20] that the group von
Neumann algebras of lattices in SL2(R) and SL2(C) are strongly solid. Ozawa and Popa’s
proof relied on these groups being weakly amenable and admitting a proper 1-cocycle
associated to a representation which is weakly contained in the left regular representation.
These conditions permit the von Neumann algebras to have the weak* completely bounded
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approximation property and to admit an L2-compact deformation for which the associated
bimodule is weakly contained in the coarse bimodule.
Following their work, Sinclair proved in [31] that the group von Neumann algebras of
lattices in SO(n, 1) and SU(n, 1) are strongly solid. These groups admit only a weakly-ℓ2
representation. These representations were defined by Shalom in [28] as one for which
a sufficiently large tensor power was weakly contained in the left regular representation.
Finally, Chifan and Sinclair in [3] proved that for a group which is weakly amenable and
admits a quasi-1-cocycle into a weakly-ℓ2 representation, the group von Neumann algebra
is strongly solid. This class includes all hyperbolic groups and all lattices in rank one Lie
groups.
The q-Gaussian algebras admit an “s-malleable” deformation in the sense of Popa (see,
for example, [23] or [24]). However, we show that the bimodule associated to this defor-
mation is not weakly contained in the coarse bimodule. The situation is similar in spirit
to that of [31] but lacks the structure of an underlying group. In this paper, we find a
subbimodule which is weakly contained in the coarse bimodule, following a discussion with
Jesse Peterson regarding the connection between the associated bimodule and Schatten
p-class operators. Combining this and an adjustment to Popa’s estimate for s-malleable
deformations (see Lemma 2.1 in [25]), we were able to establish our second main result.
Theorem B. For all −1 < q < 1 and all dim(H) <∞, Γq(H) is strongly solid.
The paper is organized as follows. In the next section, we fix notation and give ap-
propriate preliminary definitions and results. In Section 3, we prove the main result. In
Section 4, we find an appropriate bimodule with which to prove that the q-Gaussians are
strongly solid, and in Section 5, we complete the proof of strong solidity.
Acknowledgments: The author is greatly indebted to Jesse Peterson for suggesting
this strategy for finding the appropriate bimodule. The author would like to thank Yoann
Dabrowski for providing him with an advanced copy of his preprint, Marius Junge for many
useful discussions and careful reading, Pierre Fima for many enlightening discussions, and
Austin Rochford for his help in editing.
2. Preliminaries
We use standard notation and results from von Neumann algebra theory (see e.g. [33])
and operator space theory (see e.g. [12] or [21]).
2.1. The CBAP. A von Neumann algebraM has the weak* completely bounded approx-
imation property (w*CBAP) if there exists a net of completely bounded, finite-rank maps
ϕα :M→M such that ϕα → Id in the point-weak* topology and such that ‖ϕα‖cb ≤ C
for all α. The minimal such constant is called the Cowling-Haagerup constant and is
denoted by Λcb(M). M has the w*CCAP if Λcb(M) = 1.
Cowling and Haagerup ([8]) proved that for a discrete group Γ, Λcb(Γ) = Λcb(LΓ). Since
the free groups have Cowling-Haagerup constant 1 ([13]), it was known that the free group
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factors had the w*CCAP. The equivalent definition for a C*-algebra would simply require
that the net of finite-rank maps converge to the identity in the point-norm topology.
2.2. Operators Spaces. We use the row and column operator space structures on an
abstract Hilbert space which are given by
Hc = B(H,C) and Hr = B(C, H¯)
respectively. We have that (Hc)
∗ = H¯r and (Hr)
∗ = H¯c. See Section 3.4 of [12] for detailed
proofs. We shall also utilize the Haagerup tensor product. Given two operator spaces E
and F , let E ⊗ F be their algebraic tensor product. Let x = (xij) ∈Mn(E ⊗ F ). Define
‖x‖h,n = inf
r≥1
{‖y‖Mn,r(E)‖z‖Mr,n(F )|xij =
∑
k
yikzkj}
The operator space tensor product defined by these norms is called the Haagerup tensor
product and is denoted by E ⊗h F . The following two facts about the Haagerup tensor
product will be very useful.
Remark 2.1. For the row and column Hilbertian operator spaces, we have from Corol-
laries 5.8 and 5.10 of [21] and Proposition 9.3.4 of [12]
(1) Hc ⊗h Kc = (H ⊗2 K)c
(2) Hc ⊗h K¯r ≃ K(K,H)
(3) Hr ⊗h K¯c ≃ S1(K,H)
where the last two complete isometries are given by
(ξ ⊗h η)(k) = 〈η, k〉ξ
and
(ξ ⊗h η)(k) = 〈η, k〉ξ
where ξ ∈ H , η ∈ K, T ∈ K(K,H), and Sη,ξ is the rank one map Sη,ξ(k¯) = 〈k, η〉ξ.
Lemma 2.2. The multiplication map
m : L2r(M)⊗h L2c(M)→ L1(M)
defined by m(a ⊗h b) = ab∗ is completely contractive for any finite von Neumann algebra
M.
Proof. We start by observing that L1(M)∗ ≃ M completely isometrically for any von
Neumann algebra. See page 139 of [21].
Let
π :Mop → B(L2(M))
be the usual right representation defined by π(x)aˆ = x̂a where aˆ denotes the image in
L2(M) of a ∈ M. We claim that π = m∗. Let x, a, b ∈ M. Let â ∈ L2r(M) and
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bˆ ∈ L2c(M) be the canonical images of a and b in the row and column spaces respectively,
and let {ei} be an orthonormal basis of L2(M). We have
〈π(x), aˆ⊗h bˆ〉 = Tr
(
π(x)∗
(
aˆ⊗h bˆ
))
=
∑
i
〈ei, π(x)∗
(
â⊗h bˆ
)
ei〉
=
∑
i
〈π(x)ei, 〈bˆ, ei〉aˆ〉
=
∑
i
〈π(x)〈ei, bˆ〉ei, aˆ〉
= 〈π(x)̂b, aˆ〉 = 〈x̂b, aˆ〉 = τ(b∗x∗a) = τ(x∗ab∗) = 〈x,m(aˆ⊗h bˆ)〉
Therefore, m∗ = π since M is dense in L2(M) and so ‖m‖cb = ‖π‖cb = 1 since π is a
∗-homomorphism. 
Remark 2.3. Note that for every von Neumann algebra M there is a quotient map
q : S1(L
2(M))→ L1(M)
which is the predual of the canonical representation
π :M→ B(L2(M)).
The map m above is simply this quotient map once we identify S1(L
2(M)) with L2r(M)⊗h
L2c(M).
2.3. The q-Fock Space and q-Gaussian Algebras. Let H be a real Hilbert space,
HC = H ⊗R C its complexification, and F(H) = ⊕n≥0H⊗nC be the algebraic Fock space
over HC. Here H
⊗0
C
is understood to be a one-dimensional space spanned by a unit vector
Ω. In [2], Boz˙ejko and Speicher defined the following sesquilinear form on F(H).
〈h1 ⊗ . . .⊗ hn, k1 ⊗ . . .⊗ km〉 = δm,n
∑
σ∈Sn
qι(σ)
∏
j
〈hj, kσ(j)〉
where Sn denotes the symmetric group on n characters, ι(σ) denotes the number of in-
versions of σ ∈ Sn, and −1 ≤ q ≤ 1. By the main result in [2], this form is nonnegative
definite, in fact, strictly positive definite if −1 < q < 1 for each n and thus defines an
inner product. Denote by Fq(H) the Hilbert space completion of F(H) with respect to
this inner product. Now for h ∈ H ,h1, . . . , hn ∈ HC, define
lq(h)h1 ⊗ . . .⊗ hn = h⊗ h1 ⊗ . . .⊗ hn
to be the left creation operator, and its adjoint the left annihilation operator
l∗q(h)h1 ⊗ · · · ⊗ hn =
n∑
j=1
qj−1〈h, hj〉h1 ⊗ · · · ⊗ hˆj ⊗ · · · ⊗ hn
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where hˆj indicates that hj is omitted from the tensor. By [2], lq(h) ∈ B(Fq(H)) for
−1 ≤ q < 1, and lq(h) is closable for q = 1. Let sq(h) = lq(h) + lq(h)∗. We define the
q-Gaussian von Neumann algebra to be
Γq(H) := {sq(h)|h ∈ H}′′
for −1 ≤ q < 1, and
Γ1(H) = {eis1(h)|h ∈ H}′′.
Furthermore, in [1], it is proved in Proposition 2.3 that the vector Ω is cyclic and separat-
ing, and defines a finite trace τ(x) = 〈Ω, xΩ〉. Therefore, Γq(H) is a finite von Neumann
algebra in standard form. The following two results can also be found in [1] (Proposition
2.7 and Theorem 2.11 respectively).
Theorem 2.4. For each ξ ∈ F(H) there exists a unique element W (ξ) ∈ Γq(H) such that
W (ξ)Ω = ξ. W (ξ) is called the Wick product of ξ.
Theorem 2.5. Let u : H → K be a contractive map between real Hilbert spaces. There
exists a trace-preserving unital completely positive (cput) map Γq(u) : Γq(H) → Γq(K)
such that
(1) Γq(u) is a *-automorphism if u is an orthogonal tranformation.
(2) Γq(u) is a *-embedding if u is an inclusion.
(3) Γq(u) is a conditional expectation if u is a projection.
In this sense, Γq can be seen as a functor between the category of real Hilbert spaces
with contractions and the category of II1 factors with completely positive maps (see [34]
for the free case).
2.4. Wick products. The following two maps were introduced in [1] and studied in a
very general setting in [16]. Define a map
Un,k : H
⊗n−k
c ⊗h H¯⊗kr → B(Fq(H))
by
Un,k
(
(h1 ⊗ . . .⊗ hn−k)⊗h (h¯n−k+1 ⊗ . . .⊗ h¯n)
)
= lq(h1) . . . lq(hn−k)l
∗
q(h¯n−k+1) . . . l
∗
q(h¯n)
and
Rn,k : H¯
⊗n−k
r ⊗h H⊗kc → H⊗n
by
Rn,k(h1 ⊗ · · · ⊗ hn−k ⊗h hn−k+1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ hn
It is shown in [17] that
R∗n,k (h1 ⊗ . . .⊗ hn)
=
∑
x∈Sn/Sn−k×Sk
qι(x)(hσx(1) ⊗ . . .⊗ hσx(n−k))⊗h (hσx(n−k+1) ⊗ . . .⊗ hσx(n))
where x ∈ Sn/Sn−k × Sk are right cosets, σx ∈ x is the representative of x with the fewest
inversions, and ι(x) = ι(σx). The following theorem is Theorem 1 in [16]
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Theorem 2.6. Let ξ ∈ H⊗n.
W (ξ) =
n∑
k=0
Un,kR
∗
n,k(ξ)
for ξ = h1 ⊗ . . .⊗ hn.
Observation 2.7. We may associate to any right coset x ∈ Sn/Sn−k × Sk a subset A ⊂
{1, . . . , n} such that |A| = k in the following way. For any permutation σ ∈ x, σ(j) ∈ Ac
for 1 ≤ j ≤ n− k and σ(j) ∈ A for n− k + 1 ≤ j ≤ n. Suppose Ac = (α1, . . . , αn−k) and
A = (β1, . . . , βk). Then
σx(1, . . . , n) = (α1, . . . , αn−k, β1, . . . , βk)
From now on, we may replace a right coset x ∈ Sn/Sn−k×Sk with its corresponding subset
of cardinality k where convenient.
2.5. The q-Ornstein-Uhlenbeck Semigroup and its Markov Dilation. Let ut :
H → H be the map h 7→ e−th for t ≥ 0. ut is clearly a contraction, and so by Theorem
2.5, we have a trace-preserving, completely positive, unital (cput) map Tt = Γq(ut). Since
us ◦ ut = us+t, Ts ◦ Tt = Ts+t by functorality, and T0 = Id. Therefore, Tt is a cput
semigroup. We shall denote by N its (positive) generator, which is called the number
operator.
Definition 2.8. We say a cput semigroup Tt on a (semi-)finite von Neumann algebra M
admits a Markov dilation if there is a larger (semi-)finite von Neumann algebra M˜ with
increasing filtration M˜ = ∨t≥0M˜t M˜t ⊂ M˜s when t < s together with a sequence of
∗-homomorphisms ϕt :M→ M˜t such that Es ◦ϕt(x) = ϕs ◦ Tt−s(x) for all t > s, x ∈M,
where Es denotes the conditional expectation onto ∨s≥t≥0Mt.
In this case, our Markov dilation is special in that M˜t = M˜ for all t > 0 and the ϕt are
of the form αt ◦ π where αt is an automorphism group of M˜, π is a canonical inclusion of
M⊂ M˜. In particular, let M˜ = Γq(H⊕H) and let Rt : H⊕H → H⊕H be the rotation
Rt =
(
e−tId −√1− e−2tId√
1− e−2tId e−tId
)
Let αt = Γq(Rt). By Theorem 2.5, this can be extended to a group of *-automorphisms
of Γq(H ⊕ H). Let P1 : H ⊕ H → H be the projection onto the first coordinate and
E1 = Γq(P1). Then Tt(x) = E1 ◦ αt(x) and Γq(H) ⊂ Γq(H ⊕ H) by including H in the
first coordinate. This identity is not difficult to show.
Definition 2.9. A von Neumann subalgebra P ⊂M is rigid with respect to a continuous
family of completely positive maps θt : M → M if θt → Id as t → 0 uniformly on the
unit ball of L2(P ).
We have the following theorem follows immediately from Theorem 5.4 of [22] regarding
rigid subalgebras of Γq(H) when dim(H) <∞.
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Theorem 2.10. Let B ⊂ Γq(H) be a von Neumann subalgebra. Then TFAE
(1) B is rigid with respect to αt.
(2) B is rigid with respect to Tt.
(3) B is atomic.
Proof. 3) ⇒ 2): Tt is compact on L2(Γq(H)) ≃ Fq(H) since H⊗n is a finite dimensional
eigenspace of Tt with eigenvalue e
−nt. Let B ⊂ Γq(H) be a diffuse subalgebra. Suppose B
is rigid with respect to Tt. Then there exists t0 such that
‖Tt(u)− u‖2 ≤ 1
2
for all t < t0 and u ∈ U(B). Let A ⊂ B be a maximal abelian subalgebra of B. A is diffuse
since B is diffuse, so there exists a unitary v ∈ A such that τ(vm) = 0. The sequence
vˆm ∈ L2(M) converges weakly to 0. Since Tt is compact, we get that ‖Tt(vˆm)‖2 → 0 for
any fixed t. Therefore
‖Tt(vˆm)− vˆm‖2 = ‖vˆm‖2 = 1
contradicting that ‖Tt(u)− u‖2 ≤ 12 for all t < t0 and u ∈ U(B).
2) ⇒ 3): Suppose B is Type I. Since Γq(H) is finite, B = ⊕α∈IMnα for some countable
index set I since Γq(H) has a separable predual. We have projections eα such that eαBeα =
Mnα and
∑
α∈I τ(eα) = 1. For any ε > 0, there is a finite set F ⊂ I such that
∑
α∈F τ(eα) >
1 − ε. Let ιF : B → L2(B) be the map x 7→
∑
α∈F eαxeα. A simple estimate shows that
‖ιF c‖ ≤
√
ε. Therefore
lim
t→0
sup
‖x‖∞≤1
‖Tt(ιF (x))‖2 = 0
and so Tt converges uniformly on (B)1.
1) ⇒ 2): For any x ∈ L2(Γq(H)) we have
‖αt(x)− x‖22 = 2〈x, x〉 − 〈αt(x), x〉 − 〈x, αt(x)〉
= 2(〈x, x〉 − 〈x, Tt(x)〉)
≤ 2‖x‖‖Tt(x)− x‖2
and so if Tt converges uniformly, αt converges uniformly.
2) ⇒ 1): Similarly,
‖Tt(x)− x‖2 = ‖EΓq(H) (αt(x)− x) ‖2
≤ ‖αt(x)− x‖2
so if αt converges uniformly, Tt converges uniformly. 
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2.6. Central Limit Theorem. From now on, we shall drop the subscript q and simply
assume that q is a fixed parameter between -1 and 1. We shall need the following two
results. The first is Proposition 2 in [2].
Theorem 2.11. Let h1, . . . , h2n be vectors in H. Then
τ(s(h1) . . . s(h2n)) =
∑
σ∈P2(2n)
qι(σ)
∏
{i,j}∈σ
〈hi, hj〉
where P2(2n) denotes the pair partitions of the set {1, . . . , 2n} and ι(σ) denotes the number
of crossings of the partition σ.
Theorem 2.12. Let sj(h) = s(h ⊗ ej) for some orthonormal basis {ej}j ⊂ ℓ2N(R) and
h ∈ H for an arbitrary Hilbert space H. Consider the operator
uN(h) = N
− 1
2
N∑
j=1
sj(h).
Then
τ(uN(h1) · · ·uN(hm)) = τ(s(h1) · · · s(hm)).
for all h1, . . . , hm ∈ H.
Proof. Observe that the map ιN : H → H ⊗ ℓ2R(N) where
ιN(h) = N
− 1
2
N∑
j=1
h⊗ ej
is an isometric embedding. We apply Theorem 2.5 and the theorem follows immediately.

Fix a free ultrafilter U on the natural numbers. For a sequence of Banach spaces {Xn},
we may define the ultraproduct XU by
XU =
∏
U
Xn :=
∏
n
Xn/IU
where
IU = {(xn) : lim
n,U
‖xn‖Xn = 0}.
Define
uU(h) = (uN(h))
• ∈
∏
U
Lp(Γq(ℓ
2
N(R)⊗H))
where the notation (xN )
• is used for the equivalence class of the sequence (xN ) in the von
Neumann algebra
N˜U :=
(∏
N,U
L1(Γq(H ⊗ ℓ2N(R)))
)∗
.
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However, N˜U is not in general finite, but it contains a canonical finite subalgebra NU which
is obtained as the image of bounded sequences in the Hilbert space
∏
U L
2 (Γq(H ⊗ ℓ2N(R))),
obtained by the GNS construction for the trace
τU = lim
N,U
τN ,
where τN is the vacuum trace associated to Γq(H ⊗ ℓ2N(R)). Thus there is a canonical
inclusion
Lp(NU) ⊆
∏
U
Lp(Γq(H ⊗ ℓ2N(R))).
By Theorem 2.12, we have an injective *-homomorphism πU : Γq(H) → NU such that
πU(s(h)) = (uN(h))
•. See [21] Section 9.10 or [26] for more information regarding ultra-
products of finite von Neumann algebras.
Let u : H → K be any contraction on real Hilbert spaces. Note that
u⊗ IdN : H ⊗ ℓ2N(R)t K ⊗ ℓ2N(R)
is also a contraction. By Theorem 2.5, there is a completely positive map
Γq(u⊗ IdN) : Γq(H ⊗ ℓ2N(R))→ Γq(K ⊗ ℓ2N (R)).
Therefore we may define a completely positive map
ΓUq (u) : NU → NU .
such that ΓUq (u) ((uN(h))
•) = (uN(u(h)))
•. In particular, if u is an isometry, ΓUq (u) is a
∗-homomorphism. The following lemma shall be crucial.
Lemma 2.13. Let EU : NU → Γq(H) be the unique conditional expectation. Then
(1) For any contraction u : H → K, ΓUq (u) ◦ πU = πU ◦ Γq(u).
(2)
EU
N−m2 ∑
j1 6=...6=jm
1≤jk≤N
sj1(h1) . . . sjm(hm)

•
=W (h1 ⊗ · · · ⊗ hm)
(Here the indices are taken to be pair-wise not equal. )
Proof. 1) is obvious. However, note that 1) implies πU . For 2), let
yN = N
−m
2
∑
j1 6=···6=jm
1≤jk≤N
sj1(h1) · · · sjm(hm)
Let y = EU(yN)
•. Using i) and that the indices jk are all different, we know that
Tt(y) = EU(T
U
t (yN)
•) = e−mtEU(yN) = e
−mty
Therefore, we have
τ(s(f¯m′) · · · s(f¯1)y) = τ(Pm(s(f¯m′) · · · s(f¯1))y)
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where Pm : Γq(H)→ Γq(H) denotes the projection defined by
Pm(W (ξ)) =
{
W (ξ) if ξ ∈ H⊗m
0 otherwise
Therefore, we must only check the case where m′ = m. Using Theorem 2.11, we obtain
τ(s(f¯m) · · · s(f¯1)y) = τU (sU(f¯m) · · · sU(f¯1)yU)
= lim
N
N−m
∑
k1,...,km
∑
j1 6=···6=jm
τ(skm(f¯m) · · · sk1(f¯1)sj1(h1) · · · sjm(hm))
= lim
N
N−m
∑
k1,...,km′
∑
j1 6=···6=jm
∑
σ∈P2(2m)
qι(σ)
∏
{α,β}∈σ
〈f¯α ⊗ ekα , hβ ⊗ ejβ〉
Now simply counting the number of possible indices which make the inner product 〈f¯α ⊗
ekα, hβ ⊗ ejβ〉 non-zero, we get
lim
N
N−m
∑
k1,...,km
∑
j1 6=···jm
∑
σ∈P2(2m)
qι(σ)
∏
{α,β}∈σ
〈f¯α ⊗ ekα, hβ ⊗ ejβ〉
= lim
N
N−m
m−1∏
j=0
(N − j)
∑
σ∈P2(2m)
qι(σ)
∏
{α,β}∈σ
〈f¯α, hβ〉
= 〈f1 ⊗ · · · ⊗ fm, h1 ⊗ · · · ⊗ hm〉
It is easy to see that
f1 ⊗ · · · ⊗ fm = Pm(s(f1) · · · s(fm)Ω)
and so we get
〈W (f1 ⊗ · · · ⊗ fm), y〉 = 〈f1 ⊗ · · · ⊗ fm, h1 ⊗ · · · ⊗ hm〉
Hence yΩ = h1 ⊗ · · · ⊗ hm as required. 
2.7. Bimodules. Bimodules over von Neumann algebras were first defined and studied
by Connes in his unpublished notes [6] and were use by Connes and Jones in [7] in order
to define property (T) for von Neumann algebras. Specifically, for von Neumann algebras
M and N , an M-N -bimodule is a *-representation of M⊗binN op on a Hilbert space H.
See [11] for the definition of the bin tensor norm. A simple and important example of a
bimodule is the coarse bimodule L2(M)⊗L2(N ) whereM acts on the left on L2(M) and
N acts on the right on L2(N ). Just as for group representations, Connes and Jones gave
the following definition of weak containment for these bimodules.
Definition 2.14. Let H and K beM-N -bimodules. H is weakly contained in K, denoted
by H ≺ K, if for all ε, ξ ∈ H, F ⊂M finite, and E ⊂ N finite, there exists η1, . . . , ηn ∈ K
such that
|〈ξ, xξy〉 −
n∑
j=1
〈ηj, xηjy〉| < ε
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for all x ∈ F and y ∈ E.
For two C*-algebras A and B, denote the state space of the algebraic tensor product
A⊙B by S(A⊙A) = S(A⊗max B). In [11], Effros and Lance show that if M and N are
von Neumann algebras, f ∈ S(M⊙N ) is such that (x, y) 7→ f(x⊗y) is weak* continuous
in each variable if and only if the maps
Tf(x)(y) := f(x⊗ y)
defines completely positive map Tf : M → N∗ and T ∗f : N → M∗ defines a completely
positive map. We may define an element of ϕξ ∈ S(M ⊙ N ) from ξ ∈ H such that
‖ξ‖H = 1 simply by ϕξ(x⊗ y) = 〈ξ, xξy〉. These definitions give the following proposition.
Lemma 2.15. LetM and N be finite von Neumann algebras with separable predual and H
be an M-N -bimodule. Then for the following, (2) and (3) are equivalent and (1) implies
(2) and (3).
(1) Tξ := Tϕξ extends to an element of S2(L
2(M), L2(N )).
(2) For ξ ∈ H such that ‖ξ‖H = 1, ϕξ ∈ S(M⊙N ) is continuous with respect to the
minimal tensor norm.
(3) H ≺ L2(M)⊗ L2(N ).
Proof. Note that Tξ(y)(x) = ϕξ(x ⊗ y) = 〈ξ, xξy〉. Also note that the coarse bimodule
L2(M) ⊗ L2(N ) is isomorphic to S2(L2(M), L2(N )) by identifying simple tensors ξ ⊗
η ∈ L2(M) ⊗ L2(N ) with rank one operators. The bimodule structure comes from pre-
composing with operators from M and composing with operators from N . Therefore we
have
L2(M)⊗ L2(N ) ≃ L2(M⊗¯N op) ≃ S2(L2(M), L2(N )).
Let
π :M⊗bin N → B(L2(M)⊗ L2(N )
denote the representation described above which defines the bimodule structure.
(1) ⇒ (2): Using these identifications, Tξ corresponds to ζ ∈ L2(M⊗¯N op) by
τN (Tξ(x)y) = τM ⊗ τN (π(x⊗ y)ζ).
Since M and N are finite, we have that ζ ∈ L1(M⊗¯N op). Using the Kaplansky density
theorem, L1(M⊗¯N ) embeds isometrically in (M⊗minN )∗ sinceM⊗minN is weak* dense
in M⊗¯N . Therefore we have that ‖ϕξ‖min∗ ≤ ‖Tξ‖HS.
(3) ⇒ (2): If H ≺ L2(M)⊗ L2(N ), using the definition, we have elements η1, . . . , ηn ∈
L2(M)⊙ L2(N ) such that
|ϕξ(x⊗ y)−
n∑
j=1
ϕηj (x⊗ y)| < ε
for all x ∈ E finite, y ∈ F finite, ε > 0. Since ηj ∈ L2(M)⊙ L2(N ),
ϕηj (x⊗ y) = 〈ηj, π(x⊗ y)ηj〉.
STRONG SOLIDITY OF THE q-GAUSSIAN ALGEBRAS FOR ALL −1 < q < 1 13
Hence ϕηj ∈ B(L2(M)⊗ L2(N )∗. Therefore ϕξ is a cluster point of elements of the form∑n
j=1 ϕηj . According to [11], this implies that ϕξ is min-continuous.
(2) ⇒ (3): Suppose ϕξ is continuous with respect to the min-norm. We observe ϕξ ∈
(M ⊗min N )∗ if it lifts to B(L2(M) ⊗ L2(N ))∗. Therefore, by [11], we may write ϕξ
as the limit of elements ϕη ∈ B(L2(M) ⊗ L2(N ))∗. This implies directly that H ≺
L2(M)⊗ L2(N ). 
3. Proof of the CCAP
In this section, we shall prove that Γq(H) has the w*CCAP. This is a crucial property to
proving strong solidity given the result of Ozawa and Popa ([19] Theorem 3.5) that every
amenable subalgebra of a von Neumann algebra with the w*CCAP is weakly compact.
This result is made significantly easier by using Theorem 2.5 and Theorem 1 from [17].
We begin by recalling Nou’s result from Theorem 1 of [17].
Theorem 3.1. Let K be a complex Hilbert space. Then for all n ≥ 0 and for all ξ ∈
B(K)⊗min H⊗n we have
max
0≤k≤n
‖(Id⊗ R∗n,k(ξ)‖ ≤ ‖(Id⊗W )(ξ)‖min
≤ Cq(n+ 1) max
0≤k≤n
‖(Id⊗ R∗n,k)(ξ)‖
Let Xn denote the ℓ
∞ direct sum of the spaces
Hn−kc ⊗h H¯kr
for k ranging from 0 to n. This theorem means the map Φn : H
⊗n → Γq(H) defined by
Φn(ξ) = W (ξ) has cb-norm less than Cq(n+1). Here the operator space structure on H
⊗n
is realized by demanding
R∗n,k : H
⊗n → Xn
have cb-norm Cq =
∏∞
n=1(1 − qn)−1. From here, we shall denote this operator space by
H⊗nNou. In other words, the following diagram commutes
H⊗nNou
Xn Γq(H)
Φn
(R∗n,k)
(Un,k)
Nou proves that ‖Un,k‖cb ≤ Cq and so ‖Φn‖cb ≤ Cq(n + 1). Recall that L1(M)∗ is
completely isometric to M for a finite von Neumann algebra where the duality is with
respect to the trace, i.e.
〈x, y〉 = τ(x∗y)
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which is consistent with the multiplication map from Lemma 2.2. Let Pn : Γq(H)→ Γq(H)
be the projection defined by
Pn(W (ξ)) =
{
W (ξ) if ξ ∈ H⊗n
0 otherwise
Following the now-standard argument in [13], our goal shall be to show that ‖Pn‖cb < nk
for some natural number k. Once we have established this fact, we see that
‖x−
N∑
n=0
PnTtx‖ ≤ ‖x− Tt(x)‖ +
N∑
n=0
e−nt‖Pn(x)‖.
We may make the value on the right hand side as small as we would like by adjusting
N and t thus there is a net ϕα =
∑Nα
n=0 TtαPn which converges in the point-ultraweak
topology to the identity. Also for any ε > 0, we may choose Nα and tα such that
‖ϕα‖cb ≤ ‖Ttα‖cb +
∞∑
n=Nα+1
e−ntα‖Pn‖cb
≤ 1 +
∞∑
n=Nα+1
e−ntαnk < 1 + ε
Let us define a map
Ψn : (H
⊗n
Nou)
∗ → L1(Γq(H))
such that Ψn(ξ) = W (ξ). Note that (Xn)
∗ is the ℓ1 direct sum of the spaces
H¯⊗n−kr ⊗h H⊗kc
as k ranges from 0 to n. Similarly to [17], we define the map
Ψn : (Xn)
∗ → L1(Γq(H))
such that
Ψn(h1 ⊗ · · · ⊗ hn−k ⊗h hn−k+1 ⊗ · · · ⊗ hn)k = W (h1 ⊗ · · · ⊗ hn).
Thus, since
Rn,k : H¯
⊗n−k
r ⊗h H⊗kc → (H⊗nNou)∗
is defined by
Rn,k(h1 ⊗ · · · ⊗ hn−k ⊗h hn−k+1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ hn,
the following diagram commutes.
(Xn)
∗
(H⊗nNou)
∗ L1(Γq(H))
(Rn,k)
Ψn
Ψn
From these definitions, we have the following lemma.
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Lemma 3.2. For Pn, Φn, and Ψn as defined above,
Pn = Φn ◦Ψ∗n
Proof. Let ξ ∈ H⊗m and η ∈ (H⊗nNou). We have
〈η,Ψ∗n(W (ξ))〉 = 〈Ψn(η),W (ξ)〉 = 〈W (η),W (ξ)〉 = 〈η, ξ〉
Therefore,
Ψ∗n(W (ξ)) =
{
ξ if m = n
0 if m 6= n
Since Φn(ξ) = W (ξ), this completes the proof. 
Therefore, ‖Pn‖cb ≤ ‖Φn‖cb‖Ψn‖cb, and so we must show that ‖Ψn‖cb < p(n) for some
polynomial p. Since Rn,k is a quotient map by definition, we must show that ‖Ψ¯n‖cb < p(n).
With this in mind, we have the following proposition.
Proposition 3.3. Let βn,k : H¯
⊗n−k
r ⊗h H⊗kc → L1(Γq(H)) be defined by
βn,k(h1 ⊗ · · · ⊗ hn−k ⊗h hn−k+1 ⊗ · · · ⊗ hn) = W (h1 ⊗ · · · ⊗ hn).
so that Ψ¯n = (βn,k). We have ‖βn,k‖cb ≤ Cq.
The proof of this proposition will require several lemmas. However, note that it follows
directly from this proposition that ‖Pn‖cb < Cqn2.
Lemma 3.4. Let vn,k : H¯
⊗n−k
r ⊗h H⊗kc → L1(Γq(H)) be the map
vn,k((h1 ⊗ . . .⊗ hn−k)⊗h (hn−k+1 ⊗ . . .⊗ hn))
W (h1 ⊗ . . .⊗ hn−k)W (hn−k+1 ⊗ . . .⊗ hn)
Then ‖vn,k‖cb = 1.
Proof. vn,k = m◦ (W ⊗W ) where W is the Wick word and m¯ : L2r(Γq(H))⊗L2c(Γq(H))→
L1(Γq(H)) is the canonical multiplication map from Lemma 2.2, which is completely con-
tractive. Note that W : Fq(H)→ L2(Γq(H)) a unitary transformation. 
Lemma 3.5. Define wjn,k : H¯
⊗n−k
r ⊗h H⊗kc → L1(Γq(H)) by
wjn,k = vn−2j,k−j ◦ (Idn−k−j ⊗mj ⊗ Idk−j) ◦ (R∗n−k,j ⊗ R∗k,k−j)
where Idk is the identity on H
⊗k and mj : H¯
⊗j
r ⊗ H⊗jc → C is simply a duality bracket
pairing.
Then ‖wjn,k‖cb is bounded by a constant depending only on q.
Notation 3.6. For an n-tensor ξ = h1⊗· · ·⊗hn and a subset A = {ι1, . . . , ιk} ⊂ {1, . . . , n},
denote by ξA the tensor hι1 ⊗ · · · ⊗ hιk .
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Remark 3.7. As the maps wjn,k are crucial to our argument, we further describe the image
of an element of H⊗n−kr ⊗h H⊗kc .
wjn,k(ξn−k ⊗h ξk) =
∑
A⊂{1,...n−k}
|A|=j
∑
B⊂{n−k+1,...n}
|B|=j
qι(A)+ι(B)〈ξn−k,A, ξkB〉qW (ξn−k,Ac)W
(
ξkBc
)
=
∑
A⊂{1,...,n−k}
|A|=j
∑
B⊂{n−k+1,...,n}
|B|=j
∑
σ∈Sj
qι(A)+ι(B)+ι(σ)
j∏
s=1
〈has, hbσ(s)〉W (ξn−k,Ac)W (ξkBc)
where as is the sth element of A and likewise for bs. ι(A) and ι(B) are the number of
inversions of the corresponding right cosets from Observation 2.7.
Proof of Lemma 3.5. From Lemma 3.4 we know that ‖vn−2j,k−j‖cb ≤ 1 and it is clear
that the middle term in the composition defining wjn,k is completely contractive. It is
shown in [17] that ‖Rn,k‖cb ≤ Cq where Cq =
∏
j≥1(1 − qj)−1. Therefore, it is clear that
‖wjn,k‖cb ≤ C2q . 
Lemma 3.8. Let ξ = h1 ⊗ · · · ⊗ hn, η = k1 ⊗ · · · ⊗ km, and θ = f1 ⊗ · · · ⊗ fℓ. We have
τ(W (ξ)W (η)W (θ)) =
∑
A,B,C
qι(A)+ι(B)+ι(C)〈ξA, ηB〉〈ξAc, θC〉〈ηBc , θCc〉
where A ⊂ {1, . . . , n}, B ⊂ {1, . . . , m}, and C ⊂ {1, . . . , ℓ}, such that |A| = |B|, |Ac| =
|C|, and |Bc| = |Cc| and the sum ranges over all such subsets.
Proof. We note first that ℓ + m + n must be even. Let α, β, and γ be multi-indices of
lengths n, m, and ℓ respectively such that they are each pairwise not equal (i.e. αj 6= αk
for j 6= k). Let xα = sα1(h1) · · · sαn , yβ = sβ1(k1) · · · sβm(km), and zγ = sγ1(f1) · · · sγℓ(fℓ).
We apply Lemma 2.13 and Theorem 2.11.
τ(W (ξ)W (η)W (θ)) = lim
N
N (n+m+ℓ)/2
∑
α,β,γ
τ(xαyβzγ)
= lim
N
N (n+m+ℓ)/2
∑
α,β,γ
∑
σ∈P2(n+m+ℓ)
qι(σ)
∏
{αr ,βs}∈σ
〈hr, k2〉
∏
{αr ,γs}∈σ
〈hr, fs〉
∏
{βr,γs}∈σ
〈kr, fs〉.
Identifying A, B, and C as the subsets of multi-indices α, β, and γ so that {αj, βk} ∈ σ if
and only if αj ∈ A and βk ∈ B and {αj, γk} ∈ σ if and only if αj ∈ Ac and γk ∈ C, from
Observation 2.7, we get the result.

Notation 3.9. We shall denote by P1,2(m) the set of all partitions of {1, . . . , m} whose
parts are no larger than two and set
P k1,2(m) = {σ ∈ P1,2|{i, j} ∈ σ ⇒ i ∈ {1, . . . , m− k} and j ∈ {m− k + 1, . . .m}}.
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For σ ∈ P1,2(m), ι(σ) will denote the number of “crossings” of σ, i.e.
ι(σ) = |{{i, j}, {k, ℓ} ∈ σ : i < k < j < ℓ}|+ |{{i, j}, {k} ∈ σ : i < k < j}|.
We shall denote by P j,k1,2 (n) the subset of P
k
1,2(n) with exactly j pairs.
Example 3.10. Let
σ = {{1}, {2, 5}, {3}, {4, 7}, {6}, {8}} ∈ P 2,41,2 (8).
We may represent σ using the following figure.
1 2 3 4 5 6 7 8
Figure 1. σ, ι(σ) = 3
We can see that ι(σ) = 3 since {2, 5} crosses the singleton {3}, {4, 7} crosses the
singleton {6}, and the pairs {2, 5} and {4, 7} cross.
Before we state the key proposition, we shall need to study two “color” operators. In
the case of yj, j tensors are given an arbitrary new color, whereas for zj, j tensors are
given a new color in decreasing order of colors.
Definition 3.11. Let H be a real Hilbert space and {eℓ}jℓ=0 an orthonormal basis of
ℓ2j+1(R), we define
yj : H
⊗n → (H ⊗ ℓ2j+1(R))⊗n
by
yj(h1 ⊗ · · · ⊗ hn) =
∑
A⊂{1,··· ,n}
|A|=j
∑
f :A→{1,··· ,j}
f |A a bijection
f(Ac)={0}
(h1 ⊗ ef(1))⊗ · · · ⊗ (hn ⊗ ef(n)).
Also, we define
zj : H
⊗n → (H ⊗ ℓ2j+1(R))⊗n
by
zj(h1 ⊗ · · · ⊗ hn) =
∑
A⊂{1,...,n}
|A|=j
(h1 ⊗ efA(1))⊗ . . .⊗ (hn ⊗ efA(n))
where
fA(ℓ) =
{
0 if ℓ /∈ A
j − k + 1 if ℓ is the kth largest element of A .
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Notation 3.12. For {eℓ}jℓ=0 and orthonormal basis of ℓ2j+1(R), let
Ej : Γq(H ⊗ ℓ2j+1(R))→ Γq(H ⊗ ℓ2j (R))
be the conditional expectation given by Ej = Γq(Pj), where Pj is the projection such that
Pj(ej) = 0 and Pj(eℓ) = eℓ for ℓ 6= j.
Definition 3.13. Let σ∅ ∈ P k1,2(n) be the singleton partition, and let σj ∈ P j,k1,2 (n) and
σj−1 ∈ P j−1,k1,2 (n) be such that σj \ σj−1 = {ℓ1, ℓ2} where if {k1, k2} ∈ σj−1, then ℓ1 < k1.
We define a new function ι′ on P k1,2(n) recursively by
(1) ι′(σ∅) = 0.
(2) ι′(σj) = ι
′(σj−1)+
| {{m} ∈ σj−1 : ℓ1 < m < ℓ2} |+ 2| {{k1, k2} ∈ σj−1 : ℓ1 < k1 < k2 < ℓ2} |
Example 3.14. Let
σ = {{1, 6}, {2, 5}, {3}, {4}, {7}, {8}}
shown in Figure 2.
1 2 3 4 5 6 7 8
Figure 2. ι′(σ) = 6, ι(σ) = 4
We can see that ι′(σ) = 6 since {1, 6} “contains” {2, 5}, {3}, and {4}, and {2, 5}
“contains” {3} and {4}.
We now have the following lemma
Lemma 3.15. For wjn,k, yj, and zj as above, we have
q(
j
2)wjn,k(ξn−k ⊗ ξk) = EU
(
E1 · · ·Ej
(
zj(uN(ξn−k))yj(uN(ξ
k))
))
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Proof. For the left hand side, we have that
q(
j
2)wjn,k(ξn−k ⊗ ξk)
= q(
j
2)
∑
A⊂{1,...,n−k}
|A|=j
∑
B⊂{1,...,k}
|B|=j
qι(A)+ι(B)〈ξn−k,A, ξkB〉qW (ξn−k,Ac)W (ξkBc)
=
∑
A⊂{1,...,n−k}
|A|=j
∑
B⊂{1,...,k}
|B|=j
∑
σ∈Sj
qι(A)+ι(B)+ι(σ)+(
j
2)
j∏
s=1
〈has , hbσ(s)〉W (ξn−k,Ac)W (ξkBc)
=
∑
ρ∈P j,k1,2 (n)
qι(A)+ι(B)+ι(σ)+(
j
2)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1, hℓ2〉W (ξn−k,ρ)W (ξkρ),
where ξρ denotes ξ with the pairs of ρ removed. For the right hand side, we have that
EU
(
E1 · · ·Ej
(
zj(uN(ξn−k))yj(uN(ξ
k)
))
= EU
 ∑
A⊂{1,...,n−k}
|A|=j
∑
B⊂{1,...,k}
|B|=j
∑
g:B→{1,...,j}
g a bijection
E1 · · ·Ej
(
uN(ξ
A
n−k)uN(ξ
k,(B,g))
)
 ,
where ξAn−k is corresponding tensor in image of zj in (H ⊗ ℓ2j+1(R))⊗n−k and similarly for
ξk,(B,g). We examine
E1 · · ·Ej
(
uN(ξ
A
n−k)uN(ξ
k,(B,g))
)
for fixed A, B, and g. For this term and fixed N , we have
E1 · · ·Ej
(
uN(ξ
A
n−k)uN(ξ
k,(B,g))
)
= qℓ2−ℓ1−1〈hℓ1 ⊗ eαℓ1 , hℓ2 ⊗ eβℓ2 〉E1 · · ·Ej−1
(
N−1uN(ξ
A\{ℓ1}
n−k )uN(ξ
k,(B\{ℓ2},g′))
)
= qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1 ⊗ eαℓ1 , hℓ2 ⊗ eβℓ2 〉N−juN(ξn−k,ρ)uN(ξkρ),
where ρ ∈ P j,k1,2 (n) denotes the partition whose pairs are given by {ℓ1, ℓ2} ∈ ρ⇒ fA(ℓ1) =
g(ℓ2) 6= 0. The factor N−j comes from the fact that we are shortening the tensors so
we must compensate for the factor of N in the formula for uN(ξ). To see that ι
′(ρ) is
the appropriate power of q, after applying Ej we have a term q
ℓ2−ℓ1−1. However, we have
removed hℓ1 and hℓ2 from the tensor, so we must compensate for the remaining pairs in ρ
which cross {ℓ2}. Letting ρ = ρj and the partition with the same pairs of ρ except {ℓ1, ℓ2}
be ℓ2, we get,
ι′(ρj)− ι′(ρj−1) = ℓ2 − ℓ1 − 1− |{{k1, k2} ∈ ρ2 : k1 < ℓ2 < k2}|
= |{{m} ∈ ρj : ℓ1 < m < ℓ2}|+ 2|{{k1, k2} ∈ ρj : ℓ1 < k1 < k2 < ℓ2}|
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where the last equality follows by simply observing that those are the elements remaining
after removing the elements of {{k1, k2} ∈ ρ2 : k1 < ℓ2 < k2}. Let’s reconsider Example
3.14.
Example 3.16. Recall we used
σ = {{1, 6}, {2, 5}, {3}, {4}, {7}, {8}}
After applying y2 and z2, we have colored the indices which appear in the two pairs of
σ as shown in Figure 3.
1 2 3 4 5 6 7 8
Figure 3. zj ⊗ yj
We then apply the conditional expectation E2, and the result is shown in Figure 4.
2 3 4 5 7 8
q^4 (1, 6)
Figure 4. E2
Finally, we apply E1, and the result is shown in Figure 5.
3 4 7
q^6 (1, 6) (2, 5)
8
Figure 5. E1
This coincides with ι′(σ) as shown in Example 3.14.
We now apply EU to an element such as
qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1 ⊗ eαℓ1 , hℓ2 ⊗ eβℓ2 〉N−juN(ξn−k,ρ)uN(ξkρ).
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From Theorem 2.13 we get
EUq
ι′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1 ⊗ eαℓ1 , hℓ2 ⊗ eβℓ2 〉N−juN(ξn−k,ρ)uN(ξkρ)
= qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1, hℓ2〉EUuN(ξn−k,ρ)uN(ξkρ)
= qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1, hℓ2〉W (ξn−k,ρ)W (ξkρ)
Here the factor N−j is offset since for each pair {ℓ1, ℓ2} ∈ ρ, αℓ1 = βℓ2 in order for the
inner product to be non-zero. For each of the j partitions, there are N possibilities for
indices which match. This gives a factor of N j . From Theorem 2.13, we get that
EUuN(ξ)uN(η) = W (ξ)W (η)
Now since summing over all possible A, B, and g such that |A| = |B| = j is the same as
summing over all elements of P j,k1,2 (n), we see that the right hand side is equal to∑
ρ∈P j,k1,2 (n)
qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1, hℓ2〉W (ξn−k,ρ)W (ξkρ)
Therefore, to prove the lemma, we must only check that ι′(ρ) = ι(A) + ι(B) + ι(σ) +
(
j
2
)
.
Recall that A and B are subsets of {1, . . . , n − k} and {n − k + 1, . . . , n} respectively,
and that |A| = |B| = j. Recall also that ι(A) and ι(B) are given by associating A and B
to cosets in Sn−k/Sn−k+j × Sj and Sk/Sj × Sk−j respectively as in Observation 2.7. The
permutation σ ∈ Sj identifies how to pair elements of A with elements of B so that we
may associate these three data with an element of P j,k1,2 (n). Therefore, for j = 0, we have
ι′(ρ0) = ι(∅) + ι(∅) + ι(σ∅) +
(
0
2
)
= 0
where ρ0 is the element of P
k
1,2 containing no pairs.
Now let ρj and ρj−1 be such that ρj \ ρj−1 = {ℓ1, ℓ2} where if {k1, k2} ∈ ρj−1, ℓ1 < k1.
Let c1 = ι(ρj)− ι(ρj−1), and c2 = ι′(ρ)− ι′(ρj−1). By our inductive hypothesis, we assume
ι′(ρj−1) = ι(Aj−1) + ι(Bj−1) + ι(σj−1) +
(
j − 1
2
)
,
where Aj−1, Bj−1, and σj−1 are associated to ρj−1 as described above. Let Aj, Bj, and σj
be associated to ρj similarly. Then we have
ι(Aj) + ι(Bj)− ι(Aj−1)− ι(Bj−1)
= |{{m} ∈ ρj : ℓ1 < m < ℓ2}|+ |{{k1, k2} ∈ ρj : ℓ1 < k1 < ℓ2 < k2}|
= c1 − (j − 1− c2 − c1
2
),
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since ℓ1 and ℓ2 must cross all of the singletons {m} such that ℓ1 < m < ℓ2. However we
subtract the term j−1− c2−c1
2
since these are the pairs {k1, k2} such that k1 < ℓ2 < k2 which
had to cross the singleton ℓ2 in ι(Bj−1). Since
c2−c1
2
is the number of pairs {k1, k2} ∈ ρj
such that ℓ1 < k1 < k2 < ℓ2, and there are j − 1 pairs in ρj−1, we get that there are
j − 1− c2−c1
2
such pairs. For the permutations, we get
ι(σj)− ι(σj−1) = c2 − c1
2
since we must multiply the element (1, c2−c1
2
) ∈ Sj onto σj−1 (where σj−1 is viewed as an
element of the subgroup S1 × Sj−1). Since ι is multiplicative on Sj, we get the equality
above. Therefore
ι(Aj) + ι(Bj) + ι(σj) +
(
j
2
)
− ι′(ρj−1)
= c1 −
(
j − 1−
(
c2 − c1
2
))
+
c2 − c1
2
+
(
j
2
)
−
(
j − 1
2
)
= c1 + c2 − c1 − (j − 1) + j − 1 = c2
which finishes the proof. 
Now it is time for an example which clarifies this inductive step.
Example 3.17. Let
ρ2 = {{1}, {2, 5}, {3}, {4, 7}, {6}, {8}},
and
ρ3 = {{1, 6}, {2, 5}, {3}, {4, 7}, {8}}.
Then for ρ2, A2 = {2, 4}, B2 = {5, 7}, and σ2 = 1, as shown in Figure 6.
1 3 2 4 5 7 6 8
q^2
Figure 6. ι(A2) = 1, ι(B2) = 1, ι(σ2) = 0
For ρ3, A3 = {1, 2, 4}, B3 = {5, 6, 7}, so after arranging A and B as seen in Figure 7.
Now we must apply the transposition σ3 = (5, 6), and the result can be seen in Figure
8.
Adding
(
2
2
)
= 1 to ι(A2) + ι(B2) + ι(1), we get ι
′(ρ2) = 3, and adding
(
3
2
)
= 3 to
ι(A3) + ι(B3) + ι(σ3), we get ι
′(σ3) = 6.
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3 1 2 4 5 6 7 8
q^2
Figure 7. ι(A3) = 2, ι(B3) = 0
3 1 2 4 6 5 7 8
q^3
Figure 8. ι(σ3) = 1
Proposition 3.18. We have for βn,k and w
j
n,k as above
βn,k =
k∨n−k∑
j=0
(−1)jq(j2)wjn,k
Note. Here we are defining w0n,k := vn,k.
Proof. Let ξ = h1 ⊗ · · · ⊗ hn, and let ξn−k and ξk be as before. From Lemma 3.8, we get
that
W (ξk)W (ξ
n−k) =
∑
σ∈P k1,2(n)
qι(σ)
∏
{i,j}∈σ
〈hi, hj〉W (ξ)σ
We can see this by examining 〈W (η),W (ξk)W (ξn−k〉 = τ(W (η)∗W (ξk)W (ξn−k)) with the
formula from Lemma 3.8. Recall from Lemma 2.13 that
W (h1 ⊗ . . .⊗ hn) = EU((N−n/2
∑
j1 6=···6=jn
sj1(h1) · · · sjn(hn))•)
For ξ = h1 ⊗ · · · ⊗ hn, let
uN(ξ) = N
−n
2
∑
α
sα1(h1) · · · sαn(hn)
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From Lemma 3.15, we have that
k∨n−k∑
j=0
(−1)jq(j2)wjn,k(ξn−k ⊗ ξk) =
k∨n−k∑
j=0
(−1)jEUE1 · · ·Ej
(
zj(uN(ξn−k))yj(uN(ξ
k))
)
=
k∨n−k∑
j=0
(−1)j
∑
ρ∈P j,k1,2 (n)
qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1, hℓ2〉EU
(
uN(ξn−k,ρ)uN(ξ
k
ρ)
)
Now from Theorem 2.13 and Lemma 3.8, we get that
k∨n−k∑
j=0
(−1)j
∑
ρ∈P j,k1,2 (n)
qι
′(ρ)
∏
{ℓ1,ℓ2}∈ρ
〈hℓ1, hℓ2〉
k−j∨n−k−j∑
j′=0
∑
σ∈P j
′,k−j
1,2
qι(σ)
∏
{ℓ1,ℓ2}∈σ
〈hℓ1, hℓ2〉W ((ξρ)σ)
=
k∨n−k∑
j=0
(−1)j
k−j∨n−k−j∑
j′=0
∑
ρ∈P j,k1,2 (n)
∑
σ∈P j
′,k−j
1,2 (n−2j)
qι
′(ρ)+ι(σ)
∏
{ℓ1,ℓ2}∈ρ∪σ
〈hℓ1, hℓ2〉W (ξρ∪σ)
=
k∨n−k∑
j=0
(−1)j
k∨n−k∑
m=j
∑
ρ∈P j,k1,2 (n)
∑
σ∈Pm−j,k−j1,2 (n−2j)
qι
′(ρ)+ι(σ)
∏
{ℓ1,ℓ2}∈ρ∪σ
〈hℓ1, hℓ2〉W (ξρ∪σ)
=
k∨n−k∑
m=0
m∑
j=0
(−1)j
∑
ρ∈P j,k1,2 (n)
∑
σ∈Pm−j,k−j1,2 (n−2j)
qι
′(ρ)+ι(σ)
∏
{ℓ1,ℓ2}∈ρ∪σ
〈hℓ1 , hℓ2〉W (ξρ∪σ)
=
k∨n−k∑
m=0
∑
π∈Pm,k1,2 (n)
m∑
j=0
(−1)j
∑
ρ∈P j,k1,2 (n)
σ∈Pm−j,k1,2 (n−2j)
ρ∪σ=π
qι
′(ρ)+ι′(σ)
∏
{ℓ1,ℓ2}∈π
〈hℓ1 , hℓ2〉W (ξπ),
where ρ ∪ σ ∈ P k1,2(n) has pairs from both ρ and σ. From here, it is clear that for m = 0,
we simply have W (ξ). Therefore, the following claim finishes the proof.
Claim 3.19. For m ≥ 1,
m∑
j=0
(−1)j
∑
ρ∈P j,k1,2 (n)
σ∈Pm−j,k1,2 (n−2j)
ρ∪σ=π
qι
′(ρ)+ι′(σ) = 0
Proof of Claim. We proceed by induction. For m = 1, fix π ∈ P 1,k1,2 (n). We have
qι
′(π) − qι(π) = 0
since ι′(π) = ι(π) for π ∈ P 1,k1,2 (n). Let πm ∈ Pm,k1,2 (n), and let πm−1 ∈ Pm−1,k1,2 (n) be such
that πm \ πm−1 = {ℓ1, ℓ2} where ℓ1 < ℓ′1 for all pairs {ℓ′1, ℓ′2} ∈ πm−1. By our inductive
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hypothesis, we have that Sπm−1 = 0. However, we have
Sπm = q
c1Sπm−1 + q
c2Sπm−1 = 0
where c1 = ι(πm) − ι(πm−1) and c2 = ι′(πm) − ι′(πm−1). The first term comes from
{ℓ1, ℓ2} ∈ σ, and the second term similarly comes from {ℓ1, ℓ2} ∈ ρ. This finishes the
proof of the claim and the proposition. 
of Proposition 3.3. Since ‖wjn,k‖cb ≤ Cq by Lemma 3.5, we get from Proposition 3.18 that
‖βn,k‖cb ≤
k∨n−k∑
j=0
|q|(j2)‖wjn,k‖cb < Cq

We are now ready to prove Theorem A.
Theorem A. For all −1 < q < 1 and all dim(H) ≥ 2,
(1) Γq(H) has the weak* completely contractive approximation property.
(2) Aq(H) has the completely contractive approximation property.
Proof. For (1), we follow Haagerup’s standard argument from [13] except the cb-norm of
the projections onto words of length n are bounded by cn2 instead of cn. From second
quantization, we know that E = Γq(P ) for any projection P is a conditional expectation
and Tt = Γq(e
−tId) is a ucp semigroup and thus ‖E‖cb = ‖Tt‖cb = 1. Furthermore
‖Tt|Fn‖ = e−nt where Fn is the subspace spanned by the Wick words of degree n. We now
estimate the cb-norm for Pn : Γq(H)→ Fn. From above we know that
‖Pn‖cb ≤ ‖Φn‖cb‖Ψn‖cb ≤ Cqn2.
Let P≤N =
∑N
n=0 Pn. Finally, we define the following net of maps.
Uα = Ttα ◦ P≤Nα ◦ Ekα
Where Ekα = Γq(Fkα) where Fk is a sequence of projections of rank k whose union is the
identity, and tα and Nα satisfy
∞∑
n=Nα+1
Cqe
−ntn2 < ε
for all α, but nα → ∞ and tα → 0. Clearly Uα is finite rank, completely bounded with
norm less than 1 + ε, and converges to the identity in the point-weak* topology.
For (2), observe that what we have shown is that there exists functions fα : N → R
where α = (t,m, ε) such that
∞∑
n=N+1
e−tnn2 ≤ ε
which satisfies the following conditions:
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(1) The pointwise limit of fα is 1.
(2) fα has finite support for each n.
(3) ‖fα(N)‖cb ≤ 1 + ε.
Recall that N is the number operator, which generates the semigroup Tt. Since Γq(H) is
faithfully represented on Fq(H), we have that the Wick words linearly generate Aq(H).
For ξ ∈ H⊗n, we have that
fα(N)W (ξ) = fα(n)W (ξ).
Therefore, fα(N) converges to the identity in the point-norm topology and limα ‖fα‖cb = 1
for appropriately chosen α. 
Remark 3.20. We observe that Tt : Γq(H)→ Aq(H) since for x ∈ Γq(H), we have that
Tt(x) =
∑
n≥0
e−ntPn(x).
Clearly Pn(x) ∈ Aq(H) for H finite dimensional since the range of Pn is spanned by Wick
words. For H infinite dimensional, we get that Pn(x) ∈ A0(H) for all n and x ∈ Γ0(H).
Recall from [17] that ‖W (ξ)‖∞ ≤ Cq‖W (x)‖2. Therefore for all ε > 0,
‖Tt(x)−
M∑
n=0
e−ntPn(x)‖ ≤ ‖
∑
n>M+1
e−ntPn(x)‖ < ε‖x‖
for M such that C
∑
n>M e
−ntn2 < ε. Therefore, FM(x) :=
∑n
n=0 e
−ntPn(x) converges in
norm to Tt(x). Hence Tt(x) ∈ Aq(H). It is obvious that Aq(H) has the CCAP since we
may then simply apply the projections Pn to an element of the form Tt(x).
4. Weak Containment
In this section, we shall show that while L20(Γq(H⊕H)) is not obviously weakly contained
in the coarse bimodule, there is a subbimodule of L20(Γq(H⊕H)) which is weakly contained
in the coarse bimodule. Define the following subspaces of L20(Γq(H ⊕H)).
Fm ={W (h1 ⊗ . . .⊗ hn)|∃ι1 . . . ιm ∈ {1, . . . , n}, hιk ∈ 0⊕H}‖·‖2
Em = ⊕mk=0Fk
Note that Fm and Em are Γq(H)-Γq(H)-bimodules simply by the action restricted from
L20(Γq(H ⊕H)). The main result of this section is the following.
Proposition 4.1. Letm > − log(d)
2 log(|q|)
where d = dim(H). Then E⊥m−1 ≺ L2(Γq(H))⊗¯L2(Γq(H)).
It will turn out that this sub-bimodule, E⊥m−1, will be “large enough” to replace L
2
0(Γq(H⊕
H)) in the proof of strong solidity from [14] and [19]. Throughout this section, we shall
denote Γq(H) by M, Γq(H ⊕ H) by M˜, (h, 0) ∈ H ⊕ H by simply h, and (0, h) by h˜.
Define Φξ,η : L
p(M)→ Lp(M) by Φξ,η(x) = EM(W (ξ)∗xW (η)) for ξ, η ∈ Fk.
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Idea of the proof of Proposition 4.1. Let h˜, k˜ ∈ 0⊕H and define
Φh,k(x) = EM(s(h˜)xs(k˜))
as an operator on L2(M). It is straightforward to see that
Φh,k(x) =
∞∑
n=0
qnPn(x)〈h, k〉
where Pn is the projection onto Wick products of order n as in the previous section. This
map is the same as the map Ξq defined in [29] up to the factor 〈h, k〉. Since Φh,k is a
diagonal operator, its Schatten p-norm can be easily computed by
‖Φh,k‖Sp =
(
∞∑
n=0
|q|pndn
) 1
p
.
This sum clearly converges if and only if |q|pd < 1, so Φh,k is Schatten p-class if and only
if p > − log(d)
log(|q|) . By Lemma 2.15, we can only prove that a bimodule is weakly contained if
Tξ is Hilbert-Schmidt. With this in mind, we observe that since Φh,k is Schatten p-class
for p > − log(d)
log(|q|) , Φ
m
h,k is Hilbert-Schmidt for m > − log(d)2 log(|q|) . For ξ, η ∈ E⊥m−1,
Φξ,η(x) := EM(W (ξ)
∗xW (η))
is an N -fold product of Φhj ,ki as well as some bounded operators for N > m and thus is
Hilbert-Schmidt. The result then follows from Lemma 2.15. 
Lemma 4.2. If ξ, η ∈ Fk, then Φξ,η : L2(M) → L2(M) is Schatten p-class for p >
− log(d)
k log(|q|)
. In particular Φξ,η is Hilbert-Schmidt for k ≥ − log(d)2 log(|q|) .
We shall first need two additional lemmas.
Lemma 4.3. Let H = ⊕j≥0Hj be a graded Hilbert space and A = [Aij ] : H → H be an
operator such that
(1) Aij = 0 if |i− j| ≥ L for some L > 0.
(2) There exists j0 such that
‖Aij‖ ≤ Crjk
for all j ≥ j0 and for some constants 0 < r < 1, k and C independent of i and j.
(3) dim(Hj) = d
j.
Then A ∈ Sp(H) for p > − log(d)k log(r) .
Proof. Let K1 = ⊕j0−1j=0 Hj and K2 = ⊕j≥j0Hj, then
‖A‖Sp ≤ ‖A : K1 → K1‖Sp + ‖A : K1 → K2‖Sp
+ ‖A∗ : K1 → K2‖Sp + ‖A : K2 → K2‖Sp
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Since K1 is finite dimensional, we may control the first three norms simply by a constant
depending on the dimension of K1 and the norm of A, so we only must estimate
‖A : K2 → K2‖Sp.
For ‖A : K2 → K2‖Sp, we have that
‖A‖Sp ≤ C +
L∑
ℓ=−L
∑
j≥L
‖Aj,j+ℓ‖Sp
≤ C +
L∑
ℓ=−L
((
∞∑
j=j0
dj‖Aj+ℓ,j‖p)
1
p )
≤ C + (
∞∑
j=j0
(2L)djCprjkp)
1
p
The sum converges if and only if drkp < 1, which is equivalent to p > − log(d)
k log(r)
. 
Lemma 4.4. Suppose ξ ∈ (H ⊕ H)⊗n1 ∩ Fk, η ∈ (H ⊕ H)⊗n2 ∩ Fk, and that ζ1 ∈ H⊗j,
and ζ2 ∈ H⊗i for j ≥ 2(n1 + n2) and |i− j| ≤ n1 + n2.Then we have that
|〈W (ζ2),Φξ,η(W (ζ))〉| ≤ Cξ,η|q|kj‖ζ1‖2‖ζ2‖2.
Proof. First observe that
〈W (ζ2),Φξ,η(W (ζ1))〉 = τ (W (ζ2)∗EM(W (ξ)∗W (ζ1)W (η))
= τ (W (ζ2)
∗W (ξ)∗W (ζ1)W (η))
= 〈W (ξ)W (ζ2),W (ζ1)W (η)〉
Applying our formula from Lemma 3.8, we get that
W (ξ)W (ζ2) =
∑
ν∈P1,2(m1)
qι(ν)W (ξ ⊗ ζ2)ν
∏
ν
(ξ ⊗ ζ2)p
where P1,2 and ι : P1,2 → R are defined in Section 3, m1 = n1 + i, (ξ ⊗ ζ1)ν denotes ξ ⊗ ζ2
with the pairs of ν removed, and∏
ν
(ξ ⊗ ζ2)p =
∏
{α,β}∈ν
〈hα, fβ〉.
Note that the k tensors in ξ which belong to the subspace 0⊕H cannot be an element of
a pair since they are orthogonal to each of the tensors of ζ2. Naturally, we have a similar
formula for W (ζ1)W (η). We now need to prove two claims.
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Claim 4.5. ∑
ν∈P1,2(m1)
|q|ι(ν)‖(ξ ⊗ ζ2‖2|
∏
ν
(ξ ⊗ ζ2)p| ≤ Cq,n1‖ξ‖2‖ζ2‖2
Proof. Following from Lemma 1 in [17], we have∑
ν∈P1,2(m1)
|q|ι(ν)‖(ξ ⊗ ζ2)ν‖2|
∏
ν
(ξ ⊗ ζ2)p|
≤ Cq
∑
ν∈P1,2(m1)
|q|ι(ν)‖ξν‖2‖(ζ2)ν‖2
∏
{α,β}∈ν
‖ξα‖H‖ζ2,β‖H
≤ Cq,n1
∑
ν∈P1,2(m1)
|q|ι(ν)‖ξ‖2‖ζ2‖2
≤ Cq,n1‖ξ‖2‖ζ2‖2

We clearly have the same estimate for W (ζ1)W (η).
Claim 4.6. For any fix ν1 ∈ P1,2(m1) and ν2 ∈ P1,2,(m2), we have
|〈(ξ ⊗ ζ2)ν1 , (ζ1 ⊗ η)ν2〉| ≤ Cq|q|jk‖(ξ ⊗ ζ2)ν1‖2‖(ζ1 ⊗ η)ν2‖2
Proof. Recall that both (ξ ⊗ ζ2)ν1 and (ζ1 ⊗ η)ν2 contain k tensors from 0 ⊕ H as these
elements cannot be contained in the pairs of ν1 and ν2. The elements must be in the same
eigenspace of the number operator, thus n1 + i − 2P (ν1) = n2 + j − 2P (ν2) := m, where
P (ν) denotes the number of pairs of an element of P1,2(mj). By our assumptions above,
there must be more than j − n2 tensors which are elements of H ⊕ 0 to the left of the
left-most tensor which is contained in 0⊕H in (ζ1⊗ η) (since η contains all of the tensors
which are elements of 0 ⊕ H). Similarly, there must be more than i − n1 tensors to the
right of the right-most element of 0 ⊕ H . Therefore, using quasi-multiplicativity of the
function qι and Cauchy-Schwarz, we have
|〈(ξ ⊗ ζ2)ν1, (ζ1 ⊗ η)ν2〉| ≤
∑
σ∈Sm
qι(σ)
∏
j
|〈hj, fσ(j)〉|
= |q|M
∑
σ∈Sk
∑
σ′∈Sm−k
|q|ι(σ)+ι(σ′)
∏
j
∏
j
|〈hj, fσ(j)〉|
≤ |q|M‖(ξ ⊗ ζ2)ν1‖2‖(ζ1 ⊗ η)ν2‖2
where M is the element with the minimal number of inversions which allows us to match
all of the tensors which are elements of 0 ⊕H on the left with the corresponding tensors
on the right. By what we have observed above, we have that
M ≥ (j − n2 + i− n1)k ≥ (2j − 2n1 − 2n2)k ≥ jk

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Now we can easily prove the lemma. We see that
|〈W (ξ)W (ζ2),W (ζ1)W (η)〉|
≤
∑
ν1∈P1,2(m1)
ν2∈P1,2(m2)
|q|ι(ν1)+ι(ν2)|〈(ξ ⊗ ζ2)ν1, (ζ1 ⊗ η)ν2〉||
∏
ν1
(ξ ⊗ ζ2)p
∏
ν2
(ζ1 ⊗ η)p|
≤ |q|jk
∑
ν1∈P1,2(m1)
ν2∈P1,2(m2)
|q|ι(ν1)+ι(ν2)‖(ξ ⊗ ζ2)ν1‖2‖(ζ1 ⊗ η)ν2‖2|
∏
ν1
(ξ ⊗ ζ2)p
∏
ν2
(ζ1 ⊗ η)p|
≤ Cq,n1,n2|q|jk‖ζ1‖2‖ζ2‖2‖ξ‖2‖η‖2

Proof of Lemma 4.2. The previous lemma immediately implies that ‖(Φξ,η)ij‖ ≤ Cq,ξ,η|q|jk.
Let {eι} and {fι} be orthonormal bases of H⊗i and H⊗j respectively and ζ1 =
∑
ι bιfι
and ζ2 =
∑
ι aιeι. Then we have
|〈ζ2,Φξ,η(ζ1)〉| ≤ |〈
∑
ι1
aιeι,Φξ,η(
∑
ι2
bιfι)〉|
≤
∑
ι1,ι2
|aι||bι||〈eι,Φξ,η(fι)〉|
≤ Cq,ξ,η|q|jk
∑
ι1,ι2
|aι||bι| ≤ Cq,ξ,η|q|jk‖ζ1‖2‖ζ2‖2
Therefore, by Lemma 4.3, we have that Φξ,η ∈ Sp for p > − log(d)k log(|q|) . 
Proof of Proposition 4.1. Let ξ ∈ Fk for k ≥ − log(d)2 log(|q|) . With the natural M-M-bimodule
structure on Fk, we can see that
〈ξ, xξy〉 = τ(W (ξ)∗xW (ξ)y) = τ(EM(W (ξ)∗xW (ξ)y)) = τ(Φξ,ξ(x)y)
for x, y ∈M. Note that Φξ,ξ coincides with Tϕξ in Lemma 2.15. Thus since Φξ,ξ is Hilbert-
Schmidt for all ξ, Fk ≺ L2(M)⊗ L2(M) by Lemma 2.15. Therefore, E⊥m−1 = ⊕k≥mFk ≺
⊕k≥mL2(M)⊗ L2(M). Since a direct sum of coarse bimodules is weakly contained in the
coarse bimodule, we have proved the proposition. 
5. Strong Solidity
As shown in the previous section, L20(Γq(H ⊕ H)) is not necessarily weakly contained
in the coarse correspondence for q2 dim(H) ≥ 1. However, the submodule E⊥k is weakly
contained in the coarse bimodule for sufficiently large k. This requires us to modify Popa’s
s-malleable deformation ([25] Lemma 2.1) estimate slightly to suit our new situation. What
we need to know is that the image of Γq(H) under the automorphism group αt has a “large
enough” intersection with E⊥k . This is the purpose of the following proposition.
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Proposition 5.1. For a fixed k ≥ 1, there exists a constant depending only on k, Ck such
that
‖(αtk − id)(x)‖2 ≤ Ck‖E⊥k−1αt(x)‖2
for x ∈ ⊕m≥kH⊗m ⊂ Fq(H) and t < 2−k.
Proof. Let x = h1 ⊗ · · · ⊗ hn, y = k1 ⊗ · · · ⊗ kn. Note that αtk − id and E⊥k−1αt are both
tensor length-preserving operators, so it suffices to prove this estimate on H⊗n for n ≥ k.
We calculate
〈E⊥k−1αt(x), E⊥k−1αt(y)〉 =
n∑
m=k
〈Fmαt(x), Fmαt(y)〉
=
n∑
m=k
∑
A,B⊂{1,...,n}
e−2t(n−m)(1− e−2t)m〈xAc ⊗ xA, yBc ⊗ yB〉q
where xAc ⊗xA denotes that the indices belonging to Ac come from H ⊕ 0 and the indices
belonging to A come from 0⊕H . Now we expand the q-inner product to get
n∑
m=k
∑
A,B⊂{1,...,n}
e−2t(n−m)(1− e−2t)m〈xAc ⊗ xA, yBc ⊗ yB〉
=
n∑
m=k
e−2t(n−m)(1− e−2t)m
∑
A
∑
x∈Sn/SA×SAc
∑
σ∈x
qι(σ)
∏
j
〈hj , kσ(j)〉
since for each A,B ⊂ {1, . . . , n} only those permutations σ ∈ Sn which map A to B
contribute to the inner product. This is equivalent to summing over the right cosets in
Sn/SA × SAc . However, since we are summing over all permutations in all of the cosets,
for each fixed A, we are summing over all the permutations, and so we just get 〈x, y〉q for
each fixed A. Therefore we get that∑
m=k
∑
|A|=k
e−2t(n−m)(1− e−2t)m〈x, y〉q =
n∑
m=k
e−2t(n−m)(1− e−2t)m
(
n
m
)
〈x, y〉q.
For αtk − id we have
〈(αtk − id)(x), (αtk − id)(y)〉 = 〈αtk(x), αtk(y)〉 − 〈αtk(x), y〉 − 〈x, αtk(y)〉+ 〈x, y〉
= 2(〈x, y〉 − 〈x, Ttk(y)〉)
= 2(1− e−ntk)〈x, y〉.
Therefore, we only have to show that 2(1 − e−ntk) < C∑nm=k (nm)e−2(n−m)t(1 − e−2t)m
for some C independent of n and t. We choose Mk such that e
−2nt
∑k−1
m=0Cmn
mtm < 1
2
for
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nt > Mk. Suppose nt < Mk. We have
n∑
m=k
(
n
m
)
e−2(n−m)t(1− e−2t)m >
(
n
k
)
e−2(n−k)t(1− e−2t)k > Cknktk,
and
2(1− e−ntk) < Ckntk < Cknktk
Now suppose that nt > Mk. Then n > 2
k since t < 2−k and so,
n∑
m=k
(
n
m
)
e−2(n−m)t(1− e−2t)m = 1−
k−1∑
m=0
(
n
m
)
e−2(n−m)t(1− e−2t)m
= 1− e−2nt
k−1∑
m=0
(
n
m
)
e2mt(1− e−2t)m
≥ 1− e−2nt
k−1∑
m=0
Cmn
mtm ≥ 1
2
However, clearly 2(1 − e−ntk) < 2 and so we have proved the statement for all n and
t < 2−k. 
Now we may prove Theorem B, following the proof of Theorem 3.5 in [14]. There are a
number of modifications since we are using a proper sub-bimodule of L20(Γq(H ⊕H)).
Theorem B. For all −1 < q < 1 and all dim(H) <∞, Γq(H) is strongly solid.
Proof. Let P ⊂ Γq(H) be a diffuse, amenable subalgebra. We want to prove thatNΓq(H)(P )′′
is also amenable. P is not rigid with respect to the deformation αt (Lemma 2.10), and P
is weakly compact inside of Γq(H). Since P ⊂ Γq(H) is weakly compact, there is a net of
elements (ηn) ∈ L2(P ⊗ P¯ ) which satisfy
(1) limn ‖ηn − (v ⊗ v¯)ηn‖2 = 0, ∀v ∈ U(P ),
(2) limn ‖ηn −Ad(u⊗ u¯)ηn‖2 = 0, ∀u ∈ NΓq(H)(P ) and,
(3) 〈(1⊗ x¯)ηn, ηn〉 = τ(x) = 〈ηn, (x⊗ 1)ηn〉.
Following [14], let G denote NΓq(H)(P ), and let z ∈ Z(G ′∩Γq(H)) be a non-zero projection.
Since αt does not converge uniformly on (P )1, αt does not converge uniformly on (Pz)1
and so αt does not converge uniformly on U(Pz) either. Therefore there exist 0 < c < 1, a
sequence (uk) ∈ U(Pz), and a sequence tk → 0 such that ‖αtk(ukz)−(Em−1◦αtk)(ukz)‖2 ≥
c‖z‖2 ∀k ∈ N, by Proposition 5.1. Since ‖αtk(ukz)‖2 = ‖z‖2, we get
(5.1) ‖(E⊥m−1 ◦ αtk)(ukz)‖2 ≤
√
1− c2‖z‖2
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for all k ∈ N. Let PH = E⊥m−1. Define for all n and k
ηkn = (αtk ⊗ 1)(ηn) ∈ L2(Γq(H ⊕H))⊗¯L2( ¯Γq(H))
ξkn = (P
⊥
Hαtk ⊗ 1)(ηn) ∈ (L2(Γq(H ⊕H))⊖H)⊗¯L2( ¯Γq(H))
ζkn = (PHαtk ⊗ 1)(ηn) ∈ H⊗¯L2( ¯Γq(H))
Observe that
‖(x⊗ 1)ηkn‖22 = 〈(x⊗ 1)(αtk ⊗ 1)ηn, (x⊗ 1)(αtk ⊗ 1)ηn〉
Also, for all x ∈ Γq(H) we have
‖(x⊗ 1)ζkn‖2 = ‖(x⊗ 1)(PH ⊗ 1)ηkn‖2
= ‖(PH ⊗ 1)(x⊗ 1)ηkn‖2
≤ ‖(x⊗ 1)ηkn]‖2
= ‖x‖2
Therefore we have the following claim
Claim 5.2. For any k sufficiently large,
lim
n
‖(z ⊗ 1)ζkn‖2 ≥ δ
Proof. Assume not. Following Houdayer-Shlyakhtenko, we get that this implies that
lim
n
‖(z ⊗ 1)ηkn − (Em−1αtk(uk)z ⊗ u¯k)ξkn‖2 ≤ δ
However,
‖Em−1 ◦ αtk(ukz)‖2 ≥ ‖Em−1 ◦ αtk(uk)z‖2 − ‖z − αtk(z)‖2
≥ lim
n
‖(Em−1 ◦ αtk(uk)z ⊗ u¯k)(ηkn)‖2 − δ
≥ lim
n
‖(z ⊗ 1)ηkn‖ − 2δ
= ‖z‖2 − 2δ ≥
√
1− c2‖z‖2
which contradicts (5.1). 
From here, we may follow the remainder of the proof in [14] verbatim in what follows
their Claim 3.6 since the bimodule E⊥k is weakly contained in the coarse bimodule for
sufficiently large k. 
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