Introduction
We have reminded ourselves that Maxwell's equations tell us that electromagnetic waves propagate with a velocity v = 1= p , and this matches the observed speed of light. We have also calculated the magnitude of the electric and magnetic elds corresponding to a given irradiance (power/area) of light. Now we're going to look into electromagnetic waves a little bit further, and consider the case where we have a propagation medium. We'll consider one quite speci c and common case: the case of linear media. We'll work in m kg s units, and I'll point you to relevant sections in the E&M book by Gri ths Gri ths 1989].
Electric permittivity and magnetic permeability
When an electric eld is applied to a nonconducting material, some of the energy of the eld can go into displacing electron orbitals slightly with respect to their nuclei. This leads to an average dipole moment per atom, or bulk polarizationP of the material. For typical electric elds in most materials, this is related to the applied electric eld E in a linear fashion:
The same basic relationship can be characterized by several parameters:
electric susceptability e (2) permittivity = 0 (1 + e ) 
Dielectric constants are tabulated in a variety of places, including Weast 1975] . Some typical values for nonconductors are:
Gasses:
e ' 1.0001{1.0006
Solids:
e ' 2{8
Liquids:
e ' 20{90
At larger electric elds, the relationship between polarizability P and applied electric eld E can become nonlinear (see e.g., Sec. 26 of Pedrotti 1993]), and eventually electric breakdown (sparking) can occur.
When a magnetic eld is applied to a material, it may a ect the alignment of the magnetic dipole moments of individual nuclei. For non-ferromagnetic materials, the relationships between the magnetism M, the applied magnetic eld B, and the auxiliary eld H are: M = mH (6) B = 0 (H +M) = 0 (1 + m )H (7) Again, the same basic relationship can be described with several parameters: magnetic susceptability 
Maxwell's equations (again)
Maxwell's equations summarize the classical laws of electrodynamics in a self-consistent form. They are based on Faraday's law for how changing magnetic elds can induce voltages, Amp ere's law for how currents and changing electric elds can produce magnetic elds, and Gauss' law for how electric charges produce electric elds (Gauss' law would also predict how magnetic monopoles, if they existed, would be expected to produce magnetic elds):
Faraday:r Ẽ = ? @B @t (11) Amp ere:r B = (J + @Ẽ @t )
Gauss (electric):r Ẽ = (13) Gauss (magnetic):r B = 0: (20) The wave goes through one full cycle when kz = 2 , so we obtain a wavelength using k = 2 = . In addition, the wave goes through one full cycle when !t = 2 , so we obtain a cycle period T using ! = 2 =T. The wave travels a distance in a time T, so its velocity is given by v = T = ! k = 1 p :
In the case of electromagnetic waves in a vacuum, the velocity c 1= p 0 0 = 2:99 10 8 m/sec is equal to the measured velocity of light, and it is this observation that led Maxwell to conclude that light can be described as an electromagnetic wave. The remarkable thing about this is that by measuring basic properties of such simple things as capacitors and the magnetization of materials, we can predict the speed of light (or radio waves or x-rays) in a material. Volts/meter), while the magnetic eld is rather small (only 50 times greater than that of the earth), which leads us to predict that the dielectric constants of materials will dominate their optical properties. (Only in the case of magnetic circular dichroism do magnetic e ects become signi cant in x-ray interactions). While hEi will usually have more of an e ect than hBi in electromagnetic wave propagation, the hEi eld is still relatively gentle. Consider the electric eld within an atom, where we have electrons bound by energies of 10 eV and atoms of size 1 A=10 ?10 m; this gives hEi ' 10 11 V/m. At the lower intensities of interest to us, the fact that the electric eld is relatively weak means that most materials respond linearly (rather than nonlinearly) to electromagnetic waves, thus justifying our assumption of linearity inP = 0 eẼ .
Linear media
Conductors (which have electrons which are free to move around) are important in optics| they provide mirrors, for example. However, electromagnetic waves do not travel very far in conductors, so we usually don't worry too much about the refractive index of conductors. The most common and most interesting situation from the point of view of refractive indices is that of linear nonconductors. This situation is described in Gri ths 1981, Sec. 8.2.3], where Gri ths states By \linear" I mean to imply not only thatD andH are proportional toẼ and B, respectively, but that the proportionality constants and are independent of position and direction; in other words, the medium is homogenous, isotropic, and linear. I also assume there are no free charges or currents in the material. In other words, all the charges are bound to nuclei; note, furthermore, that because electrons are so much lighter than protons, we can consider the nuclei to be stationary. This is certainly true for solids, where the nuclei are frozen in position. What about liquids? The typical velocity of a water molecule can be characterized by the speed of sound in water, which is 1500 m/sec. The displacement of the water molecule during one optical cycle of time T = 1=f = =c or (500 10 ?9 =3 108) = 1:7 10 ?15 sec is therefore about 3 10 ?12 m, or about a hundredth of the \size" of an atom. As a result, what we work out for solids will be pretty applicable to liquids, as well.
Bound electrons
Having limited ourselves to the case of electrons which are bound to nuclei in a linear medium, we can press on. The incident electromagnetic wave puts an oscillatory electric eld Re E 0 e i!t ] on an electron with charge q = ?e and mass m e . The atom's electron has a certain binding energy, and we will assume that the binding interaction can be approximated as a harmonic oscillator with resonance frequency ! 0 . (This is a good approximation if the applied electric eld is weak compared to electric eld of the atom's nucleus (24) where is a damping coe cient which we know will also depend on !.
We can now treat the propagation of electromagnetic waves in the material using the driven, damped harmonic oscillator model which is described in classical mechanics physics textbooks, and which is used in electrodynamics (see e.g., Gri ths 1989, Sec. 8.4.2]) and optics textbooks (see e.g., Pedrotti 1993, Chap. 27]) to describe dielectric constants. Note that here we use plane wave propagation written as exp ?i(k x?!t)] which is the convention that the phase advances with time. In that case, the time dependence is written as exp i!t], rather than exp ?i!t] as is done in Gri ths' book.
The sum of the forces gives the acceleration (Newton). The forces involved are that due to the driving electric eld, the spring force in a harmonic oscillator, and the damping force. 
We can then go from the induced dipole moment to consider the volume polarization P. Let's say that an atom is made up of j electrons with strength f j such that P j f j = Z, that there are n a atoms or Zn e electrons per unit volume, and that each electron has its own resonance frequency ! j and damping coe cient j . The volume polarization P of the material is then given by Gri ths 1989, Eq. 
Let us return our solution for the wave equation for plane electric waves. We found in Eq. 20 that the wave vector k could be expressed as k = p !. We now de ne the index of refraction n as the ratio of the wave vector in our medium relative to the wave vector in free space, or n k
where we have used = 0 (1 + e ) and = 0 (1 + m ). Many materials have an electric susceptability e which is small compared to 1 yet considerably larger than the magnetic susceptability m . As a result, for x-rays we use a binomial expansion and assume that the index of refraction can be approximated as n ' 1 + propagation by a distancex in the media.
Frequencies
How does the refractive index vary with frequency? The refractive index is based on the dielectric constant; the dielectric constant is based on the polarization; the polarization is based on the dipole moment; and the dipole moment is based on the electron position x(!) given in Eq. eqn:oscpos. This is the same situation as you've undoubtedly encountered in labs on damped, driven harmonic oscillators. The amplitude of the oscillations is maximized at ! = ! j , and the phase of motion goes through a phase shift about the resonance. You can look at a picture from your classical mechanics text, or you can look at Fig. 27 
where P refers to the principal part of a complex integral. This of course can be carried over to the refractive index using n ' q (!)= 0 .
The plasma frequency
In real materials, we have oscillation frequencies ! j all over the place (vibrational excitation states of molecules at very low energies, valence shell transitions at optical energies, inner shell transitions at x-ray energies, and so on). Where do we have the greatest concentration of oscillators? In examining Eq. 33 and ignoring the damping terms j , we see that there is a natural frequency called the plasma frequency ! p : 
where we have recognized that the term P j f j is just the sum of all the oscillators, which is the total number of electrons Z. As you have learned/will learn in your study of electrodynamics, the plasma frequency describes collective oscillations of the electrons. For most solids, the plasma frequency has a peak corresponding to an energy h! p of about 10{20 eV. Furthermore, if you put high energy electrons through a thin lm of material and ask how much energy they like to transfer to the material in single scattering events, you nd that the peak is at the plasma frequency (see Fig. 1 ). Furthermore, this explains why glasses of various sorts become optically opaque at wavelengths of between 200 and 100 nm, or photon energies of between 6 and 12 eV.
6.3 The low frequency limit
In the low frequency limit (the optical range), the frequency of the applied electric eld (the frequency of the wave) is much less than most of the binding energies, or ! ! j . In this case, the damping forces are weak, so we assume j ! 0. Furthermore, we can write Gri ths 1989, Eq. 8.193] 
Recognizing that the wavelength in vacuum is given by = 2 c=!, we can also write this as 6.4 The high frequency limit represents the absorptive part of the refractive index, while f 1 represents the phase shifting part. Note that the phase of x-ray plane waves is usually advanced rather than retarded by passage through thin layers of material, unlike the case with visible light.
We have now associated the real and imaginary parts of the refractive index with the complex number of electrons (f 1 +if 2 ). How do we determine the values of these parameters? The absorptive part can easily be determined through thin lm absorption measurements over a wide range of energies, and then we can turn to the Kramers-Kronig relations described above. For the purposes of x-ray optical interactions, these relations may be considerably simpli ed Henke 1981] for carbon and gold based on their tabulation is shown in Fig. 3 . One sees in the plot that f 1 ' Z (especially at higher x-ray energies), whereas f 2 declines roughly as E 2 . In addition, at x-ray absorption resonances, f 2 makes discrete jumps (when the ionization energy for an additional atomic orbital is reached, the number of participating electrons increases) and f 1 undergoes a narrow bandwidth dip which goes by the name anomalous dispersion (in some materials, f 1 < 0 in the neighborhood of some absorption resonances). Furthermore, the ratio f 1 =f 2 of phase shift to absorption increases dramatically with increasing x-ray absorption energy. These characteristics will be described later when we consider contrast mechanisms in x-ray microscopy.
Note that the treatment presented above is equally valid for molecules, compounds, and mixtures with a variety of binding energies ! j and damping coe cients j , provided we weight f 1;k and f 2;k with the number concentration n a;k of each of the atomic species k according to n a f 1 ! n a f 1 = X k n a;k f 1;k (50) n a f 2 ! n a f 1 = X k n a;k f 2;k : (51) 7 References Weast 1975] R. C. Weast, editor. CRC Handbook of Chemistry and Physics, Cleveland, OH, (1975) . CRC Press.
