New Keynesian Phillips curves describe how past inflation, expected future inflation, and a measure of marginal cost or an output gap drive the current inflation rate. This paper demonstrates that typical, GMM estimation of these curves may feature parameters that are near-identified (in which case non-standard distribution theory applies) or unidentified. This problem may supercede the usual tradeoff between robustness and efficiency in comparing GMM estimators with full-information estimators, for we show that FIML may make identification easier. In a full-information environment, we illustrate the identification problem analytically. We then describe two pre-tests than can be used to study identification, and apply these to data for the United States, the United Kingdom, and Canada. In these countries, Phillips curves are central to discussions of monetary policy and inflation targetting.
Introduction
Recent years have seen an efflorescence of work on the Phillips curve. This work features debates on the role of backward and forward-looking components, on whether marginal cost or an output gap best explains inflation, and on the implications for policy, including the costs of disinflation. Attempting to account for the instability of the Phillips curve over time also has led to a great deal of research.
The specification of the curve has important implications for inflation targetting, and specifically for how central banks may react to real events while maintaining inflation targets. Contributions to this research are too numerous to list. , Galí and Gertler (1999) , Roberts (1995 Roberts ( ,1997 and Sbordone (2002) make important empirical contributions. The theory and evidence is outlined and assessed by Woodford (2002) .
Most empirical work on the Phillips curve has estimated it using instrumental variables methods. Generally, its parameters have proven to be difficult to pin down without large instrument sets. In section 2 we study identification analytically in a solved version of the Phillips curve difference equation. This analysis suggests two sources of identification problems. First, higher-order dynamics in marginal cost or the output gap are necessary for identification and testing. Second, and more importantly, if inflation Granger causes marginal cost or the output gap, then the coefficient on lagged inflation in the hybrid Phillips curve cannot be identified. Since Grangercausality by inflation of future marginal costs is often used as an informal, weak test of the theory, this is an unfortunate conclusion.
In section 3 we then pre-test for higher-order dynamics and for Granger-causality, and use the results to reinterpret estimates of Phillips curves for the U.S., U.K., and Canada using both limited information (GMM/IVE) and full information (MLE) methods. The results provide some support for the standard estimation method in the U.S., but not in the other two countries. Section 4 concludes with some suggestions of alternative approaches to identification. Galí and Gertler (1999) proposed a variation of Calvo's contract model, in which firms set prices with reference to past prices. Each firm can reset its price with probability 1 − θ. Of those, a fraction 1 − ω set prices with reference to expected future marginal costs, while the remainder set prices equal to the the average of recently altered prices plus an adjustment based on lagged inflation. The firms have a common discount factor, β. From the three structural parameters, ω, θ, and β, define reduced-form parameters:
Statistical Environment and Identification Results
The hybrid, new-Keynesian, Phillips curve then is given by:
where we use x t to denote either marginal cost or an output gap.
The hybrid, new Keynesian Phillips curve (2) is a linear, second-order difference equation, just like the first-order condition from any linear-quadratic planning problem. Our study draws on tools for formulating these problems under rational expectations developed by Hansen and Sargent (1980) and Sargent (1987) . We also draw on studies of estimation in the linear-quadratic model by Gregory, Pagan, and Smith (1993) , West and Wilcox (1994) and Fuhrer, Moore, and Schuh (1995) .
We begin by illustrating the identification of the Phillips curve parameters in several different statistical frameworks. Estimation generally is by instrumental variables (GMM) and so we focus on those methods. First, we adopt a linear, statistical model for x t , and then we solve for inflation, π t . Using the solved (full-information) model we then describe several different GMM (limited-information) estimators.
Our focus is first on the identification of the three parameters, {γ f , γ b , λ}. The second stage of identification -finding {ω, θ, β} -is then straightforward from (1), which has a unique solution if these three parameters are constrained to be positive fractions. We consider the two classic properties of instrument sets. First, and most obviously, identifying the three parameters of the Phillips curve requires at least three instruments or, more generally, three pieces of identifying information which could include restrictions on the parameters or covariance restrictions in a system setting. A test based on over-identification requires at least four instruments or four such pieces of information. The instruments must be uncorrelated with the GMM residuals, which are essentially forecast errors. This is the order condition. Second, the matrix of crossproducts of the instruments and the right-hand-side variables in the Phillips curve (2) cannot be singular. This is the rank or 'relevance' condition.
We illustrate each property using our model of {x t }. Our environment is linear, so there is no distinction between local and global identification. We first show the obvious fact that higher-order dynamics in x t often are necessary for identification.
We also show analytically how weak identification can arise. In GMM estimation, we
show that an Engle-Granger-style two-step estimator may not aid identification when
x and π are cointegrated. We show that partly solving the Phillips curve forward does not improve identification, and we derive an expression for the loss of precision in the Phillips curve caused by using only lagged instruments. Finally, we also show that the hybrid Phillips curve can be identified only if π t does not Granger-cause x t . These analytical results provide guidance for empirical work in section 3.
To see properties of Phillips curve estimators, begin by solving the difference equation (2) using methods popularized by Sargent (1987) :
where δ 1 and δ 2 are the stable and unstable roots, respectively, of the characteristic equation in (2), given by:
We assume that {x t } is of exponential order less than δ 2 so that the infinite sum in (3) is finite, and that the roots yield a unique solution to the difference equation.
Suppose that x t evolves autonomously according to a J-th order autoregression:
where ρ j = 0 ∀ j and t is an innovation with respect to the σ -field generated by the history of x. This process can be rewritten in companion form as:
wherex t = (x t x t−1 . . . x t−J−1 ) and the transition matrix is:
Next, define s J as a selection row vector of length J with 1 in the first position and zeros thereafter. It will select the first element ofx t . Define I J as the J × J identity matrix. The solution for inflation then is:
We assume that
The stochastic singularity is avoided -so that η t appears in the solution (8) -by assuming that the econometrician's information set lies strictly within that of the price-setting agents, as originally proposed by Hansen and Sargent (1980) . Call the agents information set G t and the econometrician's information set F t ⊂ G t . The inflation rate can always be decomposed this way:
Thus, η t is uncorrelated with information available to the econometrician at time t.
In particular, if the econometrician has access to current and past values of x then:
We shall study identification in this environment. This quest excludes other po- The key logic behind this result is that FIML estimation of the bivariate system allows the econometrician to impose the covariance restriction (11). Thus only two additional pieces of information are required from the solution for inflation (8), and there are two regressors as long as J ≥ 1. In general, identification is possible if the present value in the solved model (2) has a non-null projection on at least one variable known by price-setters at time t. In our case, these variables will be elements inx t , but other variables might contribute as well.
Studies that use the system estimator include those of , Sbordone (2002) , Kurmann (2003a), and Lindé (2002) . But typically, the Phillips curve is estimated by GMM, using the sample versions of:
and instruments z t . A necessary condition for identification of {γ b , γ f , λ} using the moment conditions (12) is that there be as many valid instruments as parameters (or variables explaining inflation in this linear model). Of course, being dated t − 1 or earlier is not sufficient for an instrument to be valid: it must contain incremental information about π t+1 . This is the 'relevance' condition of instrumental variables estimation. (5) and (8) to the difference equation (12), excluding information on the properties of x t , cannot ease the conditions for identification. Result 2 shows that identification is more onerous than in the full information environment of result 1. That is because the error-covariance restriction (11) is no longer available. Prior to considering the usual trade-off between efficiency and robustness in deciding between FIML and GMM, the conditions for identification in GMM estimation will be stricter.
In particular, the parameters of the second-order difference equation in inflation (2) cannot be identified by GMM if x t follows a first-order Markov process.
Pesaran (1987, Propositions 6.1 and 6.2) derived similar results in a more general setting. He observed that identifying information is available when the lag length in the process for x t is longer than that in the difference equation.
A number of studies of the difference equation impose a value for β (or γ f ). For example, β is sometimes set to be 0.99 in quarterly data, which implies a quarterly discount rate of about 1 percent. Result 2 can rationalize this procedure: the Phillips curve may not be identified without this step, if {x t } approximately follows a Markov process.
A number of researchers have used only lagged instruments in estimating (9). Galí and Gertler (1999) , used up to four lags of various instruments. Let us denote this information set by z t−1 . The intuition for Result 3 is that the moment conditions (12) involve forecasts of π t+1 , π t , and x t based on information at time t − 1. Notice that z t−1 is not a subset of z t . Again dim z t−1 = J + 1 and the identification result follows.
As an example, suppose that x t follows a second-order autoregression, so J = 2. provides no overidentifying information.
In some circumstances, the investigator may know the value of λ, either from theory or from some auxiliary statistical work. For example, if J = 1 and ρ 1 = 1 then x t and π t will be cointegrated with parameter λ, which could be estimated from a static regression, as originally proposed by Granger and Engle. This information can potentially aid identification of the remaining parameters, γ f and γ b . (12), the instruments x t and π t−1 can be used to identify γ f and γ b . But with instruments z t−1 three variables in (12) still must be forecasted -π t+1 , π t , and x t -even given an estimateλ. Thus a two-step procedure cannot identify the two remaining parameters unless J ≥ 2 continues to hold.
The last part of Result 4 is a generalization of an example by Pagan, Gregory, and Smith (1993) , who considered the case with ρ 1 = 1. They argued that lagged instruments could not identify the parameters of the difference equation without higherorder dynamics in the x-process. Result 4 also is relevant to price-setting rules that are written in terms of the level of prices, rather than the inflation rate, because the price level is more likely to be nonstationary yet cointegrated with the fundamental. (2), but truncate after K leads. They then estimate by instrumental variables in: Result 7. Whether z t or z t−1 is adopted, the GMM residual follows an MA(1) process.
Both of these instrument sets are valid, but any instrument set must exclude lagged GMM residuals. In addition, the loss of precision from excluding x t from the instrument set depends both on parameters in its law of motion and on the Phillips curve parameters. §
The GMM residual is given by:
With z t , the residual is:
This moving average can be controlled for in constructing the weighting matrix in GMM estimation. If z t−1 is adopted then the residual is:
so that the variance of the additional term depends on the parameters of the Phillips curve in addition to those of the {x t } process.
The final identification result makes estimating or testing for hybrid versions of the new Keynesian Phillips curve particularly difficult. implies that the curve cannot be identified under these circumstances. To see this result heuristically, imagine a purely forward-looking, solved Phillips curve. We project the present-value term in marginal cost onto the econometrician's information set, leaving a residual η t :
where η t reflects the part of the present-value that cannot be forecast by the econometrician. But recall that agents have more information than econometricians, so η t will be correlated with G t . Moreover, it may be correlated with G t−1 . Therefore, it will be correlated with π t−1 for, after all, π t−1 is the optimal predictor of the present value lagged one-period, which shares many terms with the present value in (16). Thus if π t−1 has some additional predictive power for the present value in (16), then it will enter the equation significantly. But its presence will reflect forecasting information, and not backward-looking price-setting. More generally, the coefficient on π t−1 will not be a consistent estimate of δ 1 even if the true curve is a hybrid.
A formal proof of Result 8 was given by Sargent (1987, chapter XI, part 24) , who
showed that x t must be strictly exogenous (in the classic terminology of Engle, Hendry and Richard (1983)) for δ 1 to be identified. The idea that the endogenous variable reflects superior information has been applied by Campbell and Shiller (1987) and Boileau and Normandin (2002) , among others. For the U.S., King and Watson (1994) report evidence that inflation does not Granger-cause the unemployment rate, which suggests the Phillips curve in inflation and unemployment can be identified for the U.S.. Rudd and Whelan (2001) and Mavroeidis (2001) have noted that forward and backward dynamics may not be separately identified. To their warnings we add an interpretation and test based on Granger causality.
Summary
The key, analytical findings of this section are that (a) identification may be easier in the FIML context than in the GMM context; (b) in either case, higher-order dynamics in marginal cost or unemployment are necessary in order to test the theory;
and (c) the backward portion of the Phillips curve is generally not identified, when price-setters have superior information to econometricians.
These results suggest two pre-tests that should accompany estimation. First, we should study the dynamics of the {x t } process. Second we should study whether {π t } Granger causes {x t }. We next implement these tests, followed by GMM and FIML estimation, for the U.S., the U.K., and Canada.
Applications
In these applications, x t will denote the logarithm of real marginal cost. Following Result 7, GMM estimators will allow for a first-order moving average in the GMM residual. The weighting matrix will be the continuous-updating version introduced by Hansen, Heaton, and Yaron (1996) , which has good finite-sample properties and is invariant to the normalization of the Phillips curve (2). Data sources are described in the appendix.
Each empirical study begins with two pre-tests. First, we test for Granger noncausality. Second, we project x t on J = 6 lags, and test the lag length using the AIC, BIC, and likelihood ratio tests. Granger causality test results are given in table 1, while we reportĴ in the text.
United States
For the U.S., we find that x Granger causes π but that π does not Granger cause
x. Strictly speaking, the null hypothesis that π does not Granger cause x cannot be rejected, with p-value 0.18. Thus, the backward-looking part of the Phillips curve may be identified. The AIC and a likelihood ratio test suggested a lag length of 3, while the BIC suggested a lag length of 1. In addition, the coefficientρ 2 was insignificantly different from zero.
The results of these pre-tests may be seen from two perspectives. First, Result 2 implies that identifying the Phillips curve using GMM requires higher-order dynamics.
These dynamics are not overwhelming here, so that identification may be difficult.
Second, however, precisely because the Phillips curve depends on those dynamics, measuring them might best be done in a system including the curve. The J-test clearly does not reject the over-identifying restrictions.
Depending on the instrument set, the point estimate of the proportion of firms changing prices each quarter,θ, varies from 0.89 to 0.96. The proportion of firms looking backward while changing prices,ω, ranges from 0.33 to 0.41. The discount factor also takes plausible values. These results are comparable to those of Galí and Gertler (1999, equations use that information. The main economic finding is that the FIML estimators find a larger role for backward-looking behaviour. However, the restrictions on the joint series {π t , x t } implied by the theory are rejected at the 1 percent level.
United Kingdom
For the U.K, table 1 provides strong evidence of Granger causality in both directions, so thatγ b will not measure the inertia in price-setting. In this case the second set of pre-tests suggests that the lag length is J = 5. Moreover,ρ 3 is insignificantly different from zero. Table 3 contains estimates of the U.K. Phillips curve. In the top panel, the GMM estimates are very sensitive to instrument choice. Once lags up to x t−4 are included, the estimates accord with theory and are estimated with some precision. But the overidentifying restrictions are rejected when x t is an instrument.
In the bottom panel, the restrictions implied by the most general model, with J = 5, are rejected. Parameter estimates are consistent with theory, but they are estimated with little precision. For example, the estimated effect of marginal cost on inflation,λ, is insignificant. For the U.K. data, the information in higher-order dynamics makes little difference to the FIML estimates, which suggests that the current value of x t is doing most of the explanatory work.
Our estimates of the forward-looking element in inflation are lower than those found by Neiss and Nelson (2002) . Those authors use dummy variables to control for a variety of price-level shocks, though. Like us, Balakrishnan and López-Salido (2001) do not find a significant, stable effect of marginal cost on inflation.
Canada
For Canada, table 1 shows that inflation does Granger cause marginal cost, so that identification will be a problem. The pre-tests for lag length showed a similar persistence pattern to that in U.S. marginal costs. Once-lagged costs play a large predictive role and thrice-lagged costs play a significant, additional role.
Canadian results are shown in table 4. For Canada the Phillips curve is poorly identified in both GMM and FIML estimation. Guay, Luger, and Zhu (2003) estimate the hybrid, new-Keynesian Phillips curve using a wider range of instruments. When they use much larger instrument sets they increase precision (and reject over-identifying restrictions). But we reproduce their finding thatλ is insignificant, so that one cannot find a role for marginal cost in inflation dynamics.
Summary
For all three countries, it is difficult to find evidence of a significant, positive role for marginal cost in the hybrid Phillips curve. For all three countries, marginal cost has some higher-order dynamics, but perhaps not enough to greatly improve identification. Clearly, one possibility is that the Phillips curve is a useful tool but a broader set of instruments is needed to forecast marginal costs. Kurmann (2003b) carefully explores the evidence on this possibility, beyond the bivariate environment considered here. A theoretical study of this possibility would require a general equilibrium model. Another possibility is that the Calvo-style pricing problem is simply not applicable. And a final possibility is that inference can be improved even in this bivariate environment. Stock and Wright (2000) and Stock, Wright, and Yogo (2002) provide tools for GMM estimation and inference with weak instruments. Ma (2002) shows using the S-sets developed by Stock and Wright (2000) that ω is weakly identified in the Galí-Gertler data, so that one cannot conclude from small point estimates -as Galí and
Gertler do -that backward-looking price-setting is unimportant. We view our work as an analytical complement to these studies. The Phillips curve (2) is linear and so it can be solved for any {x t } that is multi-step forecastable. In the next version of this paper, we hope to include analytical solutions for the concentration parameter, µ, used to test the relevance condition.
Conclusion
Section 2 showed two fundamental sources of non-identification: weak, higherorder dynamics and superior information. We suggested two pre-tests corresponding to these two syndromes: a test of the lag length J in the fundamental process {x t }, and a test of Granger non-causality. Empirical application of these tests suggest that the Phillips curve may be better identified in the U.S. than in the U.K. or Canada. We also showed that FIML has an identification advantage over GMM, and can identify the Phillips curve even if x t follows a first-order Markov process.
Estimating the new Keynesian Phillips curve involves the interaction of number of statistical issues. In FIML one might be concerned with the effects of the pre-test, with misspecification of the x-process, and with the small-sample bias in estimates of persistence, such asρ 1 . In GMM one might be concerned with the choice of weighting matrix, the loss of test power from using irrelevant instruments, and the properties of the J-test of overidentifying restrictions. To both of these must be added the problem of weak or near identification. The interaction of these issues can be studied by Monte Carlo methods, as recent studies by Lindé (2002) and Mavroeidis (2001) fruitfully show.
A failure of identification is a property of a statistical approach, and not of a theory. Price-setting dynamics have important implications for monetary policy, so alternative sources of identifying information -such as regime changes -are certainly worthy of study.
Data Sources

United States
The price level P(t) is the GDP implicit price deflator. The GDP deflator is available in chain weight form and in implicit form (all the U.S. results so far are based on the implicit GDP deflator).
Nominal unit labor cost (ULC) is the ratio of the index of hourly compensation in the non-farm business sector, labeled COMPNFB, to output per hour of all persons in the non-farm business sector, labeled OPHNFB. COMPNFB is an index of the nominal wage. OPHNFB is an index of the average product of labor. These can be found in the Federal Reserve Bank of St. Louis' FRED databank. Thus, ULC is a measure of labor's share.
Real ULC equals nominal ULC deflated by P(t). Inflation is 100*ln[P(t)/P(t-1)] and real ULC is 100(1 + a)*ln[COMPNFB(t)/OPHNFB(t)] -100*ln[P(t)], where a is a function of the steady-state markup and labor's share parameter in the firm's production function. This adjustment renders real ULC stationary and a = 1.08.
The estimation sample period is 1947Q1-2002Q4, T = 224.
United Kingdom
The inflation rate is measured with the GDP deflator, and x is a measure of the log of real marginal cost. Data sources are given by Katharine Neiss and Edward Nelson (2002) , who kindly provided the data. The estimation period is 1961Q1 to 2000Q4, so T = 168.
Canada
The inflation rate is measured with the GDP deflator, while x is the log of the labour share in the non-farm, business sector. Data sources are given by Guay, Luger, and Zhu (2003) , who kindly provided the data. The estimation period is 1963Q1 to 2000Q4. 
