Abstract
Introduction
A multi-user software development environment (SDE) sripport,s collaboration arnong multiple participants in large-scale software engineering projects. It provides a repository in which source code, object code, documentation, test cases, etc. reside, with some form of concurrency control to coordinate access tjo shared files. It, integrates a collection of tools, ranging from editors and compilers to configuration managers and modification request systems, and generally trac.ks the progress of the project. A subclass of SDEs, called process-centered environments (PCEs), in addition provide some formalism through which a process may be specified -basic,ally a partial ordering among software engineering tasks, constraints and obligations of t,hose tasks, and the files arid tools used in the tasks [15] . T h e generic PCE kernel is pararnet,erizetl by the desired process, and the sarne PCE can support a wide range of different processes.
Software engineers are well-known for their long working hours, sorne of which can be conducted at home using dumb terminals and modems. This mode of operation is relatively easy for an SDE to support -ifone does not rnind giving up many of the actvantages of modern workstations, notably the large graphics displays. In theory, a full-scale workst,ation could Gail E. Kaiser 
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Department of Computer Science be installed at home, but conventional modem speeds make it infeasible to treat this workstation as just any other node on the network. Low bandwidth serial line protocols such as SLIP and PPP are inadequate for maintaining a sophisticated display or transferring large files for local tool manipulation. XI 1 based protoc.ols such as XRemote [5] and LBX [6] will maintain higher throughput via a serial line, but may still be too slow for interactive usage. To date, the SDE community has nearly ignored the possibility of off-site access, and the best that can be expected is a T T Y user interface simulating the capabilities of the standard (graphics-based) user interface accessible only to users communicating over a local area network.
T h e advent of mobile computing thus introduces a new challenge for SDEs, and an exciting opportunity.
Laptop or notebook computers provide essentially the same power as desktop workstations, but with low, perhaps varying bandwidth -and often operating in a completely disconnected state for arbitrary periods of time. T h e challenge is how to incorporate this emerging technology into multi-user environrnent>s that normally rely on (at least) a shared network file system. T h e opportunity is to completely rethink SDE architectures to consider the full spectrum of networking possibilities, multi-site as well as off-site, gigabit down tu zero bandwidth, during normal operation.
Laputa Overview
In the Laputa project, we are primarily investigating the problems of disconnected operation, when a software engineer removes a notebook computer from the network for a period in order to conduct work off-site. (In the related Oz project, we are studying geographically distributed operation over a high-speed netswork connecting multiple sites [SI.) We assume the user restores the connection eventually, to merge the (partially) completed work with the ongoing efforts of other personnel collaborating on the same large-scale project. We have chosen the PCE subclass of SDEs,
where we can exploit a predefined process to partially automate the selection of files to download prior to disconnection and to structure the off-line work as a well-understood fragment of the overall process. Laputa is being implemented by modifying the Marvel 3.1 environment, in which the process is defined by a set of condition/activity/effects rules [IO] . AI] inst,ance of Marvel represent,s it,s process internally by a rule nettwork, whose links indicate possible forward a n d backward chains bet8ween rules related by a c o t i i i i i u t~ predicat,e [9] . When a user request,s to exrcut4e a particular software engineering task, Marvel ernploys the network to enforce arid automate the subprocess involving the rule corresponding to that task.
If tjhe rule's condition --a complex logical clauseis not, already satisfied, backward c.haining attempts to execut,e other rules, one of whose effects might satisfy t,he original rule's condition. It,s ac.t,ivit,y, usually invocattion of a n external tool, cannot be initiated until the cotitlitlion is t,rue. A f k r an actjivit,y c.ornpletes, one of t,lie rule's effects --ea.ch a sequence of predicatesis assrrt,rd, a.nd forward chaining t,riggers any other rules whose contlitioits have now been met,. There are multiple disjoint, e f k t s to reflect the multiple possible r.c.sirlt,s of H t,ool ir~vocat~ion (i.e., various succ failure cases).
Each part,ic.ipant in a proc.ess interfaces to the syst,em through a separate client, which supplies the user inkrface and forks individual tools. The clients are coordinated by a server that incorporates the process engine and the shared file repository [4] . T h e standard client,/server protocol is for the client to display the repository in graphical format, the user selects from t,he t,ask menu and clicks on t,he desired arguments, antl tlhen the client. transrriits t,his inforrriation to the server for a n y needed bac.kward c,haining. To execute a i l activity, t,he server submits the tool invocation informatlion back t,o t,he client, and goes on to accept t,he next, message from its input queue. After terminat,ing t.he tjool execution, the c.lient returns the results to the server, which eventually carries out any consequent forward chaining.
In the Lapiita extension of Marvel, we are developing an expanded clienl that takes over the behavior of the server during the t,ime when the computer executing that, client is disconnected frorn the network. This clirnt, niaintains a Ioc.al, single-riser process engine and file manager t,liat# duplica.te portions of the rule net4-work and repositlory from t,he inain server. These are populat,ed in ant~cipat~ion of explicit disronnection, antl any changed files will he reint,egrat,ed during later r.rc.oiinection.
Pre-Fetching
Disconnected operat,ion is a.c.hieved through intelligent, file pre-fetching. In order for pre-fetc,hing to he effective in Lapiita, we have formulated a list of rrquirement,s t,hat, t,he syst,em must, adhere t,o:
1. He able to pre-fet,c,h a working subset of files such that, the user may continue developrnent locally.
.
The fact that, files have been copied to a disconnect,ed Lapiita client, should not, hinder t8he work of othcr users.
:j. Inconsist,encies het,ween local copies of files and those in the central repository must be trackable.
I) isc o 11 riec t ed opera t, io n supported through file 1) refet,ching is not a new area of research, however previous systems [7, 14, 161 were unable to draw upon the detailed application semantics inherently available frorn PCEs such as Marvel. We see three possible approaches to the choice of files to pre-fetch, the last of which is a novel contribution of this research:
Manual A user supplies an explicit list of files to be pre-fetched.
Heuristic:
The system maintains statistics about each user's past efforts, and assumes the same files are needed for future work.
Process-based:
A user supplies an explicit list of tasks to be carried out while disconnected, and the systern analyzes the process definition to determine the files required for those tasks, their prerequisites and their consequences.
All three methods of selection will be implemented in Lapiita, although manual and heurzstzc selection have major limitations.
An entirely manual approach puts the full burden of file selection on the user. If a critical item is discovered to be missing after a portable computer has broken its network connection, the local development effort may come to a halt. While we assume a user will be able to identify at a high level what type of work is desired to be accomplished during a planned period of dis-connectivity, a user may not always correctly identify all support files. An example would be a software engineer who pre-fetched some "C" source files t o edit, but neglected to pre-fetch all of the header files required to recompile the sonrce files. In a large project, it would be easy for some needed files to be forgotten, hence stalling development.
Pure heurzstzc selection assumes inertia on the part of the user. T h a t is to say, the system generally prepares for a user to continue doing essentially the same work while disconnected that was recently being performed while connected. There is a tradeoff here between biasing the heuristics towards pre-fetching too little versus too much. If the user does not plan t o repeat exactly the same task (which may have already been finished), the materials available may not be sufficient for the new work. Yet on a portable machine with limited disk space, we would like to prune out all unnecessary files frorn the local disk in order to preserve the precious commodity.
Process-basrd selection addresses the problems encountered with manual and heurzstzc selection. However, the process-based approach is not as simple as it sounds Practical industrial-scale processes are complex, with nurnerous opportunities for choice or iteration [ll] . T h e transitive closure of consequences emanating from a process step can be immense, and instantiating each enclosed task with the appropriate files could mark most of the repository for prefetching. Combining process knowledge with heuristics from previous access patterns is thus useful to prune the branching paths, producing the subset of files most likely to be needed. We always pre-fetch files required to fulfill any constraints for a given task before those required for the obligations following that task. T h e ordering is meant to assure that a user has all files required to perform a desired task, at the possible expense of tasks to be initiated after the original task had c,ompleted.
For example, in the Marvel context it seems appropriat,e t,o n~aint~ain statistics on which of the multiple effect,s of a rule has been selectfed most frequently, with respect, tjo tjhis specific user and/or the arguments desired for t8he originating t8ask, tto restrict the expec.ted forward chaining to a manageable level. When the system guesses incorrectly, t,he forwa.rd diaining rnust be delayed until rec,onnection. T h e degree to which tile select,ion is pruned can also be adjusted t o accomrnotla.te t,he varying size of a local disk, e.g., by not c,orriplet,irig even the most likely forward chaining path if the disk is too small and c,onsidering multiple paths if t,liere is more free space.
Concurrency Control
The ollvious approach to conciirrency control in t,his cont,ext, would be the '(checkout," model found in most, version cont,rol tools and some modern database systems (e.g., [13, 121) . Eac.11 pre-fetched file would be locked in s h a r e d or e x c l u s i v e mode, depending on whetjlrer it, is only to be read or possibly may be updated during the disc.onnect,ed process fragment. These locks woulcl be maintained persistently until lat,er reconnect,ion and "checkin".
Hut) a more flexible approach is desirable for some software engineering applic,ations [2] . Fortunately, in additlion tjo being parameterized by the desired process, Marvel includes a sophisticated approac,h to concurrency control whereby new lock modes, compatihilit,y among lock modes, and resolution of locking conflict,s can also be defined on a project-specific basis [4, 81. We exploit these facilities to support, the L a p u t a disconiuxt~ed client.
kead-only files can be loc,ked in a new d i r t y r e a d tilode and replicat,ed on the Laputa client,; unlike s h a r e d mode, d i r t y r e a d is defined to be compatilile wit2h t,he e x c l u s i v e mode so that other users can cont,inue t,o work on the file. An obvious exarnple of files t,hat could be locked in d i r t y read mode are "C" header tiles that the user does not intend to edit, but which are needed to compile a modified "C" source file. The use of the d i r t y read lock would allow other users t,o make moditic.ations, and the disconnected user would continue to use t,he out,dated version of the file 11 11 t, i 1 rein t,egr a t io 11 o c.cw r ed .
Writ,e-able files can be locked in one of two modes, c r e a t i v e e x c l u s i v e or g e n e r a t e d e x c l u s i v e . The L a p u t a extension of Marvel allows a process archit8ec6 ( t , h T person c h r g e d with writ>ing the process definition) to describe a t,ask as either c r e a t i v e or g e n e r a t e d . A c r e a t i v e t a s k is o n e t h a t involves a i l int,era,c,tive tool tJhatt produces a valuable product, such as an editor or a drawing program. These tasks are differentiated from g e n e r a t e d tasks whose outp u t c.an easily be reproduc.ed without direct user inpiit,. g e n e r a t e d t a s k s will typically read in one or more input files, process tjhe input, and 11roduc.e one or rriorc outjput, files wit,hout modifying the inputs. Examples of g e n e r a t e d tjasks are assembling, compiling, and linking because the tjools used in these tasks can CX = Creative Exclusive GX = Generated Exclusive DR = Dirty Read S =Shared Figure 1 : Laputa lock matrix easily b e invoked t o re-create their output. When a file is pre-fetched in a write-able mode, if the task that requires the file is c r e a t i v e ] then the file is locked in the c r e a t i v e e x c l u s i v e mode. Otherwise the file is locked in g e n e r a t e d e x c l u s i v e mode.
The two e x c l u s i v e modes are useful during reintegration. Files locked in c r e a t i v e e x c l u s i v e mode are always "dominant", i.e., they will always be, considered the most recent copy of a file and so can always safely replace older versions in the shared file repository upon reintegration. Because g e n e r a t e d tasks invoke tools that, read input files locked in d i r t y r e a d mode, some caution must be exercised when reintegrating these files, to assure that all g e n e r a t e d files are consistent with their respective input files as found in the repository. T h e lock matrix shown in figure 1 summarizes the compatibility between the various lock modes relevant for pre-fetched files.
Reintegration -
A network connection can be re-established by the disconnected user at any time desired, a t which point reintegration begins. Reintegration first detects any changes between the shared file repository and the local copies locked in d i r t y r e a d or g e n e r a t e d e x c l u s i v e mode. If no differences are found, the files locked in both c r e a t i v e e x c l u s i v e and g e n e r a t e d e x c l u s i v e modes can be presumed valid -and are copied into the repository, overwriting the previous versions.
But if sorne shared files had indeed changed, then the reintegration occurs in four stages:
1.
2.
All files locked in c r e a t i v e e x c l u s i v e mode are copied into the shared repository, replacing previous versions.
All files locked in g e n e r a t e d e x c l u s i v e mode that are dependent upon files locked in d i r t y r e a d mode, which in turn are different from the versions stored in the shared repository, are deleted. We say that a dependency exists between 3 . All files locked in generated exclusive mode, which are dependent upon files locked in generated exclusive rnode but which were delet>ed in strep 2, are deleted. This step iterates t,hrough tjhe complete hansitive closure.
4. All remaining files locked in generated exclusive mode are presumecl t,o be valid and are copied into the shared repository.
Once all of the files updated in the Lapiita client have been copied into the main repository, all files which were locked in generated exclusive mode and deleted in steps 2 and 3 are regenerated by the process. This step is possible because only files generated by tools (without direct user intervention) have been d e l e t d . The process engine is thus capa.ble of triggering the appropriate tasks to regenerate all of the missing files, finishing reintegration.
Example
The exa.rnple in t,his section, alt,hough necessarily abbrevia.tetl, is intjended t,o be t,ypical of Lapiita usage. We start, by present,ing a piece of a sample softwa.re tlrveloprrient, process. The process clefinitmion is written in a language similar to the one supported by Marvel, but, tjhe syrit>ax here is intended to be more reaclal)le. We have also added a few features specifically for Laputa, as rioted below.
The compile rule in figure 2 operates on "CY source files, called cfiles. T h e c.ondition on firing the rule is that the file has riot already been compiled, and t,liat, the file is "referenced". Referencing in this cont>ext, refers to analyzing a cfile to determine the set of header files that it, will include upon compilation. There are two possible effects of this rule, c,orresponding t,o eit,lier suc.cess or failure by the c,orripiler.
The edit rule in figure 3 is used to edit "C:" source files. The condition on firing this rule specifies that t,he file niust, be "reserved" and tthat the person who is trying to edit, t,he file muat he the same person who reserved t,he file. The binding sec.tiori of tjhe rule finds all executable files derived from the cfile. Aside from the obvious effects such as changing the file's timestamp, all executable files that were bound to the exef iles variable are marked as NotBuilt. It is important to note that this rule's action (activity) is creative as opposed to the other rules shown, which are generated. The reserve rule in figure 4 is used to reserve a file from a version control system such as RCS [17] . (Note that the use of such a tool is orthogonal to the concurrency c.ontrol system and lock c.ompatibility matrix supported by the Marvel kernel, and its use in checking files in and out of a Laputa client. In particular, an entire RCS delt#a file could potentially be copied by Laputa during pre-fetching and reintegration, just like the input and output arguments of any other tool.) T h e condition to firing this rule is that the file being reserved is currently "available", and the effects change the reservation status and holder attributes of the file. The reference rule in figure 5 finds all header files that a given cfile includes. T h e list of header files is then stored in the headcrs attribute for use by the compiler. r u l e REFERENCE: c f i l e r u l e TEST: e x e f i l e c o n d i t i o n s : cf i l e . r e f e r e n c e -s t a t u s = 'Unref erenced' ; a c t i o n : g e n e r a t e d : headers = find-dependencies c f i l e ; e f f e c t s :
c f i l e . h e a d e r s = h e a d e r s ; c f i l e . r e f e r e n c e -s t a t u s = " R e f e r e n c e d " ; figure 6 first checks to make sure t.liat, a.n execut,able file does not a.lready exist, to avoid redundant work, and that all of the object code needed tjo build the executable is available. T h e t e s t rule in figure 7 simply verifies that, an executable files exists, and t,hen runs it through a t,est sequence.
A software engineer following a process like the one described above may wish to disconnect from t,he net,work. This user would give L a p u t a a list of r 11 I es i 11s t, an t i a t ed w i tr h t, heir arg urn en t s ~ in di c.a t ing the planned task, arid then tthe sqstern would determine t.hr other rules that might need to be fired to satisfy the c.onditions as well as the ot,lier rules that might be t,riggered by the effect,s.
To satisfy the e d i t rule, the file rnust be reserved by t,he current, user. If this condition is not already met, tjhe systjern atjtjeinpts to find other rules whose execution may satisfy the initial rule. An inspection of the rule network indicates that the r e s e r v e rule is able to satisfy the reservation constraint, of the e d i t rule. Laputa has two options: it may fire the rule now, or it may pre-fetkh all of t,he files that are needed t80 fire the rule after the client has been disconnected. L a p i i t a c o n d i t i o n s : e x e f i l e . b u i l d -s t a t u s = " B u i l t " ; a c t i o n : g e n e r a t e d : t e s t e x e f i l e ; Figure 7 : Test Rule checks the type of action that is taken with the task, and if the action is g e n e r a t e d , then it is performed prior to disconnection. Long duration tasks such as editing are typically c r e a t i v e , forcing the system to pre-fetch additional files to support the activity during disconnected operation. In this case, the r e s e r v e action is g e n e r a t e d so L a p i i t a reserves the file while there is still a connection to the central repository, reducing the number of overall files that need to be pre-fetched.
With the e d i t rule's condition satisfied, the system moves on to determines the activity type of the e d i t action. We see from figure 3 that, the e d i t rule is a c r e a t i v e task, so L a p u t a pre-fetches the "C" source files onto the portable machine's local disk.
Once a user has finished e d i t i n g a file, the effects of the e d i t rule are asserted, satisfying the conditions of the r e f e r e n c e rule, which in turn forward chains to the compile rule. T h e possible forward chains are simulated before disconnecting from the shared repository, so L a p u t a can pre-fetch all files that are needed for these two tasks (the "C:" source and its header files). T h e "C" file has already been pre-fetched for the e d i t rule, and is locked in c r e a t i v e e x c l u s i v e mode, but the header files are only used as inputs to g e n e r a t e d tools, so tjhey are locked in d i r t y r e a d mode. T h e system continues to explore its rule network and proceeds to pre-fetch those files that are needed for firing the b u i l d rule and the t e s t rule.
0nc.e file pre-fetching has concluded, the user disconnects the portable workstation from the network and is free to continue development. T h e user can edit "C" code, compile the files, build new executables, and test the code changes. All of the object code and executables produc,ed during the disconnected period are locked in g e n e r a t e d e x c l u s i v e mode, and the source files are locked in c r e a t i v e e x c l u s i v e mode.
When the user is ready to reintegrate, a network connection is reestablished. First, all of the modified "C" files that were loc,ked in c r e a t i v e e x c l u s i v e mode are copied from the Lapiita client into the main repository. Then, all of the d i r t y r e a d files are conipared against the copies in the repository to chec,k for differences. If none are found, then the objeck code and the executables locked in g e n e r a t e d e x c l u s i v e mode on the disconnected client are also copied into the main repository. If there are discxepancies between the repository and the files locked in d i r t y r e a d mode, then all files which have dependencies upon the inconsistent files are deleted. Then the pro-cess is charged wit,h regenerat#ing all of the deleted files, i I i tj li e ceii t, r al re 11 osi ttory cor II 1' 1 e tt ing t, he reintegration .
S t a t u s
'The Laputa irrip1e~iet"tation is currently in progress. The initial platform for tthe notebook computer will be a SparcHook 2 with 500MB disk, running SunOS 4.1.2. Marvel 3.1 itself consists of about 150,000 lines of C:, lex antl yacc, and runs on Sparcstatjions, DECStations and IRM RS6OOOs. It was released in March 1993, and has been licensed to over fifteen i tis t, i t, 11 t, i oris to date.
Contributions
A related approac.11 was taken i n the Sun Network Soft,ware Environinent. [l] . A user would select a softWij.rP coiriponent. to check out, and all of its constituent tiles were "acquired". T h e user was then able to work iiitlrperitIent,ly on the files in the c.orriponent. Other users were free t,o "acquire" the same software c,omponent, increasing parallelism. On request or at "reconciliation" time, the system detected any changes in the file repository from the user's workspace, and copied the new versions of the checked out files. A diff-like t,ool assist,ed t,he user in merging the updated files with their newer versions.
Numerous ot8her SDEs ernploy some form of checkout, model for concurrency control, but we know of iione besides Laputa t,hat8 either exploits the software process to assist i n selecting files to be checked out, or t, h a. t, 1' er 11 i i t8s disconnected o 1 , er at ion .
