The performance of the two-step multiboson (TSMB) algorithm is investigated in comparison with the hybrid Monte Carlo (HMC) method for compact lattice QED with standard Wilson fermions both in the Coulomb and confinement phases. The restriction to QED allows for extensive measurements of autocorrelation times. Preliminary results show that the TSMB algorithm is at least competitive with standard HMC.
Compact lattice 4D QED with N f = 2 dynamical Wilson fermions has been numerically studied [1] by means of the HMC algorithm [2] . However, the use of this algorithm within the confinement phase in the chiral limit κ → κ c (β) as well as in the strong coupling phase with κ > κ c (the so-called 'Aoki phase') becomes cumbersome [3] because of large average condition numbers
Here λ max and λ min , respectively, are the largest and smallest average eigenvalues of the even-odd preconditioned Wilson fermion matrix M † M. Another open principal problem for the HMC method is the simulation of an odd number of fermion flavours. Hence, an alternative to the HMC method is desired. The same arguments hold also for lattice QCD and related models.
An alternative is provided by the hermitian two-step multiboson (TSMB) algorithm invented recently by one of the present authors (I.M.) [4] . It consists of the following basic ingredients. First, a polynomial approximation of the inverse fermion determinant [5] is introduced. Second, in order to reduce the computational costs [6] [7] [8] [9] a noisy correction accept-reject step is employed. At the end one performs an auxiliary reweighting step for correcting the measured observables.
The TSMB algorithm has been successfully applied to a supersymmetric model [4] . Here we * Talk presented by N.V. Zverev at LATTICE 2001, Berlin.
would like to investigate the efficiency of this algorithm in comparison with the standard HMC one. For this aim compact lattice QED with Wilson fermions provides a valuable test ground, because its fermionic properties -in particular in the confinement phase close to the chiral limitresemble very much those of lattice QCD with Wilson fermions [3] . In this paper we consider always the case N f = 2.
First of all, we want to establish a strategy for appropriately choosing the technical parameters for both the HMC and the TSMB algorithms. In order to achieve a reasonable acceptance rate for HMC we adjust the number of time steps N τ and the time step size ∆τ in the Hamilton dynamics according to the rule [10] 
where ζ is defined in (1), and V = N 3 s × N 4 denotes the lattice volume. The stopping criteria for the conjugate gradient (CG) invertor in the Hamilton dynamics δ HD and for the accept-reject step δ acc are fixed in accordance with [11] 
As a consequence the average number of CG iterations can be estimated to
The TSMB algorithm uses polynomials within the least squares integral approximation of the function x −N f /2 over the interval [ǫ, λ] (see [4, 12] ). The first (crude) polynomial of order n 1 is used in the first multiboson step. The second (correcting) polynomial of order n 2 is required for the noisy correction step. The third polynomial of order n 3 approximates the inverse square root of the second polynomial. And the fourth (finest) polynomial of the order n 4 is necessary for the reweighting step. These parameters are chosen according to a prescription in [13] :
For n 1 we have taken into account the empirical observation [12] that the dependence on the condition number becomes effectively weaker for the least squares first polynomial compared with polynomials in the Chebyshev approximation resulting in a replacement ζ → √ ζ. Now let us come to the theoretical cost analysis. We define the performance of an algorithm by
where N oper is the total number of operations per update. τ int denotes the integrated autocorrelation time for a given observable. The numbers of operations in the HMC and in the TSMB (n 2 ≫ n 1 ) algorithms are given as follows
For simplicity instead of the value N oper we used the CPU time required for one sweep t CPU . The integrated autocorrelation times for the HMC and the TSMB methods can be estimated according to arguments given in [10] and [6, 8, 9] τ HMC int
Here the effective dependence on the condition number ζ (1) for the least squares first polynomial has been taken into account, too. Thus, the expected theoretical gain G of the TSMB algorithm over the HMC method is evaluated according to (2) , (4), (5), (8-10) as follows Table 2 TSMB parameters for Coulomb (a) and confinement (b) phases.
Now we turn to the numerical investigation of the performance of HMC and TSMB algorithms both in the Coulomb and confinement phases. The lattice size is 6 3 × 12 and time-antiperiodic boundary conditions for fermions are employed. In the Coulomb phase we have chosen the point (β, κ) = (2.0, 0.130), whereas in the confinement phase (β, κ) = (0.0, 0.238) quite close to the chiral limit. For the HMC method the number of time steps N τ and the time step size ∆τ selected according to the prescription (2) are presented in Table 1 . The stopping criteria for the CG method according to (3) provide an average number of CG inversion steps (in the Hamiltonian dynamics) N (CG) as shown in the same Table. In case of the TSMB algorithm the polynomial parameters are chosen according to the recipe (5-7) and presented in Table 2 . The knowledge of these parameters requires information about the smallest λ min and largest λ max average eigenvalues of the even-odd preconditioned fermion matrix M † M, tunable to the dynamical fermion case from the quenched one (see Table 3 ).
The performance of the dynamical fermion algorithms was studied with respect to the average values of the following gauge invariant observables O: the mean gauge plaquette energy quenched dynamical λ min λ max λ min λ max (a) .065(1) 1.60 (1) .13 (1) 1.63(1) (b) .0010(1) 6.78 (1) .0005(1) 6.59(1) Table 3 Minimal λ min and maximal λ max average eigenvalue of the even-odd preconditioned Wilson fermion matrix M † M for both Coulomb (a) and confinement (b) phases in quenched and dynamical cases, the latter determined from HMC. Table 4 Performance of HMC and TSMB algorithms in the Coulomb and confinement phases.
E G = 1 − Re U p the scalar condensate ψψ and the pion norm Π = (ψγ 5 ψ) 2 . We measured the corresponding integrated autocorrelation times τ int and also the gain G (11) of the TSMB over the HMC method.
The main result of our investigation is presented in Table 4 . The statistics in our case (O(10 4 ) measurements) was sufficient to evaluate the integrated autocorrelation time. The reweighting procedure in the TSMB case has not changed significantly the results obtained using only the main two steps. We may conclude that the performance of the two algorithms is comparable for the chosen parameters. Further optimization of TSMB is possible by increasing the number of local gauge updates from one (in our case) to a larger number proportional to τ TSMB int in (10) . Moreover, the polynomial degrees n 1 and n 2 could be taken smaller leaving more space for error correction by reweighting. This shows that for an even number of fermion flavours the TSMB algorithm is at least competitive with HMC.
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