An extended stochastic gradient algorithm is developed to estimate the parameters of Hammerstein-Wiener ARMAX models. The basic idea is to replace the unmeasurable noise terms in the information vector of the pseudo-linear regression identification model with the corresponding noise estimates which are computed by the obtained parameter estimates. The obtained parameter estimates of the identification model include the product terms of the parameters of the original systems. Two methods of separating the parameter estimates of the original parameters from the product terms are discussed: the average method and the singular value decomposition method. To improve the identification accuracy, an extended stochastic gradient algorithm with a forgetting factor is presented. The simulation results indicate that the parameter estimation errors become small by introducing the forgetting factor.
is required. Ding, Shi and Chen proposed a simple average method of separating parameters for Hammerstein models [2, 4] . Another separating parameter method is the singular value decomposition one presented by Bai [15] . This paper presents an extended stochastic gradient algorithm to estimate the parameters of the H-W ARMAX models and uses these two decomposition methods to separate the system parameter estimates.
The paper is organized as follows. Section 2 describes the system formulation related to the H-W models with colored noises, and develops an extended stochastic gradient algorithm. Section 3 introduces two separating parameter methods. Simulation studies are performed in Section 4. Section 5 gives the conclusions.
System descriptions and basic algorithms
Bai studied the identification problems of the H-W systems with white noises [15] and Ding and Chen presented several identification algorithms for Hammerstein nonlinear ARMAX model [2] [3] [4] [5] . This paper considers the following H-W ARMAX systems with colored noises [1] , f k v(t − k) + v(t), (1) where u(t) and y(t) are the system input and output, respectively; v(t) is a white noise with zero mean; g l ( * ) and h s ( * ) are nonlinear functions with known bases [15] . Assume that for t ≤ 0, u(t) = 0, y(t) = 0 and v(t) = 0, and the orders p, q, n, m and n f are known.
Define 
Then all the parameters of the system in (1) can be written as a vector form,
The objective of this paper is to present an identification algorithm to estimate the parameters a i , d l , b j , c s and f k of the system in (1) with n f ≥ 1 from given input-output data {u(t), y(t)} and to evaluate the accuracy of the parameter estimates by simulations on computers. This differs from Bai's work in the following aspects:
• This paper focuses on identification of the H-W ARMAX systems with colored noises instead of white noises in [15] .
• Comparing with the Bai approach, we also provide an average method for decomposing parameter estimates.
• An extended stochastic gradient algorithm with a forgetting factor is used to estimate the parameters of the H-W ARMAX models, instead of the recursive least squares algorithm in [15] .
Notice that in the characterization of the H-W model shown in (1), the pairs (a, d) or (b, c) are actually not unique. Any pair (αa, d/α) or (βb, c/β) for some nonzero and finite constants α and β would produce identical input and output measurements. In other words, any identification scheme cannot distinguish between (a, d) and (αa, d/α), or (b, c) and (βb, c/β). Therefore, to get a unique parameterization, without loss of generality, one of the elements of (a, d) and (b, c) has to be fixed. There are several ways to normalize the elements [15, 16] . We adopt the following: Assumption 1. The first elements of the vectors d, and c equal 1, i.e., d 1 = 1 and c 1 = 1 [16] .
Define the parameter vector ϑ and information vector ϕ(t) as
Then (1) is written as
Eq. (2) ] the norm of the matrix X . Since v(t) is a white noise, forming a quadratic cost function,
, and minimizing J(ϑ) leads to the following stochastic gradient algorithms of estimating ϑ [17] ,
However, the algorithm in (3) and (4) is impossible to realize because the information vector ϕ(t) on the right-hand side contains unknown noise terms v(t − k). The solution here is to replace the unknown variables v(t − k) with their corresponding estimatesv(t − k) [2] , and further definê
From (2), we have
Replacing ϕ(t) and ϑ in the above equation withφ(t) andθ(t), the estimated residual (or the estimate of v(t)) can be computed bŷ
Replacing ϕ(t) in (3) and (4) withφ(t), we can obtain the extended stochastic gradient identification algorithm of estimating ϑ in (3) (the H-W ESG algorithm for short):
To initialize this ESG algorithm,θ(0) is generally taken to be some small real vector, e.g.,θ = 10 −6 1 n 0 , with 1 n 0 being an n 0 -dimensional column vector whose elements are 1.
The ESG algorithm has low computational effort, but its convergence is relatively slow. In order to improve the tracking performance of the ESG algorithm, we introduce a forgetting factor λ in the ESG algorithm to get the ESG algorithm with a forgetting factor [4] , which is referred to as the EFG algorithm,
When λ = 1, the EFG algorithm reduces to the ESG algorithm for H-W ARMAX systems.
Separating parameters
To obtain the parameter estimateθ(t) of θ from the parameter vectorθ(t) which includes the estimates of the products of the elements of the parameter vectorθ(t), after getting the estimates of the parameter vectorθ(t) by the above ESG or EFG algorithm, what remains is to separate the parameters of the original systems from the parameter vector ϑ. The following gives two methods of separating the parameters of the system.
The average method (AVE method)
Under Assumption 1 with
T of a, b and f can be read from the first p entries, pq + 1 to pq + n entries and last n f entries ofθ(t), respectively. Letθ r (t) be the rth element ofθ(t), referring to the definition of ϑ, then the estimatesd li (t) of d l can be computed by [2, 4] 
From here, we can see that there is a large amount of redundancy in the establishment of each coefficientd l (t) in the nonlinear part since for each d l we have p estimatesd li (t) for i = 1, 2, . . . , p. Since we do not need such p estimatesd li (t), one way is to take their average as the estimate of d l [2, 4] ,
Similarly, the estimate of c s can be obtained bŷ
This is the average method (AVE).
The singular value decomposition method (SVD method)
The singular value decomposition method [15, 18] is applied to decompose the parameter vectorθ(t) of the H-W system, referring to (2) . To simplify the matrix expression, we omit (t) and denote d i a j (t) by d i a j , and rearrange the first pq + mn entries ofθ(t) into
Noting that d 1 = 1 and c 1 = 1, their singular value decompositions can be written as
where λ i (i = min(q, p)) and σ i (i = min(m, n)) are the singular values of da and cb , respectively; µ i (i = 1, 2, . . . , q),
, and ζ i (i = 1, 2, . . . , n), are q, p, m, and n-dimensional orthogonal column vectors, respectively. Let s µ denote the sign of the first nonzero element of µ 1 , and s δ denote the sign of the first nonzero element of δ 1 , then applying the approach in [15] , the estimates of d, a, c and b can be computed bŷ
Example
Example 1. Consider a system with 6 parameters: The input {u(t)} is taken as an uncorrelated persistent excitation signal sequence with zero mean and unit variance σ 2 u = 1.00 2 , and {v(t)} as a white noise sequence with zero mean and variance σ 2 = 0.10 2 . Applying the EFG algorithm with λ = 1.00, 0.99, 0.95 and 0.90 to estimate the parameters of the systems, the parameter estimatesθ(t) andθ(t) and their errors with the AVE method are shown in Tables 1 and 2 , respectively, and the estimation errors δ ϑ := θ (t)−ϑ / ϑ versus t and δ θ := θ (t) − θ / θ versus t are shown in Figs. 1 and 2 , respectively.
Example 2. Consider a system with 8 parameters: with the data length increasing. This shows that the proposed algorithm is effective. Table 2 The estimatesθ(t) and errors of Example 1 (AVE method) Table 4 The estimatesθ and errors based on the SVD and AVE methods (λ = 0.99) −0.10000 Table 5 The estimatesθ and errors based on the SVD and AVE methods (λ = 
Conclusions
This paper adopts the extended stochastic gradient algorithm (with a forgetting factor) to identify the H-W models with colored noises. The obtained parameter estimates of the identification model include the products of the original system parameters. Two methods of separating the parameter estimates into the original parameters are discussed: the average method and the singular value decomposition method. The simulation examples indicate that the parameter estimation errors become small as the data length increases, and introducing the forgetting factor brings a faster initial convergence speed.
