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Re´sume´
Nous pre´sentons trois re´sultats en combinatoire additive, un domaine re´cent
a` la croise´e de la combinatoire, l’analyse harmonique et la the´orie analytique des
nombres. Le the`me unificateur de notre the`se est la de´tection de structures additives
dans les ensembles arithme´tiques a` faible densite´, avec un inte´reˆt particulier pour
les aspects quantitatifs. Notre premie`re contribution est une estimation de densite´
ame´liore´e pour le proble`me, initie´ entre autres par Bourgain, de trouver une longue
progression arithme´tique dans un ensemble somme triple. Notre deuxie`me re´sultat
consiste en une ge´ne´ralisation des bornes de Sanders pour le the´ore`me de Roth, du
cas d’un ensemble dense dans les entiers a` celui d’un ensemble a` faible croissance
additive dans un groupe abe´lien arbitraire. Finalement, nous e´tendons les meilleures
bornes quantitatives connues pour le the´ore`me de Roth dans les premiers, a` tous
les syste`mes d’e´quations line´aires invariants par translation et de complexite´ un.
Mots-cle´s : combinatoire additive, progressions arithme´tiques, ensembles sommes,
the´ore`me de Freiman-Ruzsa, the´ore`me de Roth, the´ore`me de Green-Tao, e´quations
line´aires dans les nombres premiers.
iv
Summary
We present three results in additive combinatorics, a recent field at the interface
of combinatorics, harmonic analysis and analytic number theory. The unifying theme
in our thesis is the detection of additive structure in arithmetic sets of low density,
with an emphasis on quantitative aspects. Our first contribution is an improved
density estimate for the problem, initiated by Bourgain and others, of finding a
long arithmetic progression in a triple sumset. Our second result is a generalization
of Sanders’ bounds for Roth’s theorem from the dense setting, to the setting of
small doubling in an arbitrary abelian group. Finally, we extend the best known
quantitative results for Roth’s theorem in the primes, to all translation-invariant
systems of equations of complexity one.
Keywords : additive combinatorics, arithmetic progressions in sumsets, Freiman-
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Chapitre I. Introduction
1. Survol des re´sultats
Le the´ore`me de Roth [69] est conside´re´ de nos jours comme un re´sultat pionnier
de la combinatoire additive, et son e´nonce´ est tre`s simple : tout sous-ensemble
des entiers de densite´ asymptotique strictement positive contient une progression
arithme´tique a` trois termes non triviale. Cela re´pondait a` une version faible d’une
conjecture faite par Erdo¨s et Turan [16] en 1936, qui pre´dit que tout ensemble






contient une progression arithme´tique a` k termes, pour tout k > 3. Pour quantifier
ce type de re´sultats, nous conside´rons dore´navant un sous-ensemble A de [N ],
ou` N est un entier qui tend vers l’infini, et nous appelons α = |A|/N la densite´
de A. La me´thode de Roth [69] permet en re´alite´ de de´tecter des progressions
arithme´tiques dans A pour une densite´ descendant jusqu’a` C(log logN)−1, et les
travaux subse´quents de Heath-Brown [48] et Szemere´di [96] ont montre´ que le
re´sultat reste valable pour une densite´ (logN)−c, ou` c > 0 est une petite constante.
De nouvelles me´thodes importantes ont e´te´ introduites par Bourgain [5] dans sa
preuve que tout exposant c < 1/2 est admissible, et des progre`s successifs ont
ensuite e´te´ accomplis par Bourgain [6] et Sanders [82], jusqu’a` la re´cente perce´e de
ce dernier.
Chapitre I 2
The´ore`me (Sanders [81]). Soit A un sous-ensemble de [N ] de densite´ au moins
C(logN)−1(log logN)5.
Alors A contient une progression arithme´tique a` trois termes non triviale.
Par sommation partielle, on peut ve´rifier que les ensembles A ⊂ N satisfai-
sant (1.1) ont une densite´ au moins e´gale a` (logN)−1(log logN)−1−ε dans les
N premiers entiers, et donc le re´sultat ci-dessus re´ussit presque a` e´tablir la
conjecture d’Erdo¨s-Turan (pour k = 3) ; il semble toutefois que de nouvelles
ide´es sont ne´cessaires pour de´passer la  barrie`re logarithmique . Le re´sultat
de Sanders a e´te´ e´tendu par la suite par Bloom [2], qui a montre´ que toute
e´quation invariante par translation en s > 3 variables, comme par exemple
x1 + · · ·+ xs−1 = (s− 1)xs, est re´soluble non trivalement dans un sous-ensemble de
[N ] de densite´1 α & (logN)−(s−2).
Un proble`me voisin est de de´tecter certaines structures additives dans l’ensemble
somme
A+ A = {a+ a′ : (a, a′) ∈ A2}.
Un re´sultat e´tonnant de Bourgain [4] dans cette veine dit que lorsqueA a pour densite´
α & (logN)−1/2, l’ensemble somme2 A+ A contient une progression arithme´tique






L’exposant 1/3 a par la suite e´te´ ame´liore´ a` 1/2 par Green [29], et le domaine de
densite´ admissible a` α & (logN)−1 par Croot, Laba and Sisask [9] : remarquons la
similarite´ avec le domaine de densite´ pour le the´ore`me de Roth. D’un autre coˆte´,
1 Nous e´crivons X & Y pour une condition de la forme X > CY (log Y )C avec une constante
C > 0 non spe´cifie´e.
2 Les re´sultats que nous citons s’appliquent aussi aux ensembles sommes asymme´triques de la
forme A+B, mais nous nous restreignons au cas symme´trique pour simplifier l’exposition.
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le travail de Sanders [78] qui ame´liore des re´sultats pre´ce´dents [18,29] permet de
trouver des progressions arithme´tiques de longueur N cα1+o(1) dans l’ensemble somme
triple A + A + A, quoique uniquement dans le domaine α & (logN)−1/2. Notre
premier re´sultat abaisse cette densite´ a` (logN)−2, ce qui est a` nouveau comparable
avec les bornes connues pour le the´ore`me de Roth.
The´ore`me 1. Soit A un sous-ensemble de [N ] de densite´ α. Alors A+ A+ A





pourvu que α > C(logN)−2(log logN)14.
Un autre re´sultat fondamental de combinatoire additive est le the´ore`me de
Freiman-Ruzsa [17,77], qui de´crit la structure approximative des ensembles d’entiers
a` faible croissance additive. Ce the´ore`me dit que, si A est un ensemble fini d’entiers
tel que |A + A| 6 K|A| pour un parame`tre K > 1, alors A est contenu dans une
progression arithme´tique ge´ne´ralise´e (PAG) Q = {n1u1 + · · ·+ ndud : 0 6 ni 6 Ni}
(ou` ui ∈ Z et Ni > 1) telle que |Q| 6 C(K)|A| et d 6 C(K), ou` C(K) est une
constante de´pendant de K. Cet e´nonce´ a e´te´ par la suite ge´ne´ralise´ a` un groupe
abe´lien arbitraire par Green and Ruzsa [32], qui ont adapte´ le´ge`rement la structure
recherche´e. On ne peut obtenir une meilleure de´pendence que C(K) = eO(K)
dans le the´ore`me de Freiman-Ruzsa, ce qui a motive´ la conjecture de Freiman-
Ruzsa polynomiale [63, 84], laquelle pre´dit qu’un ensemble d’entiers A tel que
|A+A| 6 K|A| posse`de une intersection de taille au moins |A|/f(K) avec une PAG
de taille au plus f(K)|A| et de dimension au plus log f(K), ou` f(K) = KO(1). Les
re´sultats de ce type ont de nombreuses applications [38,63,84,90], et par conse´quent
ame´liorer la borne f(K) est un proble`me ouvert majeur en combinatoire additive.
Les premie`res bornes efficaces vers la conjecture de Freiman-Ruzsa polynomiale
ont e´te´ obtenues par Chang [7], et des progre`s majeurs ont e´te´ accomplis plus
re´cemment par Schoen [88] et Sanders [83,84], culminant avec la preuve par ce
dernier que f(K) = exp[(logK)3+o(1)] est admissible.
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Dans notre second travail, nous ne faisons pas de progre`s sur ce proble`me impor-
tant, mais nous posons a` la place une question voisine : peut-on trouver une structure
additive exacte, en l’occurence une progression arithme´tique a` trois termes, au lieu
d’une structure additive approximative, dans un ensemble a` faible doublement ?
Dans le cadre ge´ne´ral d’un groupe abe´lien, on peut re´pondre qualitativement a` cette
question a` l’aide des techniques de mode´lisation de Green et Ruzsa [32], mais sur le
plan quantitatif le proble`me est plus de´licat. Sanders [80] a examine´ la question
pose´e, et a montre´ que tout sous-ensemble fini A d’un groupe abe´lien de doublement
au plus (log |A|)1/3−o(1) contient une progression arithme´tique non triviale. Nous
ame´liorons aussi ce re´sultat, et nous obtenons des bornes de la qualite´ de celles
connues pour le the´ore`me de Roth.




(log log |A|)7 .
Alors A contient une progression arithme´tique a` trois termes dont les termes ne
sont pas tous e´gaux.
La motivation d’origine derrie`re la conjecture d’Erdo¨s-Turan e´tait que sa re´so-
lution viendrait a` bout d’un proble`me ouvert a` l’e´poque : le fait que les premiers
contiennent des progressions arithme´tiques arbitrairement longues. Il est bien connu
que ce proble`me a e´te´ re´solu par Green and Tao [36] en 2004, et leur preuve montre
de plus que le re´sultat vaut pour tout sous-ensemble des nombres premiers de
densite´ relative strictement positive. La conjecture originale de Erdo¨s-Turan reste
cependant ouverte, et Green et Tao ont pu traiter le cas spe´cifique des nombres
premiers en de´veloppant un principe de transfert, qui re´duit le proble`me a` trouver
des progressions arithme´tiques arbitrairement longues dans tout sous-ensemble
dense des entiers, auquel cas il s’agit pre´cise´ment du the´ore`me de Szemere´di [95].
Le the´ore`me de Green-Tao s’e´tend de fait a` tout syste`me de forme line´aires
entie`res ψ = (ψ1, . . . , ψt) constitue´ de formes line´airement inde´pendantes deux a`
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deux, et qui plus est invariant par translation3 : on peut de´duire de ce the´ore`me
que pour tout sous-ensemble des nombres premiers de densite´ relative strictement
positive, on peut toujours trouver une configuration ψ(x) ∈ At non triviale, i.e. a`
coordonne´es distinctes. Dans le contexte de trouver des asymptotiques pour les
occurences de configurations line´aires dans les nombres premiers, Green and Tao [39]
ont de´fini la notion de complexite´ pour un syste`me de formes line´aires, et la classe
des syste`mes de complexite´ 1 peut eˆtre de´crite comme le domaine d’applicabilite´ des
me´thodes d’analyse harmonique classique, alors que les cas de complexite´ supe´rieure
requie`rent des techniques distinctes appartenant a` la the´orie de l’uniformite´ d’ordre
supe´rieur [99], pour laquelle il existe moins de re´sultats quantitatifs.
La classe de complexite´ 1 inclut les progressions arithme´tiques a` trois termes,
mais pas les plus longues, et a e´te´ re´cemment conside´re´e dans le cadre des entiers
par Shao [91], qui a ge´ne´ralise´ les bornes logarithmiques de Bourgain [5] pour le
the´ore`me de Roth a` un syste`me  mode`le  de formes line´aires de complexite´ 1.
D’un autre coˆte´, dans le cas des nombres premiers, les re´sultats quantitatifs obtenus
jusqu’a` pre´sent ont surtout concerne´ l’analogue du the´ore`me de Roth : en ame´liorant
le re´sultat de Green [30], Helfgott et de Roton [50] ont montre´ que tout sous-
ensemble des nombres premiers jusqu’a` N de densite´ & (log logN)−1/3 contient une
progression arithme´tique a` trois termes. Nous e´tendons cette borne a` toutes les
configurations line´aires invariantes par translation et de complexite´ un.
The´ore`me 3. Soient d, t > 1 et ψ : Zd → Zt un syste`me de formes line´aires
invariant par translation et de complexite´ un. Soit aussi A un sous-ensemble des
premiers jusqu’a` N de densite´ au moins e´gale a`
C(log logN)−1/24t.
Il existe alors x ∈ Zd tel que ψ(x) ∈ At posse`de des coordonne´es distinctes.
3 On dit que ψ : Zd → Zt est invariant par translation lorsque pour tous (u1, . . . , ut) ∈ Im(ψ) et
h ∈ Z, on a (u1 + h, . . . , ut + h) ∈ Im(ψ).
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2. Organisation de la the`se
Nous de´crivons maintenant la structure de cette the`se. Nos publications ou
pre´publications sont contenues inte´gralement dans les Chapitres III–V, et cela
nous invite a` recommander un ordre de lecture peu conventionnel. En effet, nous
sugge´rons au lecteur de commencer par consulter l’introduction de chacun des
Chapitres III–V, ou` l’on trouve une revue de litte´rature comple`te pour les proble`mes
aborde´s dans cette the`se. Remarquons que le The´oreme 1 correspond au Chapitre III,
le The´ore`me 2 au Chapitre IV, le The´oreme 3 au Chapitre V.
La prochaine e´tape recommande´e est de parcourir le Chapitre II d’exposition.
La premie`re moitie´ de ce chapitre concerne des notions pre´liminaires sous-jacentes
a` tous nos re´sultats. Nous ne donnons pas de preuves formelles, et nous nous
concentrons plutoˆt sur le contexte dans lequel les techniques que nous utilisons ont
e´te´ de´veloppe´es, et sur leur signification. Dans la seconde moitie´ du Chapitre II,
nous faisons des commentaires informels sur les re´sultats de cette the`se. Pour e´viter
une re´pe´tition avec les Chapitres III–V, nous nous bornons a` esquisser la preuve de
chacun de nos re´sultats, et a` donner quelques informations supple´mentaires sur les
me´thodes globales utilise´es. Nous espe´rons que la lecture du Chapitre II peut aider
a` comprendre les principales ide´es pre´sentes dans nos travaux, sans avoir a` plonger
dans les de´tails techniques de nos preuves.
Chapitre II. Pre´liminaires et re´sume´s des travaux
1. Bases : Notation
Nous rappelons un certain nombre de notations qui sont d’usage courant en
combinatoire additive, mais peut-eˆtre moins en dehors de ce domaine. Nous ajoutons
aussi quelques notations originales, qui ne diffe`rent gue`re de la norme.
Lorsque X est un ensemble fini et f : X → C est une fonction, nous utilisons tour
a` tour la notation EXf ou Ex∈Xf(x) pour de´signer la moyenne |X|−1∑x∈X f(x).
Nous e´crivons aussi ZN pour le groupe cyclique Z/NZ lorsque N > 1, bien que dans
d’autres contextes cette notation soit re´serve´e pour les N -adiques. Nous posons
[N ] = {1, . . . , N} pour N > 1 et [x, y]Z = [x, y] ∩ Z pour x, y ∈ R. Nous abre´geons
parfois  progression arithme´tique a` k termes  par  k-PA .
Lorsque P est une proprie´te´, nous de´signons par 1(P) le boole´en qui vaut 1
lorsque P est vraie, et 0 sinon. Lorsque Px est une proprie´te´ de´pendant d’une
variable x a` valeurs dans un ensemble fini X, nous e´crivons Px∈X(Px) = Ex∈X1(Px).
Lorsque T est une quantite´ positive, nous utilisons la notation de Landau O(T )
(respectivement Ω(T )) pour de´signer une quelconque quantite´ infe´rieure a` CT pour
une constante C > 0 (respectivement une quantite´ supe´rieure1 a` cT pour une
constante c > 0). Nous utilisons aussi la notation de Vinogradov : U  V indique
que U = O(V ), et U  V indique que l’on a simultane´ment U  V et V  U .
1 La notation Ω prend en ge´ne´ral un sens le´ge`rement diffe´rent en the´orie analytique des nombres.
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2. Bases : Combinatoire additive
Dans cette section, nous pre´sentons brie`vement le domaine de la combinatoire
additive, avec un penchant assume´ pour les aspects d’analyse harmonique du sujet.
Un but secondaire est de mettre en place la notation utilise´e a` travers ce chapitre.
Notre pre´sentation est inde´niablement influence´e par les deux principaux ouvrages
d’introduction a` ce domaine [27,100].
Quantite´s de combinatoire additive. Nous commenc¸ons notre exposition
par l’un des points de de´part de la combinatoire additive, qui est de re´e´crire des
expressions combinatoires sous une forme analytique, qui peut eˆtre ensuite exploite´e
a` l’aide de la transforme´e de Fourier. Pour cela, nous rappelons tout d’abord
quelques notions rudimentaires d’analyse re´elle [72]. Sauf mention du contraire,
nous travaillons exclusivement avec un groupe abe´lien fini G, et ce pour le reste
de ce chapitre ; nous supposons de plus que G n’a pas de 2-torsion par souci de
simplicite´.
Pour p > 1, nous de´finissons la norme Lp d’une function f : G→ C par
‖f‖Lp = (Ex∈G|f(x)|p)1/p,
et nous e´crivons ‖f‖∞ = supx∈G |f(x)|. Puisque ‖f‖Lp → ‖f‖∞ lorsque p→∞, les
normes Lp servent souvent a` approcher les normes L∞, qui peuvent eˆtre difficiles a`
estimer en pratique. Le produit scalaire de deux fonctions f, g : G→ C est de´fini
par
〈f, g〉 = Ex∈Gf(x)g(x).
L’objet d’e´tude principal en combinatoire additive est un sous-ensemble fini de
G, et nous souhaitons de´crire celui-ci d’un point de vue fonctionnel. E´tant donne´
un sous-ensemble A de G, on de´finit donc la fonction indicatrice 1A en un point x
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de G par
1A(x) = 1(x ∈ A).
Remarquons que la densite´ de A s’obtient comme |A|/|G| = Ex∈G1A(x). Nous





de telle sorte que EµA = 1. On peut voir µA comme la densite´ de probabilite´ de la
mesure de comptage sur A, que l’on e´crit aussi µA : en effet l’on a µA(E) = 〈1E, µA〉
pour tout ensemble E ⊂ G.
De´finition 2.1 (Convolution). La convolution de deux fonctions f, g : G→ C
est de´finie par
f ∗ g(x) = |G|−1 ∑
u+v=x
f(u)g(v).
Cette ope´ration est d’un inte´reˆt imme´diat pour l’e´tude de structures additives,
comme nous l’expliquons a` pre´sent. Fixons trois sous-ensembles A,B,C de G pour
les besoins de cette exposition. L’une des quantite´s les plus fondamentales en the´orie
des nombres additive est le nombre de repre´sentations d’un e´le´ment x ∈ G comme
une somme a+ b, ou` (a, b) ∈ A× B. Apre`s renormalisation, on obtient que cette
quantite´ s’e´crit
|G|−1#{(a, b) ∈ A×B : x = a+ b} = 1A ∗ 1B(x).
Par conse´quent, pour de´tecter la pre´sence d’un ensemble structure´ P dans un
ensemble somme A+B, il suffit de ve´rifier que P est contenu dans le support de
1A ∗ 1B. Une autre configuration additive d’inte´reˆt est la progression arithme´tique a`
trois termes, de´finie ici comme un triplet (x, x + d, x + 2d) ou` x, d ∈ G. Puisque
nous avons suppose´ que G ne posse`de pas de 2-torsion, une progression (a, b, c) est
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caracte´rise´e par l’e´quation a+ c = 2b, et le nombre normalise´ de tels triplets dans
A×B × C est donne´ par
|G|−2#{(a, b, c) ∈ A×B × C : a+ c = 2b} = 〈1A ∗ 1C , 12·B〉,(2.1)
ou` 2 · B = {2x, x ∈ B}. Cette simple expression se re´ve`le tre`s utile dans l’e´tude
moderne du the´ore`me de Roth. Une dernie`re quantite´ combinatoire importante est
l’e´nergie additive de l’ensemble A, de´finie par
E(A) = #{(a1, a2, a3, a4) ∈ A4 : a1 + a2 = a3 + a4}.
En sommant sur n = a1 + a2 = a3 + a4, on voit que l’e´nergie normalise´e de A est
e´gale a`
|G|−3E(A) = 〈1A ∗ 1A, 1A ∗ 1A〉.(2.2)
Analyse harmonique discre`te. Nous faisons a` pre´sent un bref survol de
l’analyse de Fourier sur un groupe abe´lien fini, un outil qui se re´ve`le d’une valeur
capitale dans l’e´tude de certaines structures line´aires. La transforme´e de Fourier
discre`te est bien expose´e dans [100, Section 4.1], et l’on peut en trouver une
discussion plus approfondie dans [27,45]. Pour tous x ∈ R et N > 1, nous e´crivons
e(x) = e2ipix et eN(x) = e(x/N). Nous posons aussi T = R/Z et U = {z ∈ C :
|z| = 1}, de telle sorte qu’on a un isomorphisme canonique T ∼−→ U donne´ par
θ 7→ e(θ).
Introduisons comme pre´ce´demment un groupe abe´lien fini G, que l’on conside`re
occasionnellement comme un Z-module. Par le the´ore`me de structure des groupes
abe´liens finis, on peut identifier G a` un produit de groupes cycliques ZN1×· · ·×ZNd .
Avec cette identification, on de´finit l’application · : G×G→ T par x ·y = ∑di=1 xiyiNi ,
et il est alors facile de ve´rifier que · est syme´trique, Z-biline´aire et non de´ge´ne´re´e2. A`
l’aide de ces proprie´te´s, il est aise´ de de´duire la proprie´te´ d’orthogonalite´ habituelle
2 C’est-a`-dire que pour tout x ∈ G, lorsque x · y = 0 pour tout y ∈ G, on a x = 0.
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des exponentielles, c’est-a`-dire l’identite´ Ex∈G e(x · y) = 1(y = 0). La transforme´e
de Fourier prend alors la forme suivante.
De´finition 2.2 (Transforme´e de Fourier). Soit f : G→ C. Nous de´finissons
f̂(r) = Ex∈Gf(x)e(−r · x) (r ∈ G).
Lorsque G = ZN , nous avons l’expression explicite f̂(r) = Ex∈ZNf(x)eN(−rx).
Deux concepts fondamentaux de l’analyse harmonique sont l’inversion de Fourier,
par laquelle on reconstitue la fonction d’origine a` partir de ses coefficients de Fourier,
et la formule de Parseval, une relation entre les produits scalaires sur l’espace
physique et ceux sur l’espace des phases.




f̂(r)e(r · x) (x ∈ G).
Proposition 2.4 (Formule de Parseval). Soient f, g : G→ C. On a
〈f, g〉 = ∑
r∈G
f̂(r)ĝ(r).
Remarquablement, la preuve des Propositions 2.3 et 2.4 est comple`tement
e´le´mentaire dans le cadre discret (puisqu’elle ne requiert que des e´changes de
sommation et la proprie´te´ d’orthogonalite´ des exponentielles), et ne pre´suppose
aucune condition de re´gularite´ sur les fonctions utilise´es. Cela constitue sans doute
un attrait particulier de la combinatoire additive, et contraste fortement avec le
cadre classique [57] ou` G = T. Une dernie`re formule cle´ de l’analyse de Fourier est
l’identite´ suivante, qui de´crit le fait que convoluer dans l’espace physique revient a`
multiplier dans l’espace des phases.
Proposition 2.5 (Identite´ de convolution). Soient f, g : G→ C. On a
f̂ ∗ g(r) = f̂(r)ĝ(r) (r ∈ G).
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Une fonctionnalite´ importante de la convolution est son effet lissant sur les fonc-
tions, qui est bien connue dans le cadre classique [57] : par exemple, la convolue´e de
deux fonctions de carre´ inte´grable sur T est toujours continue. Il n’existe pas d’ana-
logue de´finitif des notions de continuite´ ou de diffe´rentiabilite´ dans le cadre discret,
cependant on peut raisonnablement interpre´ter comme une forme de  lissitude  le
fait qu’une fonction f posse`de uniquement des petits coefficients de Fourier aux
fre´quences r 6= 0, par analogie avec le cas continu ou` une forte de´croissance de
la transforme´e de Fourier se traduit par une differentiabilite´ de grand ordre pour
la fonction d’origine. Dans le cas de fonctions avec des coefficients de Fourier de
module au plus 1, comme les fonctions indicatrices, la Proposition 2.5 montre alors
que la convolue´e de deux fonctions est plus lisse que celles d’origine.
Les Propositions 2.3–2.5 forment a` elles trois le cœur de l’analyse de Fourier.
Elles sont utilise´es a` re´pe´tition, et souvent implicitement, dans nos travaux des
Chapitres III a` V. Pour illustrer cette utilisation, nous obtenons ci-dessous des
expressions harmoniques pour les quantite´s combinatoires vues pre´ce´demment. Pour
commencer, le nombre normalise´ de repre´sentations d’un e´le´ment x ∈ G comme
une somme a+ b, ou` (a, b) ∈ A×B, prend la forme harmonique




par inversion de Fourier et par l’identite´ de convolution. De meˆme, par une applica-
tion de la formule de Parseval et de l’identite´ de convolution a` (2.1), nous pouvons
re´e´crire le nombre normalise´ de triplets en progression arithme´tique dans A×B×C
comme




Finalement, l’e´nergie additive normalise´e (2.2) devient





Nous re´interpre`terons cette identite´ plus tard dans la Section 4 comme de´crivant
l’e´galite´ de la norme de Gowers U2 d’un ensemble avec sa norme de Fourier `4.
3. Pre´liminaires : Analyse harmonique sur les ensembles de Bohr
Dans cette section nous introduisons les ensembles de Bohr, un outil technique
majeur de la combinatoire additive, et nous expliquons les techniques modernes qui
permettent de localiser l’analyse de Fourier a` ces ensembles.
Ensembles de Bohr. Les ensembles de Bohr ont e´te´ popularise´s par Ruzsa
dans sa ce´le`bre nouvelle preuve [77] du the´ore`me de Freiman [17], un re´sultat
pionnier de la combinatoire additive. Leur de´finition est donne´e ci-dessous, ou` la
notation ‖ · ‖ = d(·,Z) de´signe la pseudo-norme3 habituelle sur le tore T = R/Z.
De´finition 3.1 (Ensemble de Bohr). L’ensemble de Bohr ayant pour ensemble
de fre´quences Γ ⊂ G et pour rayon δ > 0 est
B(Γ, δ) = {x ∈ G : ‖r · x‖ 6 δ ∀r ∈ Γ}.
Nous de´finissons la dimension de B(Γ, δ) par d = |Γ|.
Nous e´crivons souvent de manie`re raccourcie B pour un ensemble de Bohr
B(R, δ), et nous omettons parfois d’introduire les parame`tres Γ, δ, d, qui sont alors
suppose´s eˆtre implicitement de´finis. Si l’on conside`re l’application (x, y) 7→ x · y
comme un substitut de produit scalaire sur G (qui n’est pas un espace vectoriel), on
peut voir un ensemble de Bohr comme un orthogonal approximatif de son ensemble
de fre´quences. Pour motiver cette de´finition, nous rappelons un concept important
qui prend ses racines dans la the´orie de dualite´ de Pontryagin [73].
De´finition 3.2 (Annihilation). Soient δ ∈ (0, 1] un parame`tre, X un sous-
ensemble de G et R ⊂ G un ensemble de fre´quences. On dit que R est η-annihile´
3 Par ce terme nous de´signons le fait que ‖ · ‖ est de´finie-positive et satisfait l’ine´galite´ triangulaire.
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par X lorsque
|1− e(r · x)| 6 η pour tous x ∈ X et r ∈ R.
Ainsi, en se rappelant l’ine´galite´ |1 − e(y)| 6 2pi‖y‖ valide pour tout y ∈ T,
on voit qu’un ensemble de Bohr B(R, δ) 2piδ-annihile toujours son ensemble de
fre´quences R. Cette dernie`re proprie´te´ est la plus importante en pratique, et pour
cette raison elle est parfois prise comme la de´finition de ces ensembles. On peut
se repre´senter visuellement un ensemble de Bohr comme un cube dans l’espace
Euclidien : en effet un ensemble de Bohr d-dimensionnel n’est rien d’autre que le
pullback de [−δ, δ]d par l’homomorphisme x 7→ (x·r)r∈Γ. Nous de´finissons maintenant
le ρ-dilate´ d’un ensemble de Bohr B = B(R, δ) par Bρ = B(R, ρδ), ce que l’on peut
comparer a` l’ope´ration de dilatation en ge´ome´trie Euclidienne. Une autre analogie
est fournie par le comportement des ensembles de Bohr par rapport a` l’addition : on
a toujours Bρ +Bρ′ ⊂ Bρ+ρ′ , comme pour la somme de Minkowski de cubes centre´s
dilate´s. Finalement, les estime´es standard [27] de croissance pour les ensembles de
Bohr confirment a` nouveau notre intuition ge´ome´trique.
Proposition 3.3 (Taille et croissance des ensembles de Bohr). Soit B un
ensemble de Bohr d-dimensionnel de rayon δ ∈ (0, 12 ]. Alors
|B| > δd|G| et |B2| 6 4d|B|.
Re´gularite´. Bien que les ensembles de Bohr aient l’avantage de se comporter
comme un objet ge´ome´trique suffisamment simple, ils souffrent d’un de´faut im-
portant : celui de n’eˆtre pas clos pour l’addition. Cela rend difficile, par exemple,
l’estimation du nombre de progressions arithme´tiques a` trois termes dans un en-
semble de Bohr. Pour contrer ce proble`me, Bourgain [5] a mis au point une preuve
du the´ore`me de Roth utilisant des ensembles de Bohr a` diffe´rentes e´chelles, et
a introduit la notion de re´gularite´ pour de´crire les ensembles de Bohr qui sont
pratiquement invariants par de petites dilations.
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De´finition 3.4 (Regularite´). On dit qu’un ensemble de Bohr d-dimensionnel
B est re´gulier lorsque
1− 26ρd 6 |B1±ρ||B| 6 1 + 2
6ρd (0 < ρ < 2−6/d).
Remarquons que lorsque B est un ensemble de Bohr d-dimensionnel et B′ est
un autre ensemble de Bohr contenu dans Bρ, ou` ρ 6 2−6/d, on a
|(B +B′)4B|  ρd|B|
(ou` 4 de´signe la diffe´rence symme´trique), et l’on recouvre donc une forme de closure
additive. Crucialement, un lemme de Bourgain [5] permet de travailler exclusivement
avec des ensembles de Bohr re´guliers en pratique.
Proposition 3.5 (Re´gularisation des ensembles de Bohr). Pour tout ensemble
de Bohr B, il existe une constante κ ∈ [12 , 1] telle que Bκ soit re´gulier.
Pour expliquer comment la re´gularite´ s’utilise en pratique, nous introduisons
une nouvelle notation. E´tant donne´ un parame`tre ε > 0 et des quantite´s X, Y ∈ C,
on e´crit X ≈ε Y pour indiquer que |X − Y |  ε. Nous fixons aussi un ensemble
de Bohr d-dimensionnel B et un dilate´ ρ 6 2−6/d. Nous calculons maintenant
une quantite´ qui apparaˆıt de manie`re re´currente dans les preuves du the´ore`me de
Roth : le nombre de progressions arithme´tiques a` trois termes dont les e´le´ments
appartiennent a` des ensembles de Bohr a` diffe´rentes e´chelles. La premie`re e´tape est
d’observer que pour tout t ∈ Bρ, on a
‖µB+t − µB‖L1 6 |(B+t)4B||B|  ρd.
Lorsque λ est une mesure a` support dans Bρ, on a donc, par l’ine´galite´ triangulaire,
‖µB ∗ λ− µB‖L1 = ‖Et∈Gλ(t)(µB+t − µB)‖L1  ρd
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Pour une telle mesure λ, et pour toute fonction f telle que ‖f‖∞ 6 1, on a donc,
par Ho¨lder,
〈f, µB ∗ λ〉 ≈ρd 〈f, µB〉.
Par suite, pour des ensembles A ⊂ B et A′ ⊂ Bρ/2 arbitraires, on a
〈1A ∗ µB, µ2·A′〉 = 〈1A, µB ∗ µ2·A′〉 ≈ρd 〈1A, µB〉 = |A|/|B|.(3.1)
Apre`s renormalisation, on en de´duit qu’il y a environ |A||A′| triplets en progression
arithme´tique dans A × A′ × B. Le terme le plus a` gauche de (3.1) est utile en
pratique car il re´ve`le l’ope´ration de convolution sous-jacente, et car il peut-eˆtre
directement transforme´, par la formule Parseval, en l’expression harmonique
〈1A ∗ µB, µ2·A′〉 = 〈1̂A · µ̂B, µ̂2·A′〉.
Analyse spectrale locale. Le prochain sujet que nous abordons est l’analyse
spectrale locale, une composante cle´ de deux de nos re´sultats re´sume´s dans les
Sections 6 et 7. Pour comprendre l’inte´reˆt de cette analyse, conside´rons une fonction
f : G → C, ainsi que sa se´rie de Fourier f(x) = ∑r f̂(r)e(r · x). En pratique, on
peut souvent se permettre de tronquer cette somme, ainsi que d’autres expressions
harmoniques plus complique´es, en ne´gligeant la contribution des petits coefficients
de Fourier. Il est alors critique d’analyser l’ensemble des fre´quences restantes, que
nous de´nommons comme suit.
De´finition 3.6 (Grand spectre). Soient η ∈ (0, 1] un parame`tre et f : G→ C
une fonction. Le η-spectre de f est
Specη(f) = {r ∈ G : |f̂(r)| > η‖f‖L1}.
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Essayons maintenant de borner la taille du grand spectre d’un sous-ensemble X
de G de densite´ τ . Par la borne de Tchebychev et la formule de Parseval, on obtient
| Specη(1X)| 6 (τη)−2
∑
r |1̂X(r)|2 6 (τη2)−1.(3.2)
Nous affirmons qu’il est en ge´ne´ral important d’obtenir un ensemble de Bohr qui
annihile le grand spectre, et cela parce qu’un tel ensemble peut eˆtre utilise´ dans
l’e´tude du the´ore`me de Roth ou des ensembles sommes, pour obtenir un incre´ment
de densite´ ou pour construire un ensemble de presque-pe´riodes comme explique´
dans les Sections 6 et 7. L’estime´e (3.2) montre que si l’on choisit le spectre de X
tout entier comme ensemble de fre´quences, on peut l’annihiler par un ensemble
de Bohr de dimension au plus (τη2)−1. Cependant, lorsque B est un ensemble de
Bohr de dimension d et de rayon δ, on peut avoir τ ≈ δd et cette estime´e est alors
tre`s faible. Une approche plus efficace a e´te´ conc¸ue par Bourgain [5], qui a en fait
prouve´ un re´sultat structurel plus ge´ne´ral, et la preuve du corollaire d’annihilation
a e´te´ simplifie´e par la suite par Green et Konyagin [31].
Proposition 3.7 (Annihilation du spectre d’un ensemble de Bohr). Soient
ε, η ∈ (0, 1] des parame`tres, et B un ensemble de Bohr d-dimensionnel re´gulier.
Alors Specη(1B) est ε-annihile´ par Bρ, a` condition que ρ 6 2−7εη/d.
D’un autre coˆte´, dans le contexte du the´ore`me de Freiman-Ruzsa, il est souvent
ne´cessaire d’annihiler efficacement le grand spectre d’un ensemble dense arbitraire.
La ce´le`bre borne de Chang [7] re´sout ce proble`me, et elle a trouve´ rapidement une
se´rie d’applications aux proble`mes de trouver des progressions arithme´tiques dans
les ensembles sommes [9,29] et des solutions d’e´quations line´aires non invariantes
dans des ensembles denses [87,89], ainsi que dans des travaux subse´quents sur le
the´ore`me de Freiman-Ruzsa [88].
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Proposition 3.8 (Borne de Chang). Soient ε, η ∈ (0, 1] des parame`tres. Soit
X un sous-ensemble de G de densite´ τ . Le spectre Specη(1X) est ε-annihile´ par un
ensemble de Bohr de dimension d η−2 log τ−1 et de rayon ε/d.
La preuve de Chang est base´e sur un inge´nieux argument de dualite´, qui repose
lui-meˆme crucialement sur une ine´galite´ classique de Rudin [71]. Remarquons tout
de meˆme que la borne de Chang est assez inefficace compare´e a` celle de Bourgain
lorsque X est un ensemble de Bohr d-dimensionnel de densite´ b ≈ δd, puisque dans
ce cas la dimension de l’annihilateur obtenu est approximativement η−2d log δ−1,
ce qui est bien supe´rieur a` la dimension d’origine d. Sanders [78, 82] a par la
suite de´veloppe´ un analogue local efficace de la borne de Chang, qui est devenu
progressivement le nouveau standard dans les e´tudes du the´ore`me de Roth [81,90],
de la the´orie de Freiman-Ruzsa [83], et des progressions arithme´tiques dans les
ensembles sommes [51,54].
Proposition 3.9 (Annihilation du spectre local). Soient ε, η ∈ (0, 1] des
parame`tres. Soit B un ensemble de Bohr re´gulier de dimension d et de rayon δ et X
un sous-ensemble de B de densite´ τ . Alors Specη(1X) est ε-annihile´ par un ensemble
de Bohr B′ de dimension d′ 6 d+m et de rayon δ′ > cεδ/d2m, ou` m η−2 log τ−1.
4. Pre´liminaires : Analyse harmonique d’ordre supe´rieur
Dans cette section, nous rappelons quelques concepts de bases de la the´orie de
l’uniformite´ d’ordre supe´rieure, dont l’un des principaux objectifs est de mesurer
jusqu’a` quel point les sous-ensembles d’un groupe se comportent de manie`re pseudo-
ale´atoire, i.e. contiennent asymptotiquement le meˆme nombre de configurations
line´aires qu’un ensemble ale´atoire de la meˆme taille. Nous abordons aussi quelques
aspects plus avance´s de cette the´orie qui concernent spe´cifiquement l’ensemble des
nombres premiers.
Normes de Gowers. La nouvelle preuve analytique du the´ore`me de Sze-
mere´di [95] par Gowers [20] a introduit une classe de normes importante, qui
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permet de mesurer en un certain sens les caracte´ristiques pseudo-ale´atoires d’une
fonction ; nous serons bientoˆt plus pre´cis. A` travers cette section, nous e´crivons C
pour l’ope´rateur de conjugaison sur C, et |ε| = ∑i εi pour un vecteur ε ∈ {0, 1}d ;
nous abre´geons aussi Ex∈G par Ex.
De´finition 4.1 (Norme de Gowers). Soit f : G→ C une fonction. Pour d > 1,




C|ε|f(x+ ε1u1 + · · ·+ εdud).(4.1)
La premie`re de ces normes est d’une importance the´orique moindre, mais il est
d’usage de la de´finir pour initialiser certains arguments inductifs ; elle vaut
‖f‖2U1 = Ex,uf(x)f(x+ u) = |Ef |2.
Remarquablement, la seconde de ces normes a une expression harmonique tre`s
simple :
‖f‖4U2 = Ex,u,vf(x)f(x+ u)f(x+ v)f(x+ u+ v) = 〈f ∗ f, f ∗ f〉 =
∑ |f̂ |4
Malheureusement, pour d > 3, l’expression de Fourier de la norme Ud est beaucoup
moins utile.
L’expression ‖f‖2dUd est une moyenne sur des paralle´le´pipe`des discrets, et par
conse´quent elle satisfait plusieurs identite´s combinatoires remarquables. Pour de´crire
celles-ci, il est pratique d’introduire une nouvelle de´finition : la de´rive´e multiplicative
d’une fonction f par rapport a` un e´le´ment u ∈ G est la fonction
∆uf(x) = f(x+ u)f(x) (x ∈ G).
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Remarquons que l’e´levation au carre´ d’une moyenne a l’effet de de´river multiplicati-
vement la fonction conside´re´e :
|Exf(x)|2 = Ex,yf(x)f(y) = Eu,yf(y + u)f(y) = EuEy(∆uf)(y).(4.2)
Dans le contexte du proble`me de Waring [104], cette technique tre`s simple est
connue sous le nom de de´rivation de Weyl. Par induction, on peut aussi prouver la




Puisque ‖f‖2U1 = |Ef |2, il s’ensuit par induction que le terme de droite de (4.1) est
toujours positif. Par conse´quent, la norme de Gowers ‖f‖Ud est bien de´finie comme
l’unique racine 1/2d-e`me positive de cette expression. Montrer qu’il s’agit d’une
vraie norme requiert plus de travail, et n’est en fait pas ne´cessaire pour la plupart
des applications.
Ensembles pseudo-ale´atoires. L’utilite´ des normes de Gowers dans l’e´tude
du the´ore`me de Szemere´di provient du fait qu’elles controˆlent, en un certain sens,
les moyennes sur les progressions arithme´tiques a` un nombre fixe´ de termes : il
s’agit la` d’une observation cle´ de Gowers [20].
Proposition 4.2 (Controˆle des k-PAs). Soient k > 2 et des fonctions f1, . . . , fk :
G→ [−1, 1]. Alors, pour tout 1 6 j 6 k,
|Ex,uf1(x) · · · fk(x+ (k − 1)u)| 6 ‖fj‖Uk−1 .
La preuve de cette proposition consiste en une se´rie d’applications de l’ine´galite´
de Cauchy-Schwarz, ou` chaque application e´limine une fonction et de´rive multiplica-
tivement les autres, jusqu’a` ce qu’il ne reste plus que la norme de Gowers de l’une
d’entre elles. Essayons maintenant de comprendre comment cette proposition est ap-
plique´e en pratique pour estimer le nombre de progressions arithme´tiques a` k termes
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dans un sous-ensemble A of G, sous l’hypothe`se d’uniformite´ ‖1A − α‖Uk−1 = o(1),
lorsque |G| → ∞. Il est naturel d’introduire l’ope´rateur multiline´aire
T (f1, . . . , fk) = Ex,df1(x) · · · fk(x+ (k − 1)d),
de telle sorte que le nombre de progressions arithme´tiques a` k termes dans A s’e´crit
T (1A, . . . , 1A) · |G|2. En e´crivant fA = 1A − α pour la fonction balance´e de A, et en
de´veloppant 1A = α + fA par multiline´arite´, on obtient
T (1A, . . . , 1A) = αk +
∑
T (∗, . . . , fA, . . . , ∗),
ou` la somme est sur 2k − 1 termes et les e´toiles de´signent des fonctions e´gales a`
α ou fA. En appliquant la Proposition 4.2 a` chaque terme de cette somme, nous
pouvons en de´duire l’e´nonce´ suivant, ou` les termes o(1) doivent eˆtre interpre´te´s
quand |G| → ∞.
Proposition 4.3 (Gowers-uniformite´ ⇒ comportement pseudo-ale´atoire). Soit
A un sous-ensemble de G de densite´ α, et soit fA = 1A − α. Si ‖fA‖Uk−1 = o(1),
alors A contient (1 + o(1)) · αk|G|2 arithmetic progressions a` k termes.
Remarquons que le nombre de progressions arithme´tiques a` k termes dans un
sous-ensemble ale´atoire A de G de densite´ α est asymptotiquement e´gal a` αk|G|2,
puisque les e´ve`nements x + id ∈ A ou` 0 6 i < k sont alors approximativement
inde´pendents et ont pour probabilite´ α. Par conse´quent, les ensembles qui sont
uniformes au sens de Gowers (c’est-a`-dire, les ensembles A tels que ‖fA‖Uk−1 est
petit) se comportent de manie`re pseudo-ale´atoire en termes du nombre d’occurences
de k-PAs.
Complexite´. Il s’ave`re que la Proposition 4.2 sur les moyennes sur les progres-
sions arithme´tiques de longueur donne´e peut s’e´tendre a` une classe bien plus large
de configurations line´aires. Pour e´noncer ces re´sultats, nous clarifions tout d’abord
le vocabulaire que nous utilisons. Une forme line´aire entie`re est une application
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ϕ : Zd → Z de la forme ϕ(x1, . . . , xd) = a1x1 + · · ·+adxd, ou` a1, . . . , ad ∈ Z, qui peut
eˆtre vue comme une forme line´aire sur Qd pour tous les besoins d’alge`bre line´aire.
Un syste`me de formes line´aires ψ est un uplet (ψ1, . . . , ψt), ou` ψi : Zd → Z sont des
formes line´aires ; nous supposerons toujours implicitement que les formes ψj sont
distinctes. La notion de complexite´ de Cauchy-Schwarz (abre´ge´e par CS-complexite´
dans la suite) introduite par Green et Tao [39] est alors la suivante.
De´finition 4.4 (CS-Complexite´). Soit ψ = (ψ1, . . . , ψt) : Zd → Zt un syste`me
de formes line´aires. La CS-complexite´ de ψ est le plus petit entier s > 0 tel que,
pour tout i ∈ [t], l’ensemble {ψj, j 6= i} peut eˆtre partitionne´ en au plus s+ 1 classes
disjointes, de fac¸on a` ce que ψi n’appartienne pas au sous-espace vectoriel engendre´
par l’une quelconque des classes. Lorsqu’un tel entier n’existe pas, on dit que le
syste`me a une complexite´ infinie.
On peut ve´rifier que le syste`me ψ(x, d) = (x, x+d, . . . , x+(k−1)d) parame´trisant
les progressions arithme´tiques a` k termes a une CS-complexite´ e´gale a` k − 2.
La de´finition de CS-complexite´ n’est pas simple a` manipuler, et pour controˆler
les moyennes sur des configurations line´aires d’une CS-complexite´ donne´e, il est
pre´fe´rable de mettre celles-ci sous une forme plus pratique, que l’on appelle la forme
s-normale. Cela est explique´ convenablement dans la Section V.4, et nous nous
contentons ici de dire qu’on peut toujours, en pratique, remplacer le syste`me de
formes d’origine par un syste`me en forme normale. En de´veloppant la preuve de la
Proposition 4.2, il est alors possible d’obtenir un controˆle des moyennes sur toute
configuration line´aire de complexite´ finie a` l’aide des normes de Gowers, comme le
montre la proposition ci-dessous. Arrive´ a` ce point, nous spe´cialisons les e´nonce´s a`
G = ZM avec M un nombre premier ; en pratique M est choisi assez grand pour
que la forme line´aire d’origine sur Z se re´duise a` une forme sur ZM avec les meˆmes
proprie´te´s de normalite´.
Chapitre II 23
Proposition 4.5 (von Neumann ge´ne´ralise´, cas borne´). Soient s > 0 et ψ :
ZdM → ZtM un syste`me de formes line´aires sous forme s-normale. Soient f1, . . . , ft :
ZdM → [−1, 1] des fonctions. Alors, pour tout 1 6 j 6 t,
|En∈ZdMf1(ψ1(n)) · · · ft(ψt(n))| 6 ‖fj‖Us+1 .
Cette proposition est un cas particulier d’un re´sultat de Green et Tao (comme
explique´ dans [23]), et l’on peut en de´duire facilement une estime´e du nombre
d’occurences d’une quelconque configuration line´aire de complexite´ finie dans un
sous-ensemble A de ZM suffisamment Gowers-uniforme, par le meˆme argument
que celui menant a` la Proposition 4.3. Puisque nous avons ‖f‖U2 = ‖f̂‖`4 , les
syste`mes de CS-complexite´ 1 peuvent eˆtre analyse´s par des me´thodes d’analyse
harmonique classique, et cela constitue essentiellement le domaine d’applicabilite´
de ces me´thodes. Une question profonde, pose´e par Gowers et Wolf [23], est de
trouver la plus petite valeur de s pour laquelle la norme de Gowers U s+1 controˆle les
moyennes de la forme En∈ZdMf1(ψ1(n)) · · · ft(ψt(n)), pour des fonctions fi arbitraires
borne´es par 1 ; cette valeur est appele´e la vraie complexite´ du syste`me (ψ1, . . . , ψt).
Pour notre travail du Chapitre V, qui traite principalement du cas des nombres
premiers, nous n’avons pas besoin des re´sultats de la litte´rature florissante sur la
vraie complexite´ [23–26,37,46,47], mais nous soulignons qu’il s’agit la` d’un sujet
central de l’analyse harmonique d’ordre supe´rieur.
Moyennes line´aires sur les nombres premiers. Par contraste avec la situa-
tion pre´ce´dente, pour de´tecter des configurations line´aires dans les nombres premiers,
nous sommes force´s de travailler avec des fonctions non borne´es, cousines de la
fonction de von Mangoldt Λ(n) = (log n)1(n = pν). Pour recouvrer un the´ore`me
de type von Neumann pour de telles fonctions, Green et Tao [36,39] ont d’abord
construit un crible enveloppant. Il s’agit d’un poids ν : ZM → R+ majorant en
chaque point les fonctions indicatrices des nombres premiers implique´es, et qui se
comporte de manie`re pseudo-ale´atoire au sens ou`, pour chaque syste`me de formes
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line´aires θ : ZdM → ZtM de complexite´ finie,
En∈ZdMν(θ1(n)) · · · ν(θt(n)) = 1 + o(1)
lorsque N → ∞, et ou` la vitesse de de´croissance de´pend de θ. (Il y a aussi une
autre condition pour les syste`mes θ contenant des formes line´aires identiques, que
nous ne pre´cisons pas.) La construction exacte de ν n’est pas importante pour
notre discussion, et nous nous bornons a` dire qu’elle est base´e sur le meˆme principe
que le crible de Selberg. Green et Tao ont alors pu montrer que la Proposition 4.5
peut en effet eˆtre e´tendue aux fonctions qui sont simplement borne´es par un poids
pseudo-ale´atoire, a` l’aide d’un argument impliquant de nombreuses applications de
Cauchy-Schwarz, et inspire´ par des techniques de re´gularite´ sur les hypergraphes [21].
Proposition 4.6 (von Neumann ge´ne´ralise´, cas pseudo-ale´atoire). Soient s > 0
et ψ : ZdM → ZtM un syste`me de formes line´aires en forme s-normale. Soit ν :
ZM → R+ un poids pseudo-ale´atoire, et f1, . . . , ft : ZdM → R des fonctions telles
que |fi| 6 ν pour tout i ∈ [t]. Alors, pour tout 1 6 j 6 t, on a, lorsque M →∞,
|En∈ZdMf1(ψ1(n)) · · · ft(ψt(n))| 6 ‖fj‖Us+1 + o(1).
Combine´ avec un e´nonce´ sur la de´composition de fonctions indicatrices des
nombres premiers en une partie Gowers-uniforme et une partie se comportant
comme un ensemble dense [22, Theorem 4.8] (et des conside´rations de re´duction),
ainsi qu’avec le the´ore`me de Szemere´di, cette proposition est assez forte pour e´tablir
la pre´sence de n’importe quelle configuration line´aire invariante par translation
dans les premiers, et permet donc de reprouver le the´ore`me de Green-Tao [36].
Il est bien plus difficile d’obtenir des asymptotiques pour ces configurations, ou
plus ge´ne´ralement pour toutes les configurations affines de complexite´ finie, et cet
objectif a finalement e´te´ atteint par Green, Tao et Ziegler [39–42] dans une se´rie de
papiers re´volutionnaires de´passant 300 pages en volume. Pour notre travail re´sume´
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a` la Section 8, nous n’empruntons a` nouveau que la Proposition 4.6 a` cette vaste
collection de travaux.
5. Pre´liminaires : Analyse harmonique sur les nombres premiers
Dans cette section, nous rappelons quelques re´sultats classiques de the´orie des
nombres multiplicative, puis nous nous inte´ressons a` des estime´es plus re´centes sur
les sommes exponentielles lacunaires de nombres premiers.
Notions de base. Nous commenc¸ons par rappeler les de´finitions standard du
domaine [103]. On dit qu’une fonction f : N→ C est multiplicative lorsque f(1) = 1
et f(nm) = f(n)f(m) de`s que (n,m) = 1. Un des inte´reˆts de ces fonctions est que,
par le the´ore`me fondamental de l’arithme´tique, elles sont de´termine´es par leur valeur
aux puissances de nombres premiers : f(∏i pνii ) = ∏i f(pνi). Nous pouvons donc










a` condition que, mettons, ∑p∑ν |f(pν)| < ∞. L’extension de cette proprie´te´ a`
des fonctions multiplicatives de plusieurs variables est bien connue, et puisque de
telles fonctions apparaissent dans notre travail, nous prenons le temps de de´crire les
formules correspondantes. Une fonction F : Nk → C est dite multiplicative lorsque
F (1, . . . , 1) = 1 et
F (n1m1, . . . , nkmk) = F (n1, . . . , nk)F (m1, . . . ,mk)
de`s que (n1 . . . nk,m1 . . .mk) = 1. Pour une telle fonction, on a
∑
n1,...,nk>1





F (pν1 , . . . , pνk)
de`s lors que le membre de gauche ou de droite est absolument convergent.
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Rappelons aussi quelques re´sultats classiques sur la re´partition des nombres
premiers. Nous e´crivons P pour l’ensemble de tous les nombres premiers, et pi(x) =
|P ∩ [1, x]| pour la fonction de comptage des nombres premiers de Tchebychev. D’un
point de vue combinatoire, la premie`re chose a` de´terminer concernant l’ensemble P
est sa densite´ dans un intervalle assez grand. La re´ponse a` ce proble`me est fournie
par le the´ore`me des nombres premiers, prouve´ inde´pendamment par Hadamard
et de la Valle´e-Poussin en 1896, et qui affirme que pi(x) ∼ xlog x lorsque x → ∞.
L’estime´e pi(x)  xlog x e´tait quand a` elle de´ja` connue depuis 1851 graˆce a` Chebychev.
Curieusement, cette estime´e plus faible est la seule information sur la re´partition
des nombres premiers utilise´e dans la preuve du ce´le`bre the´ore`me de Green et
Tao [36] sur l’existence de progressions arithme´tiques arbitrairement longues dans
les nombres premiers.
The´orie du crible. Nous nous inte´ressons maintenant a` un important domaine
de la the´orie analytique des nombres, celui de la the´orie du crible. Le principe de
toutes les me´thodes de crible est de partir d’une suite arithme´tique avec quelques
proprie´te´s de bonne re´partition dans les classes de re´sidus, et d’en exclure tous
les e´le´ments satisfaisant un certain ensemble de conditions de divisibilite´. On peut
visualiser ce processus dans le cas du crible d’Eratosthe`ne, ou` l’on conside`re les
entiers de 1 a` N , et l’on barre les entiers divisibles par 2, 3, 5, et ainsi de suite
jusqu’a` arriver au point ou` il ne reste plus que les nombres premiers dans (
√
N,N ]
(ce n’est pas un crible tre`s efficace en pratique [43]).
Pour donner les e´nonce´s pre´cis, nous devons tout d’abord rappeler le cadre
formel d’un argument de crible [14]. Par une suite (finie) d’entiers, nous de´signons
ici un uplet A = (a1, . . . , an) ∈ Zn ou` l’ordre est sans importance, et l’on e´crit
#A = n pour le nombre d’e´le´ments dans la suite. E´tant donne´ un entier d > 1,
nous e´crivons aussi Ad = (a ∈ A : d|a). Dans une situation de crible ge´ne´rique, on
conside`re une suite A d’entiers, un ensemble P de nombres premiers par lesquels
cribler, et un seuil de criblage z > 1. Le nombre d’e´le´ments non crible´s de la suite
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est alors
S(A,P, z) = #(a ∈ A : p|a, p ∈ P⇒ p > z).
On suppose de plus que, pour tout entier d sans facteurs carre´s et a` facteurs




ou` X > 1, ω : N → R+ est une fonction multiplicative et r : N → R doit
eˆtre conside´re´ comme un terme d’erreur. Le terme ω(p) repre´sente intuitivement
le nombre de classes modulo p que nous souhaitons exclure de la suite, et par
conse´quent nous supposons toujours que 0 6 ω(p) < p pour p ∈ P, afin de pouvoir
trouver des survivants au processus de criblage. Puisque dans de nombreux travaux,
ω(n) de´signe le nombre de facteurs premiers de n, nous de´signons ce dernier par










qui est exactement la probabilite´  locale  qu’un re´sidu modulo ∏p∈P, p6z p n’ap-
partienne pas a` ω(p) classes fixe´es modulo p, pour tout p ∈ P ∩ [2, z]. Avec cette
notation, nous pouvons maintenant e´noncer un re´sultat central de la the´orie du
crible, sous une forme tre`s simplifie´e.
Proposition 5.1 (Lemme fondamental de la the´orie du crible). Soient A et P
comme ci-dessus, et v > 1 et κ > 0 des parame`tres. Supposons de plus que ω(p) 6 κ
pour tout p ∈ P et que |r(d)| 6 ω(d) pour tout entier d sans facteurs carre´s et a`











ou` la constante implicite de´pend au plus de κ.
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Cet e´nonce´ exact est [14, Theorem 4.1], ou` il est de´duit de l’e´le´gant crible
de Selberg. Le parame`tre v est typiquement choisi assez petit pour que le terme
d’erreur soit infe´rieur au terme principal. De´terminer la plus petite valeur de v pour
laquelle cela est possible est une question centrale en the´orie du crible, cependant
pour de nombreuses applications on peut se permettre de choisir z comme e´tant
une petite puissance de X, auquel cas la proposition ci-dessus suffit.
Transforme´e de Fourier des nombres premiers. Nous retournons main-
tenant a` un point de vue de combinatoire additive, et nous nous demandons ce
que l’on peut dire a` propos de la transforme´e de Fourier d’un sous-ensemble des
nombres premiers. Plus pre´cise´ment, nous de´signons par PN l’ensemble des nombres
premiers jusqu’a` N , et nous conside´rons un sous-ensemble A de PN . Puisque PN
a une densite´ ∼ (logN)−1 dans [N ] par le the´ore`me des nombres premiers, il est
naturel d’utiliser les fonctions normalise´es
λ = (logN) · 1PN et λA = (logN) · 1A.
Nous sommes particulie`rement inte´resse´s par les moments ‖λ̂A‖p et ‖λ̂‖p pour p > 2.
Pour commencer, observons que par Plancherel et le the´ore`me des nombres premiers,
on a ‖λ̂‖2  (logN)1/2, et donc on ne peut espe´rer controˆler le second moment
comme dans le cas des fonctions borne´es. On peut tout de meˆme obtenir la borne
‖λ̂‖4  1 via Plancherel et n’importe quel crible majorant (tel que celui de la
Proposition 5.1). Par conse´quent, le quatrie`me moment de λ̂A est lui aussi borne´,
graˆce a` Plancherel :
‖λ̂A‖44 = 〈λA ∗ λA, λA ∗ λA〉 6 〈λ ∗ λ, λ ∗ λ〉 = ‖λ̂‖44  1.
Cependant, dans le contexte du the´ore`me de Roth, il est ne´cessaire de controˆler
les moments ‖λ̂A‖p dans le domaine p ∈ (2, 4), en partie parce que les moyennes
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sur les progressions arithme´tiques a` trois termes sont borne´es par
|Ex,d∈ZNf1(x)f2(x+ d)f3(x+ 2d)| = |
∑
r f̂1(r)f̂2(−2r)f̂3(r)| 6 ‖f̂1‖3‖f̂2‖3‖f̂3‖3.
Notre travail re´sume´ dans la Section 8 requiert aussi un controˆle satisfaisant d’un
moment ‖λ̂A‖p avec p ∈ (2, 4).
Il s’ave`re que le proble`me d’estimer les moments ‖λ̂A‖p est lie´ a` la proprie´te´ du
majorant de Hardy-Littlewood en analyse harmonique : on dit qu’un sous-ensemble
Λ de [N ] posse`de cette proprie´te´ pour p > 0 lorsque, pour toute suite (an)n∈Λ telle












Bourgain [3] a montre´ que l’ensemble des nombres premiers Λ = PN satisfait cette
proprie´te´ pour p > 2. En choisissant de plus an = 1A(n) ci-dessus, en renormalisant,
et en utilisant un argument de discre´tisation de Marcinkiewicz et Zygmund (voir [30,












et nous sommes donc ramene´s a` e´tudier l’ensemble complet des nombres premiers.
La somme exponentielle ∑p6N e(pθ) et ses variantes avec poids sont un objet d’e´tude
classique dans la me´thode du cercle de Vinogradov [13, Chapter 25], par laquelle
on peut montrer que le membre de droite de (5.1) est borne´ pour tout p > 2, et par
conse´quent ‖λ̂A‖p p 1 pour tout p > 2.
Dans sa ce´le`bre preuve du the´ore`me de Roth dans les nombres premiers, Green
[30] a obtenu une nouvelle preuve de la proprie´te´ du majorant pour les nombres
premiers, a` l’aide d’un argument inspire´ par la the´orie de la restriction, un domaine
de recherche actif dont l’on peut trouver un tre`s bon survol dans [58]. Green et
Tao [34] ont ensuite de´couvert une approche plus ge´ne´rale et plus efficace pour
ces estime´es, en de´veloppant les arguments de restriction relativement a` un crible
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enveloppant de´veloppe´ par Ramare´ [67] et par Ramare´ et Ruzsa [68]. Pour eˆtre
plus concret, nous pre´sentons brie`vement ce crible enveloppant ici, en suivant
l’exposition de Green et Tao [34]. On conside`re un polynoˆme entier de la forme
F (X) = (a1X + b1) · · · (akX + bk), ou` |ai|, |bi| 6 N . On suppose que F n’a pas
de diviseur premier fixe et que son discriminant est non nul, et l’on introduit un
parame`tre C 6 R 6 N . La de´finition exacte du crible enveloppant se re´ve`le de
peu d’importance pour les applications, mais nous la donnons ici pour la mettre en







ou` λSELd sont les poids standard utilise´s dans le crible de Selberg, et G(R) est une
certaine somme qui apparaˆıt dans ce contexte (voir e.g. [14]). Crucialement, on
peut montrer que













En particulier, cela signifie que βR est non-nul aux entiers n tels que F (n) est
un nombre premier supe´rieur a` R. L’inte´reˆt principal du poids βR re´side dans la
proprie´te´ du majorant suivante, implicite dans [34], et reprouve´e re´gulie`rement dans
la litte´rature sur le principe de transfe´rence.
Proposition 5.2 (Proprie´te´ du majorant pour le crible enveloppant). Soient
C 6 R 6 N1/10, et f : [N ]→ C une fonction telle que |f |  βR. Alors
‖f̂‖p p 1 (p > 2).
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Cette estime´e de restriction offre un grand degre´ de liberte´ dans les applications :
graˆce a` celle-ci, Green et Tao [34] ont pu montrer que les nombres premiers de Chen
contiennent une infinite´ de 3-PAs. Ce re´sultat a depuis e´te´ e´tendu par Tao [97]
(dans un post de blog) a` toute suite suffisamment dense d’entiers e´vitant un nombre
fixe´s de classes modulo chaque petit nombre premier, en utilisant le grand crible au
lieu du poids βR de type Selberg.
Nous achevons cette section par une remarque importante, qui est que nous
avons ignore´ un aspect technique de taille : dans les applications au the´ore`me de
Roth, on doit en re´alite´ conside´rer des sous-ensembles des nombres premiers dans
une progression arithme´tique modulo W , ou` W = ∏p6ω p et ω croˆıt lentement en
fonction de N . En pratique, on peut toujours se ramener a` cette situation par
un argument base´ sur le principe des tiroirs, et l’on adapte ensuite sans peine
les fonctions indicatrices normalise´es et les arguments de crible. Cela constitue le
W -trick introduit par Green [30], qui a l’effet d’e´liminer certaines obstructions de
congruences locales, ce qui rend en particulier le poids βR  pseudo-ale´atoire sur les
3-PAs , au sens de la Section 4. Le W -trick joue un roˆle important dans toutes les
formes du principe du transfert [34,50], et nous abordons cette question plus en
de´tail a` un stade ulte´rieur.
6. Re´sume´ : Sur les progressions arithme´tiques dans A+B + C
Dans cette section, nous exposons le principal re´sultat du Chapitre III, c’est-a`-
dire le The´ore`me III.1.6, en nous restreignant au cas ou` les trois ensembles sont





















Nous e´crivons aussi α & f(N) pour une condition de la forme α > Cf(N)(logN)C
ou` C > 0 est une constante non spe´cifie´e.
Incre´ment de densite´ sur les ensembles de Bohr. Nous commenc¸ons par
pre´senter la strate´gie d’incre´ment de densite´ de´veloppe´e par Sanders [78] pour
e´tudier les ensembles sommes, base´e sur celle de Bourgain [5] pour le the´ore`me
de Roth, et qui forme le point de de´part de la preuve de notre re´sultat principal.
Supposons donc que A0 est un sous-ensemble dense de [M ], et que nous souhaitons
trouver une longue progression arithme´tique dans A0 +A0 +A0. La premie`re chose
a` observer est que l’on peut plonger A0 dans un groupe cyclique ZN avec N ∼ 6M
a` l’aide de la projection pi : [M ]→ ZN , qui pre´serve les ensembles sommes triples
et les progressions arithme´tiques, et nous pouvons donc supposer que nous avons
commence´ avec un sous-ensemble A0 de ZN (quitte a` re´duire la densite´ d’origine
par un facteur constant).
L’argument est inductif et a` chaque e´tape on conside`re un ensemble de Bohr
re´gulier (comme de´fini a` la Section 3), ainsi qu’un sous-ensemble A de B de densite´
α. Par des techniques de re´gularite´, il est toujours possible de trouver un ensemble
de Bohr B′ plus petit sur lequel un translate´ A′ de A a approximativement la meˆme
densite´ que A. Lorsque nous sommes dans le cas non structure´ ou` B′ 6⊂ A+A+A′,
l’intersection U = B′ ∩ (A+ A+ A′)c est non vide, et nous examinons le produit
scalaire
〈1A ∗ 1A ∗ 1A′ , µU〉 = 0.
En de´veloppant 1A = α1B + fA, et par certains calculs de re´gularite´ et en tronquant







ou` b est la densite´ de B dans Z/NZ.
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Par la strate´gie d’incre´ment de densite´ `2, que nous de´crivons dans la sous-section
suivante, on peut alors obtenir un incre´ment de densite´ sur un autre ensemble de
Bohr re´gulier, avec des nouveaux parame`tres de densite´, dimension et rayon
α← (1 + c)α, d← d+ O˜(α−2), δ ← Ω˜(1) · δ.(6.2)
Puisque la densite´ ne peut exce´der 1, l’ite´ration se poursuit pendant au plus . 1
e´tapes, apre`s lesquelles la dimension est . α−2 et le rayon est > exp[−O˜(1) ]. Il est
par ailleurs aise´ de montrer qu’un ensemble de Bohr de dimension d et de rayon
δ contient une progression arithme´tique de longueur δN1/d [27], et de la` on peut





pourvu que α & (logN)−1/2.
Cette borne est de la qualite´ de notre the´ore`me le plus  faible , c’est-a`-dire le
The´ore`me III.1.4, et donc pour abaisser la densite´ admissible nous devons faire
appel a` la machinerie de´veloppe´e par Sanders [81] pour obtenir des bornes tre`s
pointues dans le the´ore`me de Roth.
Incre´ment de densite´ `2. La strate´gie originale d’incre´ment de densite´ de
Roth [69] exploite la grandeur d’un seul coefficient de Fourier, et proce`de par une
ite´ration sur des progressions arithme´tiques. Szemere´di [96] et Heath-Brown [48]
ont modifie´ cet argument pour exploiter a` la place la grandeur d’un moment `2 de
Fourier, et ils ont obtenu par la` des bornes ame´liore´es pour le the´ore`me de Roth, en
travaillant toujours avec des progressions arithme´tiques. Bourgain [5] est l’inventeur
de la strate´gie d’incre´ment de densite´ `2 (et `∞) relative aux ensembles de Bohr, et
l’analyse spectrale de´veloppe´e a posteriori par Sanders [78,82], et expose´e dans la
Section 3, permet une ge´ne´ralisation importante de cette technique [81].
Afin de faciliter l’exposition, nous faisons un usage e´honte´ de notations tre`s peu
rigoureuses, mais tre`s utiles. Nous de´signons par b, b′, ... (respectivement d, d′, ...) la
densite´ (respectivement la dimension) d’ensembles de Bohr B,B′, .... Nous disons
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qu’un ensemble A ⊂ B a un incre´ment de densite´ de qualite´ α← α′, d← d′, δ ←
δ′ lorsqu’il existe un autre ensemble de Bohr re´gulier B′ de dimension d′ et de
rayon δ′ sur lequel un translate´ de A a pour densite´ α′. Finalement, nous e´crivons
X ≈ Y lorsque X et Y diffe`rent d’une quantite´  controˆle´e  par un certain
parame`tre de re´gularite´ ρ, choisi assez petit en pratique ; c’est la notation la moins
rigoureuse que nous employons. La strate´gie d’incre´ment de densite´ `2 se re´sume
alors essentiellement a` l’e´nonce´ suivant.
Proposition 6.1 (Incre´ment de densite´ `2). Soient ν, η ∈ (0, 1] des parame`tres.
Soient B et B′ ⊂ Bρ des ensembles de Bohr re´guliers, A un sous-ensemble de B de
densite´ relative α et X un sous-ensemble de B′ de densite´ relative τ , ou` ρ 6 cνα/d.




Alors on a un incre´ment de densite´ de qualite´
α← (1 + cν) · α, d← d′ +O(η−2 log τ−1), δ ← (η/d′)2(log τ−1)−1 · δ.
Graˆce a` notre pre´ce´dente pre´sentation de la re´gularite´ et de l’analyse spectrale
locale de la Section 3, il est maintenant aise´ de prouver cetter proposition. En effet,
observons tout d’abord que le domaine de sommation dans (6.3) est exactement e´gal
a` la quantite´ Specη(µX) de la De´finition 3.6. De la Proposition 3.9, nous de´duisons
que ce spectre est 12 -annihile´ par un ensemble de Bohr B˙ posse´dant la dimension




|f̂A(r)|2|µ̂B˙(r)|2 = 〈fA ∗ µB˙, fA ∗ µB˙〉 ≈ ‖1A ∗ µB˙‖22 − α2b.
Par Ho¨lder, nous avons donc
(1 + cν) · α2b ‖1A ∗ µB˙‖∞‖1A ∗ µB˙‖1  ‖1A ∗ µB˙‖∞ · αb,
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de telle sorte que A a une densite´ au moins e´gale a` (1 + cν) · α sur un translate´
de B˙, comme de´sire´. Dans la sous-section pre´ce´dente, nous avons implicitement
applique´ la Proposition 6.1 a` (6.1) avec les parame`tres ν  1 et η = cα.
La transforme´e de Katz-Koester ge´ne´ralise´e et le lemme de Croot-
Sisask. Afin d’obtenir la borne du The´ore`me III.1.6, nous devons combiner les
deux principaux ingre´dients du travail de Sanders [81] sur le the´ore`me de Roth avec
la strate´gie d’incre´ment de densite´ ame´liore´e utilise´e dans la preuve du the´ore`me
A+ B dans son autre travail [78]. Le premier de ces ingre´dients est le lemme de
Croot-Sisask, un re´sultat d’une grande applicabilite´ prouve´ dans [11], et que nous
avons expose´ en de´tail dans [53]. Le second est la transforme´e de Katz-Koester,
qui a e´te´ en re´alite´ de´veloppe´e par Sanders, qui attribue ge´ne´reusement a` Katz
et Koester [56] une partie de l’inspiration derrie`re cet outil. Plus pre´cise´ment,
nous utilisons une ge´ne´ralisation de cet outil duˆe a` Bloom [2], et qui se re´ve`le
critique pour notre estime´e de densite´ finale. Les e´nonce´s pre´cis sont donne´s dans la
Section III.5, et ici nous nous restreignons a` expliquer en termes tre`s informels ce
que ces techniques apportent dans notre argument.
Nous commenc¸ons avec un sous-ensemble A de densite´ α d’un ensemble de Bohr
re´gulier B. Comme pre´ce´demment, nous conside´rons un ensemble de Bohr B′ a` plus
petite e´chelle et l’intersection A′ d’un translate´ de A avec B′ ayant a` peu pre`s la
meˆme densite´ relative. Nous introduisons un nouveau parame`tre v ∈ (0, 1), et nous
supposons que A+ A+ A′ a une densite´ infe´rieure a` 1− v dans B′, de telle sorte
que U = B′ ∩ (A + A + A′)c a` une densite´ au moins e´gale a` v dans B′. Comme
auparavant, mais aussi avec quelques re´arrangements de convolutions, on a
〈1A ∗ µA′ ∗ µ−U , 1−A〉 = 0.
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Via la transforme´e de Katz-Koester ge´ne´ralise´e, on peut transformer ce produit
scalaire en
〈1L ∗ µS1 ∗ µS2 , 1−A〉 = 0
ou` S1, S2 sont des sous-ensembles de densite´ exp[−O˜(α−1/2) log v−1] d’un ensemble
de Bohr B′′ plus petit, et L est un sous-ensemble de densite´  1 de B. Par un
lissage Lp de Croot-Sisask, on peut de plus obtenir un petit produit scalaire
〈1L ∗ µS1 ∗ µS2 ∗ µ(`)X ∗ µ(`)−X , 1−A〉 ≈ 0,(6.4)




− O˜(α−1/2) · `2 log v−1
]
,
pour un parame`tre ` > 1. En de´veloppant 1−A = f−A + α1B dans (6.4), et en





L’inte´reˆt de l’ope´ration de lissage de Croot-Sisask effectue´e pre´ce´demment est que
nous pouvons dore´navant nous restreindre a` un spectre bien plus mince (et plus




A` ce stade (et a` un autre que nous avons cache´ sous le tapis), la strate´gie d’incre´ment
de densite´ `2 intervient, et nous fournit un incre´ment de densite´ de qualite´
α← (1 + c) · α, d← d+ O˜(α−1/2) log v−1, δ ← (vα/d)O(1) · δ.
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Le gain en dimension par comparaison avec (6.2) est une conse´quence de l’application
de la transforme´e de Katz-Koester ge´ne´ralise´e. Nous pouvons ite´rer ces bornes tant
que B′ a une densite´ infe´rieure a` 1 − v dans A + A + A′, et lorsque l’algorithme
s’arreˆte nous avons donc trouve´, a` l’inte´rieur d’un translate´ de A + A + A, une
proportion 1− v d’un ensemble de Bohr de dimension d . α−1/2 log v−1 et de rayon
δ > exp[−Ω˜(1) log v−1 ]. Finalement, un simple lemme combinatoire, aussi duˆ a`
Sanders [78], permet de trouver une PA de longueur v−1 dans cette portion d’un
ensemble de Bohr a` condition que v 6 cδN1/d/d, et par une optimisation laborieuse





pourvu que α & (logN)−2.
7. Re´sume´ : Progressions arithme´tiques dans les ensembles a` faible
doublement
Dans cette section nous expliquons l’approche utilise´e pour obtenir nos re´sultats
du Chapitre IV.
Mode´lisation. Nous travaillons dans le cadre d’un groupe abe´lien quelconque
G, et nous de´finissons une progression arithme´tique a` trois termes comme un triplet
(x, x+ d, x+ 2d) avec x, d ∈ G, et nous disons que la progression est triviale lorsque
d = 0. E´tant donne´ un sous-ensemble fini A de G, nous cherchons a` obtenir la plus
grande valeur possible du parame`tre de doublement K = |A+ A|/|A| pour laquelle
on est suˆr de pouvoir trouver une 3-PA non trivale dans A. Notre approche ge´ne´rale
suit le principe bien connu de la mode´lisation [27], par lequel on re´duit l’e´tude de
A a` celle d’un sous-ensemble dense d’un certain object structure´, auquel on peut
ensuite appliquer une ge´ne´ralisation approprie´e du the´ore`me de Roth.
Une coset-progression est un ensemble de la forme
Q = [−N1, N1]Z + ω1 + · · ·+ [−Nd, Nd]Z · ωd +H,
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ou` Ni > 1, ωi ∈ G et H est un sous-groupe de G. Cet objet apparaˆıt naturellement
dans l’e´nonce´ par Green et Ruzsa [32] du the´ore`me de Freiman-Ruzsa ge´ne´ralise´ a`
un groupe abe´lien arbitraire. Un Freiman-s-isomorphisme entre deux sous-ensembles
X et Y de groupes abe´liens G et H est une application φ : X → Y telle que, pour











Pour s > 2, ces applications sont bijectives et pre´servent les progressions ari-
thme´tiques non triviales [27]. Une observation importante de [32] est que tout
sous-ensemble fini d’un groupe abe´lien est Freiman-2-isomorphe a` un sous-ensemble
d’un groupe abe´lien fini, et donc pour le proble`me conside´re´ nous pouvons travailler
exclusivement dans ce type de groupes.
La technique de mode´lisation a e´te´ introduite par Ruzsa [77] dans le cadre des
entiers, et se base sur le concept d’isomorphisme de Freiman [17] ; le lemme d’origine
de Ruzsa a depuis e´te´ le´ge`rement raffine´ [9,27]. Plus tard, Green et Ruzsa [32] ont
obtenu un e´nonce´ de mode´lisation plus ge´ne´ral pour tout groupe abe´lien fini, qui
est cependant couˆteux dans les applications quantitatives, et dans notre situation
nous avons besoin d’un re´sultat bien plus efficace de Sanders [83, Theorem 10.1].
Proposition 7.1 (Mode´lisation de Sanders). Soit A un sous-ensemble d’un
groupe abe´lien fini tel que |A+ A| 6 K|A|. Alors A a une densite´ au moins e´gale a`
1/2K dans le translate´ d’une coset-progression M re´gulie`re, d-dimensionnelle et
telle que





La pre´sence du curieux adjectif  re´gulie`re  sera bientoˆt explique´e. La preuve
de ce re´sultat est difficile, particulie`rement sur le plan technique, et la pre´senter
nous conduirait bien loin de notre objectif initial. Pour e´viter cet e´cueil, nous
re´fe´rons plutoˆt le lecteur a` la source d’origine [83], dont la compre´hension peut
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eˆtre grandement facilite´e par la lecture du survol de Sanders [84]. Notre travail
utilise la Proposition 7.1 essentiellement comme une boˆıte noire, et notre principale
contribution technique est donc une extension des bornes de Sanders pour le
the´ore`me de Roth [81] aux syste`mes de Bourgain, une cate´gorie d’ensembles qui
inclut les coset-progressions. Un premier re´sultat de ce type avait de´ja` e´te´ obtenu
par Sanders [80], et en exploitant la technologie de son travail sus-cite´ [81], nous
avons pu obtenir l’estime´e ame´liore´e suivante.
Proposition 7.2 (The´ore`me de Sanders-Roth local). Soient B un syste`me de
Bourgain d-dimensionnel re´gulier dans un groupe abe´lien fini sans 2-torsion4, et A
un sous-ensemble de B de densite´ α. Alors le nombre de progressions arithme´tiques
a` trois termes dans A est au moins
exp
[
− C(α−1 + d)(log d/α)7
]
· |B|2.
Cela peut eˆtre combine´ avec la Proposition 7.1 de la manie`re suivante. Soit A un
ensemble de doublement K > 1 dans un groupe abe´lien fini sans 2-torsion, et soit M
la coset-progression re´gulie`re donne´e par la Proposition 7.1. Par la Proposition 7.2,






ce qui est supe´rieur au nombre |A| de 3-PAs triviales dans A pour K 6 (log |A|)1−o(1).
Par les remarques pre´ce´dentes, nous avons donc de´montre´ que tout sous-ensemble
fini A d’un groupe abe´lien (sans 2-torsion) de doublement au plus (log |A|)1−o(1)
contient une 3-PA non triviale, ce qui est pratiquement notre The´ore`me I.2 ! La
difficulte´ principale re´side donc dans l’obtention de la Proposition 7.2.
Syste`mes de Bourgain. Une partie substantielle du Chapitre IV est de´die´e
a` des rappels sur la notion de syste`mes de Bourgain introduite par Green et
4Cette hypothe`se peut eˆtre affaiblie, mais pas e´limine´e comple`tement.
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Sanders [33], et a` une description des analogues de la re´gularite´ et de l’analyse
spectrale locale pour ces ensembles. Rappelons-nous que dans notre pre´sentation
de la Section 3, nous avons argumente´ que les ensembles de Bohr se comportent
de plusieurs fac¸ons comme des cubes dans l’espace Euclidien : la de´finition de
syste`me de Bourgain, qui est donne´e pre´cise´ment dans la Section IV.4, formalise
ces proprie´te´s ge´ome´triques.
Nous fixons maintenant un groupe abe´lien fini G, a` l’inte´rieur duquel les en-
sembles que nous conside´rons par la suite sont contenus. Un syste`me de Bourgain
est une famille d’ensembles B = (Bρ)ρ>0 qui satisfait certaines proprie´te´s  de type
cube , et ou` B1 doit eˆtre conside´re´ comme le cube principal (il est identife´ a` B
dans la Proposition 7.2) et (Bρ)ρ comme ses dilate´s. Deux exemples importants de










La preuve de la Proposition 7.2 consiste en une adaption aux syste`mes de
Bourgain de la strate´gie d’incre´ment de densite´ de Sanders, que nous avons de´ja`
rencontre´e dans la Section 6. Puisque cette proposition est applique´e a` la coset-
progression de la Proposition 7.1, et puisque la strate´gie d’incre´ment de densite´
remplace un syste`me de Bourgain par son intersection avec un ensemble de Bohr
annihilateur a` chaque ite´ration, les seuls syste`mes de Bourgain que nous rencontrons
dans notre argument sont des intersections de coset-progressions et d’ensembles
de Bohr. S’il e´tait possible de mode´liser efficacement l’ensemble de de´part de la
Proposition 7.1 dans un ensemble de Bohr, il n’y aurait pas besoin de conside´rer de
syste`mes de Bourgain du tout, mais cela ne semble gue`re possible a` partir de la
preuve de ce re´sultat [83].
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L’approche de Croot-Laba-Sisask. Notre travail dans le Chapitre IV con-
tient aussi une extension d’un re´sultat de Croot, Laba et Sisask [9] sur l’existence
de longues progressions arithme´tiques dans tout sous-ensemble fini de G = Z a`
faible doublement, au cas d’un groupe abe´lien G arbitraire. Nous expliquons ici en
termes informels notre version de la strate´gie de Croot-Laba-Sisask, en insistant sur
les endroits ou` nous avons apporte´ des modifications a` leur argument.
Soit A un sous-ensemble d’un groupe fini abe´lien G, et supposons que |A+A| 6
K|A| pour un parame`tre de doublement K > 1. L’e´tape la plus importante dans
l’approche de Croot-Laba-Sisask, et la seule que nous pre´sentons en de´tail, est de
trouver un ensemble de presque-pe´riodes de la convolution 1A ∗1A. Dans ce contexte,
u est une presque-pe´riode d’une fonction f : G→ C lorsque ‖τuf − f‖p 6 12‖f‖p ;
on pourrait exiger une diffe´rence moindre dans la de´finition, mais cela n’aurait que
peu d’impact sur notre argument.
Par la version de Sanders [83] du lemme de Bogolyubov-Ruzsa (une variante
de la Proposition 7.1, dont on peut la de´duire), on peut trouver un grand syste`me
de Bourgain B ⊂ 2A− 2A, et d’apre`s l’ine´galite´ de Petridis-Plu¨nnecke-Ruzsa [27],
on a |A+B| 6 K5|A|. En exploitant cette structure additive a` l’aide du lemme de
Croot-Sisask, on peut approximer la convolution 1A∗1A en norme Lp par 1A∗1A∗λ(`)X ,
ou` ` > 1 est un parame`tre, λX = µX ∗ µ−X et X est un sous-ensemble relativement
dense de B.
Nous pouvons maintenant choisir, pour l’ensemble de presque-pe´riodes recherche´,
n’importe quel syste`me de Bourgain B˜ qui ε-annihile le demi-spectre de X, et en
particulier celui de l’analogue approprie´ de la Proposition 3.9. En effet, lorsque
u appartient a` un tel ensemble B˜ on a, par la se´paration de sommes usuelle par
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rapport au petit/grand spectre,
‖1A ∗ 1A ∗ λ(`)X − τu1A ∗ 1A ∗ λ(`)X ‖∞ 6
∑
r







qui peut eˆtre rendu aussi petit que ne´cessaire en choisissant ` grand et ε petit.
Puisque la norme `∞ controˆle la norme `p pour les fonctions a` support e´troit, et
puisque 1A ∗1A ∗λ(`)X est proche de 1A ∗1A en norme Lp, on peut finalement conclure
que B˜ est un ensemble de presque-pe´riodes de cette dernie`re fonction.
Par un lemme de concentration de Croot, Laba et Sisask [9], on peut de´duire
de ce qui pre´ce`de que tout sous-ensemble  pas trop grand  de l’ensemble des
presque-pe´riodes B˜ est contenu a` translation pre`s dans le support de 1A ∗ 1A, c’est-
a`-dire dans A + A, et par un simple argument de dilatation on peut choisir ce
sous-ensemble comme e´tant une progression arithme´tique ou un sous-groupe de
taille raisonnable. Cela implique d’optimiser les diffe´rents parame`tres entrant en
jeu, ce qui est moins inte´ressant d’un point de vue conceptuel, et nous ne discutons
donc pas cette partie de l’argument plus en de´tail.
Par comparaison, l’argument d’origine de Croot, Laba et Sisask [9] concernait un
ensemble d’entiers A de doublement K, et dans ce cas on peut supposer que A est
contenu dans un groupe cyclique ZN ou` il a une densite´ K−C et le meˆme doublement,
a` l’aide du lemme de mode´lisation de Ruzsa [27]. Au lieu du lemme de Bogolyubov-
Ruzsa, on utilise alors l’estime´e de doublement par densite´ |A+ ZN | 6 KC |A|, et
puisque l’ensemble X a` annihiler vit dans ZN , une application de la borne de Chang
(Proposition 3.8) suffit. Bien que tre`s proche conceptuellement, l’argument analogue
pour les syste`mes de Bourgain apporte de le´ge`res complications techniques.
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8. Re´sume´ : Sur les syste`mes de complexite´ un dans les nombres
premiers
Dans cette section, nous exposons notre travail le plus re´cent, qui constitue le
Chapitre V de cette the`se. Nous expliquons d’abord la structure de notre preuve,
puis nous discutons en de´tail deux arguments emprunte´s a` la litte´rature que nous
utilisons dans notre argument.
Principe du transfert. Soit ψ = (ψ1, . . . , ψt) : Zd → Zt un syste`me de formes
line´aires de complexite´ un au sens de la Section 4, avec la condition supple´mentaire
d’invariance par translation : (u1, . . . , ut) ∈ Im(ψ)⇒ (u1 + h, . . . , ut + h) ∈ Im(ψ)
pour tout h ∈ Z. Notre objectif est d’identifier une configuration ψ(x) ∈ At0 a`
coordonne´es distinctes, lorsque A0 est un sous-ensemble des nombres premiers
jusqu’a` N de densite´ α > C(log logN)−c, pour un certain c = c(ψ). Notre strate´gie
principale suit le principe du transfert familier aux experts, par lequel on passe
d’un sous-ensemble dense des nombres premiers a` un sous-ensemble dense des
entiers, auquel on peut appliquer un the´ore`me de type Szemere´di pour trouver la
configuration de´sire´e.
Nous pre´sentons maintenant cet argument de manie`re plus pre´cise, et nous
commenc¸ons par appliquer le W -trick, une re´duction standard qui nous permet
de remplacer l’ensemble d’origine A0 par un sous-ensemble A de [N ] de densite´
αξ(W )(logN)−1 tel que b + W · A ⊂ P, ou` W = ∏p6ω p, b est un entier premier
a` W et ξ(n) = n/φ(n). Puisque notre argument repose en partie sur le travail de
Helfgott et de Roton [50], nous devons choisir un large module ω ∼ c logN .
En conse´quence, nous utilisons une fonction indicatrice normalise´e
λA = ξ(W )−1(logN) · 1A
de telle sorte que EλA = α. Nous introduisons aussi une nouvelle e´chelle M ∼ CN
et nous conside´rons les fonctions sur Z telles que λA comme des fonctions sur
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ZM (en un sens approprie´). Enfin, nous introduisons l’ope´rateur de comptage de
configurations de´fini par









Notre point de de´part est le principe du transfert de Helfgott et de Roton [50], qui
ame´liore celui de Green [30], et qui e´tait a` l’origine conc¸u pour le cas des 3-PAs.
Le transfert en question consiste a` comparer le compte T (λA, . . . , λA) au compte
T (λ′A, . . . , λ′A), ou` λ′A est une approximation de λA en norme U2 qui se comporte
essentiellement comme un sous-ensemble de ZM de densite´ α2. Plus pre´cise´ment, le
machinerie de Helfgott-de Roton fournit la borne
‖λA − λ′A‖U2  (logN)−c(8.1)
dans le domaine α > C(log logN)−c, et montre que l’ensemble niveau {λ′A > α/2}
a une densite´ au moins e´gale a` cα2 dans ZM .
Nous pouvons ensuite de´velopper λA = λ′A + (λA − λ′A) par multiline´arite´ pour
obtenir
T (λA, . . . , λA) = T (λ′A, . . . , λ′A) +
∑
T (∗, . . . , λA − λ′A, . . . , ∗),(8.2)
ou` les e´toiles de´signent des fonctions e´gales a` λ′A ou` λA − λ′A, et la somme doit eˆtre
interpre´te´e comme un ensemble de termes d’erreurs. En appliquant notre extension
(Proposition V.8.1) du the´ore`me de type Szemere´di de Shao a` la fonction-ensemble
λ′A, nous pouvons estimer le terme principal par T (λ′A, . . . , λ′A) > exp[−Cα−C ]. En
supposant pour l’instant que les termes d’erreur dans (8.2) sont  (logN)−c, nous
pouvons conclure que T (λA, . . . , λA) > exp[−Cα−C ] de`s que α > C(log logN)−c.
Puisque λA 6 (logN) ·1A, cela nous dit que nous pouvons trouver une large quantite´
de configurations ψ(x) ∈ At, et en particulier une qui n’est pas triviale.
Les termes d’erreur sont estime´s a` l’aide de notre version quantifie´e (Proposi-
tion V.6.4) du the´ore`me de von Neumann ge´ne´ralise´ de Green et Tao [39]. Cette
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version dit que lorsque des fonctions f1, . . . , ft : ZM → R sont borne´es en chaque
point par un poids ν : ZM → R+ pseudo-ale´atoire de niveau H, on a
|T (f1, . . . , ft)| 6 ‖fi‖U2 +O(H−1/4) (1 6 i 6 t).(8.3)
Nous disons ici qu’un poids ν : ZM → R+ est pseudo-ale´atoire de niveau H lorsque
sa moyenne sur toute configuration line´aire θ : ZdM → ZtM de complexite´ finie est
e´gale a` 1 +O(H−1) (essentiellement). Les fonctions λA et λ′A sont majore´es par une
version moyenne´e du poids de GPY






ou` γ(d) > 0 sont des re´els bien choisis et a` support sur d 6 R.
Une partie substantielle de notre argument consiste alors a` prouver que Λχ,R,W
est pseudo-ale´atoire de niveau H = (logN)c sous le re´gime ω ∼ c logN , qui nous est
impose´ par l’utilisation de la technologie de Helfgott et de Roton. En substituant
cette valeur de H et (8.1) dans (8.3), nous pouvons borner les termes d’erreurs
de (8.2) par la quantite´ de´sire´e.
Principe du transfert de Helfgott et de Roton. Notre argument utilise
de fac¸on critique le principe de transfert de Helfgott et de Roton [50], et il nous
semble donc approprie´ de donner un bref survol de cette technique.
Nous commenc¸ons par de´crire la construction d’une approximation λ′A de λA
en norme U2. Pour le poids βR de la Section 5 et les choix F (X) = WX + b et












Puisque λA = ξ(W )−1(logN) · 1A, on de´duit de (5.2) avec k = 1 que 0 6 λA  βR
en tout point. Par la proprie´te´ du majorant de la Proposition 5.2, il s’ensuit que
‖λ̂A‖q q 1 pour tout q > 2. Nous de´finissons maintenant λ′A = λA∗µB, ou` B est un
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ensemble de Bohr annihilant le grand spectre de λA (nous ignorons les parame`tres
pre´cis entrant en jeu). Par l’expression de Fourier de la norme U2, nous avons donc




En se´parant comme d’habitude les sommes sur le petit/grand spectre, on peut
rendre cette quantite´ aussi petite que ne´cessaire, en utilisant de manie`re cruciale le
fait que l’un des moments ‖λ̂A‖p avec p ∈ (2, 4) est borne´.
Comme nous l’avons de´ja` vu, la prochaine e´tape de la strate´gie de transfert de
Helfgott et de Roton [50] est de montrer que l’ensemble niveau {λ′A > α/2} a une
densite´  α2 dans ZM . Cela s’obtient en conside´rant le second moment
‖λA ∗ µB‖22 = Em1,m2∈BλA(n+m1)λA(n+m2),
et l’on peut montrer que ce moment est borne´ a` l’aide d’un crible majorant, a`
condition que B soit assez grand : cela impose la restriction pre´ce´dente α >
(log logN)−c. Nous n’expliquons pas cette e´tape plus en de´tail, si ce n’est pour dire
qu’il s’agit la` du moment pre´cis ou` l’on a besoin de fixer ω ∼ c logN . Finalement, un
lemme de concentration de Helfgott et de Roton [50] e´nonce que lorsqu’une fonction
f : ZM → R+ est telle que Ef = α et ‖f‖2  1, l’ensemble niveau {f > α/2} a une
densite´ au moins e´gale a` cα2 dans ZM , et nous pouvons appliquer cela a` f = λ′A.
Le travail de Naslund [65] optimise ces deux dernie`res e´tapes, et permet d’obtenir
l’exposant 1 + o(1) au lieu de 2 dans la densite´ de l’ensemble niveau ; dans notre
travail cela a l’effet de pre´server l’exposant des the´ore`mes de type Szemere´di dans
les entiers au cas des nombres premiers, modulo la perte habituelle d’un logarithme.
Le the´ore`me local inverse U2 de Shao. Dans notre extension modeste du
the´ore`me de type Szemere´di de Shao [91], du cas des d-configurations a` celui des
configurations line´aires arbitraires de complexite´ un, nous invoquons le the´ore`me
local inverse U2 prouve´ dans ce travail. Par souci de comple´tude, nous esquissons
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aussi les ide´es principales derrie`re ce re´sultat, en essayant de le voir sous un jour plus
Fourier-analytique (bien que la preuve soit, en substance, exactement la meˆme).
Nous de´finissons tout d’abord, pour g : ZM → R et des sous-ensembles X1, X2 ⊂
ZM ,
‖g‖4(X1×X2) = Ex1,x′1∈X1Ex2,x′2∈X2 g(x1 + x2)g(x1 + x′2)g(x′1 + x2)g(x′1 + x′2).
La norme locale U2 d’une fonction f : ZM → R relativement aux ensembles
X0, X1, X2 ⊂ ZM , telle que de´finie par Shao [91], est alors
‖f‖4U2(X0,X1,X2) = Ex∈X0‖f(x0 + ·)‖4(X1×X2).
Le proble`me est dore´navant le suivant : e´tant donne´ trois ensembles de Bohr re´guliers
B,B′, B′′ tels que B 6ρ B′ et B′ 6ρ B′′ pour un petit dilate´ ρ, et une fonction
f : ZM → C telle que EBf = 0, que peut-on dire de f lorsque ‖f‖U2(B,B′,B′′) > η,
pour un certain parame`tre η ∈ (0, 1] ? Dans notre situation, nous souhaitons de fait
montrer que, lorsque A ⊂ B et f = 1A − α1B, on peut obtenir un incre´ment de
densite´ sur un ensemble de Bohr plus petit.
La premie`re e´tape est de trouver, par regularite´ et par le principe des tiroirs, un
e´le´ment x0 ∈ B1−ρ tel que |EB′f | est petit et
η4  ‖f(x0 + ·)‖4(B′×B′′).
En e´crivant g(x) = f(x0 +x)1B′+B′′(x), on a, par re´gularite´ et apre`s renormalisation,
η4b′ 2  Ex1,x′1∈ZMEx2,x′2∈ZMg(x1 + x2)g(x1 + x′2)g(x′1 + x2)g(x′1 + x′2)µB′′(x2)µB′′(x′2).












Choisissons maintenant r atteignant ce maximum. Pour annihiler le domaine de
sommation, il est alors suffisant d’annihiler simultane´ment la fre´quence −r et
le grand spectre de B′′, ce qui d’apre`s les estime´es de la Section 3 est possible
simplement en dilatant B′′ et en ajoutant −r a` son ensemble de fre´quences. Lorsque
A ⊂ B et f = 1A − α1B, on peut finalement obtenir, a` l’aide de la strate´gie
d’incre´ment de densite´ `2 et de plusieurs calculs de re´gularite´ additionnels, un
incre´ment de densite´ de qualite´
α← (1 + cη8)α, d← d+ 1, δ ← (ηρ/d)O(1) · δ.
Chapitre III. On arithmetic progressions in A+B + C
Author: Kevin Henriot.
Abstract: Our main result states that when A,B,C are subsets of Z/NZ of
respective densities α, β, γ, the sumset A+B+C contains an arithmetic progression
of length at least ec(logN)c for densities α > (logN)−2+ε and β, γ > e−c(logN)c , where
c depends on ε. Previous results of this type required one set to have density at
least (logN)−1+o(1). Our argument relies on the method of Croot, Laba and Sisask
to establish a similar estimate for the sumset A + B and on the recent advances
on Roth’s theorem by Sanders. We also obtain new estimates for the analogous
problem in the primes studied by Cui, Li and Xue.
1. Introduction
Let A and B be subsets of a cyclic group Z/NZ of density α and β. The
problem of finding long arithmetic progressions in A+B has a rich history starting
with the striking result of Bourgain [4]: the sumset A + B always contains an
arithmetic progression of length at least ec(αβ logN)1/3 provided the densities satisfy
αβ > (logN)−1+o(1) (and the progression is nontrivial in this range: this will always
be the case later when we specify a range of density). Major progress was made by
Green [29] who showed that, under the same condition on densities, the progression
could be taken as large as ec(αβ logN)1/2 . Sanders [78] later found a very different
proof of Green’s theorem and yet a third and relatively simple proof was provided
recently by Croot, Laba and Sisask [9].
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For fixed densities α and β, the progression found has length ec
√
logN and this
has not been improved to date, while a negative result of Ruzsa [74] says that one
cannot do better than ec(logN)2/3+ε . However when densities are allowed to decrease
with N , a remarkable result was obtained recently by Croot, Laba and Sisask [9].
Improving on a first result of Croot and Sisask [11], they showed that the sumset
A+B contains an arithmetic progression of size at least ec(α logN)1/2/(log 2β−1)3/2 in
a range α(log 2
β
)−5 > C(logN)−1+o(1). While the theorems of Bourgain and Green
require one set to have density at least (logN)−1/2+o(1), this allows for both sets to
have density as low as (logN)−1+o(1); further, one set may even have exponentially
small density e−C(logN)1/5+o(1).
The analogous problem for three-fold sumsets was first studied by Freiman,
Halberstam and Ruzsa [18], who established that the sumset A+ A+ A contains
a much longer progression: indeed of length at least N cα3 . Green [29] extended
this to N cα2+o(1) and Sanders [78] to N cα1+o(1) ; however, all of these results required
α > (logN)−1/2+o(1). In contrast, the best result known for four sets or more, due to
Sanders [83], says that the sumset A+A+A+A contains an arithmetic progression
of length N c/(log 2α−1)4 when α > e−C(logN)1/5 : in that case all the summands may be
rather sparse. In this work we investigate in detail the sumset A+B + C, aiming
at establishing results valid for sparse sets B and C and in a large range of α.
We now turn to the precise results, starting with the theorem of Croot, Laba
and Sisask [9], which constitutes the state-of-the-art on arithmetic progressions in
A+B.
Theorem 1.1 (Croot, Laba, Sisask). Suppose that A and B are subsets of
Z/NZ of respective densities α and β. Then there exists an absolute constant c > 0
such that A+B contains an arithmetic progression of length at least1
ec(α logN)






1 We assume N > 1 + exp(ee) throughout to alleviate logarithmic notation.
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In the case of three summands, the best bounds known are due to Sanders [78].
Theorem 1.2 (Sanders). Suppose that A,B,C are subsets of Z/NZ of respective
densities α, β, γ. Then there exists an absolute constant c > 0 such that A+B + C
contains an arithmetic progression of length at least
N c(αβγ)
1/3 if (αβγ)1/3 > (c logN)−1/2(log logN)1/2.
Cui, Li and Xue [12] also recently studied the analogous problem for subsets of
the primes. We let logk denote the logarithm iterated k times below.
Theorem 1.3 (Cui, Li, Xue). Suppose that A is a subset of the primes less
than N of size αN/ logN . Then there exist absolute positive constants c, c0, c1 such
that A+ A+ A contains an arithmetic progression of length at least
N cα
2/(log 2α−1) if α > (log3N)−c0 ,
N cα
4/(log 2α−1) if α > (logN)−c1 .
Their argument relies on a clever combination of Green’s [30] and Helfgott
and de Roton’s [50] restriction theorems for primes with Green’s [29] theorem on
A+ A+ A, modified to obtain arithmetic progressions whose elements all have a
certain number of representations as a sum of three elements of A. For lack of an
existing expression, we call any lower bound on this number of representations a
counting lemma, here and throughout the article. Motivated by the application to
the problem of sumsets of primes, we set out, as a secondary objective, to provide
counting lemmas in all our estimates; this is not essentially difficult although it
requires some care in the computations.
We now introduce our results. We start with a simple observation which is
that the almost-periodicity results of Croot, Laba and Sisask [9] imply a version of
Theorem 1.2 which allows for two sets out of three to be sparse, with density as
small as e−c(logN)1/5 .
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Theorem 1.4. Suppose that A,B,C are subsets of Z/NZ of respective densities
α, β, γ. Then there exists an absolute constant c > 0 such that A+B + C contains
an arithmetic progression of length at least
N cα






such that each element of the progression has at least 12αβγN
2 representations as a
sum x+ y + z with (x, y, z) ∈ A×B × C.
While the dependency on densities β and γ in Theorem 1.4 is satisfactory, the
density α is still required to be at least (logN)−1/2, and the arithmetic progression is
shorter than that of Theorem 1.2 when α = β = γ. To overcome these limitations we
turn to the argument of Sanders [78] to prove Theorem 1.2. The proof there is based
on a density-increment strategy, which builds on that introduced by Bourgain [5] in
the context of Roth’s theorem [69]. Sanders’ recent breakthrough [81] in the latter
problem introduced very powerful new techniques, and these allow us to revisit the
argument of [78] so as to obtain the following.
Theorem 1.5. Suppose that A,B,C are subsets of Z/NZ of respective densities
α, β, γ. Then there exists an absolute constant c > 0 such that A+B + C contains








such that each element of the progression has at least e−(cα)−1 log7(2/αβγ) N2 represen-
tations as a sum x+ y + z with (x, y, z) ∈ A×B × C.
Note that the density of each set may now be as low as (logN)−1+o(1), and
that we may take two sets to be very sparse as before. A result of this kind also
follows from Theorem 1.1, since an arithmetic progression in A + B is always
contained, up to translation, in A + B + C; however the arithmetic progression
obtained in this way is shorter than the one given by Theorem 1.5, unless γ is
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extremely small compared with α and β, for example, when α  β  (logN)−ε and
γ  e−C(logN)(1−ε)/7 . Surprisingly, the counting lemma of Theorem 1.5 is quite a lot
weaker than that of Theorem 1.4: this is due to the use of an iterative argument
which at each step places the sets A,B,C in a certain Bohr set, whose size decreases
as we iterate.
By using a generalization by Bloom [2] of the Katz-Koester transform of
Sanders [81] to three or more sets, we are able to go one step further in the
range of density; however, this time the loss in the counting lemma is substantial.
Theorem 1.6. Let ε ∈ (0, 1) be a parameter and suppose that A,B,C are subsets
of Z/NZ of respective densities α, β, γ. Then there exists an absolute constant c > 0














such that each element of the progression has at least N2−ε representations as a
sum x+ y + z with (x, y, z) ∈ A×B × C.
Note that the progression obtained in this way is in fact longer than that
of Theorem 1.5 in the range (logN)−1+o(1) 6 α 6 (logN)−2/3+o(1) when, say,
α = β = γ and ε  1. Finally, we mention two applications of the above results
to the analogous problem in the primes. First, since Theorem 1.5 comes with a
counting lemma, its conclusion may be inserted into the original argument of Cui,
Li and Xue [12] to derive two new estimates, which complement Theorem 1.3.
Theorem 1.7. Suppose that A is a subset of the primes less than N of size
αN/ logN . Then there exist absolute positive constants c, c2, c3 such that A+A+A
contains an arithmetic progression of length at least
N cα/(log 2α
−1)5 if α > (log4N)−c2 ,
N cα
2/(log 2α−1)5 if α > (log2N)−c3 .
Chapitre III 54
Secondly, Theorem 1.6, owing to its longer density range, allows us to find long
arithmetic progressions in A+A+A for a dense subset A of the primes on grounds
of density alone, that is, without appealing to restriction theorems for the primes.
This is mostly of conceptual interest, since our argument is also quite involved,
relying heavily on methods from [81]. We record below the estimate that might be
obtained from Theorem 1.6, by observing that the primes have asymptotic density
(logN)−1 in the first N integers and with the usual Freiman embedding.
Corollary 1.8. Suppose that A is a subset of the primes less than N of size
αN/ logN . Then there exists an absolute positive constant c such that A+ A+ A
contains an arithmetic progression of length at least
ec(α logN)
1/4(log logN)−7/2 if α > (logN)−1(log logN)14.
By comparison, the constant c1 in Theorem 1.3 is 145 in the original argument
of [12]. The arithmetic progression given by this corollary is, however, shorter than
that of Theorems 1.3 and 1.7 in the ranges prescribed there.
We make two last remarks about the shape of the above bounds. The first
is that in Theorems 1.4, 1.5 and 1.6, one may assume α > β > γ without loss





there. Secondly, we note that Theorems 1.4–1.7 and Corollary 1.8
are nontrivial if and only if N is larger than an absolute constant.
At this point we should also remark that arithmetic progressions may be obtained
for sets much sparser than the ones considered above by a combinatorial method
of Croot, Ruzsa and Schoen [10], recently generalized in [44], although the results
there take a rather different form. Indeed, while the Fourier analytic methods used
here typically find progressions of length e(logN)c in a range of density α > (logN)−δ,
these combinatorial methods produce shorter progressions, of size (logN)c, for a
larger range of density α > N−δ.
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The article is now organized as follows. Section 2 is devoted to notation and
Section 3 is there to recall relevant facts about Bohr sets. The proof of Theorem 1.4
is given in Section 4, and in Section 5 we collect a number of facts on the density-
increment strategy which are then used to give the proof of Theorems 1.5 and 1.6
in Section 6. Finally, the estimates of Theorem 1.7 and Corollary 1.8 are derived in
Section 7, and comparisons with results on Roth’s theorem are drawn in Section 8.
Acknowledgements. We should like to thank our supervisors Re´gis de la
Brete`che and Andrew Granville for discussions that greatly helped improve the
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2. Notation
Here we take a moment to introduce our notation. It is mostly standard up to
the choice of normalizations.
General setting. For the rest of the article we fix an integer N > 2 and we write
G = Z/NZ. It is clear, however, that our results are only meaningful when densities
vary with N and when N is large: one should think of N as such.
Functions. For a subset X of G and x ∈ G, we define the averaging operator







f(x) and τx(f)(u) = f(u+ x) for u ∈ G.
We also occasionally use the identity operator I defined by If = f . For any p > 1,







We let ‖f‖∞ = supx∈G |f(x)| denote the uniform norm of f over G. The scalar
product and the convolution of two functions f, g are defined, respectively, by
〈f, g〉L2 = Ex∈Gf(x)g(x)
and f ∗ g(x) = Ey∈Gf(y)g(x− y) (x ∈ G).
We also let f (`) = f ∗ · · · ∗ f denote the convolution of f with itself ` times.
Fourier analysis on Z/NZ. We let Ĝ denote the dual group of G, that is, the set
of homomorphisms γ : G→ U, where U denotes the unit circle {ω ∈ C : |ω| = 1}.
We define the Fourier transform f̂ of a function f : G→ C by
f̂(γ) := Ex∈Gf(x)γ(x) (γ ∈ Ĝ).
The three basic formulæ of Fourier analysis then read as follows:
(Inversion) f(x) = ∑
γ∈Ĝ f̂(γ)γ(x),
(Parseval) 〈f, g〉L2 = ∑γ∈Ĝ f(γ)g(γ),
(Convolution) f̂ ∗ g(γ) = f̂(γ)ĝ(γ).










Finally, for a real number η > 0 we define the η-spectrum of a function f : G→ C
by
Specη(f) = {γ ∈ Ĝ : |f̂(γ)| > η‖f‖L1}.
Characteristic functions and densities. We let mG denote the uniform measure
on G defined by mG(X) = |X|/|G| for X ⊂ G. More generally, when A is a subset
of G, we let mA denote the uniform measure on A defined by mA(X) = |X ∩A|/|A|
for X ⊂ G. We also define the normalized characteristic function of a subset A of
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G by
µA = mG(A)−1 1A
so that ‖µA‖L1 = 1; note also the useful identity 1A ∗ µB(x) = m−B(A− x). When
B is a subset of G we say that A ⊂ B has relative density α when |A| = α|B|, that
is, when mB(A) = α. Note the composition identity mG(A) = mB(A)mG(B).
Asymptotic notation. We let c and C denote absolute positive constants which
may take different values at each occurrence. We also make occasional use of
Landau’s and Vinogradov’s asymptotic notation: for two nonnegative functions f
and g, we let f = O(g) or f  g indicate the fact the f 6 Cg for some constant
C > 0, and f = Ω(g) or f  g indicate that f > cg for some constant c > 0. We
write f  g when f  g and f  g.
3. Preliminaries on Bohr sets
Bohr sets are now a standard tool of additive combinatorics. The definition
and terminology we use follows Sanders [81,82]. We also recall the fundamental
properties of these sets which will be needed for our work.
Definition 3.1 (Bohr set). For a set of characters Γ ⊂ Ĝ and a real number
δ > 0, we let
B(Γ, δ) = {x ∈ G : |1− γ(x)| 6 δ ∀γ ∈ Γ}
be the Bohr set of frequency set Γ and radius δ. We define d = |Γ| to be the
dimension of this Bohr set.
Note that |γ(x)| = 1 and therefore |1− γ(x)| 6 2 for every x ∈ G and γ ∈ Ĝ,
so that the definition is only interesting for δ 6 2. We will often denote a Bohr set
simply by the letter B, with associated parameters Γ, δ, d. There is a slight abuse of
notation in doing so, as the physical set B may be the same for different frequency
sets and radii: one should formally think of B as a triple (B,Γ, δ). We also define
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the dilate of B by a factor ρ by Bρ = B(Γ, δ)ρ := B(Γ, ρδ). Finally we say that B′
is a sub-Bohr set of B, and we write B′ 6 B, when Γ ⊂ Γ′ and δ′ 6 δ.
We now recall a standard bound on the growth of Bohr sets which is proven
in [100, Lemma 4.20], albeit with a slightly different notion of Bohr set. We indicate
below the minor changes to the proof needed to recover the following.
Lemma 3.2 (Doubling ratio of Bohr sets). Suppose that B is a Bohr set. Then
mG(B1/2) > 7−dmG(B).
Proof. Let e(x) = e2ipix and write characters γ : G→ S1 as γ = e(ω), where
ω : G→ R/Z. In [100] a Bohr set of frequency set Γ and radius δ is defined as
B˜(Γ, δ) = {x : |ω(x)| 6 δ ∀ω ∈ Γ},
whereas here it is defined as
B(Γ, δ) = {x : |1− e(ω(x))| 6 δ ∀ω ∈ Γ}.
The covering argument used in the proof of [100, Lemma 4.20] may be adjusted
via the elementary inclusions
{ω : |1− e(ω)| 6 4δ} ⊂ {ω : |ω| 6 δ} ⊂ {ω : |1− e(ω)| 6 2piδ},
yielding a constant 7 in the final bound in place of 4 there. 
We record an immediate consequence of this bound.
Lemma 3.3 (Growth of Bohr sets). Suppose that B is a Bohr set and ρ ∈ (0, 1].
Then
mG(Bρ) > e−6d log 2ρ
−1
mG(B).
Observing that B = B(Γ, 2)δ/2, this in turn gives the following lemma.
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Lemma 3.4 (Size of Bohr sets). Suppose that B is a Bohr set of radius δ 6 2.
Then
mG(B) > e−6d log 4δ
−1
.
One essential fact about Bohr sets is that they support a lot of arithmetic
structure. A simple illustration of this principle is given by the following easy
consequence of Dirichlet’s theorem on simultaneous approximation [85, Theorem
II.1A].
Lemma 3.5 (Arithmetic progression in a Bohr set). Let B be a Bohr set of radius
δ < pi. Then B contains an arithmetic progression of size at least (1/2pi) δN1/d.
We now recall the notion of regularity of Bohr sets which is of crucial importance
for the proof of Theorems 1.5 and 1.6. This is not needed for the proof of Theorem 1.4,
therefore the reader only interested in that result may very well skip the following
discussion.
Bourgain [5] introduced the notion of regular Bohr sets in the context of Roth’s
theorem. In that situation one often needs to work with Bohr sets on different
scales, and it is therefore desirable that the size of dilates B1+ρ vary continuously
with ρ.
Definition 3.6 (Regular Bohr set). Let C0 be an absolute constant. A Bohr
set B is said to be regular for C0 if




An essential observation of Bourgain [5] is that one may always ensure the
regularity of a Bohr set up to dilation by a constant factor.
Lemma 3.7 (Existence of regular Bohr sets). There exists an absolute constant





such that Bκ is regular
for C0.
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The proof of this result can now be found in many places and we refer, for
example, to Proposition 3.5 of [80]. From now on we fix C0 and we simply say
that a Bohr set B satisfying (3.1) is regular. The regularity property allows for
a very useful averaging lemma, first formalized by Bourgain as [5, Lemma 3.16].
The version we record below is closest to [35, Lemma 4.2]; it says that Bohr sets
are roughly invariant under translation by, or averaging over, elements of a smaller
Bohr set.
Lemma 3.8 (Regularity averaging lemma). Suppose that B is a regular Bohr
set and let x ∈ G and λ : G→ C with ‖λ‖L1 = 1. Then
‖µx+B − µB‖L1 6 C1ρd if x ∈ Bρ,
‖µB ∗ λ− µB‖L1 6 C1ρd if Supp(λ) ⊂ Bρ,
provided ρ 6 1
C0d
and where C1 = 2C0.
Proof. Observe that ‖µx+B − µB‖L1 = 1|B|
∑
y∈G |1x+B(y) − 1B(y)| and that
1B and 1x+B are equal on B1−ρ and outside B1+ρ. Therefore, ‖µx+B − µB‖L1 6
1
|B|(|B1+ρ| − |B1−ρ|) and the first bound follows from (3.1). Summing over x with
weights λ(x) and applying the triangle inequality yields the second estimate. 
4. The Croot-Laba-Sisask approach
The aim of this section is to prove Theorem 1.4. This result is a rather direct
consequence of [9, Theorem 7.1] due to Croot, Laba and Sisask, which says that
the set of almost-periods of a convolution is guaranteed to contain a large Bohr set.
The proof of this theorem relies on a combination of the Croot-Sisask lemma [11]
and Chang’s spectral lemma [7, Lemmas 3.1 and 3.4]; this combination was first
exploited by Sanders [81,83]. For our purpose we only need the following special
case.
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Lemma 4.1 (Bohr-almost-periodicity of convolutions). Let p > 2 and θ ∈ (0, 1)
be a pair of parameters. Suppose that A1, A2 are subsets of Z/NZ of respective
densities α1, α2. Then there exists a Bohr set B such that
‖1A1 ∗ µA2 − τx1A1 ∗ µA2‖Lp 6 θα1/p1 (x ∈ B)
with dimension and radius satisfying
d 6 Cpθ−2(log 2
θα1α2
)3,
δ > c(θα1α2/p)C .
Proof. Apply Theorem 7.4 of [9] with A = A2, B = A1, and S = G, with
doubling constants K1 = 2/α2 and K2 = 2/α1, and with ε = θ. This yields a
parameter
δ′ = cθα1/22 α
1/p−1/2
1 > cθα1/22
and a Bohr set of dimension at most











satisfying the desired almost-periodicity property. The bound on δ might seem
less crude once we note that the lower bound of Lemma 3.4 on logmG(B) depends
linearly on d and log 2δ−1. We have also been somewhat imprecise in handling
logarithmic terms, so as not to needlessly clutter the main estimates: indeed these
terms have little bearing on the quality of the final results. 
From Lemma 4.1 we first obtain a result slightly more general than Theorem 1.4
which finds a translate of a Bohr set in a sumset. We follow the proof of the similar
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Theorem 1.7 on p. 1380 of [11], relying on little more than an elementary identity
of convolutions.
Proposition 4.2. Suppose that A1, A2, A3 are subsets of Z/NZ of respective







such that 1A1 ∗ 1A2 ∗ 1A3(y) > 12α1α2α3 for every y ∈ z +B.
Proof. Apply Lemma 4.1 to A1 and A2 with parameters p and θ to be deter-






radius δ > c(θα1α2/p)C such that
‖(I − τx)1A1 ∗ µA2‖Lp 6 θα1/p1 (x ∈ B).(4.1)
Let z ∈ G and x ∈ B and observe that
1A1 ∗ µA2 ∗ µA3(z)− 1A1 ∗ µA2 ∗ µA3(z + x) = 〈 (I − τx)1A1 ∗ µA2 , τ−zµ−A3〉L2 .
Applying successively Ho¨lder’s inequality and (4.1) we have therefore
|1A1 ∗ µA2 ∗ µA3(z)− 1A1 ∗ µA2 ∗ µA3(z + x)| 6 ‖(I − τx)1A1 ∗ µA2‖Lp‖µA3‖Lq
6 θ(α1/α3)1/p
6 θα−1/p3(4.2)
Since Ez∈G1A1 ∗ µA2 ∗ µA3(z) = α1, we may pick z so that 1A1 ∗ µA2 ∗ µA3(z) > α1.
Choosing p = 2 + logα−13 and θ = α1/2e, we have θα
−1/p
3 6 α1/2, and by (4.2) we
conclude that 1A1 ∗ µA2 ∗ µA3(z + x) > α1/2, where x ∈ B is arbitrary. 
We may now quickly derive Theorem 1.4, which we reproduce below with
adjusted notation for convenience.
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Proposition (Theorem 1.4). Suppose that A1, A2, A3 are subsets of Z/NZ
of respective densities α1, α2, α3 and write α˜ = α1α2α3. Then there exist absolute
constants c > 0 and C > 0 such that A1 +A2 +A3 contains an arithmetic progression
of length at least
N cα
2
1/(log 2α˜−1)4 if α1(log 2α˜−1)−5/2 > C(logN)−1/2
such that each element of the progression has at least 12 α˜N
2 representations as a
sum.
Proof. Apply Proposition 4.2 to obtain a Bohr set B and an element z ∈ G
such that d 6 Cα−21 (log 2α˜−1)4, δ > cα˜C and 1A1 ∗ 1A2 ∗ 1A3(y) > 12 α˜ for every
y ∈ z +B. By Lemma 3.5 we may find an arithmetic progression P ⊂ B of size
|P | > exp
(
cα21 logN




Restricting to α21(log 2α˜−1)−5 > C ′(logN)−1 with C ′ large enough we see that z+P
is the desired arithmetic progression. 
5. Preliminaries on the density-increment strategy
The proof of Theorems 1.5 and 1.6 is based on the density-increment strategy
used by Bourgain [5,6] to obtain good bounds in Roth’s theorem [69] and later
considerably expanded by Sanders in [81, 82]. The base of this theory is best
presented in [83], while the more advanced techniques specific to Roth’s theorem
may be found in [81,82]. We also use a recent refinement of those by Bloom [2].
In this section we collect the main facts that we need from these references.
We first need a special case of [82, Lemmas 4.6 and 6.3], which together constitute
a local version of Chang’s spectral lemma [7, Lemmas 3.1 and 3.4].
Lemma 5.1 (Local spectrum annihilation). Let ε ∈ (0, 1] be a parameter. Let B
be a regular Bohr set and suppose that X ⊂ B has relative density τ . Then there
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exists a regular Bohr set B′ 6 B with
d′ 6 d+ Cε−2 log 2τ−1 and δ′ > cδ/(d2ε−2 log 2τ−1)
such that |1− γ(x)| 6 12 for every γ ∈ Specε(µX) and x ∈ B′.
Proof. WriteB = B(Γ, δ) and let ∆ = Specε(µX). By Sanders [82, Lemma 4.6],
∆ has (1, µB)-relative entropy k  ε−2 log 2τ−1 (see [82] for the definition of
this concept); note in passing that, by the definition of entropy, k > 1. Apply-
ing [82, Lemma 6.3] to ∆ with η = 1, we may further find a set Λ of size at most k
such that, for every ν ∈ (0, 1), ρ 6 c/(dk), and γ ∈ ∆,
|1− γ(x)|  kν + ρd2(k + 1) uniformly in x ∈ B(Γ ∪ Λ,min(ρδ, 2ν)).
Choosing ρ = c/(d2k) and ν = c/k with c small enough we see that |1− γ(x)| 6 12






chosen via Lemma 3.7 such that B˜ is regular. 
Note that, as in [78], we need to keep track of the radius of the Bohr set
rather than its size, since we are looking for arithmetic progressions such as given
by Lemma 3.5. The following is [81, Lemma 3.8] where we used the Bohr set
given by Lemma 5.1 in the proof instead. This lemma forms the backbone of the
density-increment strategy.
Lemma 5.2 (L2 density-increment). Let ν, η, ρ ∈ (0, 1] be parameters. Let B
and B˙ 6 Bρ be regular Bohr sets. Suppose that A ⊂ B has relative density α and






Then there exists a regular Bohr set B˘ 6 B˙ such that ‖1A ∗ µB˘‖∞ > (1 + cν)α,
d˘ 6 d˙+ Cη−2 log 2τ−1 and δ˘ > cδ˙/(d˙2η−2 log 2τ−1).
The slightly different shape of the density-increment lemma above affects in
a minor way the statement of two results we introduce next. The first is the
Katz-Koester transform developed by Sanders [81]; the following is Proposition 4.1
from there.
Lemma 5.3 (Katz-Koester transform). Let ρ, ρ′ ∈ (0, 1) be parameters. Let B
be a regular Bohr set, assume that B′ = Bρ is regular and let B′′ = B′ρ′. Suppose
that A ⊂ B has relative density α and A′ ⊂ B′ has relative density α′. Assume that
ρ 6 cα/d and ρ′ 6 cα′/d. Then either
(i) there exists a regular Bohr set B˘ 6 B′ such that ‖1A ∗ µB˘‖∞ > (1 + c)α,
d˘ 6 d+ Cα−1 log 2α′−1 and δ˘ > cρ(αα′/d)Cδ,
(ii) or there exist L ⊂ B with relative density λ and S ⊂ B′′ with relative
density σ, such that λ 1, σ > e−Cα−1 log 2α′−1 and
1L ∗ 1S 6 Cα−1 1A ∗ 1A′ .
A second result we import is a generalization of the above for three of more
sets due to Bloom [2]; the following is a direct consequence of the case k = 2 of
Theorem 6.1 from there.
Lemma 5.4 (Katz-Koester transform for three sets). Let ρ, ρ′ ∈ (0, 1) be parame-
ters. Let B be a regular Bohr set, suppose that B′ = Bρ is regular and let B′′ = B′ρ′.
Suppose that A ⊂ B has relative density α and A′1, A′2 ⊂ B′ have relative densities
α′1, α
′
2, and write γ = αα′1α′2. Assume that ρ 6 cα/d and ρ′ 6 cγ/d. Then either
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(i) there exists a regular Bohr set B˘ 6 B′ such that ‖1A ∗ µB˘‖∞ > (1 + c)α,
d˘ 6 d+ Cα−1/2 log 2γ−1 and δ˘ > cρ(γ/d)Cδ,
(ii) or there exist L ⊂ B with relative density λ and S1, S2 ⊂ B′′ with relative
densities σ1, σ2 such that λ 1, σi > e−Cα−1/2 log 2γ−1, and
1L ∗ 1S1 ∗ 1S2 6 Cα−2 1A ∗ 1A′1 ∗ 1A′2 .
Finally, we are going to make extensive use of the Croot-Sisask lemma [11],
which says that two-fold convolutions possess large sets of almost-periods. This
technique is particularly suited to prove asymmetric results such as Theorems 1.5
and 1.6. The slightly different version we quote is [83, Lemma 4.3] due to Sanders.
Lemma 5.5 (Croot-Sisask lemma). Let p > 2 and ε ∈ (0, 1) be a pair of
parameters. Let f : G → C and L > 1 and assume that S and T are subsets of
G such that |S + T | 6 L|S|. Then there exist t ∈ T and a set X ⊂ T of size
|X| > (2L)−Cp/ε2|T | such that
‖f ∗ µS − τyf ∗ µS‖Lp 6 ε‖f‖Lp (y ∈ X − t).
This has the following familiar consequence, often used implicitly throughout
the literature.
Lemma 5.6 (Lp-smoothing of convolutions). Let p > 2, ` > 1, and θ ∈ (0, 1) be
parameters. Let f : G→ C and L > 1 and suppose that S and T are subsets of G
such that |S+T | 6 L|S|. Then there exists a set X ⊂ T of size |X| > (2L)−Cp`2/θ2|T |
such that
‖f ∗ µS − f ∗ µS ∗ λ(`)X ‖Lp 6 θ‖f‖Lp
where λX = µX ∗ µ−X .
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Proof. Apply Lemma 5.5 with parameter ε = θ/(2`). By the triangle inequality
and the translation invariance of Lp-norms, we have, for every x1, . . . , x`, x′1, . . . , x′` ∈
X:
‖f ∗ µS − τx1−x′1+···+x`−x′`f ∗ µS‖Lp 6 θ‖f‖Lp .
By averaging over the numerous xi, x′j and the triangle inequality we recover the
result. 
6. Proof of Theorems 1.5 and 1.6
We are now ready to start with the proof of our main estimates. In this section
we introduce a new piece of notation to make computations more bearable: to every
Bohr set B we associate the density parameter b = mG(B). We start with an easy
consequence of regularity that gives us some control on the size of scaled-down sets.
Lemma 6.1 (Scaling lemma). Let ρ ∈ (0, 1) be a parameter. Let B be a regular
Bohr set and B′ ⊂ Bρ. Suppose that A ⊂ B has relative density α and ρ 6 c/d,
then
‖1A ∗ µB′‖∞ > (1−O(ρdα ))α.
Proof. We have, by Lemma 3.8,
Ex∈B1A ∗ µB′(x) = 〈1A ∗ µB′ , µB〉L2
= 〈1A, µB ∗ µB′〉L2
= 〈1A, µB〉L2 +O
(
‖µB − µB ∗ µB′‖L1‖1A‖∞
)
= α +O(ρd).
Bounding the left-hand side in ‖ · ‖∞ norm concludes the proof. 
Our iterative argument initially follows that developed by Sanders in [78], with
slight modifications to accommodate upper level sets. We recall its principle here.
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At each step, one fixes a small Bohr set B′ and finds a translate A′3 of A3 with
relative density in B′ of same order as that of A3 in B. Then either B′ is contained
in the upper level set {1A1 ∗ 1A2 ∗ 1A′3 > K}, or it has nonempty intersection U with
the lower level set {1A1 ∗ 1A2 ∗ 1A′3 6 K}. The scalar product 〈1A1 ∗ 1A2 ∗ 1A′3 , 1U〉L2
is then unusually small for a good choice of K. The usual density-increment strategy
then allows one to find a smaller Bohr set on which either A1 or A2 has increased
density. Since the density is bounded by 1, we may iterate this process only a finite
number of times, after which we have found a translate of a Bohr set in a certain
upper level set.
At this point, however, we take advantage of two techniques from [81], which
we apply in a similar fashion. The first is the Katz-Koester transform which in
this situation roughly redistributes the mass of the sets A1 and A′3 on two new
sets L and S where L is thick and S is not too small, without affecting the size
of the convolution 1A1 ∗ 1A′3 excessively. The second is the Croot-Sisask lemma
which allows one to smooth the convolution 1L ∗ 1S by a factor λ(`)X . At last the
density-increment strategy makes it possible to exploit the smallness of the new
scalar product 〈1L ∗ 1S ∗ 1A2 ∗ λ(`)X , 1U〉 to obtain a density increment on A2.
Our main iterative lemma is then the following. On a first reading the reader
may wish to take ω = 0 below for simplicity, which suffices to obtain Theorem 1.5
without a counting lemma.
Proposition 6.2 (Main iterative lemma). Let ρ, ω ∈ (0, 1) be parameters.
Let B be a regular Bohr set and suppose that B′ = Bρ is regular. Suppose that
A1, A2, A3 ⊂ B have relative densities α1, α2, α3 and write α˜ = α1α2α3. Assume
that ρ 6 cα˜/d and ω 6 e−C(d+α−11 ) log(2d/ρα˜). Then either
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(i) there exists a regular Bohr set B˘ 6 B such that, for some i ∈ {1, 2},
‖1Ai ∗ µB˘‖∞ > (1 + c)αi,
d˘ 6 d+ Cα−11 (log 2α˜−1)4,
δ˘ > cρ(α˜/d)Cδ,
(ii) or there exists x ∈ G such that B′ ⊂ { y : 1A1 ∗ 1A2 ∗ 1A3(x+ y) > ωb2 }.
Proof. By Lemma 6.1 we may find x ∈ G such that A′3 = (A3 − x) ∩ B′ has
relative density in B′ equal to α′3 = 1A3 ∗ µB′(x) α3. Now define
U = { y : 1A1 ∗ 1A2 ∗ 1A3(x+ y) 6 ωb2 } ∩B′,
we may assume that U is nonempty since else we are in the second case of the
proposition. Note that from the inclusion A′3 ⊂ A3 − x and the definition of U , we
have
〈1A1 ∗ 1A2 ∗ 1A′3 , µU〉L2 6 〈1A1 ∗ 1A2 ∗ 1A3−x, µU〉L2
= 〈1A1 ∗ 1A2 ∗ 1A3 , µx+U〉L2
6 ωb2(6.1)
where µU is well-defined since U 6= ∅. From hereon, the proof divides into three
steps.






is chosen via Lemma 3.7 so that B′′ is regular. Applying Lemma 5.3
to A = A1 and A′ = A′3 with parameters ρ and ρ′ then results in one of two
cases. In case (i) of that lemma we obtain a regular Bohr set B˘ 6 B′ such that
‖1A1 ∗ µB˘‖∞ > (1 + c)α1,
d˘ 6 d+ Cα−11 log 2α−13 and δ˘ > cρ(α1α3/d)Cδ,
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which is enough to conclude. In case (ii), we may find L ⊂ B with relative density
λ and S ⊂ B′′ with relative density σ such that
λ 1 and σ > e−Cα−11 log 2α−13 ,(6.2)
1L ∗ 1S  α−11 1A1 ∗ 1A′3 .(6.3)
By (6.3) we then have
〈1L ∗ µS, 1−A2 ∗ µU〉L2 = (σb′′)−1〈1L ∗ 1S, 1−A2 ∗ µU〉L2
 (α1σb′′)−1〈1A1 ∗ 1A′3 , 1−A2 ∗ µU〉L2
= (α1σb′′)−1〈1A1 ∗ 1A2 ∗ 1A′3 , µU〉L2 .
By (6.1) we have further
〈1L ∗ µS, 1−A2 ∗ µU〉L2  (α1σb′′)−1ωb2
= (λα1α2σ)−1(b/b′′)ω · λα2b.
Recalling (6.2) and applying Lemma 3.3 we have therefore
〈1L ∗ µS, 1−A2 ∗ µU〉L2 6 eC(d+α
−1
1 ) log(2d/ρα˜)ω · λα2b.
Assuming ω 6 e−C′(d+α−11 ) log(2d/ρα˜) with C ′ large enough we eventually obtain
〈1L ∗ µS, 1−A2 ∗ µU〉L2 6 14λα2b.(6.4)






is chosen via Lemma 3.7 so that B′′′ is regular, and with c small enough
so that, by regularity of B′′ and Definition 3.6,
|S +B′′′| 6 |B′′ +B′′′| 6 |B′′1+ρ′′ | 6 2|B′′| = (2/σ)|S|.
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Applying Lemma 5.6 to f = 1L and T = B′′′ with parameters p, `, θ to be determined
later, we obtain a set X ⊂ B′′′ of relative density τ with
τ > exp
(




‖1L ∗ µS − 1L ∗ µS ∗ λ(`)X ‖Lp 6 θ‖1L‖Lp .
By Ho¨lder’s and Young’s inequalities we have therefore
|〈1L ∗ µS, 1−A2 ∗ µU〉L2 − 〈1L ∗ µS ∗ λ(`)X , 1−A2 ∗ µU〉L2 |
6 ‖1L ∗ µS − 1L ∗ µS ∗ λ(`)X ‖Lp‖1−A2 ∗ µU‖Lq
6 θ‖1L‖Lp‖1−A2‖Lq
= θλ1/pα1−1/p2 b
Choosing p = 2 + logα−12 and θ = λ1−1/p/4e  1, this is less than 14λα2b, which
combined with (6.4) shows that
|〈1L ∗ µS ∗ λ(`)X , 1−A2 ∗ µU〉L2| 6 12λα2b.(6.6)
Obtaining an L2 density increment. Since U , S,X are contained in B′, the
function µU ∗ µ−S ∗ λ(`)X has support in (2`+ 2)B′ ⊂ B(2`+2)ρ and we have, by
Lemma 3.8,
〈1L ∗ µS ∗ λ(`)X , 1B ∗ µU〉L2 = 〈1L, 1B ∗ µU ∗ µ−S ∗ λ(`)X 〉L2
= 〈1L, 1B〉L2 +O
(





provided that ρ 6 c/(`d), which will turn out to be the case. Forming the balanced
function f−A2 = 1−A2 − α21B, we deduce from (6.6) and (6.7) that
|〈1L ∗ µS ∗ λ(`)X , f−A2 ∗ µU〉L2| > 14λα2b.
By Parseval’s formula and the inequality ‖f̂‖∞ 6 ‖f‖L1 we have therefore
1
4λα2b 6
∣∣∣〈1̂L · µ̂S · µ̂`X · µ̂`−X , f̂−A2 · µ̂U〉`2 ∣∣∣
6 ‖µ̂S‖∞‖µ̂U‖∞‖1̂L · f̂A2 · µ̂2`X‖`1
6 ‖1̂L · f̂A2 · µ̂2`X‖`1 .
By Cauchy-Schwarz and Parseval’s identity, we then have
1
4λα2b 6 ‖1̂L‖`2‖f̂A2 · µ̂2`X‖`2 = (λb)1/2‖f̂A2 · µ̂2`X‖`2 .
It follows that, for some constant c,
∑
γ
|f̂A2(γ)|2|µ̂X(γ)|4` > 116λα22b > cα22b.(6.8)













The parameters we have chosen have size p  log 2α−12 , `  log 2α−12 , and θ  1,
and therefore by (6.5) and (6.2), we have
τ > exp
(
− Cα−11 (log 2α˜−1)4
)
.
Since ρ′  α3/d and ρ′′  1/d, we also have δ′′′ = cρ(α3/d2)δ. Applying Lemma 5.2
with A = A2 and for η = 1/2 and some ν  1 , we therefore obtain a regular Bohr
set B˘ 6 B′′′ such that ‖1A2 ∗ µB˘‖∞ > (1 + c)α2 and
d˘ 6 d+ Cα−11 (log 2α˜−1)4 and δ˘ > cρ(α˜/d)4δ,
which again is enough to conclude. 
We are now in a position to prove the following result, which gives slightly
more structure than Theorem 1.5 in the form of a translate of a large Bohr set.
Theorem 1.5 will then follow quickly from this proposition and Lemma 3.5.
Proposition 6.3. Suppose that A1, A2, A3 are subsets of Z/NZ of respective
densities α1, α2, α3 and write α˜ = α1α2α3. Then there exist z ∈ G and a Bohr set
B with






such that, for every y ∈ z +B,
1A1 ∗ 1A2 ∗ 1A3(y) > exp
(
− Cα−11 (log 2α˜−1)7
)
.
Proof. The proof proceeds by iteration of Proposition 6.2. We construct itera-









3 . We initiate the iteration with B(1) = B({0}, 2) =




3 ) = (A1, A2, A3). We denote by
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δi, di, and bi, respectively the radius, dimension, and density in G of B(i), and we










ωi and ρi to be determined later. In case (i) of that proposition we define B(i+1) =
B˘(i), while in case (ii) we stop the iteration. Whenever B(i+1) is defined we pick
(xj,i)16j63 so that, for every j, A(i+1)j := (A
(i)




j = 1A(i)j ∗ µB(i+1)(xj,i) = ‖1A(i)j ∗ µB(i+1)‖∞.
We now assume that B(i) is defined for 1 6 i 6 n. Let i < n, our application of
Proposition 6.2 then shows that there exists ji ∈ {1, 2} such that α(i+1)ji > (1+c)α(i)ji .





is picked via Lemma 3.7 so that
B(i)ρi is regular, and with c









j > (1− c2i2 )α(i)j(6.9)





2 > (1− c/2)(1 + c)α(i)1 α(i)2 > (1 + c/4)α(i)1 α(i)2 ,
and as a consequence the iteration proceeds for at most n = O(log 2α˜−1) steps.







uniformly in 1 6 j 6 3 and 1 6 i 6 n. The dimension bound from Proposition 6.2
then becomes





for i < n and therefore di  iα−11 (log 2α˜−1)4  α−11 (log 2α˜−1)5 uniformly in
1 6 i 6 n. The radius bound from Proposition 6.2 is then
δi+1 > (α˜(i)/2idi)O(1)δi > (α˜/2)O(1)δi
for i < n, whence δi > (α˜/2)O(i) > e−O((log 2α˜
−1)2) uniformly in 1 6 i 6 n.
Finally, we choose ωi = ω independent of i so as to satisfy the condition
ω 6 exp
(
− C(di + (α(i)1 )−1) log(2di/ρiα˜(i))
)
from Proposition 6.2 for every 1 6 i 6 n. From the previous dimension and
radius bounds we see that it is enough to take ω = e−C′α−11 (log 2α˜−1)6 , with C ′ large
enough. For that choice we deduce from Lemma 3.4 and the bounds on di and δi
that ωbi2 > e−O(α
−1
1 (log 2α˜−1)7) uniformly in 1 6 i 6 n. When we are in case (ii) of
Proposition 6.2 we therefore find that B(n)ρn is contained in a translate of
{ y : 1A(n)1 ∗ 1A(n)2 ∗ 1A(n)3 (y) > exp
(
− Cα−11 (log 2α˜−1)7
)
}.
Since ρn > (α˜/2)O(1) and the A(n)j are, by construction, contained in translates of
the Aj, this concludes the proof. 
Proof of Theorem 1.5. Applying Proposition 6.3 with (A1, A2, A3) = (A,B,C)
and using Lemma 3.5 we may find an arithmetic progression P such that






and an element z ∈ G such that 1A1∗1A2∗1A3(y) > e−Cα−1 log7(2/αβγ) for all y ∈ z+P .
Restricting to α(log 2
αβγ
)−7 > C ′(logN)−1 with C ′ large enough we see that z + P
is the desired arithmetic progression. 
We now turn to the slightly more difficult proof of Theorem 1.6. The main strat-
egy is the same and we again start with a small scalar product 〈1A1 ∗ 1A′3 ∗ 1−U , 1−A2〉
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where U is a certain lower level set. However, we now fully exploit the set U in ap-
plying the generalized Katz-Koester transform from [2] to the three sets A1, A′3,−U .
This redistributes the mass more efficiently and accounts for the improved depen-
dency on densities. The rest of the proof runs similarly with applications of the
Croot-Sisask lemma and the density-increment strategy.
This, however, requires us to assume that U = {1A1 ∗ 1A2 ∗ 1A′3 6 K} is dense
enough inside a Bohr set B′. We are then in a situation already encountered in [78]
where at each step of the iteration it either happens that U has low density and
that the upper level set U c = {1A1 ∗ 1A2 ∗ 1A′3 > K} is thick inside B′; or that a
density increment can be obtained. The following lemma makes this precise and the
reader may again let ω = 0 there to obtain Theorem 1.6 without a counting lemma.
Proposition 6.4 (Main iterative lemma). Let ρ, v, ω ∈ (0, 1) be parameters.
Let B be a regular Bohr set and assume that B′ = Bρ is regular. Suppose that
A1, A2, A3 ⊂ B have relative densities α1, α2, α3 and write α˜ = α1α2α3. Assume
that ρ 6 cα˜/d and w 6 e−C(d+α−1/21 ) log(2d/ρvα˜). Then either
(i) there exists a regular Bohr set B˘ 6 B and i ∈ {1, 2} such that
‖1Ai ∗ µB˘‖∞ > (1 + c)αi,
d˘ 6 d+ Cα−1/21 (log 2v−1)(log 2α˜−1)4,
δ˘ > cρ(vα˜/d)Cδ,
(ii) or there exists x ∈ G such that {y : 1A1 ∗ 1A2 ∗ 1A3(x + y) > ωb2} ∩ B′
has relative density at least 1− v in B′.
Proof. The proof is in many aspects similar to that of Proposition 6.2 and
therefore we are more brief in computations. By Lemma 6.1 we may find x ∈ G
such that A′3 = (A3−x)∩B′ has relative density α′3 = 1A3 ∗µB′(x) α3 in B′. Let
U = {y : 1A1 ∗ 1A2 ∗ 1A3(x+ y) 6 ωb2} ∩B′
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have density u in B′; we may assume that u > v since else we are in the second
case of the proposition. Note that, by the definitions of A′3 and U , we have
〈1A1 ∗ 1A2 ∗ 1A′3 , 1U〉L2 6 ωb2 · ub′ 6 ωb2b′.(6.10)
From here the proof again divides into three steps.
Applying the Katz-Koester transform. Choose ρ′ = cvα˜/d with the help of
Lemma 3.7 so that B′′ := B′ρ′ is regular. Applying Lemma 5.4 with (A,A′1, A′2) =
(A1,−U , A′3) then results into one of two cases. In case (i) of that lemma we obtain
a regular Bohr set B˘ 6 B′ such that ‖1A1 ∗ µB˘‖∞ > (1 + c)α1,
d˘ 6 d+ Cα−1/21 log(2/vα˜) and δ˘ > cρ(vα˜/d)Cδ,
which is enough to conclude via the crude bound log(2/vα˜) (log 2v−1)(log 2α˜−1).
In case (ii), we may find L ⊂ B of relative density λ and S1, S2 ⊂ B′′ of relative
densities σ1, σ2 such that
λ 1, σ1, σ2 > e−Cα
−1/2
1 log(2/vα˜),(6.11)
1L ∗ 1S1 ∗ 1S2  α−21 1A1 ∗ 1−U ∗ 1A′3 .(6.12)
In that case write I = 〈1L ∗ µS1 ∗ µS2 , 1−A2〉L2 for convenience. By (6.12) we then
have
I  (α21σ1σ2)−1(b′′)−2〈1A1 ∗ 1−U ∗ 1A′3 , 1−A2〉L2
= (α21σ1σ2)−1(b′′)−2〈1A1 ∗ 1A2 ∗ 1A′3 , 1U〉L2 .
By (6.10), (6.11) and Lemma 3.3 we have further
I  (α21σ1σ2)−1(b′′)−2ωb2b′
= (λα21α2σ1σ2)−1(b/b′′)(b′/b′′)ω · λα2b
6 eC(d+α
−1/2
1 ) log(2d/ρvα˜)ω · λα2b.
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Assuming ω 6 e−C′(d+α−1/21 ) log(2d/ρvα˜) with C ′ large enough we have therefore
〈1L ∗ µS1 , 1−A2 ∗ µ−S2〉L2 = I 6 14λα2b.(6.13)
Applying the Croot-Sisask lemma. We let B′′′ = B′′ρ′′ with ρ′′ = c/d chosen
such that B′′′ is regular (via Lemma 3.7) and with c small enough so that, by the
regularity of B′′, |S1 + B′′′| 6 |B′′1+ρ′′ | 6 (2/σ1)|S1|. Applying Lemma 5.6 with
f = 1L, S = S1, T = B′′′ and parameters p, `, θ to be determined later, we obtain a
set X ⊂ B′′′ of relative density τ with
τ > exp
(




‖1L ∗ µS1 − 1L ∗ µS1 ∗ λ(`)X ‖Lp 6 θ‖1L‖Lp .
Proceeding exactly as in the proof of Proposition 6.2 we then obtain from (6.13)
that
|〈1L ∗ µS1 ∗ µS2 ∗ λ(`)X , 1−A2〉L2| 6 12λα2b(6.15)
for the choice of parameters p = 2 + logα−12 and θ = λ1−1/p/4e  1.
Obtaining an L2 density increment. Since the support of µS1 ∗ µS2 ∗ λ(`)X is
contained in (2`+ 2)B′ ⊂ B(2`+2)ρ we have, by Lemma 3.8,
〈1L ∗ µS1 ∗ µS2 ∗ λ(`)X , 1B〉L2 = λb+O(`ρdb) > 34λb(6.16)
provided that ρ 6 c/(`d), which will turn out to be the case. Forming the balanced
function f−A2 = 1−A2 − α21B, we see from (6.15) and (6.16) that
|〈1L ∗ µS1 ∗ µS2 ∗ λ(`)X , f−A2〉L2 | > 14λα2b
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A computation entirely analogous to that in the proof of Proposition 6.2 then




The parameters we have chosen have size p  log 2α−12 , `  log 2α−12 , and θ  1. By
(6.14), (6.11) and the bound log(2/vα˜) (log 2v−1)(log 2α˜−1), we have therefore
τ > exp
(
− Cα−1/21 (log 2v−1)(log 2α˜−1)4
)
.
Since ρ′  vα˜/d and ρ′′  1/d, we also have δ′′′ = cρ(vα˜/d2)δ. Applying Lemma 5.2
to A = A2 with η = 1/2 and some ν  1, we obtain a regular Bohr set B˘ 6 B′′′
such that
‖1A2 ∗ µB˘‖∞ > (1 + c)α2,
d˘ 6 d+ Cα−1/21 (log 2v−1)(log 2α˜−1)4,
δ˘ > cρ(vα˜/d)4δ,
which again is enough to conclude. 
Owing to the shape of Proposition 6.4, we now need to find arithmetic pro-
gressions in thick subsets of Bohr sets. This is precisely addressed by Sanders
from [78, Lemma 6.7], which we now quote.
Lemma 6.5. Let v ∈ (0, 1) be parameter and let B be a regular Bohr set. Suppose
that v−1 6 cδN1/d/d and A ⊂ B has relative density at least 1− v, then A contains
an arithmetic progression of length at least 4v−1.
We now modify our iterative lemma so as to yield arithmetic progressions in
upper-level sets and so as to bound the number of steps in the iteration more easily.
Proposition 6.6 (Final iterative lemma). Let ρ, v, ω ∈ (0, 1) be parameters.
Let B be a regular Bohr set and assume that B′ = Bρ is regular. Suppose that
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A1, A2, A3 ⊂ B have relative densities α1, α2, α3, respectively, and write α˜ = α1α2α3.
Assume that ρ 6 cα˜/d,
v−1 6 cδ′N1/d/d and 0 6 ω 6 exp
(




(i) there exists a regular Bohr set B˘ 6 B′ such that
∏
16j63‖1Aj ∗ µB˘‖∞ > (1 + c)α˜,
d˘ 6 d+ Cα−1/21 (log 2v−1)(log 2α˜−1)4,
δ˘ > cρ(vα˜/d)Cδ,
(ii) or the set {y : 1A1 ∗1A2 ∗1A3(y) > ωb2} contains an arithmetic progression
of length at least 4v−1.
Proof. By Proposition 6.4 we may either find x ∈ G such that
V = {y : 1A1 ∗ 1A2 ∗ 1A3(y + x) > ωb2} ∩B′
has relative density at least 1−v in B′, in which case we may conclude by Lemma 6.5
with A = V ; or we may obtain a regular Bohr set B˘ such that ‖1Ai∗µB˘‖∞ > (1+c)αi
for some i ∈ {1, 2} and with the prescribed radius and dimension bounds. Picking
j, k such that {i, j, k} = {1, 2, 3}, Lemma 6.1 then shows that
∏
16`63




and assuming ρ 6 c′α˜/d with c′ small enough this is indeed more than (1+c/2)α˜. 
We are now ready for the proof of Theorem 1.6, which we quote below with
adjusted notation for convenience.
Proposition (Theorem 1.6). Let ε ∈ (0, 1) be a parameter and suppose that
A1, A2, A3 are subsets of Z/NZ of respective densities α1, α2, α3, and write α˜ =
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if α1(log 2α˜−1)−14 > C(ε logN)−2
and such that 1A1 ∗ 1A2 ∗ 1A3(x) > N−ε for every x ∈ P .
Proof. The proof proceeds by iteration of Proposition 6.6. We are brief since
the iteration process is very similar to that of the proof of Proposition 6.3.
We construct iteratively a sequence of regular Bohr sets B(i) with parameters
di, δi, bi and, for every 1 6 j 6 3, a sequence of sets A(i)j ⊂ B(i) of relative density
α
(i)






3 . We initiate the iteration with B(1) = Z/NZ
and A(1)j = Aj for 1 6 j 6 3. At each step i we apply Proposition 6.6 to the sets
A
(i)
j with parameters ρi, v, ω to be determined later (note that v and ω are chosen
independent of i), and in case (i) we define B(i+1) = B˘(i), while in case (ii) we stop
the iteration. For every 1 6 j 6 3, we pick xi,j so that A(i+1)j := (Aj − xi,j) ∩B(i+1)
has relative density α(i+1)j = ‖1A(i)j ∗ µB(i+1)‖∞ in B(i+1), whenever B(i+1) is defined.
By the density increment α˜(i+1) > (1 + c)α˜(i) from Proposition 6.6 we see that
the iteration stops after at most n = O(log 2α˜−1) steps. We choose ρi = cα˜(i)/(i2di)
such that B(i)ρi is regular (via Lemma 3.7). By Lemma 6.1 we then have α
(i+1)
j >
(1− O(i−2))α(i)j for every i, j and therefore α(i)j > e−O(
∑∞
i=1 i
−2)αj  αj uniformly
in 1 6 j 6 3 and 1 6 i 6 n. We then have, from the bounds of Proposition 6.6,
di+1 6 di + Cα−1/21 (log 2v−1)(log 2α˜−1)4
for i < n and therefore di 6 Cα−1/21 (log 2v−1)(log 2α˜−1)5 uniformly in 1 6 i 6 n.
Bounding crudely log(2/vα˜) (log 2v−1)(log 2α˜−1), we also have
δi+1 > exp
(
− C(log 2v−1)(log 2α˜−1)
)
δi




uniformly in 1 6 i 6 n.
Chapitre III 82
We now choose v and ω so that (6.17) is satisfied at every step. From the
previous dimension and radius bounds, we see that a sufficient condition for v is
log 2v−1 6 cα
1/2
1 logN
(log 2v−1)(log 2α˜−1)5 − C(log 2v
−1)(log 2α˜−1)2.
We choose v defined by log 2v−1 = c′ε1/2α1/41 (logN)1/2(log 2α˜−1)−7/2 with c′ small
enough so as to satisfy this; since log 2v−1 ∈ [ log 2,+∞), this requires α1(log 2α˜−1)−14 >
C(ε logN)−2 for a certain large enough C. Bounding again crudely log(2/vα˜)
(log 2v−1)(log 2α˜−1), we also see that a sufficient condition for ω to satisfy (6.17) is
ω 6 exp
(
− Cα−1/21 (log 2v−1)2(log 2α˜−1)6
)
which allows for the choice ω = N−(cε/ log 2α˜−1) upon inserting the above expression
of log 2v−1. From Lemma 3.4 and the choices of v and ω, we eventually obtain
ωb2i > N−ε uniformly in 1 6 i 6 n. When we are in case (ii) of Proposition 6.6, we
have therefore found the desired arithmetic progression. 
7. Arithmetic progressions in sumsets of sets of primes
We now consider applications of Theorems 1.5 and 1.6 to the problem of finding
arithmetic progressions in A+ A+ A, for A a subset of the primes. This problem
was first considered by Cui, Li and Xue in [12]. In that paper a connection with
the original problem on arithmetic progressions in sumsets of sets of integers was
outlined and exploited via the original theorem of Green on A+A+A, which finds
an arithmetic progression of size N cα2 in this sumset when A has density α. To
obtain Theorem 1.7 we exploit the same connection, taking advantage of the slightly
longer progression given by Theorem 1.5. Corollary 1.8 is obtained differently, by a
direct application of Theorem 1.6.
We denote by logk the logarithm iterated k times and we let n be a large enough
integer. We also recall that when G,H are two groups, a Freiman 3-isomorphism












i φ(a′i); we refer the reader
to [100, Section 5.3] for the properties of such maps. The following can be extracted
from the computations of [12].
Proposition 7.1. Let ε, δ ∈ (0, 1) and suppose that A has density α in
{1, . . . , n} ∩ P. Then there exist an integer N such that n/(log n)  N  n,
a subset A′ of A which is Freiman 3-isomorphic to a subset A′′ of Z/NZ, a function
f on Z/NZ with support in A′′, and a subset A1 of Z/NZ of density at least cα
such that
f ∗ f ∗ f(x) > α3 1A1 ∗ 1A1 ∗ 1A1(x)−O(ε+ δ1/2) (x ∈ G)(7.1)
provided C(log4N)/(log2N) 6 (ε/2pi)Cδ
−5/2.
Proposition 7.2. Let ε, δ ∈ (0, 1) and suppose that A has density α in
{1, . . . , n} ∩ P. Then there exist an integer N such that n1/2  N  n, a subset
A′ of A which is Freiman 3-isomorphic to a subset A′′ of Z/NZ, a function g on
Z/NZ with support in A′′ and a subset A1 of Z/NZ of density at least cα2 such
that
g ∗ g ∗ g(x) > α3 1A1 ∗ 1A1 ∗ 1A1(x)−O(ε+ δ1/2) (x ∈ G)
provided δ−5/2 log 2ε−1 6 c logN .
Proof of Theorem 1.7. To obtain the first estimate we apply Proposition 7.1.
Since A1 has density at least cα, we know by Theorem 1.5 that A1 +A1 +A1 contains
an arithmetic progression P of length at least N cα/(log 2α−1)5 such that, for every
x ∈ P ,





Choosing ε = δ = exp(−C ′α−1(log 2α−1)7) with C ′ large enough it then follows from
(7.1) that f ∗f ∗f(x) > 0 for all x ∈ P , and therefore that P ⊂ A′′+A′′+A′′. Pulling
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back to A′ ⊂ A by the Freiman isomorphism we are done provided δ−5/2 log 2ε−1 6
c log3N , which is satisfied for α > C(log5N)7/ log4N .
To obtain the second estimate we apply Proposition 7.2, where this time A1 has
density at least cα2. Theorem 1.5 then yields a progression P ⊂ A1 + A1 + A1 of
length at least N cα2/(log 2α−1)5 such that





and choosing δ = ε = exp(−C ′α−2(log 2α−1)7) we may conclude as before provided
eCα
−2(log 2α−1)76 c logN.
This is certainly satisfied for α > C(log3N)7/2/(log2N)1/2. 
Proof of Corollary 1.8. The projection pi : Z → Z/6NZ is a Freiman
3-isomorphism from A ⊂ {1, . . . , N} to A′ := pi(A) which preserves arithmetic pro-
gressions. Note that A′ has density  α/ logN in Z/6NZ. Applying Theorem 1.6
with A = B = C = A′, ε = 12 and pulling back to Z then concludes the proof. 
8. Remarks and conclusion
There is a strong parallel between the quantitative results one can obtain about
arithmetic progressions in sumsets and on Roth’s theorem by the density-increment
strategy of [81]. Indeed the limitation in the range of density in both problems
is similar. To see this, consider a subset A of Z/NZ of density α. Sanders [81]
then showed that when α > (logN)−1+o(1), there exists a nontrivial three-term
arithmetic progression in A, which Bloom [2] generalized to show (in particular)
that for α > (logN)−2+o(1), any translation-invariant equation in four variables has
a nontrivial solution in A. By comparison, the same density-increment strategy
applied to our problem can be made to obtain a long progression in A+ A in the
range α > (logN)−1+o(1) (although this is not pursued here, since the argument
of [9] is simpler in this case) and, by Theorem 1.6, it yields one in A+ A+ A for
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α > (logN)−2+o(1). It is therefore likely that any improvement of this technique
would result in a better density dependency in both problems.
Chapitre IV. Arithmetic progressions in sets of small dou-
bling
Author: Kevin Henriot.
Abstract: We show that if a finite, large enough subset A of an arbitrary
abelian group satisfies the small doubling condition |A+ A| 6 (log |A|)1−ε|A|, then
A must contain a three-term arithmetic progression whose terms are not all equal,
and A+ A must contain an arithmetic progression or a coset of a subgroup, either




. This extends analogous results obtained by
Sanders and, respectively, by Croot, Laba and Sisask in the case where the group is
Zs or Fnq .
1. Introduction
Our aim in this work is to generalize two types of results of additive combinatorics
usually stated for dense subsets of the integers, namely Roth’s theorem [69] and
Bourgain’s theorem on long arithmetic progressions in sumsets [4], to the case
where the sets only have small doubling and live in an arbitrary abelian group.
As in previous work of this nature [75,80,93,94], our motivation is to provide a
link between two types of additive structure: small doubling on the one hand, and
containment of arithmetic progressions in the set or its sumset on the other hand.
Since the result we seek is known qualitatively by the modelling methods of Green
and Ruzsa [32], we focus on the quantitative bounds that may be obtained for it.
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Concerning the first topic of Roth’s theorem, we start by recalling the state-
of-the-art bounds, which we state in the setting of a cyclic group. Here a k-term
arithmetic progression in an abelian group is defined as a tuple (x1, . . . , xk), where
x1, . . . , xk are group elements such that x2 − x1 = · · · = xk − xk−1, and we say that
it is trivial when x1, . . . , xk are all equal, and proper when they are all distinct;
note that when the group has odd order every nontrivial three-term arithmetic
progression is proper. The breakthrough work of Sanders [81] then, building on
earlier work of Bourgain [5], has established that given a large enough, odd integer
N , every subset of Z/NZ of density at least (logN)−1+o(1) contains a proper three-
term arithmetic progression. Under a density hypothesis, the generalization to finite
abelian groups is not very challenging: indeed it can be essentially read out of [81]
that any set of density at least (log |G|)−1+o(1) in a finite abelian group G of odd
order contains a proper three-term arithmetic progression.
However, the situation is more complex when we only assume that the set
in question, say A, has small doubling in the sense that |A + A| 6 K|A|. Since
subsets of density α of a finite abelian group have doubling at most K = α−1, this
includes the previous situation. We would then like to show that K 6 (log |A|)1−o(1)
forces A to contain a proper three-term arithmetic progression, which would truely
generalize the dense case, however this is not not obvious even in the case where
A is a set of integers. Indeed the direct approach, which proceeds by combining
the standard Ruzsa modelling lemma [75] with the bounds for Roth’s theorem
from [81], only yields an admissible range of K 6 (log |A|)1/4−o(1). This is precisely
what led Sanders [80] to design a more subtle approach which, for sets of integers,
yields the range we seek.
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Theorem 1.1 (Sanders). There exists an absolute constant c > 0 such that the
following holds. Suppose that A is a finite set of integers such that1
|A+ A| 6 c(log |A|)(log log |A|)−8 · |A|.
Then A contains a proper three-term arithmetic progression.
This does not appear explicitely in the literature, but follows more or less directly
from inserting Ruzsa’s modelling bound [75] into the argument of [80], taking also
into account the latest bounds for Roth’s theorem [81]; we describe this in more
detail at the end of the article. By this procedure, one can actually obtain a version
of Theorem 1.1 for any group with good modelling in the sense of [32]. In the
general abelian case, where available modelling arguments are by necessity much
weaker [32], Sanders [80] also improves substantially on the bounds that would
follow from a direct modelling approach.
Theorem 1.2 (Sanders). There exists an absolute constant c > 0 such that the
following holds. Suppose that A is a finite subset of an abelian group such that
|A+ A| 6 c(log |A|)1/3(log log |A|)−1 · |A|.
Then A contains a nontrivial three-term arithmetic progression.
Note that the conclusion changed to yield a nontrivial arithmetic progression
only; we say more on this later. The loss in the exponent of log |A| in comparison
with the previous case is due to a limitation of the results on modelling; indeed
via [32] it is only possible to Freiman-embed a set A of doubling K into a finite
abelian group where its image has density exp[−CK2 logK]. A construction by
Green and Ruzsa [32] further shows that any modelling result of this type will
feature an exponential loss in
√
K, at least if we insist on embedding the whole set.
1Throughout this introduction, we make the tacit assumption that all quantities appearing inside
a double logarithm are at least ee in size.
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Fortunately, in a recent major advance on the polynomial Freiman-Ruzsa conjecture,
Sanders [83] managed to sidestep this issue and obtained a correlation result which
may be viewed as another form of modelling. This result may be applied to our
situation to recover a range of doubling matching the current bounds for Roth’s
theorem, for arbitrary abelian groups; this is the first observation of this paper.
Theorem 1.3. There exists an absolute constant c > 0 such that the following
holds. Suppose that A is a finite subset of an abelian group such that
|A+ A| 6 c(log |A|)(log log |A|)−7 · |A|.
Then A contains a nontrivial three-term arithmetic progression.
Here we say more on the issue of 2-torsion, which was already discussed by
Sanders in [80]. In general, a set A contains a nontrivial degenerate arithmetic
progression (x, y, x) if and only if A− A contains an element of order 2; therefore
in that case, Theorems 1.2 and 1.3 give only trivial information. Obtaining proper
progressions in every case where it is possible (this excludes groups such as Fn2 ) is
a thorny issue that has only been successfully adressed in work of Lev [60] and
Sanders [79] in cases where the group rank is not too large; here we do not consider
this issue.
The second topic we consider is that of long arithmetic progressions in sumsets,
initiated by Bourgain [4] and further developed by Green [29]. Basing themselves
on a fundamental new technique introduced by Croot and Sisask [11], these two
last authors together with Laba [9] obtained a remarkable extension of Green’s
result, which furthermore already works under a small doubling hypothesis.
Theorem 1.4 (Croot, Laba, Sisask). There exists an absolute constant c > 0
such that the following holds. Let K,L > 1 be parameters, and suppose that A,B are
finite sets of integers such that |A+B| 6 K|A| and |A+B| 6 L|B|. Then A+B
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provided K log5(L log |A|) 6 c log |A+B|.
From the methods of [9], one can easily deduce that an analog result holds for
subsets A and B of density α and β of a finite abelian group, with α−1 and β−1
in place of K and L. Therefore we focus again on the case of small doubling in
an arbitrary abelian group, to which the argument of [9] does not extend as it
relies on a two-sets version of Ruzsa modelling [75]. The coveted generalization
of Theorem 1.4 may however be recovered, again by using the Bogolyubov-Ruzsa
lemma from [83], and establishing this is the second aim of this paper. Note that
in the general abelian setting, we need to adapt the type of structure sought to
allow for both cosets of subgroups and arithmetic progressions.
Theorem 1.5. There exists an absolute constant c > 0 such that the following
holds. Let K > 1 be a parameter and suppose that A is a finite subset of an abelian
group such that |A + A| 6 K|A|. Then A + A contains a set, which is either a







provided K 6 c log |A|(log log |A|)5 .
This recovers Theorem 1.4 in the symmetric case A = B, since in Z every
nontrivial subgroup is infinite. We restrict to the symmetric case for simplicity; it
seems feasible to obtain an asymmetric result of the shape of Theorem 1.4 from the
methods of this paper, however we do not pursue this here.
Finally, we mention an application of results on arithmetic progressions in sets
of small doubling, to the asymptotic size of restricted sumsets. This application was
first observed independently by Schoen [86] and Hegyva´ri et al. [49] in the setting of
integers, and later quantitatively strengthened by Sanders [80] in the more general
setting of abelian groups. We write A +̂A for the set of sums of distinct elements
of A below.
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This improves upon the exponent −13 on the logarithm obtained by Sanders [80]
via Theorem 1.2, since Theorem 1.3 is used instead. Note that by Behrend’s con-
struction [64], the restricted sumset may have size as low as (1− e−c
√
log |A|)|A+ A|
and therefore the bounds for this problem match those for Roth’s theorem closely.
Finally, we remark that by the finite modelling argument of Green and Ruzsa [32,
Lemma 2.1], it suffices to prove all our results in the case where the group is finite
abelian, and therefore we work under that hypothesis for the rest of the paper. This
concludes our introduction and we discuss the structure of this paper in the next
section.
Funding. This research was supported by a contrat doctoral from Universite´
Paris 7 and by the ANR Caesar ANR-12-BS01-0011.
2. Overview
In this section we sketch the argument behind our results and outline the
structure of this paper. We use the symbols ≈ and & to indicate statements that
hold true up to certain negligible factors.
The first logical step in the proof of Theorem 1.3 consists in applying the
correlation version of Sanders’ Bogolyubov-Ruzsa lemma [83] (Proposition 7.1)
to deduce that a set A of doubling K has density  1/K in (a translate of)
a large Bourgain system B, a group-like object whose properties are recalled
in Section 4. The second step is to obtain an efficient local version of Roth’s
theorem (Proposition 6.1), which, roughly saying, asserts that a set A of density
α & (log |B|)−1 in a large Bourgain system B contains many arithmetic progressions,
and therefore a nontrivial one. This may be applied to the previous system B, for
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which |B| ≈ |A| and α  1/K, under the condition K . log |A|, thereby establishing
Theorem 1.3. The local Roth theorem is developed in Section 6, drawing on analytic
tools from Section 5, and it is combined in the preceding fashion with the correlation
Bogolyubov-Ruzsa lemma in Section 7.
To derive Theorem 1.5, we need to obtain instead a local version of an almost-
periodicity lemma of Croot et al. [9] (Proposition 8.4), drawing again on the tools of
Section 5. This process, carried out in Section 8, requires a somewhat simpler version
of Sanders’ Bogolyubov-Ruzsa lemma (Proposition 8.1) which deduces containment
of a large Bourgain system in the sumset 2A− 2A from the hypothesis that A has
small doubling, and the rest of the argument follows the strategy of [9].
Finally, to illustrate some of the above ideas, we showcase the proof of Theo-
rem 1.3 in the model setting of Fn3 , where the proof of Sanders’ Bogolyubov-Ruzsa
lemma [83] simplifies substantially. As an added benefit, the formidable bounds of
Bateman and Katz [1] for caps in Fn3 yield a larger admissible range of doubling in
this setting. The notation used in the proof is introduced in Section 3.
Theorem 2.1. There exist positive absolute constants c and ε such that the
following holds. Suppose that A is a subset of Fn3 such that
|A+ A| 6 c(log |A|)1+ε · |A|.
Then A contains a proper three-term arithmetic progression.
Proof. Write K = |A+A|/|A|, so that we are assuming that K 6 c(log |A|)1+ε.
The proof of [32, Proposition 6.1] readily adapts to Fn3 , and shows that A is
Freiman-isomorphic to a subset of doubling K and density at least K−4 of another
finite field Fm3 , which we identify with A from now on. By examining the proof
of [83, Theorem A.1], which works equally well in Fm3 , one may deduce that there
exist a measure µ and a subspace V of Fm3 of codimension at most C(logK)4 such
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that
〈1A ∗ µV ∗ µA+A ∗ µ, µA〉L2 > 12µG(A)/µG(A+ A).
By the definition of K, and upon applying Ho¨lder’s and Young’s inequalities, we
obtain
1
2K 6 〈1A ∗ µV ∗ µA+A ∗ µ, µA〉L2
6 ‖1A ∗ µV ∗ µA+A ∗ µ‖∞‖µA‖L1
6 ‖1A ∗ µV ‖∞.
Therefore we may find x such that A′ = (A − x) ∩ V has density at least 12K in
V . Since V has codimension at most C(logK)4, it has size at least |G|1/2 in our
range of K. Applying [1, Theorem 1.1] to A′, we are then ensured to find a proper
three-term arithmetic progression in A′ provided
1
2K > C(log |V |)−(1+ε)
and this concludes the proof since log |V |  log |A|. 
3. Notation
In this section we introduce the notation used throughout the article.
Ambient group. We let G denote a fixed, finite abelian group. The arguments
of later sections all take place in this group unless otherwise stated.
Z-actions. The group G is naturally equipped with a structure of Z-module,
and we let k · x denote the action of a scalar k ∈ Z on an element x ∈ G. For a
subset X of G and a subset I of Z, we further write
k ·X = {k · x : x ∈ X} and I · x = {k · x : k ∈ I}.
Note that · is also used in other places for the regular multiplication of complex
numbers, however it should be clear from the context which one is meant.
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Functions. We define the averaging operator over a subset X of G, which acts
on the space of functions f : G → C, by EXf = |X|−1∑x∈X f(x), and we write
Ex∈Xf(x) when we want to keep the variable explicit. It is also convenient to
introduce the operator of translation on a function f defined by τxf(u) = f(x+ u)
for all x, u ∈ G. We furthermore define the support of f as Supp(f) = {x ∈ G :
f(x) 6= 0}. On the physical space, we use the normalized counting measure so that
for functions f, g : G→ C, we let
(Lp-norm) ‖f‖Lp = (EG |f |p)1/p,
(Scalar product) 〈f, g〉L2 = EG fg¯,
(Convolution) f ∗ g(x) = Ey∈Gf(y)g(x− y) ∀x ∈ G.
We occasionally write ‖f‖p for ‖f‖Lp , and we let f (`) denote the convolution of f
with itself ` times.
Measures. We identify measures µ on G with functions µ : G→ R+ via the
identity µ({x}) = |G|−1µ(x), so that µ(E) = 〈1E, µ〉L2 for every subset E of G.
We only consider probability measures; in other words, we always assume that
‖µ‖L1 = 1. We write µA for the measure defined by µA(E) = |E ∩ A|/|A| for every
set E, which under our identification corresponds to the function µA = µG(A)−11A.
Fourier transform. The Fourier transform over finite abelian groups is now
a standard tool of additive combinatorics. It is very well explained for example
in [45], and here we only recall its main properties.
Write U for the unit circle, then the dual group Ĝ is defined as the set of
morphisms from G to U, called characters, and the Fourier transform of a function
f : G→ C is defined by f̂(γ) = 〈f, γ〉L2 at every character γ. We write (f)∧ for the
Fourier transform of f when f has a complicated expression.
We define the summation operator over a subset ∆ of Ĝ, which acts on the
space of functions F : Ĝ → C, by ∑∆ F = ∑γ∈∆ F (γ). On the Fourier space, we
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(Scalar product) 〈F,G〉`2 = ∑Ĝ F G.
The three classic formulæ of harmonic analysis then read as follows:
(Fourier inversion) f = ∑
Ĝ
f̂(γ)γ,
(Parseval formula) 〈f, g〉L2 = 〈f̂ , ĝ 〉`2 ,
(Convolution identity) (f ∗ g)∧ = f̂ · ĝ .
Other. We let c and C denote absolute positive constants, which may take
different values at each occurence. Given nonnegative functions f and g, we let
f = O(g) or f  g indicate the fact that there exists a constant C such that f 6 Cg,
and we let f = Θ(g) or f  g indicate that f  g and g  f hold simultaneously.
We also write `(x) = log(e/x) for x > 1, since this quantity arises often in our
computations. Note finally that in many occurences of logarithms throughout the
paper, one should replace log x by log ex for the results to be formally correct in
all ranges of parameters; we leave this as a mental task to the reader to alleviate
the notation. Other notation in this paper is introduced in the relevant section as
needed.
4. Bourgain systems
In this section we recall the theory of Bourgain systems, which was introduced by
Green and Sanders [33] as a generalization of the Bohr set technology of Bourgain [5].
In a sense these systems are the most general class of sets for which the strategy
of density increment on Bohr sets, pioneered by Bourgain [5], may be carried out.
What is needed for such an undertaking is for the set to behave approximately
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like a d-dimensional ball with respect to dilation, as axiomatized in the following
definition.
Definition 4.1 (Bourgain system). A Bourgain system of dimension d is a
family of sets B = (Bρ)ρ>0, where Bρ are subsets of G such that, for all positive ρ
and ρ′,
(containment of 0) 0 ∈ Bρ
(symmetry) −Bρ = Bρ
(nesting) Bρ ⊂ Bρ′ if ρ 6 ρ′
(additive closure) Bρ +Bρ′ ⊂ Bρ+ρ′
(2d-covering) ∃Xρ : B2ρ ⊂ Xρ +Bρ and |Xρ| 6 2d.
We write B = B1, and we define the density of B as b = |B|/|G|.
We let the sets Bρ, and sometimes also the dimension d and the density b, be
defined implicitely whenever we introduce a Bourgain system B. We now describe
two important classes of Bourgain systems: Bohr sets and coset progressions. To
define the former, we consider the multiplicative analog ‖ · ‖U on the unit circle of
the usual pseudo-norm ‖ · ‖T = d( ·,Z) on the torus, defined by ‖e(θ)‖U = ‖θ‖T for
every θ ∈ T.
Definition 4.2 (Bohr set). Suppose that Γ ⊂ Ĝ and δ > 0. The Bohr set of
frequency set Γ and radius δ is
B = B(Γ, δ) = {x ∈ G : ‖γ(x)‖U 6 δ}.
The dimension of B is d = |Γ|. We define the dilate of B by ρ > 0 as the set
Bρ = B(Γ, ρδ), and the Bohr system induced by B as the system B = (Bρ)ρ>0.
The usual bounds for the size and growth of a Bohr set allow us to quickly
estimate the dimension and density of the Bourgain system it induces.
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Lemma 4.3. The system B induced by a Bohr set of dimension d and radius
δ 6 1 is a Bourgain system B of dimension at most 6d and density at least δd.
Proof. The first four properties of a Bourgain system are easy to check.
Further, by three applications of [100, Lemma 4.20] we obtain |B4ρ| 6 26d|Bρ/2|,
and therefore by Ruzsa’s covering lemma we may find a set Xρ such that
B2ρ ⊂ Xρ +Bρ/2 −Bρ/2 ⊂ Xρ +Bρ
and |Xρ| 6 |B2ρ + Bρ/2|/|Bρ/2| 6 26d. Working through the argument in that
reference, one could extract a better bound 22d, but this would not affect our
end results much. The bound on the density may be read directly from [100,
Lemma 4.20]. An alternate reference for these estimates is [52, Section 5]. 
In our definition of a coset progression, we write [x, y]Z = {n ∈ Z : x 6 n 6 y}
for reals x 6 y.
Definition 4.4 (Coset progression). Let L ∈ Rd+ and ω ∈ Gd where d > 1,
and let H be a subgroup of G. The coset progression of dimension d determined by
L, ω,H is
M = M(L, ω,H) = [−L1, L1]Z · ω1 + · · ·+ [−Ld, Ld]Z · ωd +H.
We define the dilate of M by ρ > 0 as Mρ = M(ρL, ω,H), and the coset progression
system induced by M as the system M = (Mρ)ρ>0.
The dimension of the Bourgain system induced by a coset progression may be
estimated by a simple covering argument.
Lemma 4.5. The system M induced by a d-dimensional coset progression M is
a Bourgain system of dimension at most 3d.
Proof. It is again rather simple to derive the first four properties of a Bourgain
system for M, and we now concern ourselves with the fifth. The dilate of M by
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ρ > 0 is
Mρ = [−ρL1, ρL1]Z · ω1 + · · ·+ [−ρLd, ρLd]Z · ωd +H.
To obtain the covering property, first observe that for any k ∈ N>0, one may cover
the interval [−k, k]Z by three translates of [−k2 , k2 ]Z (this is sharp for k odd), and
that this still holds for any real k > 0. Therefore, for every 1 6 i 6 d, we may find
a set Ti with |Ti| 6 3 such that [−2ρLi, 2ρLi]Z ⊂ Ti + [−ρLi, ρLi]Z. Consequently,




(t1 · ω1 + · · ·+ td · ωd +Mρ) = Xρ +Mρ
for a certain set Xρ of size at most |T1| · · · |Td| 6 3d. 
With these examples covered, we now work exclusively within the framework of
Bourgain systems. We start by defining a few basic operations on these systems.
Lemma 4.6 (Dilation). Suppose that λ ∈ (0, 1] and that B is a Bourgain system






system of dimension at most d and density at least (λ/2)d · b.
Proof. Let λ ∈ (0, 1], and choose k > 0 such that 2−(k+1) < λ 6 2−k. By the
covering property of Definition 4.1, we have |Bρ| 6 2d|Bρ/2| for every ρ > 0, from
which it follows by iteration that |B| 6 2(k+1)d|B1/2k+1 | 6 (2/λ)d|Bλ|. That Bλ is a
d-dimensional Bourgain system is obvious, and the bound on the density follows
from the previous computation. 
Definition 4.7 (Sub-Bourgain systems). Suppose that B and B′ are two Bour-
gain systems. We say that B is a sub-Bourgain system of B′, and we write B 6 B′,
when Bρ ⊂ B′ρ for all ρ > 0. For λ ∈ (0, 1], we also write B 6λ B′ when B 6 B′λ.
The properties of an intersection of Bourgain systems were derived in [80,
Lemma 3.4], whose proof we reproduce here for completeness.
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Lemma 4.8 (Intersection). Suppose that B(1), . . . ,B(k) are Bourgain systems of
dimensions d1, . . . , dk and densities b1, . . . , bk. Then the intersection system
B1 ∧ · · · ∧ Bk = (B(1)ρ ∩ · · · ∩B(k)ρ )ρ>0
is a Bourgain system of dimension at most 2(d1 + · · ·+ dk) and of density at least
4−(d1+···+dk)b1 · · · bk.
Proof. The first four properties of a Bourgain system are again easy to check,
and we now consider the covering property. Let ρ > 0. For each 1 6 i 6 k, apply
the covering property of B(i) twice to obtain a set Ti of size at most 4di such that
B
(i)













Now pick an element x(t) in each nonempty intersection ⋂i(ti + B(i)ρ/2). Then for
each element x of ⋂iB(i)2ρ , we may find an element t ∈ ∏i Ti such that
x− x(t) ∈ ⋂i (B(i)ρ/2 −B(i)ρ/2) ⊂ ⋂iB(i)ρ .
This yields the desired covering with Xρ defined as the set of all x(t).
To estimate the density of the intersection, first apply Ruzsa’s covering lemma
for each 1 6 i 6 k to obtain a covering of the form
G ⊂ Ti +B(i)1/4 −B(i)1/4 ⊂ Ti +B(i)1/2
where Ti is a set of size |Ti| 6 4dib−1i . From G ⊂ ∩i (Ti +B(i)1/2), it follows that
G = ⋃(t1,...,tk)∈T1×···×Tk ⋂16i6k (ti +B(i)1/2) = ⋃t∈T1×···×Tk A(t)
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where A(t) are sets satisfiying A(t)− A(t) ⊂ ⋂iB(i). By the pigeonhole principle,
we may also find a point t such that
|A(t)| > |G||T1| · · · |Tk| > 4
−(d1+···+dk)b1 · · · bk|G|,
which yields the desired density estimate since |A(t)− A(t)| > |A(t)|. 
We consider one last operation on Bourgain systems; since it is so simple we
leave it as an exercise to the reader.
Lemma 4.9 (Homomorphic image). Suppose that B is a Bourgain system of




is a Bourgain system of dimension at most d.
Finally, we recall the essential notion of regularity introduced by Bourgain [5]
for Bohr sets, and which has a natural analogue for Bourgain systems. We let2
C0 = 25 and C1 = 26 in what follows for definiteness, although the exact values are
unimportant.
Definition 4.10 (Regular Bourgain system). We say that a Bourgain system
B of dimension d is regular when, for every |ρ| 6 1
C0d
,
1− C0|ρ|d 6 |B1+ρ||B| 6 1 + C0|ρ|d.
In practice one can always afford to work with regular Bourgain systems, as is
the case with Bohr sets, via [80, Proposition 3.5] which we now quote.





such that Bλ is regular.
The regularity computations in subsequent sections rely on the following L1
estimate.
2These precise constants, featured in subsequent lemmas, are derived in [52, Section 6].
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Lemma 4.12. Suppose that B is a regular Bourgain system of dimension d and
µ is a measure on G with support in Bρ, where 0 < ρ 6 1C1d . Then
‖µB ∗ µ− µB‖L1 6 C1ρd.
Proof. For every y ∈ Bρ, the function µy+B − µB has support in B1+ρ rB1−ρ,
so that
‖µy+B − µB‖L1 6 |B1+ρ| − |B1−ρ||B| 6 2C0ρd.
Averaging over y ∈ G with weights µ(y), and using the triangle inequality, we
recover the desired estimate. 
5. Spectral analysis on Bourgain systems
This section is concerned with collecting all the analytic information we need
about the large spectrum of the indicator functions of certain sets. The main task
is to obtain a large structured set on which all characters of the large spectrum
take values close to 1, since such a set may be later used for purposes of a density-
increment-based iteration, or to locate long arithmetic progressions.
When considering indicator functions of subsets of Bohr sets, the information we
seek is provided by the spectral analysis developed by Sanders [82], and the aim of
this section is therefore to obtain a similar analysis for Bourgain systems. Note that
such a process was already carried out in the earlier article [80], however we benefit
here from the more efficient analysis of the local spectrum from [82]. To be specific,
there is now a local analog of Chang’s bound [82, Lemma 4.6] which supersedes the
earlier local analog of Bessel’s inequality [80, Proposition 4.4]. We now give the
precise statements, and in that regard it is useful to recall the following definitions.
Definition 5.1 (Annihilation). Let ν ∈ (0, 2] be a parameter, and suppose that
T is a subset of G and ∆ is a subset of Ĝ. We say that ∆ is ν-annihilated by T
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when
|1− γ(t)| 6 ν for all t ∈ T and γ ∈ ∆.
When B is a Bourgain system, we say that it ν-annihilates ∆ when B does.
The quantity we seek to annihilate is then the following.
Definition 5.2 (Large spectrum). Suppose that η ∈ (0, 1] be a parameter and
f : G→ C is a function. The η-large spectrum of f is the level set of Ĝ defined by
Specη(f) = { |f̂ | > η‖f‖L1}.
We also need to recall one piece of terminology from [82, Section 4], which is
only used in this section. Write D for the unit disk, and let µ be any measure on G.
Given a parameter θ ∈ (0, 1], we say that a set Λ of characters is (θ, µ)-dissociated







and when θ = 1 we simply say that Λ is µ-dissociated. We may now quote two
lemmas of local spectral analysis from [82], with minor tweaks in both cases.
Lemma 5.3 (Local Chang bound). Let η ∈ (0, 1] be a parameter, and suppose that
B is a subset of G and X is a subset of B of density τ . Then every µB-dissociated
subset of Specη(µX) has size at most Cη−2 log τ−1.
Proof. This is [82, Lemma 4.6], specialized to the case where f = µX and
µ = µB, so that with the notation from there LµX ,µB = τ−1/2. 
Lemma 5.4 (Annihilating locally dissociated sets). Let ν ∈ (0, 1] be a parameter.
Suppose that B is a regular Bourgain system, ∆ is a set of characters, and m is the
size of the largest µB-dissociated subset of ∆, or 1 if there is no such subset. Then
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there exists a Bohr set B˜ of dimension at most m and radius equal to c/m such
that ∆ is ν-annihilated by Bcν/d2m ∩ B˜ν.
Proof. This is [82, Lemma 6.3] with η = 1 and m = max(k, 1), and two minor
tweaks: B is a Bourgain system instead of a Bohr set and a few changes of variables
have been effected. Since the proof requires only a regularity estimate of the type
of Lemma 4.12, the generalization to Bourgain systems is immediate. 
As usual these two ingredients combine to show that the large spectrum of a
dense subset of a Bourgain system may be efficiently annihilated. Before carrying
this out, we introduce a last definition which serves to simplify our technical
statements.
Definition 5.5. Let m > 1 be a parameter and suppose that B is a Bourgain
system. We say that B is m-controlled when it has dimension at most m and density
at least exp[−Cm logm].
We are now ready to introduce the main technical tool of this paper. Recall
that `(x) stands for log(e/x) here and throughout the article.
Proposition 5.6 (Local spectrum annihilation). Let η, ν ∈ (0, 1] be parameters.
Suppose that B is a regular Bourgain system and X is a subset of B of relative
density τ . Then Specη(µX) is ν-annihilated by a regular Bourgain system of the
form
Bcν/d2m ∧ B˜ν where m 6 Cη−2`(τ)
and B˜ is an m-controlled Bourgain system.
Proof. Let m denote the size of the largest µB-dissociated subset of Specη(µX),
or 1 when there is no such set. By Lemma 5.3, we have m 6 Cη−2`(τ). By
Lemma 5.4, we also know that Specη(µX) is ν-annihilated by a regular Bourgain
system B := Bcν/d2m ∧ B˜ν , where B˜ is the Bourgain system induced by a Bohr set
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of dimension d 6 m and radius δ = c/m. By Lemma 4.11, we may further ensure
that B is regular up to dilating it by a factor  1, which does not affect the shape
of the above intersection except in the value of the constants. By Lemma 4.3, we
also see that B˜ has dimension at most 6m and density at least exp[−Cm logm], so
that the result follows by replacing 6m with m and adapting the constants. 
6. Roth’s theorem for Bourgain systems
This section is concerned with a local version of Roth’s theorem [69], first
considered by Sanders [80], which applies to dense subsets of a Bourgain system.
Since the pioneering work of Bourgain [5], modern proofs of Roth’s theorem [81,82]
all share the same global structure and proceed by an iteration on subsets of Bohr
sets. An important observation made in [80] is that this iteration may be initialized
inside a certain Bohr set instead of the whole group, and further that one may
perform the same iteration on Bourgain systems in place of Bohr sets.
However the quantitative estimates obtained in [80] correspond roughly in
strength to a range of α & (logN)−1/3 in Roth’s theorem, while the best-known
range, also by Sanders [81], is now α & (logN)−1. Conceptually, there is no
obstacle in obtaining this better quantitative dependency with Bourgain systems,
and for the same local initialization, however on a technical level it is not entirely
straightforward as most density-increment statements then take a different shape.
We carry out this process in this section; since it is not the right place here to
present the whole argument of [81], we only include the main structural results we
need from it and indicate the changes that need to be done to other. Unfortunately,
this means that the reader needs either to be conversant with [81], or to read this
section conditionally on Proposition 6.4 below. What we obtain eventually is the
following quantitative improvement of [80, Theorem 5.1].
Proposition 6.1 (Local Sanders-Roth theorem). Suppose that B is a regular
Bourgain system and A is a subset of B of relative density α such that A − A
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contains no element of order 2. Then
〈1A ∗ 1A, 12·A〉L2 > exp
[
− C(α−1 + d)`(α)6`(α/d)
]
· b2.
We make a brief comment here on the shape of the above proposition. The
three-term arithmetic progressions contained in a set A are precisely the triples
(x, y, z) of A3 such that x+ z = 2 · y. The assumption on A shows that the change
of variables y 7→ 2 · y is injective on A, from which we see that the total number of
such progressions is equal to 〈1A ∗ 1A, 12·A〉L2 · |G|2. We invite the reader to keep
this observation in mind, as it is used implicitely in later arguments.
We now present our modified version of the argument of [81]. To begin with,
we reconstitute the L2 density-increment strategy entirely as it takes a different
form for Bourgain systems, which determines the shape of iterative statements. The
following lemma is the usual argument that allows one to pass from large energy
of the Fourier transform over a character set, to a density increment on any set
annihilating those characters.
Lemma 6.2. Let ρ, κ ∈ (0, 1] be parameters. Suppose that B is a regular Bourgain
system, A is a subset of B of relative density α, T is a subset of Bρ and ∆ is a set
of characters. Assume also that ρ 6 cκα/d and write fA = 1A − α1B. Then if
∑
∆
|f̂A|2 > κα2b and ∆ is 12-annihilated by T ,
we have ‖1A ∗ µT‖∞ > (1 + 2−3κ)α.
Proof. For every character γ ∈ ∆ we know that |1 − γ| 6 1/2 on T , and
therefore |µ̂T (γ) − 1| 6 ET |1 − γ| 6 12 and |µ̂T (γ)| > 12 . Inserting this into the






= 〈fA ∗ µT , fA ∗ µT 〉L2 .
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Expanding this scalar product, and with the help of Lemma 4.12, we obtain
1
4κα
2b 6 ‖1A ∗ µT‖22 − 2α 〈1A ∗ µT , 1B ∗ µT 〉L2 + α2 〈1B ∗ µT , 1B ∗ µT 〉L2
= ‖1A ∗ µT‖22 − 2αb 〈1A, µB ∗ µT ∗ µ−T 〉L2 + α2b 〈1B, µB ∗ µT ∗ µ−T 〉L2








Choosing ρ 6 cκα/d, we have then
(1 + 2−3κ)α2b 6 ‖1A ∗ µT‖22
6 ‖1A ∗ µT‖∞‖1A ∗ µT‖1
= ‖1A ∗ µT‖∞ · αb.
Dividing both sides by αb concludes the proof. 
As usual this may be combined with a statement on the local annihilation of the
large spectrum, such as Proposition 5.6, to recover an L2-density increment lemma.
Proposition 6.3 (L2 density-increment). Let κ, η ∈ (0, 1] be parameters. Sup-
pose that B, B˙ are Bourgain systems and B is regular, A is a subset of B of relative
density α and X is a subset of B˙ of relative density τ . Assume also that B˙ 6ρ B




there exists an m-controlled Bourgain system B˜ such that
B = B˙c/d˙2m ∧ B˜ is regular,
m 6 Cη−2`(τ),
‖1A ∗ µB‖∞ > (1 + 2−3κ)α.
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Proof. By Proposition 5.6, Specη(µX) is 12 -annihilated by a regular Bourgain
system of the form B = B˙cd˙2/m ∧ B˜, where B˜ = B˜′1/2 and B˜′ is an m′-controlled
Bourgain system with m′ 6 Cη−2`(τ). Note that by Lemma 4.6, B˜ is O(m′)-
controlled. Applying then Lemma 6.2 with ∆ = Specη(µX) and T = B 6 B˙
concludes the proof. 
We now take a big step forward and claim that the following analog of [81,
Lemma 6.2] holds. This involves a careful examination of the argument of [81], and
we regret imposing the double-checking process below on the reader, however past
this point our argument is again self-contained.
Proposition 6.4 (Iterative lemma on two scales). Suppose that B, B′ are
regular Bourgain systems, A is a subset of B of relative density α and A′ is a subset
of B′ of relative density α′. Assume also that B′ 6ρ B with ρ 6 cα/d. Then either
(i) (Many three-term arithmetic progressions)






there exists an m-controlled Bourgain system B˜ with
B = B′(αα′/2d′)C ∧ B˜ regular,
m 6 Cα−1`(α)3`(α′),
‖1A ∗ µB‖∞ > (1 + 2−13)α.
Proof. This is obtained by replacing each occurence of the energy-increment
lemma [81, Lemma 3.8] for Bohr sets by its Bourgain system counterpart, viz. Propo-
sition 6.3. Essentially two types of L2 density-increment appear in Sanders’ argu-
ment, and we now describe them, using the notation of Proposition 6.3. In every
application of [81, Lemma 3.8] the Bourgain system B˙ is (eventually) a dilate of the
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Bourgain system B by a factor (αα′/2d′)O(1), and therefore we only need determine
the parameters κ, η, τ .
The first type of L2 density-increment appears in the proof of [81, Lemma 4.2]
on p. 626 with parameters κ  1, η  α1/2, τ  α′, so that m 6 Cα−1`(α′)
upon applying Proposition 6.3. The same density-increment is featured in [81,
Proposition 4.1] which is just an iteration of the previous lemma.
A second type of density-increment arises in the proof of [81, Corollary 5.2] on
pp. 630–632 which involves certain densities σ and λ, and which features parameters
κ  λ, η  1,
τ > exp[−Cλ−2`(σ)`(λα)2`(α)] so that m 6 Cλ−2`(σ)`(λα)2`(α)
upon applying Proposition 6.3. This is finally combined with [81, Proposition 4.1]
on p. 633 to obtain [81, Lemma 6.2], to the effect that we either have an L2
density-increment of the first type, or of the second type with λ  1 and σ >
exp[−Cα−1`(α′)], and therefore such that κ  1 and m 6 Cα−1`(α)3`(α′) in the
application of Proposition 6.3. Choosing B′′ = B′cα′/d′ in (the Bourgain system
version of) [81, Lemma 6.2] and using Lemma 4.6, we obtain an alternative case (i)
of the desired shape.
Since, by Lemma 4.12, Bourgain systems satisfy the same regularity estimates
as Bohr sets, we may replace the latter by the former and apply Proposition 6.3
everywhere as claimed, thereby obtaining the desired iterative lemma. Finally, the
constant 2−13 may be extracted from [81] although its precise value is unimportant;
it is just convenient to write down an explicit value for later computations. 
At this point we recall a simple technique, originating in Bourgain’s proof of
Roth’s theorem [5, (5.13)–(5.18)], which allows one to pass from two scales to one
in iterative statements.
Lemma 6.5. Let θ ∈ (0, 1] be a parameter. Suppose that B, B′, B′′ are Bourgain
systems, B is regular and A is a subset of B of relative density α. Assume also that
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B′ 6ρ B and B′′ 6ρ B with ρ 6 cθα/d. Then either
max
(







or there exists x such that 1A ∗ µB′(x) > (1− θ)α and 1A ∗ µB′′(x) > (1− θ)α.
Proof. A quick regularity computation via Lemma 4.12 yields
EB(1A ∗ µB′ + 1A ∗ µB′′) = 〈1A, µB ∗ µB′〉+ 〈1A, µB ∗ µB′′〉
= 2α +O(ρd)
> (2− θ2)α
provided that ρ 6 cθα/d. By the pigeonhole principle, there exists x ∈ G such that
1A ∗ µB′(x) + 1A ∗ µB′′(x) > (2− θ2)α.
Assuming that we are not in the first case of the lemma, we have
1A ∗ µB′(x) > (2− θ2)α− (1 + θ2)α = (1− θ)α
and similarly for 1A ∗ µB′′(x). 
With this technique in hand, we may modify Proposition 6.4 so as to make
the iteration easier to perform. Once this is done, Proposition 6.1 is derived by a
standard, yet computationally intensive iterative process. For this argument to work
however, we need to make the assumption that the set A contains no degenerate
arithmetic progressions at each step of the iteration.
Proposition 6.6 (Final iterative lemma). Suppose that G has odd order, B is
a regular Bourgain system, and A is a subset of B of relative density α such that
A− A contains no element of order 2. Then either
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(i) (Many three-term arithmetic progressions)






there exist Bourgain systems B̂, B˜ and an element u ∈ {1,−2} such that
B = B̂ ∧ B˜ is regular,





d˜ 6 Cα−1`(α)4, b˜ > exp[−Cα−1`(α)5],
‖1A ∗ µB‖∞ > (1 + 2−16)α.
Proof. Let θ = 2−15 and define regular Bourgain systems B′ = Bcα/d and
B′′ = B′c′α/d with the help of Lemma 4.11. Now apply Lemma 6.5 to A and B,B′,B′′:
in the first case of that lemma, we are in the second case of the proposition, while in
the second case we may find an element x such that A′ := (A− x) ∩B′ has relative
density α′ > (1− 2−15)α in B′, and A′′ := (A− x)∩B′′ has relative density at least
1
2α in B
′′; the latter weak bound suffices for our purposes.
We let Â′′ = −2 · A′′ and B̂′′ = −2 · B′′, so that from the injectivity of y 7→ 2 · y
on A′′ and the bound |B̂′′| 6 |B′′|, we deduce that Â′′ has density at least 12α in
B̂′′. Furthermore, by Lemma 4.9, we see that B̂′′ is a Bourgain system of dimension
at most d′′ and, since B̂′′ contains Â′′, of density at least 12αb
′′. Observe finally that
with these choices of A′ and Â′′, we have
〈1A ∗ 1A, 12·A〉L2 = 〈1A−x ∗ 12x−2·A, 1x−A〉L2 > 〈1A′ ∗ 1Â′′ , 1−A′〉L2 .(6.1)
We now apply Proposition 6.4 to the sets A′ and Â′′, located respectively in B′
and B̂′′. In the first case of that proposition, it follows from (6.1) and Lemma 4.6
that we are in the first case of the proposition we seek to prove. In the second case
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of Proposition 6.4, we obtain a regular Bourgain system B = B̂ ∧ B˜ where
B̂ = (−2 · B′′)(α/2d)C = −2 · B′′(α/2d)C = −2 · B(α/2d)C′
and B˜ is Cα−1`(α)4-controlled, and such that
‖1A ∗ µB‖∞ > ‖1A′ ∗ µB‖∞ > (1 + 2−13)α′ > (1 + 2−14)α.
Applying Lemma 4.6 to B̂ = B̂′′(α/2d)C , recalling that b̂′′ > 12αb′′, and via Definition 5.5,
we conclude that we are in the second case of the proposition that we intend to
prove. 
Proof of Proposition 6.1. We construct iteratively sequences of subsets Ai of
regular Bourgain systems B(i) of density αi, such that Ai is contained in a translate
of A. Since Ai − Ai is a subset A− A, it does not contain any element of order 2
either. We initiate the iteration with A1 = A and B(1) = B.
At each step we apply Proposition 6.6 to the set Ai, and in the first case of that
proposition we stop the iteration, while in the second case we let B(i+1) = B(i) with
the notation from there, and we pick xi and Ai+1 = (Ai − xi) ∩ B(i) so that Ai+1
has relative density αi+1 = ‖1Ai ∗ µB(i)‖∞ in B(i).
Since αi+1 > (1 + c)αi whenever Ai+1 is defined, the iteration proceeds for a
number of steps bounded by C`(α). At each step, we obtain Bourgain systems B̂ (i)
and B˜(i) and an element ui ∈ {1,−2} such that
B(i+1) = B̂ (i) ∧ B˜(i) is regular,(6.2)
and, since αi > α, such that











Iterating i− 1 times (6.2) and (6.3), we obtain a Bourgain system of the form
B(i) = B˜(i−1) ∧ ui−1 ·
(
. . . u2 · (B˜(1)∗ ∧ u1 · B˜∗) . . .
))
where the stars stand for certain dilations. This is not exactly an intersection of
Bourgain systems, however the argument used in the proof of Lemma 4.8 is easily
adapted to show that B(i) has dimension at most
di 6 2(d+ d˜1 + · · ·+ d˜i−1).
By (6.4) and since i 6 C`(α), this yields di 6 2d+ Cα−1`(α)5.
Applying Lemma 4.8 to the intersection (6.2), and with (6.3) and (6.4), we also
obtain
bi+1 > 4−(d̂i+d˜i) · b̂i · b˜i
> exp
[
− C(α−1 + d)`(α)5`(α/d)
]
· bi.
Iterating this at most C`(α) times, we obtain
bi > exp
[
− C(α−1 + d)`(α)6`(α/d)
]
· b.
When the algorithm stops, we have therefore





Inserting the bounds on di and bi in the above, and recalling that Ai is contained
in a translate of A, this concludes the proof.
7. From small doubling to three-term arithmetic progressions
This section is concerned with the proof of Theorem 1.3 and the related Corol-
lary 1.6. As mentioned before, an extremely important tool for us is the recent
correlation-based Bogolyubov-Ruzsa lemma of Sanders [83]. In our situation, it
serves to pass from a set of small doubling to one with high density in a coset
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progression, which is a particular type of Bourgain system. The local Sanders-Roth
theorem of the previous section may then be applied to this new set, to show that it
contains a nontrivial three-term arithmetic progression; this is the main observation
of this paper. We now quote the main result of [83], with a minor tweak to ensure
regularity.
Proposition 7.1 (Correlation Bogolyubov-Ruzsa lemma [83]). Let K > 1 be a
parameter, and suppose that A is a subset of G such that |A + A| 6 K|A|. Then
there exists a d-dimensional coset progression M inducing a regular Bourgain system
and such that
‖1A ∗ µM‖∞ > 12K ,
d 6 C(logK)6,





Proof. Without the regularity condition, this is [83, Theorem 10.1] with A = S
and ε = 12 . To obtain regularity, one may simply follow the proof in [83], stopping
just before the application of [83, Lemma 10.2], and dilating by a certain constant
factor the coset progression M obtained at this point. By Lemmas 4.6 and 4.11, one
may choose this constant so that the dilated induced Bourgain system is regular,
while losing at most a factor e−C(logK)6 in size, and the rest of the proof goes
unchanged. 
It is crucial for our argument that this statement makes no assumption of
density on the set A, whereas the earlier Bogolyubov-Chang-type lemma [80,
Proposition 6.1] used by Sanders does. In terms of bounds, we could also allow
for d 6 K1+o(1) and |M | > e−CK1+o(1) |A| in Proposition 7.1, without affecting the
quality of bounds in Theorem 1.3; however we do not know of any argument
significantly simpler than that of [83] to obtain such estimates.
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We now present the proof of Theorem 1.3, following the usual approach of
estimating the total number of three-term arithmetic progressions, only to compare
it later to the number of trivial ones. Corollary 1.6 then follows by inserting the
bound of Theorem 1.3 into the argument of [80].
Proposition 7.2. Let K > 1 be a parameter. Suppose that A is a subset of G
such that |A+ A| 6 K|A| and A− A contains no element of order 2. Then





Proof. Let M be the coset progression given by Proposition 7.1, and writeM
for its induced regular Bourgain system. By the correlation conclusion, we may pick
an element x such that A′ = (A− x) ∩M has relative density 12K in M . Applying
then Proposition 6.1 to A′ and M, we obtain
〈1A ∗ 1A, 12·A〉L2 > 〈1A′ ∗ 1A′ , 12·A′〉L2 > exp[−C(K + d)(logK)6(logKd)] · µG(M)2.
This yields the desired estimate upon inserting the bounds from Proposition 7.1. 
Proof of Theorem 1.3. Write K = |A+A|/|A|. If A−A contains an element x−y
of order 2, we readily find a nontrivial, degenerate arithmetic progression (x, y, x)
in A. Otherwise, Proposition 7.2 tells us that A possesses at least e−CK(logK)7|A|2
three-term arithmetic progressions, while the number of trivial ones is at most
|A|. By the assumption on K, we are then ensured to find at least one nontrivial
arithmetic progression in A. 
Proof of Corollary 1.6. It suffices to insert the bounds of Theorem 1.3 in the
proof of [80, Theorem 1.5] on pp. 230–231. 
8. From small doubling to long arithmetic progressions
In this section we derive Theorem 1.5, basing ourselves on the approach of Croot
et al. [9], which divides roughly into three steps. In the first step, one produces
a large, structured set of almost periods of the convolution of the set A under
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consideration with itself. The second step is to show, by a packing argument,
that the set A + A necessarily contains a translated copy of subset of this set of
almost-periods of a certain size. The third step is to pick such a subset with basic
additive structure, such as an arithmetic progression.
The original argument of [9] is based on Ruzsa’s modelling lemma [75], which
has no efficient equivalent for general abelian groups, and therefore we need to use
again a modelling approach based on the Bogolyubov-Ruzsa lemma of Sanders. In
contrast with the previous section however, we now need a version of this lemma that
provides us with a containment conclusion, and for this we quote [83, Theorem 1.1].
Proposition 8.1 (Containment Bogolyubov-Ruzsa lemma [83]). Let K > 1 be
a parameter, and suppose that A is a subset of G such that |A+ A| 6 K|A|. Then
there exists a d-dimensional coset progression M contained in 2A− 2A and such
that





As noted in [83, Section 3], this version can be deduced from Proposition 7.1.
The containment conclusion is sufficient in our situation, because the Croot-Sisask
lemma works under a doubling hypothesis, whereas the iterative argument used in
the proof of Roth’s theorem requires an assumption of density instead. Our reason
for emphasizing this point is that the containment version above is easier to obtain
than the correlation one, and is explained in depth in a survey by Sanders [84].
Although the type of structure obtained there is different, consisting of a convex
coset progression instead, this would not affect our argument much since this object
is also a Bourgain system, as can be seen from [84, Section 4].
We now proceed to the proof, starting with the following lemma which serves to
collect together certain computations from [9] on Lp and Lp/2 norms of convolutions.
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Lemma 8.2. Let p > 2 and K > 1 be parameters. Suppose that A is a subset of
G such that |A+ A| 6 K|A|. Then
µG(A+ A)1/p 6 K1/2‖1A ∗ µA‖1/2p/2 and ‖1A ∗ µA‖1/2p/2 6 K1/2‖1A ∗ µA‖p.
Proof. By Ho¨lder’s inequality we have
µG(A) = EG1A ∗ µA 6 µG(A+ A)1−2/p‖1A ∗ µA‖p/2,
from which the first estimate follows upon rearranging and taking square roots. To
obtain the second, apply Cauchy-Schwarz and the first estimate in
[
EG (1A ∗ µA)p/2
]2
6 µG(A+ A)‖1A ∗ µA‖pp 6 Kp/2‖1A ∗ µA‖p/2p/2‖1A ∗ µA‖pp.
The result follows upon taking p-th roots, then dividing both sides by ‖1A ∗ µA‖1/2p/2.

An important tool from [9] is a version of the Croot-Sisask lemma [11] that
serves to smooth the convolution of two sets by an iterated convolution factor.
The precise statement we need is a standard consequence of [9, Theorem 6.1]; an
exposition of it by the author may be found in [53, Section 7].
Lemma 8.3 (Croot-Sisask Lp-smoothing). Let K,L > 1, θ ∈ (0, K−1/2], p ∈ 2N,
` ∈ N be parameters. Suppose that A, S, T are subsets of G such that |A+S| 6 K|A|
and |S+T | 6 L|S|. Then there exists a subset X of T of size |X| > (2L)−Cp`2/θ2|T |
such that
‖1A ∗ µS − 1A ∗ µS ∗ λ(`)X ‖p 6 θ‖1A ∗ µS‖1/2p/2
where λX = µX ∗ µ−X .
As anticipated, our first step is to produce a set of almost-periods of the
convolution of a small doubling set with itself. Following [9], this is done by first
smoothing this convolution by the iterated convolution of a certain set X, with the
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difference that this set is now localized to a Bourgain system, which is taken to be a
coset progression later on. Via the Fourier transform, any set annihilating the large
spectrum of X induces a set of almost-periods of the smoothed convolution, and
via the results of Section 5, we may choose this annihilator to be a large Bourgain
system. Here we make a small parenthesis on notation: throughout this section,
a ∼ b stands for b/2 6 a 6 2b.
Proposition 8.4. Let K > 1 and p ∈ 2N be parameters. Suppose that B is
a regular Bourgain system and A is a subset of G such that |A + A| 6 K|A| and
B ⊂ 2A− 2A. Then there exist m > 1 and Bourgain systems B, B˜ such that B˜ is
m-controlled and
B = Bc/(Kd2m) ∧ B˜c/K ,
m 6 CpK(logK)3,
and for every x ∈ B,
‖1A ∗ µA − τx1A ∗ µA‖p 6 12‖1A ∗ µA‖p.
Proof. First observe that, by the Plu¨nnecke-Ruzsa-Petridis inequality [66],
|A+B| 6 |3A− 2A| 6 K5|A|,
and therefore we may apply Lemma 8.3 with (S, T ) = (A,B) and L = K5, for
parameters θ and ` to be determined later. This yields a subset X of B of relative






‖1A ∗ µA − 1A ∗ µA ∗ λ(`)X ‖p 6 θ‖1A ∗ µA‖1/2p/2.(8.2)
We write I for the identity operator on functions, and given x ∈ G we define
the function x̂ : Ĝ→ G which maps γ to γ(x). Consider now an arbitrary element
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x of G, then by the triangle inequality and (8.2), we have
‖(I − τx)1A ∗ µA‖p 6 ‖(I − τx)(1A ∗ µA − 1A ∗ µA ∗ λ(`)X )‖p
+ ‖1(A+A)∪(A+A−x) · (I − τx)1A ∗ µA ∗ λ(`)X ‖p
6 2θ‖1A ∗ µA‖1/2p/2 + 2µG(A+ A)1/p‖(I − τx)1A ∗ µA ∗ λ(`)X ‖∞.
By Parseval, we have further





Invoking now Proposition 5.6 with a parameter ν ∈ (0, 1], and recalling (8.1),
we infer that Spec1/2(µX) is ν-annihilated by B = Bcν/d2m ∧ B˜ν , where B˜ is an
m-controlled Bourgain system with m 6 Cp`2θ−2 logK. From now on we restrict
to x ∈ B, so that, by considering separately the summation over Spec1/2(µX) in
(8.3), we obtain




By Parseval we know that ∑
Ĝ
|1̂A||µ̂A| = 1. Applying finally Lemma 8.2, we obtain
‖(I − τx)1A ∗ µA‖p 6
(





2θ + 2νK1/2 + 22−2`K1/2
)
K1/2‖1A ∗ µA‖p.
Choosing θ = K−1/2/8, ν = K−1/16 and ` ∼ C logK, we obtain the desired Lp-
estimate, and the bound on m follows by inserting the value of these parameters. 
Secondly, we need the following packing argument which may be extracted from
the computations of [9], but whose proof we include for completeness. In practice
we specialize f below to 1A ∗ µA which has A+ A as support.
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Lemma 8.5. Let p > 2 be a parameter. Suppose that f : G→ C and R ⊂ G are
such that, for all t ∈ R,
‖(I − τt)f‖p 6 12‖f‖p.
Then for every subset T of R of size |T | < 2p, there exists a translate x ∈ G such
that x+ T ⊂ Supp(f).





so that by the assumptions of the lemma, we have at once I 6 |T | · 2−p‖f‖pp.
Now assume for contradiction that for every x ∈ G, the translate x+ T is not
contained in Supp(f); then for every x ∈ G we may find an element t ∈ T such
that f(x+ t) = 0. Exchanging summations, this yields the lower bound
I = EG
∑
t∈T |f − τtf |p > EG|f |p.
Combining both bounds on I, we obtain
‖f‖pp 6 |T |2−p‖f‖pp.
We obtain a contradiction if |T | < 2p, and therefore we find a translated copy of Y
in the support of f in that case. 
Last, we need an analog for Bourgain systems in abelian groups of the well-
known fact, used in [9], that Bohr sets of ZN of radius δ and dimension d contain
arithmetic progressions of length δNd.
Lemma 8.6. Suppose that B is a Bourgain system of dimension d and h > d,
and assume that |B| > 26h. Then there exists a subset T of B, which is either a
proper arithmetic progression or a subgroup, of size 14 |B|1/4h 6 |T | 6 |B|1/2h.
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Proof. Let η = 2|B|−1/2h ∈ (0, 2−2] so that, by Lemma 4.6, we have
|Bη| > exp
[




Let N = bη−1/2c, so that we have a sumset containment
N2Bη ⊂ BN2η ⊂ B.(8.4)
Since η−1/2 > 2, we have also 12η−1/2 6 N 6 η−1/2.
We are now in one of two cases. In the first, there exists an element x in Bη of
order N , thus the arithmetic progression T = [0, N − 1]Z · x is proper and, by (8.4),
contained in B. Since |T | = N , we have also 14 |B|1/4h 6 |T | 6 |B|1/4h.
In the second case, every element of Bη has order at most N . Since |Bη| >
|B|1/2 > N , we may pick N − 1 distinct nonzero elements x1, . . . , xN−1 ∈ Bη and
consider the subgroup T they generate, viz.
T = 〈x1, . . . , xN−1〉Z = [0, N − 1]Z · x1 + · · ·+ [0, N − 1]Z · xN−1.
By (8.4) it follows again that T is contained in B, and the size of T satisfies
1
4 |B|1/4h 6 N 6 |T | 6 N2 6 |B|1/2h.

We are now ready to combine the previous propositions into a proof of Theo-
rem 1.5.
Proof of Theorem 1.5. By Proposition 8.1, we may find a d-dimensional coset
progression M ⊂ 2A− 2A such that






Up to dilating M by a constant factor, which preserves the above bounds by
Lemma 4.6, we may assume via Lemma 4.11 that M induces a regular Bourgain
system M. By Lemma 4.5, that system also satisfies the dimension bound (8.5).
Applying now Proposition 8.4 with B = M and a parameter p ∈ 2N to be
determined later, we obtain Bourgain systems B, B˜ such that







where we have unfolded Definition 5.5, and such that
‖(I − τx)1A ∗ µA‖ 6 12‖1A ∗ µA‖p for all x ∈ B.(8.9)
Applying Lemma 4.8 to the intersection (8.6), and considering (8.5) and (8.7), we
obtain
d (logK)O(1) + pK(logK)3  pK(logK)3
















Both the conditions |B| > |A|1/2 and |B| > 26h are satisfied provided
pK(log pK)(logK)3 6 c log |A|.(8.10)
Considering that B ⊂M ⊂ 2A− 2A, we thus have a rough estimate |A|1/2 6 |B| 6
|A|4. By Lemma 8.6, we may therefore find a subset T of B, which is either a
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proper arithmetic progression or a subgroup, of size bounded by
1
4 |A|1/8h 6 14 |B|1/4h 6 |T | 6 |B|1/2h 6 |A|2/h.
Recalling our choice h = CpK(logK)3 and (8.10), this shows that














It remains to check the conditions p > 2 and (8.10); these are seen to be satisfied
for
K 6 c log |A|(log log |A|)5
after a tedious, yet elementary computation. This yields the final size estimate






and since we verified the conditions |T | < 2p and (8.9), an application of Lemma 8.5
with f = 1A ∗ µA and R = B concludes the proof. 
9. Remarks
In this section we collect together certain remarks of expository or exploratory
nature which have not found their way into the main text.
We first wish to explain in more detail how Theorem 1.1 follows from the results
of the literature. Consider a set of integers A of doubling K, then for the purpose
of finding arithmetic progressions in A, we may instead assume that A is a subset
of a cyclic group of odd order of density  K−4 and doubling K, via a partial
Freiman isomorphy [75]. Applying [80, Proposition 6.1] to A, one obtains a regular
Bohr set of dimension d K logK and density b > exp[−CK(logK)2], on which
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a certain translate of A has density  K−1. In that setting, Proposition 6.1 of
this article is just [81, Theorem 1.1], initializing the iterative argument from there
on a Bohr set instead of the whole group; there is no need to consider Bourgain
systems or 2-torsion. Proposition 6.1 thus specialized shows that A contains at
least exp[−CK(logK)8] · |A|2 three-term arithmetic progressions, and therefore
at least one nontrivial progression for K = |A + A|/|A| in the range specified by
Theorem 1.1.
Secondly, we remark that the modelling argument used in Sections 7 and 8
could likely be adapted to other problems on dense sets, such as solving translation-
invariant equations or finding long arithmetic progressions in A+ A+ A, to obtain
a generalization of these results to the case of sets of small doubling in an arbitrary
abelian group. However, it is not clear to the author whether it is worth pursuing
such generalizations, given the current lack of combinatorial applications of the
kind of Corollary 1.6 for results of this type.
Chapitre V. On systems of complexity one in the primes
Author: Kevin Henriot.
Abstract: Consider a translation-invariant system of linear equations V x = 0
of complexity one, where V is an integer r× t matrix. We show that if A is a subset
of the primes up to N of density at least C(log logN)−1/25t, there exists a solution
x ∈ At to V x = 0 with distinct coordinates. This extends a quantitative result of
Helfgott and de Roton for three-term arithmetic progressions, while the qualitative
result is known to hold for all translation-invariant systems of finite complexity by
the work of Green and Tao.
1. Introduction
Consider a matrix V ∈ Mr×t(Z) with coefficients on each line summing to 0,
a condition we term translation-invariant. We are interested in special instances
of the problem of finding a distinct-coordinates solution y ∈ At to the system of
equations V y = 0, where A is a dense subset of the set PN of the primes up to
a large integer N , and when the relative density decays with N . Note that the
distinct-coordinates condition excludes trivial solutions of the form (u, . . . , u), while
the conditions of homogeneity and translation-invariance on the system of equations
are necessary to expect a Szemere´di-type theorem for V y = 0, as can be seen by
examining the case of a single linear equation (see e.g. [76, Theorem 1.3]).
We may assume that V has rank r up to removing redundant equations. Further-
more, we may work in practice with a parametrization ψ : Zt−r ∼−→ Zt∩Ker(V ), and
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look instead for occurences of distinct-coordinates values of ψ in At. The canonical
setting of study is that of the single translation-invariant equation y1 + y3 = 2y2,
which detects 3-term arithmetic progressions, themselves parametrized by the system
of forms
ψ(x1, x2) = (x1, x1 + x2, x1 + 2x2).
It is then a well-known result of Green [30] that every subset of PN of positive density
contains a non-trivial three-term arithmetic progression; and the extension of this re-
sult to progressions of any length is the celebrated Green-Tao theorem [36]. Green’s
argument [30] actually allowed for densities as low as (log log log logN)−1/2+o(1), and
Helfgott and de Roton [50] later obtained a remarkable quantitative strenghtening
of this result.
Theorem 1.1 (Helfgott, de Roton). Suppose that A is a subset of PN of density
at least1
(log logN)−1/3+o(1).
Then there exists a non-trivial three-term arithmetic progression in A.
Naslund [65] further improved the lowest admissible density to (log logN)−1+o(1).
It should be noted that these transference arguments preserve, up to a logarithm,
the exponent in the best known bounds for Roth’s theorem by Sanders [81], on
which they rely: indeed Sanders established that three-term arithmetic progressions
may be found in any subset of [N ] of density at least (logN)−1+o(1).
In the context of counting linear patterns in primes [39], Green and Tao intro-
duced the notion of Cauchy-Schwarz complexity2 (abbreviated as complexity in the
1Throughout this introduction, we write (logkN)o(1) for unspecified factors of the form
C(logk+1N)C with C > 0, where logk is the k-th iterated logarithm.
2 A more subtle notion of complexity, called true complexity, was later developed by Gowers and
Wolf [23]. However it does not seem, at present, to cover the setting of unbounded prime-counting
functions.
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following) for systems of integer linear forms. Precisely, we say that a system of t
distinct linear forms (ψ1, . . . , ψt) has complexity at most s when, for every i ∈ [t],
it is possible to partition the set of forms {ψj, j 6= i} into at most s+ 1 sets, such
that ψi does not belong to the linear span of any of those sets. The condition of
finite complexity is then equivalent to requiring that no two forms of the system be
linearly dependent. By extension, we define the complexity of a matrix V to be
that of any parametrization ψ : Zd  Zt ∩Ker(V ), this property being independent
of the choice of ψ.
Systems of complexity at most one may be analyzed by methods of classical
Fourier analysis, whereas cases of higher complexities require much more involved
techniques [20,35]. We focus on the case of complexity one here, for it is possible
to derive strong quantitative bounds in that setting, and for it may provide insight
on how to quantify results of higher complexity. On the qualitative side, it is known
that a translation-invariant system of equations V y = 0 of finite complexity is
non-trivially solvable in any subset of the primes of positive upper density: this
follows from the Green-Tao theorem [36] on arithmetic progressions in the primes,
by an elementary argument discussed in Section 10. Our main finding is that, in
the case of complexity one, quantitative bounds of the quality of Helfgott and de
Roton’s may be achieved.
Theorem 1.2. Let V ∈ Mr×t(Z) be a translation-invariant matrix of rank r
and complexity one. There exists a positive constant C depending at most on r, t, V
such that, if A is a subset of PN of density at least
C(log logN)−1/25t,
there exists y ∈ At with distinct coordinates such that V y = 0.
Our argument also preserves the aforementioned feature of Naslund’s refinement
of the Helfgott-de Roton transference principle: in the complexity one regime, it
converts logarithmic density bounds (logN)−γ for Szemere´di-type theorems in the
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integers, to doubly logarithmic bounds (log logN)−γ+ε for Szemere´di-type theorems
in the primes. We mention however that Theorem 1.2 is surpassed, in certain
special cases, by results in the integers. Indeed, an important result of Schoen
and Shkredov [90] states that any single translation-invariant equation in a least
6 variables is non-trivially solvable in any subset of [N ] of density e−(logN)1/6−o(1) ,
and hence in PN , however it is not clear whether or how that result extends to the
case of several equations. Furthermore, in certain “degenerate” cases where the
r× t matrix V may be subdivided into translation-invariant r× ti submatrices, the
system of equations may even be solvable at densities N−c: we refer to the work of
Shapira [92], generalizing that of Ruzsa [76], for precise statements.
To motivate Theorem 1.2, we now give some illustrative examples of systems
of complexity one. First, any single translation-invariant equation has complexity
one, although in that case a simple modification of the argument of Helfgott and
de Roton [50] yields Theorem 1.2. A more representative example of a system of
complexity one is that of “d points and their midpoints”, corresponding to the set
of equations (yii + yjj = 2yij)16i<j6d, whose solutions over Q are parametrized, with
some multiplicity, by3 ψ(x) = (x0 + xi + xj)16i6j6d. It can be arduous in general to
determine whether a system of equations has complexity one: Vinuesa [105] has
determined, by an elaborate combinatorial argument, that the system of translation-
invariant equations corresponding to magic n× n squares has complexity one for
n > 4. Besides specific examples, there also exists a strong set of conditions
on the matrix V designed by Roth [70], which allows for a Fourier analysis of
translation-invariant equations; in particular, these conditions are satisfied for
matrices V ∈Mr×(2r+1)(Z) containing only invertible r × r submatrices, and such
matrices have complexity one. Roth’s conditions have received further attention
in work of Liu, Spencer and Zhao [61, 62] and in Section 9, we compare those
3 This system is the linear part of Example 4 from [39, Section 1], composed with a certain
surjection.
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conditions to the assumption of complexity one, showing in particular that a slight
strengthening of the former implies the latter.
Next, we discuss the principal ideas behind the proof of Theorem 1.2. The main
structure of our argument follows the ubiquitous transference principle [30, 36],
by which one lifts a dense subset of the primes to a dense subset of the integers.
More precisely, we initially follow the transference strategy of Helfgott and de
Roton [50], incorporating also Naslund’s [65] sharper estimates. Denoting by λA
the renormalized indicator function of a dense subset A of the primes, we therefore
compare the average of λA over ψ-patterns to that of a smoothed version λ′A of
itself, which behaves as a dense subset of the integers of almost the same density.
As usual, there is a little technical subtelty in the form of the W -trick, by which
we consider, instead of the set A, its intersection with an arithmetic progression of
modulus W = ∏p6ω p. A critical feature of Helfgott and de Roton’s argument [50]
is then that it requires a modulus ω ∼ c logN .
At this point we invoke a beautiful recent result of Shao [91], who improved on
a first result of Dousse [15], and generalized the logarithmic bounds of Bourgain [5]
for Roth’s theorem to a model system of complexity one. More precisely, Shao [91]
investigated the system ψ(x) = (x0 + xi + xj)16i6j6d, and proved that a set A
of density (logN)−1/6d(d+1)+o(1) in [N ] contains a non-trivial configuration ψ(x) ∈
Ad(d+1)/2. As envisioned by Shao [91, p. 2], his argument naturally extends to general
systems of complexity one, at the cost of adressing certain technical complications.
The first, and simplest step of our proof is therefore to formally derive this extension,
while also keeping track of the number of pattern occurences. Considering λ′A as a
dense set of integers, this extension then shows that λ′A has a large pattern count.
Provided that we could prove that the difference of pattern counts for λA and
λ′A is small, this would be enough to conclude that the original set A contains many
ψ-configurations. However, while the count of three-term progressions investigated
by Helfgott and de Roton [50] has a simple Fourier expression, which can be
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controlled by restriction estimates for primes [34], such is not the case in general
for systems of complexity one. To address this issue, we bound the difference of
pattern counts via the generalized Von Neumann theorem of Green and Tao [39],
which in the complexity-one setting asserts that, given functions f1, . . . , ft on ZN ′
with N ′ ∼ CN majorized by a pseudorandom weight (a notion whose meaning shall
be clear shortly), we have
∣∣∣En∈Zd
N′
f1(ψ1(n)) . . . ft(ψt(n))
∣∣∣ 6 ‖fi‖U2 + o(1)(1.1)
as N →∞. Properly quantified, the method of Green and Tao [36,39] produces
a o(1) term of size (logN)−c in the above, however it requires a small modulus
ω ∼ c log logN , which is too expensive to apply the efficient transference estimates
of Helgott and de Roton [50].
To majorize prime-counting functions associated to W -tricked primes, Green
and Tao use a weight ν : ZM → R+ constructed from a smoothly truncated
convolution of the Mo¨bius function, which was first considered by Goldston, Pintz
and Yildirim [19]. The o(1)-term arising in (1.1) then depends on the level of










valid for every affine system θ : ZdN ′ → ZtN ′ of finite complexity and bounded linear
part, and for a large modulus ω ∼ c logN . This corresponds to the “linear forms
condition” in [36, 39], while we do not need the harder-to-quantify “correlation
condition” from there in our simpler setting. Equipped with this estimate, we verify
that the functions λA and λ′A used by Helfgott and de Roton are majorized by
averaged variants of ν, and we finally apply (1.1) to bound the difference of pattern
counts.
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Remarks. Very recently, and while we were writing this article, Conlon, Fox and
Zhao have completed an exposition of the Green-Tao theorem [8], in which they also
revisited Green and Tao’s computations on correlations of GPY weights under the
assumption of finite complexity. Their number-theoretic computations [8, Section 9]
turn out to be very similar to ours from Section 5, although our argument optimizes
certain parameters further.
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Dimitri Dias, Oleksiy Klurman, Marzieh Mehdizad for helpful discussions on many
topics of number theory. We would further like to thank Pablo Candela, Harald
Helfgott, Neil Lyall, Eric Naslund, Hans Parshall and Fernando Shao for interesting
discussions on problems related to this paper.
2. Overview
In this section we explain the organization of this paper, and we outline in more
detail the structure of our argument, previously sketched in the introduction.
The preliminaries to our argument are contained in Sections 3 and 4. The little
notation we need is introduced in Section 3, while Section 4 is there to gather
(almost) all arguments of a linear algebraic nature needed in the article.
As is traditional in additive combinatorics, we then delegate to appendices
material which is either relatively standard or not fully relevant to the main text.
Thus, in Section 8, we derive the aforementioned extension of Shao’s [91] result, and
in Section 10 we derive, for the comfort of the reader, several results on translation-
invariant equations which are known to follow from the literature. In Section 9, we
study the notion of complexity one in more detail. That Appendix is not formally
needed for the proof of Theorem 1.2, however it sheds light on the class of systems
to which it applies.
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The bulk of our proof of Theorem 1.2 is therefore contained in Sections 5–7. In













where W = ∏p6ω p and χ is a certain smooth cutoff function. We follow Green
and Tao’s original computation [39, Appendix D], but we analyze the local Eulor
factors involved in more detail, in order to allow for a large modulus ω = c logN . In
Section 6, we construct a pseudorandom weight on ν over ZM out of Λχ,R,W : Z→ R+
for a larger scale M ∼ CN , taking care to preserve quantitative error terms. We
also state a quantitative version of Green and Tao’s generalized Von Neumann
theorem [39, Appendix C]. In Section 7, we prove Theorem 1.2, by first lifting the
problem to the integers via the transference principle of Helfgott-de Roton [50] and
the quantitative generalized Von Neumann theorem obtained earlier, and by then
applying the extension of Shao’s result derived in Section 8.
3. Notation
We have attempted to respect most current conventions of notation in additive
combinatorics [27] throughout, and therefore we keep this section to the bare
minimum.
Given an integer N , we write [N ] = {1, . . . , N}. Given reals x < y, we also
write [x, y]Z = Z∩ [x, y], and we let P denote the set of all primes. Given a property
P, we write 1(P) for the boolean which equals 1 when P is true, and 0 otherwise.
When X is a set and Px is a property depending on a variable x ∈ X, we write
Px∈X(Px) = |X|−1#{x ∈ X : Px}.
Given a function f on X, we also write EXf = Ex∈Xf(x) = |X|−1∑x∈X f(x), or
simply Ef when the set of averaging is clear from the context.
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We make occasional use of Landau’s o, O-notation and of Vinogradov’s asymp-
totic notations f  g, f  g, f  g. As is common in additive combinatorics,
we also let c and C denote positive constants whose value may change at each
occurence, and which are typically taken to be respectively very small or very large.
Unless otherwise stated, all implicit and explicit constants we introduce are absolute:
they do not depend on surrounding parameters.
Finally, we use several local conventions on notation, and therefore we advise
the reader to pay close attention to the preamble of each section.
4. Linear algebra preliminaries
In this section, we discuss the notion of complexity of systems of linear forms,
following the very transparent exposition by Green and Tao in [39, Sections 1 and 4],
and by Tao in [98]. We also consider the simple problems of parametrizing the
kernel of a matrix corresponding to a system of equations, and of defining an analog
notion of complexity for such a matrix.
We consider an integral domain A, together with its field of fractions K; in our
article we only ever consider A = Z or A = ZM with M prime. A linear form over
the free module Ad naturally induces one over Kd, and accordingly all the linear
algebra notions are considered over K. This is somewhat overly formal, however it
allows us to define certain notions for linear forms over Z and ZM at once. Note
that throughout this article, we consider systems of linear forms ψ : Ad → At as
formal triples (ψ, d, t) to avoid repeatedly introducing dimension parameters d, t.
Definition 4.1 (Complexity). Consider a system of linear forms ψ = (ψ1, . . . , ψt) :
Ad → At. For i ∈ [t], the complexity of ψ at i is the minimal integer s > 0 for which
there exists a partition [t] r {i} = X1 unionsq · · · unionsqXs+1 into non-empty sets such that
ψi /∈ 〈ψj : j ∈ Xk〉 for all k ∈ [s+1], when such an integer exists4. Otherwise we set
4 In the special (and unimportant) case where t = 1, we set the complexity at i = 1 to 0.
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the complexity at i to ∞. The complexity of ψ is the maximum of the complexities
of ψ at i over all i ∈ [t].
We also recall the following important observation from [39, Section 1].
Lemma 4.2. A system of linear forms ψ = (ψ1, . . . , ψt) : Ad → At has finite
complexity if and only if no two forms ψi, ψj with i 6= j are linearly dependent.
We next recall the standard notion of normal form, and to do so we introduce a
slightly non-standard piece of terminology. We say that a linear form θ(x1, . . . , xd) =
a1x1 + · · ·+ adxd depends on the variable xk when ak 6= 0; we do not mean this in
an exclusive sense so that the form may also depend on other variables. While that
definition may seem mathematically akward, it corresponds to the intuitive way to
think about explicit system of forms.
Definition 4.3 (Normal form). A system of linear forms ψ = (ψ1, . . . , ψt) :
Ad → At is in exact s-normal form at i ∈ [t] when there exists a set of indices
Ji ⊂ [d] such that |Ji| = s+ 1 and
(i) ψi(x1, . . . , xd) depends on all variables xk, k ∈ Ji,
(ii) for all j 6= i, ψj(x1, . . . , xd) does not depend on all variables xk, k ∈ Ji.
We say that ψ is in s-normal form when it is in exact si-normal form with si 6 s
at every i ∈ [t].
As explained in [39, Section 4], a system ψ in exact s-normal form at i has com-
plexity at most s at i, and conversely one may always put a system of complexity s
in s-normal form, up to adding a certain number of “dummy” variables.
Proposition 4.4 (Normal extension). A system of linear forms ψ : Zd → Zt
of complexity s admits an s-normal extension ψ′ : Zd+e → Zt of the form ψ′(x, y) =
ψ(x+ ϕ(y)), where ϕ : Ze → Zd is a linear form.
We will also have the occasion to consider systems of affine-linear forms, often
abbreviated as “affine systems” throughout the article. Consistently with [39], we
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write an affine system ψ as ψ = ψ(0) + ψ˙, where ψ˙ is the linear part of ψ, and we
extend previous definitions by declaring ψ to be of complexity s or in s-normal
form when its linear part is. We also need to consider reductions of forms modulo
a large prime M later on, in which case we need to keep track of the size of the
coefficients of the forms involved.
Definition 4.5 (Form and matrix norms). Suppose that ψ = (ψ1, . . . , ψt) :
Ad → At is an affine system, and write ψi(x1, . . . , xd) = ai1x1 + · · ·+ aidxd + bi for



















where ‖ · ‖TL = d(·, LZ). Finally, for a matrix V = [λij] ∈Mr×t(Z), we write
‖V ‖ = ∑
i,j
|λij|.
We now return to our main topic of interest, that is, translation-invariant
equations in the integers. As for systems of forms, we consider matrices V ∈Mr×t(Z)
as formal triples (V, r, t).
Definition 4.6. We say that V = [aij] ∈ Mr×t(Z) is translation-invariant
when
ai1 + · · ·+ ait = 0 ∀i ∈ [r].
Given a matrix V ∈Mr×t(Z) corresponding to a system of equations V y = 0,
we now define the complexity of V at an indice i ∈ [t], and its global complexity, to
be that of any system of linear forms ψ : Qd  Ker(V ). The following proposition
ensures that such a definition does not depend on the choice of parametrization ψ.
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Proposition 4.7 (Matrix complexity criterion). Consider a matrix V ∈
Mr×t(Z) with lines L1, . . . , Lr and t > 2, and a system of linear forms ψ : Qd 
Ker(V ). Then ψ has complexity at most s0 at i if and only if there exists 0 6 s 6 s0
and a partition [t]r {i} = X1 unionsq · · · unionsqXs+1 into non-empty sets such that, for every






∩ 〈tL1, . . . , tLr〉 = ∅,
where (ei)16i6t is the canonical basis of Qt.
Proof. Consider i ∈ [t] and a partition [t]r{i} = X1unionsq . . . Xs+1 into non-empty
sets. For any k ∈ [s+ 1] and λ ∈ QXk , we have an equivalence
ψi +
∑
j∈Xk λjψj = 0
⇔ xi +∑j∈Xk λjxj = 0 for all x ∈ Ker(V )
⇔ ei +∑j∈Xk λjej ∈ Ker(V )⊥.
Furthermore, by orthogonality in Qt,
Ker(V )⊥ =
(
〈 tL1, . . . , tLt〉⊥
)⊥
= 〈 tL1, . . . , tLr〉.
Therefore ψi ∈ 〈ψj, j ∈ Xk〉 if and only if there exists λ ∈ QXk such that ei +∑
j λjej ∈ 〈 tL1, . . . , tLr〉. The proposition follows by considering the contrapositive.

We shall have the occasion to work with two standard types of parametrizations
for the integer kernel of a translation-invariant matrix. The first is the usual normal
form, which is useful when working with primes, while the second has an added
shift variable, which is useful for the regularity computations of Section 8. In both
cases, it is critical to work with a base parametrization ψ in normal form, in order
to bound averages over patterns (ψ1(n), . . . , ψt(n)) by a certain Gowers norm (see
Propositions 6.4 and 8.10 below).
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Proposition 4.8 (Kernel parametrization). Suppose that V ∈ Mr×t(Z) is a
translation-invariant matrix of rank r and complexity at most s. Then there exists
a linear surjection
ψ : Zd  Zt ∩Ker(V )
in s-normal form. An alternate linear surjection is then given by
ϕ : Zd+1  Zt ∩Ker(V ),
where ϕ is defined by ϕi(x0, x) = x0 + ψi(x) for every i ∈ [t] and (x0, x) ∈ Z× Zd.
Proof. The set Zt ∩Ker(V ) is a lattice which is easily seen to be of rank t− r
(e.g. by first solving V y = 0 over Q, then clearing denominators), so that there
exists a linear isomorphism ψ : Zt−r ∼−→ Zt ∩Ker(V ) of complexity at most s. Since
extensions in the sense of Proposition 4.4 preserve the image of a form, we may
choose an alternate linear parametrization ψ′ : Zd ∼−→ Zt ∩Ker(V ) in s-normal form
for a certain d > t− r.
Since the matrix V is translation-invariant, we have V 1 = 0, where 1 = (1, . . . , 1).
Therefore we may define another surjection ϕ : Z×Zd  Zt∩Ker(V ) by ϕ(x0, x) =
x01 + ψ′(x). 
Note that a system of linear forms ψ : Zd → Zt in 1-normal form is, at every
position i ∈ [t], either in exact 0-normal form or in exact 1-normal form. In
practice we can always eliminate the first possibility, and while not of fundamental
importance, this fact allows us to simplify our argument in some places.
Proposition 4.9. Suppose that V ∈ Mr×t(Z) is a matrix of complexity one
with no zero columns and t > 3, and ψ : Zd  Zt ∩ Ker(V ) is a system of linear
forms in 1-normal form. Then ψ is in exact 1-normal form at every i ∈ [t].
Proof. This follows from the complexity-zero criterion of Proposition 9.3, and
the fact that s-normality at i implies complexity at most s at i for any i ∈ [t]. 
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One last simple fact we require about (translation-invariant) systems of equations
is a bound on the number of integer solutions with two equal coordinates in a box.
Lemma 4.10 (Number of degenerate solutions). Suppose that V ∈Mr×t(Z) has
rank r and finite complexity, and let i, j be two distinct indices in [t]. Then
#{y ∈ [−N,N ]tZ : V y = 0 and yi = yj} V N t−r−1.
Proof. Consider the hyperplane H = {y ∈ Qt : yi = yj}. The subspace
Ker(V )∩H ofQt has dimension less than t−r−1, since Ker(V ) is not contained in H:
indeed if this were the case, there would exist a parametrization ψ : Zd  Zt∩Ker(V )
with ψi = ψj, contradicting the assumption of finite complexity. The bound then
follows by simple linear algebraic considerations. 
Finally, we collect together some facts about the preservation of certain properties
of affine systems under the operations of reduction modulo M or lifting from ZM
to Z. We omit the proofs, which are accessible by simple linear algebra.
Fact 4.11. Suppose that V ∈Mr×t(Z) is a translation-invariant matrix of rank
r and ψ : Zd  Zt ∩KerQ(V ) is a system of linear forms in exact si-normal form
over Z at every i ∈ [t]. Provided that M > max(t!‖ψ‖t, r!‖V ‖r), ψ reduces modulo
M to a system of linear forms θ : ZdM  KerZM (V ) is in exact si-normal form over
ZM at every i ∈ [t], and such that ‖θ‖ = ‖ψ‖.
Fact 4.12. Suppose that θ : ZdM → ZtM is an affine system of finite complexity
over ZM , and M > 2‖θ˙‖. Then θ is the reduction modulo M of an affine system
ψ : Zd → Zt of finite complexity over Z and such that ‖ψ‖M = ‖θ‖, ‖ψ˙‖ = ‖θ˙‖.
5. Correlations of GPY weights
The aim of this section is to construct efficient pseudorandom weights over Z
majorizing the measure associated to W -tricked primes. The weight we consider
(see Definition 5.3 below) is a truncated divisor sum whose correlations were first
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investigated by Goldston, Pintz and Yildirim [19] in the context of small gaps
between primes. Green and Tao [36, 39] further investigated its pseudorandom
behavior, through more sophisticated correlation computations, and this weight
is by now a standard tool, e.g. in the context of detecting polynomial patterns in
primes [59,101,102].
Throughout this section, we consider an integer N larger than some absolute
constant, and we let ω > 1 be a parameter. We also let W = ∏p6ω p and we fix
an integer b such that (b,W ) = 1. It is then useful to have a notation for the
normalized indicator function of W -tricked primes.




(logN) · 1(n ∈ [N ] and b+Wn ∈ P).
Our goal is thus to construct a weight function over Z majorizing λb,W , and
satisfying strong pseudorandomness asymptotics. Note that o(1) terms throughout
this article are to be understood as N →∞, and do not depend on any dimension
or any affine system involved.
Proposition 5.2 (Pseudorandom majorant over Z). Let D > 1 be a parameter.
There exists a constant CD such that the following holds. For N > CD and
ω = c0 logN , there exists ν : Z→ R+ such that, for every ε > 0,
0 6 λb,W D ν ε N ε
and, for any P > N c1 and any affine system ψ : Zd → Zt of finite complexity and















Note that simply applying [39, Theorem D.3] would be insufficient for our
purpose, since the error there is eO(
√
ω)(logN)−1/20 and therefore it is non-trivial
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only for ω 6 c(log logN)2, thus rendering the methods of Helfgott and de Roton [50]
unapplicable. The argument of [36] also requires a modulus ω 6 c log logN . Our
construction follows closely that in [39, Appendix D], however with one important
difference: we make a stronger assumption of finite complexity on the system of
linear forms, and under this assumption we obtain improved estimates on the Euler
products involved. We also remark that for the purpose of proving Theorem 1.2,
any error term of the form (logN)−c in (5.1) would suffice, however we take the
opportunity here to determine the highest level of pseudorandomness attainable
from Green and Tao’s approach.
We let χ ∈ C∞(R) denote a certain positive function with χ(0) = 1 and support
in [−1, 1], and we consider an additional parameter 1 6 R 6 N . Our main object
of study in this section is the following weight function.
Definition 5.3 (GPY weight). We let hR,W = φ(W )W logR and








The pseudorandom weight we seek will turn out to be a scalar multiple of the
above function: we defer the precise choice of normalization until the end of the
proof of Proposition 5.2.
Lemma 5.4. When ω = c0 logN and R = Nη with 0 < η 6 c0/2, we have
0 6 λb,W η Λχ,R,W ε N ε
for every ε > 0.
Proof. If λb,W (n) is non-zero, Wn + b is a prime of size at least W > N c0/2,
for N large enough. Therefore any non-trivial divisor of Wn+ b has size larger than
R, so that Λχ,R,W (n) = φ(W )W (logR)χ(0) 6 η−1λb,W (n). The last inequality follows
from standard bounds on the divisor function [103]. 
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We now say more on the choice of cutoff function χ. We start by picking
a smooth positive function F ∈ C∞c (R) with F (0) = 1 and support in [−1, 1],
and such that5 F̂ (ξ) e−c|ξ|1/2 uniformly in ξ ∈ R; there are various well-known
constructions of such functions [28,55]. We then define χ(x) = exF (x) ∈ C∞c (R),




ϕ(ξ)e−(1+iξ)xdξ (x ∈ R),(5.2)
where ϕ is a certain integrable function satisfying the decay estimate6
ϕ(ξ) e−c|ξ|1/2 (ξ ∈ R).(5.3)
We now begin the proof of Proposition 5.2. We fix D > 1 and ω = c0 logN , so
that we may assume that ω is larger than any fixed constant depending on D. We
then consider a system of affine-linear forms ψ : Zd → Zt of finite complexity such
that d, t, ‖ψ˙‖ 6 D. We let further implicit constants and explicit unsuscripted con-
stants c, C depend on d, t, ‖ψ˙‖, while subscripted constants c0, c1, . . . are absolute.
The first step of the proof is to unfold divisor sums in the correlation of divisor
sums, and it is useful in this regard to introduce the notation Ω = [t]× [2]. Note
also that the prime in
∑′ means that the summation is restricted to square-free
numbers. The following constitutes the beginning of the proof of [39, Theorem D.3],
which we do not reproduce.
Proposition 5.5 (Unfolding sums). Given (mij) ∈ NΩ, write mi = [mi1,mi2]
and
α(m1, . . . ,mt) = Pn∈Zdm
(
mi|Wψi(n) + b ∀i ∈ [t]
)
.
5Here F̂ (ξ) =
∫
R F (x)e(−ξx)dx.6Using a weaker decay  (1 + |ξ|)−A instead would yield a slightly weaker error term (logN)−1+ε
in Proposition 5.2.
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=P d · ∑′
(mij)∈NΩ








Before proceeding further, we analyze the function α appearing in Proposition 5.5.
By the Chinese Remainder theorem, α(m1, . . . ,mt) is multiplicative in the variables
mij, keeping in mind that mi = [mi1,mi2]. Writing mij = prij , ri = max(ri1, ri2),
and B = {(i, j) ∈ Ω : rij = 1}, we have ri = 1 if and only if rij = 1 for some j ∈ [2],
that is, if and only if the slice Bi of B at i is non-empty. Therefore
α(pr1 , . . . , prt) = Pn∈Zdp
(
p|Wψi(n) + b ∀i : Bi 6= ∅
)
=: α(p,B).(5.4)
Motivated by this, we say that a non-empty set B ⊂ Ω is vertical when, for some
i ∈ [t], we have B ⊂ {i} × [2]. We now estimate the size of the factors α(p,B).
Proposition 5.6 (Local probabilities). For B 6= ∅, we have
α(p,B) =

0 if p 6 ω
p−1 if p > ω and B is vertical
O(p−2) if p > ω and B is not vertical
Proof. Recall that α(p,B) is defined by (5.4). When p 6 ω, we have p|W
and (b,W ) = 1, therefore p does not divide any value Wψi(n) + b and α(p,B) = 0.
When p > ω > ‖ψ˙‖, we have p - W and Wψ˙i 6= 0 in Zp for every i ∈ [t]. When B is
vertical, there is only one i such that Bi is non-empty and therefore α(p,B) = p−1,
since hyperplanes of Zdp have size pd−1. When B is not vertical, there are at least
two indices i, j such that Bi, Bj 6= ∅. Since p > ω > 2‖ψ˙‖2, the linear forms ψ˙i and
ψ˙j are linearly independent over Zp, therefore α(p,B) 6 p−2 since (d− 2)-flats of
Zdp have size pd−2. 
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For reasons that shall be clear in a moment, we define the following Euler factor.







The local estimates of Proposition 5.6 and the fact that Re(zij) > 0 ensure the
absolute convergence of the product ∏pEp,ξ. We now return to the unfolded sum
in Proposition 5.5, in which we proceed to replace the weights χ by truncations of
their Fourier expression.
Proposition 5.8 (Unfolding integrals). Writing mi = [mi1,mi2], we have, for
any L > 1,
∑′
(mij)∈NΩ
























Proof. Truncating the Fourier integral (5.2) at L, and using the decay esti-




























































































































This last product equals ζ(1 + 1logR)
|Ω|, and applying the elementary estimate
ζ(s) = 1
s−1 +O(1) for Re(s) > 0, we see that the error is  e−cL
1/2(logR)|Ω|. 
From now on, we let L > 1 denote a truncation parameter, ξ denote an arbitrary
real in [−L,L]Ω, and we keep the implicit notation zij = (1 + iξij)/ logR. From
Proposition 5.6, we expect that, for large p, the main contribution to the sum
defining Ep,ξ in (5.5) comes from vertical sets B. It is then natural to approximate
Ep,ξ by the following Euler factor corresponding to a certain product (5.12) of zeta
functions.











The key estimates we need are the following.
7 We write
∑




Proposition 5.10 (Euler factor estimates). We have, uniformly in p,
Ep,ξ =

1 if p 6 ω,
(1 +O(p−2))E ′p,ξ if p > ω.














Proof. We first observe that |p−
∑
B
zij | = p−|B|/ logR 6 1 for all p and B ⊂ Ω.
Now for p 6 ω, we have α(p,B) = 0 for all B 6= ∅ by Proposition 5.6, and therefore
Ep,ξ = 1. For p > ω, inserting the bounds of Proposition 5.6 into the definition (5.5)








which in particular is more than 1/2 since ω is assumed to be large enough with
respect to d, t. Using the same estimates in the product (5.9), we see that E ′p,ξ also
has an asymptotic expansion of the form (5.10), which yields the first estimate.

















Inserting this estimate in the product (5.9) defining E ′p,ξ, we obtain







































for every ξ ∈ [−L,L]Ω. It is then easy to estimate the size of this Euler product.


















Proof. From (5.12) and the estimate ζ(s) = 1




























The proposition follows from the definition zij = (1 + iξij)/ logR and (5.11). 
We now have all the ingredients in hand to approximate the Euler product∏
pEp,ξ efficiently.



























































Inserting finally the estimate of Proposition 5.11 into (5.13) concludes the proof. 
At this stage, the following sieve factors arise.




(1 + iξ)(1 + iξ′)
2 + i(ξ + ξ′) ϕ(ξ)ϕ(ξ
′)dξdξ′.
The last step is to replace the euler product ∏pEp,ξ by ∏pE ′p,ξ in (5.7), and to
extend the range of integration back to R.













































To conclude observe that, by Fubini over i ∈ [t], the main term above equals ctχ,2. 
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At this stage we quote [39, Lemma D.2], which provides an explicit formula for
cχ,2.
Lemma 5.15. We have cχ,2 =
∫∞
0 |χ′(x)|2dx.
We may now combine the previous successive approximations to the original
sum and optimize the parameter L to obtain Proposition 5.2.
Proof of Proposition 5.2. Let P > 1. Combining Propositions 5.5, 5.8 and 5.14,


















provided that L 6 c logRlogω . Recall now that ω = c0 logN . Assuming that P > N c1 ,









By Lemma 5.15, we have cχ,2 > 0 and therefore we may define a renormalized
weight ν := c−1χ,2Λχ,R,W , which satisfies the desired pseudorandomness asymptotic
by (5.15), and which majorizes a constant multiple of λb,W by Lemma 5.4. 
6. Quantitative pseudorandomness
The goal of this section is to transfer the previous pseudorandomness asymptotics
over Z to the setting of a large cyclic group, and to show that pseudorandomness is
preserved under certain averaging operations. We also state the generalized Von
Neumann theorem of Green and Tao [39, Appendix C], in a quantified form. The
relevant notion of pseudorandomness in our paper is the following.
Definition 6.1 (Quantitative pseudorandomness). Let D,H > 1 be parameters
and let M be a prime. We say that ν : ZM → R+ is D-pseudorandom of level
H when, for every affine system θ : ZdM → ZtM of finite complexity such that
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We now let N denote an integer larger than some absolute constant, and as
in the previous section we fix ω = c0 logN and W =
∏
p6ω p. We also consider an
embedding [N ] ↪→ ZM , where M is a prime larger than N . We are then interested in
finding a pseudorandom majorant over ZM for the function λb,W from Definition 5.1,
properly extended to a function on ZM . Precisely, given a function f : Z→ C with
support in [N ], we define an M -periodic function f˜ at n ∈ Z by f˜(n) = f(n+ `M),
where ` is the unique integer such that n+ `M ∈ [M ], and that function f˜ may in
turn be viewed as a function on ZM .
It is actually relatively simple to construct a pseudorandom majorant on ZM
from the one of Proposition 5.2, by cutting ZdM into small boxes as explained
in [36, p. 527]. We rerun this argument here since we need to extract explicit error
terms from it.
Proposition 6.2 (Pseudorandom majorant over ZM). Let D > 1. There
exists a constant CD such that if N > CD and M > N is a prime, there exists a
D-pseudorandom weight ν˜ : ZM → R+ of level (logN)1−o(1) such that
0 6 λ˜b,W D ν˜.
Proof. Consider an affine system θ : ZdM → ZtM of finite complexity and such
that d, t, ‖θ˙‖ 6 D. By Fact 4.12, we may consider θ as the reduction modulo M of
an affine system ψ : Zd → Zt with norms ‖ψ‖M = ‖θ‖ 6 2D and ‖ψ˙‖ = ‖θ˙‖ 6 D.
We let further implicit constants depend on D in the course of this proof.
Let ν be the weight from Proposition 5.2, and define ν˜ : ZM → R+ as above.


















We call an integer m good when ψ(m + [P ]d) ⊂ [M ]t + M` for some ` ∈ Zt, and
when that is not the case we say that m is bad. When m is good we have, with
















When m is bad, we have mini∈[t] d(ψi(m),MZ) 6 ‖ψ˙‖P with respect to the canonical
distance d(x, y) = |x − y| on R. Indeed, when that inequality does not hold, we
have
ψ(m+]0, P [d) ∩ {y ∈ Rt : ∃i ∈ [t] such that yi ∈MZ} = ∅,
and since ψ(m+]0, P [d) is connected it must be contained in one of the boxes
]0,M [t+M`, ` ∈ Zt (it is helpful to draw a picture at this point). We have thus
proven that when m is bad, there exists i ∈ [t] and `i ∈ Z such that ψi(m) ∈
`iM + [−O(P ), O(P )], and such an `i is necessarily  1 + ‖ψ‖M  1. It is easy
to check that the number of such m ∈ [M ]d is  PMd−1 = Md−1/2. Inserting
the estimate (6.2) on good-boxes averages in (6.1), and neglecting the count of
bad-boxes averages, we obtain the desired asymptotic. 
The notion of pseudorandomness is quite robust under averaging operations, as
demonstrated by the following proposition, which is needed later on to majorize
certain convolutions of λb,W .
Proposition 6.3. Let D,H > 1 be parameters and M be a prime. Suppose
that ν : ZM → R+ is D-pseudorandom of level H, B is a symmetric subset of ZM
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and µB = (|B|/M)−11B. Then ν ′ = 12(ν + ν ∗ µB) is also D-pseudorandom of level
H.
Proof. Consider an affine system θ : ZdM → ZtM of finite complexity such that
d, t, ‖θ˙‖ 6 D. Let ν(0) = ν and ν(1) = ν ∗ µB, so that ν(ε)(x) = Ey∈Bν(x+ εy) for






















θ1(n) + ε1y1] · · · ν
[
θt(n) + εtyt].
For every ε ∈ {0, 1}t and y ∈ Bt, the system (θi + εiyi)16i6t has same linear part
as (θi)16i6t. Since ν is D-pseudorandom of level H, we have S = 1 +OD(H−1) as
desired. 
We now quote the generalized Von Neumann theorem of Green and Tao [39,
Appendix C]. It is simple to quantify the error term in that result in terms of the
level of pseudorandomness of the weight.
Theorem 6.4 (Generalized Von Neumann theorem). Let d, t, Q,H > 1 and
s > 0 be parameters, and let i ∈ [t] be an indice. There exists a constant D
depending on d, t, Q such that the following holds. Suppose that M > D is a prime
and θ : ZdM → ZtM is an affine system of finite complexity in exact s-normal form at
i, and such that ‖θ˙‖ 6 Q. Suppose also that ν : ZM → R+ is D-pseudorandom of
level H, and f1, . . . , ft : ZM → R are functions such that |fj| 6 ν for every j ∈ [t].
Then we have
∣∣∣En∈ZdMf1[θ1(n)] · · · ft[θt(n)]∣∣∣2s+1 6 ‖fi‖2s+1Us+1(ZM ) +OD(H−1).
Proof. Up to relabeling the fj and θj, we may assume that i = 1. Up to
permutating the base vectors, we may also assume that the set J1 from Definition 4.3
is equal to [s + 1]. It then suffices to apply [39, Proposition 7.1”], whose proof
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invokes twice the pseudorandomness condition of Definition 6.1, under the name
“linear forms condition”. Note that the argument there requires a change of variable
(x1, . . . , xs+1, y) 7→ (c−11 x1, . . . , c−1s+1xs+1, y) with respect to the decomposition ZdM =
Zs+1M × Zd−(s+1)M , where ck = θ˙1(ek). The condition M > D > ‖θ˙‖ ensures that this
is possible, however the new forms involved may have large size, potentially not
bounded in terms of ‖θ˙‖. Fortunately, it can be verified that making the change of
variables xi 7→ cics+1xi, 1 6 i 6 s + 1 before each application of the linear forms
condition in the proof of [39, Proposition 7.1”] converts the systems of forms under
consideration back into sytems of bounded size. (Here we elaborated slightly on
the footnote at the bottom of [39, p. 1822]). 
7. Translation-invariant equations in the primes
In this Section, we prove Theorem 1.2. Our two main tools are the transference
principle of Helfgott and de Roton [50], including Naslund’s [65] refinement thereof,
and the relative generalized Von Neumann theorem of Green and Tao, in the
quantitative form obtained in the previous section. These two tools together
transfer the problem of finding a complexity-one pattern in the primes, to that of
finding one in the integers, and to finish the proof we simply apply our extension of
Shao’s result derived in Section 8.
We now formally begin the proof of Theorem 1.2. We start with a standard
preliminary reduction, the W -trick, which allows us to consider subsets of an
arithmetic progression of modulus W in the primes instead.
Theorem 7.1 (Theorem 1.2 in W -tricked primes). Let V ∈ Mr×t(Z) be a
translation-invariant matrix of rank r and complexity one. There exists a constant
C depending at most on r, t, V such that the following holds. Let W = ∏p6ω p,
where ω = c0 logN with c0 ∈ [14 , 12 ], and let b ∈ Z such that (b,W ) = 1. Suppose
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that A is a subset of [N ] such that b+W · A ⊂ P and
|A| = α(W/φ(W ))(logN)−1N,
α > C(log logN)−1/25t.
Then there exists y ∈ At with distinct coordinates such that V y = 0.
Proof that Theorem 7.1 implies Theorem 1.2.
Consider a subset A of PN of density α; we may certainly assume that α >
CN−1/4, and in particular that N is large enough. Let W = ∏p6ω p, where
ω = 14 logN , and let N
′ = bN/W c = N3/4+o(1) (by the prime number theorem) be
another scale. By [50, Lemma 2.1], there exists (b,W ) = 1 such that A′ = {n ∈
[N ′] : b + Wn ∈ A} has size  α(W/φ(W ))(logN ′)−1N ′. Note that ω ∼ 13 logN ′
as N → ∞, and since b + W · A′ ⊂ A, every solution y ∈ (A′)t to V y = 0 with
distinct coordinates induces one in At, by translation-invariance and homogeneity.
Applying then Theorem 7.1 to A′ ⊂ [N ′] concludes the proof. 
From now on, we work under the hypotheses of Theorem 7.1. First, we consider




p, ω = c0 logN, b ∈ Z : (b,W ) = 1.
We then consider a subset A ⊂ [N ] such that b+W · A ⊂ P and
|A| = α W
φ(W )(logN)
−1 ·N.





With this normalization, we have EλA = α and, by comparison with Definition 5.1,
0 6 λA 6 λb,W .
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Secondly, we fix a translation-invariant matrix V ∈ Mr×t(Z) of complexity
one, and without loss of generality we may assume that t > 3 and V has no zero
columns in proving Theorem 7.1. Via Propositions 4.8 and 4.9, we can choose
a linear parametrization ψ : Zd  Zt ∩ KerQ(V ) in exact 1-normal form over Z
at every i ∈ [t]. We assume from now on that N is large enough with respect
to d, t, ψ, V , and we let further implicit and explicit constants depend on those
parameters. We will need to consider functions with support in [−2N, 2N ]Z, and to
analyze those we embed [−2N, 2N ]Z in a large cyclic group ZM , where M is a prime
between 4(‖V ‖+ 1) ·N and 8(‖V ‖+ 1) ·N chosen via Bertrand’s postulate. By
Fact 4.11, the linear map ψ reduces modulo M to a linear map θ : ZdM  KerZM (V )
in exact 1-normal form over ZM at every i ∈ [t], and such that ‖θ‖ = ‖ψ‖; we work
exclusively with that map from now on.
Given a function f : Z→ C with support in [−2N, 2N ], we define an M -periodic
function f˘(n) = 0 at n ∈ Z by f˘(n) = f(n + `M), where ` is the unique integer
such that n + `M ∈ [−M/2,M/2]Z, and f˘ may then be considered as a function
on ZM . When f has support in [N ], as is the case for λb,W , this coincides with the
definition of f˜ from Section 6. To alleviate the notation, we now identify functions
f : Z→ C with support in [−2N, 2N ] with their periodic counterpart f˘ . Most of
the analysis we do next takes place on ZM , and Fourier transforms, convolutions,
Lp and Uk norms are normalized accordingly. With these notations in place, we
now work with the following pattern-counting operator.
Definition 7.2. We define the operator T on functions f1, . . . , ft : ZM → R by









If need be, we can always return to averages over Z via the following observation.
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Lemma 7.3. For functions f1, . . . , ft : ZM → R with support in [−2N, 2N ], we
have




f1(y1) . . . ft(yt).
Proof. Since θ is a surjection onto KerZM (V ), and the fibers #{x ∈ ZdM :
θ(x) = y} have uniform size when y ranges over KerZM (V ), we have
T (f1, . . . , ft) = Ey∈ZtM :V y=0f1(y1) . . . ft(yt)
= M−(t−r)∑y∈ZtM :V y=0 f1(y1) . . . ft(yt).
Since the fi have support in [−2N, 2N ], we may restrict the summation to y ∈
[−2N, 2N ]tZ, and since M > 2‖V ‖N , the identity V y = 0 holds in Z for such y. 
We now introduce two parameters δ ∈ (0, 1] and ε ∈ (0, c ]. We also fix an
auxiliary Bohr set of ZM (see Definition 8.3) defined by
Γ = {r ∈ ZM : |λ̂A(r)| > δ} ∪ {1},
B = B(Γ, ε).
The presence of 1 in the frequency set guarantees that the Bohr set is contained in
an interval [−εM, εM ]. As is common in the transference literature for three-term
arithmetic progressions [30,34,50,65], we work with a smooth approximation of
λA, namely the convolution over Z given by
λ′A = λA ∗ λB,
where λB = |B|−11B. Provided that ε is small enough, we see that the support of
λ′A is contained in [−2N, 2N ]. Since M > 2N , we may also consider λ′A : ZM → R
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as the normalized convolution over ZM given by
λ′A = λA ∗ µB,(7.1)
where µB = (|B|/M)−11B. To show that λ′A is close to λA in a Fourier `4 sense, we
need to call on the restriction estimates of Green and Tao [34], themselves based
on an envelopping sieve of Ramare´ and Ruzsa [68]; these estimates were in turn
adapted to the case of a large modulus ω by Helfgott and de Roton [50].
Proposition 7.4. We have ‖λA − λ′A‖U2  ε1/4 + δ1/4.
Proof. By [50, Lemma 2.2], we have ∑r |λ̂A(r)|q q 1 for any q > 2. Therefore,











where we used the fact that |1−µ̂B(r)| = |Ex∈B(1−eN (rx))| 6 2piε for all r ∈ Γ. 
The structure of our argument is now as follows: we compare the counts
T (λA, . . . , λA) and T (λ′A, . . . , λ′A), which we expect to be close by Proposition 7.4
and the heuristic that “U2 norm controls complexity one averages”.
Remark 7.5 (Multilinear expansion). By multlinearity,
T (λA, . . . , λA) = T (λ′A, . . . , λ′A) +
∑
T (∗, . . . , λA − λ′A, . . . , ∗).(7.2)
where the sum is over 2t − 1 terms and the stars stand for functions equal to λ′A or
λA − λ′A.
To estimate the main term in (7.2), that is, T (λ′A, . . . , λ′A), we invoke a key
transference estimate of Helfgott and de Roton [50], which essentially allows us
to consider λ′A as a subset of the integers of density α2. It is further possible,
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by a result of Naslund8 [65], to obtain an exponent 1 + o(1) instead of 2, and
we choose to work with that more efficient version, even though it is possible to
derive Theorem 1.2 with a smaller exponent without it. This is because we wish to
exhibit that our argument preserves the exponent in Szemere´di-type theorems in
the integers, in the sense of Proposition 7.9 below.
Proposition 7.6. Suppose that δ−4 log ε−1 6 c logN . Then for any κ > 0, the
level set A′ = {λ′A > α/2} has density κ α1+κ in ZM .
Proof. Recalling (7.1), we see that Eλ′A = EλA = α. By Selberg’s sieve or the
restriction estimate used in the proof of Proposition 7.4, we have
#{r : |λ̂A(r)| > δ} 6 δ−4‖λ̂A‖44  δ−4,
and therefore |B| > ε|Γ|N > N1/2 under our assumptions on ε and δ. By [65,
Proposition 2], we deduce that ‖λ′A‖p p 1 for any even p > 4, and the proposition
then follows from a simple bootstrapping argument [65, Lemma 6]. 
Applying our statistical, complexity-one extension of Shao’s result in the integers,
we can now obtain a lower bound on the average of λ′A over ψ-configurations.
Proposition 7.7 (Main term). Suppose that δ−4 log ε−1 6 c logN . We have




for every κ > 0.
Proof. Consider the level set A′ = {λ′A > α/2} contained in the support of
λ′A, and therefore in [−2N, 2N ]. Since λ′A > (α/2) · 1A′ , we have
T (λ′A, . . . , λ′A) > (α/2)tT (1A′ , . . . , 1A′).
8 Here we implicitely refer to the first version of Naslund’s preprint, because the argument there
is simpler, and we do not seek very sharp bounds on the exponent.
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By Proposition 7.6, we know that A′ has density κ α1+κ in [−2N, 2N ] for any
κ > 0. Invoking Lemma 7.3, and applying Proposition 8.1 to A′ ⊂ [−2N, 2N ], we
obtain






On the other hand, the averages from (7.2) involving a difference λA − λ′A are
bounded via the generalized Von Neumann theorem of Section 6.
Proposition 7.8 (Error terms). Suppose that f1, . . . , ft are functions all equal
to λ′A or λA − λ′A, with at least one of them equal to λA − λ′A. Then
|T (f1, . . . , ft)|  ε1/4 + δ1/4 + (logN)− 14 +o(1).
Proof. We consider i ∈ [t] such that fi = λA − λ′A. Let Q = ‖θ˙‖ and let
D = Dd,t,Q be the constant from Proposition 6.4. By Proposition 6.2, and since we
assumed N to be large enough with respect to d, t, θ, there exists a D-pseudorandom
weight ν : ZM → R+ of level (logN)1−o(1) such that
0 6 λA 6 λb,W  ν.
Let ν ′ = 12(ν + ν ∗ µB), so that |λ′A|  ν ′ and |λA − λ′A|  ν ′. By Proposition 6.3,
ν ′ is also D-pseudorandom of level (logN)1−o(1).
Recall now that ψ is in exact 1-normal form at i. Applying Proposition 6.4 with
s = 1 to the functions f1, . . . , ft (divided by a certain large constant), and inserting
the estimates of Proposition 7.4, we obtain the desired bound. 
At this point we need only collect together the bounds on the main term and
the error terms in (7.2) to finish the proof of Theorem 1.2, which we have previously
reduced to proving Theorem 7.1.
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Proof of Theorem 7.1. Starting from the multilinear expansion (7.2), and
inserting the bounds from Propositions 7.7 and 7.8, we obtain
T (λA, . . . , λA) > exp[−Cκα−24t−κ]−O
(





whenever, say, ε−1, δ−1 6 c(logN)1/8. Choose now ε = δ = exp[−C ′κα−24t−κ] (for
a large C ′κ), and assume that α > Cκ(log logN)−1/(24t+κ). This ensures that the
conditions on ε and δ are satisfied, and that we have a lower bound
T (λA, . . . , λA) > exp[−C ′κα−24t−κ].
By Lemma 7.3 and since λA 6 (logN)1A, we then have





On the other hand, by Lemma 4.10, the number of y ∈ [N ]t with two identical
coordinates and such that V y = 0 is  N t−r−1. Choosing now κ = t for aesthetic
reasons, and given the range of density under consideration, we are therefore ensured
to find at least one non-trivial solution. 
As claimed before, our argument allows for a slightly more general statement
than Theorem 1.2. Indeed, the following can be obtained by a suitable Varnavides
argument and by inserting the resulting analog of Proposition 8.1 in our proof.
Theorem 7.9. Suppose that V ∈Mr×t(Z) is a translation-invariant matrix of
rank r and complexity one, and let γ > 0 be a parameter. Assume that V y = 0 has
a distinct-coordinates solution y ∈ At for every subset A of [N ] of density at least
C(logN)−γ.
Then such a solution also exists for every subset A of PN of density at least
Cε(log logN)−γ+ε,
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for any ε > 0.
This being said, we have not tried to optimize the exponent 1/24t in Corollary 8.2,
or the exponent in Theorem 1.2 that follows from it. This is because this exponent is
likely not optimal, and far from comparable in quality with Sanders’ [81] bounds for
Roth’s theorem, due to the repeated applications of Cauchy-Schwarz in Section 8.
8. Appendix: Translation-invariant equations in the integers
The purpose of this section is to derive an extension of a result of Shao [91]
to arbitrary systems of complexity one, and with a count of the multiplicity of
pattern occurences. The structure of our proof is similar to Shao’s, and it relies in
particular in the key local inverse U2 theorem proved there (Proposition 8.12 below).
However, certain added technicalities arise when handling arbitrary systems: the
most significant of those is addressed by Proposition 8.11 below.
Proposition 8.1. Let V ∈Mr×t(Z) be a translation-invariant matrix of rank
r and complexity one. Suppose that A is a subset of [−N,N ]Z of density α. Then





for a constant C > 0 depending at most on r, t, V .
Although we only need the result above for the transference argument of Section 7,
we record the following consequence, since it may be of independent interest.
Corollary 8.2. Let V ∈ Mr×t(Z) be a translation-invariant matrix of rank
r and complexity one. There exists a constant C > 0 depending at most on r, t, V
such that, if A is a subset of [N ] of density at least C(logN)−1/24t, there exists a
solution y ∈ At to V y = 0 with distinct coordinates.
Proof. By Lemma 4.10, the number of y ∈ [N ]t with two equal coordinates
such that V y = 0 is at most O(N t−r−1). The result then follows from Proposition 8.1,
since we assumed that α > C(logN)−1/24t. 
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We now fix a translation-invariant matrix V ∈Mr×t(Z) of rank r, and for the
purpose of proving Proposition 8.1, we may assume without loss of generality that
t > 3 and V has no zero columns. By Propositions 4.8 and 4.9, we may choose a
linear parametrization ϕ : Zq+1  Zt ∩KerQ(V ) of the form ϕ(x0, x) = x01 + ψ(x),
where ψ : Zq → Zt is in exact 1-normal form at every i ∈ [t]. We have traded the
letter d for q here because the former is too precious as the dimension of a Bohr
set. Writing ψi(x) = ai1x1 + · · ·+ aiqxq, we define the sets of non-zero coefficients
Ξi = {aij 6= 0, j ∈ [q]} and Ξ = ∪i∈[t]Ξi, so that we have |a| 6 ‖ϕ‖ for every a ∈ Ξ.
We also consider a fixed integer N from the statement of Proposition 8.1,
which should be thought of as quite large. As usual, we choose to carry out our
Fourier analysis over a cyclic group ZM on a slightly larger scale; to be precise,
via Bertrand’s postulate we pick a prime M such that ‖ϕ‖ · 2N < M 6 ‖ϕ‖ · 4N .
Finally, throughout this section the letters c and C denote positive constants which
are chosen, respectively, small or large enough with respect to q, t and ϕ. While we
do not attempt to track the dependency of our parameters on ‖ϕ‖, we sometimes
use this quantity to illustrate our argument.
We now recall the basics of Bohr sets and regularity calculus, which can be
found in many places [27, 35, 52]. We speed up this process as this material is
utterly standard and our notation is consistent with the litterature.
Definition 8.3. A Bohr set of frequency set Γ ⊂ ZM and radius δ > 0 is
B(Γ, δ) = {x ∈ ZM : ‖xrM ‖ 6 δ ∀r ∈ Γ},
and its dimension d is defined by d = |Γ|. We often let the parameters Γ, δ, d be
implicitely defined whenever we introduce a Bohr set B. The ρ-dilate B|ρ of a
Bohr set B is defined by B(Γ, δ)|ρ = B(Γ, ρδ), and given two Bohr sets B,B′ we
write B′ 6ρ B when B′ ⊂ B|ρ. Finally, we say that B is regular when, for every
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0 < ρ 6 2−6/d,
(1− 26ρd)|B| 6 |B|1±ρ| 6 (1 + 26ρd)|B|.
We also recall standard size estimates on Bohr sets, as well as Bourgain’s
regularization lemma. In our later argument, all Bohr sets will be picked regular.
Fact 8.4. Suppose that B is a Bohr set of dimension d and radius δ, and
ρ ∈ (0, 1]. Then
|B| > δdM and |B|ρ| > (ρ/2)2d|B|.
Given any Bohr set B, there exists c ∈ [12 , 1] such that B|c is regular.
In practice, regularity is used in the following form, close in spirit to [35,
Lemma 4.2]. When we argue “by regularity” in a proof, we implicitely invoke these
estimates.
Fact 8.5 (Regularity calculus). Let f : ZM → [−1, 1] and suppose that B is
a regular d-dimensional Bohr set, X ′ ⊂ B|ρ is another set and x′ ∈ B|ρ, where
ρ ∈ (0, c/d ]. Then
Ex∈x′+Bf(x) = Ex∈Bf(x) +O(ρd),
Ex∈Bf(x) = Ex∈B,x′∈X′f(x+ x′) +O(ρd),
Ex∈B1(x ∈ B|1−ρ)f(x) = Ex∈Bf(x) +O(ρd).
Before proceeding further, we recall certain facts about Gowers box norms [39,
Appendix B], which are present in disguise in Shao’s argument [91]. For our
argument, we only require the positivity of such norms, and two Cauchy-Schwarz-
based inequalities. Strictly speaking, we could do without those norms, however
they are useful to write averages over cubes in a more compact (if less intuitive)
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form, and to expedite repeated applications of Cauchy-Schwarz. In the following
definitions, we let X1, X2 denote arbitrary subsets of ZM .
Definition 8.6 (Box scalar product and norm). The box scalar product of a







The box norm of a function h : X1 × X2 → R is defined by ‖h‖4(X1×X2) =
〈(h)〉(X1×X2).
The first inequality we require is a box Van der Corput inequality implicit in [23,
p. 161], while the second is the Gowers-Cauchy-Schwarz inequality [39, Lemma B.2].
Fact 8.7. For h : X1 ×X2 → R and (bk : Xk → [−1, 1])k∈{1,2}, we have
∣∣∣Ex1∈X1,x2∈X2h(x1, x2)b1(x1)b2(x2)∣∣∣ 6 ‖h‖(X1×X2).(8.1)




In our situation, we need a slight variant of the local U2 norm defined in [91].
Definition 8.8 (Twisted U2 norm). Let a, b ∈ Z and g : ZM → R. The







When a = b = 1 we simply write ‖g‖(X1×X2).
With these notations, the local Gowers norm of a function f with respect to
sets X0, X1, X2 as defined by Shao [91, Definition 3.1] is
‖f‖4U2(X0,X1,X2) = Ex0∈X0‖f(x0 + · )‖4(X1×X2).
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From now on we keep the suggestive “local Gowers norm” terminology, but we use
the expression in the right-hand side for computational purposes.
We are now ready to start with the proof of Proposition 8.1. We introduce, for
a system of Bohr sets B = (B0, . . . , Bq), the multilinear operator on functions









The next proposition then constitutes the first step of our density increment strategy,
in which we deduce that a set A either possesses many ϕ-configurations, or it induces
a large TB-average involving the balanced function of A. Here and in the following,
we occasionally make superfluous assumptions on the Bohr sets involved, in order
to facilitate the combination of intermediate propositions.
Proposition 8.9 (Multilinear expansion). Suppose that A is a subset of density
α of a regular d-dimensional Bohr set B = B0, and write fA = 1A − α1B. Suppose
also that B1, . . . , Bq are regular Bohr sets with Bi 6ρ Bi−1 for all i ∈ [q], where
ρ 6 c/d. Then either
(i) (Many patterns) TB(1A, . . . , 1A) > αt/4,
(ii) (Large T -average) or there exist functions f1, . . . , ft : ZM → [−1, 1] and
i ∈ [t] such that fi = fA and |TB(f1, . . . , ft)|  αt.
Proof. First observe that, expanding 1A = α1B + fA by multilinearity,
TB(1A, . . . , 1A) = TB(α1B, . . . , α1B) +
∑
TB(∗, . . . , fA, . . . , ∗)(8.3)
where the sum is over 2t − 1 terms and the stars stand for functions equal to α1B
or fA. By definition,










Restricting x0 to lie in B|1−ρ with ρ 6 c/‖ϕ‖d, we are ensured that x0 + ψj(x) ∈ B
for every j ∈ [t] and x ∈ B1 × · · · ×Bq ⊂ Bq|ρ. By regularity, we thus have






By (8.3), if we are not in the first case of the proposition, then by the pigeonhole
principle there must exist a large average
αt  |TB(f1, f2, . . . , ft)|
where one of the functions fi : ZM → [−1, 1] is equal to fA. 
The next step is to use the fact that (twisted) local Gowers norms control the
count of ϕ-configurations, up to a small error. This is the analog for general systems
of complexity 1 of Shao’s [91, Proposition 4.1]; it is also very similar to Green and
Tao’s generalized Von Neumann theorem for bounded functions [23, Theorem 2.3].
Proposition 8.10 (Large average implies large Gowers norm). Let η ∈ (0, 1] be a
parameter, and suppose that B0, . . . , Bq are regular d-dimensional Bohr sets such that
Bi 6ρ Bi−1 for all i ∈ [q], where ρ 6 cη4/d. Suppose that f1, . . . , ft : ZM → [−1, 1]
are such that
|TB(f1, . . . , ft)| > η.
Then for every i ∈ [t], there exist 1 6 k < ` 6 q and a, b ∈ Ξi such that
Eu0∈B0‖fi(u0 + ·)‖4a,b(Bk×B`) > η/2.
Proof. Let i ∈ [t], and recall that ψ is in exact 1-normal form at i. We may
therefore find indices 1 6 k < ` 6 q and a partition [t] r {i} = Xk unionsq X` into
non-empty sets such that ψi depends on the variables xk and x`, while for j ∈ Xk
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(respectively j ∈ X`), ψj depends at most on the variable xk (respectively x`) among
those two variables. We decompose vectors x ∈ Zq+1 accordingly as x = (x0, xk, x`, y)
with y ∈ ∏j 6∈{0,k,l}Bj , and we may write ψi(xk, x`, y) = akxk +a`x`+ψi(0, 0, y) with
ak, a` ∈ Ξi. Then9
η 6
∣∣∣Ex0∈B0,y∈(Bj)j 6∈{0,k,`}Exk∈Bk,x`∈B`fi[x0 + ψi(xk, x`, y)]
×∏j∈Xk fj[x0 + ψj(xk, y)]∏j∈X` fj[x0 + ψj(x`, y)]∣∣∣.
We may rewrite the averaged function as h(xk, x`)bk(xk)b`(x`), where h, bk, b` are
functions depending on x0, y and bk, b` are bounded by 1. By Ho¨lder’s inequality,








Unfolding the definition of the box norm, and by regularity on the variable x0, we
have
η4 6 Ex0∈B0,y∈(Bj)j 6∈{0,k,`}Ex(0),x(1)∈Bk×B`∏




` + ψi(0, 0, y))
= Ex0∈B0Ex(0),x(1)∈Bk×B`
∏





Refolding the definition of the (ak, a`)-twisted U2 norm, this concludes the proof,
provided that ρ 6 cη4/d. 
We now wish to reduce the conclusion of the previous proposition to the situation
where a = b = 1, that is, when fA has a large (regular) local Gowers norm. It
turns out that such a reduction is always possible by a simple averaging argument,
9 We write (Bj)j∈X for
∏
j∈X Bj in subscripts.
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together with an application of the Gowers-Cauchy-Schwarz inequality to separate
the translated functions arising from such a process.
Proposition 8.11. Let η ∈ (0, 1] be a parameter. Suppose that B0, B1, B2 are
regular d-dimensional Bohr sets such that B1, B2 6ρ B0, and consider two other
Bohr sets B˜1 6ρ˜ B1 and B˜2 6ρ˜ B2, where ρ, ρ˜ 6 cη4/d. Then for f : ZM → [−1, 1]
and a, b ∈ Ξ,
Eu0∈B0‖f(u0 + ·)‖4a,b(B1×B2) > η4 ⇒ Eu0∈B0‖f(u0 + ab ·)‖4(B˜1×B˜2) > η
4/2




f(u0 + ax(ω1)1 + bx
(ω2)
2 ).













2 ∈ B˜2, so that












= Eu0∈B0Ex(0),x(1)∈B1×B2〈(f(u0 + ax(ω1)1 + bx(ω2)2 + abS))ω〉(B˜1×B˜2),
where S : B˜1 × B˜2 → ZM is defined by S(u1, u2) = u1 + u2. Applying successively










Eu0∈B0Ex(0),x(1)∈B1×B2 ‖f(u0 + ax(ω1)1 + bx(ω2)2 + abS)‖4(B˜1×B˜2).
By the pigeonhole principle, we may therefore find ω ∈ {0, 1}2 such that
cη4 6 Eu0∈B0Ex(0),x(1)∈B1×B2‖f(u0 + ax(ω1)1 + bx(ω2)2 + abS)‖4(B˜1×B˜2)
= Eu0∈B0‖f(u0 + abS)‖4(B˜1×B˜2) +O(ρd),
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where we have used regularity in the variable u0 in the last step. The proposition
follows from recalling Definition 8.8. 
At this point, we have reduced to a situation where we may apply Shao’s local
inverse U2 theorem [91, Theorem 3.2 and Lemma 5.1], quoted below, to obtain a
density increment. The presence of a coefficient m = ab calls for a minor variant10
of that result, which can however be effortlessly extracted out of Shao’s argument:
we omit the proof. Note also that in the proposition below, we consider Bohr sets
of ZM as sets of integers via the pullback of pi : [−M/2,M/2]Z ∼−→ ZM .
Proposition 8.12 (Local inverse U2 theorem [91]). Let η ∈ (0, 12 ] and m ∈ Ξ ·Ξ
be parameters. Suppose that B0, B1, B2 are regular d-dimensional Bohr sets such
that B1 6ρ B0 and B2 6ρ B1, where ρ 6 cη12/d. Suppose also that f : ZM → [−1, 1]
is such that EB0f = 0 and
Eu0∈B0‖f(u0 +m · )‖4(B1×B2)  η4.
Then there exists u ∈ Z and a regular Bohr set B3 such that u+mB3 ⊂ B0 in Z,
and
d3 6 d+ 1, δ3 > (η/d)O(1)δ1, Eu+mB3f > cη12.
We are now ready to combine the previous propositions into our main density-
increment statement, which we then iterate to obtain Proposition 8.1.
Proposition 8.13 (Main iterative proposition). Suppose that A is a subset
of density α ∈ (0, 12 ] of a regular d-dimensional Bohr set B contained in [−N,N ].
Then either
10 Note also that Bohr sets on Z are used in that reference, however this is only a cosmetic
difference. We actually quote a slightly weaker, but simpler, one-case consequence of Shao’s result
to fluidify our argument.
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(i) (Many ϕ-configurations) we have
#{x ∈ [−N,N ]q+1 : ϕ(x) ∈ At} > (αδ/d)O(d)N q+1,
(ii) (Density increment) or there exists u ∈ Z, m ∈ N and a regular Bohr set
B′ such that u+mB′ ⊂ B in Z and, writing α′ = |A ∩ (u+mB′)|/|B′|,
α′ > (1 + cα12t−1)α, d′ 6 d+ 1, δ′ > (α/d)O(1)δ.
Proof. Write η = αt and choose ρ = cη12/d. Let B0 = B, and choose
regular Bohr sets B1, . . . , Bq with Bi = Bi−1|ρi and ρi ∈ [ρ/2, ρ], so as to apply
Proposition 8.9. Since Bi ⊂ [−N,N ] and M > 2‖ϕ‖N , for any x ∈ B0 × · · · ×Bq,
ϕ(x) belongs to At modulo M if and only if it does in Z. Therefore, if we are in
the first case of Proposition 8.9, we have
#{x ∈ [−N,N ]q+1 : ϕ(x) ∈ At} > cαt|B0| . . . |Bq| > (αδ/d)O(d)M q+1.(8.4)
In the second case, we deduce, by Proposition 8.10, that there exist i ∈ [t], 1 6 k <
` 6 q and twists a, b ∈ Ξi such that, for fA = 1A − α1B0 ,
Eu0∈B0‖fA(u0 + · )‖4a,b(Bk×B`)  η4.
Via Proposition 8.11, we may assume instead that
Eu0∈B0‖fA(u0 + ab · )‖4(B˜k×B˜`)  η
4
for regular dilates B˜k = Bk|ρk and B˜` = B`|ρ` with ρk, ρ` ∈ [ρ/2, ρ]; note that we
have B˜k 62ρ B˜`. Finally, an application of Proposition 8.12 to fA yields a density
increment of the desired shape. 
Proof of Proposition 8.1. As stated at the beginning of this section, we use a
parametrization ϕ : Zq+1  Zt ∩ KerQ(V ), so that rk(ϕ) = dim(KerQ V ) = t − r.
We embed [−N,N ] in a regular Bohr set B(0) := B({1}, c
D
) of ZM , where c ∈ [1, 2]
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and M = DN . The set A(0) := A then has density  α in B(0). We now construct
iteratively a sequence of regular Bohr sets B(i) of dimension di and radius δi
contained in [−N,N ], and a sequence of subsets Ai of B(i) of density αi; we also
view Ai as subsets of Z via the pullback of pi : [−M/2,M/2]Z ∼−→ ZM . At each step
we apply Proposition 8.13 to the set Ai, and in the second case of that proposition
we define Ai+1 in Z by
Ai ∩ (ui+1 +mi+1Bi+1) = ui+1 +mi+1Ai+1.
Writing Sϕ(Y ) = #{x ∈ [−N,N ]q+1 : ϕ(x) ∈ Y t} for a set of integers Y , it follows
from the linearity and the presence of a shift variable in ϕ that Sϕ(A) > Sϕ(Ai) for
every i.
From αi+1 > (1 + cα12t−1i )αi and a familiar geometric series summation [27,
Chapter 6], we deduce that the algorithm runs for at mostO(α−12t+1) steps. Iterating
the dimension and radius bounds, we also deduce that di  α−12t+1 and δi >
exp[−Cα−12t+1 logα−1]. Bounding crudely α2 logα−1  1, we have therefore, in
the first case of Proposition 8.13,





Since ϕ has rank t− r, for each y ∈ [N ]t, we have the multiplicity bound
#{x ∈ [−N,N ]q+1 : ϕ(x) = y}  N (q+1)−(t−r).
Summing over values y = ϕ(x) in (8.5), we have therefore







9. Appendix: On Roth’s matrix conditions
In this appendix we discuss in more detail the notion of complexity one, and we
compare it with an earlier class of systems of equations considered by Roth [70].
Here we view linear forms on Zd for d > 1 as linear forms on Qd, and we carry
out all further linear algebra manipulations with respect to the base field Q. For
two vectors u, v ∈ Qd, we also let u · v denote the canonical scalar product of u
and v, and we write A⊥ for the orthogonal of a subset A of Qd. We now state
Roth’s matrix conditions [70], which we term, somewhat anachronously, “Roth
complexity”.
Definition 9.1 (Roth complexity). Let V = [C1 · · ·Ct] ∈Mr×t(Z). We say that
V has Roth complexity at i ∈ [t] when there exists a partition [t]r {i} = Y1 unionsqY2 unionsqZ
with |Y1| = |Y2| = r such that, for every k ∈ {1, 2}, the columns (Cj, j ∈ Xk) are
linearly independent. We say that V has Roth complexity when there exists a set
J ⊂ [t] with |J | = r such that the columns (Cj, j ∈ J) are linearly independent, and
such that V has Roth complexity at every i ∈ J .
Roth [70] has shown that a translation-invariant system of equations of the above
type is non-trivially solvable in any subset of [N ] of density at least C(log logN)−1/r2 .
Definition 9.1 is motivated by Fourier analysis: if C1, . . . , Ct are the columns of V
and A is a subset of ZM of density α, the normalized count of solutions y ∈ At to
V y = 0 has a Fourier expression
Ey∈ZtM :V y=0A(y1) · · ·A(yt) = αt +
∑
u∈ZtMr{0}
Â(C1 · u) · · · Â(Ct · u).
For every u 6= 0, we may find i ∈ J such that Ci · u 6= 0, where J is the set
from Definition 9.1. The assumption of Roth complexity then ensures, via an
L∞–L2–L2 bound, that the sum over u 6= 0 is bounded by supr 6=0 |Â(r)|, and Roth’s
proof [70] then follows the nowadays standard strategy of density increment on
arithmetic progressions. This argument has been revisited recently by Liu, Spencer
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and Zhao [61,62], who extended it to the setting of function fields and finite abelian
groups. We now compare the notion of Roth complexity to that of complexity at
most one from Section 4, whose definition we recall now.
Definition 9.2 (Complexity zero/one). Consider a system of linear forms
ψ = (ψ1, . . . , ψt) : Zd → Zt with t > 3. We say that ψ has complexity at most one
at i ∈ [t] when there exists a partition [t]r {i} = X1 unionsqX2 into non-empty sets such
that
ψi 6∈ 〈ψj, j ∈ Xk〉 ∀k ∈ {1, 2}.
Furthemore, we say that ψ has complexity zero at i ∈ [t] when ψi 6∈ 〈ψj, j 6= i〉.
Recall also that the complexity of a matrix V ∈Mr×t(Z) at a position i ∈ [t] is
defined to be that of any linear surjection ψ : Qd  KerQ(V ), and we have verified
in Proposition 4.7 that this constitutes a valid definition. We now develop a more
convenient criterion in the case of complexity zero or one.
Proposition 9.3 (Complexity zero/one criterion). Let V = [C1 · · ·Ct] ∈
Mr×t(Z) with t > 3. Then V has complexity at most one at i ∈ [t] if and only if
there exists a partition [t]r {i} = X1 unionsqX2 into non-empty sets such that
Ci ∈ 〈Cj, j ∈ Xk〉 ∀k ∈ {1, 2}.
Furthermore, V has complexity zero at i ∈ [t] if and only if Ci = 0.
Proof. Denote by L1, . . . , Lr ∈ M1×t(Z) the lines of V , and consider a sur-
jection ψ : Qd  KerQ(V ) and an indice i ∈ [t]. We start with the proof of the
complexity-one criterion, and we fix a partition [t]r {i} = X1 unionsqX2 into non-empty
sets. As in the proof of Proposition 4.7, we have
ψi ∈ 〈ψj, j ∈ Xk〉 ⇔ (ei ⊕j∈Xk Qej) ∩ 〈tL1, . . . , tLr〉 6= ∅,(9.1)
Chapitre V 172
where (ei)16i6t is the canonical basis of Qt. We next show that
(ei ⊕j∈X1 Qej) ∩ 〈tL1, . . . , tLr〉 6= ∅⇔ Ci 6∈ 〈Cj, j ∈ X2〉;(9.2)
an analogous statement also holds with the roles of X1 and X2 reversed. By




tLj · ei = 1 and ∑rj=1 µj tLj · em = 0 ∀m ∈ X2.
Since tLj · em is the j-th element of the column Cm, this is equivalent to
µ · Ci = 1 and µ · Cm = 0 ∀m ∈ X2.
Upto renormalizing, the existence of µ ∈ Qr satisfying the above is equivalent to
∃µ ∈ 〈Cm,m ∈ X2〉⊥ : µ · Ci 6= 0 ⇔ Ci 6∈ 〈Cm,m ∈ X2〉⊥⊥,
and by biorthogonality this concludes the proof of (9.2). The complexity-one
criterion then follows by considering the contrapositives of (9.1) and (9.2).
To obtain the complexity-zero criterion, it is enough to observe that one has, by
the same arguments as before,






∩ 〈tL1, . . . , tLr〉 6= ∅
⇔ ∃µ ∈ Qr : ∑rj=1 µj tLj · ei = 1
⇔ ∃µ ∈ Qr : µ · Ci 6= 0,
and this last condition is satisfied if and only if Ci is non-zero. 
Corollary 9.4. Let V ∈Mr×t(Z) and i ∈ [t]. If V has Roth complexity at i,
it has complexity at most one at i.
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Proof. We have in particular t > 2r+1 > 3. Partitioning [t]r{i} = Y1unionsqY2unionsqZ
as in Definition 9.1, and letting X1 = Y1 and X2 = Y2 unionsq Z, we see by simple linear
algebra that Ci ∈ 〈Cj, j ∈ Xk〉 for every k ∈ {1, 2}. 
This shows that a slightly stronger notion of Roth complexity, where one assumes
Roth complexity at every position i, is subsumed by the notion of complexity
one. We have not been able to determine definitively whether matrices of Roth
complexity do have complexity one. Since these definitions of complexity arise
from quite different underlying techniques to bound averages over linear patterns,
it may well be that they correspond to different classes of systems of equations.
The most we can say is that systems of Roth complexity have finite complexity, by
the following argument. If V ∈ Mr×t(Q) with t > 2r + 1 has infinite complexity,
its row space contains a non-zero vector with at most two non-zero entries (by the
usual orthogonality argument). Up to multiplication by an invertible matrix, we
may assume this vector to be a line of V , and one of its non-zero entries must then
belong to a column from the set J of r invertible columns from Definition 9.1. But
it is then impossible to form two invertible matrices when that column is excluded,
since one of them is bound to contain a zero line.
10. Appendix: Consequences of higher-complexity theorems
In this section we record certain results on translation-invariant equations which
follow at once from Gowers’ proof [20] of Szemere´di’s theorem [95], and the extension
of the latter to the primes by Green and Tao [36]. We are very grateful to Pablo
Candela for showing us the arguments below.
Theorem 10.1 (Gowers). Suppose that V ∈Mr×t(Z) is a translation-invariant
matrix of rank r and finite complexity, and A is a subset of [N ] of density at least
C(log logN)−ct ,
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where ct = 2−2
t+9 and C > 0 is a constant depending at most on r, t, V . Then there
exists a solution y ∈ At to V y = 0 with distinct coordinates.
Proof. By Proposition 4.8, we may consider a linear surjection ϕ : Zd+1 
Zt ∩ KerV of the form ϕ(x0, x) = x01 + ψ(x), where ψ = (ψ1, . . . , ψt) has finite
complexity, so that no two forms ψi, ψj with i 6= j are linearly dependent. Therefore,
each equation ψi = ψj defines a hyperplane of Qd, and it is then easy to find an
integer u ∈ Zd such that the values ci = ψi(u), i ∈ [t] are all distinct. But then, by
the same argument as for arithmetic progressions, the system
Υ(y, d) = (y + c1d, . . . , y + ctd)(10.1)
is controlled by the Gowers U t−1 norm. By Gowers’ density-increment strategy [20],
it follows that At contains a distinct-coordinates configuration Υ(y, d) = ϕ(y, du).

Theorem 10.2 (Green-Tao). Suppose that V is a translation-invariant matrix
of finite complexity, and A is a subset of the primes of positive upper density. Then
there exists a solution y ∈ At to V y = 0 with distinct coordinates.
Proof. The beginning of the proof is identical to that of Theorem 10.1, so
that we are led to identifying distinct-coordinates configurations of the form (10.1)
in At. Since this system has finite complexity, the result follows from [36], using
Theorem 10.1 in place of Szemere´di’s theorem there, and the finite-complexity
generalized Von Neumann theorem from [39, Appendix C] in place of [36, Proposi-
tion 5.3]. One should also follow the remarks in [36, Section 11] on how to adapt
the arguments to a dense subset of the primes instead of the set of all primes. 
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