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Abstract We are concerned with globally defined entropy solutions to the
Euler equations for compressible fluid flows in transonic nozzles with general
cross-sectional areas. Such nozzles include the de Laval nozzles and other more
general nozzles whose cross-sectional area functions are allowed at the nozzle
ends to be either zero (closed ends) or infinity (unbounded ends). To achieve
this, in this paper, we develop a vanishing viscosity method to construct glob-
ally defined approximate solutions and then establish essential uniform esti-
mates in weighted Lp norms for the whole range of physical adiabatic expo-
nents γ ∈ (1,∞), so that the viscosity approximate solutions satisfy the general
Lp compensated compactness framework. The viscosity method is designed to
incorporate artificial viscosity terms with the natural Dirichlet boundary con-
ditions to ensure the uniform estimates. Then such estimates lead to both the
convergence of the approximate solutions and the existence theory of globally
defined finite-energy entropy solutions to the Euler equations for transonic
flows that may have different end-states in the class of nozzles with general
cross-sectional areas for all γ ∈ (1,∞). The approach and techniques devel-
oped here apply to other problems with similar difficulties. In particular, we
successfully apply them to construct globally defined spherically symmetric
entropy solutions to the Euler equations for all γ ∈ (1,∞).
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1 Introduction
We are concerned with globally defined entropy solutions to the Euler equa-
tions for transonic nozzle flows with general cross-sectional areas and re-
lated compressible flows of geometric structure including spherically symmet-
ric flows. Then the Euler equations may be reduced to the following one-
dimensional Euler system with geometric terms:

ρt +mx +
A′(x)
A(x) m = 0,
mt +
(
m2
ρ
+ p(ρ)
)
x
+ A
′(x)
A(x)
m2
ρ
= 0
(1.1)
for (t, x) ∈ R+ × R with R+ = [0,∞), where ρ : R→ R+ is the density of the
fluid, u = m
ρ
: R → R is the velocity, and A = A(x) is a given C2–function
A : R→ R+. The equation of state is assumed to be that of a polytropic gas:
p(ρ) = κργ , γ > 1,
where κ := (γ−1)
2
4γ by scaling (without loss of generality).
We first focus on the Cauchy problem for system (1.1):
(ρ,m)|t=0 = (ρ0,m0), (1.2)
where the initial data (ρ0,m0)(x) have end-point states (ρ±,m±) at x = ±∞,
for constants ρ± ≥ 0 and m± ∈ R. The end-states are allowed to be different,
i.e., (ρ+,m+) 6= (ρ−,m−) in general.
The Cauchy problem (1.1)–(1.2) models transonic nozzle flow through a
variable-area duct, where A(x) describes the cross-sectional area of the nozzle
at point x ∈ R (cf. [5,8,10,12,19–21,28]). The existence of global solutions
of this problem was first obtained in [19] by incorporating the steady-state
building blocks with the Glimm scheme [11], provided that the initial data
have small total variation and are bounded away from both sonic and vacuum
states. Some numerical methods were introduced to compute transient gas
flows in a de Laval nozzle in [10,12]. A mathematical analysis of the qualitative
behavior of nonlinear waves for nozzle flow was given in [21]. On the other
hand, the general transonic nozzle problem, so that the initial data are allowed
to be arbitrarily large with different end-states and only relative finite-energy
and that the cross-sectional areas are allowed to tend to either zero (closed
ends) or infinity (unbounded ends) as x→ ±∞, has not been understood yet,
including the existence theory for all γ ∈ (1,∞), since the solution may blow
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up at the closed ends. For the general case, the corresponding cross-sectional
area function A(x) > 0 is a C2–function that requires only either
∥∥A′
A
∥∥
L∞(R)
+ ‖A′‖L1(−∞,0) <∞ (1.3)
or ∥∥A′
A
∥∥
L∞(R)
+ ‖A′‖L1(0,∞) <∞. (1.4)
In particular, this general class of nozzles includes the de Laval nozzles with
closed ends. In this paper, we first establish the existence of globally defined
entropy solutions to the Euler equations (1.1) for compressible fluid flows in
transonic nozzles with general cross-sectional areas satisfying (1.3) or (1.4). To
achieve this, we first develop a viscosity method to construct globally defined
approximate solutions and then establish several essential uniform estimates
for the whole interval of adiabatic exponents γ ∈ (1,∞), so that the viscosity
approximate solutions satisfy the general Lp compensated compactness frame-
work established in Chen-Perepelitsa [3] (also see [2] and the references cited
therein). Our viscosity method is carefully designed to incorporate artificial
viscosity terms with the Dirichlet boundary conditions naturally to ensure the
uniform estimates for all γ ∈ (1,∞). Then these uniform estimates lead to
both the convergence of the approximate solutions and the existence theory
of globally defined entropy solutions of problem (1.1)–(1.2) for initial data of
relative finite-energy for all γ ∈ (1,∞), provided that the cross-sectional area
function A(x) satisfies (1.3) or (1.4).
The case that A : R+ → R+ with A(x) = ωnxn−1, ωn > 0, for x ∈ R+
corresponds to the equations for the isentropic Euler equations with spheri-
cal symmetry, which does not satisfy condition (1.3) or (1.4). The study of
spherically symmetric solutions dates back to the 1950s, and is motivated by
many important physical problems such as flow in a jet engine inlet manifold
and stellar dynamics including gaseous stars and supernovae formation (cf.
[5,13,16,25,26,28]). The central feature is the strengthening of waves as they
move radially inward, especially near the origin. Various evidence indicates
that spherically symmetric solutions of the compressible Euler equations may
blow up near the origin at a certain time in some situations. A longstanding
open, fundamental problem is whether a concentration could be formed at
the origin, that is, the density becomes a delta measure at the origin, espe-
cially when a focusing spherical shock is moving inward towards the origin
(cf. [5,25,28]). The first existence result for global entropy solutions including
the origin was established in Chen [1] for a class of L∞ Cauchy data of ar-
bitrarily large amplitude, which models outgoing blast waves and large-time
asymptotic solutions; some further extensions of such Cauchy initial data for
global entropy solutions in L∞ can be found in Huang-Li-Yuan [14] and the
references cited therein. Also see Slemrod [26] for the resolution of the spheri-
cal piston problem for isentropic gas dynamics via a self-similar viscous limit,
and LeFloch-Westdickenberg [15] for a compactness framework to ensure the
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strong compactness of spherically symmetric approximate solutions with uni-
form finite-energy norms for the case 1 < γ ≤ 53 . In Chen-Perepelitsa [4],
under the assumption that γ ∈ (1, 3], the existence of globally defined spheri-
cally symmetric entropy solutions was established via the vanishing viscosity
approximation. As a direct application of the approach and techniques devel-
oped in this paper for the general transonic nozzle problem, we successfully
remove the restriction that γ ∈ (1, 3] and establish the existence of globally
defined finite-energy entropy solutions for the general case of large initial data
for the full range γ > 1, including the unsolved case γ > 3. This implies
that there exist globally defined spherically symmetric solutions with large
initial data of finite-energy for the whole range γ ∈ (1,∞), which do not form
concentrations at the origin.
The structure of the paper is as follows: In §2, we discuss the properties
of weak entropy functions of system (1.1), introduce the definition of entropy
solutions, and present the main theorems, Theorems 2.1–2.2.
In §3–§5, we develop the viscosity method to construct the afore-mentioned
approximate solutions and demonstrate their convergence to entropy solutions
of the Cauchy problem (1.1)–(1.2), first under the following assumptions on
the cross-sectional area function A:
0 < A0 ≤ A(x) ≤ A1 <∞, (1.5)
‖A‖C2(R) + ‖A′‖L1(R) ≤ A2 <∞. (1.6)
The construction of the approximate solutions in §3 employs the standard the-
ory of quasilinear parabolic systems as detailed in [18]. In §4, we derive uniform
estimates, independent of the viscosity coefficient ε, on the approximate so-
lutions, so that they satisfy the requirements of the general Lp compensated
compactness framework in [3] to pass to the limit as ε → 0, and hence de-
duce, in §5, the existence of globally defined entropy solutions of the Cauchy
problem (1.1)–(1.2) with general large initial data of different end-states and
relative finite-energy in the sense of Theorem 2.1.
In §6, we describe how the additional assumptions on A(x) in (1.5)–(1.6)
can be removed to obtain the expected results in Theorem 2.1 for the general
case (1.3) or (1.4).
Finally, in §7, we show how the approach and techniques developed in §3–
§6 can be extended to the general setting of spherically symmetric solutions
to the Euler equations, leading to our second main theorem, Theorem 2.2, for
the whole range of adiabatic exponents γ ∈ (1,∞), especially including the
unsolved case: γ > 3.
2 Entropy Solutions and Main Theorems
In this section, we discuss the properties of weak entropy functions of sys-
tem (1.1), introduce the definition of entropy solutions, and present the main
theorems, Theorems 2.1–2.2.
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2.1 Entropy
An entropy-entropy flux pair (or entropy pair, for simplicity) is a pair of func-
tions (η, q) : R+ × R→ R2 such that
∇q(ρ,m) = ∇η(ρ,m)∇
(
m
m2
ρ
+ p(ρ)
)
, (2.1)
where ∇ is the gradient with respect to the conservative variables (ρ,m). For
example, the mechanical energy and its flux form an entropy pair:
η∗(ρ,m) =
1
2
m2
ρ
+
κ
γ − 1ρ
γ , (2.2)
q∗(ρ,m) =
1
2
m3
ρ2
+
κγ
γ − 1mρ
γ−1. (2.3)
We also use the well-known fact (cf. [7,17]) that any weak entropy pair
(that is, the corresponding entropy vanishes at ρ = 0) for system (1.1) can be
expressed as
ηψ(ρ,m) = ρ
∫ ∞
−∞
ψ(
m
ρ
+ ρθs)[1 − s2]
3−γ
2(γ−1)
+ ds, (2.4)
qψ(ρ,m) = ρ
∫ ∞
−∞
(
m
ρ
+ θρθs)ψ(
m
ρ
+ ρθs)[1− s2]
3−γ
2(γ−1)
+ ds, (2.5)
where θ = γ−12 , and ψ : R → R is said to be a generator of the entropy pair
(ηψ , qψ).
2.2 Entropy Solutions
Now we introduce the definition of entropy solutions of the Cauchy problem
(1.1)–(1.2).
Definition 2.1 An entropy solution of the Cauchy problem (1.1)–(1.2) is a
pair (ρ,m) : R2+ → R2+ such that
(i) For any φ ∈ C∞c (R2+),∫
R
2
+
(ρφt +mφx)A(x) dx dt +
∫
R
ρ0(x)φ(0, x)A(x) dx = 0,
∫
R
2
+
(
mφt +
m2
ρ
φx + p(ρ)
(Aφ)x
A
)
Adxdt+
∫
R
m0(x)φ(0, x)A(x) dx = 0;
(ii) For any convex ψ(s), with sub-quadratic growth at infinity, generating the
entropy pair (ηψ, qψ),
(
ηψA(x)
)
t
+
(
qψA(x)
)
x
+A′(x)
(
mηψρ +
m2
ρ
ηψm − qψ
) ≤ 0 (2.6)
in the sense of distributions.
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In order to define the energy with respect to the end-states (ρ±,m±) =
(ρ±, ρ±u±), where u± =
m±
ρ±
if ρ± 6= 0, or u± = 0 otherwise, we follow [3] in
defining smooth, monotone functions (ρ¯(x), u¯(x)) such that, for some L0 > 1,
(ρ¯(x), u¯(x)) =
{
(ρ+, u+), x ≥ L0,
(ρ−, u−), x ≤ −L0.
(2.7)
By the Galilean invariance of the system, without loss of generality, we may
assume either u− = 0 or u+ = 0.
We define the relative mechanical energy with respect to (ρ¯(x), m¯(x)) =
(ρ¯(x), ρ¯(x)u¯(x)):
η∗(ρ,m) = η∗(ρ,m)− η∗(ρ¯, m¯)−∇η∗(ρ¯, m¯) · (ρ− ρ¯,m− m¯)
=
1
2
ρ|u− u¯|2 + h(ρ, ρ¯) ≥ 0,
(2.8)
where h(ρ, ρ¯) = h(ρ)− h(ρ¯)− h′(ρ¯)(ρ− ρ¯), and h(ρ) = κργ
γ−1 .
Definition 2.2 The relative total mechanical energy for (1.1) with respect to
the end-states (ρ±,m±) through (ρ¯, m¯) is
E[ρ,m](t) :=
∫ ∞
−∞
η∗(ρ(t, x),m(t, x))A(x) dx ≥ 0.
We say that a pair (ρ,m) is of relative finite-energy with respect to the end-
states (ρ±,m±) if E[ρ,m](t) <∞ for any t > 0.
2.3 Main Theorems
We now present the two main theorems.
Theorem 2.1 (Transonic Nozzle Solutions) Let the cross-sectional area
function A(x) > 0 be a C2–function satisfying (1.3) or (1.4). Assume that
(ρ0,m0) ∈ L1loc(R) with ρ0(x) ≥ 0 is of relative finite-energy with respect
to the prescribed end-states (ρ±,m±). Then there exists a global finite-energy
entropy solution (ρ,m)(t, x) of the transonic nozzle problem (1.1)–(1.2) in the
sense of Definitions 2.1–2.2 such that
(ρ,m) ∈ Lploc(R2+)× Lqloc(R2+) for p ∈ [1, γ + 1) and q ∈ [1, 3(γ+1)γ+3 ).
Remark 2.1 Condition (1.3) or (1.4) allows for the nozzles to open up at one
end (with an unbounded cross-sectional area), and to shrink at both ends with
rate |x|−α for any α > 0 (closed ends). In particular, a positive lower bound,
or upper bound, of the cross-sectional area function is not required.
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The existence of entropy solutions presented in the above theorem will
be established as a vanishing viscosity limit of appropriately designed ap-
proximate solutions. We will therefore first develop the viscosity method to
construct such approximate solutions and then derive the uniform estimates
of the approximate solutions so that they satisfy the requirements of the Lp
compensated compactness framework in [3]. Moreover, as a consequence of the
approach and techniques developed below, we are able to prove the following
result for the spherically symmetric Euler equations, including the unsolved
case: γ > 3.
Theorem 2.2 Let (ρ0,m0) ∈ (L1loc(R+))2 be finite-energy initial data such
that ρ0(x) ≥ 0 and
E∗[ρ0,m0] :=
∫ ∞
0
η∗(ρ0,m0)xn−1dx <∞.
Then, for the whole range γ ∈ (1,∞), there exists a global entropy solu-
tion (ρ,m)(t, x) of the spherically symmetric Euler equations with A(x) =
ωnx
n−1, x ≥ 0, where ωn is the surface area of the unit sphere in Rn, such
that (ρ,m) ∈ Lploc(R2+)× Lqloc(R2+) for p ∈ [1, γ + 1) and q ∈ [1, 3(γ+1)γ+3 ), and
E∗[ρ,m](t) :=
∫ ∞
0
η∗(ρ,m)xn−1dx ≤ E∗[ρ0,m0] <∞.
3 Viscosity Approximate Solutions
We now develop the viscosity method to construct the viscosity approximate
solutions of the Cauchy problem (1.1)–(1.2) and make some necessary esti-
mates. Throughout this section and §4–§5, we first assume that there exist
A0, A1, A2 > 0 such that conditions (1.5)–(1.6) hold for the cross-sectional
area function A(x) for simplicity of presentation.
For fixed ε > 0, we consider the following approximate equations for (t, x) ∈
R+ × (a, b):

ρεt +m
ε
x +
A′(x)
A(x)m
ε = ε
(
ρεxx +
A′(x)
A(x) ρ
ε
x
)
,
mεt +
( (mε)2
ρε
+ pδ(ρ
ε)
)
x
+ A
′(x)
A(x)
(mε)2
ρε
= ε
(
mεx +
A′(x)
A(x)m
ε
)
x
,
(3.1)
where
pδ(ρ) = κρ
γ + δρ2, δ = δ(ε) > 0 with δ(ε)→ 0 as ε→ 0. (3.2)
The introduction of this additional term δρ2 into the pressure function
prevents cavitation (i.e. the formation of a vacuum state) in the approximate
solutions when ε > 0. Here a = a(ε) and b = b(ε) are chosen such that
a(ε) < −L0, a(ε)→ −∞ as ε→ 0, (3.3)
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b(ε) > L0, b(ε)→∞ as ε→ 0 (3.4)
for L0 in (2.7), independent of ε. We can take a(ε) and b(ε) to diverge at
the same rate in ε → 0, but this rate is not arbitrary. However, we have the
freedom to design the approximating problems in a convenient manner so that
this rate can be chosen carefully in §4–§5.
We pose approximate initial and Dirichlet boundary data as follows:

(ρ,m)|t=0 = (ρε0,mε0)(x), x ∈ (a, b),
(ρ,m)|x=a = (ρε−,mε−), t ≥ 0,
(ρ,m)|x=b = (ρε+,mε+), t ≥ 0,
(3.5)
where ρε± > 0, and (ρ
ε
±,m
ε
±) → (ρ±,m±) as ε → 0. The imposition that the
end-states for ρ are strictly positive is to prevent the possibility of cavitation.
One of the motivations for us to impose the Dirichlet boundary data for the
approximate solutions is to allow for the use of the weak maximum principle
for obtaining the L∞ estimate for the approximate solutions for the whole
range γ ∈ (1,∞); see Lemma 3.2.
With this carefully designed initial-boundary value problem (3.1)–(3.5), the
next goal of this section is now to establish the existence of globally defined
approximate solutions. Throughout this section, for β ∈ (0, 1), C2+β([a, b])
and C2+β,1+
β
2 (QT ) denote the usual Ho¨lder and parabolic Ho¨lder spaces on
the interval [a, b] and the parabolic cylinder QT := [0, T ]× [a, b], respectively,
as defined in [18].
Theorem 3.1 For ε > 0, let (ρε0,m
ε
0) ∈
(
C2+β([a, b])
)2
be a sequence of func-
tions such that:
(i) infa≤x≤b ρε0(x) > 0;
(ii) (ρε0,m
ε
0) satisfies (3.5) and the compatibility conditions at x = a(ε) and
b(ε):
(
A(x)mε0
)
x
= ε
(
A(x)ρε0,x
)
x
,
(
A(x)
(mε0)
2
ρε0
)
x
+A(x)pδ(ρ
ε
0)x = ε
(
A(x)mε0
)
x
;
(iii)
∫ b
a
( (mε0)2
2ρε0
+
κ(ρε0)
γ
γ−1
)
A(x) dx <∞;
(iv) (δ(ε), a(ε), b(ε)) satisfy (3.2)–(3.4).
Then there exists a unique global solution (ρε,mε)(t, x) of problem (3.1)–(3.5)
for γ ∈ (1,∞) such that (ρε,mε) ∈ (C2+β,1+ β2 (QT ))2 with infQT ρε(t, x) > 0
for all T > 0.
We assume from now on that a = a(ε) and b = b(ε) are constants depending
on ε > 0 such that (
1 +
∣∣(A′
A
)′∣∣)ε|a− b| ≤M, (3.6)
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where M > 0 is a constant, independent of ε. For simplicity of presentation,
we drop the explicit ε–dependence of all functions in this section, since the
results hold for each fixed ε > 0. Moreover, we use the following notation:
hδ(ρ) = ρeδ(ρ), eδ(ρ) =
∫ ρ
0
pδ(s)
s2
ds. (3.7)
By the theory detailed in [18], in order to establish Theorem 3.1, it suffices
to show that, for a generic C2,1(QT )–solution of (3.1), the following a priori
bound holds: ∥∥(ρ, ρ−1, m
ρ
)∥∥
L∞(QT )
<∞,
where the bound may depend on ε, T , and the initial-boundary data. Then this
implies that a generic solution of the equations with the prescribed regularity
remains in a bounded region, away from the singularities of the coefficients of
the quasilinear parabolic system (3.1). The results in §5 and Theorem 7.1 in
§7 of [18] then lead to the conclusion of Theorem 3.1.
The remainder of this section consists of several energy estimates in order
to deduce these bounds.
Our fundamental energy estimate concerns the control of the relative me-
chanical energy for system (3.1). We define a modified entropy pair:
η∗δ =
m2
2ρ
+ hδ(ρ), q
∗
δ =
m3
2ρ2
+mh′δ(ρ),
and further modify these to obtain
η∗δ (ρ,m) = η
∗
δ (ρ,m)− η∗δ (ρ¯, m¯)−∇η∗δ (ρ¯, m¯) · (ρ− ρ¯,m− m¯)
=
1
2
ρ|u− u¯|2 + hδ(ρ, ρ¯) ≥ 0,
where hδ(ρ, ρ¯) = hδ(ρ)− hδ(ρ¯)− h′δ(ρ¯)(ρ− ρ¯).
Then the total relative mechanical energy for (3.1) with respect to the end-
states (ρ±,m±) through (ρ¯, m¯) is
E[ρ,m](t) :=
∫ b
a
η∗δ (ρ(t, x),m(t, x))A(x) dx ≥ 0.
Now we obtain our main energy estimate.
Proposition 3.1 Let
E0 := sup
ε>0
∫ b
a
η∗δ (ρ
ε
0(x),m
ε
0(x))A(x) dx <∞.
Then there exists M > 0, independent of ε, such that, for all ε > 0,
sup
t∈[0,T ]
∫ b
a
(1
2
ρ|u− u¯|2 + hδ(ρ, ρ¯)
)
A(x) dx
+ ε
∫
QT
(
h′′δ (ρ)ρ
2
x + ρu
2
x +
∣∣(A′
A
)′
ρu(u− u¯)
∣∣)A(x) dx dt ≤M(E0 + 1).
(3.8)
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Furthermore, for any t ∈ [0, T ], |{ρ(t, ·) > 32 ρ¯}| ≤ c2E0, where c2 > 0 may
depend on T .
Before we prove Proposition 3.1, we note that there exists a constant c1 > 0,
independent of ε, depending only on ρ¯ and γ such that hδ(ρ, ρ¯) ≥ c1ρ(ρθ−ρ¯θ)2.
Proof Multiplying the first equation in (3.1) by
(
η∗δ
)
ρ
A(x) and the second
equation by
(
η∗δ
)
m
A(x), and then adding them together, we have(
η∗δA(x)
)
t
+
((
q∗δ −m(η∗δ )ρ(ρ¯, m¯)− (m
2
ρ
+ pδ(ρ))(η
∗
δ )m(ρ¯, m¯)
)
A(x)
)
x
+
(
(η∗δ )ρ(ρ¯, m¯)
)
x
mA(x) +
(
(η∗δ )m(ρ¯, m¯)
)
x
(
m2
ρ
+ pδ(ρ)
)
A(x)
+ pδ(ρ)(η
∗
δ )m(ρ¯, m¯)A
′(x)
= ε(A(x)ρx)x(η∗δ )ρ + εA(x)
(
A(x)−1(A(x)m)x
)
x
(η∗δ )m. (3.9)
Observe that, at the end-points a and b,
q∗δ −m(η∗δ )ρ(ρ¯, m¯)−
(m2
ρ
+ pδ(ρ)
)(
η∗δ
)
m
(ρ¯, m¯) = −m±
ρ±
pδ(ρ±).
Then
dE
dt
− m
ρ
pδ(ρ)|ba
+
∫ b
a
(
m
(
(η∗δ )ρ(ρ¯, m¯)
)
x
+
(
(η∗δ )m(ρ¯, m¯)
)
x
(
m2
ρ
+ pδ(ρ)
)
+
A′(x)
A(x)
(η∗δ )m(ρ¯, m¯)pδ(ρ)− ε
(A′(x)
A(x)
)′
m
(
(η∗δ )m − (η∗δ )m(ρ¯, m¯)
))
A(x) dx
= −ε
∫ b
a
(ρx,mx)∇2η∗δ (ρx,mx)⊤A(x) dx
+ ε
∫ b
a
(
ρx((η
∗
δ )ρ(ρ¯, m¯))x +mx((η
∗
δ )m(ρ¯, m¯))x
)
A(x) dx.
Note that ρ + pδ(ρ) ≤ M
(
hδ(ρ, ρ¯) + 1
)
and ‖A′‖L1(−∞,L0) ≤ M and that
(ρ¯x, m¯x) are supported in (−L0, L0). Moreover, since m¯ = 0 and, for x > L0,
(η∗δ )m(ρ¯, m¯) = 0 (recall we have used the Galilean invariance to impose that
u+ = 0 without loss of generality), we have∫ b
a
(
m
(
(η∗δ )ρ(ρ¯, m¯)
)
x
+
(
(η∗δ )m(ρ¯, m¯)
)
x
(
m2
ρ
+ pδ(ρ)
)
+
A′(x)
A(x)
(η∗δ )m(ρ¯, m¯)pδ(ρ)
)
A(x) dx
≤M(E + 1).
Moreover, integrating by parts gives
ε
∫ b
a
(
ρx((η
∗
δ )ρ(ρ¯, m¯))x +mx((η
∗
δ )m(ρ¯, m¯))x
)
A(x) dx
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≤Mε(E + L0 + ‖A′‖L1(−L0,L0)).
Finally, we have ∫ b
a
ε
∣∣∣(A′
A
)′
m
(
(η∗δ )m − (η∗δ )m(ρ¯, m¯)
)∣∣∣A(x) dx
≤ εME + εM |b− a|(1 + ∣∣(A′
A
)′∣∣).
Since (ρx,mx)∇2η∗δ (ρx,mx)⊤ dominates h′′δ (ρ)|ρx|2 + ρ|ux|2 as in [4], we
may combine all of these inequalities to obtain
dE
dt
+ ε
∫ b
a
(
(2δ + κγργ−2)|ρx|2 + ρ|ux|2
)
A(x) dx ≤M(E + 1).
Hence, by the Gronwall inequality, we have
E(T ) + ε
∫
QT
(
(2δ + κγργ−2)|ρx|2 + ρ|ux|2
)
A(x) dx ≤M(T )(E0 + 1). (3.10)
In particular, we obtain
sup
t∈[0,T ]
∫ b
a
(
ρ(u− u¯)2 + hδ(ρ, ρ¯)
)
A(x) dx ≤M(E0 + 1). (3.11)
Since A(x) ≥ A0 > 0, and hδ(ρ, ρ¯) ≥ 0 is quadratic in (ρ− ρ¯) for ρ near ρ¯
and grows as ρmax{γ,2} for large ρ, we conclude
|{ρ(t, ·) > 3
2
ρˇ}| ≤ cE0,
where ρˇ = max{ρ−, ρ+}. ⊓⊔
The following lemma is a simple consequence of the fundamental theorem
of calculus and the main energy estimate (Proposition 3.1), so its proof is
omitted; see the proof of [4, Lemma 2.1].
Lemma 3.1 There exists C = C(ε, T, E0) > 0 such that∫ T
0
‖ρ(t, ·)‖2max{2,γ}
L∞(a,b) dt ≤ C.
From now on, the constants labelled C may depend on ε, whereas the constants
labelled M are independent of ε. The following maximum principle result for
the Riemann invariants gives a priori control on ‖(ρ, u)‖L∞ in terms of the
Dirichlet boundary data and initial data.
Lemma 3.2 There exists C = C(ε, T, E0) such that, for any t ∈ [0, T ],
‖(ρ, u)‖L∞(QT ) ≤ C
(‖u0 +R(ρ0)‖L∞(a,b) + ‖u0−R(ρ0)‖L∞(a,b))+C(ρ±, u±),
where
R(ρ) :=
∫ ρ
0
√
p′δ(s)
s
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Proof The eigenvalues of the Euler system with pressure function pδ(ρ) are
λ1 := u−
√
p′δ(ρ), λ2 := u+
√
p′δ(ρ),
and the corresponding Riemann invariants are
w := u+R(ρ), z := u−R(ρ).
We first note that these Riemann invariants are quasiconvex:
∇⊥w∇2w(∇⊥w)⊤ ≥ 0, −∇⊥z∇2z(∇⊥z)⊤ ≥ 0.
Following [4, Lemma 2.2], we multiply the first equation in (3.1) by wρ, mul-
tiply the second by wm, and then add them together with a short calculation
to derive that
wt +
(
λ2 − εA
′
A
)
wx − εwxx + ε(ρx,mx)∇2w(ρx,mx)⊤ = ε
(A′
A
)′
u− u
√
p′δ
A′
A
.
Notice that
(ρx,mx) = α∇w + β∇⊥w,
where
α =
wx
|∇w|2 , β =
ρxwm −mxwρ
|∇w|2 .
With this notation, we re-write the above as
wt + λwx − εwxx = −εβ2∇⊥w∇2w(∇⊥w)⊤ − u
√
p′δ
A′
A
+ ε
(A′
A
)′
u,
where
λ := λ2 − εA
′
A
+ εα
∇w∇2w(∇w)⊤
|∇w|2 + 2εβ
∇⊥w∇2w(∇w)⊤
|∇w|2 .
Then, using the quasiconvexity property of w, we find that
w˜t + λw˜x − εw˜xx ≤ 0
for w˜ defined by
w˜(t, x) := w(t, x) −
∫ t
0
∥∥u√p′δA′A − ε
(A′
A
)′
u
∥∥
L∞(a,b)
dτ.
The maximum principle for parabolic equations gives us
max
Qt
w˜ ≤ max{w0, max
[0,t]×({a}∪{b})
w˜}.
Now we have
max
[0,t]×({a}∪{b})
w˜
≤ max{u− +R(ρ−), u+ +R(ρ+)}
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+ ρˇ sup
(a,b)
{∣∣A′
A
∣∣, ∣∣(A′
A
)′∣∣} ∫ t
0
(
1 + ‖ρ(τ, ·)‖
1
2 max{1,γ−1}
L∞(a,b)
)‖u(τ, ·)‖L∞(a,b) dτ.
Thus, we obtain
max
Qt
w ≤ max
(a,b)
w0 +max{u− +R(ρ−), u+ +R(ρ+)}
+ C
∫ t
0
(
1 + ‖ρ(τ, ·)‖
1
2 max{1,γ−1}
L∞(a,b)
)‖u(τ, ·)‖L∞(a,b) dτ.
Similarly,
max
Qt
(−z) ≤ max
(a,b)
(−z0) + max{u− −R(ρ−), u+ −R(ρ+)}
+ C
∫ t
0
(
1 + ‖ρ(τ, ·)‖
1
2 max{1,γ−1}
L∞(a,b)
)‖u(τ, ·)‖L∞(a,b) dτ.
Noting that w0 satisfies the corresponding boundary condition to (3.5) and
ρ ≥ 0, we see that
max
Qt
|u|
≤ ‖w0‖L∞ + ‖z0‖L∞ + C
∫ t
0
(
1 + ‖ρ(τ, ·)‖
1
2 max{1,γ−1}
L∞(a,b)
)‖u(τ, ·)‖L∞(a,b) dτ.
Since max{1, γ−1} < 2γ, we obtain that, by the Ho¨lder inequality and Lemma
3.1,
max
Qt
|u|2 ≤C(max
(a,b)
|w0|+max
(a,b)
|z0|
)2
+ C
( ∫ t
0
(
1 + ‖ρ(τ, ·)‖max{1,γ−1}
L∞(a,b)
)
dτ
)(∫ t
0
‖u(τ, ·)‖2L∞(a,b) dτ
)
≤C(max
(a,b)
|w0|+max
(a,b)
|z0|
)2
+ C
∫ t
0
‖u(τ, ·)‖2L∞(a,b) dτ.
We then conclude the estimate for ‖u‖L∞(Qt) by using the Gronwall inequality.
The estimate for ρ is now a direct consequence of the estimates of the
Riemann invariants and the estimate of u above. In particular, we have
max
Qt
R(ρ) = 12 maxQt
(w − z) ≤ C + C
∫ t
0
(
1 + ‖ρ(τ, ·)‖
1
2 max{1,γ−1}
L∞(a,b)
)
dτ ≤ C.
⊓⊔
The next result provides the afore-mentioned higher order energy estimates
that we require to conclude the upper bound of ‖ρ−1‖L∞(a,b).
Lemma 3.3 There exists C(ε, ‖(ρ0, u0)‖L∞(a,b), ‖(ρ0,m0)‖H1(a,b), T, γ) > 0
such that
sup
t∈[0,T ]
∫ b
a
(|ρx|2 + |mx|2)dx +
∫
QT
(|ρxx|2 + |mxx|2) dx dt ≤ C.
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Proof Throughout this proof, we make frequent use of the upper bounds on
(ρ, u) from Lemma 3.2.
Multiplying the first equation in (3.1) by ρxx and the second by mxx, we
obtain
(ρtρx)x − 1
2
(|ρx|2)t + (mtmx)x − 12(|mx|2)t − ε(|ρxx|2 + |mxx|2)
= −mxρxx − (ρu2 + pδ)xmxx − A
′
A
mρxx − A
′
A
(
ρu2mxx − ερxρxx
)
+ ε
(A′
A
m
)
x
mxx.
Integrating over QT and recalling that ρ and m are constant on x = a and b,
we have
1
2
∫ b
a
(|ρx|2 + |mx|2)∣∣T0 dx+ ε
∫
QT
(|ρxx|2 + |mxx|2) dx dt
=
∫
QT
(
mxρxx +
A′
A
mρxx
)
dx dt +
∫
QT
(ρu2 + pδ)xmxx dx dt
+
∫
QT
A′
A
(
ρu2mxx − ερxρxx
)
dx dt− ε
∫
QT
(A′
A
m
)
x
mxx dx dt.
Thus, using the uniform bounds from the maximum principle, we have∫ b
a
(|ρx(T, x)|2 + |mx(T, x)|2) dx+ ε
∫
QT
(|ρxx|2 + |mxx|2) dx dt
≤∆
∫
QT
(|ρxx|2 + |mxx|2) dx dt+
∫ b
a
(|ρ0,x(x)|2 + |m0,x(x)|2) dx
+ C∆
∫
QT
(|ρx|2 + |mx|2) dx dt+ C∆,
where ∆ > 0. Absorbing the first term into the left by taking ∆ small, we
conclude the expected estimate. ⊓⊔
It now remains only to demonstrate an a priori upper bound for ρ−1. To
this end, we define
φ(ρ) =
{
1
ρ
− 1
ρ˜
+ ρ−ρ˜
ρ˜2
, ρ < ρ˜,
0, ρ > ρ˜
for some ρ˜ > 0. Note that
φ′(ρ) =
(− 1
ρ2
+
1
ρ˜2
)
χ{ρ<ρ˜}, φ′′(ρ) =
2
ρ3
χ{ρ<ρ˜}.
Lemma 3.4 There exists C > 0 depending on ‖φ(ρ0)‖L1(a,b) and the other
parameters of the problem such that
sup
t∈[0,T ]
∫ b
a
φ(ρ(t, ·)) dx +
∫
QT
|ρx|2
ρ3
dx dt ≤ C.
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Proof Multiplying the first equation of (3.1) by φ′(ρ), we have
φt + (uφ)x − εφxx + 2ερ
2
x
ρ3
χ{ρ<ρ˜}
= 2
(1
ρ
− 1
ρ˜
)
uxχ{ρ<ρ˜} +
A′
A
ρu
( 1
ρ2
− 1
ρ˜2
)
χ{ρ<ρ˜} + ε
A′
A
ρx
( 1
ρ˜2
− 1
ρ2
)
χ{ρ<ρ˜}.
Integrating in (t, x) and using the boundary conditions with ρ˜ < inf(a,b) ρ0(x)
chosen, we obtain∫ b
a
φ(ρ) dx + ε
∫
QT∩{ρ<ρ˜}
|ρx|2
ρ3
dx dt
≤
∣∣∣ ∫
QT∩{ρ<ρ˜}
2
(1
ρ
− 1
ρ˜
)
ux dx dt
∣∣∣+ ∣∣∣ ∫
QT∩{ρ<ρ˜}
A′
A
ρu
( 1
ρ2
− 1
ρ˜2
)
dx dt
∣∣∣
+
∣∣∣ ∫
QT∩{ρ<ρ˜}
ε
A′
A
ρx
( 1
ρ˜2
− 1
ρ2
)
dx dt
∣∣∣
≤∆
∫
QT∩{ρ<ρ˜}
|ρx|2
ρ3
dx dt+ C∆
(
1 +
∫
QT
φ(ρ) dx dt
)
and conclude the estimate by the Gronwall inequality, where we have inte-
grated by parts and applied the Young inequality in the first term after the
first inequality above. ⊓⊔
For x ∈ (a, b), we take x0 to be the closest point to x such that ρ(t, x0) = ρ˜,
where ρ˜ = minx∈(a,b) ρ0(x); otherwise, we already have an upper bound on ρ−1.
By writing ∣∣ρ(t, x)−1∣∣ ≤ ∣∣∣ ∫ x
x0
ρy(t, y)
ρ2(t, y)
dy
∣∣∣+ ∣∣(ρ˜)−1∣∣,
we obtain∫ T
0
∥∥ρ(t, ·)−1∥∥
L∞(a,b)
dt ≤C + C
( ∫
QT
|ρx|2
ρ3
dx dt
) 1
2
(( ∫
QT
φ(ρ) dx dt
) 1
2 + 1
)
≤C
(
1 +
(∫
QT
|ρx|2
ρ3
dxdt
) 1
2
)
. (3.12)
Finally, we use the previous lemmas to show the lower bound on ρ.
Lemma 3.5 There exists C > 0, depending on ε, T , and the other parameters
of the problem, such that
C−1 ≤ ρ(t, x) ≤ C,
∫ T
0
∥∥(mx
ρ
,
ρx
ρ
, ux
)
(t, ·)∥∥
L∞(a,b)
dt ≤ C.
Proof By the Sobolev embedding and (3.12),∫ T
0
∥∥mx(t, ·)
ρ(t, ·)
∥∥
L∞(a,b)
dt ≤
∫ T
0
‖mx(t, ·)‖L∞(a,b)‖ρ−1(t, ·)‖L∞(a,b) dt
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≤C
∫ T
0
( ∫ b
a
|mxx|2 dx
) 1
2
(
1 +
( ∫ b
a
|ρx|2
ρ3
dx
) 1
2
( ∫ b
a
φ(ρ) dx
) 1
2
)
dt
≤C.
The estimate for ρx
ρ
is obtained in the same way.
For ux, note first that ux =
mx
ρ
− uρx
ρ
and argue similarly to the above.
Finally, let v = 1
ρ
. Then, by (3.1), we calculate
vt +
(
u− εA
′
A
)
vx − εvxx = ρux
ρ2
− 2ερ
2
x
ρ3
+
A′
A
u
ρ
≤ (ux + A′
A
u
)
v.
By the maximum principle,
max
QT
v ≤ Cmax{‖v0‖L∞ , ρ−1− , ρ−1+ }e∫ T0 ‖(ux,u)(τ,·)‖L∞(a,b)dτ ≤ C‖v0‖L∞(a,b).
⊓⊔
This completes the proof of Theorem 3.1.
4 Uniform Estimates
As mentioned earlier, the purpose of this section and §5–§6 is to establish the
proof of Theorem 2.1 by making the uniform estimates of the approximate
solutions, independent of ε. Throughout this section, the universal constant
M > 0 is independent of ε, and we assume that the area function A(x) ∈ C2
satisfies (1.5)–(1.6).
The first estimate concerns the local higher integrability properties of the
density.
Lemma 4.1 Let K ⊂ R be a compact set such that K ⊂ (a, b). Then, for
T > 0, there exists a constant M =M(K,T ), independent of ε, such that∫ T
0
∫
K
(
ργ+1 + δρ3
)
dx dt ≤M. (4.1)
Proof The proof of this lemma is standard by now. We simply observe that,
on the compact set K, A, A
′
A
, and A
′′
A
are bounded uniformly by a constant
M = M(K). Therefore, the argument as in [4, Lemma 3.3] (compare also [3,
Lemma 3.3]) yields (4.1). ⊓⊔
The other key estimate concerns a local higher integrability property for
the velocity: ∫ T
0
∫
K
(
ρ|u|3 + ργ+θ) dx dt ≤M.
The proof of this estimate relies on the observation that a careful choice of the
generating function ψ = ψ(s) yields an entropy flux function of strictly higher
growth rate than its associated weak entropy function. This observation was
first made in [17] and is contained in the next result, which has been taken
and adapted from Chen-Perepelitsa [3,4].
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Lemma 4.2 Let (η#, q#) be the entropy pair corresponding to ψ# = ψ#(w) =
1
2w|w|. Then, for ψ(s) = ψ#(s− u−), the associated entropy pair (ηˇ, qˇ) can be
written, for some constant α, as
ηˇ(ρ,m) = η#(ρ,m− ρu−),
qˇ(ρ,m) = q#(ρ,m− ρu−) + u−η#(ρ,m− ρu−),
ηˇ(ρ,m) = αρθ+1(u− u−) + r2(ρ, ρ(u − u−)),
|r2(ρ, ρ(u− u−))| ≤Mρ|u− u−|2.
Moreover, for the notations:
η˜(ρ,m) := ηˇ(ρ,m)−∇ηˇ(ρ−,m−) · (ρ− ρ−,m−m−),
q˜(ρ,m) := qˇ(ρ,m)−∇ηˇ(ρ−,m−) · (m, m
2
ρ
+ p),
the following inequalities and identities hold:
|η˜(ρ,m)| ≤M(ρ|u− u−|2 + ρ(ρθ − (ρ−)θ)2),
q˜(ρ,m) ≥ 1
M
(
ρ|u− u−|3 + ργ+θ
)−M(ρ+ ρ|u− u−|2 + ργ),
q˜(ρ−,m−) < 0,
∣∣− qˇ +mηˇρ + m2
ρ
ηˇm
∣∣ ≤Mq˜ +M,
η˜m = α(ρ
θ − (ρ−)θ) + (u − u−)r(ρ, u), |r(ρ, u)| ≤M,
|mη˜m| ≤M
(
ρ(u− u−)2 + ρ(ρθ − (ρ−)θ)2 + ρ
)
,
|(η˜m)ρ| ≤Mρθ−1, |(η˜m)u| ≤M,
|η˜m| ≤M
(|u− u−|+ |ρθ − (ρ−)θ|).
Before proving the higher integrability of the velocity, we need the following
technical lemma.
Lemma 4.3 For any compact set K ⊂ (a, b), there exists β > 2 such that
ε
∫ T
0
∫ x
a
ρ3(t, y)A(y) dy dt ≤M |a|β for any x ∈ K, (4.2)
where M =M(K) is independent of ε > 0.
Proof The proof is divided into three cases.
1. When γ ∈ (1, 2),
ε
∫ T
0
∫ x
a
ρ3Ady dt
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≤Mε|a|
∫ T
0
sup
(a,x)
ρ3−γ dt
≤Mε|a|
(
1 +
∫ T
0
∫ x
a
ρ3−
3γ
2 |(ρ γ2 )y| dy dt
)
≤Mε|a|
(
1 +
∫ T
0
∫ x
a
ρ6−3γA−1 dy dt+
∫ T
0
∫ x
a
ργ−2|ρy|2Ady dt
)
≤Mε|a|
(
1 +
∫ T
0
∫ x
a
ρ6−3γA2−γAγ−3 dy dt
)
≤Mε|a|
(
1 +
∫ T
0
∫ x
a
ρ3
( A
2|a|M +M |a|
β1(γ)A
γ−3
γ−1
)
dy dt
)
,
where we have used the Young inequality. Then
ε
2
∫ T
0
∫ x
a
ρ3 dy dt ≤Mε|a|β(γ),
where β(γ) = β1(γ) + 1.
2. Now we consider the case: γ ∈ [2, 3]. Note that ∫ x
a
ρAdy ≤ M(E0) +
M |a| ≤M |a|. Then∫ T
0
∫ x
a
ρ3Ady dt ≤
∫ T
0
sup
(a,x)
ρ2(t, ·)( ∫ x
a
ρAdy
)
dt
≤M |a|
(
1 +
∫ T
0
∫ x
a
ρ|ρy| dy dt
)
=M |a|
(
1 +
∫ T
0
∫ x
a
ρ2−
γ
2 ρ
γ−2
2 |ρy| dy dt
)
≤M |a|
(
1 +
1
ε
+
∫ T
0
∫ x
a
ρ4−γA−1 dy dt
)
≤M |a|
(
1 + ε−1 +
∫ T
0
∫ x
a
(
ργA+A−
4
2γ−4
)
dy dt
)
≤M |a|(1 + ε−1 + |a|),
where we have written A−1 = A
4−γ
γ A−
4
γ and applied the Young inequality
with exponents γ4−γ and
γ
2γ−4 .
3. Finally, for γ > 3, the estimate follows directly from the main energy
estimate, Proposition 3.1. ⊓⊔
Lemma 4.4 Let (ηψ , qψ) be an entropy pair such that the generating function
ψ satisfies
sup
s
|ψ′′(s)| <∞.
Then, for any (ρ,m) ∈ R2, ξ ∈ R2,
|ξ⊤∇2ηψ(ρ,m)ξ| ≤Mψξ⊤∇2η∗(ρ,m)ξ,
where Mψ depends only on ψ and γ.
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The proof is direct; see [3]. Also recall that the mechanical energy η∗(ρ,m)
is convex.
The next lemma concerns the higher integrability property for the velocity
and is another crucial estimate for applying the compensated compactness
framework of [3].
Lemma 4.5 Let K ⊂ (a, b) be compact. Then there exist a constant M =
M(K,T ) and an exponent β > 2, both independent of ε, such that∫ T
0
∫
K
(
ρ|u|3 + ργ+θ) dx dt ≤M(1 + |a|βδ
ε
+ ε|a|
)
.
Proof We prove the property for the nozzles satisfying condition (1.3), since
the other case (1.4) can be handled by corresponding similar arguments.
We multiply the continuity equation in (3.1) by η˜ρA and the momentum
equation by η˜mA to obtain that, after a short calculation,
(η˜A)t + (q˜A)x +A
′(− qˇ +mηˇρ + m2
ρ
ηˇm
)
+A′ηˇm(ρ−,m−)p(ρ)
= ε
(
ρxx +
A′
A
ρx
)
η˜ρA+ ε
(
mx +
A′
A
m
)
x
η˜mA− (δρ2)xη˜mA. (4.3)
Integrating both sides of (4.3), we find∫ T
0
A(x)q˜(x) dt
=
∫ T
0
A(a)q˜(a) dt−
∫ x
a
(η˜(T, y)− η˜(0, y))A(y) dy
−
∫ T
0
∫ x
a
A′(−qˇ +mηˇρ + m
2
ρ
ηˇm) dy dt
+ ε
∫ T
0
∫ x
a
(
(ρyy +
A′
A
ρy)η˜ρ + (my +
A′
A
m)y η˜m
)
Ady dt
− δ
∫ T
0
∫ x
a
A(ρ2)y η˜m dy dt−
∫ T
0
∫ x
a
A′ηˇm(ρ−,m−)p(ρ) dy dt. (4.4)
Now we employ the crucial observation that the first term, which is poorly
controlled in absolute value, is actually negative by Lemma 4.2, and so may be
neglected. Considering the fourth integral on the right hand side, we integrate
by parts to see
ε
∫ T
0
∫ x
a
(
(ρyy +
A′
A
ρy)η˜ρ + (my +
A′
A
m)y η˜m
)
Ady dt
= ε
∫ T
0
A(y)
(
η˜(t, x)
)
x
dt− ε
∫ T
0
∫ x
a
A(y)
(
ρy(η˜ρ)y +my(η˜m)y
)
dy dt
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+ ε
∫ T
0
∫ x
a
(A′
A
)
y
mη˜mA(y) dy dt, (4.5)
as η˜ρ = η˜m = 0 at x = a by construction. Likewise, integrating by parts in the
fifth integral,
δ
∫ T
0
∫ x
a
(ρ2)y η˜mA(y) dy dt
=− δ
∫ T
0
∫ x
a
(
ρ2((η˜m)ρρy + (η˜m)uuy)A(y) + ρ
2η˜mA
′(y)
)
dy dt
+
∫ T
0
ρ2η˜mA(x) dt. (4.6)
Combining (4.4)–(4.6) and applying the bound for −qˇ+mηˇρ+ m2ρ ηˇm from
Lemma 4.2,
∫ T
0
q˜(x)A(x) dt ≤ I(x) +M
∫ T
0
∫ x
a
|A′(y)|(q˜(t, y) + 1) dy dt
+ ε
∫ T
0
(
A(x)η˜(t, x)
)
x
dt− δ
∫ T
0
ρ2η˜mA(x) dt, (4.7)
where
I(x) =M
∫ x
a
A(x)|η˜(T, y)− η˜(0, y)| dy dt+ ε
∫ T
0
∫ x
a
∣∣A(A′
A
)
y
mη˜m
∣∣ dy dt
+ ε
∫ T
0
∫ x
a
∣∣Aρy(η˜ρ)y +Amy(η˜m)y∣∣ dy dt
+ δ
∫ T
0
∫ x
a
∣∣Aρ2((η˜m)ρρy + (η˜m)uuy)∣∣ dy dt
+ δ
∫ T
0
∫ x
a
∣∣A′ρ2η˜m∣∣ dy dt+
∫ T
0
∫ x
a
∣∣A′ηˇm(ρ−,m−)p(ρ)∣∣ dy dt
+ ε
∫ T
0
|A′||η˜(t, x)| dt
= I1 + · · ·+ I7.
Note that I is increasing in x and |A′
A
| ≤M . By the Gronwall inequality,
∫ T
0
Aq˜(x) dx ≤ I(x)e
∫
x
a
|A′| dy + ε
∫ T
0
(
Aη˜(t, x)
)
x
dt−
∫ T
0
δρ2η˜mAdt
+
∫ x
a
(
ε
( ∫ T
0
Aη˜(t, y) dt
)
y
−
∫ T
0
δρ2η˜mAdt
)
|A′|e
∫
x
y
|A′| ds
dy.
(4.8)
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We take a smooth cut-off function ω(x) with compact support in K such that
ω(x) ≤ 1. Observe first that, by the bound |η˜(ρ, u)| ≤M(ρ|u− u−|2 + ρ(ρθ −
(ρ−)θ)2), we obtain, from Proposition 3.1,∫ x
a
η˜(t, y)A(y) dy dt ≤M(E0 + 1) for any x ∈ supp(ω). (4.9)
Thus, we may integrate (4.8) against ω and estimate the terms on the right
as follows:∣∣∣ ∫
K
ω
∫ x
a
ε
( ∫ T
0
Aη˜(t, y) dt
)
y
|A′|e
∫
x
y
|A′| ds
dy dx
∣∣∣
≤ εM(‖A′‖L1, ‖A′′‖L∞)
∫
K
ω
∫ T
0
∫ x
a
A(y)η˜(t, y) dy dt dx+M ≤ εM |a|,
(4.10)∣∣∣ ∫ x
a
∫ T
0
δρ2η˜mAdt|A′|e
∫
y
x
|A′|dsdy
∣∣∣ ≤M ∫ T
0
∫ x
a
δρ3Adydt ≤ M |a|
βδ
ε
, (4.11)
∣∣∣ε ∫
K
ω
∫ T
0
(
Aη˜(t, x)
)
x
dt dx
∣∣∣ = ε ∫ T
0
∫
K
∣∣ωxAη˜(t, x)∣∣ dx dt ≤M, (4.12)
where we have used Lemma 4.3.
Therefore, the lower bound qˇ ≥ 1
M
(ρ|u−u−|3+ργ+θ)−M(ρ+ρ|u−u−|2+ργ)
yields that, after multiplying by ω and integrating in x, we have∫
K
∫ T
0
ωA
(
ρ|u− u−|3 + ργ+θ
)
dt dx
≤
∫
K
ω(x)I(x)e
∫
x
a
|A′| ds dx+M
∫
K
ω
∫ T
0
(
ρ|u− u−|2 + ργ + ρ
)
dt dx
+M
(
1 +
|a|βδ
ε
+ ε|a|).
For the term involving I(x), we have seen that
∫
K
|I1| dx ≤ M by (4.9). Now
we can use the inequality for |mη˜m| from Lemma 4.2 to obtain∫
K
ω|I2| dx
≤M
∫
K
ωε
∫ T
0
∫ x
a
∣∣A(A′
A
)
y
mη˜m
∣∣ dy dt dx
≤M
∫
K
ωε
∫ T
0
∫ x
a
∣∣A(A′
A
)
y
(
ρ+ ρ(u− u−)2 + ρ(ρθ − (ρ−)θ)2
)∣∣ dy dt dx
≤M
∫
K
ωε
∫ T
0
∫ x
a
∣∣A(A′
A
)
y
(1 + η∗δ )
∣∣ dy dt dx
≤ εM∥∥A(A′
A
)′∥∥
L∞(a,x)
|a|
≤ εM |a|,
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where we have used that x ∈ K and M depends on K.
Moreover, we have
|I3| = ε
∫ T
0
∫ x
a
|Aρy(η˜ρ)y +Amy(η˜m)y| dy dt
= ε
∫ T
0
∫ x
a
A|(ρy,my)∇2η˜(ρy,my)⊤| dy dt
≤Mψε
∫ T
0
∫ x
a
A(ρy,my)∇2η∗(ρy,my)⊤ dy dt
≤ME0,
by Proposition 3.1 and Lemma 4.4.
Next, also by Lemmas 4.2–4.3, we obtain
|I4| = δ
∫ T
0
∫ x
a
∣∣Aρ2((η˜m)ρρy + (η˜m)uuy)∣∣ dy dt
≤ δ
∫ T
0
∫ x
a
Aρ2
(
Mρθ−1|ρy|+ |uy|
)
dy dt
≤ δM( ∫ T
0
∫ x
a
Aρ3 dy dt
) 1
2
( ∫ T
0
∫ x
a
Aργ−2|ρy|2 dy dt
) 1
2
+ δM
( ∫ T
0
∫ x
a
Aρ3 dy dt
) 1
2
( ∫ T
0
∫ x
a
Aρ|uy|2 dy dt
) 1
2
≤ δ√
ε
M
( ∫ T
0
∫ x
a
Aρ3 dy dt
) 1
2
≤M |a|
βδ
ε
.
Again, from Lemma 4.2,
|I5| ≤Mδ
∫ T
0
∫ x
a
|A′|ρ2(α|ρθ − (ρ−)θ|+M |u− u−|) dy dt
≤ δM
∫ T
0
∫ x
a
A(y)
(
ρ3 + ρ(ρθ − (ρ−)θ)2 + ρ|u− u−|2
)
dy dt
≤ δ(M +M ∫ T
0
∫ x
a
Aρ3 dy dt
)
≤M +M |a|
βδ
ε
.
Since |A′
A
| is uniformly bounded,
|I6| =
∫ T
0
∫ x
a
|A′ηˇm(ρ−,m−)p(ρ)| dy ≤M
∫ T
0
∫ x
a
(Ahδ(ρ, ρ¯) +A
′) dy
≤MT (E0 + ‖A′‖L1(−∞,sup(K))),
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and∫
K
|I7| dx =
∫
K
ω
∫ T
0
|A′||η˜| dt dx ≤M
∫ T
0
∫
suppω
A(y)|η˜(t, x)| dx dt ≤M.
These estimates for Ij , j = 1, ...7, show that∫
K
ω(x)I(x)e
∫
x
a
|A′| ds dx ≤M,
and hence we conclude the proof. ⊓⊔
Once we have shown the above estimates to be uniform, we can apply
the compensated compactness techniques from [3], as in [4]. To make this
rigorous, we require our approximate solutions in the construction to satisfy
the following:
(i) (ρε0,m
ε
0)→ (ρ0,m0) a.e. x ∈ R as ε→ 0, where we take (ρε0,mε0) to be the
zero extension of (ρε0,m
ε
0) outside (a, b);
(ii)
∫ b
a
η∗δ (ρ
ε
0(x),m
ε
0(x))A(x) dx →
∫
R
η∗(ρ0(x),m0(x))A(x) dx as ε→ 0;
(iii) δ|a|
β
ε
≤M ;
(iv) ε|b− a| ≤M ,
where M <∞ is independent of ε ∈ (0, 1].
With these properties of the approximate solutions, the bounds in the
above lemmas become uniform in ε.
Proposition 4.1 Let (η, q) be the entropy pair generated by ψ ∈ C∞c (R).
Then the entropy dissipation measures:
η(ρε,mε)t + q(ρ
ε,mε)x,
lie in a compact subset of H−1loc .
Proof We divide the proof into six steps.
1. We first recall the following fact from Lemma 2.1 in [3]: For a C2–
function ψ : R → R of compact support, the associated entropy pair (η, q)
satisfies
|η(ρ,m)| ≤Mψρ,
|q(ρ,m)| ≤Mψρ for γ ∈ (1, 3],
|q(ρ,m)| ≤Mψρmax{1, ρθ} for γ > 3,
|ηm(ρ,m)|+ |ρηmm(ρ,m)| ≤Mψ,
|ηρ(ρ,m) + uηm(ρ,m)| ≤Mψ(1 + ρθ),
|ηmu(ρ, ρu)|+ |ρ1−θηmρ(ρ, ρu)| ≤Mψ,
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where, in the last inequality, we regard ηm as a function of (ρ, u).
2. Write ηε = η(ρε,mε) and qε = q(ρε,mε) with mε = ρεuε. Then
ηεt + q
ε
x =−
A′
A
ρεuε
(
ηερ + u
εηεm
)
+ ε
(A′
A
ρεxη
ε
ρ +
(A′
A
mε
)
x
ηεm
)
− ε(ρεx(ηερ)x +mεx(ηεm)x)+ εηεxx − (δ(ρε)2)xηεm
= : Iε1 + · · ·+ Iε5 . (4.13)
We want to prove that this is a sum of terms bounded uniformly in the space
L1(0, T ;L1loc(R)) and terms that are compact in W
−1,q
loc (R
2
+) for some q > 1.
Then the compact Sobolev embedding of L1 into W−1,q (locally in R2+) gives
the compactness of the entropy dissipation measures in some W−1,q1loc (R
2
+).
3. To this end, first observe that
|Iε1 (t, x)| ≤M
∣∣A′
A
∣∣ρε(1 + (ρε)θ)|uε| ≤ M ∣∣A′
A
∣∣(ρε|uε|2 + ρε + (ρε)γ)
is uniformly bounded in L1(0, T ;L1loc(R)).
Now we see
Iε2 = ε
(A′
A
ηεx +
(A′
A
)
x
mεηεm
)
= ε
(A′
A
)
x
(mηεm − ηε) + ε
(A′
A
ηε
)
x
= : Iε2a + I
ε
2b.
One can easily check that |ηε −mεηεm| ≤ M
(
ρε + ρε|uε|2). Thus, Iε2a → 0 in
L1loc(R
2
+) as ε→ 0. Next, for ω ∈ C∞c (R2+),
ε
∣∣ ∫
suppω
Iε2bω(t, x) dx dt
∣∣ = ∣∣ε ∫
suppω
A′
A
ηεωx dx dt
∣∣
≤ εM(suppω)‖ρε‖Lγ+1(suppω)‖ω‖H1(R2+).
Hence, Iε2b → 0 in H−1loc (R2+) as ε→ 0.
Moreover,
|Iε3 | = ε|〈∇2η(ρε,mε)(ρεx,mεx), (ρεx,mεx)〉|
≤Mψε〈∇2η∗(ρε,mε)(ρεx,mεx), (ρεx,mεx)〉,
which is uniformly bounded in L1(0, T ;L1loc(R)) by the main energy estimate,
Proposition 3.1.
4. The next step is to show that Iε4 → 0 in W−1,qloc for some q > 1.
Claim Let K ⊂ R be compact, and let 0 < ∆ < 1. Then∫ T
0
∫
K
ε
3
2 |ρεx|2 dx dt ≤M(T, suppω)
(
∆+ ε+ ε∆4−γ +
ε2
∆
)
.
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Hence ∫ T
0
∫
K
ε
3
2 |ρεx|2 dx dt→ 0,
and
εηεx → 0 in Lq(0, T ;Lqloc(R)) for some q ∈ (1, 2).
We now drop the superscript ε and prove the claim. Define
φ(ρ) =
{
ρ2
2 , ρ < ∆,
∆2
2 +∆(ρ−∆), ρ ≥ ∆,
so that φ′′(ρ) = χ{ρ<∆}, and
ρφ′(ρ)− φ(ρ) =
{
ρ2
2 , ρ < ∆,
∆2
2 , ρ ≥ ∆.
Let ω = ω(x) ≥ 0 and ω ∈ C∞c (R). From the approximate continuity equation
(3.1),
(φω2)t + (φuω
2)x − 2φuωxω
= φ′(ρ)ρtω2 + φ′(ρ)ρxuω2 + φ(ρ)uxω2
= −φ′(ρ)ρxuω2 − φ′(ρ)ρuxω2 + φ′(ρ)ρxuω2 + φ(ρ)uxω2
− A
′
A
φ′(ρ)ρuω2 + εφ′(ρ)
(
ρxx +
A′
A
ρx
)
ω2
= −A
′
A
ρuω2min{ρ,∆} − 1
2
uxω
2
(
ρ2χ{ρ<∆} +∆
2χ{ρ>∆}
)
+ ε(φ′ω2ρx)x
− εω2|ρx|2χ{ρ<∆} − 2εmin{ρ,∆}ωxρxω + ε
A′
A
min{ρ,∆}ρxω2.
Thus, by integrating, we have
∫ T
0
∫
εω2|ρx|2χ{ρ<∆} dx dt
=−
∫
φω2|T0 dx+ 2
∫ T
0
∫
φuωxω dx dt
− 1
2
∫ T
0
∫
(ρ2χ{ρ<∆} +∆2χ{ρ>∆})ω2ux dx dt
−
∫ T
0
∫
A′
A
ρuω2min{ρ,∆} dx dt− 2
∫ T
0
∫
εmin{ρ,∆}ωxωρx dx dt
+
∫ T
0
∫
ε
A′
A
min{ρ,∆}ρxω2 dx dt
= : J1 + · · ·+ J6.
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The first four terms, J1, ..., J4, are bounded by using the uniform energy esti-
mates, giving a bound of M ∆√
ε
. We therefore focus on the last two terms, J5
and J6.
|J5| ≤ 2
√
ε
∫ T
0
∫ √
ερχ{ρ<∆}|ωx|ω|ρx| dx dt
+ 2
√
ε
∫ T
0
∫ √
ε∆χ{ρ>∆}|ωx|ω|ρx| dx dt
≤ ε
4
∫ T
0
∫
|ρx|2χ{ρ<∆|}ω2 dx dt+Mε
∫ T
0
∫
∆2|ωx|2 dx dt
+M
√
ε
∫ T
0
∫ √
ε|ρx|ρ
γ−2
2 χ{ρ>∆}ρ
2−γ
2 ∆|ωx|ω dx dt
≤ ε
4
∫ T
0
∫
|ρx|2χ{ρ<∆|}ω2 dx dt+ ε∆2M
+M
√
ε
∫ T
0
∫
εργ−2|ρx|2ω2 dx dt
+M
√
ε
∫ T
0
∫
χ{ρ>∆}ρ2−γ∆2ω2x dx dt
≤ ε
4
∫ T
0
∫
|ρx|2χ{ρ<∆}ω2 dx dt+ ε∆2M +
√
εM
+M
√
ε
∫ T
0
∫
∆χ{∆<ρ}ρ3−γω2x dx dt
≤ ε
4
∫ T
0
∫
|ρx|2χ{ρ<∆}ω2 dx dt+
√
εM +
√
ε∆4−γM,
where we have used that ρ3−γ ≤ max{ργ+1, 1} and Lemma 4.1 when γ ∈ (1, 3],
and ρ3−γ ≤ ∆3−γ on {∆ < ρ} when γ > 3.
Next, using an argument similar to that for J5 and the bounds from Propo-
sition 3.1, we have
|J6| ≤ ε
∫ T
0
∫ ∣∣A′
A
∣∣ω2ρχ{ρ<∆}|ρx|dx dt+ ε
∫ T
0
∫ ∣∣A′
A
∣∣ω2∆χ{ρ>∆}|ρx| dx dt
≤ ε
4
∫ T
0
∫
|ρx|2ω2χ{ρ<∆} dx dt+Mε∆2
∥∥A′
A
∥∥
L∞(suppω)
|suppω × [0, T ]|
+M
√
ε
∫ T
0
∫ √
ε
∣∣A′
A
∣∣|ρx|ρ γ−22 χ{∆<ρ}ρ 2−γ2 ∆ω2 dx dt
≤ ε
4
∫ T
0
∫
|ρx|2ω2χ{ρ<∆} dx dt+
√
ε∆M +
√
ε∆4−γM.
Thus, ∫ T
0
∫
εω2|ρx|2χ{ρ<∆} dx dt ≤M
(√
ε(1 +∆4−γ) +
∆√
ε
)
.
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Moreover, we have∫ T
0
∫
εω2|ρx|2χ{ρ>∆} dx dt
≤M√ε
∫ T
0
∫
εργ−2|ρx|2ω2χ{∆<ρ} dx dt+M
√
ε
∫ T
0
∫
εχ{∆<ρ}ρ2−γω2dx dt
≤ √εM +√εM
∫ T
0
∫
εχ{∆<ρ}ω2(1 + ργ+1) dx dt ≤
√
εM +
ε
3
2M
∆
.
Therefore, we conclude∫ T
0
∫
ε
3
2 |ρx|2ω2 dx dt ≤M
(
∆+ ε+ ε∆4−γ +
ε2
∆
)
,
so that ∫ T
0
∫
ε
3
2 |ρx|2 dx dt→ 0 as ε→ 0.
For the second part of the claim, note that
|ηx| ≤M
(|ρx||ηρ + uηm|+ ρ|uxηm|) ≤M(|ρx|(1 + ρθ) + ρ|ux|).
Let q ∈ (1, 2) be such that q2−q = γ + 1. Then∫ T
0
∫
K
εq|ηx|q dx dt ≤M
∫ T
0
∫
K
εq|ρx|q dx dt
+
∫ T
0
∫
K
εq
∣∣|ρx|ρθ + ρ|ux|∣∣q dx dt
≤∆+ M
∆
∫ T
0
∫
K
ε2|ρx|2 dx dt
+M
∫ T
0
∫
K
εqρ
q
2
(∣∣ρ γ−22 ρx∣∣q + |√ρux|q) dx dt
≤∆+ M
√
ε
∆
∫ T
0
∫
K
ε
3
2 |ρx|2 dx dt
+ εq−1M
∫ T
0
∫
K
ε
(
ργ−2|ρx|2 + ρ|ux|2
)
dx dt
+ εq−1M
∫ T
0
∫
K
ερ
q
2−q dx dt
≤∆+ M
√
ε
∆
∫ T
0
∫
K
ε
3
2 |ρx|2 dx dt+ εq−1M.
Thus, Iε4 = εη
ε
xx → 0 in W−1,qloc .
5. Consider finally Iε5 =
(
δ(ρε)2
)
x
ηεm. In the case γ ≤ 3,∫ T
0
∫
K
|Iε5 | dx dt ≤Mψ
∫ T
0
∫
K
δρ|ρx| dx dt
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≤M
∫ T
0
∫
K
(
εργ−2|ρx|2 + δ
2
ε
ρ4−γ
)
dx dt
≤M
(∫ T
0
∫
K
δ2
ε
ρ3 dx dt +
δ2
ε
+ 1
)
≤M
(δ2
ε
+
δ
ε
+ 1
)
,
which is uniformly bounded in ε.
If γ > 3, consider the above on the domains: {ρ < 1} and {ρ > 1}. On the
latter domain, we argue as above to obtain
∫ T
0
∫
K∩{ρ>1}
|Iε5 | ≤M,
so that∫ T
0
∫
K
|Iε5 | dx dt ≤M +Mψ
∫ T
0
∫
K∩{ρ<1}
δρ|ρx| dx dt
≤M +M(T |K|) 12
( ∫ T
0
∫
K∩{ρ<1}
δ2ρ2ρ2x dx dt
) 1
2
≤M +M
(∫ T
0
∫
K
εδρ2x dx dt
) 1
2
.
Thus, Iε5 is uniformly bounded in L
1(0, T ;L1loc(R)).
6. In Steps 1–5 above, we have shown that η(ρε,mε)t + q(ρ
ε,mε)x can be
written as
η(ρε,mε)t + q(ρ
ε,mε)x := f
ε + gε,
where f ε is uniformly bounded in L1(0, T ;L1loc(R)), and g
ε → 0 inW−1,qloc (R2+)
for some q ∈ (1, 2). Thus, there exists q1 ∈ (1, 2) such that
η(ρε,mε)t + q(ρ
ε,mε)x is pre-compact in W
−1,q1
loc (R
2
+).
We also know from Lemmas 4.1 and 4.5 that η(ρε,mε) and q(ρε,mε) are
uniformly bounded in Lq2loc(R
2
+), where q2 = γ+1 > 2 when γ ∈ (1, 3] and q2 =
γ+θ
1+θ > 2 when γ > 3. Then, by the compensated compactness interpolation
theorem,
η(ρε,mε)t + q(ρ
ε,mε)x is pre-compact in W
−1,2
loc (R
2
+). ⊓⊔
5 Convergence to Entropy Solutions
Proposition 4.1, combined with the uniform estimates above, implies that
the sequence of approximate solutions satisfies the compensated compactness
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framework in Chen-Perepelitsa [3]. With this framework, specifically the re-
sults of §5 and §7 in [3], we conclude that
(ρε,mε)→ (ρ,m) a.e. (t, x) ∈ R2+,
and also in Lploc(R
2
+) × Lqloc(R2+), for p ∈ [1, γ + 1) and q ∈ [1, 3(γ+1)γ+3 ). This
restriction may be seen as |m|q = ρ q3 |u|qρ 2q3 ≤ ρ|u|3 + ργ+1, precisely when
q = 3(γ+1)
γ+3 .
The uniform estimates also give us the convergence of the mechanical en-
ergy as ε→ 0:
η∗(ρε,mε)→ η∗(ρ,m) in L1loc(R2+).
Moreover, from (3.11), we have∫ t2
t1
∫
R
η∗(ρ,m)(t, x)A(x) dx dt ≤M(t2 − t1)
∫
R
η∗(ρ0,m0)(x)A(x) dx +M,
so that, for a.e. t ≥ 0,∫
R
η∗(ρ,m)(t, x)A(x) dx ≤M
∫
R
η∗(ρ0,m0)(x)A(x) dx +M.
This implies that no concentration of the density ρ is formed at any point in
finite time.
We also see that, for any convex ψ(s) with sub-quadratic growth, the
uniform energy estimates of Lemmas 4.1–4.2 and the main energy estimate,
Proposition 3.1, give that the sequences:
ηψ(ρε,mε), qψ(ρε,mε), mεηψρ (ρ
ε,mε)
are equi-integrable. Thus, given such a function ψ, we multiply (4.13) by A(x)
and integrate against a smooth, compactly supported test function in R2+, and
then pass to the limit to obtain the entropy inequality (2.6).
It remains only to check the limit in the equations in the sense of distribu-
tions. This is straightforward by multiplying the equations of (3.1) by a test
function and integrating by parts before passing to the limit and using the
uniform bounds above. Note that, in the momentum equation, the term δρ2
vanishes in the limit as δ = δ(ε) → 0 as ε → 0. This completes the proof of
the main theorem, Theorem 2.1.
6 Transonic Nozzles with General Cross-Sectional Areas
As mentioned in the introduction, the approach laid out above applies to much
more general situations, for example an infinitely narrowing nozzle with closed
ends or an expanding nozzle with unbounded ends. In this section, we remove
the additional assumptions placed on A(x) in §3–§5 to conclude the proof of
Theorem 2.1 for transonic nozzles with general cross-sectional area function
A(x) satisfying (1.3) or (1.4).
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More precisely, we now relax the lower bound on A to A(x) > 0 and allow
A′ to be only in L1(−∞, 0) or L1(0,∞), especially allowing that the cross-
sectional area function may converge to 0 as x→ ±∞ and to ∞ as x→ −∞
or ∞. For ease of reference, we restate the main theorem, Theorem 2.1, as
follows:
Theorem 6.1 Assume that (ρ0,m0) ∈ (L1loc(R))2 with ρ0 ≥ 0 is of relative
finite-energy and that the cross-sectional area function A ∈ C2 satisfies (1.3)
or (1.4). Then there exists a sequence of approximate solutions (ρε,mε)(t, x)
solving (3.1)–(3.5) for some initial data (ρε0,m
ε
0) such that (ρ
ε
0,m
ε
0)→ (ρ0,m0)
a.e. x ∈ R as ε → 0, with (ρε0,mε0) taken to be the zero extension of (ρε0,mε0)
outside (a, b), and (ρε,mε) → (ρ,m) for a.e. (t, x) ∈ R2+ := R+ × R and in
L
p
loc(R
2
+)×Lqloc(R2+) for p ∈ [1, γ +1) and q ∈ [1, 3(γ+1)γ+3 ), as ε→ 0, such that
(ρ,m)(t, x) is a global finite-energy entropy solution of the transonic nozzle
problem (1.1)–(1.2) for end-states (ρ±,m±).
First we recall that, without loss of generality, we may assume u+ = 0 by
the Galilean invariance of the original multidimensional Euler equations.
As we continue to impose the Dirichlet boundary conditions for the approx-
imate problems (3.1), the existence of the approximate solutions is obtained as
before (observe that once we restrict attention to the interval (a, b), we recover
0 < A0(ε) ≤ A(x) ≤ A1(ε) <∞). However, we then need to demonstrate more
carefully the uniform energy estimates of Proposition 3.1 and of §4 that en-
able us to employ the compensated compactness framework in [3] to pass to
the vanishing viscosity limit and obtain an entropy solution of the transonic
nozzle problem. In order to make these estimates uniform with respect to ε,
we choose δ(ε), a(ε), and b(ε) such that the following inequalities hold for a
constant M independent of ε:
• ε|b− a| ≤M ,
• ε‖(A′
A
)′‖L∞(a,b)‖A‖L∞(a,b)|b− a| ≤M ,
• ε‖A′′‖L∞(a,b) ≤M ,
• δε−1‖A‖L∞(a,b)|a|β(γ)
∥∥A γ−3γ−1∥∥
L∞(a,b)
≤M ,
• δε−1‖A‖L∞(a,b)|a| ≤M ,
• δ‖A‖L∞(a,b)|a|2
∥∥A− 42γ−4 ∥∥
L∞(a,b)
≤M ,
where β(γ) is determined in Lemma 4.3.
Such choices of the parameters can be achieved as long as the cross-sectional
area function A ∈ C2 satisfies (1.3) or (1.4).
6.1 Uniform Estimates
As mentioned, to establish Theorem 6.1 for more general nozzles, the first step
is to obtain the uniform energy estimate, which is the subject of the following
proposition.
Vanishing Viscosity Approach to the Compressible Euler Equations 31
Proposition 6.1 Let
E0 := sup
ε>0
∫ b
a
η∗δ (ρ
ε
0(x),m
ε
0(x))A(x) dx <∞.
Then there exists M > 0, independent of ε > 0, such that, for all ε > 0,
sup
t∈[0,T ]
∫ b
a
(
1
2ρ|u− u¯|2 + hδ(ρ, ρ¯)
)
A(x) dx
+ ε
∫
QT
(
h′′δ (ρ)ρ
2
x + ρu
2
x +
∣∣(A′(x)
A(x)
)′
ρu(u− u¯)
∣∣)A(x) dx dt
≤M(E0 + 1).
(6.1)
Proof We prove estimate (6.1) for the nozzles satisfying condition (1.3), since
the other case (1.4) can be handled by corresponding similar arguments.
Exactly as in the proof of Proposition 3.1,
dE
dt
− m
ρ
pδ(ρ)|ba
+
∫ b
a
(
m
(
(η∗δ )ρ(ρ¯, m¯)
)
x
A(x) +
(
(η∗δ )m(ρ¯, m¯)
)
x
(m2
ρ
+ pδ(ρ)
)
A(x)
+ (η∗δ )m(ρ¯, m¯)A
′(x)pδ(ρ)
+ ε
(A′(x)
A(x)
)′
m
(
(η∗δ )m − (η∗δ )m(ρ¯, m¯)
))
dx
= −ε
∫ b
a
(ρx,mx)∇2η∗δ (ρx,mx)⊤A(x) dx
+ ε
∫ b
a
(
ρx((η
∗
δ )ρ(ρ¯, m¯))x +mx((η
∗
δ )m(ρ¯, m¯))x
)
A(x) dx.
Observe now that
ε
∫ b
a
(
ρx((η
∗
δ )ρ(ρ¯, m¯))x +mx((η
∗
δ )m(ρ¯, m¯))x
)
A(x) dx
≤− ε
∫ L0
−L0
(
ρ((η∗δ )ρ(ρ¯, m¯))x +m((η
∗
δ )m(ρ¯, m¯))x
)
A′(x) dx
− ε
∫ L0
−L0
(
ρ((η∗δ )ρ(ρ¯, m¯))xx +m((η
∗
δ )m(ρ¯, m¯))xx
)
A(x) dx
+ ε
(
ρ((η∗δ )ρ(ρ¯, m¯))x +m((η
∗
δ )m(ρ¯, m¯))x
)
A|ba
≤ εM(ρ¯, m¯)(E + ‖A′‖L1(−L0,L0) + ‖A‖L∞(−L0,L0)L0)
≤M(E + 1),
since (ρ¯, m¯) are constant outside (−L0, L0) so that both
(
(η∗δ )ρ(ρ¯, m¯)
)
x
and(
(η∗δ )m(ρ¯, m¯)
)
x
vanish outside this interval. We have also used that |a(ε)| > L0
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and |b(ε)| > L0 to see that the boundary term in the integration by parts
vanishes. Similarly, we have∣∣∣∣∣
∫ b
a
m
((
η∗δ
)
ρ
(ρ¯, m¯)
)
x
A(x) dx
∣∣∣∣∣ ≤M‖A‖L∞(−L0,L0)L0(E + 1),∣∣∣∣∣
∫ b
a
((
η∗δ
)
m
(ρ¯, m¯)
)
x
(m2
ρ
+ pδ(ρ)
)
A(x) dx
∣∣∣∣∣ ≤M‖A‖L∞(−L0,L0)L0(E + 1).
Using the uniform bound |A′
A
| ≤ M , and (η∗δ )m(ρ¯, m¯) = 0 for x > L0, we
obtain∣∣∣∣∣
∫ b
a
pδ(ρ)(η
∗
δ )m(ρ¯, m¯)A
′(x) dx
∣∣∣∣∣ ≤
∫ L0
a
(
MA(x)hδ(ρ, ρ¯) + |A′(x)|
)
dx
≤ME + ‖A′‖L1(−∞,L0).
Finally, we make the estimate:∫ b
a
ε
∣∣(A′(x)
A(x)
)′
m
(
(η∗δ )m − (η∗δ )m(ρ¯, m¯)
)∣∣ dx
≤ εM‖(A′
A
)′‖L∞(a,b)
∫ b
a
(
ρ(u− u¯)2 + ρu¯2)A(x) dx
≤ εM‖(A′
A
)′‖L∞(a,b)(E + ‖A‖L∞(a,b)|b− a|)
≤M(E + 1).
With these estimates, we use the Gronwall inequality to obtain the result as
before. ⊓⊔
We must now consider the key estimates of Lemma 4.5. Before that, we
first consider Lemma 4.3. In the first line of the proof, we make the initial
estimate:
ε
∫ T
0
∫ x
a
ρ3A(y) dy dt ≤ ε|a|M‖A‖L∞(a,b)
∫ T
0
sup
(a,x)
ρ3−γ dt.
Continuing with the proof as before, we find that, by assumption,
ε
∫ T
0
∫ x
a
ρ3 dy dt ≤Mε‖A‖L∞(a,b)
(|a|β(γ)‖A γ−3γ−1 ‖L∞(a,b) + 1) ≤M ε
δ
.
The other case, γ ∈ [2, 3], requires a similar modification, leading to
ε
∫ T
0
∫ x
a
ρ3Ady dt ≤M‖A‖L∞(a,b)|a|
(
ε+ 1+ ε|a|‖A− 42γ−4 ‖L∞(a,b)
) ≤M ε
δ
.
Finally, we examine the proof of Lemma 4.5. Turning attention to estimates
(4.10)–(4.12), we see that they remain uniform, under the assumption that
ε‖A′′‖L∞(a,b) ≤M and the uniform bound of Lemma 4.3.
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We need to make the bounds on all of terms Ij , j = 1, . . . , 7, uniform in
ε in order to conclude the expected result. Note first that I1 and I3 need no
adjustment. We have seen that∫
K
ω|I2| dx ≤Mε|a|
∥∥A(A′
A
)′∥∥
L∞(a,b)
≤M,
by assumption. Examining the estimate for I4 shows that
|I4| ≤ δ√
ε
M
(∫ T
0
∫ x
a
ρ3(t, y)A(y) dy dt
) 1
2 ≤M uniformly in ε.
The bounds for I5 and I6 are seen to be uniform, due to the uniform bound
of Lemma 4.3 and |A′
A
| ≤M . Finally, we have
∫
K
|I7| dx =
∥∥A′
A
∥∥
L∞
∫ T
0
∫
K
ω(x)|η˜(t, x)|A(x) dx dt ≤M.
6.2 Compactness
With the uniform estimates discussed above, the only thing remaining to prove
is Proposition 4.1. Its proof is seen to follow as before by using the uniform
bound |A′
A
| ≤ M and by observing that, in each of terms J1, j = 1, . . . , 6, all
the integrals are taken over the support of the test function ω, so that the
factors of A, A−1, etc., may be introduced freely. This concludes the proof of
Theorem 6.1, hence also Theorem 2.1.
7 Spherically Symmetric Solutions to the Multidimensional Euler
Equations
In this section, we explain how the approach and techniques developed in
§3– §6 above can be generalized to construct global spherically symmetric
solutions to the multidimensional Euler equations for compressible fluid flows,
as considered in Chen-Perepelitsa in [4]. This situation corresponds to the
case that A(x) = ωnx
n−1 : R+ → R+, where ωn is the surface area of the
n-dimensional unit sphere.
In [4], the possibility of a blow-up of the density at the origin is allowed
by imposing a Neumann boundary condition at the left boundary for the
approximate solutions. By the Galilean invariance, the velocity can be taken
to vanish at x = ∞, so the end-states (ρ+, u+) = (ρ¯, 0) at b(ε) are imposed,
where ρ¯ → 0 as ε → 0. Then the solutions of this approximate problem were
constructed under the assumption that γ ∈ (1, 3], while the convergence of the
approximate solutions to the limit is shown for all γ > 1 in [4].
The following theorem gives the extension of this result for all the physical
interval γ > 1, especially including the unsolved case γ > 3, which leads to
Theorem 2.2.
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Theorem 7.1 Let (ρ0,m0) ∈ (L1loc(R+))2 be finite-energy initial data such
that ρ0 ≥ 0. Then there exists a global finite-energy entropy solution of the
spherically symmetric Euler equations:

ρt +mx +
n−1
x
m = 0, (t, x) ∈ R+ × R+,
mt +
(
m2
ρ
+ p(ρ)
)
x
+ n−1
x
m2
ρ
= 0, (t, x) ∈ R+ × R+,
(ρ,m)|t=0 = (ρ0,m0), x ∈ R+,
where p(ρ) = κργ with γ > 1. This global entropy solution is the vanishing
viscosity limit of the approximate solutions of the following system:

ρεt +m
ε
t +
n−1
x
mε = εx−(n−1)
(
xn−1ρεx
)
x
, (t, x) ∈ Qε,
mεt +
( (mε)2
ρε
+ pδ(ρ
ε)
)
x
+ n−1
x
(mε)2
ρε
= ε
(
mεx +
n−1
x
mε
)
x
, (t, x) ∈ Qε,
(ρε,mε)|t=0 = (ρε0,mε0), x ∈ (a, b),
(7.1)
where Qε = R+ × (a(ε), b(ε)) and with appropriately chosen boundary condi-
tions; that is, as ε→ 0,
(ρε,mε)→ (ρ,m) for a.e. (t, x) ∈ R2+
and in L
p
loc(R
2
+)×Lqloc(R2+) for p ∈ [1, γ+1) and q ∈ [1, 3(γ+1)γ+3 ). Here pδ(ρ) =
κργ + δρ2, a(ε) → 0 and b(ε) → ∞ as ε → 0, and (ρε0,mε0) → (ρ0,m0) a.e.
x ∈ R as ε→ 0, where (ρε0,mε0) are taken to be the zero extension of (ρε0,mε0)
outside (a(ε), b(ε)).
To overcome the obstacle encountered in [4] for the unsolved case γ ≥ 3, we
develop two approaches here, thereby providing two methods for re-solving the
problem for the spherically symmetric solutions for the whole range γ ∈ (1,∞).
In §7.1, instead of taking the Neumann data for ρ at a(ε) as in [4], we choose
the Dirichlet data at both ends here. One of the motivations is the fact that the
boundary data are allowed not to be preserved in the limit (as boundary layers)
by choosing (ρ, u)|x=a = (ρ¯, 0) for the same ρ¯ as at the other end-point in the
construction of the approximate solutions. This allows us to use the above
construction from §3 (especially the maximum principle for the approximate
equations) to demonstrate the existence of the approximate solutions.
In §7.2, we consider the same problem but with the Neumann boundary
data initiated in [4]. We are able to demonstrate how the higher order a priori
energy estimates may be obtained for the approximate solutions even in this
situation to conclude the existence of the approximate solutions for all γ > 1,
especially including the unsolved case γ > 3, concluding the scheme set out in
[4].
7.1 Dirichlet Boundary Conditions for the Density
We first demonstrate how the imposition of the Dirichlet boundary condi-
tions for the approximate system (7.1) may be used to obtain the existence
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of globally defined, spherically symmetric entropy solutions of the compress-
ible Euler equations. We therefore assign the Dirichlet boundary conditions to
system (7.1):
(ρ,m)|x=a = (ρ¯, 0), (ρ,m)|x=b = (ρ¯, 0), (7.2)
where ρ¯ = ρ¯(ε)→ 0 as ε→ 0.
Once again, the main point to check is that the key energy estimate holds
for the approximate solutions. Indeed, the imposition of the Dirichlet data
(rather than the Neumann data) enables us to apply the framework in §3
directly to construct the approximate solutions. Moreover, by choosing the
same boundary data at the two end-points, we may take the monotone refer-
ence functions (ρ¯(x), u¯(x)) to be the constant state (ρ¯, 0). Then the relative
mechanical entropy becomes
η∗δ (ρ,m) = η
∗
δ (ρ,m)− η∗δ (ρ¯, 0)− (η∗δ )ρ(ρ¯, 0)(ρ− ρ¯).
Proposition 7.1 Let
E0 := sup
ε>0
∫ b
a
η∗δ (ρ
ε
0(x),m
ε
0(x))A(x) dx <∞.
Then there exists M > 0, independent of ε, such that, for all ε > 0,
sup
t∈[0,T ]
∫ b
a
(
1
2ρu
2 + hδ(ρ, ρ¯)
)
xn−1 dx
+ ε
∫
QT
(
h′′δ (ρ)ρ
2
x + ρu
2
x + (n− 1)
ρu2
x2
)
xn−1 dx dt ≤ME0.
(7.3)
Proof With the above choice of A(x) = ωnx
n−1, equation (3.9) is simplified
as
(η∗δx
n−1)t +
(
(q∗δ − (η∗δ )ρ(ρ¯, 0)
)
x
+ ε(n− 1)m(η∗δ )mxn−3
= ε(ρxx
n−1)x
(
(η∗δ )ρ − (η∗δ )ρ(ρ¯, 0)
)
+ ε(mxx
n−1)x(η∗δ )m.
Integrating this over the parabolic cylinder QT and then integrating by parts
with the new Dirichlet boundary conditions implies
∫ b
a
η∗δx
n−1 dx+ ε
∫
QT
(
(ρx,mx)∇2η∗δ (ρx,mx)⊤ +
n− 1
x2
m2
ρ
)
xn−1 dx dt = E0,
as desired. Then we conclude as in Proposition 3.1 by the convexity of η∗δ . ⊓⊔
With this estimate, we are now in the situation in §3 of this paper. We
can therefore proceed with the maximum principle estimate of Lemma 3.2 to
obtain a priori upper bounds on the density and velocity of the fluid, and
continue to deduce the existence of solutions (ρε,mε) of the initial-boundary
value problem (7.1)–(7.2), exactly as in Theorem 3.1:
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Lemma 7.1 For ε > 0, let (ρε0,m
ε
0) ∈
(
C2+β([a, b])
)2
be a sequence of func-
tions such that
(i) infa≤x≤b ρε0(x) > 0;
(ii) (ρε0,m
ε
0) satisfies (7.2) and the compatibility conditions:(
xn−1mε0
)
x
∣∣
x=a
= 0,
mε0,x|x=b = εx−(n−1)
(
xn−1ρε0,x
)
x
∣∣
x=b
,( (mε0)2
ρε0
+ pδ(ρ
ε
0)
)
x
∣∣
x=b
= εx−(n−1)
(
xn−1mε0
)
x
∣∣
x=b
;
(iii)
∫ b
a
( (mε0)2
2ρε0
+
κ(ρε0)
γ
γ−1
)
xn−1 dx <∞.
Then there exists a unique global solution (ρε,mε) of (7.1)–(7.2) for γ ∈ (1,∞)
such that (ρε,mε) ∈ (C2+β,1+ β2 (QT ))2 with infQT ρε(t, x) > 0 for all T > 0.
To conclude the proof of Theorem 7.1, we note that, as remarked in [4],
the arguments to derive the uniform estimates and convergence of approximate
solutions in [4] are independent of the choice of γ ∈ (1, 3], but rather work for
all γ ∈ (1,∞). In addition, we now observe that, in obtaining these uniform
estimates, the integrals were considered only over compact regions K ⊂ R+,
or over intervals (x, b) with x ∈ K for a compact region K ⊂ R+. Therefore,
our modification of the boundary condition at a(ε) in the above does not affect
these estimates at all. In particular, we have the following lemma:
Lemma 7.2 Suppose that (ρε0,m
ε
0) satisfy the assumptions of Lemma 7.1 and
that
sup
ε
∫ b
a
( (mε0)2
2ρε0
+
κ(ρε0)
γ
γ − 1
)
xn−1 dx <∞.
Let δ(ε), a(ε), b(ε), and ρ¯(ε) satisfy the following relation:
ρ¯γbn +
δ
ε
bn ≤M,
where M is a constant independent of ε. Then, for any compact region K ⊂
R+, there exists M > 0 independent of ε such that∫ T
0
∫
K
(
(ρε)γ+1 + δ(ρε)3 + ρε|uε|3 + (ρε)γ+θ) dx dt ≤M.
In addition, if ψ(s) is any smooth, compactly supported test function on R,
then the associated entropy pair (ηψ, qψ) satisfies
ηψ(ρε,mε)t + q
ψ(ρε,mε)x are compact in H
−1
loc .
The convergence of the approximate solutions to an entropy solution of the
spherically symmetric Euler equations now follows from the standard argument
in [4]. This completes the proof of Theorem 7.1, hence Theorem 2.2.
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7.2 Neumann boundary conditions for the density
Finally, we consider the approximate solutions of system (7.1) with the bound-
ary data given by
(ρx,m)|x=a = (0, 0), (ρ,m)|x=b = (ρ¯, 0). (7.4)
This choice of Neumann data for the density at x = a has the advantage that
it allows the density of the approximate solutions to become very large near
the origin, a motivation for its choice in [4].
From [4, Proposition 2.1], we see that the mechanical energy is uniformly
bounded:
Lemma 7.3 Suppose that (ρ, u) is a C2,1(QT ) solution of problem (7.1) and
(7.4). Then, for each ε > 0,
sup
[0,T ]
∫ b
a
(1
2
ρu2 + hδ(ρ, ρ¯)
)
xn−1 dx
+ ε
∫
QT
(
h′′δ (ρ)|ρx|2 + ρ|ux|2 + (n− 1)
ρu2
x2
)
xn−1 dx dt ≤ E0.
Observe now that hδ(ρ, ρ¯) grows, for ρ large, as ρ
γ . In order to close the
estimates of [4, Lemma 2.3] for all γ > 1, we require an additional higher order
integrability of the density ρ. To this end, we take the test function ψ(s) = s4
and consider the entropy ηψ generated from it. We observe that, by a simple
calculation, ηψ satisfies
ρu4 + ρ2γ−1 ≤Mηψ(ρ,m) for all (ρ,m) ∈ R2+, (7.5)
where the constant M depends only on γ > 1.
Lemma 7.4 Let
E0 :=
∫ b
a
ηψ(ρε0,m
ε
0)x
n−1 dx <∞.
Then solutions (ρε,mε) of (7.1) and (7.4) satisfy that, for any T > 0,
sup
[0,T ]
∫ b
a
ηψ(ρε,mε)xn−1 dx ≤ E0. (7.6)
In particular, there exists C = C(ε) such that
sup
[0,T ]
∫ b
a
ρ2γ−1xn−1 dx ≤ C. (7.7)
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The proof of this lemma follows from the same calculation as that of [4,
Proposition 2.1], but with the new entropy ηψ in place of η∗. Observe that ηψ
is also convex.
We are now in a position to see that the theorem regarding the existence
of the approximate solutions for the spherically symmetric Euler equations in
[4, Theorem 2.1] (under the assumption of the Neumann boundary data for
density ρ) can be extended to the full range of γ-law gases, especially the case:
γ > 3. We observe that it suffices to show only Lemma 2.3 in [4], since the rest
of the argument follows as in the case γ ∈ (1, 3] considered already in [4]. We
therefore provide a sketch of the proof of this result, highlighting the places
where this new estimate is used.
We aim to show for the whole range γ ∈ (1,∞) that there exists C, de-
pending on ε > 0, such that the approximate solutions (ρε,mε) satisfy
sup
[0,T ]
∫ b
a
(|ρεx|2 + |mεx|2) dx +
∫
QT
(|ρεxx|2 + |mεxx|2) dx dt ≤ C.
Proceeding as in the proof of [4, Lemma 2.3] and Lemma 3.3, we obtain
1
2
∫ b
a
(|ρx(t, x)|2 + |mx(t, x)|2) dx+ ε
∫
Qt
(|ρxx|2 + |mxx|2) dx dτ
=
1
2
∫ b
a
(|ρ0,x|2 + |m0,x|2) dx+
∫
Qt
(
mxρxx +
n− 1
x
mρxx
)
dx dτ
+
∫
Qt
(ρu2 + pδ)xmxx dx dτ
+ (n− 1)
∫
Qt
( 1
x
ρu2mxx − ε
x
ρxρxx
)
dx dτ − (n− 1)ε
∫
Qt
(m
x
)
x
mxx dx dτ.
We here give only the estimate of the critical term (ρu2)xmxx = u
2ρxmxx +
2ρuuxmxx. Following [4, Lemma 2.3], we obtain that, for ∆ > 0 to be chosen
later,
∫
Qt
|u2ρxmxx| dx dτ ≤∆
∫
Qt
|mxx|2 dx dτ
+ C∆
∫ t
0
(
‖u(τ, ·)‖4L∞
∫ b
a
h′′δ (ρ)|ρx(τ, x)|2 dx
)
dτ.
From the maximum principle lemma, [4, Lemma 2.2],
‖u(τ, ·)‖4L∞ ≤ C
(
1 + ‖ρ‖2max{1,γ−1}
L∞(Qτ )
)
,
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which yields∫
Qt
|u2ρxmxx| dx dτ
≤ ∆
∫
Qt
|mxx|2 dx dτ
+ C∆
∫ t
0
((
1 + sup
s∈[0,τ ]
‖ρ(s, ·)‖2max{1,γ−1}L∞
) ∫ b
a
h′′δ (ρ)|ρx(τ, x)|2 dx
)
dτ.
Now we can use the improved estimate (7.7) and the argument of [4, Lemma
2.1], and also compare with Lemma 3.1 to show that
‖ρ2γ+1‖L∞(a,b) ≤ C
(
1 +
∫ b
a
|ρy|2dy
)
.
We therefore obtain∫
Qt
|u2ρxmxx| dx dτ
≤ ∆
∫
Qt
|mxx|2 dx dτ
+ C∆
∫ t
0
((
1 + sup
s∈[0,t]
∫ b
a
|ρx(s, x)|2 dx
) ∫ b
a
h′′δ (ρ)|ρx(τ, x)|2 dx
)
dτ
for the whole range γ ∈ (1,∞), especially including γ > 3.
Arguing similarly for the other terms, we conclude the result.
This result now allows us to conclude the argument of Theorem 2.1 in [4] as
it is done there. As remarked previously, this is sufficient to apply the results
of §3 in [4] to conclude Theorem 7.1, and hence Theorem 2.2.
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