We study the behaviour of Yang-Mills and gravity amplitudes under the soft limit in the four-dimensional ambitwistor string formalism and derive their soft theorems to arbitrary order. For this purpose, we apply some mathematics. Methods of combinatorics are used for the expansion of δ functions, and knowledge of graph theory is used for the expansion of reduced determinants. Based on these preliminaries, we expand the formulas of Yang-Mills and gravity amplitudes about the soft parameter , and obtain soft theorems to arbitrary order.
Introduction
In the development of the area of scattering amplitudes in past fifteen years or so, soft theorems have played an indispensable role. Soft theorems reveal the behaviour of scattering amplitudes under the soft limit, which means the momentum of some particles tends to zero. Its history can date back to 1965, when Weinberg proposed first soft theorems of photons and gravitons which were named after him [1] . Weinberg's soft theorems give leading soft factors of photon and graviton amplitudes.
Though not lie in the centre of this area, soft theorems reflect some aspects of scattering amplitudes, and can be useful in some cases. For example, they are often used to examine the consistency when a new formalism is built, e.g. the well-known CHY formalism [2] . And more deeply, it has been found that a large varieties of amplitudes can be determined by merely imposing soft theorems [3] .
In recent years, the study of soft theorems has gained new activity, since Cachazo and Strominger's paper [4] appeared, in which they proposed the gravity soft theorems up to the subsubleading order, and pointed out the relations between soft theorems and BMS symmetries. Their work has given rise to much attention and stimulated many following works. Among them, a considerable part is to obtain soft theorems from various approaches.
In this paper we will give a new derivation for soft theorems of Yang-Mills and gravity amplitudes to arbitrary order. We will work in the formalism of four-dimensional ambitwistor strings, which provides a nice and highly symmetric framework for Yang-Mills and gravity amplitudes. In our derivations we have considered the most general conditions, namely all possible different conditions are taken into account, e.g. the MHV degree, the helicity of the soft particle, the form of the soft limit, and most importantly, the order of soft factors. We have used some understanding of mathematics in order to study the expansion of formulas under the soft limit, two main areas of which are combinatorics for δ functions, and graph theory for reduced determinants. They have proved greatly powerful.
This paper is organised as follows. In Section 2, we review the background of ambitwistor string formalism and soft theorems, and make some basic discussions which are necessary for following studies. In Section 3, we study multiple derivatives on δ functions with four-dimensional scattering equations as arguments, and the behaviour of such δ functions under the soft limit. We also build relations between different kinds of derivatives in Section 3. In Section 4, we study the expansion of reduced determinants under the soft limit, based on the matrix-tree theorem. In Section 5, we derive Yang-Mills soft factor S YM (−; I) to arbitrary order. In Section 6, we derive gravity soft factor S GR (−; L) to arbitrary order.
Our main results, namely soft factors of Yang-Mills and gravity amplitudes, are 
(1.1b)
with the soft particle of negative helicity denoted by s, and I, L denoting the order of soft factors. More explanations about the two formulas will not be given here. Before going into the main text, it should be time now to give a few notes about notations in this paper. We will use the following conventions of notation throughout the paper, with very few exceptions which have customary special symbols and hardly matter to this paper.
We distinguish different kinds of symbols largely by different fonts, thus the kind of a symbol can be directly read from the fonts of its main letter, namely the part with possible super-or subscripts and auxiliary components stripped. The rules are:
• indices, such as particle labels, elements of a set, vertices of a graph, summation and product indices, are denoted by normal lowercase letters;
• fixed numbers, such as the size of a set, summation and product limits, are denoted by normal uppercase letters;
• function names are denoted by normal lowercase or uppercase letters, following usual notations of function names;
• ordinary sets are denoted by curlicue uppercase letters;
• structured sets, such as graphs, are denoted by Gothic uppercase letters;
• matrices are denoted by blackboard bold uppercase letters.
The symbols of indices, numbers and sets have inner consistency. For example, the product index j ranges from 1 to J; the elements of the K-subset K are labelled as k's. There is only one exception: the elements of N are labelled as a but not n, to avoid possible confusion with the usual usage of n.
We will use the convention that an unfixed index possesses a determinate basic range throughout the paper. The range of an index appearing at the first time is its basic range. Upon the basic range, we allow slight modifications, which will be specified or indicated by modifications on the symbol itself. And for brevity, we will often omit the basic range of an index after its first appearance, which is guaranteed to avoid confusion by our convention. An index without specification or modification should always be understood to take its basic range, and the specifications should always be understood to be based on its basic range.
Our main convention for modifications is to use a bar on an index to indicate exclusion of the label of the soft particle from its range. We also use a bar on the name of an index set or a function to indicate exclusion of the part involving the soft particle. To denote general subsets or functions with some components being a part corresponding to a subset, we use a prime. We also use a prime (or primes) on a counting index to indicate a less limit.
When necessary to distinguish indices of the same basic range, we will use related symbols when there are a few, and use the same symbol with different subscripts added when there are many. For example, we will use q to denote an index of the same basic range with p, and p i or p i can be also used for this purpose.
We will use the notation of putting a representative element in parentheses with a subscript to denote a tuple of the length indicated by the subscript, and the notation of putting the symbol of a tuple in braces under the summation sign to denote the summation over all possible such tuples, e.g.
where N is the range of a's. We will also use the notation of adding a star as a superscript on the symbol of a tuple to denote a tuple with the additional constraint that no two elements are equal, namely a permutation, e.g.
This notation can be also generalised to higher-dimensional case. In this case, we also use a pair of parentheses when denoting multiple elements bound together as a tuple, but do not trouble to use multiple pairs of parentheses when denoting a tuple of tuples. For example, to denote an 2-tuple consisting of p and α, we will use (p, α), while to denote an I-tuple consisting of tuple (p i , α i )'s for 1 i I, we will use
(1.4)
We will also denote the set of all possible (p, α)'s as PA: 5) where P and A are the basic ranges of p and α respectively. The benefit of using the notation of the tuple set is that it allows arbitrary tuple subsets in which the ranges of each component are independent.
2 Reviews and basic discussions
Ambitwistor strings
In the four-dimensional ambitwistor string formalism, N -point N K−2 MHV tree-level YangMills and gravity amplitudes take form [5] A N,K (1, 2, . . . , N )
, (2.1a) and
where the particles are labelled as {1, 2, . . . , N } ≡ N ; K and P are complementary K-subset and P -subset of N , K + P = N ; particles labelled by k have negative helicity and particles labelled by p have positive helicity;
; we have taken the colour order of the Yang-Mills amplitude to be (1, 2, . . . , N ).
The common δ functions in both formulas have arguments whose equalling zero gives well-known four-dimensional scattering equations [5] 
For convenience, we will abbreviate a single δ function as ∆ or ∆ with indices of its argument, namely
and the product of δ functions with subscript k and p as ∆ K and ∆ P respectively, namely
H K and H P are matrices of order K and P with K and P as the sets of labels of their rows and columns respectively, and defined to be (h ∈ K, q ∈ P)
denotes the determinant of the matrix with one row and column with the same label deleted from H K ( H P ) and is called a reduced determinant. A nice property of both H K and H P is that they are symmetric matrices, and the elements in a row or column sum up to zero. For a matrix with this property, though it is easy to see that its determinant is zero, its reduced determinant can be non-zero and is well-defined, for its value is independent of the choice of the row and column [5] . Now let us mention an important point about ambitwistor string formulas, which will be useful for our study. That is, ambitwistor string formulas possess a formal parity symmetry: they are invariant when exchanging all the contents between opposite helicities as well as two kinds of helicity spinors. This means, under the transformations
ambitwistor string formulas are invariant.
Soft theorems
Soft theorems describe the behaviour of scattering amplitudes under the soft limit, which means the momentum of one or more particles goes to zero. In this paper we consider only single soft theorems, namely there is only one particle taking the soft limit, or soft particle by name, which has the label s. Then the soft limit means p s → 0; a more explicit representation is to write p s as p s , → 0. Soft theorems states that under soft limit, an N -point amplitude factorises out a universal soft factor in front of an (N − 1)-point amplitude, which depends on only non-soft particles. The whole soft factor consists of many terms with different dependence on the power of , each of which is a soft factor of a certain order. The one of the lowest 's power is called the leading soft factor, and the one with 's power greater by 1 than the leading is called subleading, and so on. Leading, subleading, subsubleading soft factors are written as S (0) , S (1) , S (2) respectively in references. Then the general soft theorem takes form
Soft factors obtained in references for Yang-Mills and gravity amplitudes are [4, 6] 
9c)
where the soft particle has positive helicity, and λ x and λ y are arbitrary reference spinors; we have used the convention mentioned in Section 1 to denote a∈N \{s} as ā . Similar examples that will be frequently used in the following are K ≡ K \ {s}, and
In the next subsection, we will make some preliminary quantitative discussions about the order of soft factors. Before actual discussion, it will be helpful to be aware that different helicities of the soft particle will lead to different forms of the process and result. But they are related to each other: since opposite helicities are transformed to each other by parity, the process and result they lead to can be also transformed to each other under the parity transformations (2.6). Then we only need to study one case of helicity, and the other case can be obtained directly as long as we apply the parity transformations (2.6). In this paper we will study the case of negative helicity in detail only, namely s ∈ K.
Discussions about the order of soft factors
In the spinor-helicity formalism, the momentum p a is decomposed into two helicity spinors λ a andλ a . This raises different possibilities of assigning the power of to λ s andλ s when the soft limit is taken. We will consider the most general case and set the power of assigned to λ s andλ s to be X and Y respectively, satisfying X + Y = 1 and 0 X, Y
1. This means, in this paper, the helicity spinors of the soft particle will always be X λ s and Yλ s . However, for brevity, the 's will not always be written out explicitly, but are often included in helicity spinors implicitly. Now we will discuss the dependence of soft factors in some detail. There are some differences between Yang-Mills and gravity, but the basic procedures are similar. As mentioned in Section 2.2, we consider only s ∈ K and the result for s ∈ P can be obtained via the parity transformations, with X ↔ Y included.
To obtain soft factors, the common method is extracting the part involved with the soft particle as a factor from the left part unrelated to it. In a word, all 's come from λ s orλ s , namely the label s. The two spinors can appear explicitly as in δ functions, or exist in spinor brackets as in reduced determinants, or hide in (s a)'s through a δ function about t s (see below).
Ambitwistor string formulas consist of three parts: integral measure, δ functions and integrands. These three parts can all contribute to the power of . The extraction of the label s for the measure is straightforward, as well as for Yang-Mills integrands. The parts requiring some work are δ functions and gravity integrands, namely reduced determinants.
We come to consider δ functions first. In ∆ K , s appears in two of the δ functions, namely ∆1 s and ∆2 s , but does not appear in other δ functions. Thus s is isolated and can be extracted cleanly. These two δ functions should be converted to δ functions about σ s and t s to accommodate the integral measure. From up to a Jacobian. A routine calculation gives a unit Jacobian, thus we have
From this we can see that the δ function about σ s implies an −Y factor, and t s contains an Y factor. In ∆ P , the label s appears in every δ function. A general δ function in ∆ P takes form
16) from which the infinitesimal term has order 1, since λ s contributes a factor X , t s contributes a factor Y , and X + Y = 1. It is well-known that in an integral of the complex variable z, δ(z) is equivalent to 1/z, thus the above function can be written as
and expanded about to order I, 0 I ∞, using
Since ∆ P is a product of 2P ∆ α p 's, the orders of its terms also range from 0 to ∞. In Section 3, we will see that ∆ P can be represented as a factor acting on ∆ P , which consists of infinite terms with form of derivatives and order ranging from 0 to ∞.
Then consider reduced determinants. The label s appears in H K but not in H P . In H K , s appears only in the row and column with the label s, and in the main diagonal. Elements or terms with s take form
; similar as in ∆ α p , each such term has order 1 in . A direct observation is that the order of each term in det H K is at least 1, which can be seen as long as we choose the deleted row and column from K when calculating the reduced determinant. On the other hand, the highest possible order in det H K can be only K − 1 since after the deletion the matrix has order K − 1. In Section 4, we will see that det H K can be represented as a factor acting on det H K , which consists of K − 1 terms with form of derivatives and order ranging from 1 to K − 1.
Now we can give an evaluation of the order of soft factors. From the ambitwistor string formula of Yang-Mills amplitude with s ∈ K
we can see that after being extracted, the Yang-Mills soft factor has a t −1 s factor in the measure and integrand, which contributes a factor −Y , and another −Y from the δ function about σ s . If we take the contribution from ∆ P to be of order I(0 I ∞), which will be denoted as ∆ P (I), then the whole order of the Yang-Mills soft factor is I − 2Y . Different orders are distinguished by different I, and the Yang-Mills soft factor with soft gluon of negative helicity corresponding to a certain I will be denoted as S YM (−; I).
And from the ambitwistor string formula of gravity amplitude with s ∈ K
19) we can see that after being extracted, the gravity soft factor has a t −3 s factor in the measure, which contributes an factor −3Y , and another −Y from the δ function about σ s . If we take the contribution from ∆ P to be of order I(0 I ∞) and the contribution from det H K to be of order J(1 J K − 1), which will be denoted as ∆ P (I) and det H K (J) respectively, and let I + J = L(1 L ∞), then the whole order of the gravity soft factor is L − 4Y . Different orders are distinguished by different L, and the gravity soft factor with soft graviton of negative helicity corresponding to a certain L will be denoted as S GR (−; L); when we need to specify the contributions from ∆ P and det H K respectively, we will use the notation S GR (−; L, I, J).
Some usual choices for X, Y are X = 1, Y = 0, X = Y = 1/2 and X = 0, Y = 1. In references, the first is called the holomorphic soft limit and the last is called the antiholomorphic soft limit [4] . For s ∈ K, the forms of soft theorems in these choices are
respectively.
Preliminaries for δ functions
In this section we will give the results about the expansion of δ functions. In 3.1, we will establish several formulas about multiple derivatives on general products of δ functions. In 3.2, we will use these formulas to derive three forms of ∆ P (I), the Ith-order part of ∆ P under the soft limit. Proofs of formulas in 3.1 will be given in Appendix A.1 and proofs of formulas in 3.2 will be given in Appendix A.2.
Multiple derivatives on δ functions
Consider the general case, where δ functions have k's, p's, α's,α's with arbitrary range. We denote these arbitrary ranges with primes, as claimed for subsets in Section 1. Modifications of range on the arguments of δ functions are also indicated by primes:
We also consider general products of δ functions arbitrarily chosen. Define the sets of all possible (k,α)'s and (p, α)'s as KA and PA respectively:
then for arbitrary subsets KA and PA of KA and PA respectively, we can define products of δ functions indexed by elements of KA and PA as
Now we have the following theorem for multiple derivatives with separate indices, namely derivatives with respect toλα k 's and λ α p 's. Theorem 1 (Derivatives with separate indices in the tuple form) For (p i , α i ) ∈ PA , 1 i I, we have
where we have defined
α for (p, α) ∈ PA with δ standing for the usual Kronecker δ symbol.
In parallel, for (k i ,α i ) ∈ KA , 1 i I, we have
where all the definitions can be obtained via parity transformations (2.6).
From the definition of
is the number of (p i , α i )(1 i I)'s equalling a certain (p, α) ∈ PA , and from
We can also rewrite this theorem in another form.
Theorem 2 (Derivatives with separate indices in the partition form)
We can also consider derivatives with intertwined indices, namely derivatives with respect toλα p 's and λ α k 's. For this purpose, we need more definitions. First, define P PA ≡ {p | there exists some (p, α) ∈ PA for some α ∈ A}, (3.7a)
A PA ≡ {α | there exists some (p, α) ∈ PA for some p ∈ A}, (3.7b) and define
then the set consisting of p's which appears in PA and make k belong to K (p,α) for a given pair of (k, α) is P PA ∩PA (k,α) . For simplicity, we will use the abbreviation
Now we have the following theorem.
Theorem 3 (Derivatives with intertwined indices in the tuple form) For
Theorem 3 can be also written in the partition form. We have
Theorem 4 (Derivatives with intertwined indices in the partition form) For
From Theorem 1 and 3 we can deduce the following corollary.
Corollary 1 (Relations between derivatives of separate and intertwined indices)
When acting on ∆ KA ∆ PA , there are relations
When returning to the unrestricted case P (k,α) = K for (k,α) = KA, K (p,α) = K for (p, α) = PA and KA = KA, PA = PA, the above formulas take simpler forms. We list (3.4a), (3.6a), (A.10), (3.10a) as examples:
When restricted to the soft limit P (k,α) = P for (k,α) = KA, K (p,α) = K for (p, α) = PA and KA = KA, PA = PA, (3.12)-(3.15) still hold as long as we usek's, ∆ K , ∆ P to replace k's, ∆ K and ∆ P .
In addition, under the unrestricted case, (3.11) become
Especially, when taking I = 1, (3.16) simplifies to
which can be seen as a dual to four-dimensional scattering equations (2.2).
The
Ith-order part of ∆ P Now we can apply the results in the previous subsection to the expansion of ∆ P under the soft limit. We will give ∆ P (I) in three forms, the last of which will be used in deriving soft theorems.
Lemma 1 (The partition form of ∆ P (I)) Under the soft limit, the 's Ith-order part
18)
where I α p 2P
(p ∈ P, 1 α 2) denotes an ordered 2P -partition of I with I α p 's as its 2P parts and the summation is made over all possible such partitions.
Lemma 2 (The tuple form of ∆ P (I)) Under the soft limit, the 's Ith-order part ∆ P (I) in ∆ P is
where the summation is made over all possible tuples (p i , α i ) I with p ∈ P, 1 α 2, and
.
Theorem 5 (The derivative form of ∆ P (I)) Under the soft limit, the 's Ith-order part
(3.20)
Preliminaries for reduced determinants
In this section we will give results which will be used for our study of reduced determinants. This part of contents relies on graph theory heavily, therefore we will list the basic knowledge of graph theory that is necessary for the understanding of this part in Appendix B. Readers not familiar with graph theory can refer to it when reading this section. We will use terminologies of graph theory when necessary, without additional references. In 4.1, we will introduce matrix-tree theorem, which is the cornerstone of the following study. In 4.2, we will state the core theorem for expanding reduced determinants of matrices with form of H K or H P , and apply it to our question.
The matrix-tree theorem
From the definitions of H K and H P , matrices whose reduced determinants we need to study have the basic property that they are symmetric, and the elements of one row or column sum up to zero. In fact, there is indeed a formula expressing reduced determinants of matrices with this property in a nice and concise form. It is the matrix-tree theorem. Now let us start to build it up.
For a graph G = (N , E), we can define a matrix called its weighted Laplacian L(G) as
ac∈E w ac , a = b,
where a, b, c are taken from N ; w ab is called a weight and defined to be symmetric: w ab = w ba . For later convenience, we also define w aa = 0. From the definition, it can be seen that L(G) is a symmetric matrix, and the elements of one of its rows or columns sum up to zero, namely it has the same property as H K and H P . Then it follows that the reduced determinant of L(G), det L(G), can be defined. On the other hand, for graph G = (N , E), we can find all its spanning trees, and for each spanning tree T = (N , E T ) define a monomial T (T) called its tree product as T (T) ≡ ab∈E T w ab . Then we can sum up all the tree products of spanning trees of G and obtain a polynomial T (G) called the tree polynomial of G:
Obviously the tree polynomial of G reduces to the tree product when G is itself a tree, which validates the usage of the same notation for these two concepts. Now we can state the matrix-tree theorem.
Theorem 6 (The Matrix-Tree Theorem) The reduced determinant of the weighted Laplacian of a graph G equals its tree polynomial:
There has been much research and various proofs for this theorem. Interested readers can refer to Chapter 5 of [7] for a comprehensive review. When restricted to the special case of complete graphs, we have the following corollary immediately.
Corollary 2 (The Matrix-Tree Theorem for Complete Graphs)
This corollary has direct importance for this section and can serve as the starting point of our study on the expansion of det H K and det H P , since the two matrices have the same form as L(K N ). In the following we will abbreviate L(K N ) as L N .
The Jth-order part of det L N
In this subsection we will establish some results on the expansion of det L N , which serves as a general prototype for matrices of this form, such as H K and H P . We will give det L N (J) in three forms, the last of which will be used in deriving gravity soft theorems. For their proofs, readers are referred to Appendix C. We have known that in
(s k) to be −w sk , then H K is identical with L K in form, and soft limit takes form w sk → w sk . Therefore we come to consider the expansion of det L N under the soft limit w sa → w sa (a ∈ N ), and denote the part of order J in the expansion as det L N (J). First we have the following lemma.
Lemma 3 (The ordered permutation form of det L N (J)) Under the soft limit, the 's Jth-order part det
5)
where ā 1 <ā 2 <···<ā J denotes the summation over all possible tuples of {ā 1 ,ā 2 , . . . ,ā J } such thatā 1 <ā 2 < · · · <ā J withā j ,ā ∈ N for 1 j, J, and T 0 is an arbitrarily fixed tree with the vertex set {ā 1 ,ā 2 , . . . ,ā J }.
We can also write Lemma 3 into a more symmetric form, namely the form with order stripped.
Lemma 4 (The permutation form of det L N (J)) Under the soft limit, the 's Jth-order
where (ā j ) J denotes a tuple (ā 1 ,ā 2 , . . . ,ā J ) withā j ,ā ∈ N andā j =ā for 1 j, J, namely a permutation, and {(āj) J } denotes the summation over all possible such permutations.
From Lemma 4 we can obtain a form more suitable for application. Now it will be convenient to define ∂ ∂waa = 0. We have the following theorem.
Theorem 7 (The tuple form of det L N (J)) Under the soft limit, the 's Jth-order part
Now we can use the obtained results to expand det H K . Define w kk ≡ k k (k k ) from now on and apply Theorem 7, we have
where the minus sign comes from the difference of a minus sign in the definitions of the weighted Laplacian and H K , and the surplus one power of weights in the numerator. (4.8) will be the formula used to expand reduced determinants in deriving soft factors.
Derivations for Yang-Mills soft factors
In this section we will derive the Yang-Mills soft factor S YM (−; I), 0 I ∞.
From (2.18) and Theorem 5, the Yang-Mills amplitude of order I − 2Y with s ∈ K is
from which we can extract S YM (−; I):
To evaluate this integral, we need to calculate the residue at the pole where the argument of the first δ function equals zero. This can be done by summing up residues at other poles, namely σ s = σ s−1 and σ s = σ s+1 , and adding a minus sign. They are of the same type:
and we take the first as an example. If s − 1 ∈ K, we can use the scattering equation (2.2a) and its dual (3.17b) to simplify it:
(5.4)
If s−1 ∈ P, then in both the numerator and the denominator, each summation is dominated by the single term with p's = s − 1, and it reduces to 5) which is identical with the other case, thus it is unnecessary to distinguish different helicities. The final form of Res(σ s = σ s−1 ) is
Similarly, we have
(5.8)
By parity transformations (2.6), the Yang-Mills soft factor S YM (+; I) is
Let I = 0, 1, we return to (2.8):
by choosing λ x = λ s−1 or λ x = λ s+1 ; and
Derivations for gravity soft factors
In this section we will derive the gravity soft factor
From (2.19) and (4.8), the gravity amplitude of order L−4Y with δ functions expanding to order I, reduced determinants expanding to order J and s ∈ K is
from which we can extract S GR (−; L, I, J):
Poles at σ s = σ a for each a ∈ N exist in this integral. The power of σ sk 's is −J, and the power of σ sp 's is (L − 2) − I = J − 2. We know that J 1, therefore J − 2 −1, and the highest power of σ sp pole can be only 1. It can be reached only when J = 1. In this case there are single σ sp poles and single σ sk poles. For J 2, there are no σ sp poles but σ sk poles, each of which is a single pole, because of the vanishing of derivatives acting on reduced determinants when there are samek's, as demonstrated in the proof of Theorem 7.
We do the derivation for J 2 first, which means that we only need to deal with σ sk poles. We calculate the residue at the pole σ s = σk 0 ,k 0 ∈ K. The summation {(kj)J} gives J possibilities of the appearance of the pole σ sk 0 , namelyk j =k 0 , 1 j J. For k j =k 0 , we select T 0 to have edge set E T 0 = k jkj | j ∈ J \ {j},k j ∈ K \ k j , where J ≡ {1, 2, . . . , J}. Then the contribution of σ sk j to Res(σ s = σk 0 ) is
where {(k j ) J−1} denotes the summation over all possible (k 1 ,k 2 , . . . ,k j−1 ,k j+1 , . . . ,k J ).
Under the summation {(k j ) J−1} , j =j and k j =k 0 have the same meaning, thus in (6.3) they can be combined as
4) and by a summation transformation, (6.4) becomes
where in the last step we have used the scattering equation (2.2a) and its dual (3.17b) in the denominator and numerator of p-part respectively. To simplify the last parenthesis, use
which gives
then (6.5) simplifies to
Now we have the gravity soft factor for J = 1:
which agrees with (6.12) when we take J = 1. Thus the gravity soft factor S GR (−; L, I, J) can be unified to (6.12) in all cases. Now we turn to S GR (−; L). It equals the sum of all possible S GR (−; L, I, J)'s with L fixed. Thus
where the rule of higher-order derivatives has been used. This is our final result for gravity soft factors.
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A Proofs of formulas in Section 3
In this appendix, we will give proofs for formulas in Section 3.
therefore (A.1) becomes
The left-hand side equals
while the right-hand side equals
where in the second step of (A.9), we have used the following fact about factorial: since the sum is a series of 0 or 1, we take each 1 and the sum truncated after this 1 and make a product of all the truncated sums, the result is the factorial. The theorem follows from the equality of both sides.
Proof of Theorem 3
Still use induction. It is easy to confirm the conclusion for I = 1. Suppose the case I = I 0 holds and compute the left-hand side of the case I = I 0 + 1 from the induction hypothesis:
and ∂ ∂λ
(A.14)
Graphs, vertices, edges. A graph G = (V, E) is a structure consisting of two sets: the set of basic level consists of some elements, and the set of upper level consists of two-element unique relations between some pairs of distinct elements, i.e. some pairs of distinct elements have two-element relations between them and other pairs do not, and a relation between a pair of elements is unique. The former set is called the vertex set and denoted by V, whose elements are called vertices, while the latter set is called the edge set and denoted by E, whose elements are called edges. A graph can be represented by a given vertex set and a given edge set, e.g. V = {a, b, c, d}, E = {ab, bc, cd}. Because of the uniqueness of a relation, when representing a graph, we simply need to declare all the vertex pairs with the relation, as in this example. For the sake of simplicity and systematicness, the best way of labelling vertices is to use natural numbers, namely use N as the vertex set of an N -vertex graph, and label edges as orderless pairs of natural numbers. For example, the above example can be relabelled as V = {1, 2, 3, 4}, E = {(1, 2), (2, 3), (3, 4)}. In this paper, when we mention an N -vertex graph, we mean N as its vertex set.
Subgraphs, induced subgraphs, spanning subgraphs. If the vertex set and edge set of a graph G = (V , E ) are subsets of the vertex set and edge set of a graph G = (V, E) respectively, i.e. V ⊆ V, E ⊆ E, then G is called a subgraph of G. For a subgraph G of a graph G, if all the edges among the vertices of V in G also appear in G , then G is called an induced subgraph of G. In other words, an induced subgraph is a vertex subset with all the inner edges included. For a subgraph G of a graph G, if they have the same vertex set, then G is called a spanning subgraph of G. In other words, to produce a spanning subgraph, we only need to delete some edges.
Adjacency, adjacency set, incidence, degree, complete graphs. If two vertices are joined by an edge, they are called adjacent. All the vertices adjacent to a vertex form its adjacency set. If an edge joins a vertex to another, the edge is called incident to this vertex. The number of edges incident to a vertex is called its degree; according to the definition of the graph, the degree of a vertex is also the number of vertices adjacent to it, or the size of its adjacency set. A complete graph is a graph in which every two vertices are adjacent. The complete N -vertex graph is denoted by K N , since it is unique for N . In K N every vertex has degree N − 1.
Walks, paths, cycles, length, connectedness, connected components. A walk is a sequence of vertices in which every two successive vertices are adjacent, along with the edges joining every two successive vertices. A walk has a form of a 0 e 1 a 1 e 2 · · · e L a L or simply a 0 a 1 · · · a L with L 1, where a l−1 and a l (1 l L)'s are adjacent vertices joined by the edge e l . A path is a walk without repeated vertices. A cycle is a walk with only its starting vertex and ending vertex same, namely a walk of the above mentioned form with a l 's not equal to each other except a L = a 0 . The number of edges in a walk (or path, cycle) is called its length. If for every pair of vertices there is a path connecting them, the graph is called connected. The maximal connected subgraphs of a graph is called its connected components. Obviously connected components are induced subgraphs.
Trees, forests, partial trees, basic properties of trees and forests. A tree is a connected graph without cycle. A forest is a graph without cycle. Thus the connected components of a forest are trees. We call connected components of a forest its partial trees.
Trees have some simple but useful properties, such as the following lemma:
Lemma 5 (Basic Properties of Trees) For an N -vertex graph, the following statements are equivalent:
(1)it is a tree; (2)it has N − 1 edges and is connected; (3)it has N − 1 edges and no cycle; (4)there is exactly one path between any pair of vertices in it.
For its proof, readers can refer to Theorem 2.1.4. in [9] . Similarly, we have the following corollary:
Corollary 3 (Basic Properties of Forests) For an N -vertex graph, the following statements are equivalent:
(1)it is a forest with J partial trees; (2) it has N − J edges and J connected components; (3)it has N − J edges and no cycle.
These two conclusions will be used frequently in this paper, but generally we will not give special explanations since the applications are simple.
Spanning trees.
A spanning tree is a spanning subgraph which is a tree. Thus only connected graphs can have spanning trees, and every connected graph must have (at least one) spanning trees. For an N -vertex connected graph, its spanning trees have N − 1 edges. It is easy to see that a spanning tree of K N is an N -vertex tree, and any N -vertex tree is a spanning tree of K N , thus all the spanning trees of K N are all the N -vertex trees.
C Proofs of formulas in Subsection 4.2
In this appendix, we will give proofs for formulas in 4.2. Before actual proof, we want to elucidate some ideas. We have known that from the matrix-tree theorem, det L(G) equals the tree polynomial of G, which is a natural division into terms and each term corresponds to a spanning tree of G uniquely. Furthermore, there is a natural one-to-one correspondence between the set of tree products in T (G) and the set of spanning trees of G, through the correspondence between a weight w ab and an edge ab, and the correspondence between the multiplication of weights to make a tree product and the combination of edges into a graph. These correspondences establish a relation between the "formula representation" and the "graph representation" of det L(G) or T (G), which enables us to take advantage of the intuitiveness of graphs and make a more intuitive thinking, thus brings great benefit to our study, and will be used repeatedly. For the following convenience, we will give a list to make these correspondences available and clear, as follows:
• the formula representation ←→ the graph representation;
• a subscript a ←→ a vertex a;
• a weight w ab ←→ an edge ab;
• the multiplication of weights ←→ the combination of edges;
• a monomial ←→ a graph;
• a tree product ←→ a tree;
• a polynomial ←→ a set of graphs;
• the tree polynomial of a graph G ←→ the set of all the spanning trees of G.
Having prepared the basic correspondences, we can furthermore build the correspondences between operations on graphs and calculations on monomials and polynomials. We put the operations on graphs in front, for they are more direct, more ordinary, and more commonly used. They are:
• adding an edge between the vertex a and b ←→ multiplying a weight w ab ;
• deleting an edge between the vertex a and b ←→ taking the derivative with respect to the weight w ab .
In the following, we will convert between the "formula representation" and the "graph representation" freely when needed. Now we give the proofs.
Proof of Lemma 3
To be concise, we will simply say "s" when we mean "the vertex s". We have known that det L N is the same with the tree polynomial of K N . From the "formula-graph correspondence", it corresponds to the set of all the N -vertex trees. These trees depend on s in different levels, which behaves as different degrees of s in them. The degree of s ranges from 1 to N − 1, since a tree must be connected, and the largest possible degree of a vertex in an N -vertex graph is N − 1. In the formula representation, different degrees of s correspond to different times of the appearance of the subscript s, which means different dependence on the power of under the soft limit w sa → w sa , i.e. a tree whose s has degree J corresponds to a tree product with factor J . Thus, to study the terms depending on to order J, we only need to collect all the trees whose s has degree J.
To establish the relation between det L N (J) and det L N , namely the relation between N -vertex trees whose s has degree J and (N − 1)-vertex trees with vertex set N , we can consider the following procedure. For such an N -vertex tree, we delete s along with its J incident edges, since these do not appear in (N − 1)-vertex trees of our concern. The left part is an induced subgraph with vertex set N , and has N − J − 1 edges. From Corollary 3, it is an (N − 1)-vertex forest with J partial trees. Furthermore, suppose the J vertices adjacent to s areā 1 ,ā 2 , . . . ,ā J , then differentā j (1 j J)'s lie on different partial trees. This is because there is only one path between a certain pair ofā j andā, and since bothā j andā are adjacent to s, the unique path must beā j sā, which is now broken, thus any twō a j 's cannot be connected with each other, and allā j 's must lie on different partial trees. For convenience, we now give N -vertex trees whose s has degree J and (N − 1)-vertex forests with J partial trees new short names (maybe somewhat casual and informal); they will be called N -vertex J-trees and (N − 1)-vertex J-forests respectively. Now if we add J −1 edges among disconnectedā j 's to make them a tree, namely to form a J-vertex tree as an induced subgraph with the vertex set {ā j } J ≡ {ā 1 ,ā 2 , . . . ,ā J }, we can obtain an (N − 1)-vertex tree from the previous (N − 1)-vertex J-forest. This is simply because there are (N − J − 1) + (J − 1) = N − 2 edges after the adding, and the J partial trees are connected together via newly added edges, which guarantees the connectedness of the whole graph. Thus from Lemma 5, we have a (N − 1)-vertex tree.
If we fix the subtree of {ā j } J formally at the beginning which we denote as T 0 , and set a 1 <ā 2 < · · · <ā J whenā j 's are given concrete labels, then for a given N -vertex J-tree and the unique (N − 1)-vertex J-forest obtained by deleting s, we will obtain a unique (N − 1)-vertex trees by adding edges in {ā j } J . This is because the concrete elements of {ā j } J have been fixed when the N -vertex J-tree has been given, thus there is a unique way to give these concrete elements toā j 's and generate an (N − 1)-vertex tree. Thus we have built a map which maps the set of N -vertex J-trees to the set of (N − 1)-vertex trees via the "deleting s-adding tree" procedure.
On the other hand, for a fixed T 0 , not all (N − 1)-vertex trees can be generated from this procedure. This is because a fixed T 0 has a fixed tree structure, which determines that (N − 1)-vertex trees generated in this way must have subtrees with the same structure as induced subgraph. In other words, only (N − 1)-vertex trees with subtrees of the structure as T 0 can be generated from some N -vertex J-tree in this way.
Nevertheless, as long as an (N − 1)-vertex tree possesses the desired subtree structure, we can always pick out one of its subtrees with the desired structure, delete all the edges of this subtree, and add an edge between each vertex of this subtree and s, which recovers an N -vertex J-tree. This "deleting tree-joining to s" procedure is the inverse of the "deleting s-adding tree" procedure, thus can recover all the N -vertex J-trees. It does not give a map from the set of (N − 1)-vertex trees with the desired subtree structure to the set of N -vertex J-trees, for there can be more than one subtrees with the desired structure in a certain (N − 1)-vertex tree and different subtrees will generate different N -vertex Jtrees since different subtrees originally have different vertex sets and will result in different adjacency sets of s.
However, we can still start from the set of (N − 1)-vertex trees with the desired subtree structure, follow the "deleting tree-joining to s" procedure in all possible ways to obtain all N -vertex J-trees. To achieve this, we only need to make sure that all (N − 1)-vertex trees containing subtrees of the desired structure and all such subtrees in them are found, and the "deleting tree-joining to s" procedure is realised on all such subtrees.
For this, we can first fix a concrete {ā j } J , thus make T 0 a definite concrete subtree. Then we search in all (N − 1)-vertex trees to see if this subtree exists in them, and pick out trees containing this subtree and do the "deleting tree-joining to s" procedure to obtain a kind of N -vertex J-trees characterised by the fixed {ā j } J as the adjacency set of s.
Then we take all subtrees of the desired structure into account, namely take all possible {ā j } J 's and follow the above procedure. After this we can obtain all N -vertex J-trees from (N − 1)-vertex trees. Now we can convert the above result into the formula representation. First, for a fixed {ā j } J , we take the derivative of det L N with respect to the weights corresponding to the edges of T 0 fixed by {ā j } J :
For a tree product in det L N which has a factor T (T 0 ) = ā jā ∈E T 0 wā jā with {ā j } J fixed, this derivative has the effect of deleting this factor, corresponding to deleting T 0 by edge in the graph representation. For a tree product in det L N without the factor T (T 0 ), this derivative gives zero, which means no contribution and realises a natural selection. Then we multiply the result with the factor and (4.5) is obtained.
Proof of Lemma 4
If we relax the constraintā 1 <ā 2 < · · · <ā J and only impose the constraint that theā j 's are not equal to each other, then the map from the set of N -vertex J-trees to the set of (N − 1)-vertex trees will become an 1-J! correspondence between the two sets, because of the J! ways of assigning J numbers to J labels as a permutation without constraint. It will result in a redundancy factor of J! when we use {(āj) J } to replace ā 1 <ā 2 <···<ā J in the calculation on the right-hand side of (4.5), which needs to be normalised by a 1/J! factor. Thus (4.6) follows.
Proof of Theorem 7
We only need to prove that {(ā j ) J } = {(āj) J } in the current question. To achieve this, we only need to prove that for any (ā j ) J with twoā j 's equal, its contribution to the sum is zero when there are derivatives with respect to weights corresponding to all the edges of tree T 0 . For 1 j, J,ā j andā belong to the vertex set of T 0 , thus are connected to each other via a path lying on T 0 . Then ifā j =ā, the path between them will become a cycle as long as the length of this path is greater than one, and there will be derivatives with respect to weights corresponding to edges of a cycle. Cycles do not exist in a tree, thus such derivatives will give zero when acting on the tree polynomial. The only exception occurs when the length of the path betweenā j andā is one, in other words, they are adjacent in T 0 . Then there is a derivative ∂ ∂wā jā , which now becomes ∂ ∂wā jāj . We have defined ∂ ∂waa = 0 in Section 4.2 for convenience, thus this case gives also no contribution. Therefore we have arrived at the conclusion.
