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Expanding large global solutions of the equations of compressible
fluid mechanics
Mahir Hadzˇic´∗ and Juhi Jang†
Abstract
Inspired by a recent work of Sideris on affine motions of compactly supported moving ellipsoids,
we construct global-in-time solutions to the vacuum free boundary three-dimensional isentropic com-
pressible Euler equations when γ ∈ (1, 53 ] for initial configurations that are sufficiently close to the
affine motions, and satisfy the physical vacuum boundary condition. The support of these solutions
expands at a linear rate in time, they remain smooth in the interior of their support, and no shocks
are formed in the evolution. We impose no symmetry assumptions on our initial data. We prove the
existence of such solutions by reformulating the problem as a nonlinear stability question in suitably
rescaled variables, wherein the stabilizing effect of the fluid expansion becomes visible in the range
γ ∈ (1, 53 ].
1 Introduction
We consider the dynamics of moving gases in three dimensions as described by compressible isentropic
Euler system. We are interested in fluids surrounded by vacuum and therefore the unknowns are the
density ρ, fluid velocity vector-field u, and the free boundary of the support of ρ, denoted by ∂Ω(t).
The resulting initial value problem takes the form:
∂tρ+ div (ρu) = 0 in Ω(t) ; (1.1a)
ρ (∂tu+ (u · ∇)u) +∇p = 0 in Ω(t) ; (1.1b)
p = 0 on ∂Ω(t) ; (1.1c)
V(∂Ω(t)) = u · n(t) on ∂Ω(t) ; (1.1d)
(ρ(0, ·),u(0, ·)) = (ρ0,u0) , Ω(0) = Ω0 . (1.1e)
Here V(∂Ω(t)) denotes the normal velocity of ∂Ω(t) and n(t) denotes the outward unit normal vector
to ∂Ω(t). Equation (1.1a) is the well-known continuity equation, while (1.1b) expresses the conserva-
tion of momentum. Boundary condition (1.1c) is the vacuum boundary condition, while (1.1d) is the
kinematic boundary condition stating that the boundary movement is tangential to the fluid particles.
In this article, we shall only consider ideal barotropic fluids, where the pressure depends only on
the density, expressed through the following equation of state
p = ργ , γ > 1, (1.2)
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where we have set the entropy constant to be 1. We additionally demand that the initial density satisfies
the physical vacuum boundary condition [16, 25]:
−∞ < ∂ c
2
s
∂n
∣∣∣
∂Ω(0)
< 0 (1.3)
where cs =
√
d
dρp(ρ) is the speed of the sound. We shall refer to the system of equations (1.1)–(1.3)
as the Euler system and denote it by Eγ .
Due to the inherent lack of smoothness of the enthalpy c2s at the vacuum boundary (implied by
the assumption (1.3)), a rigorous understanding of the existence of physical vacuum states in com-
pressible fluid dynamics has been a challenging problem. Only recently, a successful local-in-time
well-posedness theory for the Eγ system was developed in [5, 18] using the Lagrangian formulation of
the Euler system in the vacuum free boundary framework. The fundamental unknown is the flow map
ζ defined as a solution of the ordinary differential equations (ODE)
∂tζ = u ◦ ζ.
Very recently Sideris [41] constructed a special class of affine fluid motions1 that solve (1.1)–(1.3)
globally-in-time in the vacuum free boundary setting. The flow map and the velocity field of an affine
solution by definition take the form
ζA(t, x) = A(t)x, u(t, x) = A˙(t)A
−1(t)x, A(t) ∈ GL+(3). (1.4)
Plugging this ansatz into (1.1) one can effectively separate variables and discover a family of evolving
vacuum states of the form
ρA(t, x) = detA(t)
−1
[
(γ − 1)
2γ
(1− |A−1(t)x|2)
] 1
γ−1
, uA(t, x) = A˙(t)A
−1(t)x, (1.5)
whereby the flow matrix t→ A(t) solves the following Cauchy problem for a system of ODEs:
A¨(t) = detA(t)1−γA(t)−⊤, (1.6)
(A(0), A˙(0)) = (A0, A1) ∈ GL+(3)×M3×3. (1.7)
The density and the velocity field are both supported on a moving ellipse Ω(t) of the form A(t)Ω,
where Ω = B1(0) is the unit ball in R
3. We denote the set of such affine motions by S . Our main
theorem states that the elements of S are stable under small perturbations if γ ∈ (1, 53 ].
Ω(t) = A(t)Ω
Elements of S
1Affine motions are often used to understand a qualitative behavior in fluid mechanics, for instance see Majda [31].
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Theorem 1.1 (Global existence in the vicinity of affine motions). Assume that γ ∈ (1, 53 ]. Then small
perturbations of the expanding affine motions given by (1.5)–(1.7) give rise to unique globally-in-time
defined solutions of the Euler system Eγ . Moreover, their support expands at a linear rate and they
remain close to the underlying “moduli” space S of affine motions.
Remark 1.2. A precise statement of Theorem 1.1 specifying the function spaces and the notions of
“small” and “close” in the statement above is provided in Theorem 2.3.
Remark 1.3. Theorem 1.1 covers a range of adiabatic exponents of physical importance. The exponent
γ = 53 is commonly used in the description of a monatomic gas, γ =
7
5 corresponds to a diatomic gas,
and γ = 43 is often referred to as the radiative case.
Remark 1.4. As shown in [41], the affine motions exist even when γ > 53 . It would be interesting to
understand whether one can go beyond the γ = 53 threshold in our theorem. The assumption γ ≤ 53 is
certainly optimal for our method, as the case γ > 53 yields an anti-damping effect that can in principle
lead to an instability.
Remark 1.5. The theorem shows that in the forward time direction, in the vicinity of S the solution
naturally splits into an affine component (i.e. an element of S ) and a remainder, which as we shall
show, remains small due to the underlying expansion associated with the elements of S .
To the best of our knowledge, Theorem 1.1 is the first global-in-time existence result for non-affine
expanding solutions to the Euler system Eγ . These solutions are unique in the vacuum free boundary
framework, and they are simultaneously weak solutions in R3 obtained by extending ρ to 0 in the
vacuum region. In fact, Theorem 1.1 is consistent with another result of Sideris [40]: if the Euler
system Eγ admits global-in-time compactly supported solutions then the diameter of the support has
to grow at least linearly in time. In other words, supx∈Ω(t) |x| & t. The existence of such expanding
global-in-time solutions has been shown only recently [41] in the context of a finite parameter family of
affinemotionsS introduced above. One important novelty of our result is the introduction of a rigorous
mathematical framework that allows us to describe the nonlinear stable expansion phenomenon of the
Euler flows for all time around the set S . Theorem 1.1 provides an evidence that the expansion of the
gas at a linear rate is a mechanism that prevents the development of shock singularities2.
1.1 Existence theories for compressible Euler flows
We briefly review some existence theories of compressible flows, where we focus on the works most
relevant to our problem. We will not attempt to provide an exhaustive overview, but for more references
we refer the reader to [7].
It is well-known [7] that the system (1.1) is strictly hyperbolic if the density is bounded below
away from zero. In the absence of vacuum, the theory of symmetric hyperbolic systems developed
by Friedrichs-Lax-Kato applies and one can construct local-in-time smooth solutions, see for instance
Majda’s book [30]. These smooth solutions break down in a finite time for generic initial data, although
global-in-time classical solutions can exist for special initial data with cs sufficiently smooth and small,
see for instance Serre [37] and Grassin [11]. In particular, in two space dimensions there exist initial
data leading to so-called eternal solutions for all t ∈ R [38, 11]. The first proof of formation of sin-
gularities for classical Euler flow with a nonzero constant density at infinity was given by Sideris [39].
A similar result was obtained by Makino-Ukai-Kawashima [32] for smooth compactly supported dis-
turbance moving into vacuum. In an important work [3], Christodoulou gave a precise description of
2In the absence of free boundaries, gas expansion also plays an important role in the global results in [37, 11]. The full
nonlinear analysis of stabilizing effects of the fluid expansion in the context of general relativistic cosmological models was
initiated by Rodnianski & Speck [35] and extended further in [36, 26, 13, 34, 10]
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shock formation for irrotational relativistic fluids starting with small smooth initial data. We refer to
the work by Luk-Speck [27] for more recent developments in this direction. We remark that the above
results on singularity formation do not apply to the physical vacuum free boundary problem. In fact
Liu-Smoller [23] showed that the shock waves vanish at the vacuum and the singular behavior is rem-
iniscent of the centered rarefaction waves, which suggests that the vacuum has a regularizing effect in
that setting [25].
In the context of weak solutions it has been known since the work of DiPerna [8] and subsequently
Chen [1], Lions-Perthame-Souganidis [21] that the one-dimensional isentropic Euler system allows for
a globally defined notion of a weak solution. We mention that this theory requires the initial density
ρ0 to be strictly positive and supported uniformly away from zero, although a formation of vacuum
regions is not necessarily dynamically precluded. We note that for multi-dimensional flows there is no
entropy criterion that has so far been imposed so that the uniqueness of solutions is ensured and this
question is still open. Recent results of Chiodaroli-DeLellis-Kreml [2] show that the two-dimensional
compressible Euler system is in fact strongly ill-posed with respect to a commonly used notion of an
admissible weak solution.
In the framework of the vacuum free boundary, the existence theory depends strongly on the be-
havior of initial data (containing vacuum). When the sound speed cs is smooth across the vacuum
boundary, Liu-Yang [24] constructed local-in-time solutions to one-dimensional Euler system with
damping and showed that c2s cannot be smooth across the vacuum after a finite time. Our physical vac-
uum assumption (1.3) corresponds precisely to the requirement that cs is
1
2−Ho¨lder continuous across
the initial vacuum interface. Local-in-time existence theory for the Euler system with physical vacuum
was developed by Coutand-Shkoller [4, 5] and Jang-Masmoudi [15, 18], where substantial new ideas
with respect to prior works were introduced in order to handle the above mentioned vacuum degener-
acy. See also a subsequent work by Luo-Xin-Zeng [28]. On the other hand, if cs is Ho¨lder continuous
but does not satisfy the physical vacuum condition, some ill-posedness result can be found in [17]. In
this regime, a satisfactory theory is still far from being complete. We also mention the work by Lind-
blad [20] on the vacuum free boundary problem for compressible liquids when the fluid is in contact
with vacuum discontinuously, namely the density is positive at the vacuum boundary. For an elegant
discussion on the expansion of a gas in vacuum and a motivation for the introduction of the physical
vacuum condition (1.3) see also a recent work by Serre [38].
In the presence of damping, Liu [22] constructed explicit spherically symmetric self-similar solu-
tions that satisfy the physical vacuum condition and asymptotically converge to Barenblatt solutions of
the porous media equation. Liu conjectured that solutions of the Euler system with damping in vacuum
converge to solutions of the porous media equation. Huang-Marcati-Pan [14] established the conjecture
in the entropy solution framework, and in a recent work [29], Luo-Zheng justified the convergence for
one-dimensional Euler system with damping in the physical vacuum free boundary setting.
1.2 Methodology and plan of the paper
At the heart of our approach is an almost invariant action of GL+(3) on the solutions of the Euler
system Eγ . Namely, for any given (ρ,u) and A ∈ GL+(3) we consider a transformation
(ρ,u) 7→ (ρ˜, u˜) (1.8)
defined by
ρ(t, x) = detA−1ρ˜
(
detA
1−3γ
6 t, A−1x
)
(1.9)
u(t, x) = detA
1−3γ
6 Au˜
(
detA
1−3γ
6 t, A−1x
)
(1.10)
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It is straightforward to check that if (ρ,u) solve (1.1a)–(1.1b), then the pair (ρ˜, u˜) solves the following
generalized Euler system:
∂sρ˜+ div (ρ˜u˜) = 0 in Ω˜(s) ; (1.11a)
ρ˜ (∂su˜+ (u˜ · ∇)u˜) + Λ∇(ρ˜γ) = 0 in Ω˜(s) ; (1.11b)
where
Λ := detA
2
3A−1A−⊤, Ω˜(s) = A−1Ω(s), s = detA
1−3γ
6 t. (1.12)
Matrix Λ is clearly symmetric, positive definite and belongs to SL(3). Here A−⊤ is by definition the
transpose of the inverse of A. With respect to the original momentum equation (1.1b), a structural
novelty is the presence of the matrix Λ in (1.11b). We should stress here that a related similarity
transformation appears in [37].
In the special case when A is a conformal matrix (i.e. A(detA)−
1
3 ∈ SO(3)) Λ is the identity
matrix and the transformation (1.8) is an exact invariance. This invariance simply expresses the fact
that the problem possesses both a scaling and a rotational symmetry. Conformal case corresponds to
arbitrary compositions of these symmetries acting on the solution space of the Euler system Eγ .
A rich scaling freedom of compressible Euler equations is responsible for the presence of a finite
parameter family of global-in-time vacuum states discovered by Sideris [41]. We now proceed to
explain this in a little more detail, while the rigorous arguments can be found in Section 2. Since the
transformation (1.9)–(1.10) leaves the total mass M(ρ)(t) =
´
R3
ρ(t, x) dx unchanged we refer to it
as mass-critical. It is thus plausible to look for paths t 7→ A(t) ∈ GL+(3) that yield special solutions
of the Eγ-system of the form (1.9)–(1.10). After rescaling time and space according to the self-similar
change of variables
ds
dt
= detA(t)
1−3γ
6 , y = A(t)−1x (1.13)
we discover that the unknowns (ρ˜(s, y), u˜(s, y)) solve a new and more complicated looking system of
equations. However, after introducing a modified velocity
U = u˜−A−1Asy, (1.14)
the unknowns (ρ˜,U) in turn solve a system with a much more agreeable structure, reminiscent of Eγ .
The system takes a schematic form
∂sρ˜+ div (ρ˜U) = 0 (1.15)
∂sU+ (U · ∇)U+ F1(A,As)U+ γ
γ − 1Λ∇(ρ˜
γ−1) = F2(A,As, Ass)y, (1.16)
where Fi, i = 1, 2, are some explicitly given matrix-valued smooth functions (see Section 2.1) and
Λ = Λ(A) is defined in (1.12). For any δ > 0 we can find a special solution of (1.15)–(1.16) by setting
U = 0, γγ−1∇(ρ˜γ−1) = −δy and
F2(A,As, Ass) = −δΛ. (1.17)
A simple calculation shows that the equation (1.17) is just a restatement of the ODE (1.6) in the rescaled
time variable s and this way we rediscover all the the affine motions from [41]! This situation exhibits
a certain analogy to the work of Merle-Raphae¨l-Szeftel [33] wherein the stable self-similar behavior of
solutions to the slightly supercritical Schro¨dinger equation is investigated, see Remark 2.1
The question of stability of a given element of S reduces to a problem of nonlinear stability of a
particular steady state of (1.15)–(1.16) whereF2 is replaced by−δΛ andF1 is a prescribed s-dependent
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matrix-valued function. However, there are several caveats. First, the solutions of (1.6) blow-up in finite
s-time and therefore the self-similar time variable s is not well-suited for the study of stability. This
is related to the fact that the affine motions from S , even though of Type I3, are not self-similar with
respect to the rescaling (1.13), but instead the associated solutionsA(t) grow linearly in t independently
of γ > 1. We change to a new time scale τ
τ ∼t→∞ log t, (1.18)
which resolves the above issue and simultaneously elucidates the stabilizing effect of the expansion of
the background affine motion. In the new variables the τ -dependent coefficient F1 in (1.16) gives a
manifestly dissipative energy contribution in the range γ ∈ (1, 53 ) and suggests a possible nonlinear
stability mechanism. The logarithmic change of time-scale (1.18) is often used in the study of Type
I behavior and has been crucially exploited in authors’ work on stable expanding solutions for the
mass-critical Euler-Poisson system [12].
To turn the above strategy to a rigorous proof, we need a good well-posedness theory. Due to the
physical vacuum condition (1.3) the initial enthalpy is not smooth across the vacuum interface and
this makes the question of (even) local-in-time existence of solutions rather challenging. Only recently,
the problem of local-in-time well-posedness in the presence of the physical vacuum condition was fully
solved [5, 18]. At the core of both approaches is the use of Lagrangian coordinates which is particularly
convenient as the problem is automatically pulled back to a fixed domain. Our work draws especially on
the approach from [18] where a high-order energy method relying on only spatial differential operators
is developed.
In our case we work with a Lagrangian formulation of (1.15)–(1.16) with respect to the modified
velocityU, where the basic unknown is the flow map defined by the ODE
η˙(t, y) = U(t, η(t, y)) (1.19)
such that η ≡ y represents the expanding background solution. While the continuity equation (1.15) re-
tains the same form as (1.1a), the presence of the matrix Λ in the momentum equation (1.16) introduces
two important difficulties compared to the work [18]:
(i) Since the curl of the modified pressure term Λ∇(ρ˜γ−1) does not vanish, the curl of the velocity
field does not satisfy a simple transport equation, a crucial tool in implementing both strategies
in [5, 18];
(ii) It is a priori not obvious how to extract a positive definite energy contribution from (1.16).
To handle the first issue we note that an adapted Λ-curl operator defined via
[curlΛF]i := ǫijkΛ
s
jF
k,s (ǫijk is the usual permutation symbol)
annihilates the Λ-gradient Λ∇.4 Our key observation is that the Λ-curl of U satisfies a transport equa-
tion which at the top order decouples from the rest of the dynamics, allowing us to obtain “good”
estimates for the (Lagrangian pull-back of) Λ-curl of U. The perturbation around the steady state is
given by
θ(τ, y) := η(τ, y)− y.
3By definition, Type I self-similar solutions approach an equilibrium exponentially fast in the logarithmic time variable (1.18).
We refer to the review article [9] for a detailed discussion of this terminology.
4One could introduce a more geometric language so that curlΛ and Λ∇ are “natural” operators with respect to a given metric
structure, but for the sake of conciseness we choose not to.
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A simplified schematic form of the equation for θ is
wαeµ(γ)τ (∂ττθ+ c∂τθ) + (Λ∇)∗ F(w1+αDθ) = 0 in Ω = B1(0), (1.20)
where (Λ∇)∗ is the Lagrangian pull-back of Λ∇, F : M3×3 → R is a smooth function, µ(γ), c, α =
α(γ) > 0 given constants, and w : Ω → R is the equilibrium fluid enthalpy satisfying wα = ρA(0)
(initial density of the background expanding solution). See (2.57) for a precise version. Starting
from (1.20) we derive a high-order energy by integrating the equation against spatial derivatives of
Λ−1θτ . To resolve the issue (ii) mentioned above we crucially use the fact that Λ is a real symmetric
non-degenerate matrix depending only on τ . If ∂ denotes a generic high-order differential operator,
we apply it to the Λ-gradient term in (1.20) and use the Leibniz rule to isolate the leading order term.
After a suitable anti-symmetrization we can extract a coercive energy contribution at the expense of
creating a new top order term containing curl∗Λ(∂θ) where curl
∗
Λ is the Lagrangian pull-back of the op-
erator curlΛ. This procedure relies on a delicate algebraic structure of the top-order term and requires
diagonalizing the matrix Λ, see Lemma 4.3. The curl∗Λ in turn satisfies a “good” transport equation and
we are able to estimate it in terms of our natural high-order energy.
The leading order energy contribution associated with ∂τ -derivatives in (1.20) takes the following
schematic form
1
2
d
dτ
(
eµ(γ)τ‖w α2
√
Λ−1∂τθ‖2L2(Ω)
)
+ (c− 1
2
µ(γ))eµ(γ)τ‖w α2
√
Λ−1∂τθ‖2L2(Ω). (1.21)
As shown in Proposition 4.6, the analogue of the requirement c− 12µ(γ) ≥ 0 amounts to the condition
γ ≤ 53 which is assumed in Theorem 1.1. Similarly, an exponentially growing term eµ(γ)τ in (1.20)
acts as a medium for stabilization and we make crucial use of it in closing the high-order estimates.
After introducing a high-order weighted norm SN , we prove an energy inequality of the form
SN (τ) ≤ C0 + C
ˆ τ
0
e−µ∗τ
′SN (τ ′) dτ ′ for some µ∗ > 0. (1.22)
The constant C0 > 0 depends only on the initial data while the exponentially decaying factor inside
the integral reflects the presence of exponential-in-τ weights in (1.21). The basic technical tool in the
proof of (1.22) is the use of Hardy-Sobolev embeddings between weighted Sobolev spaces explained in
Appendix C. The global existence for sufficiently small perturbed initial data follows from a standard
continuity argument applied to (1.22).
Last but not least, it is important for our argument to use only spatial differential operators that do
not destroy the structure of the time weight in (1.20). If we use vector fields containing τ -derivatives,
we encounter unpleasant commutator terms stemming from the exponential weights in (1.20). By
employing the approach of Jang-Masmoudi [18] with a significant refinement as explained above, we
are able to control the high-order energy of spatial derivatives with powers of w as weights uniformly-
in-time, see the definition of our high-order norm (2.70). The key weighting pattern [18] is that every
normal derivative with respect to the boundary ∂Ω = S2 requires adding a multiple of the fluid enthalpy
w in the weight. If not for this weighting structure, it would be impossible to close the nonlinear energy
estimates, see Remark 4.5. This is consistent with the equation (1.20) and such weighted spaces relate
to the usual Sobolev spaces via Hardy-Sobolev embeddings, as laid out in Appendix C.
We conclude the introduction with the plan for the rest of the paper. In Section 2 we explain in de-
tail how the affine motions relate to the symmetries of Eγ-system, Section 2.1, and we then formulate
the stability problem and state the main result in Lagrangian coordinates, Sections 2.2–2.4. Vorticity
bounds are explained in Section 3, main energy estimates in Section 4, and proof of the main theorem
in Section 5. In Appendix A we summarize the properties of the background solution using the results
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from [41]. Appendix B contains the basic properties of commutators between various differential op-
erators used in the paper, while Appendix C contains the statements of frequently used Hardy-Sobolev
embeddings. In Appendix D, we give an alternative and equivalent formulation of the problem starting
from the Lagrangian coordinates.
2 Formulation and Main result
2.1 A self-similar rescaling
Motivated by an (almost) invariant transformation (1.9)–(1.10) we are seeking for a path
R+ ∋ t 7→ A(t) ∈ GL+(3)
of rescaling matrices such that the unknowns (ρ˜, u˜) defined by
ρ(t, x) = detA(s)−1ρ˜(s, y), (2.23)
u(t, x) = detA(s)
1−3γ
6 A(s)u˜(s, y), (2.24)
solve the Euler system Eγ . Here the new time and space coordinates s and y are given by
ds
dt
=
1
detA(t)
3γ−1
6
, y = A(t)−1x, (2.25)
motivated by the transformation (1.9)–(1.10). Introducing the notation
µ(s) := detA(s)
1
3 , (2.26)
a simple application of the chain rule transforms the equations (1.1a)–(1.1b) into
ρ˜s − 3µs
µ
ρ˜− (A−1Asy · ∇) ρ˜+ div (ρ˜u˜) = 0, (2.27)
∂su˜− 3γ − 1
2
µs
µ
u˜+A−1Asu˜+ (u˜ · ∇)u˜−A−1Asy · ∇u˜+ γ
γ − 1Λ∇(ρ˜
γ−1) = 0, (2.28)
where we recall that Λ(s) = detA(s)
2
3A(s)−1A(s)−⊤. A structural miracle of the new system (2.27)–
(2.28) is that it can be recast in a simpler form, close to the original Euler system Eγ . To that end we
introduce a modified velocity
U(s, y) := u˜(s, y) +B(s)y, (2.29)
where
B(s) := −A−1As, (2.30)
and note that
div
(
A−1Asy
)
= Tr
(
A−1As
)
= ∂s detA(s) detA(s)
−1 =
3µs
µ
. (2.31)
Then the system (2.27)–(2.28) can be rewritten as
∂sρ˜+ div (ρ˜U) = 0 (2.32)
∂sU+ (U · ∇)U +
(
−3γ − 1
2
µs
µ
Id− 2B(s)
)
U+
γ
γ − 1Λ∇(ρ˜
γ−1)
=
[
Bs +
(
−3γ − 1
2
µs
µ
Id−B
)
B
]
y, (2.33)
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where we used (2.31) in verifying (2.32).
For any given δ ∈ R we look for solutions (U, ρ˜, B) of (2.32)–(2.33) of the form
U = 0 in Ω, (2.34)
Bs +
(
−3γ − 1
2
µs
µ
Id−B
)
B = −δΛ, s ≥ 0, (2.35)
γ
γ − 1∇(ρ
γ−1) = −δy in Ω. (2.36)
Equation (2.36) is easy to solve and leads to the enthalpy profile w := ρ˜γ−1 given by
w(y) =
δ(γ − 1)
2γ
(
1− |y|2) , y ∈ Ω, (2.37)
where we consider only the case δ > 0 to ensure that the physical vacuum condition (1.3) holds true.
Equation (2.34) gives
u(s, y) = A−1Asy. (2.38)
Interestingly, equation (2.35) does not posses globally defined solutions in the s-variable; instead we
must rescale back to the original time variable t. Recalling that dtds = detA
3γ−1
6 and (2.30) we can
re-express (2.35) as a differential equation for A(t). Note that
Bs = − detA
3γ−1
6 ∂t(A
−1At detA
3γ−1
6 )
= detA
3γ−1
3 A−1AtA
−1At − detA
3γ−1
3 A−1Att +
3γ − 1
6
detA
3γ−1
3
∂t detA
detA
= B2 +
3γ − 1
2
µs
µ
B − detA 3γ−13 Att.
Therefore, from (2.35) and the definition of Λ it follows that
− detA 3γ−13 A−1Att = −δ detA 23A−1A−⊤,
which is equivalent to
Att = δ detA
1−γA−⊤. (2.39)
We have recovered (1.6) (modulo a harmless parameter δ > 0). This is exactly the ODE describing
the affine motion of a fluid blob from [41]. By Theorem 6 [41] for any γ > 1, δ > 0 there exists a
global-in-t solution to (2.39), and the family of solutions (U, ρ˜, B) comprises all the affine motions
constructed by Sideris in [41]. We observe that the space of all such solutions denoted by S forms a
finite-parameter family parametrized by the choice of the parameter δ and the initial conditions for the
ODE (2.39),
(A0, A1, δ) ∈ GL+(3)×M3×3 × R+.
Here the parameter δ > 0 dictates the total mass of the gas. From (2.37), one can easily see that the
total mass can be viewed as a function of δ for any fixed γ > 1. In particular, since δ > 0 is arbitrary,
any positive finite total mass is allowed for the expansion of the gas.
Remark 2.1. In [33] stable self-similar behavior of solutions to the slightly supercritical Schro¨dinger
equation is investigated. There the analogue of the key transformation (2.29) leads to a reformulation of
the nonlinear Schro¨dinger equation, analogous to (2.32)–(2.33). In the setting of [33] explicit formula
for self-similar solutions is not available, but the new formulation is ideally suited for the study of
their existence and stability. The modified velocity U defined by (2.29) differs from u˜ by an affine
transformation in analogy to the quantity Pb from [33] which arises by a suitable “conformal” change
of variables honoring the symmetries of the nonlinear Schro¨dinger equation.
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2.2 Lagrangian formulation
Let us fix an element ofS given by the triple (ρA, uA, A), where (ρA,uA) are given by (1.5) andA ∈
GL+(3) is a unique solution to the initial value problem (1.6)–(1.7). Note that these solutions are fixed
by a choice of free parameters (A0, A1, δ) as described above and it is in one-to-one correspondence
with solutions to (2.32)–(2.33) given by the triple
U = 0, w(y) =
δ(γ − 1)
2γ
(1− |y|2), B(s) = −A−1As, (2.40)
where we recall (2.25) for the definition of s and the relationship
ρ˜ = wα, α :=
1
γ − 1 .
Upon decomposing
A = µO, µ = detA
1
3 , O ∈ SL(3) (2.41)
we see that
B(s) = −µ−1O−1(µsO + µOs) = −µs
µ
Id− Γ, Γ := O−1Os. (2.42)
To study the stability of the steady state given (2.40) we shall reformulate the problem in Lagrangian
coordinates. Letting
Ω := B1(0)
be the unit ball in R3, we introduce η : Ω → Ω˜(s) as a flow map associated with the renormalized
velocity fieldU :
ηs(s, y) = U(s, η(s, y)), (2.43)
η(0, y) = η0(y), (2.44)
where η0 : Ω→ Ω˜(0) is a sufficiently smooth diffeomorphism to be specified later. To pull-back (2.32)-
(2.33) to the fixed domain Ω, we introduce the notation
A := [Dη]−1 (Inverse of the Jacobian matrix), (2.45)
J := det[Dη] (Jacobian determinant), (2.46)
f := ρ˜ ◦ η (Lagrangian density), (2.47)
V := U ◦ η (Lagrangian modified velocity), (2.48)
a := J A (Cofactor matrix). (2.49)
From A [Dη] = Id, one can obtain the differentiation formula for A and J :
∂A ki = −A kℓ ∂ηℓ,s A si ; ∂J = J A sℓ ∂ηℓ,s
for ∂ = ∂τ or ∂ = ∂i, i = 1, 2, 3. Here we have used the Einstein summation convention and the
notation F,k to denote the k
th partial derivative of F . Both expressions will be used throughout the
paper.
It is well-known [5, 18] that the continuity equation (2.32) reduces to the relationship
fJ = f0J0.
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We choose η0 such that w = (f0J0)γ−1 where w is given in (2.37). For given initial density function
ρ0 so that ρ0/ρA is smooth, the existence of such η0 follows from the Dacorogna-Moser theorem [6].
As a consequence the Lagrangian density can be expressed as
f = wαJ −1 (2.50)
where we recall that α = 1γ−1 .We remark that this specific choice of η0 (gauge fixing) is important for
our analysis; η0 being the identity map corresponds to the background expanding solution, η0 measures
how the initial density is distributed with respect to the background equilibrium, and hence it provides
a natural framework for stability analysis around the identity map.
Using (2.42) equation (2.33) takes the following form in Lagrangian coordinates:
ηss +
5− 3γ
2
µs
µ
ηs + 2Γηs + δΛη +
γ
γ − 1ΛA
⊤∇(fγ−1) = 0 (2.51)
which can be expressed in the component form [5, 18]
wα
(
∂ssηi − 5− 3γ
2
b∂sηi + 2Γij∂sηj + δΛijηj
)
+ Λij(w
1+αA kj J
− 1
α ),k = 0. (2.52)
Since in the s-time variable the matrix B(s) blows up in finite time, we introduce a new time variable
τ via
dτ
ds
= detA
3γ−3
6 = µ
3γ−3
2 or equivalently
dτ
dt
=
1
µ
. (2.53)
Since µ grows linearly in t by results from [41] (see Lemma A.1), the new time τ grows like log t as
t→∞ and therefore corresponds to a logarithmic time-scale with respect to the original time variable
t. Equation (2.51) takes the form
µ3γ−4 (µηττ + µτητ + 2µΓ
∗ητ ) + δΛη +
γ
γ − 1ΛA
⊤∇(fγ−1) = 0, (2.54)
where
Γ∗ = O−1Oτ .
In coordinates, for any i ∈ {1, 2, 3} it reads
wαµ3γ−4
(
µ∂ττηi + µτ∂τηi + 2µΓ
∗
ij∂τηj
)
+ δwαΛiℓηℓ + (w
1+αΛijA
k
j J
− 1
α ),k = 0. (2.55)
Defining the perturbation
θ(τ, y) := η(τ, y)− y (2.56)
equation (2.55) takes the form:
wαµ3γ−3
(
∂ττθi +
µτ
µ
∂τθi + 2Γ
∗
ij∂τθj
)
+ δwαΛiℓθℓ +
(
w1+αΛij
(
A kj J
− 1
α − δkj
))
,k = 0,
(2.57)
equipped with the initial conditions
θ(0, y) = θ0(y), θτ (0, y) = V(0, y) = V0(y), (y ∈ Ω = B1(0)) . (2.58)
We will use both θτ = ∂τθ andV to denote the velocity field throughout the paper.
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Remark 2.2. The Lagrangian formulation (2.43)–(2.44) uses the modified velocityU to define the flow
map η; this is a coherent strategy as we identifiedU as a natural perturbed velocity around the set S
of Sideris’ affine motions in Eulerian coordinates. We remark that the order of this derivation can be
reversed. We can start with the Lagrangian formulation of the Eγ-system using the original velocity u
and a flow map ζ, wherein the affine motions are identified as solutions of the form ζ(t, y) = A(t)y as
in (1.4). By suitably conjugating the flow map ζ byA(t)−1 and introducing the time rescaling (2.53) we
can arrive at (2.54) and subsequently (2.57). See Appendix D for such a derivation. However, we have
decided on presenting the formulation derived from Eulerian coordinates as it links the symmetries of
the Eγ-system to the existence of affine motions and provides a systematic approach to the question of
global existence of solutions in their vicinity without any symmetry assumptions.
2.3 Notation
Lie derivative of the flow map and modified vorticity. For vector-fields F : Ω → R3, we introduce
the Lie derivatives: full gradient along the flow map η
[∇ηF]ir := A sr Fi,s (2.59)
the divergence
divηF := A
s
ℓ F
ℓ,s , (2.60)
the modified curl-operator
[curlΛA F]
i
:= ǫijk(ΛA )
s
jF
k,s= ǫijkΛjmA
s
mF
k,s , (2.61)
(where ǫijk is the standard permutation symbol) and the anti-symmetric curl matrix
[CurlΛA F]
i
j := ΛjmA
s
mF
i,s−ΛimA smFj ,s (2.62)
We will also use DF, divF, curlF to denote its full gradient, its divergence, and its curl:
[DF]ij = F
i,j ; divF = F
ℓ,ℓ ; [curlF]
i
= ǫijkF
k,j , i, j = 1, 2, 3.
Function spaces. For any given integer k ∈ N, a function f : Ω → R and any smooth non-negative
function ϕ : Ω→ R+ we introduce the notation
‖f‖2k,ϕ :=
ˆ
Ω
ϕwk|f(y)|2 dy. (2.63)
For vector-fields F : Ω→ R3 or 2-tensorsT : Ω→M3×3 we analogously define
‖F‖2k,ϕ :=
3∑
i=1
‖Fi‖2k,ϕ, ‖T‖2k,ϕ :=
3∑
i,j=1
‖Tij‖2k,ϕ. (2.64)
In this paper we will always choose the weight function ϕ to be either ψ or 1− ψ where ψ : B1(0)→
[0, 1] is a smooth cut-off function satisfying
ψ = 0 on B 1
4
(0) and ψ = 1 on B1(0) \B 3
4
(0). (2.65)
It will allow us to localize the estimates to two different regions of the domain Ω.
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Angular gradient. For any f ∈ H1(Ω) we define the angular gradient /∇ as the projection of the usual
gradient onto the plane tangent to the sphere of constant (t, r). In other words
/∇f(y) = ∇f(y)− y
r
(
y
r
· ∇)f(y) = ∇f(y)− y
r
∂rf(y), (2.66)
where ∂r :=
y
r · ∇ and r = |y|. For i ∈ {1, 2, 3} we can evaluate the components of /∇i using (2.66):
/∇i =
yj(yj∂i − yi∂j)
r2
. (2.67)
The angular gradients (2.67) are the natural, geometric tangential gradients near the boundary of our
domain and they will be crucially used in the analysis. For the commutation rules between /∇ and other
vector fields, see Lemma B.1.
For any multi-index β = (β1, β2, β3) ∈ Z3≥0 and any a ∈ Z≥0 we introduce the following differ-
ential operator
∂ar /∇β := ∂ar /∇β11 /∇β22 /∇β33 . (2.68)
Similarly for any multi-index ν = (ν1, ν2, ν3) ∈ Z3≥0we denote
∂ν := ∂ν1y1∂
ν2
y2∂
ν3
y3 , (2.69)
where ∂yi , i = 1, 2, 3 denote the usual Cartesian derivatives.
2.4 Main theorem in Lagrangian coordinates
To state the main theorem in our modified Lagrangian coordinates, we first introduce the high-order
weighted Sobolev norm that measures the size of the deviation θ. For anyN ∈ N, let
SN (θ,V)(τ) = SN (τ)
:=
∑
a+|β|≤N
sup
0≤τ ′≤τ
{
µ3γ−3
∥∥∥∂ar /∇βV∥∥∥2
a+α,ψ
+
∥∥∥∂ar /∇βθ∥∥∥2
a+α,ψ
+
∥∥∥∇η∂ar /∇βθ∥∥∥2
a+α+1,ψ
+
∥∥∥divη∂ar /∇βθ∥∥∥2
a+α+1,ψ
}
+
∑
|ν|≤N
sup
0≤τ ′≤τ
{
µ3γ−3 ‖∂νV‖2α,1−ψ + ‖∂νθ‖2α,1−ψ + ‖∇η∂νθ‖2α+1,1−ψ + ‖divη∂νθ‖2α+1,1−ψ
}
(2.70)
Additionally we introduce another high-order quantity measuring the modified vorticity of V which is
a priori not controlled by the norm SN (τ):
BN [V](τ) :=
∑
a+|β|≤N
sup
0≤τ ′≤τ
∥∥∥CurlΛA ∂ar /∇βV∥∥∥2
a+α+1,ψ
+
∑
|ν|≤N
sup
0≤τ ′≤τ
‖CurlΛA ∂νV‖2α+1,1−ψ .
(2.71)
We also define the quantity BN [θ] analogously, with θ instead ofV in the definition (2.71).
We are now ready to state our main result.
13
Theorem 2.3 (Nonlinear stability of affine motions). Assume that γ ∈ (1, 53 ] or equivalently α ∈
[ 32 ,∞). Let N ≥ 2⌈α⌉ + 12 be fixed. Let (A0, A1, δ) ∈ GL+(3) ×M3×3 × R+ be a given triple
parametrizing an affine motion A(τ) from the set S and let
µ(τ) = (detA(τ))
1
3 , Λ(τ) = detA(τ)
2
3A(τ)−1A(τ)−⊤,
µ0 :=
3γ − 3
2
µ1, µ1 := lim
τ→∞
µτ (τ)
µ(τ)
. (2.72)
Then there exists an ε0 > 0 such that for any 0 ≤ ε ≤ ε0 and (θ0,V0) satisfying SN (θ0,V0) +
BN(V0) ≤ ε, there exists a global-in-time solution to the initial value problem (2.57)–(2.58) and a
constant C > 0 such that
SN (θ,V)(τ) ≤ Cε, 0 ≤ τ <∞, (2.73)
and
BN [V](τ) ≤
{
Cεe−2µ0τ if 1 < γ < 53
Cε(1 + τ2)e−2µ0τ if γ = 53
, 0 ≤ τ <∞. (2.74)
Furthermore, there exists a constant C∗ > 0 such that∑
a+|β|≤N
‖∂ar /∇βV‖1+α+a,ψ +
∑
|ν|≤N
‖∂νV‖1+α,1−ψ ≤ C∗
√
εe−µ0τ ,
(2.75)
and a τ -independent asymptotic attractor θ∞ such that
lim
τ→∞

 ∑
a+|β|≤N
∥∥∥∂ar /∇βθ(τ, ·)− ∂ar /∇βθ∞(·)∥∥∥
a+α,ψ
+
∑
|ν|≤N
‖∂νθ(τ, ·)− ∂νθ∞(·)‖α,1−ψ

 = 0.
(2.76)
Remark 2.4. The exponential-in-τ decay stated in (2.75) implies an algebraic decay statement in t-
variable with an upper bound C∗(1+t)µ0 for some C∗ > 0. Note that the larger γ ∈ (1, 53 ] is, the faster
the equilibration rate is. The same applies to the vorticity decay in (2.74) except for γ = 53 where we
get
ln(1+t)
(1+t) instead of
1
1+t .
Remark 2.5. The assumption N ≥ 2⌈α⌉ + 12 = 2⌈ 1γ−1⌉ + 12 is not an optimal lower bound for
the number of derivatives necessary to prove Theorem 2.3. We have not tried to find an optimal N , as
we are primarily interested in displaying the phenomenology and developing a robust approach to the
construction of global-in-time solutions to the Eγ-system. We do observe that the larger γ ∈ (1, 53 ] is,
the less smoothness is required in our norm.
Remark 2.6 (Constants µ0 and µ1). As a simple consequence of the ODE analysis in [41], the limit
defining µ1 in the statement of the theorem is well-defined, see Lemma A.1 for more details. Note that
by definition (2.70) of SN , we have that∑
a+|β|≤N
‖∂ar /∇βV‖1+α+a,ψ +
∑
|ν|≤N
‖∂νV‖1+α,1−ψ . e−µ0τSN (τ) 12 . (2.77)
Bound (2.77) will be commonly used in our analysis. We also observe that for any γ ∈ (1, 53 ] the
inequality 0 < µ0 = µ0(γ) ≤ µ1 holds with equality if and only if γ = 53 .
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Remark 2.7 (Initial density ρ0). Note that the density ρ0 of the initial gas configuration relates to the
density of the background affine motion via the composition
ρ0(x) = ρA((ζA(0) ◦ η0)−1(x)) det[D(ζA(0) ◦ η0)]−1,
where the transformation η0 : Ω → Ω(0) is very close to the identity map and ζA is the flow map
associated with the affine motion (1.4).
Local well-posedness
The local-well-posedness of (2.57)–(2.58) follows from an adaption of the argument in [18]. In fact, the
method developed in [18] ensures the well-posedness upon having a good a priori estimates for the full
energy and the curl energy of the Euler equations via a duality argument. Although (2.57) is different
from the Euler equations due to the presence of the time weights such as Λ (note that these weights are
prescribed functions independent of the solutions), the estimates in Section 3 and Section 4, which will
be obtained through several new ideas, give rise to the desired bounds on the energy functionals SN
(2.70) and BN (2.71) that are sufficient to apply the methodology of [18] by using SN and BN :
Theorem 2.8 (Local well-posedness [18]). Let N ≥ 2⌈α⌉ + 12 be given. Then for given initial data
(θ0,V0) with SN (θ0,V0)+BN(V0) <∞, there exists a T > 0 and a unique solution (θ(τ),V(τ)) :
Ω → R3 × R3 for each τ ∈ [0, T ] to (2.57)–(2.58) such that SN (θ,V)(τ) + BN [V](τ) ≤
2(SN (θ0,V0) + BN (V0)) for all τ ∈ [0, T ]. Moreover, the map [0, T ] ∋ τ 7→ SN (τ) ∈ R+ is
continuous.
For the rest of the article, we will use this well-posedness result to guarantee the existence of a
unique solution (θ,V) : Ω→ R3×R3 with SN (θ,V) +BN [V] <∞ on a finite interval [0, T ] where
T > 0 is fixed.
A priori assumptions
It is convenient to make the following a priori assumptions:
SN (τ) < 1
3
(2.78)
as well as
‖A − Id‖W 1,∞(Ω) <
1
3
, ‖Dθ‖W 1,∞(Ω) <
1
3
, ‖J − 1‖W 1,∞(Ω) <
1
3
(2.79)
for each τ ∈ [0, T ] where T > 0 is fixed. The latter assumption ensures the non-degeneracy of the
flow map. For an ε0 ≪ 1 in Theorem 2.3 the assumptions (2.78) and (2.79) are initially true, and by
the local well-posedness theory they remain true on some short time interval. By means of a continuity
argument we will show in the proof of Theorem 2.3 (Section 5) that our a-priori assumptions are in fact
improved, thereby justifying them in the first place.
3 Vorticity estimates
In this section we exploit an effective decoupling in the modified Euler system (2.57) which allows
us to bound the modified vorticity tensors CurlΛA V and CurlΛA θ in terms of the high-order norm
SN . The main result of this section is given in Proposition 3.3, but to achieve it we first prove a lemma
which demonstrates the abovementioned decoupling and gives us a simplified formula for the modified
vorticity.
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Lemma 3.1. Let (θ,V) : Ω → R3 × R3 be a unique solution to (2.57)–(2.58) defined on some time
interval [0, T ]. For any τ ∈ [0, T ] the modified vorticity tensors CurlΛA V and CurlΛA θ satisfy
CurlΛA V(τ) =
µ(0)CurlΛA V(0)
µ
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]Vdτ
′ − 2
µ
ˆ τ
0
µCurlΛA (Γ
∗
V) dτ ′ (3.80)
and
CurlΛA θ(τ) = CurlΛA θ(0) + µ(0)CurlΛA V(0)
ˆ τ
0
1
µ(τ ′)
dτ ′ +
ˆ τ
0
[∂τ ,CurlΛA ]θ(τ
′) dτ ′
+
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)[∂τ ,CurlΛA ]V dτ
′′ dτ ′ −
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)CurlΛA (Γ
∗
V) dτ ′′ dτ ′
(3.81)
Proof. Recalling thatV = θτ , equation (2.54) is best rewritten in the form
µ3γ−3
(
Vτ +
µτ
µ
V + 2Γ∗V
)
+
γ
γ − 1Λ∇η(f
γ−1) + δΛη = 0 (3.82)
Recalling the definition (2.62), apply CurlΛA to (3.82) and obtain
µ3γ−3
(
CurlΛA Vτ +
µτ
µ
CurlΛA V+ 2CurlΛA (Γ
∗
V)
)
+ δCurlΛA Λη = 0 (3.83)
Note that
CurlΛA Λη = 0
and therefore (3.83) gives
CurlΛA Vτ +
µτ
µ
CurlΛA V + 2CurlΛA (Γ
∗
V) = 0 (3.84)
To obtain the identities (3.80) and (3.81) we shall integrate (3.84) with respect to τ . We rewrite the
first term as
CurlΛA Vτ = ∂τ (CurlΛA V)− [∂τ ,CurlΛA ]V (3.85)
where
[∂τ ,CurlΛA ]F
k
j = ∂τ (ΛjmA
s
m)F,
k
s −∂τ (ΛkmA sm)F,js (3.86)
We may therefore rewrite (3.84) in the form
∂τ (µCurlΛA V) = µ[∂τ ,CurlΛA ]V − 2µCurlΛA (Γ∗V) . (3.87)
Integrating (3.87) in τ we obtain (3.80). Using the commutator formula again we may write (3.80) in
the form
∂τCurlΛA θ(τ) =
µ(0)CurlΛA V(0)
µ
+ [∂τ ,CurlΛA ]θ
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]Vdτ
′ − 2
µ
ˆ τ
0
µCurlΛA (Γ
∗
V) dτ ′ (3.88)
and therefore (3.81) follows by integrating the previous identity in τ .
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Lemma 3.2. Let (θ,V) : Ω → R3 × R3 be a unique solution to (2.57)–(2.58) defined on some time
interval [0, T ] and satisfying the a priori assumptions (2.78)–(2.79). Then for any τ ∈ [0, T ]∑
a+|β|≤N
∥∥∥ [∂ar /∇β ,CurlΛA ]V(τ)∥∥∥2
1+α+a,ψ
+
∑
|ν|≤N
∥∥∥ [∂ν ,CurlΛA ]V(τ)∥∥∥2
1+α,1−ψ
. e−2µ0τSN (τ) (1 + P (SN (τ))) (3.89)∑
a+|β|≤N
∥∥∥ [∂ar /∇β ,CurlΛA ] θ(τ)∥∥∥2
1+α+a,ψ
+
∑
|ν|≤N
∥∥∥ [∂ν ,CurlΛA ] θ(τ)∥∥∥2
1+α,1−ψ
. SN (0) + κSN (τ) + (1 + P (SN (τ)))
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′ (3.90)
where the polynomial P is of degree at least 1, 0 < κ ≪ 1 is a small constant, and µ0 is defined
in (2.72).
Proof. Proof of (3.89). Recall that[
∂ar /∇β ,CurlΛA
]
V
k
i = ∂
a
r /∇β
(
CurlΛA V
k
i
)− CurlΛA (∂ar /∇βV)ki
= ∂ar /∇β
(
ΛimA
s
mV
k,s−ΛkmA smVi,s
)− (ΛimA sm(∂ar /∇βV)k,s−ΛkmA sm(∂ar /∇βV)i,s )
= Λkm
(
A sm(∂
a
r /∇βV)i,s−∂ar /∇β(A smV)i,s )
)
− Λim
(
A sm(∂
a
r /∇βV)k,s−∂ar /∇β(A smVk,s )
)
(3.91)
As the two summands appearing on the right-most side above behave identically from the point-of-view
of derivative count, we will restrict our attention only to the second term. Applying the Leibniz rule,
A sm(∂
a
r /∇βV)k,s−∂ar /∇β(A smVk,s ) = − ∂ar /∇βA smVk,s︸ ︷︷ ︸
=:A
−
∑
1≤a′+|β′|≤N−1
a′≤a,β′≤β
∂a
′
r /∇β
′
A sm∂
a−a′
r /∇β−β
′
V
k,s−A sm[∂ar /∇β, ∂s]Vk︸ ︷︷ ︸
=:B
(3.92)
where [∂ar /∇β , ∂s] stands for the commutator defined in (B.170). Terms A and B are the two highest-
order terms on the right-hand side of (3.92). To estimate A, we use formulas (B.168) (when β =
(0, 0, 0)) and otherwise (B.169). Assume without loss of generality that β 6= (0, 0, 0) since the other
case can be done analogously. By (B.169) for some ℓ ∈ {1, 2, 3} we have
A = −A kj (∂ar /∇βθj),m A mi Vk,s︸ ︷︷ ︸
=:A1
−A kr [∂ar /∇β−eℓ , ∂m] /∇ℓθsA mi
−Vk,s
( ∑
0<a′+|β′|≤a+|β|
β′≤β−eℓ
ca′β′∂
a′
r /∇β
′
(A kj A
m
i )∂
a−a′
r /∇β−eℓ−β
′ (
/∇ℓθj
)
,m+∂
a
r /∇β−eℓ
(
A kj [∂m, /∇ℓ]θjA mi
) )
.
(3.93)
Note that
‖A1‖21+α+a,ψ . ‖DV‖2L∞(Ω)‖∇η∂ar /∇
β
θ‖21+α+a,ψ
. e−2µ0τ (SN (τ))2 (1 + P (SN (τ))) , (3.94)
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where we have used (C.175) to bound ‖DV‖L∞(Ω) by a constant multiple of e−µ0τ
√
SN (τ) and the
a priori bounds (2.79). The remaining terms on the right-hand side of (3.93) are estimated using the
standard Moser type estimates in conjunction with Proposition C.2 and formula (B.170). The estimates
for termB and the remaining terms in (3.92) rely on the formula (B.170) and Proposition C.2. Namely,
recalling (B.170) we have the following schematic formula for B :
B = A sm
a+|β|∑
ℓ=0
∑
a′+|β′|=ℓ
a′≤a+1
Csa′,β′,ℓ∂
a′
r /∇β
′
V
k,
for some universal functions Csa′,β′,ℓ, smooth away from the origin. Therefore
‖B‖21+α+a,ψ . e−2µ0τSN (τ).
Summing the above estimates we conclude that all the ‖ · ‖1+α+a,ψ-norms on the left-hand side
of (3.89) are bounded by the right-hand side. An entirely analogous strategy can be applied to
‖ · ‖1+α,1−ψ-norms to conclude the proof.
Proof of (3.90). Using the formula (3.91) with θ instead of V, in analogy to (3.92) we reduce the
problem to estimating the ‖ · ‖1+α+a,ψ-norm of the expression
A sm(∂
a
r /∇βθ)k,s−∂ar /∇β(A smθk,s ) = − ∂ar /∇βA smθk,s︸ ︷︷ ︸
=:Aθ
−
∑
1≤a′+|β′|≤N−1
a′≤a,β′≤β
∂a
′
r /∇β
′
A sm∂
a−a′
r /∇β−β
′
θ
k,s−A sm[∂ar /∇β , ∂s]θk︸ ︷︷ ︸
=:Bθ
, (3.95)
We illustrate the proof by estimating the term Aθ. Estimating θ
k,s in L
∞ norm and using the
fundamental theorem of calculus we obtain
‖Aθ‖21+α+a,ψ . ‖∂ar /∇βA ‖21+α+a,ψ‖Dθ‖2L∞(Ω)
. ‖∂ar /∇βA ‖21+α+a,ψ
(
‖Dθ0‖L∞(Ω) +
ˆ τ
0
‖DV‖L∞(Ω)
)2
. SN (τ)
(
SN (0) +
(ˆ τ
0
e−µ0τ
′
√
SN (τ ′) dτ ′
)2)
. SN (τ)
(
SN (0) +
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′
)
,
where we have used the Hardy-Sobolev embedding ‖DV‖L∞(Ω) . e−µ0τ
√
SN (τ) in the second-
to-last estimate, and the Cauchy-Schwarz inequality in the last line. We have also used the already
established fact ‖∂ar /∇βA ‖21+α+a,ψ . SN (τ) which has been explained in the proof of (3.89). We
leave out the details for the remaining terms in (3.95) as they follow similarly.
Proposition 3.3 (The vorticity estimates). Let (θ,V) : Ω → R3 × R3 be a unique solution to (2.57)–
(2.58) defined on some time interval [0, T ] and satisfying the a priori assumptions (2.78)–(2.79). Then
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for any τ ∈ [0, T ]
BN [V](τ) .
{
e−2µ0τ
(SN (0) + BN(0))+ e−2µ0τSN (τ) if 1 < γ < 53
e−2µ0τ
(SN (0) + BN(0))+ (1 + τ2)e−2µ0τSN (τ) if γ = 53 . (3.96)
BN [θ](τ) . SN (0) + BN(0) + κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′ (3.97)
where 0 < κ≪ 1 is a small constant, µ0 is defined in (2.72), and BN(V), BN [θ] are defined in (2.71).
Proof. Proof of (3.96). Applying ∂ar /∇β to (3.80) we obtain
CurlΛA ∂
a
r /∇βV =
µ(0)∂ar /∇βCurlΛA V(0)
µ
+
[
∂ar /∇β ,CurlΛA
]
V
+
1
µ
ˆ τ
0
µ∂ar /∇β [∂τ ,CurlΛA ]Vdτ ′ −
2
µ
ˆ τ
0
µ∂ar /∇βCurlΛA (Γ∗V) dτ ′. (3.98)
We shall exploit the exponential-in-τ growth of µ to show that for any pair of indices a+ |β| ≤ N the
left-hand side satisfies a “good” bound in L2-sense. Note that by definition (2.70) of SN it immediately
follows that ∥∥∥∥∥µ(0)∂
a
r /∇βCurlΛA V(0)
µ
∥∥∥∥∥
2
1+α+a,ψ
. e−2µ1τ (SN (0) + BN(0)), (3.99)
where we used the exponential growth (A.155) of µ. The second term on the right-hand side of (3.98)
is bounded by Lemma 3.2. Concerning the third term on the right-hand side of (3.98), by (3.86) we
have
∂ar /∇β [∂τ ,CurlΛA ]Vkj = ∂ar /∇β
(
∂τ (ΛjmA
s
m)V,
k
s −∂τ (ΛkmA sm)V,js
)
.
Schematically speaking both terms inside the parenthesis on the right-hand side behave the same way
from the point of view of derivative count. It is therefore sufficient to restrict our attention to one term
only. Note that
∂ar /∇β
(
∂τ (ΛjmA
s
m)V,
k
s
)
= ∂ar /∇β
[
(∂τΛjmA
s
m + Λjm∂τA
s
m)V,
k
s
]
= ∂τΛjm
(
∂ar /∇βA smV,ks +A sm∂ar /∇βV,ks
)
+ Λjm
(
∂ar /∇β∂τA smV,ks +∂τA sm∂ar /∇βV,ks
)
+
∑
1≤a′+|β′|≤N−1
Ca′,β′
(
∂τΛjm∂
a′
r /∇β
′
A sm + Λjm∂
a′
r /∇β
′
∂τA
s
m
)
∂a−a
′
r /∇β−β
′
V
k,s (3.100)
From the point of view of derivative count we may schematically rewrite the first two terms on the
right-most side in the form
∂τΛ ∂
a
r /∇βDθDV︸ ︷︷ ︸
=:C1
+ ∂τΛDη ∂
a
r /∇βDV︸ ︷︷ ︸
=:C2
+ΛDV ∂ar /∇βDV︸ ︷︷ ︸
=:C3
(3.101)
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For the term C1, observe that
ˆ
Ω
ψw1+α+a
1
µ2
∣∣∣ ˆ τ
0
µ∂τΛ ∂
a
r /∇βDθDV dτ ′
∣∣∣2 dx
. e−2µ1τ
ˆ
Ω
ψw1+α+a
∣∣∣ˆ τ
0
∣∣∣eµ1τ ′∂τΛ ∂ar /∇βDθDV∣∣∣ dτ ′∣∣∣2 dx
. e−2µ1τ sup
0≤τ ′≤τ
ˆ
Ω
ψw1+α+a|∂ar /∇βDθ|2
∣∣∣ˆ τ
0
|eµ1τ ′ |∂τΛDV| dτ ′
∣∣∣2 dx
. e−2µ1τ sup
0≤τ ′≤τ
(
‖∂ar /∇βDθ‖21+α+a,ψ
) ∣∣∣ˆ τ
0
eµ1τ
′ |∂τΛ| e−µ0τ
′
(SN (τ ′)) 12 dτ ′
∣∣∣2
. e−2µ1τ (SN (τ))2 (3.102)
where we used Proposition C.2 to bound ‖DV‖L∞(Ω) by e−µ0τ ′(SN (τ ′)) 12 , the sharp exponential
behavior (A.155) of µ(τ), and the exponential decay (A.157) of |Λτ |.
To estimate the ‖ ·‖1+α+a,ψ-norm of term C2 in (3.101) we first note that the expression ∂ar /∇βDV
contains one too many derivative to belong to our energy space. To resolve this difficulty, we must
integrate-by-parts in τ first. Observe that
1
µ
ˆ τ
0
µ∂τΛDη ∂
a
r /∇βDVdτ ′ =
1
µ
(
µ∂τΛDη ∂
a
r /∇βDθ
) ∣∣τ
0
(3.103)
− 1
µ
ˆ τ
0
µ(
µτ
µ
∂τΛDη + ∂ττΛDη + ∂τΛDV) ∂
a
r /∇βDθ dτ ′.
Applying now the same line of reasoning as in the case of termC1, using thereby the exponential decay
of ∂τΛ and ∂ττΛ as stated in Lemma A.1 we arrive at
‖ 1
µ
ˆ τ
0
µ∂τΛDη ∂
a
r /∇βDVdτ ′‖21+α+a,ψ . e−2µ1τSN (0) +
(
(1 + τ2)e−2µ1τ +Q(τ)
)SN (τ)
(3.104)
where
Q(τ) =


e−4µ0τ if 1 < γ < 43
τ2e−4µ0τ if γ = 43
e−2µ1τ if 43 < γ ≤ 53
.
The first τ2 on the right-hand side of (3.104) comes from estimating | ´ τ0 µτ∂τΛdτ ′|2 and Q(τ) from
estimating | ´ τ
0
µ∂ττΛdτ
′|2 corresponding to the first two terms in the τ integral in the right-hand side
of (3.103).
The estimate for the error term C3 from (3.101) is more subtle. Quantity |Λ| does not decay ex-
ponentially but is merely bounded. Therefore when estimating 1µ(τ)
´ τ
0 µ(τ
′)C3(τ
′) dτ ′ in L∞τ -norm,
we must proceed with more caution. As in the above, since the expression ∂ar /∇βDV contains one too
many derivative to belong to our energy space, we integrate-by-parts. As a result
1
µ
ˆ τ
0
µΛDV ∂ar /∇βDVdτ ′ =
1
µ
[
µΛDV ∂ar /∇βDθ
]τ
0
− 1
µ
ˆ τ
0
µ(
µτ
µ
ΛDV + ∂τΛDV + ΛDVτ ) ∂
a
r /∇βDθ dτ ′. (3.105)
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The ‖ · ‖1+α+a,ψ-norm of the first term on the right-hand side of (3.105) is obviously bounded by
µ−1SN (0) + ‖DV‖L∞(Ω)(SN (τ))
1
2 . e−µ1τSN (0) + e−µ0τSN (τ)
where we used the Hardy-Sobolev embeddings of Appendix C to obtain ‖DV‖L∞(Ω) .
e−µ0τ (SN (τ)) 12 . By the sharp exponential behavior (A.155) of µ we have∣∣∣ 1
µ
ˆ τ
0
µτΛDV∂
a
r /∇βDθ dτ ′
∣∣∣ . sup
0≤τ ′≤τ
|∂ar /∇βDθ|e−µ1τ
ˆ τ
0
eµ1τ
′‖DV‖L∞(Ω) dτ ′
. sup
0≤τ ′≤τ
|∂ar /∇βDθ|(SN (τ))
1
2 e−µ1τ
ˆ t
0
e(µ1−µ0)τ
′
dτ ′︸ ︷︷ ︸
=:L
Note that
L .
{
e−µ0τ if 1 < γ < 53
τe−µ0τ if γ = 53
because µ0 = µ1 when γ =
5
3 . Therefore
‖ 1
µ
ˆ τ
0
µτΛDθ∂
a
r /∇βDθ dτ ′‖21+α+a,ψ .
{
e−2µ0τ (SN (τ))2 if 1 < γ < 53
τ2e−2µ0τ (SN (τ))2 if γ = 53
The remaining two terms inside the integral on the right-hand side of (3.105) can be estimated similarly.
The only difference is that after integrating-by-parts in τ one τ -derivative will fall on DV in the third
term on the right-hand side of (3.105). Since DVτ is a priori not in our energy space, we must use
equation (2.57) to expressVτ in terms ofV and purely spatial derivatives of θ. The rest of the proof is
then analogous and we obtain
‖ 1
µ
ˆ τ
0
µ(τ ′)C3(τ
′) dτ ′‖21+α+a,ψ .
{
e−2µ0τSN (τ) if 1 < γ < 53
(1 + τ2)e−2µ0τSN (τ) if γ = 53
. (3.106)
The lower-order remainder appearing as the last term on the right-hand side of (3.100) is straightfor-
ward to estimate using the above ideas, Moser-type estimates, Proposition C.2, Lemma A.1, and the
definition of SN :∥∥∥ ∑
1≤a′+|β′|≤N−1
Ca′,β′
(
∂τΛjm∂
a′
r /∇β
′
A sm + Λjm∂
a′
r /∇β
′
∂τA
s
m
)
∂a−a
′
r /∇β−β
′
V
k,s
∥∥∥2
1+α+a,ψ
. e−2µ0τSN (τ) (1 + P (SN (τ))) (3.107)
where P is a polynomial of degree at least 1. By (2.78), it is in turn bounded by e−2µ0τSN (τ).
From (3.102)–(3.107) and by using µ0 ≤ µ1 and (2.78), we conclude that
‖ 1
µ
ˆ τ
0
µ∂ar /∇β [∂τ ,CurlΛA ]Vdτ ′‖21+α+a,ψ .
{
e−2µ0τSN (τ) if 1 < γ < 53
(1 + τ2)e−2µ0τSN (τ) if γ = 53
. (3.108)
In an entirely analogous fashion we can estimate the last term on the right-hand side of (3.98) to
conclude
‖ 2
µ
ˆ τ
0
µ∂ar /∇βCurlΛA (Γ∗V) dτ ′‖21+α+a,ψ .
{
e−2µ0τSN (τ) if 1 < γ < 53
(1 + τ2)e−2µ0τSN (τ) if γ = 53
. (3.109)
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Combining (3.98)–(3.99), Lemma 3.2, bounds (3.108)–(3.109), and Proposition 4.2 we obtain (3.96).
Proof of (3.97). Applying ∂ar /∇β to (3.81) we obtain
CurlΛA ∂
a
r /∇βθ = ∂ar /∇βCurlΛA θ(0) + µ(0)∂ar /∇βCurlΛA V(0)
ˆ τ
0
1
µ(τ ′)
dτ ′
+
[
∂ar /∇β ,CurlΛA
]
θ+
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ar /∇β[∂τ ,CurlΛA ]Vdτ ′′ dτ ′
−
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ar /∇βCurlΛA (Γ∗V) dτ ′′ dτ ′. (3.110)
The ‖ · ‖1+α+a,ψ norm of the first two terms on the right-hand side of (3.110) is bounded by a
constant multiple of SN (0) + BN(0) since ´ τ0 1µ(τ ′) dτ ′ is bounded uniformly-in-τ due to the expo-
nential growth of µ(τ). The term ‖
[
∂ar /∇β ,CurlΛA
]
θ‖1+α+a,ψ is bounded by Lemma 3.2. To bound
the fourth term on the right-hand side of (3.110) we use the Cauchy-Schwarz inequality and (3.108) to
obtain∥∥∥ ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ar /∇β [∂τ ,CurlΛA ]Vdτ ′′ dτ ′
∥∥∥2
1+α+a,ψ
.
ˆ
Ω

ˆ τ
0
(1 + τ ′)2
µ(τ ′)
dτ ′
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
(ˆ τ ′
0
µ(τ ′′)∂ar /∇β [∂τ ,CurlΛA ]Vdτ ′′
)2
dτ ′

w1+α+aψ dx
.
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)∂ar /∇β [∂τ ,CurlΛA ]Vdτ ′′
∥∥∥2
1+α+a,ψ
dτ ′
.
ˆ τ
0
e−µ0τSN (τ ′) dτ ′,
where the last bound follows from a minor adaptation of the argument leading to (3.108). Using the
Cauchy-Schwarz inequality and (3.109) instead, we analogously show that the last term on the right-
hand side of (3.110) satisfies
∥∥∥ ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ar /∇βCurlΛA (Γ∗V) dτ ′′ dτ ′
∥∥∥2
1+α+a,ψ
.
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′
From the above estimates, the desired bound for supτ∈[0,T ]
∑
a+|β|≤N ‖CurlΛA ∂ar /∇
β
θ‖21+α+a,ψ
in (3.97) is obtained. A completely analogous argument yields the remaining bound on∑
|ν|≤N ‖ [∂ν ,CurlΛA ]θ‖21+α+a,1−ψ and this concludes the proof of the proposition.
4 Energy estimates
4.1 High-order energies
The high-order energy that emerges naturally from the problem is intricate and a priori different from
the high-order norm SN . Nevertheless, they are equivalent as we shall establish shortly. Before we
give the precise expression for the energy functional, we first identify some important quantities.
Recall that Λ (1.12) is a positive symmetric matrix with the determinant 1 and therefore it is diago-
nalisable:
Λ = P⊤QP, P ∈ SO(3), Q = diag(d1, d2, d3) (4.111)
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where P ∈ SO(3) is the orthogonal matrix that diagonalizes Λ and di > 0 are the eigenvalues of Λ.
We then define Ma,β and Nν as the P−conjugates of∇η∂ar /∇βθ and∇η∂νθ:
Ma,β := P ∇η∂ar /∇βθP⊤ and Nν := P ∇η∂νθP⊤ (4.112)
for any (a, β), 0 ≤ a + |β| ≤ N and ν, 0 ≤ |ν| ≤ N respectively. By denoting the standard inner
product of two vectors in R3 by 〈·, ·〉:
〈u, v〉 = u⊤v = v⊤u for any u, v ∈ R3
we define the high-order energy functional:
EN (θ,V) = EN (τ)
=
1
2
∑
a+|β|≤N
ˆ
Ω
ψ
[
µ3γ−3
〈
Λ−1∂ar /∇βV, ∂ar /∇βV
〉
+ δ
〈
Λ−1∂ar /∇βθ, ∂ar /∇βθ
〉 ]
wa+α
+ ψJ −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Ma,β)
j
i
)2
+ 1α
(
divη∂
a
r /∇βθ
)2 ]
wa+α+1 dy
+
1
2
∑
|ν|≤N
ˆ
Ω
(1− ψ)
[
µ3γ−3
〈
Λ−1∂νV, ∂νV
〉
+ δ
〈
Λ−1∂νV, ∂νV
〉 ]
wα
+ (1− ψ)J − 1α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1α (divη∂
ν
θ)
2
]
w1+α dy (4.113)
Note that when a+ |β| = 0 and |ν| = 0, the sum of the two integrals above produces the zeroth order
energy that does not depend on the cutoff function ψ.
Remark 4.1. Since the eigenvalues di(τ), i = 1, 2, 3 are strictly positive for all τ ≥ 0 and bounded
from above and below uniformly-in-τ by Lemma A.1 the ratios didj are strictly positive and uniformly
bounded from above and below for all τ ≥ 0.
We also introduce the dissipation functional:
DN (V) = DN (τ) = 5− 3γ
2
µ3γ−3
µτ
µ
ˆ
Ω
[
ψ
∑
a+|β|≤N
〈
Λ−1∂ar /∇βV, ∂ar /∇βV
〉
wa+α
+ (1− ψ)
∑
|ν|≤N
〈
Λ−1∂νV, ∂νV
〉
wα
]
dy
Note that DN (V) ≥ 0 for γ ≤ 53 .
Proposition 4.2 (Equivalence of norm and energy). Let (θ,V) : Ω → R3 × R3 be a unique solution
to (2.57)–(2.58) defined on some time interval [0, T ] and satisfying the a priori assumptions (2.78)–
(2.79). Then there exist constants C1, C2 > 0 depending only on A0, A1, δ such that
C1SN (τ) ≤ sup
0≤τ ′≤τ
EN (τ ′) ≤ C2SN (τ). (4.114)
Proof. The proof is a simple consequence of the definitions of SN , EN and uniform boundedness of
the matrix Λ and its eigenvalues, see Lemma A.1.
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4.2 Energy identities
Before we derive the fundamental energy identity, we shall need the following lemma, which captures
the key algebraic structure necessary for the extraction of a positive-definite energy.
Lemma 4.3. Let (θ,V) : Ω → R3 × R3 be a unique solution to (2.57)–(2.58) defined on some time
interval [0, T ]. Then for any (a, β), 0 ≤ a + |β| ≤ N , and a multi-index ν, |ν| ≤ N , the following
identities hold:
Λℓj(∇η∂ar /∇βθ)ijΛ−1im(∇η∂ar /∇
β
θ)mℓ,τ =
1
2
d
dτ

 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2

+ Ta,β (4.115)
Λℓj(∇η∂νθ)ijΛ−1im(∇η∂νθ)mℓ,τ =
1
2
d
dτ

 3∑
i,j=1
did
−1
j (Nν)
j
i )
2

+ Tν (4.116)
where Ma,β and Nν are defined in (4.112) and the error terms Ta,β and Tν are given by
Ta,β = −1
2
3∑
i,j=1
d
dτ
(
did
−1
j
)
((Ma,β)
j
i )
2 − Tr (QMa,βQ−1 (∂τPP⊤M⊤a,β + M⊤a,βP∂τP⊤))
(4.117)
Tν = −1
2
3∑
i,j=1
d
dτ
(
did
−1
j
)
((Nν)
j
i )
2 − Tr (QNνQ−1 (∂τPP⊤N ⊤ν + N ⊤ν P∂τP⊤)) . (4.118)
Proof. For any matrix τ 7→ M(τ) let M˜ = PMP⊤ where P ∈ SO(R3) is the orthogonal matrix
introduced in (4.111). We then have the following identity
Tr
(
ΛMΛ−1M⊤τ
)
= Tr
(
Q(PMP⊤)Q−1PM⊤τ P
⊤
)
= Tr
(
QM˜Q−1∂τM˜
⊤
)
− Tr
(
QM˜Q−1
(
∂τPP
⊤M˜⊤ + M˜⊤P∂τP
⊤
))
=
1
2
d
dτ
3∑
k,ℓ=1
(dkd
−1
ℓ M˜
2
kℓ)−
1
2
3∑
k,ℓ=1
d
dτ
(
dkd
−1
ℓ
)
M˜2kℓ
− Tr
(
QM˜Q−1
(
∂τPP
⊤M˜⊤ + M˜⊤P∂τP
⊤
))
. (4.119)
The matrix identity (4.119) is a simple algebraic manipulation, where we used the identity
PM⊤τ P
⊤ = ∂τ (PM
⊤P⊤)− ∂τPM⊤P⊤ − PM⊤∂τP⊤
= ∂τ (M˜
⊤)− ∂τPP⊤M˜⊤ − M˜⊤P∂τP⊤
but it allows us to extract a positive-definite energy quantity modulo a small error term. Applying
(4.119) toM = ∇η∂ar /∇βθ, we have
ΛℓjΛ
−1
im(∇η∂ar /∇
β
θ)ij(∇η∂ar /∇βθ)mℓ,τ = (Λ(∇η∂ar /∇βθ))ℓi(Λ−1∂τ (∇η∂ar /∇βθ)⊤)iℓ
=
1
2
d
dτ

 3∑
i,j=1
did
−1
j ((Ma,β)
j
i )
2

− 1
2
∑
ij
d
dτ
(
did
−1
j
)
((Ma,β)
j
i )
2
− Tr (QMa,βQ−1 (∂τPP⊤M⊤a,β + M⊤a,βP∂τP⊤)) (4.120)
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where we recall the definitions of Ma,β and Nν given in (4.112). This proves (4.115) and the proof
of (4.116) is completely analogous.
The next lemma reveals how vector fields ∂r and /∇i, i = 1, 2, 3, commute with the degenerate
(spatial) differential operator coming from the pressure gradient term in the momentum equation. This
commutation lemma in particular provides a clue as to why the strength of the weights used in our norm
scales proportionally to the number of spatial derivatives used.
Lemma 4.4. Let q ∈ R+ be given. Then for a given 2-tensorT : Ω → M3×3 and any i, j ∈ {1, 2, 3}
the following commutation identities hold
∂r
[
1
wq
(w1+qTki ),k
]
=
1
w1+q
(w2+q∂rT
k
i ),k +Cq+1i [T], (4.121)
/∇j
[
1
wq
(w1+qTki ),k
]
=
1
wq
(w1+q /∇jTki ),k +Cqij [T], (4.122)
where the commutators Cq+1i [T] and Cqij [T] are given as follows:
Cq+1i [T] =
(
∂rw − w
r
)
/∇kTki + (1 + q)∂rw,k Tki (4.123)
Cqij [T] = w
(
yj /∇k
r2
+
δkjr
2 − ykyj
r3
∂r
)
T
k
i + (1 + q) /∇jw,k Tki for j = 1, 2, 3. (4.124)
Proof. Note that
∂r
[
1
wq
(w1+qTki ),k
]
= ∂r
[
wTki ,k +(1 + q)w,k T
k
i
]
= w∂rT
k
i ,k +∂rwT
k
i ,k +(1 + q)w,k ∂rT
k
i + (1 + q)∂rw,k T
k
i
= w(∂rT
k
i ),k +(2 + q)w,k ∂rT
k
i + w[∂r , ∂k]T
k
i + ∂rwT
k
i ,k −w,k ∂rTki + (1 + q)∂rw,k Tki
=
1
w1+q
(w2+q∂rT
k
i ),k −
w
r
/∇kTki + ∂rwTki ,k −w,k ∂rTki + (1 + q)∂rw,k Tki
Since ∂r =
y
r · ∇ and w = δ2(1+α) (1− |y|2) = δ2(1+α) (1 − r2), we deduce
∂rwT
k
i ,k−w,k ∂rTki = ∂rw /∇kTki
which finishes the proof of (4.121). Using /∇jw = 0, we obtain
/∇j
[
1
wq
(w1+qTki ),k
]
= /∇j
[
wTki ,k +(1 + q)w,k T
k
i
]
= w /∇jTki ,k +(1 + q)w,k /∇jTki + (1 + q) /∇jw,k Tki
= w( /∇jTki ),k +w[ /∇j , ∂k]Tki + (1 + q)w,k /∇jTki + (1 + q) /∇jw,k Tki
=
1
wq
(w1+q /∇jTki ),k +Cqij [T]
where we used the commutator formula (B.165) and the definition (4.124).
Remark 4.5. The commutators appearing in the previous lemma consist of lower order terms with
respect to both the number of derivatives and the strength of weights in w. Even though the term
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∂rw /∇kTki appearing in the expression Cq+1i (4.123) is potentially very dangerous as it looses a factor
ofw, it is nevertheless of lower order because it contains the termTki with purely tangential derivatives.
Additionally all the coefficients appearing in the commutators in Lemma 4.4 are smooth in the annulus
1
4 ≤ r ≤ 1 where the commutation formulas (4.121)–(4.122) will be actually applied.
Proposition 4.6. Let (θ,V) : Ω → R3 × R3 be a unique solution to (2.57)–(2.58) defined on some
time interval [0, T ] and satisfying the a priori assumptions (2.78)–(2.79). Then for any τ ∈ [0, T ] the
following energy inequality holds:
EN (τ) +
ˆ τ
0
DN (τ ′) dτ ′ . SN (0) + BN [θ](τ) +
ˆ τ
0
(SN (τ ′)) 12 (BN [V](τ ′)) 12 dτ ′
+ κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′)dτ ′ (4.125)
where 0 < κ≪ 1 is a small constant and the constant µ0 is defined in (2.72).
Proof. To simplify notations, we shall denote by R any lower order error term satisfying an estimate
of the form ∣∣∣ˆ τ
0
ˆ
Ω
R dx dτ ′
∣∣∣ . SN (0) + κSN (τ) + ˆ τ
0
e−µ0τ
′SN (τ ′)dτ ′. (4.126)
Step 1. Zeroth order estimate. We start with a + |β| = 0 and |ν| = 0. In this case, there is no
need to obtain two separate estimates by using the cutoff function ψ. Multiply (2.57) by Λ−1im∂τθ
m and
integrate over Ω to obtain
ˆ
Ω
wα
(
µ3γ−3∂ττθi + µ
3γ−4µτ∂τθi + 2µ
3γ−3Γ∗ij∂τθj + δΛiℓθℓ
)
Λ−1im∂τθ
mdy
+
ˆ
Ω
(
w1+αΛij
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τθ
mdy = 0.
The first integral can be rewritten as
1
2
d
dτ
(
µ3γ−3
ˆ
Ω
wα〈Λ−1∂τθ, ∂τθ〉dy + δ
ˆ
Ω
wα|θ|2dy
)
+
5− 3γ
2
µ3γ−4µτ
ˆ
Ω
wα〈Λ−1∂τθ, ∂τθ〉dy
−µ
3γ−3
2
ˆ
Ω
wα〈∂τΛ−1∂τθ, ∂τθ〉dy + 2µ3γ−3
ˆ
Ω
wα〈Λ−1∂τθ,Γ∗∂τθ〉dy
For the second integral, by divergence theorem (integration by parts) and by using the following iden-
tities
A kj J
− 1
α − δkj = (A kj − δkj )J −
1
α + δkj (J
− 1
α − 1)
A kj − δkj = A kl δlj −A kl [Dη]lj = A kl (δlj − [Dy]lj − [Dθ]lj) = −A kl [Dθ]lj
we obtain
−
ˆ
Ω
w1+αΛij
(
A kj J
− 1
α − δkj
)
Λ−1im∂τθ
m,k dy
=
ˆ
Ω
w1+αJ −
1
αΛijA
k
l θ
l,j Λ
−1
im∂τθ
m,k dy −
ˆ
Ω
w1+α(J −
1
α − 1)∂τθk,k dy
=: (i) + (ii)
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Now for (i), by rewriting Λij = Λipδ
j
p = ΛipA
j
l η
l,p= Λip(A jp + A
j
l θ
l,p ), we have
(i) =
ˆ
Ω
w1+αJ −
1
αΛipA
j
p θ
ℓ,j Λ
−1
imA
k
ℓ ∂τθ
m,k dy +
ˆ
Ω
w1+αJ −
1
αΛipA
j
l θ
l,p A
k
ℓ θ
ℓ,j Λ
−1
im∂τθ
m,k dy
=
ˆ
Ω
w1+αJ −
1
αΛℓj [∇ηθ]ijΛ−1im [∇η∂τθ]mℓ dy +
ˆ
Ω
w1+αJ −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im [∇η∂τθ]mℓ dy
+
ˆ
Ω
w1+αJ −
1
αA jl θ
l,m A
k
ℓ θ
ℓ,j ∂τθ
m,k dy
=: (i)1 + (i)2 + (i)3.
By Lemma 4.3, we rewrite the first term
(i)1 =
1
2
d
dτ
ˆ
Ω
w1+αJ −
1
α
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy +
ˆ
Ω
w1+αJ −
1
α T0,0dy
+
1
2α
ˆ
Ω
w1+αJ −
1
α
−1Jτ
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy
The first term contributes to the energy. The second term contains τ−derivative of P or di from T0,0
decaying exponentially fast and the third term containsDθτ from Jτ , and therefore they are bounded
by e−µ0τSN (τ). Now the term (i)2 contributes to the second right-hand side term in (4.125). The term
(i)3 is bounded by e
−µ0τSN (τ).
For (ii), we first note that
J = det[Dη] = det[Id+Dθ] = 1 + Tr[Dθ] +O(|Dθ|2).
By writing 1−J − 1α = 1αTr[Dθ] +RJ where RJ = O(|Dθ|2), we deduce that
|(ii)| . e−µ0τSN (τ)
To be consistent with the definition of our energy EN , we may recover the zeroth order divergence
energy in EN by adding the following identity
1
2
d
dτ
1
α
ˆ
Ω
w1+αJ −
1
α |divηθ|2dy = 1
2α
ˆ
Ω
w1+α
(
∂τ (J
− 1
α )|divηθ|2 + J − 1α ∂τ (|divηθ|2)
)
dy
where the right-hand side is clearly bounded by e−µ0τSN (τ) due to the presence of τ−derivatives of
θ. This complete the zeroth order estimate.
Step 2. High order estimates. In order to obtain high order estimates, we will need to deal with
degeneracy caused by vacuum and having correct weights and commuting with right vector fields near
the boundary is important. This is why we invoke the cutoff function ψ to localize the difficulty. We
focus on getting the estimates of EN involving ψ. Here we will crucially use Lemma 4.4.
Let (a, β) where a+ |β| ≥ 1 be given. We first rewrite (2.57) as
µ3γ−4
(
µ∂ττθi + µτ∂τθi + 2µΓ
∗
ij∂τθj
)
+ δΛiℓθℓ +
1
wα
(
w1+αΛij
(
A kj J
− 1
α − δkj
))
,k= 0.
(4.127)
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We apply ∂ar /∇β to (4.127) by using (4.121) and (4.122) and multiply the resulting equation by the
cutoff function ψ:
ψµ3γ−4
(
µ∂ττ∂
a
r /∇βθi + µτ∂τ∂ar /∇βθi + 2µΓ∗ij∂τ∂ar /∇βθj
)
+ δψΛiℓ∂
a
r /∇βθℓ
+ ψ
1
wα+a
(
w1+α+aΛij∂
a
r /∇β
(
A kj J
− 1
α − δkj
))
,k = −ψRa,βi , (4.128)
where the error terms Ra,βi can be written inductively as follows. For any given index β with |β| = n
we represent it as β = bn := (bn, ..., b1), bi ∈ {1, 2, 3} so that bn = (bn, bn−1) and b1 = (b1). Then
for a = 0 we have the following inductive formula forRa,βi
R0,b1i = Cαib1 [A J −
1
α − Id]
R0,bni = Cαibn [ /∇
bn−1
(A J −
1
α − Id)] + /∇bnR0,b
n−1
i for n ≥ 2
where Cαij [·] is defined in (4.124) and we recall that α = 1γ−1 . Now in general for a ≥ 1, by setting
R0,0 = 0, we have
Ra,βi = Cα+ai [∂a−1r /∇
β
(A J −
1
α − Id)] + ∂rRa−1,βi
where Cα+1i [·] is defined in (4.123). Note that Ra,βi is a lower order term in the sense that it satisfies
the error estimate
‖Ra,βi ‖2a+α,ψ . SN
(
(1 + P (SN )) , (4.129)
where P is a polynomial of order at least 1. The proof follows from the Proposition C.2. See also
Remark 4.5.
We will now derive the energy estimates from (4.128). Multiplying (4.128) by
wα+aΛ−1im∂τ∂
a
r /∇βθm and integrating over Ω we arrive at
1
2
d
dτ
(
µ3γ−3
ˆ
Ω
ψwα+a〈Λ−1∂ar /∇βV, ∂ar /∇βV〉 dy + δ
ˆ
Ω
ψwα+a |∂ar /∇βθ|2 dy
)
+
5− 3γ
2
µ3γ−3
µτ
µ
ˆ
Ω
ψwα+a 〈Λ−1∂ar /∇βV, ∂ar /∇βV〉dy
− 1
2
µ3γ−3
ˆ
Ω
ψwα+a
〈[
∂τΛ
−1 − 4Λ−1Γ∗] ∂ar /∇βV, ∂ar /∇βV〉 dy
+
ˆ
Ω
ψ
(
w1+α+aΛij∂
a
r /∇β
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τ∂
a
r /∇βθm dy
=
ˆ
Ω
ψwα+aRia,βΛ−1im∂ar /∇
β
θ
m
τ dy. (4.130)
Note that
∂τΛ
−1 − 4Λ−1Γ∗ = ∂τ (O⊤O)− 4O⊤OO−1Oτ = −∂τΛ−1 + 2(O⊤τ O −O⊤Oτ ),
where the orthogonal matrix O is defined in (2.41). Since (O⊤τ O − O⊤Oτ )⊤ = −(O⊤τ O − O⊤Oτ ),
the third line of (4.130) reduces to
1
2
µ3γ−3
ˆ
Ω
ψwα+a
〈
∂τΛ
−1∂ar /∇βV, ∂ar /∇βV
〉
dy.
28
Hence, all lines except the fourth one in the left-hand side of (4.130) are written in desirable forms.
The fourth line will give rise to the full gradient energy at the expense of a top order term, which will
contain the favorable CurlΛA -component. To see this, we start with the following key formula [18]:
∂(A kj J
− 1
α ) = −J− 1αA kℓ A sj ∂ηℓ,s− 1αJ −
1
αA kj A
s
ℓ ∂η
ℓ,s (4.131)
where ∂ is either ∂i, i = 1, 2, 3, or ∂ = ∂τ . This formula is still valid for ∂r or /∇i if we write the
formula with more care:
X(A kj J
− 1
α ) = −J − 1αA kℓ A sj X(ηℓ,s )− 1αJ −
1
αA kj A
s
ℓ X(η
ℓ,s )
forX ∈ X where X = {∂i, /∇j , ∂r}i,j=1,2,3. We also note that
X(ηℓ,s ) = X(y
ℓ,s+θ
ℓ,s ) = X(θ
ℓ,s ) = (Xθ
ℓ),s+[X, ∂s]θ
ℓ, X ∈ X , (4.132)
where [X, ∂s] is given in Lemma B.1. Hence, for any multi-index (a, β) so that a+ |β| > 0, we have
the identity
Λij∂
a
r /∇β(A kj J −
1
α − δkj )
= −Λij
(
J −
1
αA kℓ A
s
j ∂
a
r /∇βθℓ,s+ 1αJ −
1
αA kj A
s
ℓ ∂
a
r /∇βθℓ,s
)
+ Ca,β,ki (θ)
= −J − 1αA kℓ
(
ΛijA
s
j ∂
a
r /∇βθℓ,s−ΛℓjA sj ∂ar /∇βθi,s
)
−J − 1αA kℓ ΛℓjA sj ∂ar /∇βθi,s
− 1αJ −
1
αΛijA
k
j A
s
ℓ ∂
a
r /∇βθℓ,s+Ca,β,ki (θ) (4.133)
= −J − 1αA kℓ [CurlΛA ∂ar /∇βθ]ℓi −J −
1
αA kℓ Λℓj [∇η∂ar /∇βθ]ij
− 1αJ −
1
αΛijA
k
j divη(∂
a
r /∇βθ) + Ca,β,ki (θ).
All that matters in our determination of the lower order commutator Ca,β,ki is that for any choice of
i, k ∈ {1, 2, 3} its schematic form is given by
Ca,β,ki (θ) =
∑
g∈Ga,β
Cg(∂θ)
∏
{(ai,βi)}∈Ga,β
∂air /∇βiθ, (4.134)
where the setGa,β denotes the set of all decompositions into finite sequences of pairs {(ai, βi)}i=1,...,m
such that
∑m
i=1(ai + |βi|) < a + |β|, βi ≤ β for all i = 1, . . . ,m, and Cg(·) are some smooth
universal functions on the exterior of any ball around the origin r = 0. Such a decomposition is a
simple consequence of the Leibniz rule and the commutator properties given in Lemma B.1. Using
Proposition C.2 and the standard Moser inequalities we obtain the bound
‖Ca,β,ki (θ)‖2α+a,ψ + ‖DCa,β,ki (θ)‖21+α+a,ψ . SN (τ). (4.135)
For the sake of completeness we briefly explain the proof of the above estimate. Without loss of
generality assume that a1+|β1| = maxi=1,....m{ai+|βi|}. Then for any j = 2, . . . ,m, aj+|βj| ≤ [N2 ]
and therefore by Proposition C.2, estimate (C.174), we have the bound
m∏
j=2
‖waj∂ajr /∇βjθ‖L∞(Ω) . SN (τ)
m−1
2 . (4.136)
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Therefore, using the Cauchy-Schwarz inequality, the definition of SN , decomposition (4.134) we con-
clude that
‖Ca,β,ki (θ)‖2α+a,ψ . SN (τ)
as claimed. A similar bound using (C.175) leads to the second inequality in (4.135). We now
plug (4.133) into the last term on the left-hand side of (4.130) and after integration by parts we ob-
tain
ˆ
Ω
ψ
(
w1+α+aΛij∂
a
r /∇β
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τ∂
a
r /∇βθm dy
=
ˆ
Ω
ψw1+α+aJ −
1
α
(
A kℓ [CurlΛA ∂
a
r /∇βθ]ℓi + A kℓ Λℓj[∇η∂ar /∇βθ]ij + 1αΛijA kj divη(∂ar /∇
β
θ)
)
Λ−1im∂τ
(
∂ar /∇βθm
)
,k dy
+
ˆ
Ω
ψ,k w
1+α+aJ −
1
α
(
A kℓ [CurlΛA ∂
a
r /∇βθ]ℓi + A kℓ Λℓj [∇η∂ar /∇βθ]ij + 1αΛijA kj divη(∂ar /∇
β
θ)
)
Λ−1im∂τ∂
a
r /∇βθm dy
+
ˆ
Ω
ψ
(
w1+α+aCa,β,ki
)
,k Λ
−1
im∂τ∂
a
r /∇βθm dy (4.137)
=: I1 + I2 + I3.
The rest of the proof will be devoted to the estimation of I1, I2 and I3.
Estimation of I3 in (4.137). By the Cauchy-Schwarz inequality and (A.157), the last integral I3 above
satisfies the bound∣∣∣ˆ τ
0
ˆ
Ω
ψ
(
w1+α+aCa,β,ki
)
,k Λ
−1
im∂τ∂
a
r /∇βθm dydτ ′
∣∣∣
.
ˆ τ
0
‖∂ar /∇βVm‖1+α+a,ψ
(
‖Ca,β,ki (θ)‖α+a,ψ + ‖DCa,β,ki ‖1+α+a,ψ
)
dτ ′
.
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′, (4.138)
where we used the definition of SN and (4.135).
Estimation of I2 in (4.137). We now explain the second-to-last integral I2 on the right-hand side
of (4.137). Note that ψ,k is supported in B 3
4
(0) \ B 1
4
(0) and it is not bounded by ψ, and there-
fore the integral cannot be controlled by using only ψ norms. On B 3
4
(0) \ B 1
4
(0), however, ∂ar /∇βθ
and ∂ar /∇βV can be expressed in terms of cartesian derivatives ∂ν of θ andV for |ν| ≤ a+ |β|. Hence
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we use both norms involving ψ and 1− ψ to control the integral:∣∣∣ˆ τ
0
ˆ
B 3
4
(0)\B 1
4
(0)
ψ,k w
1+α+aJ −
1
α
(
A kℓ [CurlΛA ∂
a
r /∇βθ]ℓi + A kℓ Λℓj[∇η∂ar /∇βθ]ij + 1αΛijA kj divη(∂ar /∇
β
θ)
)
Λ−1im∂τ∂
a
r /∇βθm dy dτ ′
∣∣∣
.
ˆ τ
0
‖Dψ‖L∞(Ω)
(
‖∂ar /∇βVm‖α+a,ψ‖∇η∂ar /∇βθ‖1+α+a,ψ +
∑
|ν|≤a+|β|
‖∂νV‖α,1−ψ
∑
|ν|≤a+|β|
‖∇η∂νθ‖1+α,1−ψ
)
dτ ′
.
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′. (4.139)
The last two integrals I2 and I3 on the right-hand side of (4.137) therefore contribute to the error term
R satisfying the bound (4.126).
Estimation of I1 in (4.137). We evaluate now the first integral on the right-hand side of (4.137):
ˆ
Ω
ψw1+α+aJ −
1
α
(
A kℓ [CurlΛA ∂
a
r /∇βθ]ℓi + A kℓ Λℓj[∇η∂ar /∇βθ]ij + 1αΛijA kj divη(∂ar /∇
β
θ)
)
Λ−1im∂τ∂
a
r /∇βθm,k dy
=
ˆ
Ω
ψw1+α+aJ −
1
α [CurlΛA ∂
a
r /∇βθ]ℓiA kℓ Λ−1im∂τ
(
∂ar /∇βθm
)
,k dy
+
ˆ
Ω
ψw1+α+aJ −
1
α
(
A kℓ Λℓj[∇η∂ar /∇βθ]ij + 1αΛijA kj divη(∂ar /∇
β
θ)
)
Λ−1im∂τ
(
∂ar /∇βθm
)
,k dy
(4.140)
We first focus on the first integral on the right-hand side of (4.140). We integrate-by-parts with respect
to τ and obtainˆ τ
0
ˆ
Ω
w1+α+aJ
1
αA kℓ Λ
−1
imψ[CurlΛA ∂
a
r /∇βθ]ℓi∂τ
(
∂ar /∇βθm
)
,k dx dτ
′
=
ˆ
Ω
w1+α+aJ
1
αA kℓ Λ
−1
imψ[CurlΛA ∂
a
r /∇βθ]ℓi
(
∂ar /∇βθm
)
,k dx
∣∣∣τ
0
−
ˆ τ
0
ˆ
Ω
w1+α+aJ
1
αA kℓ Λ
−1
imψ[CurlΛA ∂
a
r /∇βV]ℓi
(
∂ar /∇βθm
)
,k dx dτ
′
−
ˆ τ
0
ˆ
Ω
w1+α+a∂τ
(
J
1
αA kℓ Λ
−1
im
)
ψ[CurlΛA ∂
a
r /∇βθ]ℓi
(
∂ar /∇βθm
)
,k dx dτ
′
−
ˆ τ
0
ˆ
Ω
w1+α+aJ
1
αA kℓ Λ
−1
imψ[CurlΛτA ∂
a
r /∇βθ]ℓi
(
∂ar /∇βθm
)
,k dx dτ
′. (4.141)
The first term on the right-hand side of (4.141) is estimated by using the Young inequality and Propo-
sition 3.3: ˆ
Ω
w1+α+aJ
1
αA kℓ Λ
−1
imψ
∑
a+|β|≤N
[CurlΛA ∂
a
r /∇βθ]ℓi
(
∂ar /∇βθm
)
,k dx
∣∣∣τ
0
. SN (0) + κ‖∇η∂ar /∇βθ‖21+α+a,ψ +
1
κ
‖CurlΛA ∂ar /∇βθ‖21+α+a,ψ
. SN (0) + κSN (τ) + BN [θ](τ) (4.142)
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where we used the Young inequality in the first estimate. To bound the second term on the right-hand
side of (4.141) we use the Cauchy-Schwarz inequality and the a priori bounds (2.79),∣∣∣ˆ τ
0
ˆ
Ω
w1+α+aJ
1
αA kℓ Λ
−1
imψ[CurlΛA ∂
a
r /∇βV]ℓi
(
∂ar /∇βθm
)
,k dx dτ
′
∣∣∣
.
ˆ τ
0
‖∇η∂ar /∇βθ‖1+α+a,ψ‖CurlΛA ∂ar /∇βV‖1+α+a,ψ dτ ′
.
ˆ τ
0
(SN (τ ′)) 12 (BN [V](τ ′)) 12 dτ ′. (4.143)
The last two integrals on the right-hand side of (4.141) are easily estimated by using the Young inequal-
ity, definition of SN , and Lemma A.1 and they therefore contribute to the error term R satisfying the
bound (4.126).
We next move onto the second integral on the right-hand side of (4.140), which will give rise to our
energy. Note thatˆ
Ω
ψw1+α+aJ −
1
α
(
A kℓ Λℓj[∇η∂ar /∇βθ]ij + 1αΛijA kj divη(∂ar /∇
β
θ)
)
Λ−1im∂τ
(
∂ar /∇βθm
)
,k dy
=
ˆ
Ω
ψw1+α+aJ −
1
α
(
Λℓj [∇η∂ar /∇βθ]ijΛ−1im [∇η∂τ∂ar /∇
β
θ]mℓ +
1
αdivη(∂
a
r /∇βθ)divη(∂τ∂ar /∇βθ)
)
dy
=
ˆ
Ω
ψw1+α+aJ −
1
α
(
Λℓj [∇η∂ar /∇βθ]ijΛ−1im∂τ [∇η∂ar /∇
β
θ]mℓ +
1
αdivη(∂
a
r /∇βθ)∂τdivη(∂ar /∇βθ)
)
dy
−
ˆ
Ω
ψw1+α+aJ −
1
α
(
Λℓj [∇η∂ar /∇βθ]ijΛ−1im∂τA kℓ
(
∂ar /∇βθm
)
,k+
1
αdivη(∂
a
r /∇βθ)∂τA kj
(
∂ar /∇βθj
)
,k
)
dy
(4.144)
The last integral consists of lower order terms and they will contribute to the error term R satisfy-
ing (4.126). The source of the exponential-in-τ decay are the the terms of the form ∂τA which at the
top order behave like DV. By Lemma 4.3, the first integral in the right hand side of (4.144) can be
rewritten in the formˆ
Ω
ψw1+α+aJ −
1
α
(
Λrj[∇η∂ar /∇βθ]ijΛ−1im∂τ [∇η∂ar /∇
β
θ]mℓ +
1
αdivη(∂
a
r /∇βθ)∂τdivη(∂ar /∇βθ)
)
dy
=
1
2
d
dτ


ˆ
Ω
ψw1+α+aJ −
1
α

 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divη∂
a
r /∇βθ
)2 dy


+
ˆ
Ω
ψw1+α+aJ −
1
α Ta,βdy
− 1
2
ˆ
Ω
ψw1+α+a∂τ
(
J −
1
α
) 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divη∂
a
r /∇βθ
)2 dy, (4.145)
where we recall that Ma,β is defined in (4.112). Using the a priori bounds (2.79), definition (4.117),
and (A.159) it follows that ∣∣∣ ˆ
Ω
ψw1+α+aJ −
1
α Ta,βdy
∣∣∣ . e−µ0τSN (τ).
Similar argument applies to the last term on the right-hand side of (4.145), where the source of an
exponentially decaying term is ∂τJ and we rely on Lemma A.1. Therefore, the last two terms on the
right-hand side of (4.145) will contribute to error termR and are bounded by e−µ0τSN (τ).
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From (4.130), (4.137), (4.140), (4.144), (4.142), (4.143), and (4.145) we infer that
1
2
(
µ3γ−3
ˆ
Ω
ψwα+a〈Λ−1∂ar /∇βV, ∂ar /∇βV〉 dy + δ
ˆ
Ω
ψwα+a |∂ar /∇βθ|2 dy
)
+
1
2

ˆ
Ω
ψw1+α+aJ −
1
α

 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divη∂
a
r /∇βθ
)2 dy


+
ˆ τ
0
5− 3γ
2
µ3γ−3
µτ
µ
(ˆ
Ω
ψwα+a 〈Λ−1∂ar /∇βV, ∂ar /∇βV〉dy
)
dτ ′
. SN (0) + BN [θ](τ) +
ˆ τ
0
SN (τ ′) 12BN [V](τ ′) 12 dτ ′ + κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′)dτ ′.
(4.146)
For any index ν = (ν1, ν2, ν3) ∈ Z3≥0 we now commute (2.57) with the operator (1−ψ)∂ν , where
we recall that the cut-off function ψ is defined in (2.65). Here the estimates will be obtained away from
the boundary and therefore, the weight w has a positive lower bound in B 3
4
(0). Hence the change of
the weights is not critical to closing the estimates. A similar computation yields the following energy
inequality:
1
2
(
µ3γ−3
ˆ
Ω
(1− ψ)wα〈Λ−1∂νV, ∂νV〉 dy + δ
ˆ
Ω
(1− ψ)wα |∂νθ|2 dy
)
+
1
2

ˆ
Ω
(1 − ψ)w1+αJ − 1α

 3∑
i,j=1
did
−1
j (Nν)
j
i )
2 +
1
α
(divη∂
ν
θ)
2

 dy


+
ˆ τ
0
5− 3γ
2
µ3γ−3
µτ
µ
(ˆ
Ω
(1− ψ)wα 〈Λ−1∂νV, ∂νV〉dy
)
dτ ′
. SN (0) + BN [θ](τ) +
ˆ τ
0
SN (τ ′) 12BN [V](τ ′) 12 dτ ′ + κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′)dτ ′.
(4.147)
Summing (4.146) and (4.147) we arrive at (4.125).
5 Nonlinear energy inequality and proof of the main theorem
By the local-in-time well-posedness theory from [18] there exists a unique solution to the initial value
problem (2.57)–(2.58) on some time interval [0, T ], T > 0. See Theorem 2.8. From Propositions 3.3
and 4.6 with κ > 0 chosen small enough and by using the equivalence of the norm and energy in
Proposition 4.2, we conclude that there exist universal constants c1, c2, c3 ≥ 1 such that for any 0 ≤
σ ≤ τ ≤ T
sup
σ≤τ ′≤τ
EN (τ ′) ≤ c1EN (σ) + c2
(SN (0) + BN [V](0))+ c3 ˆ τ
σ
e−
µ0
2
τ ′SN (τ ′;σ)dτ ′. (5.148)
Here SN (τ ;σ) denotes the sliced norm of SN from σ to τ with sup0≤τ ′≤τ replaced by supσ≤τ ′≤τ in
the definition of SN (2.70). Note that SN (τ ; 0) = SN (τ) and SN (τ) = max{SN (σ),SN (τ ;σ)} for
any σ ∈ [0, τ ]. When σ = 0, the estimate (5.148) is a direct consequence of Propositions 3.3 and 4.6,
while for general σ > 0 the estimate follows by an identical argument, applying our analysis to the
interval [σ, τ ].
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By a standard well-posedness estimate, we deduce that the time of existence T is inversely propor-
tional to the size of the initial data, i.e.: T ∼ (SN (0) + BN [V](0)). Choose ε > 0 so small that the
time of existence T satisfies
e−µ0T/4 ≤ κµ0
c3
, sup
τ≤T
SN (τ) ≤ C (SN (0) + BN [V](0)) (5.149)
where C > 0 is a universal constant provided by the local-in-time well-posedness theory. Let
C∗ =
3(c1C2C + c2)
C1
where C1, C2 (C1 ≤ C2) are the constants appearing in the equivalence of the energy and the norm
given in Proposition 4.2. Define
T := sup
τ≥0
{ solution to (2.57)–(2.58) exists on [0, τ) and SN (τ) ≤ C∗
(SN (0) + BN [V](0))}.
Observe that T ≥ T . Letting σ = T2 in (5.148) for any τ ∈ [T2 , T ] we obtain
sup
τ ′∈[T
2
,τ ]
EN (τ ′) ≤ c1EN (T
2
) + c2
(SN (0) + BN [V](0)) + c3 ˆ τ
T
2
e−
µ0
2
τ ′SN (τ ′; T
2
) dτ ′.
Therefore, using (5.149) we conclude that for any τ ∈ [T2 , T ]
sup
τ ′∈[T
2
,τ ]
EN (τ ′) ≤ c1EN (T
2
) + c2
(SN (0) + BN [V](0)) + c3
µ0
e−µ0T/4SN (τ ; T
2
)
≤ c1C2SN (T
2
) + c2
(SN (0) + BN [V](0))+ κSN (τ ; T
2
). (5.150)
Since by (5.149), SN (T2 ) ≤ C(SN (0) + BN [V](0)) we conclude from (5.150) that
C1SN (τ ; T
2
) ≤ (c1C2C + c2)
(SN (0) + BN [V](0))+ κSN (τ ; T
2
),
which for sufficiently small κ gives
SN (τ ; T
2
) ≤ 2(c1C2C + c2)
C1
(SN (0) + BN [V](0)) < C∗
(SN (0) + BN [V](0))
and hence SN (τ) < C∗
(SN (0) + BN [V](0)). It is now easy to check the a priori bounds in (2.78)
and (2.79) are in fact improved. For instance, by the fundamental theorem of calculus
‖Dθ‖W 1,∞ = ‖
ˆ τ
0
DV‖W 1,∞ ≤
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′ . ε < 1
6
, τ ∈ [0, T )
for ε > 0 small enough. Similar arguments apply to the remaining a priori assumptions.
From the continuity of the map τ 7→ SN (τ ′) and the definition of T we conclude that T = ∞
and the solution to (2.57)–(2.58) exists globally-in-time. Together with Proposition 3.3 the global
bound (2.73) follows.
Note that by Lemma A.1 µ(τ) ∼τ→∞ eµ1τ where µ1 > 0 is defined in (2.72), see also LemmaA.1.
Statement (2.75) follows from the already established global bound SN (τ) ≤ Cε and the presence of
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the exponentially growing term µ3γ−3 in the definition (2.70) of SN . Estimate (2.74) is a simple
consequence of (2.73) and Proposition 3.3.
From the global-in-time boundedness of SN , there exists a weak limit θ∞ independent of τ such
that SN (θ∞, 0) . SN (τ) ≤ Cε. Observe that for any 0 < τ2 < τ1,
‖∂ar /∇βθ(τ1)− ∂ar /∇βθ(τ2)‖2a+α,ψ =
ˆ
Ω
ψwα+a
∣∣∣∣
ˆ τ1
τ2
∂ar /∇βθτdτ
∣∣∣∣2 dy
≤
(ˆ τ1
τ2
µ
3−3γ
2 dτ
)(ˆ τ1
τ2
µ
3γ−3
2
ˆ
Ω
ψwα+a
∣∣∣∂ar /∇βV∣∣∣2 dy dτ
)
. (e−
3γ−3
2
µ0τ2 − e− 3γ−32 µ0τ1)
ˆ τ1
τ2
µ−
3γ−3
2 µ3γ−3
ˆ
Ω
ψwα+a
∣∣∣∂ar /∇βV∣∣∣2 dy dτ
. ε(e−
3γ−3
2
µ0τ2 − e− 3γ−32 µ0τ1),
where the last line follows from the integrability of
´ τ1
τ2
µ−
3γ−3
2 dτ and the fact that
sup0≤τ ′≤τ
(
µ3γ−3‖∂ar /∇βV(τ ′)‖2L2
α+a,ψ
)
. SN (τ) . ε for any τ ≥ 0. Therefore, given a strictly
increasing sequence τn → ∞, the sequence {∂ar /∇βθ(τn)}∞n=1 is Cauchy in L2a+α,ψ for any (a, β)
satisfying a + |β| ≤ N . By an analogous argument we can show that the sequence {∂νθ(τn)}∞n=1 is
Cauchy in L2α,1−ψ. This completes the proof of (2.76).
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A Asymptotic-in-τ behavior of affine solutions
In this section we collect some of the basic properties of affine motions that are used at many places in
our estimates. Their proofs are rather straightforward and follow directly from the description of the
asymptotic behavior of the solutions of (2.39) from [41].
We remind the reader that for anyM ∈ M3×3 we denote by ‖M‖ the Hilbert-Schmidt norm of the
matrixM .
Lemma A.1 (Asymptotic behavior of A, Γ∗ = O−1Oτ , and Λ = O
−1O−⊤). For any γ ∈ (1, 53 ] and
any pair of initial conditions (A(0), A˙(0)) ∈ GL+(3)×M3×3 there exist matrices A0, A1,M(t) such
that the unique solution A(t) to the Cauchy problem
Att = δ detA
1−γA−⊤ (A.151)
A(0) = A(0), At(0) = A˙(0) (A.152)
can be written in the form
A(t) = A0 + tA1 +M(t), t ≥ 0, (A.153)
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where A0, A1 are both time-independent andM(t) satisfies the bounds
‖M(t)‖ = ot→∞(1 + t), ‖∂tM(t)‖ . (1 + t)3−3γ . (A.154)
Moreover
eµ1τ . µ(τ) . eµ1τ , τ ≥ 0, (A.155)
lim
τ→∞
‖Γ∗ − e−µ1τµ1A0A−11 ‖ = 0, (A.156)
where
Γ∗ = O−1Oτ , µ1 = (detA1)
1
3 > 0.
Furthermore there exists a constant C > 0 such that
‖Λτ‖ ≤ Ce−µ1τ , ‖Λττ‖ ≤ Ce−2µ0τ , ‖Λ‖+ ‖Λ−1‖ ≤ C, (A.157)
3∑
i=1
(
di +
1
di
)
≤ C (A.158)
3∑
i=1
|∂τdi|+ ‖∂τP‖ ≤ Ce−µ1τ (A.159)
1
C
|w|2 ≤ 〈Λ−1w,w〉 ≤ C|w|2, w ∈ R3. (A.160)
where di, i = 1, 2, 3, are the eigenvalues of the matrix Λ and P ∈ SO(3) satisfies Λ = P⊤QP,
Q = diag(di).
Proof. Asymptotic behavior (A.153)–(A.154) and bound (A.155) are a consequence of Theorem 3 and
Lemma 6 from [41].
Proof of (A.156). Since O = Aµ we have
Ot =
At
µ
− Aµt
µ2
=
At
µ
− ATr(A
−1At)
3µ
, (A.161)
where we used the formula
µt = ∂t
(
(detA)
1
3
)
=
1
3
µ−2∂t detA =
1
3
µ−2µ3Tr(A−1At) =
1
3
µTr(A−1At).
Therefore, from (A.153) and (A.154) it is easy to obtain the following asymptotics:
Tr(A−1At) ∼ Tr((A0 + tA1 +M(t))−1(A1 + ∂tM(t))) = t−1Tr((A0
t
+A1)
−1(A1 +O(t
3−3γ))
∼ t−1Tr(A−11 (A1 +O(t3−3γ)) =
3
t
+O(t2−3γ). (A.162)
This implies that
Ot ∼ A1
µ
− (A0 + tA1)
3
t
3µ
=
A0
tµ
,
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where we made use of (A.154) again. Recalling that dτdt =
1
µ we obtain the following asymptotic
behaviorOτ ∼τ→∞ A0t(τ) . Using (A.153) again it follows that
detA ∼ det(A0 + tA1) = t3 det(A0
t
+A1) ∼ t3 detA1, µ ∼ t(detA1) 13 . (A.163)
Since
t = t(τ) ∼τ→∞ e(detA1)
1
3 τ .
and O ∼ A0+tA1µ we conclude that
O−1 ∼ µ
t
(
A0
t
+A1)
−1 ∼ µ
t
A−11 ∼ (detA1)
1
3A−11 ,
where we used (A.163). Therefore
Γ∗ = O−1Oτ ∼ (detA1) 13A−11
A0
t(τ)
= e−µ1τµ1A0A
−1
1 ,
where µ1 = (detA1)
1
3 , and this completes the proof of (A.156). Proof of (A.157) is similar.
Proof of (A.157)–(A.159). From the definition of Λ we have
Λτ = −O−1OτO−1O−⊤ −O−1O−⊤O⊤τ O−⊤ = −Γ∗Λ− Λ(Γ∗)⊤ = −2Λ(Γ∗)⊤, (A.164)
where we used the symmetry of Λ in the last equality. Since ‖Λ‖ . 1 it follows by part (i) that
‖Λτ‖ . e−µ1τ . To bound Λττ we note that by (A.164) Λττ = −2Λτ(Γ∗)⊤ − 2Λ(Γ∗τ)⊤. Since both
‖Λτ‖ and ‖Γ∗‖ decay exponentially, it remains to prove the decay of ‖Γ∗τ‖. From Γ∗ = O−1Oτ it
follows that Γ∗τ = −(Γ∗)2 +O−1Oττ , and therefore it remains to prove the decay of ‖Oττ‖. A simple
calculation shows that
Oττ = µ
(
Att − AtTr(A
−1At) +A∂tTr(A
−1At)
3
)
.
Using the asymptotic behavior (A.162), (2.39), we can refine the asymptotics (A.162) to show that
AtTr(A
−1At) +A∂tTr(A
−1At) = O(t
2−3γ) and therefore from the above equation it follows that
‖Oττ‖ . (1 + t)3−3γ . e−2µ0τ .
This yields the second bound in (A.157). Bounds (A.158) (A.159) follow by similar arguments us-
ing (A.153), while (A.160) is a direct consequence of (A.158).
B Commutators
In order to evaluate various commutator terms that arise from commuting differential operators ∂ar /∇β
with the usual Cartesian derivatives or apply the Leibniz rule we shall rely on the fact that the high-order
Sobolev norms expressed in polar coordinates are equivalent to the usual high-order Sobolev norms on
the support of function ψ.
37
Lemma B.1. Let X := {∂i, /∇j, ∂r}i,j=1,2,3 be a collection of the standard Cartesian, normal, and
tangential vector-fields. For any two vector fields Xk, Xℓ ∈ X , k, ℓ = 1, . . . , 7 there commutator
satisfies the following relationship
[Xk, Xℓ] =
3∑
m=1
cmkℓ /∇m + ckℓ∂r, k, ℓ = 1, . . . 7,
where the functions cmkℓ, ckℓ, are C
∞ on the exterior of any ball around the origin r = 0.
Proof. The proof is a simple consequence of the following direct calculations. For any i, j ∈ {1, 2, 3}
we have
[∂r, ∂i] = [∂r, /∇i] = −
1
r
/∇i, [∂i, ∂j ] = 0,
[ /∇i, /∇j ] =
yi /∇j − yj /∇i
r2
,
[∂i, /∇j ] = −
yj /∇i
r2
+△ij∂r, △ij := yiyj − δijr
2
r3
. (B.165)
Lemma B.1 is a technical tool allowing us to bound the lower order commutators in our energy
estimates.
Using the product rule and the relationshipA = [Dη]−1 it is easy to see that the following formulas
hold
∂rA
k
i = −A ks ∂r∂mηsA mi = −A ks ∂r (∂mθs + δsm)A mi
= −A ks (∂rθs),m A mi + A ks [∂m, ∂r]θsA mi . (B.166)
Similarly, for any j = 1, 2, 3 we have
/∇jA ki = −A ks ( /∇jθs),m A mi + A ks [∂m, /∇j ]θsA mi . (B.167)
Therefore, if β = (0, 0, 0) we have the formula
∂ar /∇βA ki = ∂arA ki = −A ks (∂ar θs),m A mi −A kr [∂a−1r , ∂m]∂rθsA mi
−
∑
1≤a′≤a
ca′∂
a′
r (A
k
s A
m
i )∂
a−a′
r (∂rθ
s) ,m+∂
a−1
r
(
A ks [∂m, ∂r]θ
s
,jA
m
i
)
.
(B.168)
If |β| > 0, then with e1 = (1, 0, 0), e2 = (0, 1, 0), and e3 = (0, 0, 1) we obtain
∂ar /∇βA ki = −A ks (∂ar /∇βθs),m A mi −A kr [∂ar /∇β−ej , ∂m] /∇jθsA mi
−
∑
0<a′+|β′|≤a+|β|
β′≤β−ej
ca′β′∂
a′
r /∇β
′
(A ks A
m
i )∂
a−a′
r /∇β−ej−β
′ (
/∇jθs
)
,m
− ∂ar /∇β−ej
(
A ks [∂m, /∇j ]θsA mi
)
, (B.169)
where ca′β′ , cβ′ are positive universal constants and the Einstein summation convention does not apply
to the index j. Finally, the high-order commutators appearing on the right-hand side in the iden-
tities (B.168)–(B.169) can be expressed as a linear combination of the elements of X with smooth
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coefficients away from zero. In other words, for any j = 1, 2, 3 the following commutator identity
holds:
[∂ar /∇β , ∂j ] =
a+|β|∑
ℓ=0
∑
a′+|β′|=ℓ
a′≤a+1
Cja′,β′,ℓ∂
a′
r /∇β
′
(B.170)
for some universal coefficients Cja′,β′,ℓ which are smooth on the exterior of any ball around the origin
r = 0. Formula (B.170) is a direct consequence of Lemma B.1.
C Weighted spaces, Hardy inequalities, and Sobolev embeddings
In this section, we recall Hardy inequalities and embedding results of weighted function spaces. First
of all, we state the Hardy inequality near r = 1.
Lemma C.1. (Hardy inequality [19]) Let k be a real number and g a function satisfying
´ 1
0 (1 −
r)k+2(g2 + g′2)dr <∞.
If k > −1, then we have ´ 1
0
(1 − r)kg2dr ≤ C ´ 1
0
(1− r)k+2(g2 + |g′|2)dr.
If k < −1, then g has a trace at r = 1 and ´ 10 (1− r)k(g − g(1))2dr ≤ C
´ 1
0 (1− r)k+2|g′|2dr.
Since w depends only on r and w behaves like a distance function 1 − r, using Lemma C.1, we in
particular get
ˆ
B1(0)\B 1
4
(0)
ψwk|u|2dy .
ˆ
B1(0)\B 1
4
(0)
ψwk+2
(|∂ru|2 + |u|2) dy (C.171)
for any nonnegative real number k > −1 and for any u ∈ C∞(B1(0) \B 1
4
(0)). We can apply (C.171)
to ∂ar /∇βu and thereafter apply (C.171) repeatedly to the right-hand side. As a consequence for any
−1 < k < α+ a,
ˆ
B1(0)\B 1
4
(0)
ψwk|∂ar /∇βu|2dy .
ˆ
B1(0)\B 1
4
(0)
ψwk+2
(
|∂r∂ar /∇βu|2 + |∂ar /∇βu|2
)
dy
.
m∑
j=0
ˆ
B1(0)\B 1
4
(0)
ψwk+2j |∂jr∂ar /∇βu|2dy.
(C.172)
Upon choosingm = ⌈a+ α− k⌉ where ⌈ ⌉ is the ceiling function, we obtain
‖∂ar /∇βu‖2k,ψ .
⌈a+α−k⌉∑
j=0
‖∂jr∂ar /∇βu‖2α+a+j,ψ (C.173)
for any u ∈ C∞(B1(0) \B 1
4
(0)).
As a consequence of (C.173), we obtain the weighted Sobolev-Hardy inequality:
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Proposition C.2. For any u ∈ C∞(B1(0)), we have
sup
B1(0)\B 1
4
(0)
∣∣∣w a12 ∂a1r /∇β1u∣∣∣
.
∑
a+|β|≤a1+|β1|+⌈α⌉+6
‖∂ar /∇βu‖a+α,ψ +
∑
|ν|≤a1+|β1|+2
‖∂νu‖α,1−ψ, (C.174)
sup
B1(0)\B 1
4
(0)
∣∣∣w a12 D∂a1r /∇β1u∣∣∣
.
∑
a+|β|≤a1+|β1|+⌈α⌉+6
‖∇η∂ar /∇βu‖a+α+1,ψ +
∑
|ν|≤a1+|β1|+2
‖∇η∂νu‖α+1,1−ψ. (C.175)
We omit the technical details of the proof, as it follows from standard estimates relying on the
H2(Ω) →֒ L∞(Ω) continuous embedding and the Hardy inequality (C.173).
D Starting from Lagrangian formulation
Consider the Lagrangian formulation of the Eγ-system [5, 18]:
ζtt +
γ
γ−1A
T
ζ ∇(wJ 1−γζ ) = 0 (D.176)
whereAζ and Jζ are induced by the flowmap ∂tζ(t, y) = u(t, ζ(t, y)) (u is the original fluid velocity
appearing in (1.1)) and w = (ρ0Jζ(0))γ−1 ≥ 0 is an enthalpy function that depends only on the
initial data. To find affine motions one makes the ansatz ζ(t, y) = A(t)y [41]. With A ⊤ζ = [Dζ]
−⊤ =
A(t)−⊤ and Jζ = detA, by plugging this ansatz into (D.176), we obtain
Atty +
γ
γ−1(detA)
1−γA−⊤∇w = 0 (D.177)
Since w is independent of t, (D.177) will be satisfied if we demand
Att = δ(detA)
1−γA−⊤, δy = − γγ−1∇w, δ > 0, (D.178)
which precisely yields the affine motions (1.5) discovered in [41], which form a set S .
In order to study the stability of elements of S we want to realize them as time-independent back-
ground solutions. Given such an affine motion A we modify the flow map ζ and define η := A−1ζ.
Since A ⊤ζ = A
−⊤A ⊤η and Jζ = (detA)Jη , we obtain
ηtt + 2A
−1Atηt + A
−1Attη +
γ
γ−1 (detA)
1−γA−1A−⊤A ⊤η ∇(wJ 1−γη ) = 0
By using (D.178) we can rewrite the previous equation in the form
(detA)γ−
1
3 ηtt + 2(detA)
γ− 1
3A−1Atηt + δΛη +
γ
γ−1ΛA
⊤
η ∇(wJ 1−γη ) = 0 (D.179)
where Λ = detA
2
3A−1A−T .
We rescale the time variable t so that 1 + t ∼ eµ1τ by setting dτdt = (detA)−
1
3 . Then (D.179) can
be written as
(detA)γ−1ηττ− 13 (detA)γ−2(detA)τητ+2(detA)γ−1A−1Aτητ+δΛη+ γγ−1ΛA ⊤η ∇(wJ 1−γη ) = 0
(D.180)
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We now recall A−1Aτ = µ
−1µτ I +O
−1Oτ whereA = µO and µ = (detA)
1
3 (see Section 2.1). The
equation for η reads
µ3γ−3ηττ + µ
3γ−4µτητ + 2µ
3γ−3Γ∗ητ + δΛη +
γ
γ−1ΛA
⊤
η ∇(wJ 1−γη ) = 0 (D.181)
where Γ∗ = O−1Oτ . It is clear that η(y) ≡ y corresponds to Sideris’ affine motions, and equation
(D.181) is nothing but (2.54). By considering θ = η − y, we obtain the θ-equation (2.57).
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