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a b s t r a c t
Let G be a cyclic group of order n, and let S ∈ F (G) be a zero-
sum sequence of length |S| ≥ 2⌊n/2⌋ + 2. Suppose that S can
be decomposed into a product of at most two minimal zero-sum
sequences. Then there exists some g ∈ G such that S = (n1g) ·
(n2g) · · · · · (n|S|g), where ni ∈ [1, n] for all i ∈ [1, |S|] and
n1 + n2 + · · · + n|S| = 2n. And we also generalize the above result
to long zero-sum sequenceswhich can be decomposed into atmost
k ≥ 3 minimal zero-sum sequences.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let N0 denote the set of all nonnegative integers, Z the set of all integers and R the set of all real
numbers. For a, b ∈ R, [a, b] = {x : a ≤ x ≤ b, x ∈ Z} denotes the set of integers between a and b.
For a ∈ R, ⌊a⌋ = max{l ∈ Z : l ≤ a} and ⌈a⌉ = min{l ∈ Z : l ≥ a}.
Let G be an abelian additive group, in particular, the set of integers Z is an abelian additive group.
Let F (G) be the free abelian (multiplicative) monoid with basis G. The elements of F (G) are called
sequences over G. We write a sequence S ∈ F (G) in the form




where l ∈ N0, g1, . . . , gl ∈ G and vg(S) ∈ N0. We call vg(S) the multiplicity of g in S and |S| = l =∑
g∈G vg(S) ∈ N0 the length of S. The unit element 1 ∈ F (G) is called the empty sequence. Denote by
supp(S) = {g ∈ G : vg(S) > 0} the support of S.
A sequence S1 is called a subsequence of S if S1|S in F (G) (i.e. vg(S1) ≤ vg(S) for all g ∈ G), and it is
called a proper subsequence of S if S1|S, S1 ≠ 1 and S1 ≠ S. If S1 is a subsequence of S, we use S(S1)−1
to denote the sequence obtained by deleting the terms of S1 from S (equivalently, S = (S(S1)−1) · S1).
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For a sequence S defined above, we define
• σ(S) =∑li=1 gi =∑g∈G vg(S)g ∈ G the sum of S,
• ∑(S) = {∑i∈I gi : ∅ ≠ I ⊂ [1, l]} = {σ(T ) : T |S, T ≠ 1} the set of subsums of S, and• ∑n(S) = {σ(T ) : T |S, |T | = n} the set of n-term subsums of S.
A sequence S is called
• zero-sum if σ(S) = 0,
• minimal zero-sum if S ≠ 1, σ(S) = 0 and σ(T ) ≠ 0 for every proper subsequence T |S, and
• zero-sum free if 0 ∉∑(S).
We denote byB(G) = {S ∈ F (G) : σ(S) = 0} the set of all zero-sum sequences, byA(G) the set of all
minimal zero-sum sequences and byA∗(G) the set of all zero-sum free sequences inF (G). Obviously,
a zero-sumsequence canbedecomposed into a product of someminimal zero-sumsequences (usually
the decompositions are not unique).
If S is a zero-sum sequence, we denote byL(S) the maximum of all l such that S = S1 · · · · · Sl with
Si ∈ A(G) for all i ∈ [1, l]. In particular, we have L(S) = 1 for any minimal zero-sum sequence S.
Note that ifL(S) = k and S = S1 · · · · · Sk with Si ∈ A(G) for all i ∈ [1, k], thenL(S1 · · · · · St) = t for
all t ∈ [1, k].
Definition 1.1 ([5, Definition 5.1.1]). Let G be a cyclic group of order n and g ∈ G an element with
ord(g) = n. For a sequence
S = (n1g) · (n2g) · · · · · (nlg), where l ∈ N0 and n1, . . . , nl ∈ [1, n],
we define
‖S‖g = n1 + · · · + nln .
Obviously, S has sum zero if and only if ‖S‖g ∈ N0.
In 2007, Yuan [9] and Savchev and Chen [6] independently proved the following results.
Theorem 1.2. Let G be a cyclic group of order n and S ∈ F (G) a zero-sum free sequence of length
|S| ≥ n+ 1
2
.
Then there exists some g ∈ G with ord(g) = n such that ‖S‖g < 1.
Corollary 1.3. Let G be a cyclic group of order n and S ∈ F (G) a minimal zero-sum sequence of length
|S| ≥ n+ 1
2
+ 1.
Then there exists some g ∈ G with ord(g) = n such that ‖S‖g = 1.
The results give the explicit structure of long minimal zero-sum sequences, which has lots of
applications. Let G be a cyclic group of order n, by using the above results, Savchev and Chen [7] gave a
structural description of sequences S ∈ F (G)with |S| = n+k, ⌊(n−1)/2⌋ ≤ k ≤ n−2 and0 ∉∑n(S).
Gao and Geroldinger [1] showed that ρ2k+1(G) = kn+ 1, where ρk(G) = max{L(U1 · · · · · Uk) : Ui ∈
A(G), i ∈ [1, k]}. Gao, et al. [2] proved the following theorem.
Theorem 1.4 ([2]). Let G be a cyclic group of order n and S ∈ F (G) a sequence of length |S| = n. Suppose
that all the zero-sum subsequences of S have the same length. Then |supp(S)| ≤ 2.
For more related problems of the structure theory, the interested readers may see the very recent
papers [3,4].
In the present paper, we obtain the structure of long zero-sum sequences, which generalizes
Theorem 1.2 and Corollary 1.3.
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Theorem 1.5. Let G be a cyclic group of order n and S ∈ F (G) a zero-sum sequence withL(S) = k ≥ 2
and |S| ≥ k⌊n/2⌋ + 2. Then there exists some g ∈ G with ord(g) = n such that ‖S‖g = k.
Note that if S is a zero-sum sequencewithL(S) = k, then ‖S‖g ≥ k for any g ∈ Gwith ord(g) = n.
Therefore we only need to prove the converse.
The restriction |S| ≥ k⌊n/2⌋ + 2 is sharp in view of the following examples.
S =

((2g)n/2−1(3g)(−g)) · ((2g)n/2)k−1 for even n ≥ 6,
((2g)(n−5)/2(3g)2(−g)) · ((2g)(n−3)/2(3g))k−1 for odd n ≥ 9,
where g is an element of Gwith ord(g) = n. For more examples, see [8].
The paper is organized as follows. In Section 2, we give some results on behaving sequences and
strongly behaving sequences. In Section 3, an intermediate theorem is proven, where the main idea
is shown. In the last section, the proofs of Theorem 1.5 are presented.
2. Behaving and strongly behaving sequences
Definition 2.1 ([6]). A positive integer sequence S with sum σ(S) = n is called behaving if the set of
subsums
∑
(S) = [1, n].
The definition of the behaving sequence is important to the proof of Theorem 1.2. We have
Lemma 2.2 ([6, Proposition 4]). A sequence S = s1 · · · · · sk with positive integer terms in nondecreasing
order s1 ≤ · · · ≤ sk is behaving if and only if
s1 = 1 and si+1 ≤ 1+ s1 + · · · + si for all i ∈ [1, k− 1].
In particular, σ(S) = s1 + · · · + sk ≥ 2sk − 1.
For the proofs of our main results, we need the following definition for strongly behaving
sequences.
Definition 2.3. A positive integer sequence S with sum σ(S) = n is called strongly behaving if for any
x ∈ [1, n], there exists a subsequence T |S such that T is a behaving sequence with sum σ(T ) = x.
Obviously, if S is strongly behaving, then S is behaving. We also have
Lemma 2.4. A sequence S = s1 · · · · · sk with positive integer terms in nondecreasing order s1 ≤ · · · ≤ sk
is strongly behaving if and only if
s1 = 1 and 2si+1 ≤ 2+ s1 + · · · + si for all i ∈ [1, k− 1].
Proof. Let n = σ(S) = s1 + s2 + · · · + sk. Suppose that S is strongly behaving, then∑(S) = [1, n].
Obviously, s1 = 1, so it is sufficient to show that 2si+1 ≤ 2+ s1 + · · · + si for all i ∈ [1, k− 1].
Suppose to the contrary that 2si+1 ≥ 3+ s1+ · · · + si for some i ∈ [1, k− 1]. Consider the integer
x = 2si+1 − 2 ∈ [1, n]. Since S is strongly behaving, there exists a behaving subsequence T |S such
that σ(T ) = x. Since s1 + · · · + si ≤ 2si+1 − 3 < x, we have sj|T for some j ∈ [i + 1, k]. Since
x = 2si+1−2 < sj1 + sj2 for all j1, j2 ∈ [i+1, k], we have T = S1sj for some subsequence S1|s1 · · · · · si.
Now we have σ(S1) = x− sj ≤ sj − 2, which contradicts that T = S1sj is behaving.
Conversely, wewill prove the sufficiency. The proof is by induction on the length |S| = k. The basic
case k = 1 is trivial. Suppose that we have shown that S ′ is strongly behaving with length |S ′| < k. For
S = s1 · · · · · sk, we apply the induction hypothesis to S ′ = s1 · · · · · sk−1 and obtain that S ′ is strongly
behaving. Let x ∈ [1, n]. If x ≤ s1 + · · · + sk−1, then there exists a behaving subsequence T |S ′ with
σ(T ) = x. If x ≥ 1 + s1 + · · · + sk−1 ≥ 2sk − 1, we have x − sk ≤ n − sk = s1 + · · · + sk−1, and so
there is a behaving subsequence T ′|S ′ with σ(T ′) = x − sk. Since x − sk ≥ sk − 1, T ′sk is the desired
behaving subsequence. This completes the proof of the sufficiency. We are done. 
For the cyclic group of finite order, we have similar definitions for behaving and strongly behaving
sequences. In this case, some authors called them smooth sequences instead of behaving ones.
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Definition 2.5. Let G be a cyclic group of order n and S ∈ F (G) a sequence over G. We say S is
(strongly) behaving with respect to g ∈ G if S = (a1g)(a2g) · · · (akg) with 1 ≤ ai ≤ n such that
the positive integer sequence a1a2 · · · ak is (strongly) behaving.
Lemma 2.6. Let k, n ∈ N be positive integers, and let S = s1 · · · · · sk be a positive integer sequence such
that
s1 ≤ · · · ≤ sk, σ (S) = n and k ≥ n+ 12 .
Then S has one of the following forms.
(i) S ′ = s1 · · · · · sk−1 is strongly behaving.
(ii) S = 1(n−3)/2 · ( n+34 )2, where n ≡ 1(mod 4) and k = (n+ 1)/2.
(iii) S = 1 · 2(n−1)/2, where n is odd and k = (n+ 1)/2.
In particular,
∑
(S) = [1, n] in all three cases.
Proof. We first show that s1 = 1. Otherwise, n = s1 + · · · + sk ≥ 2k ≥ n+ 1, a contradiction.
If sk−1 = 1, then S has the form (i), and we are done.
Now we consider the case sk−1 > 1. Let u ∈ N denote the maximal index with su = 1. Obviously,
u ≤ k− 2.
If 2sk−1 ≤ 2+ u, since 2si = 2 ≤ 2+ s1 + · · · + si−1 for all i ∈ [2, u] and 2si ≤ 2sk−1 ≤ u+ 2 ≤
2+ s1 + · · · + si−1 for all i ∈ [u+ 1, k− 1], we obtain that S ′ = s1 · · · · · sk−1 is strongly behaving by
Lemma 2.4. Therefore, we may assume that 2sk−1 ≥ u+ 3.
An easy calculation shows
n = s1 + s2 + · · · + sk
≥ u+ 2(k− 2− u)+ sk−1 + sk,
so sk−1+sk ≤ u+(n+4−2k), where the equality holds if andonly ifu = k−2or su+1 = · · · = sk−2 = 2.
Note that u+3 ≤ 2sk−1 ≤ sk−1+ sk ≤ u+ (n+4−2k) ≤ u+3, it follows that sk = sk−1 = (u+3)/2
and k = (n + 1)/2, in particular, sk−1 + sk = u + (n + 4 − 2k), which implies that u = k − 2 or
su+1 = · · · = sk−2 = 2.
If u = k− 2, then S has the form (ii).
If su+1 = · · · = sk−2 = 2 and u = 1, then S has the form (iii). If u ≥ 2, then sk = sk−1 ≥ 3 =
sk−2+1. Since 2si = 2 ≤ 2+s1+· · ·+si−1 for all i ∈ [2, u], 2si ≤ 2sk−1−2 = u+1 < 2+s1+· · ·+si−1




(S) = [1, n], i.e. S is behaving. The caseswhen S has forms (ii) and (iii) are obvious.
If S has the form (i), we have sk = n− σ(S ′) ≤ (n+ 1)/2 ≤ 1+ σ(S ′), it follows that S is behaving by
Lemma 2.2.
This completes the proof of the lemma. 
3. An intermediate theorem
In the section, we prove an intermediate theorem, where the main idea of the paper is presented.
Theorem 3.1. Let G be a cyclic group of order n > 1 and S ∈ F (G) a zero-sum sequence with
|S| ≥ 2⌊n/2⌋ + 2 and L(S) = 2. Let g ∈ G be a non-zero element with ord(g) = n. Suppose S has
a decomposition S = S1S2, where
S1 = (a1g) · · · · · (atg), 1 ≤ a1 ≤ · · · ≤ at < n, a1 + · · · + at = n, t ≥ n/2+ 1
and
S2 = (b1g) · · · · · (bug), 1 ≤ b1 ≤ · · · ≤ bu < n, u = |S| − t ≥ 2.
Then b1 + b2 + · · · + bu = n.
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Proof. SinceL(S) = 2, S1 and S2 are bothminimal zero-sum sequences. Letm = a1+a2+· · ·+at−1,
then n > m ≥ t − 1. Let S ′1 = (a1g) · · · · · (at−1g) = S1(atg)−1. By Lemma 2.6, the positive
integer sequence a1 · · · · · at−1 is strongly behaving and so for any x ∈ [1,m], there exists a behaving
subsequence T |S ′1 with σ(T ) = xg .
Suppose to the contrary that b1 + · · · + bu = γ n for some integer γ ≥ 2, then b1 + · · · + bu−1 =
γ n− bu > n.
Let v ∈ N0 denote the maximal index with bv ≤ m (if b1 > m, set v = 0). If v ≥ u − 1, then
bu−1 ≤ m. Let i ∈ [1, u− 1] be such that b1 + · · · + bi−1 < n < b1 + · · · + bi. Since bi ≤ bu−1 ≤ m,
there is a behaving subsequence T |S ′1withσ(T ) = big . Since T is behaving, then T has a decomposition
T = T1T2 with σ(T1) = (n−(b1+· · ·+bi−1))g and T2 = T (T1)−1, and thuswe obtain a decomposition
S = ((b1g) · · · · · (bi−1g)T1) · (T2(bi+1g) · · · · · (bug)) · (S1T−1(big)),
where (b1g)·· · ··(bi−1g)T1, T2(bi+1g)·· · ··(bug) and S1T−1(big) are all nonempty zero-sum sequences,
which contradictsL(S) = 2. Therefore v < u− 1 and in particular bu−1 > m.
For every j1, j2 ∈ [v + 1, u] and j1 ≠ j2, we have bj1 + bj2 ≥ 2(m + 1). If n is even, then
m ≥ t − 1 ≥ n/2 and bj1 + bj2 ≥ n+ 2, while if n is odd, thenm ≥ (n+ 1)/2 and bj1 + bj2 ≥ n+ 3.
If bj1 + bj2 ≥ n+ m, then 2n− (bj1 + bj2) ≤ 2n− (n+ m) = n− m ≤ m and so there is a behaving
subsequence T |S ′1 with σ(T ) = (2n−(bj1+bj2))g = (n−bj1)g+(n−bj2)g and T has a decomposition
T = T1T2 with σ(T1) = (n− bj1)g and σ(T2) = (n− bj2)g . Now we obtain a decomposition
S = ((bj1g)T1) · (T2(bj2g)) · (S(T (bj1g)(bj2g))−1),
where (bj1g)T1, T2(bj2g) and S(T (bj1g)(bj2g))
−1 are all nonempty zero-sum sequences, which
contradictsL(S) = 2. Therefore, for every j1, j2 ∈ [v+1, u] and j1 ≠ j2, bj1 + bj2 ∈ [n+2, n+m−1]
when n is even or bj1 + bj2 ∈ [n+ 3, n+m− 1]when n is odd.
We pair the terms of the positive integer sequence bv+1bv+2 · · · bu−1. Let r = ⌊(u− v− 1)/2⌋ and
ci = bv+(2i−1)+bv+2i−n for all i ∈ [1, r]. Notice that when u−v is even, bu−1 is left alone. Also notice
that ci ∈ [2,m−1]when n is even or ci ∈ [3,m−1]when n is odd and that bv+(2i−1)g+ bv+2ig = cig
in G.
If bu+(b1+· · ·+bv)+(c1+· · ·+cr) > n, then there is some i ∈ [1, v] such that bu+b1+· · ·+bi−1 <
n < bu + b1 + · · · + bi or j ∈ [1, r] such that bu + (b1 + · · · + bv) + (c1 + · · · + cj−1) < n <
bu+(b1+· · ·+bv)+(c1+· · ·+cj). If the former inequalities hold, then there is a behaving subsequence
T |S ′1 with σ(T ) = big and T has a decomposition T = T1T2 with σ(T1) = (n− (bu+b1+· · ·+bi−1))g .
Hence we obtain a decomposition
S = ((bug)(b1g) · · · · · (bi−1g)T1) · (T2(bi+1g) · · · · · (bu−1g)) · (S0),
where S0 is the remaining terms of S, which contradicts L(S) = 2. If the latter inequalities hold,
then there is a behaving subsequence T |S ′1 with σ(T ) = cjg . Similarly, T = T1T2 with σ(T1) =
(n− bu − (b1 + · · · + bv)− (c1 + · · · + cj−1))g and
S = ((bug)(b1g) · · · · · (bv+2j−2g)T1) · (T2(bv+2j−1g) · · · · · (bu−1g)) · (S0),
again a contradiction. Therefore bu + (b1 + · · · + bv)+ (c1 + · · · + cr) ≤ n.
If u − v = 2, then bu + b1 + · · · + bu−2 + bu−1 ≤ n + bu−1 < 2n, which contradicts that
b1 + · · · + bu = γ n for some integer γ ≥ 2. Therefore u− v ≥ 3 and r ≥ 1.
We divide the remaining proof into two cases according to whether n is even or not.
Case 1: n is even, then |S| = t + u ≥ n+ 2. If u− v is even, then r = (u− v− 2)/2 and bu−1 is left
alone when we do the pairing. Hence
n > bu + (b1 + · · · + bv)+ (c1 + · · · + cr)
≥ m+ 1+ v + 2r
= m+ u− 1
≥ t + u− 2
≥ n,
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a contradiction. If u− v is odd, then r = (u− v − 1)/2 and bu−1 is not left alone. And so
n ≥ bu + (b1 + · · · + bv)+ (c1 + · · · + cr)
≥ m+ 1+ v + 2r
= m+ u
≥ t + u− 1
≥ n+ 1,
which is again a contradiction.
Case 2: n is odd, then |S| = t + u ≥ n+ 1. Recall that ci ≥ 3 for all i ∈ [1, r] and that u− v ≥ 3. If
u− v is even, then r = (u− v − 2)/2 ≥ 1 and bu−1 is left alone when we do the pairing. Then
n > bu + (b1 + · · · + bv)+ (c1 + · · · + cr)
≥ m+ 1+ v + 3r
= m+ u− 1+ r
≥ t + u− 1
≥ n,
a contradiction. If u− v is odd, then r = (u− v − 1)/2 ≥ 1 and bu−1 is not left alone. And so
n ≥ bu + (b1 + · · · + bv)+ (c1 + · · · + cr)
≥ m+ 1+ v + 3r
= m+ u+ r
≥ t + u
≥ n+ 1,
which is again a contradiction. This completes the proof. 
4. Proofs of the main theorem
Now we prove the main theorem of the paper. First, we show the case whenL(S) = 2.
Proof. Since L(S) = 2, every proper zero-sum subsequence is minimal zero-sum. Without loss of
generality, we may assume that n > 2.
First we prove the case when n is even. If S has a proper zero-sum subsequence S1 with |S1| ≥
n/2+ 2, then Corollary 1.3 shows that there is some g ∈ G such that ord(g) = n and ‖S1‖g = 1 and
then Theorem 3.1 implies that ‖S‖g = 2. If S has a proper zero-sum subsequence S1 with |S1| ≤ n/2,
then |S(S1)−1| ≥ n/2+ 2, and so we can consider the subsequence S(S1)−1 and get the theorem.
If every proper zero-sum subsequence T satisfies that n/2 < |T | < n/2 + 2, then |T | = n/2 + 1,
and thus |S| = n + 2. Choose an arbitrary subsequence S0|S of length |S0| = n, then we can apply
Theorem 1.4 to S0 and obtain that |supp(S0)| ≤ 2, hence |supp(S)| ≤ 2 as S0 is chosen arbitrarily. Set
S = guhv with u ≥ v and g, h ∈ G. It is obvious that n/2 < u < n. If ord(g) < n, then gord(g) is a
proper zero-sum of subsequence of length ord(g) ≤ n/2, a contradiction. Hence ord(g) = n and we
may assume that h = lg for some l ∈ [2, n − 1]. If ‖S‖g = (u + vl)/n ≤ 2, we are done. Thus we
may assume ‖S‖g = (u+ vl)/n ≥ 3, which implies that vl > 2n. Let n = bl+ r for some b ∈ N and
r ∈ [0, k− 1], then g rhb is a proper zero-sum subsequence of S, and we have
r + lb = n
r + b = n/2+ 1.
It follows that (l− 2)b = r − 2 ≤ l− 3, a contradiction.
Now we deal with the case when n is odd. If S has a proper zero-sum subsequence of length
≥(n+ 3)/2 or≤(n− 1)/2, then the proof is similar to the case when n is even.
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If every proper zero-sum subsequence T satisfies that (n − 1)/2 < |T | < (n + 3)/2, then
|T | = (n + 1)/2, and thus |S| = n + 1. A similar argument shows that S = guhv , where u ≥ v,
g, h ∈ G, ord(g) = n, h = lg for some l ∈ [2, n−1] and vl > 2n. Let n = bl+ r for some r ∈ [0, l−1],
similarly we have
r + lb = n
r + b = (n+ 1)/2.
It follows (l − 2)b = r − 1 ≤ l − 2 and thus l = (n + 1)/2, r = (n − 1)/2, b = 1. Therefore
S = guhv = (2h)uhv and ‖S‖h = (2u+ v)/n < 3, which implies ‖S‖h = 2.
This completes the proof of the theorem forL(S) = 2. 
To prove Theorem 1.5 for k ≥ 3, we need two more lemmas.





+ b = tn.
Then a+ b ≥ (n+ 1)/2 and the equality occurs if and only if a = 1, b = (n− 1)/2.
Proof. If b = 0, then a is a multiple of n, and so a+ b ≥ n > (n+ 1)/2.
If b > 0, let a = 2k + r , where k ∈ N0 and r ∈ [0, 1], then (t − k)n = k + b + r(n + 1)/2. If
r = 0, then k + b = (t − k)n ≥ n > (n + 1)/2, and so a + b ≥ k + b > (n + 1)/2. If r = 1, then
k+b = (t−k)n− (n+1)/2 ≥ (n−1)/2. And so a+b = 2k+ r+b ≥ 1+k+ (n−1)/2 ≥ (n+1)/2,
where the equality holds if and only if k = 0, a = 1 and b = (n− 1)/2. 
Lemma 4.2. Let G be a cyclic group of odd order n and S ∈ B(G) such that L(S) = k ≥ 3 and
|S| ≥ k(n− 1)/2+ 2. Let g ∈ G be an element of order ord(g) = n. Suppose that S has a decomposition
S = S0 · · · · · Sk−1 such that S0 = (a1g) · · · · · (aug) ∈ A(G), 1 ≤ a1 ≤ · · · ≤ au ≤ n, u ≤ (n + 1)/2
and S1 = · · · = Sk−1 = g(n−1)/2 · ((n+ 1)/2 g). Then one of the following cases holds.
(i) S has another decomposition S = S ′0 · · · · · S ′k−1 such that S ′i ∈ A(G) for all i ∈ [0, k − 1] and|S ′0| > (n+ 1)/2.
(ii) ‖S0‖g = 1.
Proof. Since |S| ≥ k(n−1)/2+2, |S0| = |S|−(|S1|+· · ·+|Sk−1|) ≥ k(n−1)/2−(k−1)(n+1)/2 =
(n+ 1)/2− (k− 2).
Suppose there is an index subset I = {i1, i2, . . . , ik−1} ⊂ [1, u] such that |I| = k − 1 and
ai ∉ {1, (n+ 1)/2} for any i ∈ I . For every i ∈ I , there is a subsequence Ti|g(n−1)/2 · ((n+ 1)/2 g) such
that |Ti| ≥ 2 and σ(Ti) = aig . In particular, (n+1)/2 g ∈ supp(Ti)when ai > (n+1)/2. Consequently,
S = S ′0S ′1 · · · · · S ′k−1,
where











S ′j = Sj · (Tij)−1 · (aijg) for all ij ∈ I.
It follows that |S ′0| ≥ |S0| − (k− 1)+ 2(k− 1) > (n+ 1)/2, which shows that case (i) holds.
Let I = {i ∈ [1, u] : ai ≠ 1 and ai ≠ (n+ 1)/2}. By the above argument, we can restrict to the case
that |I| ≤ k− 2. Similarly as above, replace aig by Ti for every i ∈ I and get a new decomposition
S = S ′0 · · · · · S ′k−1,
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where











S ′j = Sj · (Tij)−1 · (aijg) for all j ∈ [1, |I|]
and
S ′j = Sj for all j ∈ [|I| + 1, k− 1].
Hence S ′0 = gα((n + 1)/2g)β for some α, β ∈ N0. If β ≠ 1, then |S ′0| = α + β > (n + 1)/2 by
Lemma 4.1, and so (i) holds. If β = 1, then S ′0 = g(n−1)/2 · ((n + 1)/2 g). Since ‖S ′j‖g = 1 for all
j ∈ [0, k− 1], we have ‖S‖g = k and thus ‖S0‖g = ‖S‖g − (‖S1‖g +· · ·+‖Sk−1‖g) = 1, which is case
(ii). The lemma is proved. 
Now we proceed with the proof of Theorem 1.5 forL(S) = k ≥ 3.
Proof. The proof is by induction on k. The basic case when k = 1 is Corollary 1.3, while the case when
k = 2 has been proven at the beginning of the section. So it is sufficient to prove the caseswhen k ≥ 3.
Suppose that the theorem holds for any S ′ ∈ B(G)withL(S ′) < k.
Let S be a zero-sum sequence with L(S) = k and have a decomposition S = S1 · · · · · Sk, where
1 ≤ |S1| ≤ · · · ≤ |Sk| and Si ∈ A(G) for all i ∈ [1, k]. Let si = |Si| for all i ∈ [1, k]. We may choose
a decomposition such that sk is maximal among all such decompositions. Obviously, sk ≥ ⌊n/2⌋ + 1.
Notice that S ′ = S2S3 · · · Sk is a zero-sum sequence with |S ′| ≥ (k− 1)⌊n/2⌋ + 2 and L(S) = k− 1,
thus the induction hypothesis implies that ‖S ′‖g = k − 1 for some g ∈ G with ord(g) = n. It is
sufficient to show ‖S1‖g = 1. We divide the proof into two cases.
Case 1: sk ≥ ⌈n/2⌉ + 1.
If s1 ≤ 2, then ‖S1‖g < 2, which implies that ‖S1‖g = 1 and ‖S‖g = ‖S1‖g + ‖S ′‖g = k. Therefore
we may assume that |S1| ≥ 3.
If s1+sk ≥ 2⌊n/2⌋+2, then Theorem 3.1 implies that ‖S1‖g = 1 and thus ‖S‖g = ‖S ′‖g+‖S1‖g =
k.
If s1+sk ≤ 2⌊n/2⌋+1, then sk−1 ≥ ⌊n/2⌋+1, otherwise |S| = (s1+sk)+s2+· · ·+sk−1 < k⌊n/2⌋+2.
Let S1 = (a1g) · · · · · (as1g), 1 ≤ a1 ≤ · · · ≤ as1 ≤ n, Sk−1 = (b1g) · · · · · (bsk−1g), 1 ≤ b1 ≤· · · ≤ bsk−1 ≤ n, and Sk = (c1g) · · · · · (csk)g, 1 ≤ c1 ≤ · · · ≤ csk ≤ n. Since s1 ≥ 3, we have
sk ≤ 2⌊n/2⌋ + 1− s1 < n and then csk > 1. By Lemma 2.6, Sk−1 has three forms, thus we divide the
proof into three subcases.
Subcase 1.1: b1b2 · · · · · bsk−1−1 is strongly behaving. Since
csk = n− (c1 + c2 + · · · + csk−1)
≤ n− (sk − 1)
≤ n− ⌈n/2⌉
≤ sk−1 − 1
≤ b1 + · · · + bsk−1−1,
there exists a behaving subsequence T |Sk−1 with σ(T ) = cskg . In particular, |T | ≥ 2. It follows that
Sk−1Sk = (Sk−1T−1(cskg)) · (Sk(cskg)−1T ), which contradicts that |Sk| = sk is maximal.
Subcase 1.2: Sk−1 = g(n−3)/2((n + 3)/4 g)2, where n ≡ 1(mod 4) and sk−1 = (n + 1)/2. If
csk ≠ (n+ 3)/4, then there exists a subsequence T |Sk−1 with σ(T ) = cskg . Since csk ∉ {1, (n+ 3)/4}
and |T | ≥ 2, replacing cskg by T we derive a contradiction with that sk is maximal. If csk = (n+ 3)/4
and (n − 3)/2 ≥ (n + 3)/4, then replace cskg by g(n+3)/4 and get a contradiction. If csk = (n + 3)/4
and (n− 3)/2 < (n+ 3)/4, then n = 5 and s1 ≤ (s1 + sk)/2 ≤ 5/2, again a contradiction.
Subcase 1.3: Sk−1 = g · (2g)(n−1)/2, where n is odd and sk−1 = (n + 1)/2. If csk > 2, then
there exists a subsequence T |Sk−1 such that |T | ≥ 2 and σ(T ) = cskg , replacing cskg by T we get
a contradiction. If csk = 2, then Sk = gα(2g)β , α, β ∈ N0. Since sk ≥ ⌈n/2⌉ + 1 = (n + 3)/2,
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then α ≥ 2 and Sk is strongly behaving with respect to g . If ‖S1‖g > 1, let i ∈ [1, s1] be such
that a1 + · · · + ai−1 < n < a1 + · · · + ai. There exists a behaving subsequence T |Sk with
σ(T ) = aig and a decomposition T = T1T2 with σ(T1) = (n − (a1 + · · · + ai−1))g . It follows that
S1Sk = ((a1g) · · · · · (ai−1g)T1) · (T2(ai+1g) · · · · · (as1g)) · (SkT−1(aig)), which contradictsL(S1Sk) = 2.
Therefore ‖S1‖g = 1 and ‖S‖g = k.
Case 2: sk = (n+ 1)/2. Let r = (n+ 1)/2 and let u ∈ N denote the maximal index with su < r (if
s1 = r , set u = 1). Note that 1 ≤ u ≤ k−2. Choose arbitrarily j1, j2 ∈ [u+1, k]with j1 ≠ j2. We claim
that supp(Sj1) = supp(Sj2). Otherwise, without loss of generality, we may assume that an element
h ∈ G satisfies that h ∈ supp(Sj1) but h ∉ supp(Sj2). By Lemma 2.6, there exists a subsequence T |Sj2
such that |T | ≥ 2 and σ(T ) = h. Replace h by T , we derive a contradiction with that sk is maximal.
We divide the remaining proof into three subcases.
Subcase 2.1: Sk = (c1g) · · · · · (crg) such that 1 ≤ c1 ≤ · · · ≤ cr ≤ n and that the positive
integer sequence c1 · · · · · cr−1 is strongly behaving. Choose arbitrarily j ∈ [u + 1, k − 1] and
suppose Sj = (b1g) · · · · · (brg) with 1 ≤ b1 ≤ · · · ≤ br ≤ n. If cr ≤ (n − 1)/2, then
br ≤ n − (b1 + · · · + br−1) ≤ (n + 1)/2 ≤ n − cr = c1 + · · · + cr−1. Hence there exists a behaving
subsequence T |Sk with σ(T ) = brg . In particular, |T | ≥ 2. Replace brg by T and get a contradiction
with that sk is maximal. If cr ≥ (n + 1)/2, then n = c1 + · · · + cr ≥ r − 1 + (n + 1)/2 = n, and so
Sk = g r−1 ·(rg). By Lemma 4.1 and that supp(Sj1) = supp(Sj2) for any j1, j2 ∈ [u+1, k], Sj = g r−1 ·(rg)
for any j ∈ [u + 1, k]. By Lemma 4.2, either another decomposition yields a greater |Sk|, which is a
contradiction, or ‖Si‖g = 1 for all i ∈ [1, u], which yields ‖S‖g = k.
Subcase 2.2 Sk = g(n−3)/2((n+ 3)/4 g)2. The subcase is the same as the subcase 1.2.
Subcase 2.3 Sk = g · (2g)(n−1)/2. Let h = 2g , then Sk = h(n−1)/2 · ((n + 1)/2 h). The subcase is the
same as the subcase 2.1 and we obtain ‖S‖h = k.
This completes the proof of the theorem. 
Remark. In the proof above, we show ‖S‖2g = k in Subcase 2.3. Indeed, it is also true ‖S‖g = k.
Therefore, the element g with ‖S‖g = k is not uniquely determined. We give an example. Let G be a
cyclic group of odd order n, g ∈ G of order ord(g) = n and h = 2g . Let S = (S0)k, where
S0 = h(n−1)/2 · ((n+ 1)/2 h) = g · (2g)(n−1)/2.
Obviously, ‖S‖g = ‖S‖h = k.
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