ABSTRACT The whale optimization algorithm(WOA) is a novel meta-heuristic evolutionary algorithm inspired by the behavior of whales predation. An important factor to the success of WOA is the balancing between exploration and exploitation. In the WOA, the distance control parameter a is the main factor to find an appropriate balance between exploration and exploitation. In the standard WOA, the distance control parameter a is optimized by linear control strategy (LCS), but the process of whales predation is not simply linear process. To address the issue, this paper proposed a nonlinear control strategy based on arcsine function (NCS-Arcsin) to optimize WOA. The NCS-Arcsin is applied to adjust distance control parameter a. The NCS-Arcsin is considered to accurately describe the process of whales predation. Experiments on twelve well-known benchmark functions show the NCS-Arcsin can significantly improve the exploration and exploitation capabilities of WOA. In addition, the performance of proposed NCS-Arcsin is compared with LCS and other have been proposed NCS. The experimental results show that the optimization effect of NCS-Arcsin is stronger than that of LCS and other NCS. The NCSs based on the arcsine function is the best NCS, which can significantly improve the optimize performance of WOA.
I. INTRODUCTION
Every population-based meta-heuristic optimization algorithm needs to solve the problem of exploration and exploitation of search space [1] - [3] . Exploration and exploitation are two essential components for any optimization algorithm [4] . The main role of the exploration phase is to explore the global space as randomly as possible. The exploitation phase follows the results of the exploration phase and investigates in detail the process of searching the promising areas in the space. Finding an appropriate balance between exploration and exploitation is the most challenging task in the development of any meta-heuristic algorithm due to the randomness of the optimization process. In this respect, many algorithms have been researched. Such as, Charged system search (CSS) [5] , Artificial chemical reaction optimization algorithm (ACROA) [6] , Black hole (BH) [7] , The associate editor coordinating the review of this manuscript and approving it for publication was Yanbo Chen.
Particle swarm optimization (PSO) [8] , Cuckoo search via Levy flight (CS) [9] , Firefly algorithm (FFA) [10] , and so on.
Whale optimization algorithm (WOA) is a meta-heuristic optimization algorithm developed rapidly in recent years proposed by Mirjalili and Lewis, which inspires the bubble-net hunting behaviour of humpback whales [11] . WOA is easy to operate because of its few adjustable parameters, which make it superior than other meta-heuristic optimization algorithms. However, similar to other meta-heuristic optimization algorithms, with the increase of search space dimension, WOA is also prone to trapped into local optimum and provided a poor convergence rate [12] . In recent years, the researches of WOA are mainly divided into two aspects: engineering application and theoretical innovation. In engineering application, the practical application of WOA is mainly based on its characteristics of easy operation and excellent performance. Such as, Li et al. [13] . proposed an aging learning machine model based on WOA for the aging evaluation of Insulated gate bipolar transistor modules. Sahu et al. [14] , [15] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ designed a fractional order multi input single output (MISO) type static synchronous series compensator (SSSC) using WOA. In theoretical innovation, the research on WOA mainly focuses on improving the performance of WOA. Such as, Emary et al. [16] . proposed an adaptive walk whale optimization algorithm(AWOA), an adaptive switching between the two random walk is recommended based on the agent's performance. Sharawi et al. [17] . proposed a model applies the wrapper-based method and WOA to reach the optimal subset of features. Emary et al. [18] . proposed a variant based on Levy flight to enhance the performance of WOA. Preeti et al. [19] , [20] . proposed a modified WOA, in MWOA search process, two improvement factors are adopted to improve its performance. Abdel-Basset et al. [21] . proposed a new algorithm that integrates the WOA (called HWOA) with a local search strategy. Wang et al. [22] .proposed a novel hybrid system based on a newly proposed called the MOWOA. Sun and Wang [23] . proposed a chaos WOA (called CWOA) based on the idea of chaos. Ling et al. [24] .
proposed an improvement to the WOA based on a Levy flight trajectory (called LWOA). Xiong et al. [25] . proposed an improved WOA (called IWOA) to accurately extract the parameters of different photovoltaic models. Saidala and Devarakonda [26] . proposed a Multi-swarm whale optimization algorithm (MsWOA) for data clustering problems.
In the original WOA, the distance control parameter a is a significant parameter to find an appropriate balance between exploration and exploitation. However, the distance control parameter a decreases linearly from 2 to 0 as the number of iterations increases, which is also called linear control strategy (LCS). LCS simply divides the exploration and exploitation phases of WOA into two equal phases. However, this does not correspond to the actual whale predation process. Therefore, it is proposed to adjust the control parameter a by using the nonlinear control strategy (NCS) in order to balance exploration and exploitation more reasonably. For instance, Jiang et al. [27] . proposed a nonlinear convergence factor(NCF) based on sinusoidal function. Sun et al. [28] . proposed a NCS based on cosine function. Zhong and Wen [29] . proposed a NCS combined exponential function and logarithmic function. Zheng et al. [30] . established a comprehensive prediction model of carbon content at the end of the steel-making process based on the Levy whale optimization algorithm(LWOA) and least squares support vector machine(LSSVM). The above papers all use the NCS to balance the exploration and exploitation phases of the WOA, and have achieved good results. However, they fail to systematically discuss the advantage and disadvantage between NCS and LCS, and fail to compare the optimized performance of different NCSs. Therefore, from the perspective of mathematical mechanism, this paper constructs a variety of NCS according to the characteristics of different basic elementary functions. The proposed NCSs will be optimized WOA by replacing LCS. Then optimized WOA will be tested over 12 well-known benchmark functions to prove that the proposed NCS can find an appropriate balance between exploration and exploitation in WOA. The optimized performance of the proposed NCS for WOA is better than that of linear control strategy and other non-linear control strategies.
The rest of paper is organized as follows. In Section 2, the standard WOA is summarized. Section 3 introduces the proposed NCS and describes the optimization process of NCS in detail. Simulations and the discussion of results are shown in Section 4. Finally, the conclusion is given in Section 5.
II. WHALE OPTIMIZATION ALGORITHM
Whale optimization algorithm (WOA) is a new intelligent optimization algorithm proposed by Mirjalili et al. in 2016 . The location update is mainly divided into three phases: encircling prey, constructing bubble-net attacking and searching for prey.
A. ENCIRCLING PREY PHASE
The WOA assumes that the current optimal solution is the location of the target or the whale closest to the prey, while other whales will approach the optimal position during the encircling prey phase. At this phase, the mathematical formula of whale position updating can be expressed as,
where, X is position vector, X * represents the best fitness so far, and if there is a better fitness, it will be updated in each iteration, t is the number of current iterations, |·| is a absolute value, where · represents element by element multiplication. A and C are two parameters, the mathematical formula can be expressed as,
where r is a random number of intervals [0, 1], a decreases linearly with the number of iterations from 2 to 0 (in both exploitation and exploration phases). a can be expressed as,
where M is the maximum number of iterations.
B. BUBBLE-NET ATTACKING PHASE
In this phase, whales are divided into two stages, shrink wrapping and spiral uprising, and the probability of these two behaviors is 50%. The shrink wrapping stage is shown in (1), and the mathematical formula of spiral ascending stage is as follows,
where, D is the distance between the current whale position and the optimal position in the t th iteration, l is a random number of intervals [−1, 1], b is a constant used to define logarithmic spiral shapes.
The mathematical model of bubble network attacking phase can be constructed by (1) and (4),
where, p is a random number of [0, 1].
C. SEARCHING FOR PREY PHASE
Whales also have a certain probability of searching for prey when they are constructing bubble-network. Searching for prey phase is based on the change of A coefficient. If A exceeds the range of [−1, 1], the distance data D is updated randomly. At this time, whales will deviate from the original optimal fitness, so that the algorithm has a certain global search ability, the formula is,
where, X rand is random location information of a whale selected from this iteration.
III. NONLINEAR CONTROL STRATEGY BASED ON BASIC ELEMENTARY FUNCTION
As we all know, meta-heuristic optimization algorithm must find a balance between exploration and exploitation. According to the Section II, the distance control parameter a determines the exploration and exploitation of WOA. From the Section II shows that when a > 1, WOA is in the exploration phase, and when a ≤ 1, WOA is in the exploitation phase. However, the real search process of WOA is nonlinear and even more complex, so the linear decline of a obviously can not reflect the real situation of WOA. Therefore, different nonlinear control strategies are adopted to optimize the distance control parameter a.
A. ALGORITHMIC REQUIREMENTS OF DISTANCE CONTROL PARAMETER
According to the requirements of WOA, the control parameter a must satisfy the following requirements, 1) At the beginning of the iteration, the control parameter a = 2. 2) At the end of the iteration, the control parameter a = 0.
3) The control parameter a decreases monotonously in the iteration process.
B. NONLINEAR CONTROL STRATEGY BASED ON BASIC ELEMENTARY FUNCTIONS
Five basic elementary functions in higher mathematics, power function, exponential function, logarithmic function, trigonometric function and inverse trigonometric function, are all continuous in their own domain of definition. Therefore, these functions can form a composite function satisfying the requirements after several translations. Suppose that the general form of the basic elementary function is f (x). The mathematical expression of the composite function based on the basic elementary function is as follows,
According to the requirements, (7) should satisfy the following conditions,
According to the function properties and image characteristics of different elementary functions. A variety of NCS can be constructed to satisfy the formula (7) (8). After many experiments, this paper finally selects NCS based on arcsine function (NCS-Arcsin) to optimize WOA. The mathematical expression of NCS-Arcsin is as follows,
The flow chart of the improved whale optimization algorithm based on the above nonlinear control strategy is shown in Figure 1 . NCS-Arcsin is substituted into the red box in Figure 1 to replace LCS in the WOA, and realize the optimization effect of NCS on WOA.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, WOA optimized by NCS-Arcsin will be evaluated by 12 well-known benchmark functions. Then three other published NCSs and LCS are selected as compared control strategies.
A. COMPARED CONTROL STRATEGIES
LCS and three other published NCSs are, 1) LCS used in the standard whale optimization algorithm [11] , Its mathematical model is described as follows,
2) NCS based on cosine function (NCS-Cos) which is used in the modified whale optimization algorithm [28] , Its mathematical model is described as follows,
3) NCS based on sinusoidal function (NCS-Sine) which is utilized for the improved whale optimization Algorithm to solve the energy efficiency problem [27] , Its mathematical model is described as follows,
4) NCS using mixed exponential function and logarithmic function (NCS-Mix) in whale optimization algorithms based on levy flight [30] , Its mathematical model is described as follows, 
B. BENCHMARK FUNCTIONS
A series of well-known benchmark functions listed in Table 1 are utilized to test the optimized performance of the NCSs. These functions can be divided into unimodal functions and multimodal functions. The unimodal functions f 1 ∼ f 6 have only one global optimum so they are utilized to investigate the exploitation capability, and the multimodal functions f 7 ∼ f 12 have more than two global optimal are utilized to evaluate the exploration ability.
C. PARAMETERS INITIALIZATION AND COMPARATIVE SETTING
The following experiment applies different control strategies to standard WOA. In order to ensure the accuracy of experimental results, all WOA applied in control strategies are configured in the same way, and their parameter settings are shown in Table 2 .
D. PERFORMANCE METRICS
In this section, two different measurement methods are selected to evaluate the performace of different control strategies on WOA. These measurements are mean fitness and fitness variance. Their mathematical descriptions are defined as follows,
where, M is the number of repeated experiments. In this paper M = 100. G is the function fitness of each experiment, i is the ith experiment. This paper ranks the optimize performance of different control strategies by ''tied rank''. Specifically, the control strategies are ranked from the best to the worst according to the mean values. Control strategies with the same performance are assigned to the average rank. Moreover, this paper also offers the average and overall rank of each control strategies for 12 benchmark functions.
In addition, the p-value of Wilcoxon rank sum test (nonparametric statistical test) with 5% significant level was used. Statistical tests are needed to show that the proposed NCS-Arcsin provides significant improvements over other control strategies [31] . All experiments were implemented in MATLAB-2017b on a computer with AMD Ryzen 5 1600X 3.6GHz and 8GB memory.
E. COMPARISON AND ANALYSIS OF SIMULATION RESULTS
In order to evaluate the optimization effect of proposed NCS-Arcsin on WOA and prove that NCS-Arcsin can find an appropriate balance between exploration and exploitation. This paper makes NCS-Arcsin to compare with LCS and other NCS. These control strategies are applied to the same algorithm (standard WOA). Therefore, they all have the same computational complexity from the perspective of mathematical analysis.
For different control strategies, all experiments run 100 times independently for each benchmark function. In the perspective of mathematical analysis, it is impossible to directly measure the advantages and disadvantages of different control strategies. Therefore this paper measures the optimized performance of the control strategy by comparing the experimental results. Based on the statistical analysis, the results of experiments are recorded in Tables 3.  Table 3 shows the experimental results of NCS-Arcsin, LCS and other published NCS. Wilcoxon's test shown in Table 4 is employed to estimate whether there is a statistical significant difference between the different control strategies. In addition, the convergence rate of different benchmark functions are shown in Figure 3 
1) COMPARISON SIMULATION RESULTS
The simulation results of 12 benchmark functions of NCSArcsin, LCS and other NCSs are shown in Table 3 . The best mean fitness and the best variance fitness of the benchmark functions are highlighted in bold. Table 3 ranks the optimized performance of control strategies by ''tied rank''. Specifically, control strategies are ranked from the best to the worst according to the mean values, and the best fitness variance will be ranked when the mean fitness is the same. Control strategies with the same performance are assigned to the average rank. Moreover, Table 3 offer the average and overall rank of each control strategies for 12 benchmark functions.
Through the results of different control strategies, it is clear that NCS-Arcsin has the highest rank in all benchmark functions, followed by LCS, NCS-Cos, NCS-Sine and NCS-Mix.
From the results for the unimodal functions f 1 ∼ f 6 . Although the experimental results of NCS-Arcsin fail to converge to the optimal solution of each unimodal function. Its much better than LCS and other NCSs. This proves that the NCS based on arcsine function has a stronger effect on the optimization of WOA exploitation ability than the NCS based on other basic elementary functions.
For the multimodal functions f 7 ∼ f 12 , NCS-Arcsin outperforms the other compared NCSs for all functions. The results show that the WOA optimized by NCS-Arcsin can converge to the optimal solution of each multimodal functions(except f 8 and f 11 ). This proves that the NCS based on arcsine function has a stronger effect on the optimization of WOA exploration ability than the NCSs based on other basic elementary functions. NCS can prevent WOA from falling into local optimum. From the perspective of image analysis, Figure 2 shows the image comparison between NCS-Arcsin and other four comparison control strategies. As can be seen from Figure 2 , the image properties of NCS-Arcsin is that at the beginning of the iteration, the slope of the curve is large, the function decreases rapidly in the early stage and slows down in the later stage. The application of WOA means fast global search in the early iteration stage, entering the exploitation stage from 150 to 200 iterations, and giving more time to the exploitation stage. This ensures that the algorithm carries out sufficient global search, effectively avoids the algorithm falling into local optimum too early, and can allocate more iterations to the exploitation stage. It improves the exploration and exploitation abilities of the algorithm. As can be seen from Figure 2 , NCS-Sine, which also decreases rapidly in the iteration process, is far from NCS-Arcsin in terms of performance. Although NCS-Sine has similar curve with NCS-Arcsin in the exploration phase, its control parameter a declines too slow in the exploration phase, which makes all the search agents in each iteration move slowly towards the current best search agent. This is not conducive to the convergence of the algorithm to the global optimal solution of the benchmark function. NCS-Cos consumes a lot of time in the exploration stage, which makes the algorithm not have enough time to approach the global optimal solution. This also proves that NCS-Arcsin has found the best balance between exploration and exploitation.
In conclusion, The results show that NCS based on the arcsine function enhances the exploration and exploitation abilities of WOA, and can help WOA avoid entering the local optimum and effectively converge to the global optimal solution.
2) WILCOXON'S RANK TEST RESULTS
In order to estimate the statistical difference between the algorithms [31] , Wilcoxon's nonparametric statistical test is employed at the 5% significance level. The test uses the experimental results of two different algorithms to test Wilcoxon rank sum and obtain p and h values, which will be used as indicators of significance level. Specifically, if the p value is less than 5% or the h value is equal to 1, it is considered that the experimental results of the two algorithms are significantly different. It can also be said that the performance difference between the two algorithms is significant. On the contrary, if the p value is greater than 5% or the h value is equal to 0, the performance of the two algorithms is considered to be similar. The Wilcoxon test results of NCS-Arcsin and other four comparison control strategies on the benchmark function are shown in Table 4 . It is noted that all different control strategies converge to the global optimal value for f 10 and f 12 , which leads to the p-values to be NaN. In the following discussion we do not consider the two functions with the same performance. For the Table 4 , NCS-Arcsin has a significant difference in comparison with LCS, NCS-Cos, NCS-Sine and NCS-Mix except f 3 (not suitable for NCS-Mix), f 7 (not suitable for NCS-Mix), f 8 (not suitable for NCS-Sine and NCS-Mix) and f 9 (not suitable for NCS-Cos and NCS-Sine).This proves that the optimized performance of NCS-Arcsin is significantly different with other control strategies. This also proves that the NCS based on arcsine function is significantly different with LCS and other NCSs.
3) CONVERGENCE AND COMPARISON
The averaged convergence curves over 100 independent runs are drawn in Fig.3-8 For unimodal functions Tablet function, Elliptic function and Sum squares function, as shown in Figure 3 , 4 and 5. When the number of iterations approaches 500 times, the fitness value of all WOAs optimized by different control strategies tend to be stable. Although all control strategies fail to make WOA converge to the global optimal solution (including the NCS-Arcsin), NCS-Arcsin significantly increases the convergence rate of WOA. And compared with other control strategies, NCS-Arcsin makes WOA closer to the global optimal solution. This proves that NCS-Arcsin can greatly optimize the exploitation ability of WOA and make WOA closer to the global optimal solution.
For multimodal functions Rastrign function, Ackley function and Alpine function, as shown in Figure 6 , 7 and 8. In Figure 6 , although NCS-Arcsin converges less quickly than other control strategies. As the number of iterations between 200 and 300 times, The optimization effect of NCS-Arcsin on WOA exploitation ability is reflected, which increases the exploitation time of WOA to find the global optimal solution. It can also be found from Figure 6 that the convergence rate of NCS-Arcsin is not fast than other control strategies. But the WOA optimized by NCS-Arcsin eventually converges to 0, and finally finds the global optimal solution, which is consistent with the experimental results in table 3. This shows that although NCS-Arcsin increases the exploitation time of WOA, it significantly improves the exploitation ability of WOA. This proves that NCS-Arcsin can improves the performance of WOA in searching for the global optimal solution, and makes WOA closer to the optimal solution.
V. CONCLUSION
This paper proposed a nonlinear control strategy based on arcsine function (NCS-Arcsin) to optimize WOA. The NCS-Arcsin is applied to adjust distance control parameter a. According to the function properties and image characteristics of basic elementary functions, the nonlinear control strategy is constructed to simulate the predation process of whales, making the exploration and exploitation stage of WOA more close the real predation process. Using NCS to find an appropriate balance between exploration and exploitation stage in WOA.
Multiple well-known benchmark functions are employed to evaluate the performance of NCS-Arcsin in enhancing exploration and exploitation capabilities of WOA. In addition, the optimized performance of NCS-Arcsin is compared and evaluated with LCS and other NCSs. The experimental results show that NCS-Arcsin is able to improve the performance of WOA and enhance exploration and exploitation capabilities of WOA. Nonlinear control strategy plays an obvious role in the optimization of WOA, and it has significant reference in the improvement of WOA.
In this paper, the advantages of the proposed NCS-Arcsin demonstrated from two aspects of image analysis and practical application. However, the superiority of the proposed NCS-Arcsin does't demonstrated from the aspect of mathematically. Nonlinear control strategy is still room to improve. 
