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The initiation of a theory of fuzzy sets by Zadeh [ 14 ] was an attempt to 
provide a framework within which to apply mathematical techniques to the 
cognitive sciences. This theory has been developed and applied in a number 
of fields. (See 12, 6, 8, 13, 15 1.) It seems clear that, if one wishes to define, 
analyze, and apply a mathematical idea of “fuzziness” meaningfully in an 
imprecise situation, one should have some means of comparing relative 
amounts of fuzziness. In other words, one should be concerned with 
measuring degrees of fuzziness. This is the topic of this paper. 
Let X be an (ordinary) nonempty, finite set. Then a fuzzy set over (or on) 
X is a map f: X-+ [0, 11. For each x E X, f(x) can be interpreted as the 
degree to which x enjoys some property P. Alternatively,J(x) is the degree to 
which x fits some fuzzy concept P. Such an f is a generalization of the 
characteristic function of ordinary set theory. The finiteness of X is a 
simplifying assumption which, however, applies to many actual situations. 
As pointed out by Loo 19 1, there is nothing fuzzy about the set X. Rather, 
the fuzziness lies in the degree of compatibility of the elements x E X with 
the property P. And in general, the assessment of this compatibility is a 
subjective judgement. Loo incorporates this subjectivity by indexing the 
fuzzy property P by UJ E 0, where w is called a judge and Sz a set of judges. 
Thus the degree to which x enjoys property P is represented by real numbers 
in [0, 11 assigned by judges w E a. So our function f: X-+ [O, 1] tacitly 
depends on P and w, but this dependence will be suppressed for simplicity of 
notation. 
A measure of degree of fuzziness is a nonnegative functional d on [ 0, 1 I”, 
the set of all fuzzy sets f: X-t [0, 1 ]. Such a functional can be regarded as an 
entropy in the sense that it measures our uncertainty about the presence or 
absence of a certain property P over the set X. Various forms for d have been 
proposed by DeLuca and Termini [4], Loo 191, and Trillas and Riera [ 101, 
among others. (See also [3, 5, 7 j.) These will be discussed at appropriate 
places. First, however, a list of desirable properties for a measure of degree 
of fuzziness will be made. Then the cla‘sses of functionals which satisfy 
certain combinations (one such combination being the whole set) of these 
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properties will be found. Finally, this article is concluded with some remarks 
about the relationship between “fuzzy entropy” and the probabilistic entropy 
of information theory. 
1. DESIDERATA FOR d 
First of all, since the fuzziness off arises from nothing but the presence of 
function values different from 0 and 1, d(f) must be determined solely by 
these function values. That is, if X= {x,, x2 ,..., x,}, then 
d(f) = ~,(f(x,), f(-&.? fW> (1.0) 
for some symmetric function I,: [O, 11” + [O, co [ (n = 1, 2,3,...). 
It is convenient to impose a lattice structure on 10, l]‘, as follows. For 
each f, g E [O, 1 lx, f V g and f A g are defined pointwise by 
(f V g)(x) := maxIf( g(x) 1, (f A g)(x) := min{fCG gW1. 
It is also convenient to define the direct product of two fuzzy sets. Iff E 
10, l]“, gE 10, l]‘, thenfx gE 10, llxxy is defined by 
(f x g)(x, Y> := f(x) g(y), x E x, y E Y. 
Also, p(f), the power off, is defined by 
P(f) = v f(x), 
x2x 
fE 10, 11”. 
What follows now is a list of properties which might be required of a 
measure of fuzziness. (Various combinations of these can be found also in 
[4,9, 101.1 
(Pl) Sharpness: We have d(f) = 0 if and only iff(X) c (0, 1 } (i.e., 
f is “sharp”). 
(P2) Muximality: The value of d(f) attains its maximum only when 
f(X)= ctr. 
(P3) Resolution: We have d(f) > d(f *), where f*(x) > f(x) 
(f*(x) <f(x)) whenever f(x) > f (j(x) < b) (i.e., f * is a “sharpened” 
version off ). 
(P4) Symmetry (about i): We have d(j) = d(1 - f ), where 
(1 -f)E [O, llX. is defined by (1 - f)(x) := 1 - f(x) for all x E X. 
(P5) Valuation: The functional d is a valuation on [0, l]‘, i.e., 
4f ” g) + 4f A g) = d(f) + 4&T)> f, gE to, llX. 
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(P6) Generafized additivity: There exist mappings CJ, r: [0, co 1 --* 
(0, co [ such that 
4.f x s> = d(S) W g)> + G’if )I 4 g), 
for all f E [0, 1 lx, g E [0, 1 ] ‘, X and Y any finite sets. 
The meanings of properties (Plt(P4) are quite clear. They also seem 
quite natural, intuitively, for a measure of fuzziness. Property (P5) is also 
fairly intuitive (but see [lo]); it states that f and g can “exchange fuzziness” 
at various points, without affecting the sum of the degrees of fuzziness. As 
for (P6), it seems plausible that there should be some connection between the 
fuzziness off x g, on one hand, and the degrees of fuzziness off and of g, 
on the other hand. The exact form of this connection is, however, debatable. 
Property (P6) states that, when computing d(f X g), the factors d(f) and 
d(g), respectively, must be multiplied by “weights” that reflect the “sizes” of 
g and f. 
Kaufmann [ 7, pp. 23-251 introduced two measures satisfying (P 1 )-(P4), 
one of which also satisfies (P5) (as does the square of the other). DeLuca 
and Termini 141 began with a Shannon-type functional 
(1.1) 
and noted that it satisfies (P6) with d = H, r and u being identity mappings. 
Since, however, this measure does not satisfy (P2)-(P4), they introduced 
4,(f) = WI-) + H( 1 - f) (1.2) 
(which is really just the Shannon entropy-see Section 4), where H(f) is 
given by (1.1). Now (1.2) satisfies (Plt(P5), but no longer (P6). 
It would be nice to find all measures of fuzziness satisfying (Pl)-(PS). 
This is accomplished in Theorem 2.3. As will be seen, the class of such 
measures is very large. Thus it would be nice also to characterize the 
measures (if any) satisfying (Pl)-(P6). This is done in Theorem 3.2. Further 
results are given which characterize measures satisfying other combinations 
of the properties. 
It should be mentioned here that Trillas and Riera 1 lo] have introduced a 
larger class of fuzzy entropies, of which those mentioned in Lemma 2.1 are a 
special case (of the so-called “sum-prod” entropies). Also, LOO 191 has 
suggested another large class of measures of fuzziness, which includes those 
of this paper. But it also seems desirable to focus on particular measures (or 
small classes) with special properties, and that is our aim. 
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2. CONSEQUENCES OF THE DESIDERATA 
LEMMA 2.1. Let X= (x,, x, ,..., xn }. A measure of fuzziness d: [0, 11” + 
[0, 00 [ is a (P5) valuation $ and only if there exists a map v,,: [0, l] + 
[0, 03 [ such that 
d(f) = ’ Uln(f(xi)>, 
iY1 
(2.1) 
for allf E [O, l]*. 
Proof: Supposing that d satisfies (P5), (1.0) gives 
I”(f, v g, 3***7 f” v g,) + I,(fl A g, 9***3 fn * g,) 
= r,(fl,...9f,) + I,(g, ,***3 g,), (2.2) 
where fi = f (Xi), gi = g(Xi)T fi V gi = max(&, gi)> and fi A gi = min(f,, gi), 
for 1 < i < n. 
If n = 1, then (2.1) is satisfied by defining q(u) := Z,(U) for all u E [O, l]. 
Otherwise, for any r, 2 < r < n, put gi = 0 for i FG (2,3 ,..., r} and fj = 0 for 
j # 1. Then (2.2) gives (using the assumed symmetry of I,, in its arguments) 
Z,(f, 3 g2,**., g,, (A..., 0) 
= Z,(f,, O,..., 0) + I,@, ,..., g,, 0 ,..., 0) - I,(0 ,..., 0). 
A simple induction (again using the symmetry) shows that 
ZJU,, U2 ,..., Ur, 0 ,..., 0) = i Zn(Ui7 O,..., 0) - (r - l>Z,(%-7 0). 
i=l 
(This equation holds whether or not all of the u,, u?,..., u, are nonzero.) 
Therefore, defining (D,: [O, l] -+ [O, a[ by 
(4,(u) := z&4,0 )...) 0) - (1 - l/n) I,(0 ).,.) O), 
we have (2.1). Clearly, such a d satisfies (P5). 
LEMMA 2.2. Let X= {x1,x2 ,..., xn], and suppose d: [0, l]*+ ]O, a~[ is 
given by (2.1) for some map qn: [0, I] -+ [0, a,[. Then 
(a) d satisfies (Pl) ifand only if 
v,(O) = 0 = v%(l), V,(P) f 0 for all p E IO, 1 [; (2.3) 
(b) d satisfies (P2) if and only if 
V,(P) < V,(f) for all pE [O, l]\(i); (2.4) 
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(c) d satisfies (P3) if and only if 
pn is nondecreasing on {O, i 1, 
is nonincreasing on ] f, 1 ] ; (2.5) 
(d) d satisfies (P4) if and only if 
cp”(P) = %I(1 - P), forall pE 10, 11. (2.6) 
Proof. This result is clear, since thef(xi) (i = 1, 2,..., n) are independent 
variables in (2.1). 
Combining these two results, we have 
THEOREM 2.3. Let X = (x, , x2 ,..., xn}, and let d: ]O, 11” + IO, co 1. Then 
d satisfies (Pl)-(P5), if and only if d is given by (2.1) for some map ~0,: 
[O, l] + [O, a~[ satisfying (2.3)-(2.6). 
Clearly, we can obtain other results by combining Lemma 2.1 with 
various combinations of parts (a)-(d) of Lemma 2.2. Note that d,, given by 
(1.2) (with (1.1)) is of the form described in Theorem 2.3. 
Next, we consider the (P6) generalized additivity in combination with 
some of the other properties. Until now, we have considered X fixed. At this 
point, we consider d given by a family {I,} through (l.O), so that d is a 
measure of fuzziness over sets X of different (finite) sizes. 
LEMMA 2.4. A measure d of fuzziness (over sets X of all finite sizes) 
satisfies (PI), (P5), and (P6) if and only if d is given by 
d(f)= c cp(f(x))v fE [O, ll"? 
XEX 
(2.7) 
where q: [O, 1 ] + [O, 00 [ satisfies (2.3) and one of (2.8)-(2.10): 
v(u) = l(u) m,(u), u E JO, 1 I, 
d4 = klm&) - m3Wly u E 10, 1 I, 
q(u) = km,(u) sin n(u), u E 10, 11, 
where k is a constant and 
l(uu) = l(u) + f(v), u, v E JO, 1 I, 
mi(uv) = m;(U) m,(v) (i = 1,2,3,4), u,v E JO, 11, 
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(The main reason for assuming (Pl) here is to avoid messy details 
concerning the function values at zero which would otherwise be possible.) 
Proof: If d satisfies (Pl) and (P5), then it has the form of (2.1) on each 
x = {x, ) x*,..., x,}, with rp, satisfying (2.3), n = 1, 2 ,... . Now the (P6) 
generalized additivity takes the form (for X= {x,, x2 ,..., x,,}, Y = 
{Yl, Y2r-9 Y,l> 
= -+ p,(u.) 
,e, 
I 7 @, vj)+0 (jIl ‘i)jY, pm(“j) (2.14) 
for all ui = f(xi), vj = g(yj) E [0, 11, 1 < i < n, I < j < m. Moreover, since 
cp,,(O)= cp,(O)=y1,(0)= 0 by (2.3), (2.14) with ui= vj=O for 2 <i< n 
and 2 < j < m yields 
fPPnm(u, VI) = %@l> 7(vJ + @ud %n(V,>~ 241, v, E [O, 11. (2.15) 
Putting ui = 1, resp. u i = 1, in (2.15), we obtain 
(D”&J = V”(Ul> 7(l), %dv,) = a(l) %AVl>~ (2.16) 
since q,(l)=cp,(l)=O by (2.3). Also by (2.3), q,,,fO, so t(l)#O#cr(l). 
Thus Eqs. (2.16) yield q,(u) = 7( 1))’ a( 1) o,(u) for arbitrary positive 
integers n and m. But this is possible only if t(I)-’ a(l) = 1. Hence, with the 
map o: [O, l] + [0, co[ defined by 
v(u) := PI(U) = (D,(u) (n = 2, 3 ,... ), u E [O, 11, (2.17) 
(2.15) leads to (with uv # 0 here for convenience) 
duv) = v(u) 7(v) + eu) v(v) for all u, v E IO, 1). (2.18) 
The solutions of Eq. (2.18) are known ([ 11, 121) in case rp, c, and 7 are 
complex-valued functions. Some minor modifications are needed in case of 
real-valued functions. The result, together with a proof containing the needed 
modifications, is given in the Appendix. There we find the solutions 
(2.8)-(2.10), and (D = 0, with (2.1 l)-(2.13). But rp = 0 is not possible, 
because of (2.3) and (2.17). Now by (2.17) and (2.1), the lemma is proved in 
one direction. 
The converse is easily verified. 
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3. MAIN RESULTS 
The main results are contained in the two theorems of this section. 
THEOREM 3.1. A measure d of fuzziness satisfies (Pl)-(P3), (P5), and 
(P6) if and only if d has the form of (2.7) with a map p: [0, 11 + 10, co 1 
given by either 
p(u) = -kuY In U, (k > 0, Y = log, e), u E IO, 1 I, 
= 0, I.4 = 0, 
(3-l > 
Or 
q(u) = k(u” - 24”) (k > 0 < a < b, a21pa = b21pb), u E IO, 11. (3.2) 
Equation (3.2) gives an infinite one-parameter family of solutions, one for 
each a E [0, y = log, e[, since the function a H a2 lea increases on [O, y ] and 
decreases on ( y, 03 [. 
Proof: Let d satisfy (Pl)-(P3), (P5), and (P6). Then, by Lemmas 2.2 
and 2.4, d is given by (2.7), where q satisfies (2.3)--(2.5) and one of (2.8), 
(2.9), or (2.10), with 1, mi, and A satisfying (2.1 l), (2.12), and (2.13), respec- 
tively. We consider the three cases separately. 
Case 1. Let a, be given by (2.8) (with (2.11) and (2.12)). Then 
cp(uu) = f(w) ml(uv) 
= I44 + WI Mu> m,(v) (3.3) 
= 44~) ml(u) + m,(u) 4~)~ u, v E 10, 11. 
(The restriction to IO, l[ is for convenience, in view of (2.3).) But q(f) # 0 
(by (2.7) and (2.3)), so (3.3) with u = i gives 
Iml(u>l = IdW’ IG~(v/~) -4) cp(v)l 
< IcoW’MW + lw<?i>l IcoWl 
< 1 + lml(f)ly 
where we have used (2.4) and the nonnegativity of rp. Thus m, is bounded. 
Hence the map w: 10, co [ + R (the real numbers) defined by 
u/(x) := m ,(e-‘), x E p, aJ I, (3.4) 
is bounded. Moreover, by (2.12), v/ satisfies 
ly(x + Y) = v/(x> V'(Y), x, yE IO, 001. (3.5) 
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By [ 1, pp. 38-391, the bounded solutions of (3.5) are (for some constant c) 
y(x) = eecx, y(x) = 0. 
Now (3.4) gives m,(u) = uc or m,(u) = 0. But the latter is impossible, by 
(2.3) and (2.8), hence 
m,(u) = UC, u E 10, l[. (34 
Returning to (2.8) we have I(U) = u ‘o(u) bounded on an interval, by 
(3.6) and the boundedness of p (0 < o(u) < o(q) by (2.3)-(2.5)). Hence the 
map a: IO, co ( --t R defined by 
a(x) = l(e-“), XE IO, a[, (3.7) 
is bounded on an interval. Moreover, by (2.1 I), a satisfies 
4x + Y> = 4x> + a(v), x,yE IO, 031. (3.8) 
By [ 1, p. 341, the bounded-on-an-interval solutions of (3.8) are 
a(x) = kx, XE IO, a[ (3.9) 
for some constant k. Hence, by (2.8), (3.6), (3.7), and (3.9), we have 
q(u) = (-k In u) uc, u E IO, l[. 
Finally, in order for cp to satisfy (2.4) and (2.5), it must be that c = log, e 
and k > 0. Together with (2.3), this establishes (3.1). 
Case 2. Let a, be given by (2.9) (with (2.12)). Then 
duo> = k[m,(uu) - ms(u~)l 
= k[m,(u) 4~) - 4~) m&)1 (3.10) 
= m*(u) P(U) + Y-Q) %(~>Y 24, u E IO, I[. 
As in Case 1, the boundedness of 9 between 0 and o(f) implies that ml and 
m, are bounded. As before, the (2.12) multiplicativity implies that either 
m,(u) = u“ or m2(u) = 0, and either m3(u) = ub or m3(u) = 0. We can rule 
out the identically zero solutions, because of (2.4) and (2.5). Thus we have 
mz(u) = u”, mX(u) = ub, uE 10, l[, 
and (2.9) becomes (3.2) minus the restrictions on k, a, and b. Equations 
(2.3) and (2.5) demand that either k > 0 < a < b or k < 0 < b < a. To avoid 
409/94/ 1~3 
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duplication of solutions, we specify k > 0 < a < b. Finally, (2.4) requires that 
a2 Ipa = b2’-b, and this, together with (2.3), establishes (3.2). 
Case 3. Let rp be given by (2.10) (with (2.12) and (2.13)). By (2.3), 
m,(u) # 0 for all u E 10, I[. Furthermore, (2.12) with u = u = 4 yields 
Since p(u) > 0 for all u E IO, 1[ (by (2.3), (2.5)), we conclude that 
k sin A(u) > 0, u E IO, l(. (3.11) 
We show that this is impossible. 
In this paragraph, let ‘k” denote “congruent modulo 27c.” Equation (2.13) 
with u = u yields A(u”) c 2k(u), and, by induction, with N = (1, 2,...}, 
A(P) = d(u), nEN, UE IO, 11. 
Let urn = v” with u, v E 10, 1 [; m, n E N. Then 
mA(u) E l(P) = A(vn) = d(v), 
i.e., 
A(u”‘“) = m/n A(u), m,nEN, uE]O, 11. 
Together with (3.11), this implies that 
0 < k sin A(emmin) = k sin[m/n A(eC’)], 
for all m, n E N, which is impossible. 
The converse is a straightforward verification, and, with it, Theorem 3.1 is 
established. 
THEOREM 3.2. A measure d of fuzziness satisfies (Pl)-(P6) if and only 
if d has the form 
d(f) = X f(x>ll - f(x>L fE[OJ]“. (3.12) 
XEX 
ProoJ Let d satisfy (Pl)-(P6). By Theorem 3.1, d has form (2.7) with cp 
given by (3.1) or (3.2). By Lemma 2.2, p must also satisfy 
(o(P) = (o(l - PI9 PE [O, 11. (2.6) 
We consider two cases. 
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Case 1. Let rp be given by (3.1), and suppose rp satisfies (2.6), i.e., 
suppose that 
uYln u = (1 - u)Yln(l -u), 
where y = log, e. Differentiation gives 
u E IO, 1 I, 
~~~‘(1 +ylnu)=-(1 -u)y-‘[I +yln(l -u)], 2.4 E IO, 11. 
As u -+ I, uy-‘(1 + y In U) + 1 while (1 - u)‘-‘[ 1 + y ln(1 - u)] + 0, so this 
case is impossible. 
Case 2. Let a, be given by (3.2), and suppose cp also satisfies (2.6) i.e., 
suppose that 
ua - Ub = (1 - 24)” - (1 - U)b, 
Differentiation gives 
u E 10, l[. 
au a-1 - bU*-’ = -a(1 - ~)a-’ + b(l - U)*-‘, u E 10, 11. (3.13) 
Noting that a E IO, y[, we consider three subcases. 
Case 2a. Suppose 1 < a < y. Then y < b < 2. As u -+ 1, the left-hand side 
of (3.13) tends to (a - b), while the right-hand side tends to 0. So this case is 
impossible, since a # b. 
Case 2b. Suppose a = 1. Then b = 2, (2.6) is satisfied, and (2.7) with 
(3.2) is just (3.12). 
Case 2c. Suppose 0 < a < 1. Then 2 < b < co. As u--1 1, the left side of 
(3.13) tends to (a -b), while the right side tends to -co. So this case is also 
impossile. 
For the converse, we need only note that q(u) = u - u* satisfies (2.6) and 
use Theorem 3.1. 
4. REMARKS ON THE RELATIONSHIP BETWEEN FUZZY ENTROPY 
AND INFORMATION THEORETICAL ENTROPY 
It has been pointed out by Forte (personal communication) that the 
DeLuca-Termini fuzzy entropy dH given by (1.2) (with (1.1)) is actually just 
the Shannon entropy in the following sense: Let X = {x,, x2,..., x,} and f: 
X + [0, I] a fuzzy set over X. Let us interpret f(x) as the probability that 
x E X possesses a certain property P, and think of the process of deciding 
whether x,, x2 ,..., x, do or do not possess P as an experiment. Then, 
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assuming that f(x) is independent of f(y) for x # y E X, the probability 
distribution of all possible outcomes of this experiment is 
where (P, , P, ,..., Pz,) is the collection of all subsets of X. So the Shannon 
entropy of this experiment is given by 
Hzn ( ( n f(x) IilVi (1 -f(x)) ,;:, ) 
XEPi 
=- ,gl Jl@ f(x) IT (1 -f(x)) ’ 
XCX\p( 
og [ n f(x) n (1 -m)l~ 
XEP( XEXPpi 
which simplifies to (1.2) (with the functional H given by (1.1)). 
On the other hand, the measures of fuzziness characterized in 
Theorem 3.1, and (3.12) in particular, do not appear to be information 
theoretical entropies “in disguise.” That is, they do not arise from any of the 
standard information theoretical entropies in the manner described in the 
preceding paragraph. 
APPENDIX 
The solution of (2.18) is provided, for completeness, 
PROPOSITION. The maps rp, t, o: IO, 1 ] + R satisfy 
v(uv) = (D(u) t(v) + G> v(v), u, u E IO, ‘I, (2.18) 
zf and only if they are given by one of the rows of the following chart: 
$?!a w m 
0 arbitrary arbitrary (5.1) 
Wm&) ~l(~)[l+Pl(~)l m,(V>Il-Pl(v)l (5.2) 
kl%W-%(Ol qm&)+('-q)%(u) Cl-q)m*(v)+qm,(v) (5.3) 
km,(t)sin;l(t) m,(u)[cosA(u)+rsinA(u)] m,(v)[cosA.(v)-rsin;l(v)] (5.4) 
Here 1 satisfies (2.1 l), m, (i = 1, 2, 3,4) satisfies (2.12), A satisfies (2.13), 
and k (#O), p, q, and r are constants. 
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Proof. Suppose p, r, and u satisfy (2.18). Interchanging u and u in 
(2.18), we get 
cp(u) +J) + u(u) P(U) = e> r(u) + 4u) v(u)* (5.5) 
If v, E 0, then we get solution (5.1). This possibility is henceforth excluded, 
so that there is u,, E IO, l] with rp(u,,) # 0. Now (5.5) with u = u,, yields 
r(u) = u(u) + 2Pul(V>, v E 10, 11, (5.6) 
where 2p = q(uO)-‘[r(u,J - a(~,-,)]. With (5.6), (2.18) becomes 
0~) = du> a(u) + 4u) (4(u) + 2PdU) cp(v), u, u E JO, I]. 
So, letting 24 = ePx, v = eey, and defining f, g: [O, co [ + R by 
g(x) := v(e-“>, f(y) := a(ewY) + pp(e-‘), x, y E [O, 00 I, (5.7) 
we have the well-known equation 
g(x + Y) = f(x) go> + g(xMY)~ x, y E 103 00 I. (5.8) 
This equation has been studied by many people, among them Vietoris [ 11 j 
and Vincze [ 121. (See also [ 1, p. 1771 for further references.) As it is usually 
assumed, however, that f and g are complex-valued, some minor 
modifications are needed here. 
At first, we follow AczCl [ 1, pp. 205-2081 which is an application of 
Vincze’s method. Case 1, g E 0, must be excluded, as it leads to cp = 0 by 
(5.7). Aczel’s Cases 2 and 3.1 go through, giving 
g(x) = h(x), 
g(x) = el@> 4x>, 
f(x) = d-W, XE IO, a[, (5.9) 
f(x) = e,(x), x E [O, m I, (5.10) 
where a and ei (i = 1, 2) satisfy, respectively, 
4x + Y) = a(x) + a(.!J>, x, YE [O, a [, (5.11) 
ei@ + Y) = ei(x> ei(Y>, &YE [O, co[. (5.12) 
Finally, Aczel’s Case 3.2 is where the modification is needed. In addition 
to (5.8), we now have 
f(x + Y) = f(xlf(Y) + h(x) g(Y), x5 YE [O, a)[, (5.13) 
where b # 0. We distinguish two subcases. 
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Case 3.2a. Suppose b > 0. Then we follow Aczel’s proof to get 
g(x) = kl+) - e&>l, f(x) = le&> + e&J l/2. XE [O, co[, 
(5.14) 
where e, and e3 satisfy (5.12). Note that (5.14) contains (5.9). 
Case 3.2b. Suppose b < 0. Defining h: 10, co [ + R by 
h(x) := \r-b g(x), x E [O, oo[, 
we have for h and f (from (5.8), (5.13)) the system 
(5.15) 
h(x + Y> = S(x) W) + m)f(Y)9 
S(x + Y) = f(X>f(Y> - 0) h(Y), x, y E [O, O-J!. 
(5.16) 
Following the argument of Vietoris [ 111, we define A : 10, co ] + C (the 
complex numbers) by 
A(x) := f(x) + h(x), XE [O, a[. (5.17) 
System (5.16) is now equivalent to 
A(x + Y> =A(X)A(Y), x, y E [O, aJ I. 
Since cp E 0 has been excluded, (5.7) and (5.17) show that A E 0 is excluded. 
But then 
A(x)+@ for all xE [O, co], (5.18) 
by a standard argument which can be found in [ 1, p. 381. (The trivial 
solution A(O)= 1, A(x)= 0 (x > 0) . 1s eliminated since it would lead to 
h = 0, then cp E 0, by (5.17) (5.15), and (5.7).) 
Defining e4: [O, 001 + R, e5: [0, a[ + C by 
IA (x)1 =: e,(x), A(x) =: e,(x) e,(x), XE 10,031, (5.19) 
we see that e4 a,nd e, satisfy (5.12). Moreover, by (5.18) we have 
e&j > 0, Mx>l = 1, XE 10, a[. (5.20) 
Therefore, e5 can be written in the form 
e,(x) = cos a(x) + i sin a(x), XE 10, a[, (5.21) 
where (since e, satisfies (5.12)) a: [0, co [ + R satisfies 
a(x + y) = a(x) + a(y) (mod 2n), (5.22) 
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for all x, y E [0, CQ[. So, by (5.15), (5.17), (5.19) and (5.21) we have 
g(x) = kc,(x) sin cl(x), f(x) = e,(x) cos a(x), x E [0, co [, (5.23) 
where e4 satisfies (5.12) and a satisfies (5.22). 
In conclusion, solutions (5.2)-(5.4) come, respectively, from (5.10), 
(5.14), and (5.23) via Eqs. (5.6) and (5.7). Here q = f + pk, I(u) := a(-ln u), 
m,(u) := e,(-ln u) (i = 1, 2, 3,4), and A(u) := a(-ln u), for all u E 10, 11. So 
(5.1 l), (5.12), and (5.22) give rise to (2.1 l), (2.12), and (2.13), respectively. 
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