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Introduction
A centrally important construct in computational geometry is the Voronoi diagram. Given a set S of at points in the plane, the Voronoi diagram of S is a plane graph with n faces, such that each face contains exactly one point of S in its interior and is the locus of those points in the plane which are as close to that point as to any other point of S. Using the Voronoi diagram several geometric proximity features of a point set may be determined.
For example, as shown by Shamos [16] , with the Voronoi diagram of a point set one can efficiently obtain the closest pair of points, the nearest neighbor of each point, the Euclidean minimum spanning tree of the points, the largest empty circle with center inside the convex hull of the points, and other features. The first optimal sequential algorithm to compute the Voronoi diagram was given by Shamos and Hoey [17] and takes O(n log n) time.
Owing to its importance, several generalizations of the Voronoi diagram have been examined, see for example [15] and [18] . The generalization most relevant to this paper concerns Voronoi diagrams with distances measured by some Lp metric, 1 Sp S 00, and not merely when p = 2, which gives the usual Euclidean metric. In fact, in many applications it is natural to measure distances with the L1 (rectilinear) metric. VLSI chip lay-out is an example. Here, current technology allows wires to be laid only in certain fixed directions, typically in two perpendicular directions. Distances in cities or facilities laid out in a 'Manhattan' manner (with a grid of paths) must be measured rectilinearly.
Other applications arise from computer graphics and robot motion planning. Sometimes, too, the simpler structure of a geometric problem under the L, metric is first studied to gain insight into the more difficult version with the Euclidean metric. Hwang [ll] gives a Voronoi diagram algorithm for the L1 metric, Lee and Wong [14] give an algorithm for the L1 and L, metrics, and Lee [13] gives an algorithm for any Lp metric. All these sequential algorithms run in optimal O(n log n) time and have applications similar to the Euclidean case. For example, the rectilinear Voronoi diagram leads to optimal computations of the rectilinear minimum spanning tree [ll] , nearest neighbors under the rectilinear metric, and so on. The problem we study in this paper is the computation of the Voronoi diagram on a parallel machine. The computation model we assume is the EREW PRAM-exclusive-read exclusive-write parallel random access machine. An EREW PRAM is a synchronous shared-memory multiprocessor machine such that any number of processors can, simultaneously, read or write one memory cell each in constant time, except that no two processors may attempt to simultaneously access the same cell. The first parallel algorithm to compute the Euclidean Voronoi diagram was given by Chow [7] , based on Brown's [6] reduction of the Voronoi diagram of a point set on the plane to the convex hull of a point set in 3-space, and runs in 0(log3 n) time on an n-processor CREW PRAM (concurrent-read exclusive-write PRAM, which is more powerful than the EREW PRAM). The time was improved to O(log'n)
by Aggarwal et al. [l] with an algorithm based on divide-and-conquer. A similar but simpler algorithm was given by Jeong and Lee [12] We present an algorithm to compute the rectilinear Voronoi diagram in O(log* n) time on an EREW PRAM with n/log n processors, which is optimal.
Our method is inspired by that of Jeong and Lee, but we introduce new ideas to avoid sorting and planar point location based on some very interesting interplay between the underlying geometry and basic parallel processing techniques.
Recently, Cole, Goodrich and 6'Dunlaing [9] showed an algorithm with the same processor-time bounds to compute the Euclidean Voronoi diagram, but for a CREW PRAM and using methods that make essential use of concurrent read. For a cleaner presentation of our algorithm in Section 4, we first describe the underlying geometry in Section 2 and then collect needed results about parallel algorithms in Section 3. We conclude in Section 5 and present directions for future research.
Some geometric definitions and facts
Given two points q1 = (x1, yr) and q2 = (x2, y2) on the plane, the distance between them in the Lp metric, 1 up < ~0, is
and in the L, metric is &(qr, q2) = max(lxl -x21, IY, -y21).
Henceforth, we shall only be concerned with the L1 metric and denote the distance between q1 and q2 by d(q,, q2) = 1x1 -~21 + IYI -~21.
The bisector B(q,, q2) of q1 and q2 is the locus of points equidistant from them, that is
When lx1 -~21' IY, -~21, then B(qI, q2) consists of two infinite vertical segments joined by an inclined segment which (oriented in the upward direction) makes either 45" or 135" with the x-axis, according as the line joining q, and q2 has negative or positive gradient. This is called a vertical bisector. When Ix1 -x2( < Iy, -y2), then B(q,, q2) is a horizontal bisector consisting, similarly, of two infinite horizontal segments joined by an inclined segment. When lx1 -x21 = ly, -y2(, to avoid bisectors with nonzero area, we specially define B(q,, q2) to be a vertical bisector. See Fig. 1 . a region homeomorphic to a closed half-plane with a boundary on B(q,, q2). Let V(P) denote the Voronoi diagram of an n-point set P = {ql, . . . , qn}. The Voronoi polygon (face) corresponding to a point qi E P is F,(q,) = nj,, H(q,, qj), a (not necessarily bounded or convex) polygonal region whose edges are portions of bisectors.
V(P) is, in fact, a plane graph which is the union of the boundaries of the F,(q,), 1 G i s n. A point of V(P) at which three of more bisectors meet is called a Voronoi vertex. When the portion of a horizontal bisector unbounded to the right belongs to V(P) define (03, y) to be a Voronoi vertex (the end at 'infinity') of V(P), too, where the horizontal segment going rightwards has ordinate y. Similarly define Voronoi vertices of the forms (-00, y), (x, a), and (x, --co). Denote the set of Voronoi vertices by Ver(P).
A portion of a bisector between two Voronoi vertices is called a Voronoi edge. See Figure  2 . A representation of V(P) as a plane graph, see [El, is of size O(n). A simple but crucial geometric fact is the following. The dividing chain C of L and R is defined to be the set of edges in V(P) each of which is shared by the Voronoi polygon in V(P) of a point in L and the Voronoi polygon in V(P) of a point in R. We shall also use C to denote the curve formed by the union of these edges. C may consist of several disjoint components. 
Proof. Clearly, a component
Ci of the dividing chain C is a concatenation of a finite number of portions of bisectors, the end-point of one portion always coinciding with the end-point of an adjacent one. It follows that the first and last portions must be unbounded, each in one direction, so that Ci itself is unbounded in both directions. Suppose, if possible, that Ci is not monotone with respect to the y-axis. Then, as all the portions of bisectors comprising C1 are each monotone with respect to the y-axis, C, must be (locally) nonmonotone at a Voronoi vertex, say v. Suppose, without loss of generality, that v is incident to the Voronoi edges e, and e2 lying in Ci and disposed as in Fig. 3(a) . Further, suppose that e, and e2 are portions of bisectors between pl, pz and p2, p3, respectively.
With the given shape of Ci, and from the way rectilinear bisectors are drawn, it follows that x(pl) <x(pJ <x(p3), which implies that if p1 and p3 lie on the same side of the dividing line D, then p3 lies on that side too. However, from the disposition of pl, p2, and p3 with respect to C, it follows that p1 and p3 do indeed lie on one side of D, while p2 lies on the other. This contradiction implies that u cannot exist and that C1 must be monotone with respect to the y-axis.
If two distinct components C1 and C2 of C have overlapping projections on the y-axis, it is not difficult to check that there must exist a point q E P (see Fig. 3(b) ), lying between them, which must belong to L because of its disposition with respect to C2 and must belong to R because of its disposition with respect to C,. This contradiction implies that distinct components of C have disjoint projections on the y-axis. See Fig. 4 .
For the result in the second paragraph, assume that I intersects C2 in the point it and that m is to the right of Cz. Then, if m were closer to a point in L, the segment mn would be intersected in its interior by C contradicting that 12 is the first point of intersection of 1 with C. See Fig. 4 . This proves that, if a point m is closer to a point in L, it must lie left of the component, say C1, of C first intersected by a line 1 drawn from m. 0
The dividing chain thus 'divides' the plane into two regions H(L) and H(R) (neither of which may be connected) which are the locus of points closer to L and to R, respectively (see Fig. 4 ). The next property sets the stage for divide-andconquer. The following is a criterion to determine if a Voronoi edge is intersected by the dividing chain.
Property 4. An edge e E V(L) intersects C if and only if one of the following conditions hold:
(1) One endpoint of e is closer to L and the other is closer to R. In this case C intersects e in exactly one point.
(2) Both endpoints of e are closer to R and the horizontal ray emanating leftwards from one of qi or qi, where e is a portion of B(q,, qj), intersects e at a point m (there can only be one such) closer to L. In this case C intersects e in exactly two points, one on either side of m. Call the segments of e on either side of m the two semiedges of e.
A symmetric statement applies to edges e E V(R) with 'L' switched with 'R' and 'leftwards' switched with 'rightwards'.
Proof. In case 1, C will intersect e at the unique point on e which is as close to L as it is to R. The relevant observation here is that C cannot 'double back' and intersect e more than once. To see this, suppose, if possible, that e is a portion of B(q,, qj) and C intersects e more than once (then, in fact, C must intersect e an odd number of times 33 as one end of e is in H(L) and the other in H(R)). Suppose two consecutive intersection points are n and p, as in Fig. 5(a) . A point m, between n and p on e, is closer to some point of R than any point of L. In particular, m is closer to some point of R than to either qi or qj. It follows then than any point on e below m is closer to some point of R than to either qi or qj. Consider n. Say the nearest point to it in R is q,. Then, by the preceding argument, d(n, qr) < d(n, qi) and d(n, q,) < d(n, qj)_ Since n lies on C, there is a point qk E L such that d(n, qk) = d(n, qr). Th is implies that d(n, qk) < d(n, qi) and d(n, qk) < d(n, qj) which contradicts that e is an edge of V(L), for in that case n, lying on e, would necessarily be closest to qi and qj in L. This proves that the intersection of C and e is indeed unique. For case 2, it is best to refer to Fig. 5(b) which provides the essential geometric insight.
Here e is a portion of B(qj, qj) and the horizontal ray emanating leftwards from qj (which, in Fig. 5(b) , happens to coincide with an edge of V(R)) (whose linear order is defined in Property 2). The next property helps decide the order of two given edges in S. But first, some more definitions.
Suppose e E S. By
Property 4 one end vertex of e is closer to L and the other closer to R. Denote the vertex closer to L by Iv(e) and the other by rv(e). Assume e is oriented from
Iv(e) to rv(e). Extend the first and last straight segments of e infinitely. This extension partitions the plane into two closed unbounded regions, one to the left and one to the right of e (w.r.t. to its orientation).
Any point or line is said to lie left or lie right of e according as it is contained wholly in the region to the left or right of e. Suppose e is a portion of the bisector B(qi, qj), where qi lies left of e and qj lies right of e. Then denote qi by lp(e) and qj by rp(e). See Fig. 6(a) . The following is essentially from [ 121.
Property 5. Suppose e; and ej are in S. Cases (1) and (2) determine the order of e; and e,.
(1) The projections of ei and ej on the y-axis are disjoint. Then, et > ej or ei < ej according as e, is above or below ej.
(2) The projections of e, and ej on the y-axis are not disjoint. Then, the order of ei and ej is determined by cases (2.1) and (2.2).
(2.1). e; intersects ej at point m. Then, the order of ei and ej is determined by cases (2.1.1) and (2.1.2). Proof. We refer to Fig. 4 which provides the geometric insight. Here, e2 is the left-unbounded edge of V(L), with both end-points closer to R, lying vertically between C, and C,. 0
This property determines for each edge e E C the points qi E L and qi E R such that e is a portion of B(q,, 4,) . Proof. In the case that e leaves ei E M at point Ci and ebi is the greatest edge in N preceding ei, e, must lie in the intersection of FL(lp(ei)) and F,(lp(e,,)), and so is a portion of B(lp(e,), lp(ebi)). The other cases may be similarly settled. 0
Observe that, given both S = {e, <. . . <e,} in sorted order and the edges of S that have unbounded edges of C leaving or entering them, we can, applying Property 8, fully construct C and determine the intersections of C with edges in S as an array {c,<* * * CC,} sorted by y-coordinates (by exploiting Property 2 which implies that the ordering of these intersections by y-coordinates is induced by the order of S).
Some basic parallel algorithms
The basic operations that we shall require to do in parallel are merging of arrays, list ranking, and prefix computation. List ranking is, given a linked list L, to compute the distance of each element of the list from an end of the list, and so to present L as an array. Prefix computation is, given a sequence al, . . . , a, of elements, to compute the partial sums &=I ak for each i, 1 G i < n, where @ is a semigroup operation.
Typical problems we shall solve by prefix computation are as follows: given a sequence a,, . . . , a,, of elements some of which are marked 'red' find, for each ai, (a) the number of red elements preceding it, and (b) the largest index of a red element preceding it. Problem (a) may be solved by a prefix computation with the operation as addition and each red element representing a 1 and nonred element a 0; (b) may be solved by a prefix computation with the operation as max and each red element representing its index and nonred element representing -m. The parallel complexity of these operations is described as follows. Proof. The plan is to construct the dividing chain C and use Property 3 to 'merge' V(L) and V(R). Accordingly, the following algorithm solves the problem in 8 steps. Henceforth, we shall assume, unless specified otherwise, that every point set carries an order specified by the y-coordinates of its points.
Step 1. Property 1 provides the geometric insight to replace planar location by a merge followed by prefix operations: Merge L, R, Ver(L), and Ver(R) into one array, say A.
Step 2. Add the points (-a, -m) and ( 00, --3o) to the beginning of A and the points (-w, 00) and (03, m) to the end of A, and mark them each as belonging to Ver(R). With a constant number of prefix operations on A, determine, for each vertex in Ver(L) of the form (x, y) where x < M and for each point in L, the first vertex in Ver(R) of the form (-00, y ') preceding it and the first vertex in V(R) of the form (-03, y") succeeding it. Further, determine, for each vertex in Ver(L) of the form (00, y), the first vertex in Ver(R) of the form (m, y') preceding it and the first vertex in V(R) of the form (00, y") succeeding it. This locates for each vertex in Ver(L) and point in L, the polygon of V(R) to which it belongs and consequently determines its nearest vertex in R. Observe that for each vertex in Ver(L), in fact for any point on an edge e of V(L), a nearest point in L is trivially determined by the representation of V(L): a nearest point will be qi if e is a portion of the bisector B(q,, qj).
Step 3 V(L) and, so, in O(log n) time with n/log II processors.
Step 4. Order M using Properties 5 and 6: With the standard (DCEL, see [15] ) representation of V(L), every edge of each face of V(L) has a pointer to its counterclockwise successor on that face. Penform a prefix operation on a counterclockwise list of edges for each face f to get a counterclockwise list of the edges bounding f that are in M (e.g., by marking 'red' the edges determined in Step 3 to be in M, and applying one of the prefix computations suggested in Section 3). Comparing, in constant time per edge using Property 5, each edge with its successor and predecessor on this (circular) list, locate the first and last edges according to the order in M. Then, in constant time split the list between the first and last edges to get a linear list, the M-list of f (see Property 6). As there may be O(n) lists on which to apply (parallel) prefix computation, computing all the M-lists apparently takes O(log n) time with y1 processors, but, the total size of all the lists being O(n), we may apply Brent's principle
[5] to reduce the processor requirement to n/log II. An edge e in M which is the last on the M-list of face fi and the first on the M-list of face f2 links the two M-lists. We still do not have all the links to represent M as a linked list. These 'missing links' are due to the presence of components of C unbounded to the left. For example, in Fig. 4 , edge e, has not, as yet, acquired a pointer to its successor e3 in M. We use Property 7 to resolve this difficulty. Each processor associated to a left-unbounded edge e of V(L), with both endpoints closer to R (ez in Fig. 4 ), links the last edge ei of the M-list of the face below e (e, in Fig. 4) to the first edge ej of the M-list of the face above it (e3 in Fig. 4) . The processor also marks e, and ej as having unbounded edges of C leaving and entering them, respectively. We now have all the links of M as a linked list. Finally, perform list ranking to get M as a sorted array.
Step 5. Repeat steps symmetric to Steps 2-4 for V(R) to obtain the sorted array N.
Step 6. Merge M and N to obtain the array S = {e, < . . . < e,}, using Property 5 to make constant time comparisons between edges from M and N.
Step 7. Use Property 8 to determine C and its intersections with edges in S:
With S sorted and all edges of S incident to unbounded edges of C being marked (this marking was done in Steps 4 and 5 and, further, mark the first and last edges of S as having unbounded edges of C entering and leaving them, respectively), perform a constant number of prefix operations to determine the edges ebi and efi corresponding to each edge ei E S and, also, determine emin_,,,,, emin_,.,, emax_M, and emax-,,+ Then, apply the method of Property 8 to retrieve C and its intersections with S as a sorted array {cl <. . . < c,}. See the observation after the proof of Property 8.
Step 8. Finally, to produce the desired output, first delete all the edges marked as deletable from V(L) U V(R), and all vertices marked as deletable from the array Ver(L) U Ver(R) formed from merging V(L) and V(R). Then, for each edge ei in M(N), delete the vertex closer to R(L) and shorten ci to the point ci of its intersection with C. All deletions from a sorted array or list may be done by first counting, for each element, with two prefix operations, the number of elements preceding it and the number of elements succeeding it that are to be deleted and, accordingly, repositioning the undeleted elements in constant time. Deletions change the array Ver(L) U Ver(R) to the array Ver(P). Now, merge the array {cl < + . . CC,} with Ver(P) to obtain the sorted array Ver(P). To complete V(P), add to it the edges in C doing n processor and constant time (=n/log IZ processor and O(log n) time) bookkeeping to obtain the new representation of V(P) as a plane graph. Merge L and R to obtain P as a sorted array.
Observe that, with the parallel complexity of the operations described in Property 9, the algorithm takes O(log n) time on an EREW PRAM with n/log n processors. 0
We may now use Theorem 1 in a divide-and-conquer algorithm to compute the rectilinear Voronoi diagram. However, as n/log n is a subadditive function of n, this is not quite straightforward and some care has to be taken in the recursion. Imagine the points of P sorted by x-coordinates, and at the leaves of a complete binary tree of height log IZ (assume, without loss of generality, that II is a power of 2). The plan is to merge up this tree, computing as we ascend, for each node, the Voronoi diagram of the leaves of the subtree root at it. We have at our disposal n/log n processors.
Number the levels of the tree from 0 at the leaves to log n at the root. See Fig. 7 . Now, up to level log log n -1 (at and below this level the number of merges to be performed at each level is at least as large as the number of processors available)
use an optimal sequential algorithm after distributing the merge problems at each level equally to the n/log II processors.
The sequential algorithm to merge, as for example suggested by Lee and Wong [13] , takes time linear in the size of the problem, even when modified to carry the extra order structure described in Theorem 1. This means spending O(log n) time at each level till level log log n -1 for a total of O(log n log log n) time. From level log log II upwards, at each level, the number of processors exceeds the number of merges to be done, and we can use Theorem 1. To do so, first observe that from Theorem 1 it may be deduced that, with p =S n/log n processors, we can solve the problem of that theorem in time O(n/p). Now, at each level i, with log log n S i s log n -1, the number of processor available per merge problem is '2-'og'ogn+1 and the size of each merge problem is 2'+'. As 2i-loglogn+l S 2i+l/log 2if1, for log log n S i S log n -1, apply the preceding observation to spend 0(2'+'/2'-'og'ogn+') = O(log n) time at each level, for a total of O(log2 n) time to ascend to the root. This proves the following main theorem.
Theorem 2. The rectilinear Voronoi diagram of a set P containing n points can be computed in 0(log2 n) time on an EREW PRAM with n/log n processors.
Conclusions
We have described an optimal parallel algorithm to compute the Voronoi diagram under the rectilinear metric that takes 0(log2n) time using n/log n processors on an EREW PRAM. An intriguing question is whether O(log n) time is possible with n processors using the fractional cascading methods of Atallah, Cole and Goodrich [2] . This seems to be difficult as a problem with cascading here is that each level of recursion throws up new Voronoi points which must be anticipated and incorporated efficiently into the cascade. Another question is whether our methods may be applied to the Euclidean case by exploiting the geometry to impose some sort of linear order (maybe only locally) on the planar regions of the Euclidean Voronoi diagram.
