Abstract: Two new approaches to the optimal synthesis of difference patterns are proposed that can deal in an effective fashion with arbitrary sidelobe bounds. The first approach, which amounts to solving a convex programming problem, can be applied to completely arbitrary (fixed geometry) arrays and it is capable of taking into account additional constraints. The second approach, which amounts to solving a simpler linear programming problem, can be applied to uniformly spaced linear or planar arrays, and allows results about the uniqueness of the solution to be inferred. Numerical examples show the flexibility and effectiveness of the proposed procedures.
Introduction
Synthesis of the excitations of the elements of array antennas in order to achieve given far field patterns and/ or to optimise some performance parameter is a classical and intensively studied problem.
As extensively discussed in [1] , the very general problem of synthesising given (mask-constrained) power patterns by using the minimum number of array elements (or optimising some performance parameter for a fixed dimension of the array) is a rather difficult problem. As a matter of fact, unless global optimisation algorithms are used, one is easily led to suboptimal (rather than globally optimal) solutions. On the other hand, the use of global optimisation procedures becomes unaffordable when a very large number of unknowns is involved. Therefore, the problem arises of which kind of synthesis problems can be solved in a globally optimal fashion using local optimisation schemes, or, in other words, which kind of synthesis problems need global optimisation schemes. In [2] it is shown that, whatever the array (including conformal and non-equispaced arrays) the optimal synthesis of pencil beams subject to completely arbitrary upper bounds for the sidelobes can be formulated as a convex programming (CP) problem, so that any local optimisation scheme will obtain globally optimal solutions. This result was then exploited to show that the optimal focusing of uniformly spaced arrays can be dealt with as a linear programming problem [3] .
In this paper, in the same spirit of investigating and exploiting the peculiar nature of the different synthesis problems, we focus on the synthesis of difference patterns. Classical solutions to the synthesis of difference patterns, including the cornerstone contributions by Bayliss [4] and its modifications [5] , can be found in the textbook by Elliott [6] .
A rather general definition to the optimal synthesis of a difference pattern in case of a fixed geometry array can be given as:
Find the excitation coefficients of the array such that the corresponding radiation diagram has a null with the maximum possible slope in a given direction, while being bound by an arbitrary function elsewhere
The problem is of interest whenever, by using an array of probes, one wants to localise in an accurate fashion electromagnetic radiators or scatterers, while rejecting as far as possible noise and sources of interferences. Possible applications include localisation of radar targets, smart antennas, radiolocalisation problems and sonar applications. In all these cases, the larger the slope of the radiation diagram (around the null), the more accurate the localisation.
In the case of equiripple sidelobes and uniformly spaced linear arrays the problem has been solved analytically in [7] . The method developed uses the properties of a particular set of polynomials introduced by Zolotarev, a student of Chebyshev, and is analogous to the Dolph-Chebyshev synthesis of optimum sum patterns. For a given number of array elements, and a specified sidelobe level (SLL), the Zolotarev distribution provides an array factor which has the narrowest beamwidth between the boresight and first null of a difference lobe, and the maximum slope on boresight. In a dual fashion, for a given beamwidth between the boresight and first null, the Zoloratev distribution gives the smallest SLL and maximum slope on boresight. In this sense it is an ideal difference distribution.
As far as tapered sidelobes are concerned, by paralleling some results presented by Villeneuve about sum patterns [8] , McNamara introduced in [9] a technique in order to take into account any kind of envelope for the sidelobes. In this latter technique, the zeroes of the Zoloratev polynomial are iteratively moved in order to provide the required sidelobe envelope. Therefore, the technique [9] is also similar in spirit to the Elliott modifications [5] of the Bayliss technique [4] .
On the other hand, all the above techniques are based on suitable modifications of the zeroes of a 1-D polynomial and therefore they can be applied only to linear uniformly spaced arrays or arrays whose array factor can be reduced to 1-D polynomials. As such, they cannot be applied in many situations including conformal arrays, arrays with non-uniformly spaced elements or planar arrays with completely arbitrary (possibly unsymmetrical) arbitrary bounds for the sidelobes. In fact, in conformal arrays one generally cannot identify a common element factor, so that the array factor cannot be defined at all, while in nonuniformly spaced arrays the array factor is not a polynomial. Finally, the array factor of a planar array cannot be reduced to a 1-D polynomial but for a zero measure set in the space of polynomials, so that, unless u-v factorable patterns or patterns having predetermined symmetries are looked for, all the above techniques are not adequate. All these cases have indeed both a theoretical and an ever increasing applicative relevance [10] [11] [12] [13] . For example, the use of conformal arrays is mandatory in many airborne applications. Moreover, by virtue of their wide angle scanning capabilities, conformal arrays are indeed of interest in many other cases [14] .
By virtue of the above, as well as because of the interest of non-uniformly spaced arrays in ultrasonics [15] , oceanic engeneering [16] , signal processing [17] , including possible future applications in mobile communications [18] , the limited range of applicability of existing procedures calls for the development of new solution strategies that are as general and effective as possible.
By overcoming the circumstance that classical solution approaches to difference patterns synthesis are quite different from those used for the sum pattern case [4, 5, 7, 9] , a step in this direction can be made by showing that, by means a suitable formulation, the problem can be tackled in a similar way to that recently suggested for sum pattern cases [2, 3] .
In particular, by properly paralleling results in [2] , one first proves that the problem at hand can be formulated as the minimisation of a linear function on a convex set, i.e. as a convex programming (CP) problem. Such a problem admits a single minimum (which can be achieved in a single point or in a convex subset of the set of possible excitations [19] ), which is therefore the global optimum for the problem at hand.
Opposite to the Bayliss or the McNamara techniques, and the Elliott modification of the Bayliss one, the resulting approach can be applied to uniformly spaced as well as to non-uniformly spaced arrays, and to planar or even conformal arrays with completely arbitrary upper bounds. Moreover, the proposed approach allows one to do that in a globally optimal fashion. It is interesting also to note that, in contrast to previous techniques, the proposed one can be easily extended to the case of wideband arrays. Moreover, the overall results and algorithms can also serve as an elementary step to solve the more difficult problem of synthesising both the excitations and the locations of nonuniformly spaced arrays, as already done for the sum pattern case [20] .
As a second step, one proves that in the case of linear or planar uniformly spaced arrays a solution exists such that the corresponding excitations give rise to a real array factor. Such a result allows one to further reduce the complexity of the problem, which can then be formulated as a 'linear programming' (LP) optimisation problem [19] . This latter circumstance allows one in turn to infer results about the uniqueness of the solution. Note that, in the case of planar arrays, the fact that the resulting procedures are not restricted to u-v factorable patterns or patterns having ring symmetries allows one to achieve performances that are much better than would be obtained by existing methods.
2 General approach to the optimal synthesis of difference patterns, and its properties Let us consider the component of interest E(r) of the overall field, radiated by an array comprising N antennas, and indicate by c n (r) the correspondenting component of the far field as produced by the nth antenna under unitary excitation. If c j (j ¼ 1,y,N) are the actual excitations, the total field corresponding to the component considered will be given by
Then, the synthesis problem of interest can be formulated as follows:
Max
subject to:
In (2) and (3), r 0 represents the direction in which the null has to be located, and r the coordinate along which we want to maximise the slope, i.e. the coordinate along which we want to locate the target. In (4), UB(r) is a non-negative function of the coordinate r, spanning the observation space, which furnishes an upper bound for the absolute level of the sidelobes. Note that UB(r) will be fixed arbitrarily large in a 'difference pattern region' (whose extension is dictated from design constraints) sorrounding r 0 . Note that (1), (2), (3) and (4) define a 'power pattern synthesis problem', in that design constraints are given in terms of power distributions (and not in terms of field distribution). Moreover, the proposed formulation can be applied to any kind of (fixed geometry) array. Now, let us fix the phase of the field derivative which appear in (2) equal to p. Note this circumstance does not imply any loss of generality, as it corresponds to fixing a phase reference (which had not yet been chosen). Then, by reasoning in terms of the real and imaginary parts of the excitations, the optimal synthesis problem can be written as: 
UB r 2 ð Þ :::::::
wherein relationships (8) come from a sufficiently fine discretisation (sampling) of the initial constraint (4) , and M is the number of sampling points.
In analogy with the sum pattern case [2] , the optimal synthesis of difference patterns is now reduced to the minimisation of a linear function on a convex set, as (5) is a linear function of the real and the imaginary parts of the excitations, constraints (6) and (7) are linear in terms of the unknowns, and finally constraints (8) define hypercylinders, and henceforth convex constraints, in the space of excitations. As the intersection of convex constraints is still a convex set, the optimal synthesis is now reduced to the minimisation of a linear function in a convex set, which is a convex programming problem. As such, it admits a unique solution, which can be achieved at a single point or a convex subset of the space of the unknowns. As a consequence, any local optimisation scheme will find a globally optimal solution.
The above formulation is very general and flexible, as it can be used without losing its global optimality characteristic for non-uniformly spaced or conformal arrays, for planar arrays, or even to perform a globally optimal synthesis in the presence of known obstacles, which implies proper definition (and pre-computation) of functions c j (r). Finally, along the same lines as [2] for the companion sum pattern case, the approach can be extended in a straightforward fashion to consideration of near field constraints.
It is worth noting that convex programming problems are standard problems of operational research, so that one can take advantage of 'off the shelf' numerical libraries [21] , which are very effective when the number of unknowns is not too large. In the case of very large arrays, one can take advantage of a huge amount of available literature (see for instance [22] ), including some 'ad hoc' heuristic methods developed in the antenna community for the companion sum problem [2] .
Simplified approach for the case of uniformly spaced linear or planar arrays
Let us now consider the case of linear or planar uniformly spaced arrays, and suppose that only far field constraints are present. Under these conditions, it proves convenient to consider array factors, rather than actual fields.
For the sake of simplicity, let us consider cases wherein the array has 2N+1 elements for the linear array case, or (2N+1) Â (2M+1) elements on a rectangular grid, for the case of planar arrays.
Under these conditions, the array factor for the linear array case is given by:
where u ¼ bdcosy, d is the spacing and b ¼ 2pl À1 with l the wavelength, and the array has been assumed to be located along the z-axis. The array factor for the planar array is given instead by
where u ¼ bd x sin y cos j, v ¼ bd y sin y sin j, the array has been assumed to be located on the xy plane, and d x , d y are the spacings along the x and y coordinates respectively. Note that (10) can also be used in the case of arrays with non-rectangular boundaries provided a number of excitations is enforced to be zero. By reasoning in terms of array factor, the problem arises on how to modify in a proper fashion the formulation given above. As far as the objective function and the linear constraints are concerned, in the case of linear arrays one has of course 
instead of (5), (6) and (7), wherein u 0 identifies the target direction. In the case of planar arrays, (5), (6) and (7) 
where w is either u or v (or something else) depending along which coordinate the difference pattern is required, and the couple u 0 , v 0 identifies the target direction.
As far as constraints on sidelobes are concerned, 'translation' into the auxiliary variables u or (u, v) is a little bit more cumbersome. To make a long explanation short (see [3] for a deeper understanding), constraints (8) can be written as
for the case of linear arrays and planar arrays respectively. The mask functions UB(u) or UB(u,v) are calulated starting from UB(r) as far as the visible part of the spectrum is concerned (i.e. u j job or
. If a single spectral point corresponds to two (or more) different observation directions (which happens for spacings larger than half a wavelength) the most stringent constraint among the two (or more) has to be used.
In the case of spacings less than l/2, the visible part of the spectrum does not cover all the periodicity interval 7u7op, 7v7op. In these cases, it is convenient to enforce upper bounds on the residual part of the periodicity interval in order to avoid large spectral contents in the invisible part of the spectrum (which would give rise to 'superdirective arrays') [23] .
Then, our synthesis problem amounts to solving (11), (12), (13) and (17) in case of linear arrays, or (14) , (15), (16) and (18) in the case of planar arrays. It is simple to prove that these latter formulations give rise to problems considerably simpler than those discussed in Section 2.
To this end, let us discuss the linear array case first, and suppose we have found a solution to (11) , (12), (13) and (17) , say (I -N ,y, I N ), which gives rise to an 'optimal' array factor, say F 0 (u). It is simple to prove that F Ã 0 ðuÞ, wherein * denotes conjugation, is another optimal solution. In fact, by virtue of (12), F Ã 0 ðuÞ is still an array factor (which would be generated by reversing the order and conjugating the previous excitations). Moreover, it achieves the same value for the objective function and fulfills all constraints (12) , (13) and (17).
Note the above reasoning does not hold true in the case of non-uniformly spaced arrays. In fact (unless the array is geometrically symmetric) in arrays with non-uniform spacing the fact that F 0 (u) is an array factor does not imply that F Ã 0 ðuÞ is also an admisssible array factor. Turning back to arrays with uniform spacings, note that if F 0 is a solution, and F Ã 0 is a solution as well, by virtue of the convexity of the set of solutions, the array factor
, obtained by taking the mean value of the two previous solutions, is also an optimal array factor. Therefore, as G(u) is a real quantity, our optimisation problem (11) , (12), (13) and (17) admits among its solutions an array factor which is real. If we look for this solution we can considerably simplify the problem. First, the number of unknowns can be halved, as hermitian excitations can be looked for. Moreover, and more important, nonlinear constraints (17) can be substituted, after discretisation, by
::::::::::::::::
i.e. they reduce to linear constraints in terms of the unknown excitations. Then, our synthesis problem amounts to minimising a linear function subject to linear constraints, which is a standard linear programming problem. Needless to say, this kind of problem is much simpler to solve than a generic convex programming problem. It is interesting to note that the above reasoning and results do not hold for generic non-uniformly spaced arrays, but can be extended in a straightforward fashion to geometrically symmetric ones. As far as planar arrays are concerned, a similar reasoning holds true. As a consequence, (19) can be substituted by
:::::::::::::::::::::
and the optimal synthesis problem, amounting to solve (14) , (15) , (16) and (18), is reduced to a linear programming problem as well. Again, the overall result can be extended to non-uniformly spaced planar arrays if and only if they are geometrically centrosymmetric.
Following this line of reasoning, some further interesting results can be found. For instance, by using the fact that if F 0 (u) is a solution, F Ã 0 ðuÞ and G(u) are solutions as well, it follows that, if the solution to the original problem (11), (12), (13) and (17) is unique, it necessarily gives rise to an array factor which is real. In fact, this is the only case wherein F 0 (u), F Ã 0 ðuÞ and G(u) can coincide. By some more complex reasoning (see Appendix) one can prove that if a unique real solution does exist (in terms of the array factor) for the considered LP problem, it is indeed the unique solution for the original CP problem as well. The same results can be proved for planar arrays, including nonuniformly spaced arrays provided they are geometrically centrosymmetric. Note that, although we come to a problem of the same kind as in [2] and [3] , the way of reasoning here is different, much more compact and more easily understandable. In particular, new simplified ways of thinking are introduced (see Appendix) which also shed new light on the previous pencil beam case. For example, all the reasonings in [3] can now be extended in a very simple fashion to geometrically centrosymmetric non-uniformly spaced arrays.
These two last results show that uniqueness of the initial convex programming problem can be discussed as a simpler linear programming problem, i.e. by making reference to problem (11), (12), (13) and (19) rather than to (11), (12), (13) and (17) in the case of linear arrays, and to problem (14) , (15) , (16) and (20) rather than to (14) , (15) , (16) and (18) in the case of planar arrays. Then, by using the same line of reasoning as in the companion sum pattern case [3] , one can prove that in the case of uniformly spaced arrays the solution to our 'optimal synthesis problem' is always unique (and gives rise to a real pattern) in the case of linear arrays, while it is generally not unique in the case of planar arrays. Far from being a problem, this latter (new) result could allow the optimisation of some further parameter in the set of equivalent solutions to the original optimal synthesis problem and could be exploited to devise new (deterministic) strategies in order to solve, in a convenient way, the so-called 'optimal compromise among sum and difference patterns' problem, which has received some attention in the literature [24] .
Numerical analysis
In order to show the flexibility and effectiveness of the proposed approaches, we implemented different solution procedures based on the two proposed approaches using very simple routines which are available in many numerical libraries. In particular, the MATLAB procedures 'fmincon' and 'linprog' [21] were used, respectively, for the CP and LP cases.
As a first step, we succesfully proceeded to validate our codes in the case of linear arrays and uniform sidelobes, wherein an analytical solution does exist [7] . Then, an extended numerical analysis was performed in order to show the flexibility and to assess the performance of the proposed approaches. For the sake of simplicity, the examples reported in the following have been subdivided into four different parts. They show respectively some comparisons with existing techniques [4] [5] [6] [7] 9] , the capability to deal with conformal arrays, the usefulness of the proposed approaches in the case of planar arrays subject to non-uniform arbitrary sidelobe bounds, and, last but not least, the capability to achieve, in a conceptually simple fashion, wideband arrays.
Comparison with existing techniques
As a first step, in order to validate our codes, we considered the only situation wherein an analytical solution is available, i.e. the case of an equispaced linear array with uniform sidelobes. In particular, an array of 20 elements with half a wavelength inter element distance was considered, enforcing a sidelobe ratio of 25 dB. By using the McNamara procedure [5] , the difference pattern of Fig. 1 was achieved. By virtue of the properties of the Zolotarev polynomials, this is the pattern which contemporarily optimizes slope and beamwidth for a given SLL, and optimises SLL (and slope) for a given beam-width. Then, we fixed the function UB(u) of our procedure on the basis of the analytical solution. Results of both approaches (see Fig. 1 ) exactly coincide with the analytical solution, which confirms the effectiveness of our codes.
As a second step, we compared the results of our approach with the widely diffused approaches of Bayliss [4] and its modifications [5] . In particular, we considered the case (reported in [6] ) of a 10-element linear array with 0.7 l spacings used to approximate a conventional Bayliss difference pattern for a continuous line source with a SLL of 30 dB [6] . By a simple root matching of the known roots, the difference pattern one achieves with the Bayliss technique is plotted in Fig. 2 . (dotted line) Note that not all the sidelobes are above À30 dB, one pair being as high as À26.5 dB. By fixing the same identical beamwidth, the difference pattern obtained with our approach is plotted in the same Figure (solid line) .
The pattern obtained has a SLL of À28.7 dB, thus gaining 2.2 dB with respect to the basic Bayliss technique. Table 1 shows the imaginary parts of the excitation synthesised with our codes (real parts are negligible with respect to the imaginary ones). By using the perturbation technique described in [5] , and starting from the above Bayliss pattern, the À30 dB goal is achieved in three iterations [7] . However, this (zeroes) perturbation technique also induces a broadening of the main beams, and, by fixing the same identical beamwidth, the pattern corresponding to our solution approach still achieves better performances. Moreover, we are able to obtain the desired pattern in a very simple fashion.
Synthesis of difference patterns in conformal arrays
As an example of the proposed convex programming approach, consider the case of a conformal array. The radiation pattern F(f) of an array of N dipoles distributed uniformly over a 2f o -degree arc of a circle of radius R is given by:
where f n is the angular position of the nth element with respect to the centre of the arc (located at f ¼ 0), I n is the excitation of the nth element, and FE(f) is the element pattern. Note that this latter, as already noted in Section 1, cannot be factored out in conformal arrays as the different element look in different directions. In the following we assume the same element pattern as in [25] (but deprived of y-dependence):
In the example considered the number of array elements is 25, the distance between neighbouring elements on the arc is equal to 0.6 l (as measured along the arc) and the radius of the arc is 6.72 l. These parameters correspond to a total arc of 2/3p. Moreover, let us suppose the main beams have to be located in a mask within the range 9f9rp/15, with the equilevel sidelobes below 0 dB (dotted line in Fig. 3 ). Using the proposed CP approach we obtain the radiation pattern shown in Fig. 3 (solid line), corresponding to a SLL of À30.34 dB. Table 2 shows the excitation coefficients synthesised with our codes. Note that traditional approaches [4] [5] [6] [7] 9 ] cannot be applied in this situation.
Synthesis of planar arrays subject to arbitrary bounds for the sidelobes
In order to show the capabilities and usefulness of the second proposed approach, consider a planar array of 14 Â 14 uniformly spaced antennas (with spacing 0.5 l). In particular, let us initially consider the problem of synthesising an optimal difference pattern with respect to the u direction in u ¼ v ¼ 0, while lying below the 'mask function' of Fig. 4a . Using the linear programming approach of Section 3 we obtained a SLL of À25 dB. The synthesised pattern is reported in Fig. 4b . In order to show the flexibility of the proposed approaches, let us now move to the case wherein the array of the previous example has to filter out unwanted interfering signals (in the receiving mode). In particular suppose the goal is to synthesise a pattern according to the 'mask function' of Fig. 5a . Accordingly, it is necessary that sidelobes in the rectangular region O:{0.5rur0.5, À2rvrÀ1} are at a lower level, say À30 dB, with respect to the maximum value of the sidelobes. Using the LP approach we obtain the pattern reported in Fig. 5b , with a SLL of À23.8 dB. Therefore, the proposed approach achieves a maximum SLL just 1.2 dB higher than the SLL obtained with the previous uniform sidelobe distribution. If a reduction in sidelobes level is required in a more critical zone, the maximum will suffer a larger reduction. However, by virtue of the global optimality of the approach, the minimum reduction allowed by the constraints will be achieved.
Synthesis of wideband arrays
As a final example, we show the capability of the proposed approaches to deal with wideband requirements.
To this end, let us initially consider, for the sake of simplicity, a linear array with equispaced elements and target direction identified by u o ¼ 0. Then (see (9) and (11)) while the radiation pattern varies with frequency, the objective function does not change at all. As a consequence, a multifrequency synthesis can be performed by leaving unalterated the objective function and enforcing sidelobe constraints at all relevant frequencies. As long as the frequencies are sufficiently near, wideband optimisation is achieved.
As a proof of the feasibility and validity of this latter idea, consider an array of 29 elements, 0.7 l spaced, and suppose that the main beams have to be located in a mask within the range 9u9r0.1, while the the sidelobes have to be below 0 dB for uA(À1, À0.1) and below À10 dB for uA (0.1, 1) . In Normalised mask function also shown (dotted line) the case of single frequency synthesis (with f ¼ 3.25 GHz) both the CP and the LP approaches can be used, and (both) achieve a sidelobe level of À26 dB. In this case, wherein wideband constraints are not yet included, the relative bandwidth, defined in terms of those frequencies wherein the SLL of the array factor drops by a given number of dBs, is roughly 9% if a 5 dB rise is accepted for SLL. If a larger bandwidth is required, we can modify the synthesised excitation coefficients by solving a LP problem wherein constraints on the sidelobes are enforced, for istance, over the band 2.7 GHz to 3.8 GHz. Because of the (wideband) requirements, the SLL goes up to À22.7 dB (3.3 dB higher than the results achieved in the single-frequency case), but the relative bandwidth is now raised to 30% (accepting again a 5 dB rise in the SLL, see Fig. 6 ).
The present approach to wideband synthesis of difference patterns can be extended to many other cases. For example, the approach can easily be extended to planar arrays pointing to (u o ¼ 0, v o ¼ 0). Moreover, it can also be extended to different pointing directions. In this latter case, a delay line has to be used on the feed line of each antenna in order to accommodate the required behaviour of the excitations phase (see also [20] ).
Conclusions
Theoretical results and two new general and effective approaches to the optimal synthesis of difference patterns have been presented. In particular it has been shown that, in contrast to more general power synthesis problems, the optimal synthesis of difference patterns can be solved in a globally optimal fashion using local optmisation procedures. It is worth noting that the same result cannot be extended to apparently similar problems, such as the optimal synthesis of so-called D 2 patterns [26] (wherein, however, the present analysis and procedures may serve as useful guidelines).
The proposed approaches overcome the disadvantages of traditional approaches (wherein quite different procedures are used for sum and difference patterns), and were obtained recognising that by means of proper formulation, the optimal synthesis of difference patterns can be dealt with in a similar way to the sum pattern case. Both proposed approaches are capable of dealing in a simple way with arbitrary sidelobe bounds. The first one, which amounts to solving a convex programming problem, can be applied to completely arbitrary (fixed geometry) arrays, and is capable of taking into account additional (convex) constraints on the excitation coefficients. These latter could include, for instance, upper bounds on the near fields and some feasibility constraints on excitation, such as constraints on maximum absolute variations among neighbouring elements. On the other hand, in order to guarantee the global optimality of the solution, the proposed method cannot take into account non-convex constraints on the coefficients, such as upper bounds to the maximum relative variation among neighbouring elements or to excitation dynamics. These latter can be considered in a simple fashion using the very general approach [27] , which however, by virtue of the non-convexity of the constraints, also does not guarantee achievement of globally optimal solutions. Finally (see [28] for a similar case), the proposed CP approach can take into account possible mutual couplings in a straightforward fashion.
The second proposed approach, which amounts to solving a simpler linear programming problem, can be applied to uniformly spaced linear or planar arrays, and allows one to infer results about the uniqueness of the solution. These results are obtained by preliminarily showing that at least one of the optimal array factors has to be real.
The proposed approaches are considerably different from those traditionally exploited for a number of different reasons. First, while classical approaches are limited to the relatively narrow class of arrays whose array factor can be somehow reduced to (1-D) polynomials, both approaches proposed overcome this limitation. As a consequence, the first proposed approach can be applied to completely arbitrary arrays, including conformal and nonuniformly spaced arrays. Moreover, it allows one to easily achieve wideband array factors. The second approach, although presented for the sake of simplicity for the case of uniformly spaced arrays, can be extended in a relatively straightforward fashion to the case of centrosymmetric linear or planar non-uniformly spaced arrays.
Second, in contrast to previous methods, both proposed approaches are able to deal in a simple and globally optimal fashion with a completely arbitrary mask for sidelobe bounds. For example, they are capable of dealing with planar arrays in an optimal fashion, as all degrees of freedom of the problem are effectively exploited, while the search is restricted to a zero measure set of all possible array factors if u-v factorable patterns (or patterns having predetermined symmetries) are looked for.
In a similar fashion to the classical method by Elliott [5] , the proposed optimisation techniques perform successive perturbations of an initial tentative solution, so that, by starting the procedures from some reasonable initial guess (if available), by virtue of the fact that 'local' optimisation approaches are being used, it sufficies to look at the intermediate results to understand the 'physics of what is happening' (if needed). On the other hand, notwithstanding their capability to deal with a much larger number of problems and the simplicity of their implementation (which is also a plus) both proposed approaches outperform (Section 4.1) classical procedures [4] [5] [6] .
Finally, it is worth noting that the proposed approaches also overcome the limitations of more recently introduced approaches to the synthesis of difference patterns by means of generic arrays [12, 13] . In [12] , an iterative pattern synthesis procedure based on adaptive array theory has been developed which applies to any kind of array. This latter performs synthesis of the null and some shaping of the sidelobes by properly positioning suitable sources of interference. As such, differently from the proposed procedures, it does not guarantee in any way the achievement of globally optimal solutions. A different approach can be found in [13] , wherein an optimisation technique is proposed for the synthesis of difference patterns by means of generic arrays. In this procedure, optimum array factors are obtained by minimising the overall energy of the sidelobes outside of a specified angular range. Therefore, differently from the proposed approaches, that in [13] does not allow one to control individually each sidelobe.
References 7 Appendix
In this Appendix, with reference to linear arrays with equispaced elements, we prove that if a unique real solution (in terms of array factor) exists for the LP problem at hand, it is indeed the unique solution for the corresponding CP problem as well. In other words, by exploiting the fact that F(u) is a Fourier series, we prove that if a unique hermitian solution exists (in terms of excitations) it is indeed the unique solution to the original CP problem.
For the sake of clarity, the proof is subdvided into the following four logical steps, wherein G(u) denotes the unique real solution (in terms of the array factor).
(i) As G(u) is the unique optimal real array factor, the corresponding excitation coefficients lie on a vertex of the polytope determined from the linear constraints (19) . In fact, this is a necessary condition for the uniqueness of LP problems [19] .
(ii) By virtue of result (i), the excitation coefficients corresponding to the unique solution will be such that at least (2N+1) constraints among those in (19) will be satisfied with the equality sign. In other words, at least (2N+1) pointsû i exist such that
Moreover, as the solution is on a vertex (see (i)) (2N+1) of these relationships are linearly independent in terms of the excitation coefficients. If I n ¼ x n þ jy n and we take into account the fact that excitations are hermitian, we can write the (2N+1) relationships: (iv) In order to be a solution of the general CP problem, F(u) has to be such that
Then, by writing down these constraints at the same pointŝ u i i ¼ 1; . . . ; 2N þ 1 ð Þ wherein (24) hold true, one finds that necessarily:
which can also be written as: 
In terms of y 0 ; y n þ y Àn ð Þ and x n þ x Àn ð Þ , left-hand members of (27) are ruled by the same matrix as (24) (but for multiplicative constants in the columns). Then, from the non-singularity of A, it also follows
Equations (28) imply, in turn, that the function X(u) is identically zero, against the hypothesis. A similar proof, much simpler than the one given in [3] , can be given for the optimal synthesis of pencil beams by means of uniformly spaced arrays.
