Abstract. We prove a formula for the ∞-adic special L-value of abelian t-modules. This gives function field analogues of the class number formula. We also express it in terms of the extension groups of shtukas.
Introduction and statement of the main results
Let k be a finite field of q elements. Without mention to the contrary schemes are understood to be over k and tensor products over k. For any finite k[t]-module M , let
where the k[t]-module structure on M ⊗ k k[t] is given by k [t] . Let R be the integral closure of k [t] in a finite extension K of k(t) and let z be the image of t in R. For any n ≥ 1, consider in k((t −1 )), the infinite sum where Max(R) is the set of all maximal ideals of R. Definition 1.1. The n-th tensor power of Carlitz module is the functor C ⊗n : {R-algebras} → {k[t]-modules} that associates each R-algebra B to a k[t]-module C ⊗n (B) whose underlying k-vector space is B n and whose k[t]-module structure is given by ϕ : k[t] → End k (B n ), ϕ(t)(x 1 , . . . , x n−1 , x n ) = (zx 1 + x 2 , . . . , zx n−1 + x n , zx n + x q 1 )
1991 Mathematics Subject Classification. 14F40. For any matrix (a ij ) over a k-algebra, denote by (a ij ) (q s ) = (a q s ij ). Let M n (R) be the ring of n × n-matrixes over R and let M n (R){τ } be the ring over M n (R) generated by τ with the relation τ P = P (q) τ for any P ∈ M n (R).
3. An abelian t-module over R is a k[t]-module scheme E over R whose underlying k-vector space scheme is isomorphic to G n a for some n and the k[t]-module structure on E is given by
A s τ s for some A 0 , . . . , A r ∈ M n (R) such that (A 0 − zI n ) n = 0. The integer n is called the dimension of
E.
For an abelian t-module E over R, define the ∞-adic special L-value of E over R by
L(E/R) = m∈Max(R)
|Lie(E)(R/m)| |E(R/m)|
The n-th tensor power of Carlitz module is an abelian t-module and ζ(R, n) = L(C ⊗n /R).
). There exists a unique power series
with X = (X 1 , . . . , X n ) T and e s ∈ M n (K ∞ ) such that e 0 = I n and
The valuation of k((t −1 )) extends to a valuation val on K ∞ , K n ∞ and M n (K ∞ ) in the natural way.
By Proposition 2.14 of [1] , we have Proof. Let P = A 0 − zI n . Then P n = 0. We have A Then s≪+∞ a s A s 0 (x) converges for any s≪+∞ a s t s ∈ k((t −1 )) with a s ∈ k and any x ∈ Lie(E)(K ∞ ). This gives a k((t −1 ))-vector space structure on Lie(E)(K ∞ ).
Definition 1.5. Suppose S is a commutative ring. A perfect complex of S-modules is a bounded complex of projective S-modules of finite type. Let D per (S) be the full subcategory of D(S) consisting of all objects which can be represented by a perfect complex. For any perfect complex
Let Λ 1 and Λ 2 be two lattices of V . Any isomorphism det(
Then the image of
.
In this paper, we prove the following theorem. Theorem 1.7. Let E be an abelian t-module over R. Then Lie(E)(R) and exp
Remark 1.8. The statement of Theorem 1.7 is similar to the statement of the class number formula.
Let F be a number field and O F be the ring of integers in F . Consider the exponential map
Both O F /Z and exp
The class number formula is printed as
for some λ ∈ Q × .
Remark 1.9. This theorem generalizes results of Taelman [5] for Drinfeld modules which are abelian t-modules of dimension one and results of Anderson and Thakur [2] for ζ(k[t], n). In [5] , Taelman use a variant of Anderson's trace formula and we use the determinants of extension group of shtukas considered in [3] . Definition 1.10. Let T and S be two k-schemes. Denote by F S : S → S the morphism defined
where M and M ′ are quasi-coherent O S×T -modules, i is O S×T -linear and j is F S × 1-linear. The category of T -shtukas on S is abelian. We can define the extension groups Ext
T -shtukas M 1 and M 2 on S. The unit T -shtuka 1 S×T on S is defined to be
The extension k(t) ֒→ K defines a surjective morphism X → P 1 of smooth projective curves.
(1) Let E be the Spec k[t]-shtuka on X:
(2) Let
(3) For any place w of X, let K w be the completion of K at the place w. Define a sheaf of
for any open subset U of X.
is a sheaf and there is a natural surjective morphism of sheaves
on X whose kernel is a skyscraper sheaf K on X supported on X − Y . We have
(2) We have
, E) = 0 for s = 1 and 2.
The surjective morphism
The paper is organized as follows. In section 2, we express the v-adic special values of shtukas in terms of the determinant of the extension groups of shtukas under some local analytic conditions.
In section 3, we prove the class number formula for an abelian t-module. In section 4, we express
E (E(R)) and H(E/R) in terms of the extension groups of some shtuka.
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v-adic L-values of shtukas on curves
In this section, let T = Spec A be a smooth affine curve over k. Let i : E → E ′ be a morphism of vector bundles on X × T such that i is isomorphic at the generic point. Let j 0 : E → E and
Take a finite subset S of |X| such that S × {v} ⊃ Z(det(i)) ∩ X × {v}. Let A v be the completion of A at v and choose a uniformizer of A v which is also denoted by v. For any x ∈ |X| − S, let
Proof. Consider the T -shtuka
for any x 1 , . . . , x r ∈ E. For any x ∈ |X| − S, let i x and j x :
we have
for any x 1 , . . . , x r ∈ M and
projections to the last factors.
(1) The commutative diagram
. The commutative diagram
(3) Suppose A is the category of S-modules for some commutative ring S. Suppose M and M ′ are finite free S-modules and i : M → M ′ is an isomorphism. Then
Proof.
(1) is a special case of (2) when j 0 , . . . , j r are zero map. Define φ :
Then (2) follows from the fact φφ 1 = i − j, φ 2 φ = id ⊕ i − j and the bijectivity of φ 1 and φ 2 .
The first equality of (3) follows form the fact det(σ) = det(φ 1 ) = det(φ 2 ) = 1. Applying this
, we get the second equality of (3).
Suppose X −S = Spec R S . Let M and M ′ be the R S ⊗A v -modules defined by E and E ′ . For any w ∈ S, let O w be the ring of integers in K w . Choose a uniformizer of O w and denote it also by w.
where the morphism
w and g ∈ V ′ ) to the sum of residue of g, f w at w.
It defines a quasi-isomorphism
and an isomorphism
is an isomorphism and it defines an isomorphism
Let ϕ be the composition
Similarly, we have an isomorphism
By the same method in Lemma 4.3 of [3] , for any n ∈ N i and i − j :
are injective and they have same image and hence same cokernel which are finite free A v /v n A vmodules for t large enough. The natural quasi-isomorphism
The natural quasi-isomorphism
Similar as ϕ, we have an isomorphism
Then (2.2), (2.3) and (2.4) define an isomorphism
Taking the inverse limit, we get an isomorphism ψ :
Using the same method, we have an isomorphism ψ :
is an isomorphism. By the above commutative diagram, it defines a quasi-isomorphism
we get an isomorphism
Proof. By Lemma 2.3, (1) and (2), we get isomorphisms
By the functoriality of determinants, we have
By Lemma 2.3, we have a diagram
The right square commutes trivially. The left square commutes from the fact det(σ) = det(φ 1 ) = det(φ 2 ) = 1. This proves η i−j ϕ = ϕη i . Similarly, we have ξ i−j ψ = ψξ i .
By Theorem 5.1 of [3], we have
By (2.1), we have (2) For any t ∈ N, exp(w
Let log : M w ≃ M w and log : M 
whose four vertical triangles are distinguished. They define four isomorphisms
We have
Proof. Let µ be the composition
To prove this lemma, it suffices to show that µ is the identity map. Recall the construction of ψ, we only need to prove for each n ∈ N the
is the identity map for t large enough. By the commutative diagram
for t large enough, we have
for t large enough. By condition (3), we have
for t large enough. Thus for t ≫ 0,
By the short exact sequence
for t ≫ 0. This completes the proof of the lemma.
3. Proof of Theorem 1.7
Before proving Theorem 1.7, we state three useful lemmas.
induces isomorphisms
For any isomorphism of triangles
Suppose furthermore S and S ′ are regular rings. Fix an isomorphism γ s : det
and F ((t −1 )) be the pull back of F under the projections (1) We have a short exact sequence 
(1) follows form Proposition 3, [4] .
(2) The injectivity follows form the fact 
Recall that R is the integral closure of of k[t] in the function field K of X and
k((t −1 )) and Y = Spec R. Let E be an abelian t-module over R of dimension n defined by
where z is the image of t in R.
Since lim s→∞ val(es) q s = +∞, we have 0 ≤ sup s −val(e s ) < +∞. Fix c ∈ N such that c ≥ sup s∈N −val(e s ) + e and A 1 , . . . , A r ∈ M n (Γ(X, O X (c∞))). For any x ∈ K n ∞ with val(x) > c − e and for any s ≥ 1, we have
Thus exp E defines an automorphism on z
Let log E be the inverse map of exp E . The above argument also shows that for any s ∈ N,
whose four vertical triangles are distinguished.
satisfies the assumptions of Lemma 2.5 at the place t
of the above diagram away from X − Y converges to [δ 1 : 1] . Then the lemma holds by
For d ≫ 0, we also have two distinguished triangles 
where the two isomorphisms are defined by (3.1) and (3.2), respectively.
By Lemma 1.4, we can define a k((t
By (3.3) and (3.4), the composition
defines an isomorphism
By (3.1), (3.3), (3.2) and (3.4), we have two natural quasi-isomorphisms
By Corollary 3.5, we have
Let K be the kernel of the surjective map D pη −→ Lie(E)(K ∞ ). We get two distinguished triangles
. Let h 1 and h 2 be the composition
n ]-module and hence it is a finite generated k[t]-module. Since A 0 is invertible on
vector spaces, we have
is an isomorphism. This proves Lie(E)(R) is a lattice of Lie(E)(K ∞ ). Then h 1 is a quasi-isomorphism by the fact
By (3.5) and (3.7), K ∈ D perf (k[t]). By (3.5) and (3.8),
Consider the natural morphism of triangles
Since g 1 and h 1 are isomorphisms, so is f 1 . Since g 2 is an isomorphism, so is h 2 . The distinguished triangles (3.7) and (3.8) defines two isomorphisms
The isomorphism γ defines an isomorphism
E (E(R));
Since h 2 is an isomorphism and Lie(E)(K ∞ )
is perfect, then exp −1
E (E(R)) is a lattice of Lie(E)(K ∞ ) and H(E/R) is a finite k[t]-module.
Fix an isomorphism γ 2 : det Lie(E)(R) ≃ det exp 
Since L(E/R), [Lie(E)(R) : exp 
is exact, where the last map is (x, y) → x − exp E pη(y). Recall the definition of E, we get a short exact sequence
where the last map is (x, y) → x−exp E (y). The kernel of the surjective map pη : D → Lie(E)(K ∞ ) is K. By (4.1) and (4.2), pη induces a surjective morphism E
• [1] → E with kernel K. We have a long exact sequence 
E (E(R)).
This completes the proof of Theorem 1.12.
