Abstract
Introduction
Software testing and debugging are key activities in software development lifecycle to ensure the quality of the software developed. Software testing and debugging are not only the most expensive but also the most time consuming activity in software development life cycle [1] . Software testing researchers have proposed various strategies and fault localization techniques in the effort to reduce time and cost of testing and debugging. In practice, software testing aims to detect or reveal failures in the software developed through execution of test cases. On the other hand, software debugging is meant to locate and correct the faulty statement in the software which causes the failure to happen.
One of the effective approaches that can be applied in software debugging is Spectrum-based Fault Localization (referred to as SBFL) [2, 4, 8] . This approach works by utilizing statement execution information (spectra) obtained from the executed test cases. Based on the spectra, a ranking metric will be used to calculate the likeliness that the statement is faulty. Each statement is then ranked according to its likeliness to be faulty. The statement with the highest rank is most likely to be the faulty statement, but it is not guaranteed. In real life situation, this ranking will lead and guide the software debugger to locate the faulty statement. Therefore, the good SBFL technique will rank faulty statement on the top of the ranking.
In software testing activity, the software testers are required to execute the software under test with test input (test case) in order to detect and reveal failures in the software. The number of test cases executed during the testing process might vary. It depends on the complexity of the software input domain, the test case selection strategy and the time and human resources available to run the tests. However, the number of test case executed during software testing affects the performance of SBFL metrics [5, 6] . Generally, more test case execution profiles will give more information about the location of faulty statement. This will in turn reduce the time consumed in the debugging process to locate the faulty statement. In contrary, fewer test case execution profiles will provide less information about the likely location of faulty statement, which in turn may increase the time consumed in the debugging process to locate the faulty statement. This tradeoff is illustrated the example in Figure 1 . Initially, assume that the time consumed by software testing to execute test cases is equal to the time spent on software debugging. Next, by reducing the number of test cases, software tester could reduce the time consuming when testing process. However, fewer test cases could lead to less execution profiles or spectra and information about the likely location of the faulty statement. This, in turn, increases the time consumed in the debugging process to locate the faulty statement. SBFL relies on statement execution information (spectra) obtained from the executed test cases to rank statements in software code according to their likeliness to be faulty. In the most extreme scenarios, debugging may be started with only one failed test cases, one pass test cases or no pass test cases, which may have adverse effects on the performance of SBFL. This paper evaluates the performance of SBFL metrics under these extreme scenarios and identifies the best performing metrics.
The research questions of this paper are:
1. In these extreme situations, what is the performance of each SBFL metrics?
2. Which SBFL metrics have the best performance under the extreme scenarios?
Based on the results of our empirical study, we recommend SBFL metrics to be used on software debugging activity under each of these extremes scenarios. In these extreme debugging scenarios, we also found that SBFL metrics converge into groups of identical performances.
Preliminaries
In software testing, a test case is executed on the software under test and it output is compared with the expected output. The test case is categorized as a pass test case if the output is the same as the expected output. On the other hand, if the output differ from the expected output, the test case is categorized as fail test case.
In SBFL, four spectra coefficients aef, anf, aep, and anp are computed for each statement in the software code based on execution profile of the pass and fail test cases. The coefficient aef represents the number of fail test cases that have executed the statement, whereas anf represents the number of fail test cases that have not executed the statement. Similarly, the coefficient aep represents the number of pass test cases that have executed the statement, whereas anp represents the number of pass test cases that have not executed the statement.
From aef, anf, aep, and anp, an SBFL metric is used to compute a ranking value for each statement in the software to rank its likeliness to be faulty. The higher an SBFL metric ranks the faulty statement, the better it is because less statement would need to be inspected before the faulty statement is successfully located in the debugging process. Therefore, the percentage of code to be inspected (pci) before the faulty statement can be located is commonly used to measure the performance of a spectra metric in SBFL.
Testing Objects
Siemens Test Suite has been selected as our testing objects as it is widely used to benchmark and evaluate the performance of SBFL metrics [12] . This Test Suite is available in public domain and can be downloaded from Software-artifact Infrastructure Repository maintained by University of Nebraska-Lincoln [11] . Siemen Test Suits contains seven programs with one correct version and multiple faulty versions each program. The test cases scripts are also included for each program. We use GCC version 4.6.1 and Gcov(GNU-GCC) on Ubuntu 11.10 to gather the spectra from Siemens test suite. Table 2 shows the total number of faulty versions, the line of code, the number of test cases and the description of each program in the Test Suite. In our study, we execute all test cases for each program. Identical versions and faulty versions that produce identical outputs with the correct versions are excluded as SBFL cannot be conducted without fail test case. Furthermore, we focus our study on faulty versions with a single faulty statement. As a result, we have excluded print_tokens {v4, v6} because these versions are identical with the original version of the program. In addition, print_tokens {v1}, replace {v21}, schedule {v2, v7}, and tcas {v10, v11, v15, v31, v32, v33, v40} have also excluded because multiple faulty statements exist in program code. We have also excluded print_tokens {v2}, replace {v12}, tcas {v13, v14, v36, v38}, tot_info {v6, v10, v19, v21} because the faulty statement is a non-executable statement. Lastly, print_tokens2 {v10}, replace {v32}, and schedule2 {v9} have been excluded because these versions do not have any fail test case even though faulty statement existed in program code. Rogers & Tanimoto
SorensenDice
CBI Inc.
Harmonic Mean
Experiment Setup
In our experiment, we executed the test cases in Siemen Test Suite in normal scenario where the spectra of all pass and fail test cases were included to calculate the SBFL metric values to obtain the percentage of code inspected (pci) to locate the faulty statement. Subsequently, we repeated the experiment under three extreme scenarios with limited test cases scenario. The first scenario is "one fail all pass" where we used the spectra of one fail test case and all pass test cases to calculate the SBFL metric values and obtain the percentage of code inspected (pci) to locate the faulty statement. This experiment is repeated until every fail test case was selected to obtain the average pci for a SBFL metric under this extreme scenario. Second extreme scenario is "one pass all fail where we used the spectra of one pass test case and all fail test cases to calculate the SBFL metric values and obtain the percentage of code inspected (pci) to locate the faulty statement. This experiment is repeated until every pass test case was selected to obtain the average pci for a SBFL metric under this extreme scenario. The last scheme is "no pass" where we remove all pass test cases and retain only fail test case for the calculation of SBFL metric values.
These three scenarios emulate real life situations where SBFL has to be conducted with only one fail test case, one pass test case or no pass test case due to extremely high or extremely low failure rates or when software testers decide to stop running more test cases due to time and resource constraints. The performance of each SBFL metric is evaluated based on its average pci for all faulty versions of the seven programs in Siemen Test Suite.
Experiment Result and Discussions
The results of our experiments are presented in Table 3 . The first column of the table lists of SBFL metrics under study. The second column is the SBFL metrics performance (in pci) for the "normal scenario" where the spectra of all pass and fail test cases were included to calculate the SBFL metric. The third, fourth and fifth columns present the performance of SBFL metrics the three extreme debugging scenarios with limited test cases.
Based on the experiment results in Table 3 , it could be observed that most of the SBFL metrics, except for Kulczynski1 and Ochiai2, performed worse under the extreme "one fail all pass" scenario compared to the "normal scenario". However, some SBFL metrics with moderate performance in "normal scenario" such as {Anderberg, Dice, Jaccard, Sorensen-Dice, qe, Tarantula, M2, Ochiai} converged to the best performance {Naish1, Naish2, Zoltar} with pci value 8.16 under the extreme "one fail all pass" scenario.
Under extreme "one pass all fail" scenario, it could be observed that SBFL metrics {Jaccard, Snderberg, Sorensen-Dice, Dice, Simple_Matching, Sokal, Rogers&Tanimoto, Hamming_etc, Euclid, Wong3 } performed better than the "normal scenario", whereas SBFL metrics {Wong1, Russel&Rao, Binary} maintained the same performance and the remaining of the SBFL metrics performed worse compared to the "normal scenario".
Lastly, under the extreme "no pass test" scenario, most of the SBFL metrics converge into the same performance groups and mostly worse performance compared to the "normal scenario".
The best performing SBFL metrics under each of the three extreme debugging scenarios has also been identified. Under the "one fail all pass" scenario, the best performing SBFL metrics are {Naish1, Anderberg, Dice, Jaccard, Sorensen-Dice, qe, Tarantula, M2, Ochiai and Zoltar}. On the other hand, under the "one pass all fail" scenario, the best performing SBFL metrics are {Euclid, Hamming_etc., Rogers&Tanimoto, Simple_Matching and Sokal}. Finally, under the "no pass test" scenario, the best performing SBFL metrics are {Ample, AMPLE2, Arithmetic_Mean, Cohen, Naish 2, Anderberg, Dice, Jaccard, Sorensen-Dice, Tarantula, Based on the results in Table 4 , it could also be observed that the performance of SBFL metrics converge into groups of identical pci values. This is not surprising given that under the extreme scenario, the spectra coefficient will converge to a single value. For example, under the "one pass all fail" scenario, the values of aep and anp can only be either 1 or 0. Similarly, under the "one fail all pass" scenario, the values of aef and anf can only be either 1 or 0. Lastly, under the "no pass test" scenario, aep and anf will have a value of 0. In these scenarios, groups of SBFL metrics will evaluate to the same value, hence resulting in groups of identical pci.
Conclusion
In order to save the time and cost in software testing phase, software testers could reduce the number of test cases. These savings at the testing phase may come at the expense of the performance of SBFL metrics in the debugging process. In the extreme scenarios, the debugging process may be started with only one fail test case, one pass test case or no pass test case. In addition to constraints in time and cost of testing, these scenarios also occur due to extremely high or extremely low failure rates.
However, limited test case execution profiles may reduce the accuracy of SBFL metrics. In view of this, we evaluated the performance of SBFL metrics in these extreme scenarios to identify the best performing SBFL metric for each of these scenarios. From the experiment results, we have further discovered the convergence in performance for SBFL metrics under these extreme scenarios.
In view of the better performance of some SBFL metrics these under extreme scenarios, we plan to further develop test case selection scheme to select a small set of test cases that may deliver better performance for SBFL metrics as our future work. In addition, we are conducting theoretical analysis on the performance of SBFL metrics under these scenarios.
