Approximately twenty years ago, Laurent Itti and Christof Koch created a model of saliency in visual attention in an attempt to recreate the work of biological pyramidal neurons by mimicking neurons with centre-surround receptive fields. The Saliency Model has launched many studies that contributed to the understanding of layers of vision and the sphere of visual attention. The aim of the current study is to improve this model by using an artificial neural network that generates saccades similar to how humans make saccadic eye movements. The proposed model uses a Leaky Integrate-and-Fire layer for temporal predictions, and replaces parallel feature maps with a deep learning neural network in order to create a generative model that is precise for both spatial and temporal predictions. Our deep neural network was able to predict eye movements based on unsupervised learning from raw image input, as well as supervised learning from fixation maps retrieved during an eye-tracking experiment conducted with 35 participants at later stages in order to train a 2D softmax layer. The results imply that it is possible to match the spatial and temporal distributions of the model to spatial and temporal human distributions.
Introduction
This study is dedicated to research in the field of artificial neural network models of human vision in an attempt to understand human visual processes with neural networks. The goal was to create a neural network that would model layers of the human superi or colliculus, with most of the focus concentrated on the way humans choose and generate saccades. The aim of the study was to obtain a deeper insight into the biological mechanisms of human saccadic production and to develop a foundation for a biologicall y plausible model in the future.
Previous attempts to recreate the work of the human visual system include the seminal salience model of Laurent Itti and Christof Koch [8] . Since then, one important question that has arisen is whether the biological accuracy of older models or newer approaches are more efficient in the recreation of the visual system.
Modelling in human vision
Contemporary cognitive science may be viewed as a product of the cognitive revolution, which embraced a tendency to use an interdisciplinary approach in research in order to gain a better understanding of cognitive processes. One of the main methods in this approach resembles reverse engineering, which is based on the notion that through the creation and investigation of artificial models of mental processes it is possible grasp the complex notion of human cognition in a more effective way. Based on this approach, it is possible to apply existing tools to knowledge in order to address human cognition holistically. One of the applic ations of reverse engineering in cognitive psychology includes the combination of computational modelling in human vision research.
Some of the best approaches to computational modelling focus on both the biological and theoretical aspects of vision, such as the classical Itti and Koch salience model ( Figure 1 ) [8] .
This model combines the biological aspect, describing the way that pyramidal cells work in the receptive fields of the visual cortex, and the feature integration theory, which suggests that focused attention is comprised of multiple object feature recognition and integration [19] . Such models were novel in their time in terms of spatial distribution accuracy, but perform poorly in terms of temporal distributions [13] . In addition to models of spatial salience, temporal models predict the time course distribution of human saccades. The classic Itti and Koch integrated temporal prediction in addition to image processing, but more recent solutions do not. The most prominent examples of such models are the 'Leaky integrate-and-fire' (LIF) or 'spiking' network [12] , [20] and drift diffusion algorithms [16] , [17] . The leaky algorithm, otherwise called a spiking network, is similar to a biological neural network. Just like biological neurons fire upon reaching a threshold, the spiking network uses accumulation of evidence to gain a certain amount of information from an incoming signal and pass this information once it receiv es enough input. A distinctive feature of such neurons is that the accumulated data 'leaks' when the input signal ceases.
In general, each approach has its advantages and disadvantages based on the field of application and the potential tasks. However, in order to model human saccadic eye movements it is important to have a balanced combination of all the advantages of the existing models, which supposes good temporal and spatial characteristics, as well as high biological plausibility. Consequently, it is crucial to find the golden mean for modelling saccadic eye movements. In an attempt to find this golden mean, deep learning neural networks have been chosen as an instrument to model and investigate the visual system.
Deep Learning: a tool for modellin g cognitive processes
Deep learning algorithms have proved to be useful in different spheres, such as biology, chemistry, finances, business, physics and neuroscience, as well as in many other fields of study [1] . These algorithms are a versatile, accurate and powerful tool, which has been acknowledged and proved by recent studies in object and speech recognition, as well as in other domains linked to complex data analysis [10] .
In the field of visual research and eye-movement prediction, deep neural networks have become the leaders among other approaches. For instance, there prevails a tendency to choose more complex deep hierarchical structures over the Itti and Koch [8] salience model [4] , [9] .
The reason for this is due to the fact that deep learning algorithms are effective tools for modelling high levels of abstraction [2] , such as vision and speech processes. Artificial models tend to have difficulties predicting fixations based on semantic content. People tend to look at points in space that are meaningful in a specific context. The fact that models are bad at such semantic-related predictions is called the semantic gap. Deep learning models also provide a possibility to model human visual attention more accurately from the point of view of biological plausibility by narrowing the semantic gap between model and human predictions [7] .
Modelling in human vision
The main purpose of the study is to gain a deeper understanding of how the human superior colliculus generates eye movements with the help of computational modelling.
The problem of most existing models, such as the Itti and Koch salience model [8] , is that they focus primarily on the spatial accuracy of the predictions [4] . However, in terms of temporal accuracy, the reaction times of such models are too fast as compared to human reactions, which leads to poor matches of temporal distributions in such models to existing human distributions.
LIF used in the models also produces bimodal RT distributions where human distributions tend to be log normal ( Figure 2 ) [13] , [14] . Based solely on temporal accuracy, there are models that better match human reaction times, such as diffusion models [13] , or leaky neuron models [20] , otherwise called a spiking model [5] , but these models tend to abstract space to achieve that temporal performance. A demonstration of the bad matching using the default parameters of the Itti and Koch [8] salience model with a LIF layer to human saccade latency data [13] . 'Density' corresponds to the proportion of eye movements made in the time period.
Since the aim of this research focuses on the creation of an artificial neural network that would be able to learn to generate human-like, it was important to choose an algorithm that would mimic this generative nature of the visual system. For this it was necessary to take into account both the spatial and the temporal aspects of the process. Therefore, a combination of deeplearning algorithms based on salience maps and a LIF component were chosen as the main aspects of the model. Despite its limitations, the LIF algorithm was chosen over diffusion [13] , [17] , accumulator [20] and race [15] , [22] , [23] models. LIF models have accurate 2D
spatial representations of visual space and are still best for natural scene processing.
Considering the methods used in the study, there were several potential approaches to the creation of a saliency map generator (Table 1 ). All approaches are similar in the way they separated the spatial and temporal component to focus on improved salience map generation. Step 1. Each image was proportionally rescaled to a width of 120 and a height of 90 and reshaped from a matrix into a vector array of values between 0-255. Due to the fact that many salient points never reached figures higher than 100, the values were normalized to a distribution of values between 0 and 1 in order for these points to be vivid on the map. Each image was paired with matching fixation maps and their order was randomised.
Step 2. The processed training images were used as input to the first autoencoder layer of the model. The parameters of this layer were set to 200 iterations and hidden layers to size of 50.
The learned hidden features were then extracted and saved as a separate variable.
Step 3. The extracted features from layer 1 were passed on to the second autoencoder layer for further training. The parameters of this layer were set to 200 iterations and a hidden size of 50.
Step 4. The extracted features from the second layer together with the processed training fixation maps were used to train the softmax layer. The parameters were set to default with 100 iterations.
Step 5. The autoencoder layers and the softmax layer were stacked together to form a deep network. The stacked network was trained on the training images and training maps. The trained deep network with all its parameters and values was then saved as a separate file for convenience during the testing phase.
Step 6. The network was tested on the training data. The predictions were reshaped to a dimension of 33x50 and normalised. This step was important in order to normalise and smoothen all matrix values between 0 and 1, otherwise the highest and lowest values were unevenly spread between 0 and 255, with the lower values tending to zero and the higher values tending to 255, which lead to a highly contrasted map.
Step 7. The network was tested on the testing data. The predictions were reshaped to a dimension of 33x50 and normalised using the abovementioned formula.
Step 8. For visual assessment, resulting salience maps were plotted in pairs of training maps against predictions based on the training data and testing maps against predictions based on the testing data.
Step 9. Before passing the images to the Leaky integrate-and-fire layer, they were processed with regards to the input requirements of the algorithm. They were rescaled proportionally to a width of 120 and a height of 90, transformed to grayscale. The predictions of th e deep network with values normalised between 0 and 1 were reshaped from a matrix to an array.
Step 10. All 77 images together with the predicted fixation maps were passed on to the Leaky integrate-and-fire layer created in the Saliency Toolbox [21] which uses a 'winner take all' algorithm to produce a reaction time. The temporal limit was set to 2 seconds and the parameters were set to default and are listed in table 2: Table 2 . Parameters of the LIF model. 
Parameter Description Value

Results
The approach proved to be efficient in terms of spatial accuracy. The model predicted fixation maps similar to human fixation maps. As seen in figure 4 , the model produced maps based on all the human fixation maps per image.
The current results demonstrate that the deep-learning model based on the Itti and Koch saliency model [8] is effective in generating salience maps of visual space. In terms of temporal accuracy, however, the leaky integrate-and-fire algorithm did not entirely meet our expectations. Despite addressing, theoretically, both spatial and temporal issues of modelling saccadic eye movements, the classic LIF approach with default parameters has proven to have limitations in terms of temporal biological plausibility. Results have shown good findings with regard to the mean and z-test, however, the overall distribution has proved the approach to be ineffective regarding biological accuracy [14] . The reaction times produced by the model fit into the range of human saccadic reaction times, however, they seem to have a deterministic nature when used with default parameters. Besides, the bimodality in the distribution was present throughout all testing phases (figure 5). 
Metrics for result analysis
In order to evaluate the performance of the saliency algorithm it was necessary to implement certain evaluation metrics. As the saliency part of the network dealt with spatial locations, the reasonable choice was to use a location-based metric algorithm in order to assess the performance of the generated saliency maps. One characteristic instrument of such metrics is the area under the Receiver Operating Characteristic curve (AUC ROC), which estimates the tradeoff between true positive and false positive values at different discrimination thresholds by verifying that true positives are labelled before negative values [6] , [4] . The AUC unit of measurement is one of the most widely used instruments for saliency assessment [9] , as shown on the MIT saliency benchmark website [3] .
The specific AUC metric that was chosen for the evaluation task was the AUC -Judd [9] , [18] .
The AUC-Judd interprets fixations as a classification task, where a pixel of the map may be either salient or not by applying a threshold over the intensity value of the saliency map [11] .
Each salient pixel against human fixations on the map is considered a true positive value, whereas salient pixels over non-fixation areas are classified as false positive values. The final AUC score is then calculated and plotted as a tradeoff between true and false positive values.
The highest possible score may be 1, whereas a 0.5 score is considered as random performance. Thus, any score lower than 0.5 is regarded as unsatisfactory.
Our proposed saliency model has proven to have an above average performance on the AUCJudd test. The average score on the test for 77 generated maps was estimated as 0.60, which is equal to the score of the first model proposed by Dirk Walther and Christof Koch for the MIT saliency benchmark website [21] , with the lowest score among the maps equal to 0.48 ( figure   6 ) and the highest score equal to 0.70 ( figure 7 ). 
Conclusion
The current study has demonstrated that it is possible to improve classical theories with the help of new tools, such as deep learning neural networks. Just like Itti & Koch's salience model [8] showed how pyramidal neurons work, the described model is an attempt to partially visualize how the superior colliculus works by using 'accumulation of evidence' modelling.
Each layer of the network makes different contributions to the model, just like the human visual system processes visual information, which provides a good foundation for future research. However, it is necessary to further investigate the temporal aspect as well as to focus on the frames of reference in the human visual system in order to improve spatial predictions of the model in a physiologically accurate manner.
