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In recent years, temporal changes in seismic velocities associated with large earthquakes, vol-
canic activities, and environmental changes have been investigated by analyzing cross-correlation
functions of ambient seismic noise, which represent Green’s function of the seismic waves propa-
gating between the two stations. The observed seismic velocity changes have qualitatively been
discussed with the structural changes caused by, for example, damages of near-surfaces due to
strong ground motions, static stress (or strain) changes, and changes of elastic constants caused
by gas or fluid injection to the medium. However, it is necessary to quantitatively evaluate the
contribution of each mechanism in the observed seismic velocity changes to further understand
the physical properties of shallow and crustal structures and to monitor the structural changes
to understand the earthquakes and volcanic activities. In this study, I give a focus on the static
stress (or strain) effect on the seismic velocity changes at active volcanoes by using the Earth tide
and volcano deformation. If we quantitatively estimate stress effects on seismic velocity changes,
it will lead to evaluations of volcanic gas or fluid injection from a magma chamber, which are not
detected by geodetic measurements on the ground surface. In order to correctly estimate the seis-
mic velocity changes caused by static stress changes, we also pay attentions to the wave properties
of cross-correlation functions of ambient noise.
In Chapter 1, we summarize observation examples of seismic velocity changes, their possible
mechanisms, objective of the study, and structure of this thesis.
In Chapter 2, we estimate seismic velocity changes during the periods of volcano deformations
at Izu-Oshima volcano, Japan, to investigate the depth dependence of seismic velocity changes
caused by stress changes. We calculate the cross-correlations of ambient noise recorded by four
seismic stations on the volcano from 1 January 2012 to 31 December 2015 at the frequency bands of
0.5–1Hz, 1–2Hz, and 2–4Hz. Applying moving time windows to calculate cross spectrum between
daily and reference cross-correlations functions of ambient noise, we estimate daily seismic velocity
changes. Subsequently, we compare the seismic velocity changes with the areal strain changes
calculated from GNSS data, precipitation, and sea height at the volcano, and indicate that the
seismic velocity changes well correlate with the areal strain changes. By modeling the velocity
changes of Rayleigh-wave based on the layered structure of Izu-Oshima, seismic velocity changes
of about 1% are concentrated at the depths of less than 1 km. Therefore, we conclude that seismic
velocity changes caused by the stress changes have depth dependent characteristics in this study
area.
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In Chapter 3, we investigate seismic velocity changes in response to the tidal strain at Izu-
Oshima volcano by analyzing the data of permanent seismic stations and a small seismic array
at Izu-Oshima volcano. We estimate the seismic velocity changes by phase differences between
cross-correlations functions of ambient noise stacked for time periods with different tidal strain
amplitudes. The seismic velocity changes decrease and increase during dilatation and contraction
periods, respectively, when analyzing the cross-correlations functions at 2–4Hz at early lapse-
times ranging from 2 to 7 s. The strain sensitivity of seismic velocity changes, which is estimated
by dividing the seismic velocity changes by the applied tidal strain, is (−2.1± 0.2)× 104 strain−1
at the early lapse-times. However, we find that the strain sensitivity of seismic velocity changes
decreases with increasing lapse-times of cross-correlations. From an array analysis to the cross-
correlation functions, we estimate apparent velocities of about 1 km/s at the early lapse-times and
those of higher than 1 km/s at the late lapse-times. Since the group velocity of Rayleigh–wave
at 2–4Hz is 1.1 km/s at the volcano, the apparent velocities at the late lapse-times suggest the
scattered or reflected body waves incident from a deeper region. Decrease of the strain sensitivity
with lapse-times, therefore, is inferred to result from the emergence of body waves on the late
lapse-times.
In Chapter 4, we investigate velocity changes of ballistic waves that are recovered from cross-
correlations functions of ambient noise recorded at a dense array at Piton de la Fournaise Volcano
in la Re´union island, France. We use two dense arrays, each of which is equipped with 49 vertical–
component geophones. By applying a tapered window to the target Rayleigh–waves and P–waves in
the cross-correlations separately, we measure temporal changes in the apparent velocity. During the
array observation, we observe 2.4% velocity increase and 0.6% velocity decrease of Rayleigh–waves
at frequency band of 0.5–1Hz and 1–2Hz, respectively, and 2.2% velocity decrease of refracted
P–waves at the frequency band of 6–12Hz. We explain that these seismic velocity changes are
attributed to the strain changes associated with inflation of a magma pressure source at shallow
depth.
In Chapter 5, we estimate the seismic velocity changes in response to different directions of the
tidal strains. We investigate the seismic velocity changes in response to the Earth tide at six active
volcanoes in Japan. Strain sensitivities of seismic velocity changes vary in different directions of
the tidal strains. The azimuths of station-pairs correlate with the direction of the tidal strain
when the strain sensitivity of seismic velocity changes becomes negative maximum values, which
is consistent with the finite deformation elastic theory.
In Chapter 6, we discuss the stress sensitivity of seismic velocity changes by the confining pres-
sure. By comparing the stress sensitivity of seismic velocity changes reported in previous studies,
we find that the seismic velocity changes are localized in the shallow depths because of increase of
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confining pressure. Moreover, we estimate the velocity changes systematically on active volcanoes
in Japan to investigate the relationship between seismic velocity changes and volcano deformation
on active volcanoes. We then outline some avenues for future studies.
In this thesis, I have investigated seismic velocity changes at shallow structures of active vol-
canoes based on analyses of observation data. Our results highlight the need to pay attention to
wave types of cross-correlations of ambient noise and their paths when interpreting seismic velocity
changes. Moreover, we found that the stress sensitivity of seismic velocity changes decreases with
increasing confining pressure by comparing the velocity changes at Izu-Oshima with the stress
sensitivity estimated by previous studies. These results can be useful to separate the contribution
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1.1 Temporal changes in seismic velocities
Seismic velocity changes caused by large earthquakes or volcanic activities have been studied to
understand the mechanical properties of Earth’s structures. Poupinet et al. (1984) developed the
method to estimate seismic velocity changes with high precision by measuring the phase differences
of coda waves of repeating earthquakes. Since a perturbation of waveform increases with increasing
propagation paths in the perturbed medium, longer paths are appropriate to obtain the amplitude
of perturbation with high precision. Waves propagating through the heterogeneous medium arrive
after a long propagation path and form the coda waves. Therefore, phase differences of coda waves
propagating between a fixed source and receiver such as repeating earthquakes and repeatable
artificial sources can be used for estimation of seismic velocity changes with high precision. Suppose
that a propagation velocity in a medium is slightly changed homogeneously in space at different
calendar times, and the travel time of waves changes from t to t+∆t. Then, the seismic velocity






The time shifts ∆t are measured in a frequency domain (Poupinet et al., 1984) or a time domain
(Sens-Scho¨nfelder and Wegler , 2006). By analyzing the time shifts in coda waves of repeating
earthquakes on the Calaveras fault in California, Poupinet et al. (1984) detected 0.2% of seismic
velocity reduction around the hypocentral area of the Coyote Lake earthquake (M5.9).
A number of studies have shown seismic velocity changes related to large earthquakes and
volcanic activities with the method based on Poupinet et al. (1984). Ratdomopurbo and Poupinet
(1995) observed 1.2% of seismic velocity changes on Merapi volcano (Indonesia) prior to the
eruption in 1992 by using coda wave parts of repeating volcano-tectonic earthquakes. Nishimura
et al. (2005) examined temporal changes of the crust around Iwate volcano in Japan through
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repeated active seismic experiments, and detected that the seismic velocity decreases down to
about 1% after the occurrence of M6.1 earthquake. Peng and Ben-Zion (2006) observed the
seismic velocity reduction after the 1999 Mw 7.1 Du¨zce earthquake around the North Anatolian
Fault from the repeating earthquake analyses. Niu et al. (2008) detected seismic velocity changes
at a depth of about 1 km associated with local earthquakes using an acoustic source at the cross-
well borehole in the Parkfield region. However, theses seismic sources are sparse in time and space
because of the episodic nature of repeating earthquakes and high costs of active sources.
To overcome the problems of low temporal and spatial resolutions, noise-based monitoring of
seismic velocity changes are now widely being used. This monitoring method uses a principle that
a cross-correlation function of random wavefields between a pair of receivers converges toward the
Green’s function (e.g. Lobkis and Weaver , 2001; Snieder , 2004; Wapenaar and Fokkema, 2006;
Sato et al., 2012). The Green’s function is recovered fully from the cross-correlations of wavefields
under the condition that all modes of wavefields are uncorrelated and equally excited (Sa´nchez-
Sesma and Campillo, 2006). Since the distribution of the ambient noise excited by shallow sources
is randomized when taken over long times, the ambient noise also can be used for an extraction
of Green’s functions (e.g. Shapiro et al., 2005; Brenguier et al., 2007; Nishida et al., 2008). By
analyzing Green’s functions recovered from the cross-correlation functions of ambient noises (we
call hereafter ”noise correlations”), many researchers have succeeded in detecting seismic velocity
changes at various regions (Fig.1.1). Since coda wave parts of noise correlations are composed of
scattered waves (Sato, 2009), the seismic velocity changes with a precision of order 0.01% have
been measured from analyses of the coda portion of noise correlations (Hadziioannou et al., 2011;
Mao et al., 2018).
1.1.1 Observation examples of seismic velocity changes through moni-
toring of noise correlations
After the first detection of seismic velocity changes with noise correlations by Sens-Scho¨nfelder
and Wegler (2006), the seismic velocity changes has been estimated in different environments. We
here review the observations of seismic velocity changes related to environmental changes, volcanic
activities, and earthquakes. We summarized only seismic velocity changes as inferred from noise
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correlations in this section.
Since the ambient noise sources are located probably at the ground surface and receivers are
installed near ground surfaces, observed seismic velocity changes are sensitive to meteorological
changes in the shallow structure. Meteorological effects are thus often superimposed on seis-
mic velocity changes caused by earthquakes and volcanic activities. The seismic velocity changes
related to meteorological effects are inferred from the annual changes of seismic velocities (e.g.
Hobiger et al., 2012, 2016; Hillers et al., 2015a). Sens-Scho¨nfelder and Wegler (2006) observed
the long-term seismic velocity changes associated with variations in the groundwater level induced
by precipitation at Merapi volcano in Indonesia. Wang et al. (2017) analyzed seasonal velocity
changes estimated by noise correlations in all parts of Japan using Hi-net stations. They showed
the high correlation between seismic velocity changes and precipitation in the south, and a super-
position of effects from precipitation, snow loading and sea level changes in north part of Japan.
Meier et al. (2010) discussed the seismic velocity changes related to strain changes induced by sur-
face temperature variations in the Los Angeles basin. Mordret et al. (2016) investigated velocity
changes in Greenland and attributed to the seasonal variations in the loading from the snowpack
and induced pore pressure changes below the glacial cover. Richter et al. (2014) observed annual
and daily seismic velocity changes in the dry Atacama desert in Northern Chile. Since the pre-
cipitation are not observed in the desert region, they concluded that the temperature change is
the most likely source for the seismic velocity changes. By correcting these meteorological effects
on the seismic velocity changes, we can estimate more precise seismic velocity changes related to
other signals such as earthquakes and volcanic activities.
Temporal changes in the volcano edifice also have been investigated through noise-based mon-
itoring. Seismic waves that travel through the interior of the volcano may be sensitive to the
structural changes at depth rather than geodetic techniques. Brenguier et al. (2008a) were the
first to observe seismic velocity changes caused by volcanic activities using noise correlations at
Piton de la Fournaise volcano in la Re´union island. They detected velocity decreases prior a few
days to the eruptions. Sens-Scho¨nfelder et al. (2014) also detected the velocity changes at Ption de
la Fournaise volcano, which were spatially correlated with the volcano inflation estimated by GPS
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observations. Donaldson et al. (2017) observed the seismic velocity changes correlated well with the
deformation measured by the tilt meter on a time scale of from days to weeks at Kilauea in Hawaii.
Mordret et al. (2010) found 0.8% velocity decrease prior to the 2006 eruption at Mt.Ruapehu in
New Zealand, although no volcano deformation was observed. Almost all the observations show
that seismic velocity changes occur because of the stress changes caused by volcano deformations.
Structural changes induced by large earthquakes are measured with high precision through the
monitoring of noise correlations. Co-seismic velocity changes was first observed using the auto-
correlations of ambient noise in Japan during the 2004 Mw 6.6 Mid-Niigata earthquake (Wegler
and Sens-Scho¨nfelder , 2007). Brenguier et al. (2008b) observed the co-seismic velocity reduction
and post-seismic relaxation related with the 2004 Mw 6 Parkfield earthquake in California. Af-
ter these observations, seismic velocity changes caused by large earthquakes in subduction zones
(e.g. Rivet et al., 2011; Nakata and Snieder , 2011; Minato et al., 2012; Takagi and Okada, 2012;
Brenguier et al., 2014) and inland earthquakes (e.g. Wegler et al., 2009; Chen et al., 2010; Hobiger
et al., 2012; Takagi et al., 2012) have been reported by a number of authors. Hobiger et al. (2016)
compiled the seismic velocity changes associated with six large earthquakes in Japan. All events
with magnitudes between Mw 6.2 and 6.9 induced co-seismic velocity reductions of about 0.5%
around the fault. Chen et al. (2010) detected the seismic velocity changes during the 2008 Mw 7.9
Wenchuan earthquake and observed the velocity increase and decrease correlated with a spatial
distribution of strain changes. Seismic velocity changes without transient dynamic stress caused
by large earthquakes are also reported. Rivet et al. (2011) detected the seismic velocity changes
associated with M 7.5 slow slip event (SSE) in the Guerrero region, Mexico. Maeda et al. (2010)
detected the seismic velocity changes related to earthquake swarms in southwestern Japan from
autocorrelation analyses of ambient noises.
1.1.2 Possible mechanisms of seismic velocity changes
In this section, we review possible mechanisms of observed seismic velocity changes caused by
large earthquakes, volcanic activities, or environmental changes. The mechanisms of seismic ve-
locity changes, are still under investigations, but are often inferred to originate from the following
mechanisms.
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The first mechanism is the damages of near-surface materials due to the strong ground motion.
The strong ground motion breaks the bond among grains in the soil, and then the groundwater flows
into the pores. Consequently, the rigidity in the soil drops so that the seismic velocity decreases.
Rubinstein and Beroza (2004) pointed out that a correlation between seismic velocity changes and
peak ground acceleration generated by the ML 6.9 Loma Prieta earthquake, which support the
seismic velocity changes due to the strong ground motion. The seismic velocity reductions due
to nonlinear behaviors of subsurface caused by the strong ground motion are observed at depths
shallower than hundreds of meters. These velocity changes are clarified from analyses of seismic
data recorded at the top and bottom of a borehole-type seismic station (Sawazaki et al., 2009;
Takagi et al., 2012; Nakata and Snieder , 2012). Takagi et al. (2012), for example, observed seismic
velocity changes during M6.8 Iwate-Miyagi nairiku earthquake in 2008 by deconvolving coda waves
between seismic stations colocated on the ground surface and bottom at KiK-net stations. In
general, subsurface nonlinear behaviors occur when the peak ground acceleration become larger
than about 100Gal (Beresnev and Wen, 1996; Chin and Aki , 1991).
The second mechanism is the stress (or strain) changes in the shallow structure. The stress
changes cause pre-existing cracks or pores to close or open, and consequently the seismic velocities
decrease and increase in regions of dilatation and contraction of the medium, respectively. Walsh
(1965) formulated the compressibility of elastic isotropic material including spherical pores and
narrow cracks by assuming the cracks are oriented randomly. Since compressibility of porous
material is greater than that of solid material with the same composition, the seismic velocity
changes will occur due to the changes of effective compressibility caused by the opening and closure
of pores and cracks. The effective compressibility of the porous elastic material βeff are expressed
from the compressibility of the solid material β and the rate of changes of porosity η with external
pressure p:
βeff = β − dη
dp
(1.2)
Walsh (1965) verified that compressibility becomes lower by increasing the confining pressure of a
rock sample of granite, which makes the rock stiffer and seismic velocity higher. The seismic ve-
locity changes due to crack closure by stress changes are observed by measuring elastic or acoustic
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waves during loading on various rock samples (e.g. Birch, 1961; Nur , 1971; Meglis et al., 1996).
Theoretically, the apparent pressure required to close a crack is estimated to be Eα, where E is
young’s modulus and α indicates aspect ratio of the ellipsoidal cavity, by equating the porosity
rate of ellipsoidal cavity and penny-shaped crack (Walsh, 1965). Seismic analyses also succeeded
in evaluating the seismic velocity changes caused by the stress changes at shallow structure by
using the Earth tide. De Fazio et al. (1973), Reasenberg and Aki (1974), Yukutake et al. (1988),
and Yamamura et al. (2003) measured temporal changes in travel times of P- and Rayleigh-waves
related to the Earth tide using an artificial controlled source. Recently, passive noise-based moni-
toring also detect the seismic velocity changes caused by the Earth tide (Takano et al., 2014; Hillers
et al., 2015b; Mao et al., 2018). For example, Takano et al. (2014) detect that seismic velocity
changes related with the Earth tide by noise correlations recorded at a small seismic array at the
foot of Iwate volcano in northeastern Japan (Fig. 1.2). Seismic velocity changes caused by volcano
deformations (e.g. Nagaoka et al., 2010; Hirose et al., 2017; Takano et al., 2017; Donaldson et al.,
2017), thermoleastic strains (e.g. Richter et al., 2014; Hillers et al., 2015a; Tsai , 2011), and slow
slip events at the plate boundary (Rivet et al., 2011), which are not accompanied by strong ground
motions, also support seismic velocities are sensitive to stress changes.
Next, we introduce the possible mechanisms of velocity changes caused by precipitation and
temperature changes. The water level variation due to precipitation leads to pore pressure changes,
and thereby changes the seismic wave velocity (e.g. Sens-Scho¨nfelder and Wegler , 2006; Wang
et al., 2017; Rivet et al., 2015). The pore pressure changes caused by precipitation are modeled by
Roeloffs et al. (1989). They formulate the poroelastic response of rocks to changes in water level
by considering that fluid is filled and only fluid pressures are confined to the fractures. For one-
dimensional pore pressure diffusion along narrow fractures with hydraulic diffusivity, pore pressure
at a given distance is estimated from the diffusion equation. Increasing pore pressure makes
the elastic bulk modulus to soften and leads seismic wave velocities to decrease consequently.
As mentioned in section 1.1.1, seismic velocity changes related to the temperature changes are
also observed. Since temperature changes induce the thermoelastic strain changes, the seismic
velocities decrease and increase in regions of dilatation and contraction of the medium, respectively.
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Thermoelastic strain is produced by the temperature field variations and the thermal diffusivity of
the rocks. Berger (1975) showed an analytical solution of the horizontal plane thermoelastic strain
in an infinite homogeneous half-space using the heat conduction equation. Ben-Zion and Allam
(2013) demonstrated that predicted thermoelastic strain based on the model of Berger (1975)
correlates with the observed strain recorded at the borehole-type strain-meter near Parkfield in
California.
Finally, in addition to the above mechanisms of seismic velocity changes, we mention the effects
of gas and fluid injection from a deeper part to the elastic modulus in the medium, which may
be important particularly in volcanic regions. Laboratory experiments of rock samples indicate
velocity changes of P- and S-waves due to gas and fluid in pores of rocks (Ito et al., 1979). The
seismic velocity changes occur by changes of the effective elastic constants related with fraction of
gas and fluid in the modulus (Mavko et al., 2009). However, the volcanic gas and fluid injection
has not yet been detected by the in-situ measurement of seismic velocity changes.
1.1.3 Wave properties of ambient noise and noise correlations
Ambient noise at the frequency bands of higher than 1Hz and 0.1–1Hz (secondary microseisms) is
interested in this study. We here review the wave properties of ambient noise and Green’s function
recovered from the noise correlations at the frequency band of interest. The origin of ambient
noise at the frequency band of higher than 1Hz is linked to either local meteorological conditions
or human activities (Bonnefoy-Claudet et al., 2006). Hillers and Ben-Zion (2011) shows seasonal
variations of noise amplitudes at the frequency band of 2–18Hz are correlated with wind speeds in
southern California. The array observation of ambient noise also shows that the seismic ambient
noise at the frequency band of 0.5–2Hz is excited by infragravity waves in the lakes (Xu et al.,
2017). From the beamformer outputs obtained by previous studies, the compositions of ambient
noises at frequencies of higher than 1Hz are supposed to be a mix of body and surface waves and
the compositions vary by regions (Fig.1.3). On the other hand, the secondary microseisms are
generated by pressure oscillations on the seafloor by the non-linear interaction between oceanic
infragravity waves propagating in opposite directions (Longuet-Higgins, 1950). Although surface
waves dominate mostly in secondary microseisms (Nishida et al., 2008), array analyses showed an
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emergence of body waves in the secondary microseisms. Gerstoft et al. (2008) extracted P, PP
and PKP sources by beamforming analysis to ambient noise recorded at the stations in southern
California. Nishida and Takagi (2016) detect not only P-waves but also SV- and SH-waves gen-
erated by a storm in the Atlantic Ocean with a beamforming analysis using Hi-net stations in
Japan, nevertheless the amplitude of S-waves is smaller than P-waves due to the ocean site effect
(Gualtieri et al., 2014). Consequently, the compositions of ambient noise depend on frequency
bands and thereby generation mechanisms.
Moreover, coda wave parts of noise correlations have been used to estimate the seismic velocity
changes under assumption of a superposition of Rayleigh-waves (e.g. Takagi et al., 2012; Hobiger
et al., 2012; Froment et al., 2013). However, wave properties of the coda wave parts have not been
carefully examined when seismic velocity changes are estimated. Numerical simulations show wave
types in Green’s change different with increasing lapse-times (Obermann et al., 2013, 2016): the
ballistic waves propagate as surface waves, while body waves are dominant with increasing lapse-
times because of mode conversions from surface-waves. Therefore, to interpret velocity changes
correctly, we need to give an attention to wave properties of noise correlations.
1.2 Objective of the study
From the possible mechanisms of seismic velocity changes described in section 1.1.2, it is quite
interesting and important for monitoring active volcanoes to detect the structural changes caused
by the volcanic activities such as volcanic gas and fluid injection from a deeper part magma chamber
by examining seismic velocity changes. Since the injection of volcanic gas and fluid are rarely
detectable by geodetic measurements on the ground surface, monitoring seismic velocity changes
in the volcano may provide information about volcanic gas or fluid at depth which is important
for understanding a magma plumbing system. To investigate such volcanic fluid behavior, we need
to quantitatively evaluate the contribution of the other mechanisms to observed seismic velocity
changes. Among the mechanisms of seismic velocity changes, the applied stress (or strain) effect
on the seismic velocity changes is most quantitatively evaluated. We thus give attention into the
seismic velocity changes caused by stress changes particularly at active volcanoes.
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In order to examine the seismic velocity changes at the scales of active volcanoes (from several
to tens of kilometers), we need to analyze short-period noise correlations because of inter-station
distances on volcanoes. However, not only surface waves but also body waves may be mixed in
short-period noise correlations. Therefore, it is necessary to investigate the wave properties of noise
correlations including ballistic and coda waves to interpret seismic velocity changes correctly.
In this thesis, we investigate seismic velocity changes in active volcanoes paying attention to
wave properties of noise correlations to quantitatively relate velocity changes with stress changes
in the medium. We analyze the ambient noise data recorded at Izu-Oshima volcano in Japan and
Piton de la Fournaise volcano in la Re´union mainly. This thesis is structured as follows.
Chapter 2 is dedicated to the study of stress sensitivity of seismic velocity changes at different
depths. We investigate the stress sensitivity of velocity changes at Izu-Oshima volcano in Japan
with noise correlations. We calculate noise correlations from 1 January 2012 to 31 December 2015
at different frequency bands. Subsequently, we compare seismic velocity changes with areal strains
changes calculated by using Global Navigation Satellite Systems (GNSS) data, precipitation, and
sea heights at the volcano. To discuss the seismic velocity changes at different frequency bands,
we compare the observed velocity changes with the synthetic velocity changes of Rayleigh wave
propagating in layered structures. Most of this chapter consist of the contents already published
in Takano et al. (2017).
Chapter 3 is dedicated to the study of lapse-times dependent characteristics of the seismic
velocity changes in response to the tidal strains. We investigate seismic velocity changes in response
to the tidal strain at Izu-Oshima volcano, Japan, by analyzing data of permanent seismic network
stations and a small seismic array. We estimate the seismic velocity changes by phase differences
between noise correlations stacked for time periods with different tidal strain amplitudes. Seismic
velocity changes at different lapse-times shows that the stress sensitivity of seismic velocity changes
decrease with increasing lapse-times. To understand the decrease of strain sensitivity with lapse-
times, we apply an array analysis to the noise correlations.
Chapter 4 is dedicated to the study of velocity changes of ballistic waves on Piton de la Fournaise,
la Re´union. We investigate seismic velocity changes of ballistic waves using two dense arrays on
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the active volcano. Noise correlations at different frequency bands between two dense arrays show
Rayleigh- and refracted P-waves. By measuring the velocity changes of Rayleigh- and refracted
P-waves, we infer the mechanism of temporal changes of the volcano edifice.
Chapter 5 is dedicated to the study of seismic velocity changes in response to different directions
of strain. We investigate seismic velocity changes caused by the tidal strain systematically at six
active volcanoes in Japan paying attention to the directions of tidal strain.
Chapter 6 is dedicated to discussions of this study. We compare our results with the stress
sensitivity of velocity changes reported in previous studies and discuss a mechanism of the stress
sensitivity based on a granular model. We also measure seismic velocity changes and compare with
areal strains on 13 active volcanoes in Japan systematically to discuss a limitation of detecting
seismic velocity changes related with volcano deformation. Furthermore, we propose future works.
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Figure 1.1 Schematic illustration of measuring seismic velocity changes by cross-correlations
functions of ambient noise.
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Figure 1.2 Comparison of noise correlation stacked in dilatational periods (red) and noise
correlation stacked in contractional periods (blue) at a frequency band of 1–2Hz. Red open
circles indicate correlation coefficients, and black dots represent time differences between
dilatational and contractional noise correlations. Solid line indicates the best fitted line to
the time differences (Takano et al., 2014).
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Figure 1.3 The type of waves (body waves or Rayleigh waves), according to frequency, con-
tained in the seismic noise wavefield. Letter P refers to body waves and letter R to Rayleigh
waves (subscript indicates the order of Rayleigh mode: 0 for the fundamental mode, 1 for
the first mode, 2 for the second mode, 3 for the third mode, and + when there is no or-
der precision), after Douze (1964), Douze (1967) (triangles), Tokso¨Z and Lacoss (1968)
(crosses), MC Li et al. (1984) (dots), Horike (1985) (circles) and Yamanaka et al. (1994)
(stars). (Bonnefoy-Claudet et al., 2006).
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Chapter 2
Depth dependence of stress sensitivity of seismic
velocity changes
In this chapter, we evaluate a depth dependence of stress sensitivity of seismic velocity changes by
analyzing noise correlations at different frequency bands.
We first introduce Izu-Oshima volcano and the data we analyze. We then detail the seismic
velocity changes by comparing with the areal strain changes, precipitation, and sea heights. A dis-
cussion about depth dependent characteristics of stress sensitivity of velocity changes is presented
in Section 2.5, where we estimate depth dependent characteristics of seismic velocity changes in
response to the stress changes by modeling the velocity changes of Rayleigh-wave propagating in
the layered structures. We demonstrate seismic velocity changes are concentrated in the shallow
depth. In addition to the content of the paper by Takano et al. (2017), we also investigate the
pore pressure effects due to daily precipitation and seismic velocity changes estimated by noise
correlations at different components.
2.1 Brief introduction of Izu-Oshima volcano
Izu-Oshima volcano is an active stratovolcano located at about 110 km to the south west of Tokyo,
Japan. The island rises approximately 1000m from the seafloor, and its summit is 758m high above
the sea level. Izu-Oshima volcano has produced mainly basaltic lavas and scorias, and has erupted
with the mass of volcanic products exceeding 1011 kg nearly every one hundred years (MRI , 2016).
After the An-ei eruption from 1777 to 1778, the volcano had only relatively smaller eruptive events
nearly every 30 years. The three largest eruptions of these events produced ejecta of the order of
1010 kg in 1912-1914, 1950-1951, and 1986-1990 (Nakamura, 1965). After the eruptive events from
1986 to 1990, long-period dilatational deformation is observed, being superimposed with short
periodic deformation. Such periodic deformations, which are explained by the spherical pressure
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sources, are well correlated with volcanic earthquake activity (Fig. 2.1). The velocity structure
is obtained from the joint inversion of seismic data and gravity survey data by Onizawa et al.
(2002). At a depth of 0.25 km, high velocity is observed around the area enclosed by the caldera
rim, which is probably due to the dense lava flows filling the caldera floor. Fig. 2.7 shows the
P-wave and S-wave velocity structure estimated by Onizawa et al. (2002), and the Rayleigh-wave
dispersion curve computed by using the velocity structure is also shown.
2.2 Data
We analyze continuous seismic data recorded at four stations of the Japan Meteorological Agency
(JMA) network that are deployed on the volcano island (Fig. 2.2). Distance between each seis-
mic station ranges from about 3 to 10 km. A three component short period seismometer with a
natural frequency of 1Hz is installed at each station. V.OSFT, V.OSSN, and V.OSKT stations
are equipped with a borehole type seismometer at depths of 92m, 92m, and 61m, respectively.
V.OSMA station is equipped with a seismometer on the ground surface. Three of the four seismic
stations are deployed on the northern flank of the caldera, and V.OSFT station is located on the
southern flank of the caldera. The vertical components of short-period seismic data recorded from
1 January 2012 to 31 December 2015 are analyzed. These data are recorded with a sampling
frequency of 100 Hz and an A/D resolution of 24 bit. We also use continuous coordinates data
recorded at four stations of Geospatial Information Authority of Japan (GSI) network in order to
estimate areal strain (Fig. 2.2). We analyze the daily coordinates of the GNSS stations distributed
as ”F3 solutions” (Nakagawa, 2009).
2.3 Data analyses and characteristics of noise correlations
We calculate cross-correlation functions of ambient noises between six station pairs from the four
seismic stations from 1 January 2012 to 31 December 2015. The procedure of data analysis is
as follows. We first cut the continuous seismic data recorded at each station every 10min. The
data containing earthquake signals and large unknown artificial noises are excluded automatically
by setting a threshold amplitude from the average root-mean-squared amplitude. The continuous
seismic data are filtered at the frequency bands of 0.5–1Hz, 1–2Hz, and 2–4Hz, and then one bit
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normalization is applied in order to enhance phase information (Bensen et al., 2007). We obtain
daily cross-correlations by stacking cross-correlations of ± 10 days to enhance the signal to noise
ratio. A reference correlation at each station pair is calculated by stacking cross-correlations over
the 4 years. Then, we measure daily seismic velocity changes by applying the moving window cross
spectrum (MWCS) method (Poupinet et al., 1984) between daily and the reference correlations.
In MWCS method, phase differences (dϕ) between a daily and the reference correlation are related






where T is the lapse time and f is the dominant frequency. The MWCS method can reduce the
contamination of amplitude spectral changes on the seismic velocity changes because only phase
spectra are used (Zhan et al., 2013). The phase differences are measured for the lapse times from
– 20 s to +20 s in which direct and coda waves propagating between the station pair are included.
Analyzing long coda wave has a merit to avoid directivity effects generated from nonisotropic
distributions of noise sources (Weaver et al., 2009; Froment et al., 2010). Phase differences at the
time windows with a coherency of more than 0.7 are used for fitting a regression line in order to
compute the seismic velocity changes (Fig. 2.3).
The reference correlations through the observation period between the station pair of V.OSFT
and V.OSKT are shown in Fig. 2.4. Wave packets with large amplitudes are seen at lapse times
of about ± 10 s, although several large amplitudes are also found around ± 4 s at 2– 4Hz. As
can be recognized in Fig. 2.4, the amplitudes of correlations in the positive lapse time are larger
than those in the negative lapse time at 0.5–1Hz throughout the whole period. The signals in the
positive lapse time represent the waves propagating from V.OSFT to V.OSKT, which corresponds
to almost from the east to the west. As noted by Stehly et al. (2006) when the noise sources are
inhomogeneously distributed, energy flux between two stations indicates that the density of noise
source is larger on one side than on the other at the station pairs. Biased amplitudes of correlations
in the negative and positive lag–times at the frequency band of 0.5–1Hz and 1–2Hz suggest that
the noise sources are mainly distributed in the Pacific Ocean (Fig. 2.5). On the other hand, at
2–4Hz, wave packets with large amplitudes are seen in both the positive and negative lapse times.
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This implies homogeneous distribution of ambient noise sources and/or strong scattering properties
of the shallow structure that can randomize wavefield even for nonisotropic noise distributions.
Fig 2.6 shows the record sections of noise correlations at 0.5–1Hz and 1–2Hz. The wave packets
with large amplitudes propagate with velocities of about 1 km/s for both of 0.5–1Hz and 1–2Hz.
These propagation velocities are in agreement with the group velocities of Rayleigh wave that are
predicted from the velocity structure at Izu-Oshima (see Fig 2.7), which is obtained from the joint
inversion of seismic data and gravity survey data (Onizawa et al., 2002). Since noise correlations
are extracted from the pairs of the vertical components of seismometers at a shallow depth less
than 100 m, these large amplitudes are considered to be Rayleigh waves. On the other hand, such
propagation of wave packets is not well recognized at 2–4Hz. The reason is not clear, but ambient
noises at 2–4Hz may partly consist of scattered body waves as the seismic array analyses at other
regions indicate (Bonnefoy-Claudet et al., 2006; Koper et al., 2010).
2.4 Result
2.4.1 Characteristics of seismic velocity changes
Figure 2.8 shows daily seismic velocity changes calculated by comparing daily correlations with the
reference correlations for all seismic station pairs. It is apparent that seismic velocity changes at 1–2
Hz increase in August 2012, August 2013, and August 2015, while the seismic velocities decrease in
April 2013, and from July 2014 to July 2015. Similar seismic velocity changes are found at the other
frequency bands of all the six station pairs. The amplitudes of seismic velocity changes through the
four years range from -1% to 3% at 1–2 Hz for the six station pairs. The velocity changes at 0.5–1Hz
and 2 – 4Hz are estimated to be – 1% to 1% and -1% to 2%, respectively. The root-mean-squared
amplitude of seismic velocity changes averaged for all the six station pairs is (0.52± 0.12) % at
0.5–1Hz, (0.76± 0.17) % at 1–2Hz and (0.65± 0.06) % at 2–4Hz, respectively. The root-mean-
squared values of seismic velocity changes slightly increase with increasing the frequency. It is
also recognized that the amplitudes of seismic velocity changes at V.OSSN–V.OSMA, which are
located close to the summit area, are larger than those at the other station pairs especially around
August in 2012 and January in 2015.
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Figure 2.9 shows power spectra of the seismic velocity changes calculated at the three frequency
bands. We find a peak at about one year for all the frequency bands.
We also calculate seismic velocity changes at a wider frequency band of 1 – 4Hz to test the
stability of the MWCS methods. The result shows a similar tendency of seismic velocity changes
as observed at the narrow frequency bands (Fig. 2.10).
2.4.2 Comparison of seismic velocity changes with areal strain changes
We compare the velocity changes with areal strains estimated from GNSS data because many pre-
vious studies indicate positive correlations between them. The areal strain changes are estimated
from the horizontal displacements of the four GNSS stations located at Izu-Oshima volcano. We
calculate the areal strain by using relative displacements of the coordinate data at the four GNSS
stations, each of which is an apex of a triangle. We compute the average areal strain changes from
the four triangles formed from the four GNSS stations with respect to the reference day of 1 Jan-
uary 2012. Fig. 2.11 shows temporal changes of the averaged areal strain that are median filtered
with a time window of 20 days, which is the same for the correlations, to reduce the short-period
noises. The observed areal strain changes shows yearly oscillations with an amplitude of about
5× 10−6 strain.
We compare the seismic velocity changes with the areal strain changes in order to clarify the
stress sensitivity of seismic velocity changes, and find that a linear trend of 5 × 10−6 strain/year
is clearly recognized in the areal strain while not in the seismic velocity changes. In the present
study, we first remove the linear trend in the area strain changes and compare it with the seismic
velocity changes. We recognize that they are highly correlated with each other: the seismic velocity
decreases during positive strain (dilatation) and increases during negative strain (contraction).
Fig. 2.12 displays the coherency and phase delays between the seismic velocity changes and areal
strain changes after the removal of the linear trend. High coherency is recognized at the period
of one year. The coherency averaged for all the station pairs are 0.75 ± 0.06 at 0.5–1Hz and
0.73 ± 0.06 at 1–2Hz, and 0.76 ± 0.07 at 2–4Hz, respectively. Also, no significant phase delay
is observed between the seismic velocity changes and areal strain changes at the period of more
than one year. Strain sensitivity of the seismic velocity changes is calculated for each station
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pair by fitting a regression line between the seismic velocity changes and areal strain changes.
The strain sensitivity of seismic velocity changes averaged for the six station pairs is estimated
to be (1.3± 0.2) × 103 at 0.5–1Hz, (2.6± 0.3) × 103 at 1–2Hz, and (2.4± 0.1) × 103 at 2–4Hz.
For the bulk modulus of 18GPa which is calculated from the seismic velocity structure at Izu-
Oshima (Onizawa et al., 2002), the stress sensitivity of seismic velocity changes is estimated to be
(7.1± 1.3)× 10−8 Pa−1 at 0.5–1Hz, (1.4± 0.1)× 10−7 Pa−1 at 1–2Hz, (1.3± 0.1)× 10−7 Pa−1 at
2–4Hz. Smaller stress sensitivity of velocity changes is observed at 0.5–1Hz.
Next, we give attention to the linear trend of the areal strain. The seismic velocities seem to
slightly increase with time. For the period from 1 July 2014 to 1 May 2015 when large fluctuations
are not observed, the seismic velocities at 0.5–1Hz, 1–2Hz, and 2–4Hz increase 0.4%, 0.7%, and
1.1%, respectively. Comparing these velocity changes with the linear trend of the areal strain
changes, we estimate the stress sensitivity of seismic velocity changes averaged for all station pairs
to be 2.4× 10−8 at 0.5–1Hz, 4.1× 10−8 at 1–2Hz, and 5.9× 10−8 at 2–4Hz by assuming the bulk
modulus of 18GPa. The stress sensitivities are about one third of those estimated from areal strain
without the linear trend. The reason why a slope of linear trend of velocity changes is smaller
than that of raw areal strain changes is unclear. It is necessary to accumulate the data and clarify
their relationship at longer periods of a few years to understand the response mechanism of seismic
velocity changes to the deformation.
2.4.3 Comparison of seismic velocity changes with precipitation
Since Sens-Scho¨nfelder and Wegler (2006) pointed out that the seismic velocity changes at Merapi
volcano in Indonesia are well correlated with ground water level changes by precipitation rather
than volcanic activities, we examine the effect of precipitation on the seismic velocity changes
at Izu-Oshima. In general, the seismic velocity changes caused by precipitation are interpreted
as pore pressure changes at the shallow part of structure that are caused by water level changes
(Wegler et al., 2009). First, the present study simply compares the daily precipitation data at a
JMA station with the observed seismic velocity changes. As shown in Fig. 2.13, the seismic velocity
changes do not reduce nor change when the large amounts of precipitation are observed around
August 2013. In order to quantitatively evaluate the relations between seismic velocity changes
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and precipitation, we calculate coherency and phase delay between the precipitations and seismic
velocity changes after removing offsets of the observed daily precipitations. The results show that
coherencies are small for all the seismic station pairs. The average is 0.06 ± 0.09 at 0.5 – 1Hz,
0.03±0.03 at 1 – 2Hz, and 0.14±0.19 at 2 – 4Hz at the dominant period (one year) of the seismic
velocity changes. To take into account the drainage of the ground water after rain, we further
calculate coherencies between the seismic velocity changes and precipitation which is averaged for
90 days. The results also indicate small coherencies for all the seismic station pairs (Fig. 2.13).
We thus conclude that there is no significant correlation between the seismic velocity changes and
precipitation at Izu-Oshima. However, we also find that the coherencies between velocity changes
and precipitation at the period of about 30 days is more than 0.4, which indicates precipitation
may be one of the candidates for the short-term fluctuations in the seismic velocities.
To evaluate the effect of the precipitation on the seismic velocity changes, we also calculate the
pore pressure changes associated with the precipitation, following Wang et al. (2017) and Rivet
et al. (2015). Based on the observation of 90 case histories of induced seismicity, Talwani et al.
(2007) validated the formulation of Roeloffs et al. (1989) for the poroelastic response of rocks to
water level variations. In the formulation of Roeloffs et al. (1989), all fractures are considered as
fluid filled and only fluid pressures confined to the fractures. Here we consider the direct pore
pressure changes that are due to diffusion within a certain distance r from the daily precipitation
at the surface:






(4c (n− i) δt)1/2
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, (2.2)
where δt is the time increment from the first day i, δpi is the precipitation load changes (ρ · g · δhi)
at the sampled instant ti, and c is the diffusion rate. erfc means the complementary error function.
We calculate the pore pressure with the diffusion rate of 4.0m2/s that is estimated by Talwani et al.
(2007). Figure 2.14 shows the pore pressure changes caused at the depth of 1 km from 1 January
2012 to 31 December 2015. Pore pressure changes are estimated to be less than 1.0×103 Pa except
for the 11 October 2013 when debris flow was observed at the western part of the volcano due to
heavy rainfalls. Observed pore pressures are estimated to be one order smaller than the tidal stress.
From the stress sensitivity of 10−7 Pa−1 estimated by velocity changes caused by the Earth tide
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(Takano et al., 2014), velocity changes are estimated to be 0.01% by the pore pressure changes of
1.0×103 Pa. Therefore, the velocity changes caused by the precipitation are inferred to be masked
by the large velocity changes due to the volcano deformation at long-term trend.
2.4.4 Comparison of seismic velocity changes with sea level
An oceanic loading may contribute to the strain changes in the crust or the shallow structure of
Izu-Oshima because the volcano is a small island surrounded by the Pacific ocean. The oceanic
loading bends the land, and sea level rise makes the land dilative. Averaged daily sea heights
observed by a tide gauge at a JMA station (OKADA) show seasonal variations with a peak-to-
peak height of about 50 cm, which overburdens 5Pa on the ocean bottom. We use the sea height
data for three years from January 2012 to December 2014 during which the data is available from
JMA website. As indicated in Fig. 2.15, the seismic velocity changes and sea height changes look
weakly correlated, as their coherency indicates more than 0.5 at periods of more than one year.
In order to assess the effect of the sea height on the seismic velocity changes, we compare the
observed and predicted areal strains induced by the oceanic loading. For the sake of simplicity, we
assume that the island is represented as a circle shape with a radius of 4.5 km, which is the width
of island in the east-west direction, and the oceanic loading of 5Pa, which corresponds to ±50 cm
sea height change, work on the ocean bottom from the coast to 20 km from the center of island.
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where rH is the radius of the land, p is the loading pressure, ν is Possion’s ratio, and G is the
rigidity of the medium. The line strain is estimated to be 1.4 × 10−7 at a center point of the
island. This is one order lower than the observed areal strains by GNSS. Therefore, we conclude
that the oceanic loading is not a main cause of the long-term seismic velocity changes measured
at Izu-Oshima. It is recognized that seismic velocity increase during the high sea height (e.g. in
the autumn of 2012). However, since high sea height generates dilatation in the volcanic edifice,
the observed correlation is inconsistent with the interpretation based on opening/closing of pores
caused by stress changes.
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2.5 Discussion
2.5.1 Depth dependence of seismic velocity changes
Since the main phases in the cross-correlations are considered to be Rayleigh-waves from the record
sections of the noise correlations, we calculate theoretical stress sensitivity at different frequency
bands under the assumption that far-field terms dominate. First, we calculate phase velocities of
Rayleigh-wave based on the P- and S-wave velocity structure by Onizawa et al. (2002). The density
of rock, ρ [g/cm3], is estimated from the empirical relationship of ρ = 0.31×V 0.25p (Gardner et al.,
1974), where Vp is the P-wave velocity [m/s]. We call this structure model as ”reference structure”.
Second, we compute phase velocities of Rayleigh-wave for a structure model in which seismic
velocity at each layer is slightly changed from the reference structure. Subsequently, we calculate
the difference of phase velocity between the structure model and the reference structure. Finally,
the theoretical stress sensitivity of the velocity changes is calculated by dividing the difference
of phase velocity by the expected stress of 9.0 × 104 Pa during the observation period, which is
estimated from the maximum areal strain of 5× 10−6 and a bulk modulus of 18GPa. We examine
two structure models shown in Fig. 2.17. Model 1 reduces seismic velocity with χ1% only at the
upper layer with a thickness ofH. Model 2 reduces seismic velocity linearly with depth. In Model 2,
the seismic velocity changes is χ2% at the top and converges to zero at a depth of H. The following
misfit function for the theoretical stress sensitivity Scal and the observed one Sobs at the center







Sobs (fi)− Scal (fi) ,
}2
(2.4)
where i represents the frequency band. Sobs are estimated by the noise correlations at the frequency
band of 0.375–0.75Hz, 0.5–1Hz, 0.75–1.5Hz, 1–2Hz, 1.5–3Hz, and 2–4Hz. We search the best
fit model by changing the parameters χ1, χ2, and H that minimize the misfit function for each
model (Fig. 2.18). Red lines in Fig. 2.17 indicate the best fit models. Model 1 with H of 1.0 km
and χ1 of 1.0% and Model 2 with H of 1.0 km and χ2 of 1.6% well explain the observation. We
do not see any significant differences of the fitness between Model 1 and Model 2, but both models
indicate that the seismic velocity changes with about 1 or 2% occur at a shallow depth of less than
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about 1 km. Note that the contamination of body waves to ambient noises may affect the depth
sensitivity of seismic velocity changes. This is because Bonnefoy-Claudet et al. (2006) suggested
that ambient noise at the high frequency band are contaminated by body waves. However, the
estimated parameters χ and H are mostly determined by the lower frequency band data in our
case.
2.5.2 Spatial distribution of seismic velocity changes and areal strain
Changes
Carefully examine the seismic velocity changes, we notice that the amplitude of velocity changes at
the pairs of V.OSSN-V.OSMA and V.OSMA-V.OSFT, which are the pairs of the stations located
closely to the active central summit, are slightly larger than the other pairs. Especially, large
differences of velocity changes are recognized for the period from August to October 2012. In order
to understand such spatial distributions of the seismic velocity changes, we examine the areal strain
changes at August 2012, when large areal strains are observed. We use a spherical pressure source
in the semi-infinite medium (Okada, 1992) to explain the observed displacements at the four GNSS
stations in August 2012. The spherical pressure source is determined at a depth of 6.7 km beneath
the summit caldera (34.724 ◦N, 139.403 ◦E) with a volume change of −2.7×106m3, which is located
at almost the same location (34.74 ◦N, 139.4 ◦E) determined by JMA. The location errors of our
study are about 1 km and 3 km in the horizontal and vertical directions, respectively. Based on the
estimated spherical pressure source, we calculate spatial distribution of the areal strain (Fig. 2.16).
Large areal strains are observed at the summit area where V.OSSN and V.OSFT are located. Also,
large seismic velocity changes tend to be observed at the station pairs whose seismic ray paths
cross the summit area (i.e., the seismic station pairs of V.OSSN-V.OSMA, V.OSSN-V.OSFT, and
V.OSFT-V.OSMA). The seismic velocity changes estimated from coda parts of cross-correlations
have high sensitivity around the stations, as the sensitivity kernels of coda wave to seismic velocity
changes shows two peaks both at the source and receiver locations (Pacheco and Snieder , 2005).
These considerations suggest that the observed seismic velocity changes are mainly caused by the
stress changes of the volcanic pressure source.
We mention that the seismic velocity changes are slightly deviated from the areal strain changes
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for some observation periods: for example, from September to October in 2012 and from August
to December in 2015 (Fig. 2.12). Such inconsistency may represent an existence of other sources
that cause the seismic velocity changes. Izu-Oshima is an active volcano so that contribution of
volcanic gas or fluid injection from a deeper part of the volcano may change the medium property,
since the laboratory experimental data indicate the P- and S-waves changes due to injection of gas
or fluid in pores of rocks (Ito et al., 1979). However, we do not have volcanic gas observation data
and the volcanic earthquake activity was not high at these periods (Fig. 2.1). Hence, we are not
able to clarify the origins of the inconsistency now.
2.5.3 Seismic velocity changes estimated by noise correlations at differ-
ent components
To investigate the velocity changes of different wave types, we estimate seismic velocity changes
by using noise correlations of radial–radial and transverse-transverse component. Ambient noise
on different components are composed of different wave types (Nishida, 2017). From the cross-
spectra of isotropic incident waves, Rayleigh– and P–waves are dominant in noise correlations at
radial-radial component and Love–waves are dominant in noise correlations at transverse-transverse
component (Haney et al., 2012).
Figure 2.19 shows seismic velocity changes estimated by using vertical–vertical, radial–radial,
and transverse-transverse component, respectively, at the frequency band of 2–4Hz. We calculate
the time differences at the lapse-times ranging from -20 s to 20 s on each component. Seismic
velocity changes on each component show almost same variations, which are correlated with areal
strain changes. The results show that wave components may be randomized by scattering.
2.6 Summary
We have examined the origins of the seismic velocity changes associated with the edifice deforma-
tions due to volcanic activity at Izu-Oshima. The observed seismic velocity changes with periods
of 1 year or less are well correlated with the areal strains caused by volcanic pressure sources at
a depth of about 6 km. Precipitation and oceanic loadings are not recognized in the long-term
seismic velocity changes. The stress sensitivity of seismic velocity changes is estimated to be
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(7.1± 1.3)× 10−8 Pa−1 at 0.5 – 1Hz, (1.4± 0.1)× 10−7 Pa−1 at 1 – 2Hz, (1.3± 0.1)× 10−7 Pa−1
at 2 – 4Hz. The theoretical velocity changes of Rayleigh wave shows that the stress sensitivity of
the seismic velocity changes decreases at the depth of more than 1 km in Izu-Oshima.
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Figure 2.1 Volcanic activity at Izu-Oshima between 1 January 2012 and 31 December 2013.
(top) Areal strain changes calculated by three GNSS stations on the volcano. (bottom)
Monthly number of volcanic earthquake.
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Figure 2.2 Locations of seismic, GNSS, and precipitation stations. (left) Location of Izu-
Oshima volcano in Japan. (right) Enclosed area of the left figure with the locations of seis-
mometers (blue inverted triangles), GNSS stations (red circles), a rain gauge (cyan square),
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Figure 2.3 Example of the analyses of seismic velocity change. (top) A reference noise cor-
relation (red line) and a daily noise correlation on 10 January 2012 (blue line) at the station
pair of V.OSFT-V.OSSN. (middle) Time differences between daily and reference correlations.
Solid and open circles indicate time differences whose coherence are higher and lower than
0.7, respectively. (bottom) Coherency between the two correlations.
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Figure 2.4 Examples of temporal variation of noise correlations calculated between V.OSFT
and V.OSKT at the three frequency bands: 0.5–1.0Hz (left), 1.0–2.0Hz (middle), 2.0–4.0Hz
(right). Top panels represent the reference correlations at each frequency band. Red and
blue color represent the amplitude of the daily correlations: red color indicates positive, and
blue color indicates negative. Color scale is normalized by maximum amplitude of reference


















































Figure 2.5 Reference noise correlations of all station pairs. Amplitudes of the noise cor-
relations are normalized by the maximum amplitude of each trace: 0.5–1Hz (left), 1–2Hz













































Figure 2.6 Record sections of noise correlations at (top) 0.5–1Hz and (bottom) 1–2Hz. Red











































Figure 2.7 (top) Seismic velocity structure at Izu-Oshima by Onizawa et al. (2002). Black
line shows P wave velocity and gray lines shows S wave velocity. (bottom) Dispersion curve
of phase velocity (gray line) and group velocity (black line) derived by the velocity structure
at Izu-Oshima.
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Figure 2.8 Seismic velocity changes with one standard deviation from 1 January 2012 to 31
December 2015 are shown. The results at the frequency band of 1–2Hz are shown. A color














































Figure 2.9 Power spectra of seismic velocity changes of 0.5–1Hz (top), 1 –2Hz (middle), and
2–4Hz (bottom) at station pair of V.OSFT-V.OSSN.
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Figure 2.10 Seismic velocity changes averaged for all station-pairs at 1–4Hz from 1 January





Figure 2.11 Temporal changes of the areal strain at Izu-Oshima from January 2012 to De-
cember 2015. Gray dots show raw areal strain. Red open circles show the areal strain after




Figure 2.12 Comparison of the seismic velocity changes averaged for all station pairs with
the detrended areal strain: (top) 0.5–1 Hz, (middle) 1–2 Hz, and (bottom) 2–4 Hz. Blue dots
are seismic velocity changes and red dots are areal strain changes. (b) Coherency (black line)
and phase delay (gray line) calculated by cross spectrum between seismic velocity changes




Figure 2.13 (a) Comparison between the seismic velocity changes averaged for all station
pairs and rainfall. (top) 0.5 ‒ 1 Hz, (middle) 1 ‒ 2 Hz, (bottom) 2 ‒ 4 Hz. Blue dots are the
seismic velocity changes and black bars are daily rainfalls. (b) Coherency and phase delay
between seismic velocity changes averaged for all station pairs and 1 day precipitation (black
lines), coherency between seismic velocity changes and precipitation averaged by moving
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Figure 2.14 Pore pressure changes at depth of 1 km calculated by using daily precipitation




Figure 2.15 (a) Comparison between the seismic velocity changes averaged for all station
pairs and sea height; 0.5–1 Hz (top), 1–2 Hz (middle), 2–4 Hz (bottom). Blue dots are
the seismic velocity changes and gray dots are sea level. (b) Coherency (black line) and
phase delay (gray line) calculated by cross spectrum between seismic velocity changes and
sea height; 0.5–1 Hz (left), 1–2 Hz (center), 2–4 Hz (right).
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Areal strain Depth = 0km
Figure 2.16 (a) Seismic velocity changes estimated from daily CCFs on 21 August in 2012.
(b) The areal strain estimated from a spherical pressure source model is shown. (c) Vertical
cross section of the areal strain along black line shown in Figure 14b. Blue color indicates



























































Figure 2.17 (left) The velocity change Models 1 (top) and 2 (bottom). (right) Comparison of
the stress sensitivities estimated from the noise correlation analyses (open circles) and those

















































Figure 2.18 Misfit values between calculated and observed stress sensitivity of seismic ve-
locity changes with the velocity change (a) Model 1 and (b) Model 2. Color scale shows the


























Figure 2.19 Comparison of the seismic velocity changes at 2–4Hz averaged for all station
pairs with the areal strain. Gray, blue, and red dots show velocity changes estimated by noise




Sensitivity of seismic velocity changes to the tidal
strain at different lapse-times: Data analyses of a
small seismic array at Izu-Oshima volcano
In this chapter, we investigate seismic velocity changes in response to the tidal strain by analyzing
the data of permanent seismic network stations and a small seismic array at Izu-Oshima volcano,
Japan. We evaluate the characteristics of strain sensitivity of seismic velocity changes at different
lapse-times giving attention to the wave property of noise correlations.
We first calculate the cross-correlation functions of ambient noises between a small seismic array
stations and permanent seismic network stations. Secondly, we estimate seismic velocity changes in
response to the tidal strain at different lapse-times of cross correlation functions. Finally, we apply
an array analysis to the cross correlation functions to clarify the wave types in the cross-correlation
functions with lapse-times.
3.1 Data
We analyze continuous seismic data recorded by a local seismic network and a small seismic array
from 1 April 2014 to 31 March 2015 at Izu-Oshima volcano, an active stratovolcano located at
110 km to the south west of Tokyo, Japan (Fig. 3.1). Earthquakes with magnitude larger than 4
have not been observed during the array observation period, thus strong ground motion would not
affect the observed seismic velocity changes. A local seismic network consists of four short-period
(1Hz) three-component seismic stations with the inter-station distance ranging from about 3 to
8 km, which is maintained by Japan Meteorological Agency (JMA).
V.OSFT, V.OSSN and V.OSKT stations are equipped with a borehole-type seismometer at
depths of 92m, 92m and 61m, respectively. The seismometer at V.OSMA station is set on the
ground surface. The continuous data are recorded with a sampling frequency of 100Hz and an A/D
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resolution of 24 bit. At the north eastern part of the volcano, a small seismic array was temporally
deployed by National Research Institute for Earth Science and Disaster Resilience (NIED). The
small seismic array consists of seven seismometers with a natural frequency of 1Hz and the signals
are recorded with a sampling frequency of 200Hz and an A/D resolution of 27 bit. The seismic
array is characterized by an approximately triangular geometry with an aperture of 200m. Each
station in the array is named as the number of station such as OOK1, OOK2,..., OOK7 (see
Fig. 3.1). The central station OOK7 has a three-component seismometer and the others have a
single vertical component seismometer. We analyze the vertical component of ambient noises. We
also use a volumetric strain-meter deployed by JMA at a depth of 291m (see Fig. 3.1) to estimate
the tidal strain at the volcano.
3.2 Methods
We calculate noise correlations between the seismic network stations and the station located in the
middle of the seismic array (OOK7 station). Since coherence among array stations are high and
no significant difference is recognized between stations in the array, we use OOK7 as a reference
station in the array. We extract the tidal strain by the tidal analysis program Baytap-08 (Tamura
et al., 1991) from the raw data of the volumetric strain-meter recorded with a sampling period
of 1 hour. The Baytap-08 decomposes the input data into a tidal part, a drift part, a response
part and and an irregular part. The program then estimate amplitudes and phases of the tidal
constituents, a long-term trend, a noise component, and a barometric response coefficient by using
the Akaike Bayesian Information Criterion to select optimum values. The 21 tidal constituents
(M2, O1, S2, K1, etc.) are analyzed in this study.
We cannot directly compare the tidal strain changes with seismic velocity changes due to the
insufficient time resolution of seismic velocity changes. Hence, we calculate seismic velocity changes
separately for the time periods with different strain amplitudes following the methods of Takano
et al. (2014) and Hillers et al. (2015b) (Fig. 3.2).
The procedure of data analysis is as follows. Firstly, we apply a narrow bandpass-filter of 2 –
4Hz to the ambient noises. Secondly, we divide the observation period into five episodes according
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to the tidal strain amplitudes: (i) more than 4.8 × 10−8, (ii) more than 1.2 × 10−8 and less than
4.8× 10−8, (iii) more than −1.2× 10−8 and less than 1.2× 10−8, (iv) more than −3.2× 10−8 and
less than −1.2 × 10−8, (v) less than −3.2 × 10−8. We stack noise correlations for each episode.
The duration of stacking of correlations are 1696 hours in episode (i), 1543 hours in episode (ii),
1602 hours in episode (iii), 1511 hours in episode (iv), and 2408 hours in episode (v). We calculate
correlations every 10 minutes applying the one-bit normalization and the spectral whitening at the
frequency band of 2–4Hz (Bensen et al., 2007) to the ambient noises in order to enhance the signal
to noise ratio of noise correlations. Figure 3.3 shows the correlations for each station pair stacked
in episode (iii).
As can be seen in Fig. 3.3, the amplitudes of noise correlations in the positive lapse-times are
larger than those in the negative lapse-times. The signal in the positive lapse-time indicates that
Rayleigh wave propagates from OOK7 station to the network stations, which suggests that the
noise sources are mainly distributed in the Pacific Ocean (Fig. 3.4). In addition, we also investigate
the daily changes of azimuth and apparent velocity, which are estimated by applying a beamforming
to ambient noise at the frequency band of 2 – 4Hz. Fig. 3.5 shows that the noise source is incoming
stably from 60 ◦ from the north. Thirdly, we compute seismic velocity changes by applying the
MWCS method (Poupinet et al., 1984) to the correlations stacked for episodes with different strain
amplitudes. Phase differences at the time windows of 1.28 s with a coherency of more than 0.7 are
used for fitting a regression line. We measure seismic velocity changes in the positive and negative
lapse times by a 5 s-long 80% overlapping time windows in lapse-times from 2 s to 30 s and -2 s to
-30 s. We do not analyze correlations with amplitudes almost same to the background noise level
that is estimated from the average of envelope amplitudes at lapse-time ranging from 290 to 300 s.
The envelope amplitudes of correlations approach to the background noise level by the lapse-time
of 30 s and 50 s at the V.OSSN station and the others, respectively (Fig. 3.6). We thus use the
noise correlations at lapse-times from 0 to 30 s.
Finally, we estimate strain sensitivities of the seismic velocity changes from the velocity changes







where dv/v indicates the fractional velocity changes and dϵ is the relative strain difference. The
relative tidal strain differences are measured from the averaged strain amplitude at each episode.
We evaluate the tidal strain sensitivity of seismic velocity changes by fitting a regression line to
the seismic velocity changes against relative tidal strain differences.
3.3 Result
3.3.1 Seismic velocity changes caused by the Earth tide
Strain sensitivities of seismic velocity changes with lapse-times at the 2 – 4Hz band are shown
in Fig. 3.7. At the lapse-times from about 2 to 7 s, strain sensitivities are negative for almost
all station-pairs (Fig 3.8). Negative strain sensitivity of seismic velocity changes implies that the
velocity decreases during dilatation or increases during contraction of a medium, which can be
interpreted by the opening and closure of micro cracks in the shallow structure, respectively. From
the seismic velocity changes at the lapse-times ranging from 2 to 7 s, the strain sensitivity of
velocity changes averaged for the four station pairs is estimated to be (−2.1± 0.2)×104. After the
lapse-times of 10 s, the strain sensitivities of seismic velocity changes distribute around zero value
with fluctuations. The strain sensitivities of velocity changes show negative values again around
the lapse-times ranging from 20 s to 30 s.
To obtain an averaged characteristics of the strain sensitivity of velocity changes at Izu-Oshima,
we stack the strain sensitivity of velocity changes for the different station-pairs. We find that
negative strain sensitivity gradually decreases to zero value at the lapse-times from 2 to 7 s and
increase slightly after the lapse-times of 20 s (Fig. 3.9). These characteristics are not changed even
when a time window of 10 s is used to calculate the seismic velocity changes (Fig. 3.10).
3.3.2 Wave properties of correlations of ambient noise
To understand the mechanism of the lapse-time dependent characteristics of the strain sensitivity,
we investigate the wave properties of noise correlations by applying an array analysis to the noise
correlations. The noise correlations are calculated for seismic network stations to all of the array
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stations (OOK1, OOK2,..., OOK7). We take the seismic network stations as virtual sources. The
resolution of array response functions at 2 – 4 Hz is not so high enough to estimate the apparent
velocity and incident azimuth because the aperture of the array (200m) is less than the wavelength
of Rayleigh waves at that frequency. To improve the resolution, we deconvolve the array response
function from the f-k spectra observed by conventional beamforming method with the Richardson-
Lucy algorithm (see Appendix for details). Fig. 3.11 shows an example of the deconvolved f-k
spectra of correlations between the V.OSSN station and seismic array stations.
At the lapse-times of 2 – 7 s, the f-k spectrum indicates the apparent velocity of about 1 km/s.
Then the apparent velocities become higher than 1 km/s at late lapse-times from 8 s to 30 s. In
order to systematically estimate the wave properties of noise correlations with lapse-times, we
calculate apparent velocities and back-azimuths of correlations by shifting a time window of 5 s
every 1 s at lapse-times ranging from 2 to 30 s (Fig. 3.12 and Fig. 3.13). The time window of 5 s is
the same as that we analyzed the lapse-time dependent characteristics of the strain sensitivity.
Overall, apparent velocities for all station pairs show about 1 km/s around the direct wave part
of correlations, which is consistent with the group velocity of Rayleigh wave at 2–4Hz (chapter 2).
The depth sensitivity kernel of a fundamental Rayleigh-wave at the frequency of 3Hz shows that
the depth distribution of strain sensitivity values is shallower than the depth of 400m. For example,
at V.OSMA station, the apparent velocities are about 1 km/s at the lapse-times of 2–7 s, and then
become higher than 2 km/s at the late lapse-times. From the apparent velocity estimated between
each seismic network station and array stations (Fig. 3.13), the apparent velocity of V.OSSN station
show higher than 4 km/s around lapse-times of 10 s. Larger error-bars of strain sensitivity around
lapse-time of 10 s thus might be affected by the wave impinging on the array.
These observations are consistent with numerical experiments (Obermann et al., 2013), which
shows that the sensitivity of coda waves at late lapse-time is contaminated by body waves propa-
gating at deep depths generated by the scattering and wave conversions from surface waves to body
waves. From the numerical studies, Obermann et al. (2013) estimate the transition from surface
sensitivity to bulk sensitivity in the coda occurs at about six transport mean free time. In Fig. 3.9,
the transition occurs at about 10 s at the frequency band of 2–4Hz. This transition time thus pro-
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vide a transport mean free path of about 1.8 km by assuming a wave speed of 1.1 km/s. Although
the transport mean free path has not been determined in Izu-Oshima volcano, the transport mean
free path value is consistent with the values estimated at several active volcanoes (e.g. Yamamoto
and Sato, 2010; Prudencio et al., 2017; Wegler and Lu¨hr , 2001). On the other hand, Maeda
et al. (2008) synthesized the coda wave envelope propagating through a randomly inhomogeneous
medium in a half-space by considering elastic conversion scattering modes of body-to-body waves,
Rayleigh-to-body waves, body-to-Rayleigh waves, and Rayleigh-to-Rayleigh waves based on the
Born approximation. Maeda et al. (2008) concluded that the scattered body waves are dominant
in the coda at high frequencies although Rayleigh-to-Rayleigh scattering mode is dominant in the
coda wave envelope at low frequency bands. Our results therefore suggest that the body waves
emerge at late lapse-times due to the scattering or reflection of the direct body wave or mode
conversion from Rayleigh waves to body waves.
Figure 3.12 shows incident azimuths of correlations with lapse-times. The result does not clearly
show the backazimuth of the network station position from the seismic array even at the early
lapse-times of 2–7 s, which may be due to the heterogeneous surface structure beneath the array
is very heterogeneous.
Figure 3.14 illustrates the apparent velocity and strain sensitivity of velocity changes with lapse-
times averaged for all the station pairs. Large negative strain sensitivities of velocity changes
are observed before the lapse-times of 10 s at which we observe the apparent velocities of about
1 km/s. Strain sensitivities decrease to around zero values at the lapse-times ranging from 10 s to
20 s at which high apparent velocities are observed. After the lapse-time of 20 s, negative strain
sensitivities of velocity changes increase again at which the apparent velocities decrease to about
1.5 km/s. Since the shallow part of the structure can be deformed by the Earth tide homogeneously,
the depth dependence of seismic velocity changes is controlled by confining pressure (Mavko et al.,
2009). According to the granular theory, the strain sensitivity of velocity changes decreases with
increasing confining pressure (Walsh, 1965). The strain sensitivity of seismic velocity changes
therefore decreases at late lapse-times of correlations due to the contamination of body waves




3.4.1 Frequency dependent characteristics of the strain sensitivity
Several previous studies have documented the frequency dependence of seismic velocity changes
(Nishimura et al., 2005; Wu et al., 2016; Rivet et al., 2011). In chapter 2, for example, we reported
seismic velocity changes in response to the volcano deformation caused by the pressure source at
Izu-Oshima decrease at lower frequency bands due to the high confining pressure at the deeper
part of structure. We therefore calculate the seismic velocity in response to the tidal strain at a
frequency band of 1 – 2Hz by shifting a time window of 5 s every 1 s from 2 s to 30 s to investigate
frequency dependent characteristics of the strain sensitivity. Fig. 3.15 shows the strain sensitivity
of seismic velocity changes averaged for four stations at 1–2Hz and 2–4Hz.
We observe that negative strain sensitivities of seismic velocity changes also decrease with in-
creasing lapse-times at 1 – 2Hz. After the lapse-times of 25 s, strain sensitivities of seismic velocity
changes distribute around zero value. Although, the attenuation structure of Izu-Oshima has not
been well determined, we suppose two possibilities to explain the frequency dependence of strain
sensitivities. First, we suppose that there is a low Q region in the superficial layer at Izu-Oshima.
In such case, short period surface waves attenuate rapidly while long period ones are less affected
by the low Q region. The frequency dependent characteristics of the strain sensitivity therefore
may suggest that surface waves are dominant up to the later lapse-times at the lower frequency
band. We also analyze the strain sensitivity of seismic velocity changes at 0.5 – 1Hz band, but
the error of seismic velocity changes is too large to discuss the strain sensitivity of seismic velocity
changes. Second, a transport mean free path l∗ could have a frequency dependence. From the nu-
merical simulations by Obermann et al. (2013), the transition times from surface to body waves are
related with the transport mean free paths. Therefore, the different transition times at frequency
bands of 1–2Hz and 2–4Hz may indicate frequency dependence of a transport mean free path.
In chapter 2, we compared the seismic velocity changes with the volcano deformation caused by
the volcanic pressure source at Izu-Ohsima with the noise correlations. They also estimated the
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strain sensitivity of velocity changes at 1 – 2Hz and 2 – 4Hz by fitting a regression line between
the seismic velocity changes and areal strain changes which are calculated by displacements of
GNSS stations. The strain sensitivity of seismic velocity changes averaged for all station pairs,
which is caused by the volcano deformation, is estimated to be (−2.0± 1.3)× 103 at 1 – 2Hz and
(−2.1± 1.8)×103 at 2 – 4Hz when analyzing the noise correlations at the lapse-times from -8 to 8 s.
On the other hand, the strain sensitivity of velocity changes is estimated to be (−2.4± 0.1)×103 at
1 – 2Hz and (−2.0± 0.1)×103 at 2 – 4Hz when analyzing the noise correlations at the lapse-times
from -20 to 20 s.
The seismic velocity changes caused by the tidal strain show the lapse-time dependence, although
chapter 2 indicates that the velocity changes in response to the volcano deformation do not vary
with the lapse-time. There are three possible causes of differences between the velocity changes
in response to the tidal strain and the volcanic pressure source. First, the volcano deformation
originates from the pressure source at a depth of about 6 km, and hence areal strains are larger
around the pressure source. Consequently, the seismic velocity change is sensitive to the volcano
deformation even at the late lapse-times because body waves in the late lapse-times may propagate
through the deeper region around the pressure source. Second, chapter 2 compute correlations
between the seismic network stations while we compute correlations between the seismic network
stations and OOK7 station at the seismic array. The differences of strain sensitivity suggest that
the strain sensitivity varies in different regions even within the volcano. Third, number of data
of stacking correlations is different. We stack correlations for about 70 days at each period, on
the other hand, chapter 2 stack correlations for 20 days. Analyzing the direct wave part is affected
by noise distribution variations when stacking number is small, and the seismic velocity changes
at the direct wave part may not reflect temporal changes of the structure caused by the volcano
deformation.
3.4.2 Seismic velocity changes caused by the tidal strain within the small
seismic array
In order to verify the magnitude of the strain sensitivity, we estimate seismic velocity changes
between the seismic array stations as done in Takano et al. (2014) and Hillers et al. (2015b). We
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measure velocity changes by shifting a time window of 5 s every 1 s at the positive and negative
lapse-times ranging from 0 s to 30 s. We investigate here only the seismic velocity changes at the
frequency bands of 1 – 2Hz and 2 – 4Hz because wavelength at the 0.5 – 1Hz is too long for the
inter-station distance of the array stations. Strain sensitivity stacked for 21 station-pairs shows
that negative strain sensitivities of seismic velocity changes decreases with increasing lapse-times
at 1 – 2Hz and 2 – 4Hz: strain sensitivities decrease after 15 s at 1 – 2Hz, and 10 s at 2 – 4Hz
(Fig. 3.16).
These results suggest that seismic velocity changes are sensitive to the tidal strain not only
between seismic network stations and the seismic array but also at the localized area around the
seismic array. The strain sensitivity of seismic velocity changes is less than about 4 times of and
comparable to the averaged strain sensitivity obtained at the lapse-times of 2 – 7s between the
network stations and the seismic array at 1 – 2Hz and 2 – 4Hz, respectively. At the frequency
band of 1 – 2Hz, the strain sensitivity of velocity changes between the station pair of V.OSSN and
OOK7 is consistent with those of velocity changes obtained within the seismic array stations.
These results suggest that the strain sensitivity varies in space. We compare the strain sensitivity
of velocity changes with the previous studies that applied noise correlation technique to the ambient
noise data recorded at the small seismic arrays on the foot of the Iwate volcano, Japan (Takano
et al., 2014), and the San Jancinto Mountains, Southern California (Hillers et al., 2015b). The
previous studies analyzed the direct wave part of correlations to estimate the seismic velocity
changes. The strain sensitivity of velocity changes were estimated to be 6.9× 104 at the frequency
band of 1 – 2Hz and −5 × 103 at the frequency band of 2 – 8Hz, respectively, from the seismic
velocity changes in response to the tidal strain. On the other hand, the strain sensitivity of
seismic velocity changes at Izu-Oshima when analyzing the lapse-times ranging from -6 to 6 s,
which corresponds to the direct wave part of correlations, are estimated to be (−0.8± 0.3) × 104
at 1–2Hz and (−2.3± 0.3)× 104at 2–4Hz. The magnitude of strain sensitivities obtained in this
study are within a range of previous results. The polarity of strain sensitivities obtained by this
study is consistent with previous observations (Takano et al., 2014; Reasenberg and Aki , 1974;
Yamamura et al., 2003). However, strain sensitivity of velocity changes estimated by Hillers et al.
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(2015b) shows opposite behavior to the other previous studies.
3.4.3 Effect of diurnal variations on seismic velocity changes
Previous studies indicate that seismic velocity changes are also sensitive to the diurnal variations
such as atmospheric temperature changes (Hillers et al., 2015a; Richter et al., 2014; Tsai , 2011)
and noise source distribution changes (Froment et al., 2010; Weaver et al., 2009). Hillers et al.
(2015a), for example, shows that the thermoelastic strain is the most possible mechanism for the
seasonal velocity changes observed in the San Jacinto fault area by the correlation and phase
differences between velocity changes and atmospheric temperature changes. Thermoelastic strains
at given depths induced by surface temperature changes for a 2-D elastic half-space were derived
by Berger (1975):
eareal = 2A (t) sin kx · e−ky (1− 2ν) , (3.2)














In the equation 3.3, αth is the coefficient of thermal expansion, T0 is half of the peak-to-peak
amplitude of the periodic temperature variation, and ω is the angular frequency. The areal strain
amplitude at the depth of 1 km by the diurnal temperature changes of 4◦C at Izu-Oshima with
a spatial wavelength of 10 km is estimated to be about 3 × 10−8. We estimate the areal strain
by assuming that the coefficient of thermal expansion and the thermal diffusivity is 10−5◦C−1
and 10−6m2/s, respectively, which are used in Berger (1975). Since the tidal strain amplitude is
1.2×10−7 at Izu-Oshima, thermoelastic strain may affect about from 20% to 30% of our estimation.
In addition, variations of noise source distribution also cause apparent velocity changes of several
percente especially at the direct wave part of correlations (Froment et al., 2010). Apparent travel
time shift occurs by a relationship between the direction of seismic noise wavefield and the station
pair. There is a possibility that these diurnal variations are distributed around the time window
in addition to the tidal variation.
We estimate the velocity changes in response to the tidal strain by neglecting the effect of diurnal
changes except for the Earth tide in this section. Most of the seismic data in the dilatational episode
(more than 1.2× 10−8) are distributed around midnight and noon in the local time, on the other
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hand the data in the contraction period (less than -1.2× 10−8) are distributed around 6 p.m. and
6 a.m. (Fig. 3.17).
In order to avoid the effect of diurnal variations on the seismic velocity changes, we measure
the seismic velocity changes by the cross-correlations of ambient noises in a fixed time window
of 12 hours long (0 – 6 h and 18 – 24 h). Fig. 3.17 (b) shows the seismic velocity changes at the
lapse-times ranging from 2 to 7 s against tidal strain differences when analyzing the ambient noises
at the frequency band of 2 – 4Hz during a night time window of 0 – 6 h and 18 – 24 h in a day. We
analyze the lapse-time from 2 s to 7 s of correlations. The seismic velocity changes also respond
to the tidal strain changes when using only the selected ambient noises data. Furthermore, we
estimate the strain sensitivity of seismic velocity changes by shifting a time window of 12 hours
every 2 hours (Fig. 3.17). Almost all strain sensitivities of velocity changes distributed around
−1.0 × 104. Average strain sensitivity is estimated to be (−0.8± 0.5) × 104, which is consistent
with the strain sensitivity calculated by the ambient noise stacked in the whole observational
period. We therefore conclude diurnal variations except for the tide may not affect the observed
strain sensitivity of seismic velocity changes at Izu-Oshima.
3.5 Summary
We have examined the seismic velocity changes in response to the tidal strain by analyzing noise
correlations at Izu-Oshima volcano, Japan. To estimate velocity changes in response to the tidal
strain, we measure phase differences between correlations of ambient noises stacked for time periods
with different tidal strain amplitudes. From the seismic velocity changes against relative tidal strain
differences, we compute strain sensitivity of the seismic velocity changes at different lapse-times of
correlations. We find negative strain sensitivities when analyzing the correlations at the lapse-times
ranging from 2 to 7 s, which suggest that the observed seismic velocity changes can be explained
by the closing and opening of the cracks in the medium caused by the tidal strain. However, the
strain sensitivities of seismic velocity changes decreases when analyzing the correlations at the late
lapse-times ranging from 7 to 35 s.
To understand these characteristics, we investigated the wave properties of correlations by ap-
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plying the array analysis. High resolution analyses of f-k spectra indicate the apparent velocities
of about 1 km/s at the lapse-times of 10 s and those of higher than 1 km/s at later than lapse-times
of 10 s. Since the group velocity of Rayleigh wave at 2 – 4Hz is about 1 km/s at Izu-Oshima, ap-
parent velocities of higher than 1 km/s suggest that body waves emerge at the late lapse-times by
scattering or reflecting from direct body waves or surface waves. Therefore, we conclude that the
strain sensitivity of seismic velocity changes decreases at late lapse-times due to the contamination
of body waves which propagate deeper part of the structure where cracks may be closed due to
the high confining pressure. These results show that wave types of correlations and their paths are























Figure 3.1 Locations of seismic stations (blue inverted triangles), a seismic array (brown
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Figure 3.2 Procedures of the analysis. (a) Tidal strain are extracted from the raw data of the
volumetric strain-meter by the Baytap-08. (b) Cross-correlations are stacked in each episode
between V.OSFT station and OOK7 station. (c) Seismic velocity changes are estimated from
the noise correlations in each episode pair. The rightmost open circle, for example, shows the








































Figure 3.3 Noise correlations stacked in episode (iii) at all station pairs. Amplitudes of
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Figure 3.5 Temporal changes of azimuth from the north (Upper) and apparent velocity (Bot-













































Figure 3.6 Envelopes of noise correlations at the frequency band of 2 – 4Hz in the semi-
log plots. Noise correlations at negative lapse-times are shown. A dashed line shows the
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Figure 3.7 Strain sensitivity of seismic velocity changes at different lapse-times at each sta-

































Figure 3.8 (a) Seismic velocity changes versus relative tidal strain difference averaged for
four station-pairs at the frequency band of 2–4Hz when analyzing the lapse-times from 2 to
7 s. (b) Spatial distribution of the strain sensitivity of velocity changes.
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Figure 3.9 Strain sensitivity of seismic velocity changes at different lapse time with the time


















Figure 3.10 Strain sensitivity of seismic velocity changes at different lapse time with the
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Figure 3.11 (a) CCFs of ambient noise between V.OSSN and OOK7. (b) Deconvolved F-K
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Figure 3.12 Backazimuths at the station pairs between each network station and the seismic
array station. Open circles indicate starting points of the time window of 5 s. Dotted lines
indicate the arrival time of the direct surface wave, which is calculated by the inter-station
distance and velocity of 1.1 km/s by assuming the wave travels straight between stations.
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Figure 3.13 Apparent velocity calculated by the array analysis at the station pair between
each network station and seismic array. Black horizontal lines indicate the velocity of
1.1 km/s, which correpsponds to the fundamental mode of Rayleigh-wave velocity at Izu-
Oshima estimated by the dispersion curve. Open circles indicate starting points of the time
window of 5 s. Dotted lines indicate the arrival time of the direct wave, which is calculated
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Figure 3.14 (left) Averaged apparent velocities for all station with error bars. (right) Aver-
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Figure 3.15 Strain sensitivity of seismic velocity changes between the network station and
OOK7 at different lapse-times at the frequency band of 1–2Hz (left) and 2 –4Hz (right).
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Figure 3.16 Strain sensitivity of seismic velocity changes within the seismic array at different






















0 12 18 24





























0 6 12 18 24
Hour in the day (JST)
Figure 3.17 (a) Frequency of dilatational episodes (red bars) and contractional episodes (blue
bars) for each hour of the day during our observational period. Yellow bars show the frequency
of episodes whose strain ranges from −1.2× 10−8 to 1.2× 10−8. (b) Seismic velocity changes
versus relative tidal strain differences averaged for four station-pairs by stacking the CCFs in
a night time window (Gray shaded areas in (a)). (c) Strain sensitivity of velocity changes by
shifting a time window of 12 hours every 2 hours.
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Chapter 4
Velocity changes of ballistic waves using dense
arrays on Piton de la Fournaise
Chapter 3 indicates the importance of separating wave types when we investigate the mechanisms
of seismic velocity changes. Although the scattered waves have high sensitive to tiny elastic per-
turbations by sampling the medium for multiple paths, the spatial sensitivity of the coda waves
to velocity changes is complex. Sensitivity of diffuse and multiple scattered waves are high around
stations and sources, and the sensitivity around the isochronal scattering shell become wider with
increasing lapse-times (Pacheco and Snieder , 2005; Rossetto et al., 2011). Seismic velocity changes
of coda waves thus indicate a spatial weighted average of temporal changes of the medium making
it difficult to properly image localized changes of seismic properties at depth.
Waves are referred to as ballistic when we have the ability to accurately model their travel path.
Brenguier et al. (2019) propose a novel method for estimating velocity changes of ballistic waves
using a dense array and detect the velocity changes of refracted P–waves around the Groningen
area of the Netherlands. The main drawback of using ballistic waves being their strong sensitivity
to the bias induced by noise sources temporal changes that can make real, physical seismic property
changes.
In this chapter, we investigate the seismic velocity changes of ballistic waves recovered from noise
correlations recorded at two dense arrays on the Piton de la Fournaise volcano. We first apply
the technique of noise correlations between two dense arrays. We then use reconstructed Green’s
functions to measure temporal changes in ballistic wave velocities. We can measure temporal
changes in apparent velocities from Rayleigh–waves at different frequency bands and refracted P–
waves, thereby we are able to separate the response of the structures at a depth of less than a few
kilometers. Finally, we discuss mechanisms of the velocity changes during the array observation.
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4.1 Data
We analyze continuous seismic data recorded by dense arrays deployed on the Piton de la Fournaise
volcano (La Re´union island) (Fig. 4.1). The Piton de la Fournaise is one of highly active basaltic
volcanoes. After eruptive activities in 1998–2010, the volcano experienced a quiescence phase of 41
months until a reawakening in June 2014. A small eruption took place, and 0.4±0.2Mm3 products
erupted at the south-southeast of the Dolomieu crater on 20–21 June 2014. The volcano became
quiescent until 4–15 February 2015 when 1.5±0.2Mm3 products erupted at the southwest of the
Bory crater (Peltier et al., 2009). During the quiescence phase, three arrays (arrays A, B, and C)
were deployed at about the same distance from the Dolomieu crater (Brenguier et al., 2015). The
arrays consisted of 152 vertical-component geophones (FarfieldNodal ZLand, natural frequency of
10Hz (Hand , 2014) ) were deployed to continuously observe ground motion for about 30 days in
July 2014. Each array had 7-by-7 geophones with a spacing of about 85m. We use the data of
arrayA and arrayB. We do not use arrayC because arrayC is deployed above the lava flow and
quality of the obtained continuous data is not stable during the observation (Mao et al., 2018).
4.2 Data Analysis
We compute noise correlations of 2401 station pairs from two arrays for the observation period. A
pair consists of one station from arrayA and the other from arrayB. We first cut the continuous
seismic data into 1 hour segments, and then apply a spectral whitening and an one bit normalization
to the data in order to reduce effects of source spectra and transient amplitude anomalies (Bensen
et al., 2007). Continuous seismic data are filtered at the frequency band of 0.5–1Hz, 1–3Hz, 6–
12Hz. The ambient noise data at each pair of stations are correlated every one hour, and then
calculated daily noise correlations by stacking the correlations of 1–hour long every 15minutes
(i.e., 45minutes are overlapped). Furthermore, we stack the noise correlations at the pair stations
of which inter-station distances are within a 50m distance bin to obtain the noise correlations
that are spatially averaged. We enhance S/N ratio of the noise correlation by summing the noise
correlations in the positive and negative lapse times. We only use the distance bin including more
than 50 noise correlations. Fig.4.2 shows the seismic record section of noise correlations as a
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function of inter-station distance at the frequency bands of 0.5–1Hz, 1–3Hz, and 6–12Hz. Wave
packets with a propagation velocity of about 1 km/s are seen in the causal and acausal part of noise
correlations at 0.5–1Hz and 1–3Hz. From the dispersion curve of Rayleigh waves estimated from
noise correlations recorded at the Piton de la Fournaise (Brenguier et al., 2007), the wave packets
in the seismic record section denote the propagation of a fundamental mode Rayleigh-waves. At
the frequency band of 6–12Hz, a refracted P-wave with the propagation velocity of about 5 km/s
is identified between at the lag-times of 1–2 s. The refracted P–waves are already recognized from
a double beamforming analysis using the same arrays by Nakata et al. (2016).
We estimate temporal changes in apparent velocities of the direct Rayleigh–waves and refracted
P–wave following the method proposed by Brenguier et al. (2019). Fig 4.3 shows the schematic
illustration of the method for estimation of velocity changes of ballistic waves. Firstly, we isolate
the specific ballistic wave by applying a tapered window (Fig 4.3 (a)). Then, we measure time
shift of noise correlations along inter-station distances between different calendar times using the
cross-spectrum (Fig 4.3 (b)). The slope of the time shifts along distance shows the temporal change
of apparent slowness. By multiplying the temporal changes of apparent slowness by a propagation
velocity of the studied ballistic wave, we can estimate the relative temporal change of apparent
velocity of the given ballistic wave (Fig 4.3 (c)). We measure the velocity changes of the Rayleigh–
and P–waves, applying a 5% cosine tapered window in the noise correlation separately. Time
window of 6 s, 3 s, and 0.6 s are used for the frequency band of 0.5–1Hz, 1–3Hz, and 6–12Hz,
respectively, which is several times longer than the wavelength of the studied ballistic waves.
We estimate the velocity changes of ballistic waves from the noise correlations stacked for two
different periods. Mao et al. (2018) calculated daily velocity changes by analyzing the coda wave
parts of noise correlations within the arrayB and observed velocity decrease of about 0.1% after 21
July 2014 (julian day 204). However, the cause of the velocity decrease is still under investigation.
From the daily velocity changes by Mao et al. (2018), we separate the observation time span into
two periods: 4 July to 21 July 2014 (period 1), which is characterized as the period before the
velocity decrease, and 22 July to 28 July 2014 (period 2), which is after the velocity decrease.
We analyze the noise correlations stacked for period 1 and period 2, instead of using daily velocity
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changes, to enhance the S/N ratio of noise correlations and reduce the apparent time shifts that
may be introduced by temporal changes of noise source distribution.
4.3 Results
Figure. 4.4 illustrates the time shifts between noise correlations stacked for period 1 and period 2.
The time shifts at each frequency band show a clear linear trend along inter-station distance,
which indicate a clear change in apparent velocity between the two time periods. By multiplying
the slope of time shifts by the apparent velocity of Rayleigh-waves at 0.5–1Hz (1.2 km/s), at 1–3Hz
(1.0 km/s), and refracted P-waves (5 km/s), we find a velocity changes of 2.4±0.2%, −0.6±0.1%,
and −2.2± 0.2%, respectively.
The decrease and increase of apparent velocities for the Rayleigh waves at the frequency bands
of 0.5–1Hz and 1–3Hz can be attributed to a velocity change at the depths from 0.5 to 2.5 km
and from the ground surface to 0.5 km, respectively, which can be related to the depth sensitivity
of Rayleigh waves (Fig.4.11). The refracted wave is directly attributed to the velocity changes of
P–wave at a depth of 600m. The 3-D S–wave velocity structure (Brenguier et al., 2007), which is
estimated by the noise correlations analyses at 0.1–0.9Hz band using permanent stations at on the
Piton de la Fournaise, shows that a relatively high velocity below the path between the two arrays
appears at the depth of 600m. The critical horizontal distance for refracted waves at a depth of
600m is estimated to be 1.0 km from the layered velocity structure. Since the refracted P–waves
recovered from the noise correlations appear at the inter-station distance of 2.2 km (see Fig 4.2),
the refracted waves may propagate through the depth of 600m. Polarity differences of seismic
velocity changes at different depths suggest that the spatial distribution strain caused by magma
pressurization controls the seismic velocity changes. We interpret the seismic velocity changes in
chapter 6 by the stress sensitivity of velocity changes.
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4.4 Discussion
4.4.1 Effects of noise source distribution variations on the observed ve-
locity changes
Passive noise-based monitoring of ballistic waves are more affected by noise source variations
rather than the analysis of coda waves. The errors in apparent arrival times of noise correlations
are generated by a nonisotropic distribution of noise source intensity (Weaver et al., 2009; Froment
et al., 2010; Colombi et al., 2014).
Here we evaluate apparent velocity changes due to temporal changes of a nonisotropic source
distribution by applying a beamforming analysis (Rost and Thomas, 2002) to the ambient noise
data. Firstly, we cut noise records into 20 s long time windows. We then calculate cross-spectra
for 1 day by using 50% overlapping time windows and estimate beamformer outputs. Since the
aperture of the array is larger than the half of maximum wavelength of Rayleigh waves at the
frequency band of 0.5–1Hz, it is difficult to estimate the beam at the frequency range of interest.
The normalized power of beam at 2Hz is substituted for characteristics of ambient noise at 0.5–1Hz
band (Fig. 4.5). Fig.4.6 shows the beamformer output at the frequency of 2± 0.05Hz averaged for
the whole observation period. Noise sources are distributed around the arrays with an apparent
velocity of about 1 km/s, and the beam power is strong around the azimuth of 130 ◦ from north.
Differences of incident azimuth, which is computed by using slowness vectors at the center-of-
mass of beam power, between reference and each daily beamformer output is ranging within ±6 ◦
(Fig. 4.7).
Apparent time shifts estimated by a nonisotropic distribution of incident intensity are formulated





where ζ0 is the azimuth of the path between source and receiver, ω0 is the angular frequency, and
tf is the travel time. B (θ) is the intensity of ambient noise as a function of incident azimuth θ,
which is expressed by a Fourier series expansion:
B (θ) = B0 +
N∑
n=1
Bn cos (nθ) (4.2)
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where B0 is the intensity in a case of isotropic source distribution and Bn indicates the intensity
of source for the nth term. We set B0 to be averaged beam power at a given apparent velocity.
B” is the second derivative of B with respect to ζ. We minimize a misfit function between the




∣∣Bobs (ζj)−Bcal (ζj)∣∣ , (4.3)
where Bobs is the observed normalized beamformer output at the given apparent velocity and the
angler frequency, Bcal is the noise source intensity calculated from equation 4.1, and ζL = ζ0+180
◦.
Figure 4.8 shows the observed beam power at the apparent velocity of 0.9 km/s and the fitted
noise source intensity which is calculated by the source intensity terms Bn up to the 8 th order.
Fig. 4.9 illustrates the apparent velocity changes due to temporal changes of noise source distri-
bution estimated by using the data of arrayA and array B, respectively, from the equation 4.1.
Temporal changes of nonisotropic noise distribution lead to uncertainty of velocity changes of less
than 0.3% during the array observation. We thus conclude that the observed velocity increase of
2% at the frequency band of 0.5–1Hz is mostly related to the temporal change of the structure.
On the other hand, the velocity decrease of 0.6% for the surface wave at the frequency band of
1–3Hz might be partly biased by temporal changes in the noise source distribution.
We also estimate apparent velocity changes caused by temporal changes of nonisotropic noise
distribution at a high frequency of 9Hz. We calculate daily beamformer outputs at the frequency
of 9 ± 0.05Hz, and then average the beamformer outputs from the julian day of from 185 to 201
and from 202 to 208, respectively, to compare with the seismic velocity changes (Fig. 4.10). The
relative apparent velocity change caused by nonisotropic noise distribution is estimated to be less
than 0.5%; therefore the velocity changes of refracted P-waves are mostly related to temporal
changes of the elastic properties in the structure.
4.4.2 Precipitation
Since seismic velocity changes are also sensitive to pore pressure changes in the shallow structure
(Chapter 1), we examine the effect of precipitation on the seismic velocity changes. We calculate
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pore pressure due to the diffusion of daily precipitation recorded at a FERI station (see Fig. 4.1)
by using the equation 2.2 with the diffusivity of 3.96 km/s (Rivet et al., 2015). Fig. 4.12 shows the
precipitation and pore pressure at a depths of 500m, 1 km, and 2 km.
We focus on the large precipitation observed on Julian day of 203. From the stress sensitivity of
seismic velocity changes of 5 × 10−7 Pa−1 (Mao et al., 2018), the seismic velocity changes caused
by pore pressure are estimated to be 0.05%, 0.003%, and 0.001% at the depth of 500m, 1 km, and
2 km, respectively. These seismic velocity changes are more than two order smaller than the velocity
changes of ballistic waves. Moreover, the velocity increase of Rayleigh-waves at the frequency band
of 0.5–1Hz cannot be explained by the pore pressure changes. Therefore, the precipitation is a less
likely source to the seismic velocity changes for the period 1 and 2 at Piton de la Fournaise.
4.4.3 Daily velocity changes of coda waves
We estimate the seismic velocity changes by using the coda part of noise correlations because coda
waves allow us to mitigate the influence of noise source distribution. We analyze the negative and
positive lapse-times ranging from 10 s to 70 s, from 10 s to 40 s, and from 5 s to 15 s at the frequency
band of 0.5–1Hz, 1–3Hz, and 3–6Hz, respectively. Time shifts between daily and the reference
noise correlations are estimated by applying the MWCS method (Poupinet et al., 1984). We stack
the daily noise correlations for 5–days long with 1–day moving window. We estimate daily seismic
velocity changes by fitting a weighted linear regression line to the time shifts averaged for all
station pairs. Fig. 4.13 shows the daily velocity changes estimated by the coda wave part of noise
correlations at the frequency band of 0.5–1Hz, 1–3Hz, and 3–6Hz. Seismic velocity increases up
to 0.08% from the julian day of 205 (25 July 2014) at the frequency band of 0.5–1Hz, while seismic
velocity decreases down to -0.1%, and -0.1% after the julian day of 205 at the frequency band
of 1–3Hz, and 3–6Hz, respectively. The magnitudes of seismic velocity changes at the frequency
of higher than 1Hz are consistent with the velocity changes estimated by using noise correlations
within the same arrays at Piton de la Fournaise (Mao et al., 2018). However, it is noteworthy to
mention that magnitudes of velocity changes are one order smaller than those estimated by the
ballistic waves, which might indicate the coda waves sample both dilatational and contractional
strains because of their spatial sensitivity kernel and the mix of different modes.
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4.5 Summary
We have examined the seismic velocity changes of ballistic waves by using dense arrays at Piton
de la Fournaise volcano. Seismic velocity changes of Rayleigh-waves at the frequency band of
0.5–1Hz and 1–3Hz are estimated to be 2.4 ± 0.2% and −0.6 ± 0.1%, respectively, and velocity
changes of refracted P-waves at the frequency band 6–12Hz are estimated to be −2.2±0.2%. Even
though the velocity changes of Rayleigh-waves at the frequency band of 1–3Hz might be biased
by nonisotropic distribution of noise source, the velocity changes of Rayleigh-waves at different
frequency bands and refracted P-waves could be caused by inflation of a volcanic pressure source









Figure 4.1 Location of the receivers. White inverted triangles are geophones. The yellow















































Figure 4.2 Seismic record section of noise correlations between receivers of ArrayA and Ar-
rayB at the frequency band of (a) 0.5–1Hz, (b) 1–3Hz, and (c) 6–12Hz. White dashed lines







































































































































































































Figure 4.3 Procedure for apparent velocity changes of ballistic wave. (a) Propagation of
direct ballistic wave. The dashed lines show the reference wave and the solid lines show the
wave with a velocity perturbation of -10%. (b) Travel time shifts measurements and linear
regression along distance. (c) Conversion from distance to travel time by multiplying distance




































































































































Figure 4.4 Time shifts between windowed reference and current noise correlations at (a) 0.5–
1Hz, (b) 1–3Hz, and (c) 6–12Hz. (Upper) Windowed reference noise correlations functions
averaged for the time period from julian day of 185 to 201. (Middle) Windowed current noise
correlations functions averaged for the time period from julian day of 202 to 208. (Bottom)
Time shifts along inter-station distance measured between windowed reference and current
noise correlations. A color scale shows correlation coefficient between a reference and a current
noise correlations. At 6–12Hz, we only use the causal part of noise correlations because SN
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Figure 4.5 Array response of ArrayA at the frequency of (a) 2Hz and (b) 9Hz and that of
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Figure 4.6 Beamformer output of 25 days of continuous ambient noise data at the frequency
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Figure 4.7 Difference of azimuth estimated by using slowness vector at the center-of-mass
of beam power between a reference beam and each daily beam. The reference beam are


































Figure 4.8 Comparison of observation and modeled beam power. Open circles show observed




























Figure 4.9 Apparent velocity changes due to temporal changes of noise source distribution
estimated by the beamformer outputs at the frequency of 2Hz. Blue and red circles show the































































Figure 4.10 Beamformer output of ambient noise at the frequency of 9Hz averaged for (a)





































Figure 4.11 Depth sensitivity kernel of fundamental mode of Rayleigh wave to S-wave veloc-






























































Figure 4.12 (a) Daily precipitation recorded at FERI station. (b) Pore pressure at the depth













































































Figure 4.13 Seismic velocity changes estimated by coda wave parts between reference and




Seismic velocity changes in response to different
directions of tidal strain
Seismic velocity changes caused by stress changes are modeled by a finite deformation theory
(Murnaghan, 1951). In the finite deformation theory, the stress-strain relation by the Hook’s law






where C0ijkl is called the second order elastic tensor of reference rock before applying the strain,
and Cijklmn is called the third-order elastic tensor. The order of an elastic constant corresponds to
the power of the corresponding strain in the development of the elastic strain energy. We use the
symmetry of stress and strain tensors (ij = ji = α, kl = lk = β, and mn = nm = γ). By assuming
that the third order elastic tensor is invariant with respect to any coordinate transformation, the
number of independent component of the third order elastic tensor is reduced: C111, C112, C123.
Elastic wave velocities are expressed by the second and third order elastic constants and the strain
with the state where an infinitesimal dynamical deformation of the elastic wave is superposed on
the finitely deformed state (Hughes and Kelly , 1953). The velocity vij , where i and j indicate
the direction of wave propagation and particle displacements, respectively, of an initially isotropic
homogeneous medium subjected to a triaxial strain ei is given by
ρ0v
2
11 = λ+ 2µ+ (C112 + λ) (e1 + e2 + e3)











(e1 + e2 + e3)
+ 4µe1 + 2µe2 − 1
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(e1 + e2 + e3)
+ 4µe1 + 2µe3 − 1
4
(C111 − 3C112 + 2C123) e2
(5.4)
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where ρ0 is the density of initial state, µ is the rigidity, and λ is the lame constant. v11 corresponds
to P–wave velocity and v12 and v13 corresponds to S–wave velocity. From the equation 5.2–5.4, we
may take into accounts of both directions of strain and seismic wave propagations to evaluate the
stress sensitivity of seismic velocity changes.
The third order elastic constants have been detected by some measurements of travel times of
acoustic and elastic waves in rock samples under compression (e.g. Prioul et al., 2004; Johnson and
Rasolofosaon, 1996; Winkler and McGowan, 2004). Prioul et al. (2004), for example, estimated
the third order elastic constants by measuring ultrasonic velocities on rock samples of shale. They
use the hydrostatic stress experiments to estimate the third order elastic constants. The third
order elastic constants obtained by the laboratory experiments are used to interpret how the static
strain changes contribute to the observed seismic velocity changes (Sawazaki et al., 2016; Sawazaki
and Snieder , 2013; Tsai , 2011). However, the rock samples with a size of several centimeters ignore
the effect of the cracks or joints with a size of meters and aggregation of different kinds of rocks.
Therefore, the third order elastic constants obtained by the laboratory rock experiments are not
directly used to interpret the in-situ seismic velocity changes caused by static stress changes.
In this chapter, we apply the technique of noise correlations between seismic network stations at
six active volcano in Japan to examine such the third order elastic constants appears in the seismic
velocity in the shallow structure of the earth. We calculate seismic velocity changes in response
to the different directions of tidal strain. We interpret the seismic velocity changes in different
directions of tidal strains based on the finite deformation theory.
5.1 Data
We analyze continuous seismic data recorded by JMA from 1 January 2012 to 31 December 2015
at six active volcanoes in Japan: Mt.Usu, Mt.Azuma, Mt.Bandai, Mt.Nasu, Mt.Ontake, and
Mt.Unzen (Fig 5.1). We choose these volcanoes because directional axes of tidal strain largely
change with time during the observation period, which are necessary to extract different directions
of the tidal strain. We compute noise correlations for all pairs from two or three seismic stations
deployed at each volcano (Fig. 5.2). The continuous data are recorded by a three-component short
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period seismometer with a sampling frequency of 100Hz. The A/D resolution of the data logger is
24 bit. In this study, we only use the vertical component of ambient noise for the sake of simplicity.
5.2 Data analysis
We estimate the seismic velocity changes in response to different directions of tidal strains as
follows. We firstly calculate NS, EW, and shear strain using the GOTIC2 software (Matsumoto
et al., 2001). The GOTIC2 software computes the tidal strain including both the direct solid Earth
tide and indirect terms due to an ocean loading. The ocean loading is calculated with the ocean
tide model NAO.99b (Matsumoto et al., 2000). We calculate the tidal strains in different directions
en every 30 degree from the north:
en (θ) = cos
2 θ exx + sin
2 θ eyy + 2 cos θ sin θ exy (5.5)
where θ is the azimuth from the north, exx is the strain in the EW direction, eyy is the strain in
the north-south direction, and exy is the shear strain. Figure 5.3 shows an example of the time
series of tidal strains in different directions at Mt.Azuma. The principal axis of the tidal strain
changes with time: The principal axis is dominated in the direction of about 350 ◦ from the north
on midnight 9 January 2012, whereas the principal azimuth is dominated in the direction of about
90 ◦ on 2 a.m. 10 January 2012. The temporal changes in principal azimuths occur due to the
ocean tides mainly because we cannot find temporal changes in the principal axis of solid earth
tide.
We estimate strain sensitivities of seismic velocity changes in different directions of tidal strain
based on the method in Chapter 3. Firstly, we apply a narrow bandpass-filter of 1 – 2 Hz to the
ambient noises. Secondly, we divide the observational periods into five periods according to the
tidal strain amplitudes in each direction of the tidal strain: (i) more than half of maximum value,
(ii) more than 2.0×10−9 and less than half of the maximum value, (iii) more than −2.0×10−9 and
less than 2.0× 10−9, (iv) more than half of the minimum value and less than −2.0× 10−9, (v) less
than half of the minimum value. We then stack noise correlations for each episode. The duration
of stacking of noise correlations for each episode is about 290 days, which can reduce the effects
of noise source distributions on apparent time shifts are reduced by stacking for hundreds of days.
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We calculate noise correlations every 10minutes after applying the one-bit normalization and the
spectral whitening to the ambient noises to reduce effects of noise source spectra and transient
amplitude anomalies (Bensen et al., 2007). We then measure seismic velocity changes by applying
the moving window cross-spectral method (Poupinet et al., 1984) to the noise correlations stacked
for the five episodes with different strain amplitudes every 30 ◦ of tidal strain. We compute seismic
velocity changes at the positive and negative lapse-times by using 2.56 s-long 50% overlapping
windows in lapse-times ranging from 1 s to 15 s. Seismic velocity changes are estimated by fitting
a regression line to the time differences of noise correlations with a coherency of more than 0.7.
5.3 Result
Figure 5.4 shows an example of strain sensitivity of seismic velocity changes in a direction of 120 ◦
at Ontake volcano. Negative strain sensitivity of seismic velocity changes implies that the velocity
decreases during dilatation or increases during contraction of a medium, which can be interpreted
by the opening and closure of micro cracks in the shallow structure, respectively (e.g. Walsh, 1965;
Nur and Simmons, 1969; Yamamura et al., 2003).
Figure 5.5 shows the strain sensitivity of seismic velocity changes in different directions of the the
tidal strain at each volcano. Strain sensitivities of seismic velocity changes at almost all station-
pairs obviously shows an azimuthal dependence. Strain sensitivities of seismic velocity changes
vary from about −1.0×105 to 1.0×105 strain−1. The estimated magnitudes of strain sensitivity of
seismic velocity changes are consistent with those reported in the previous studies (Takano et al.,
2014; Hillers et al., 2015b).
5.4 Discussion
To interpret the strain sensitivity of seismic velocity changes in different directions of tidal strain,
we plot azimuths of station-pair against the azimuth of tidal strain when the strain sensitivity of
velocity changes becomes negative maximum value (Fig. 5.6). The azimuth between station-pair
roughly correlate with the azimuth of tidal strain at which strain sensitivity of velocity changes
shows the negative maximum value. Fig. 5.6 therefore means that strain sensitivity of velocity
changes become negative maximum in the station-pair direction parallel to the direction of the
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principal axis of tidal strain.
The strain sensitivity of seismic velocity changes are modeled based on a finite deformation
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where S12 = − λ2µ+3λ , S11 = λ+µµ(2µ+3λ) , l and m are the third-order elastic constants (Murnaghan,
1951), VP is P-wave velocity, and θ is the angle between the P–wave propagation direction and
the direction of the uniaxial strain ϵ. l = 12C112 and m =
1
4 (C111 − C112). From the equation 5.6,
the strain sensitivity of velocity changes of P-waves has a large value at the direction of wave
propagation along the direction of the loading. Since sin2 functions are fitted well to the observed
strain sensitivity of seismic velocity changes (see Fig. 5.5), the observed seismic velocity changes
may reflect the relationship between directions of strain and seismic wave propagations based on
the finite deformation theory.
The noise correlations propagate mainly in the direction between station-pairs even though
we analyze the lapse-times from -15 s to 15 s. Chapter 3 have documented that wave speed and
wave directions of cross-correlations functions vary with lapse-times due to multiple scattering.
We therefore calculate the correlation coefficient between the azimuths of station-pair and the
directions of the tidal strain when the strain sensitivity of velocity changes become negative max-
imum value by the seismic velocity changes at different lapse-times. Seismic velocity changes are
calculated at lapse-times ranging from 1 to T s, where T is varied from 5 to 30 s. Decrease of
correlation coefficient with lapse-times indicates that directions of wave propagation are scattered
with increasing lapse-times (Fig. 5.7). Therefore, the observed strain sensitivity of seismic velocity
changes comes to be consistent with the finite deformation theory. The observed strain sensitivi-
ties of velocity changes in different directions of tidal strains suggest that in-situ seismic velocity
changes has sensitivity to the nonlinearity of rocks.
We estimate the third order elastic constants from the observed strain sensitivity of seismic
velocity changes in different directions by a nonlinear least square method (More´, 1978). We






∣∣Sobs (ϕj)− Scal (ϕj)∣∣2 , (5.7)
where ϕ is the azimuth of the applied tidal strain and ϕL = 180
◦. The results of third order
elastic constants of l and m at each volcano are summarized in Table 5.1. The strain sensitivity
of seismic velocity changes are calculated with the rigidity of 30GPa and poisson ratio of 0.25.
Third order elastic constants are ranged from an order of 102 to 106. Laboratory experiments
show that third order elastic constants range between -10 and -1000 times of the rigidity in general
(e.g Prioul et al., 2004; Johnson and Rasolofosaon, 1996; Winkler and McGowan, 2004). Some
volcanoes show the two order larger than laboratory experiments. And positive third order elastic
constants are observed at some volcanoes, although the almost all laboratory experiments show
negative constants. The reason of differences between in-situ and laboratory measurements is
under investigation, but the laboratory experiments by using rock samples with a size of several
centimeters ignore the effect of the cracks or joint with size of meters, aggregation of different kinds
of rocks, and alignment of cracks. Furthermore, , and water saturation in the medium However, the
observed tidal strain is not an uni-axial strain, and we make assumption that the noise correlations
propagate along the station-pair. Therefore, formalization of strain sensitivity by considering the
azimuthal distribution of strains and monitoring of ballistic wave velocity are necessary to estimate
third order elastic constants by using the velocity changes caused by tidal strains.
5.5 Summary
We investigated the seismic velocity changes in response to the Earth tide in different directions of
the tidal strains at active volcanoes in Japan. Strain sensitivities of seismic velocity changes varies
in different directions of tidal strain. The azimuths of station-pair correlate with the direction of
the tidal strain when the strain sensitivity of seismic velocity changes becomes negative maximum
values. Our results suggest that the seismic velocity changes in response to the different directions
of the tidal strain could be useful to estimate in-situ third-order elastic constants in the crust.
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Table 5.1 Third order elastic constants at each station-pair.
Station pair l [GPa] m [GPa]
V.AZJD-V.AZMA (Azuma) 2.75× 106 −1.39× 106
V.BNUR-V.BNDA (Bandai) −2.55× 106 −2.93× 106
V.BNUR-V.NGS2 (Bandai) −4.03× 106 −1.17× 106
V.BNDA-V.NGS2 (Bandai) −1.75× 106 −9.77× 105
V.USSW-V.USUA (Usu) −1.78× 106 1.16× 106
V.USSW-V.ATIK (Usu) 9.11× 102 2.50× 106
V.USUA-V.ATIK (Usu) 4.05× 106 −2.62× 106
V.ONTN-V.ONTA (Ontake) 1.37× 106 2.68× 106
V.ONTN-NU.NGR (Ontake) 4.82× 106 −3.14× 106
V.ONTA-NU.NGR (Ontake) −2.83× 106 −1.40× 106
V.NANM-V.NSUA (Nasu) −1.67× 106 −1.16× 106








Figure 5.1 Map of volcanoes analyzed in this study..
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Figure 5.2 Location map of seismic stations at each volcano. Blue squares are seismic sta-
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Figure 5.3 (a) Tidal strain in different directions at Azuma volcano. (b) Polar plot of hor-
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Figure 5.4 Seismic velocity changes versus relative tidal strain differences with the tidal
strains in direction of 150 ◦ by using the station pair of V.ONTN–V.ONTA at Ontake volcano.
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Figure 5.5 Blue circles show observed strain sensitivity of seismic velocity changes as a func-
tion of azimuth of tidal strain at each station-pair. Dashed lines show the best fitted line to
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Figure 5.6 Correlation between the azimuths of station-pair and the direction of the tidal
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Figure 5.7 Correlation coefficient between directions of tide and azimuths of station-pair




6.1 Depth dependence of stress sensitivity of seismic
velocity changes
From chapter 2 to chapter 5, we investigate the seismic velocity changes by paying attention to
wave properties of noise correlations by analyzing ambient noise recorded at active volcanoes. In
this section, we discuss depth dependent characteristics of the seismic velocity changes caused by
stress changes based on a granular model.
6.1.1 Stress sensitivity of seismic velocity changes at different depths
We have demonstrated that the seismic velocity changes at 0.5–1Hz show lower values than those
at the higher frequency ranges in section 2.4. We explain such frequency dependent characteristics
by considering a depth dependence of stress sensitivity of seismic velocity changes.
We compare the stress sensitivity estimated at Izu-Oshima with the results obtained at other
regions. From the seismic velocity changes reported in Reasenberg and Aki (1974), De Fazio et al.
(1973), Yukutake et al. (1988), and Yamamura et al. (2003) that use the Earth tide and active
source, we estimate the stress sensitivity of seismic velocity changes to be 5×10−7 to 2×10−6 Pa−1
from the theoretical tidal stress of 103 Pa. The depths where structures change are inferred to be
about 0 to 200m, because the dominant frequency of seismic waves analyzed are more than 30Hz
and the source and receivers are located on the ground surface or in a mine at shallow depths.
Seismic velocity changes due to static stress changes are often detected from analyses of Rayleigh
wave that is extracted from noise correlations of ambient noises. Here we estimate the stress
sensitivity of velocity changes at a given depth by considering the one wavelength of Rayleigh
waves. Hirose et al. (2017) detected the seismic velocity changes caused by the changes of magma
pressure at Sakurajima volcano from ambient noise analyses at 1–8Hz. We calculate the stress
sensitivity of velocity changes to be 1.0 × 10−7 Pa−1 at the depth of 0.1–1 km. Brenguier et al.
109
(2008b) observed the seismic velocity changes related with the postseismic relaxation after the 2004
Parkfield earthquake (Mw 6.0) from ambient noise analyses at 0.1–0.9Hz. Since the postseismic
stress change is calculated to be 0.2MPa (Freed , 2007), we estimate the stress sensitivity of seismic
velocity changes of 3.0×10−9 Pa−1 at the depth of 1.1–10 km. Chen et al. (2010) analyzed ambient
noises before and after the 2008 Wenchuan earthquake (Mw 7.9) in China. Since Rayleigh waves
are at 0.33–1Hz, we estimate the stress sensitivity to be 0.5 × 10−8 Pa−1 at the depths of 0.2–
3 km. Note that the strong ground motion may also reduce the seismic velocity at subsurface at
the same time. Hence, the results for the data from Brenguier et al. (2008b) and Chen et al.
(2010) may contain the contribution from the dynamic strain changes. These stress sensitivity
data are plotted in Fig. 6.1 against the confining pressure that is computed from the depth by
assuming the lithostatic equilibrium. It is clearly recognized that the observed stress sensitivity of
seismic velocity changes decreases with increasing confining pressure, p. Note that we calculate the
wavelengths of Rayleigh wave by assuming the phase velocity of 1 km/s for simplicity. In addition,
the depths may be overestimated because vertical displacement of Rayleigh wave decreases at
the depth of about one quarter of wavelength (Aki and Richards, 2002). Our estimations of the
confining pressure may be overestimated or underestimated, but the tendency of the estimations
of the pressure dependent stress sensitivity does not change because the wide frequency data are
compared.
Pressure dependent characteristics may be explained by a granular theory (Mindlin, 1949;Mavko
et al., 2009). In the granular theory, the medium including pores is modeled as packed dry identical
spheres, and the effective elastic properties of the medium are expressed by a function of porosity,
the average number of contacts per sphere, sphere radius, and normal and tangential stiffness









where ν is the Poisson’s ratio, G is shear modulus of the solid grains, C is the average number of
contacts per sphere, and φ is porosity. A confining pressure dependence of seismic velocity changes
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The predicted stress sensitivity fairly explains the confining pressure dependence of the observed
stress sensitivities, and it is a lower limit on the observations ranging one order of the magnitude
(Fig. 6.1). This consistency suggests that the seismic velocity changes in the shallow structure are
caused by opening and closure of pores in the medium. The stress sensitivity based on the granular
theory can be used for the estimation of stress sensitivity of seismic velocity changes at different
depths.
6.1.2 Interpretation of observed seismic velocity changes by the stress
sensitivity in chapter 4
In chapter 4, we observe the increase and decrease of the Rayleigh-wave velocity at the frequency
band of 0.5–1Hz and 1–3Hz, respectively, and the decrease of the refracted P-wave at the fre-
quency band of 6–12Hz at Piton de la Fournaise volcano (see Fig. 4.4). Rayleigh-waves at different
frequency bands and refracted P-waves are sensitive to different depths. By using the velocity
changes of ballistic waves at different depths, we discuss a possible mechanism of the seismic
velocity changes based on a point pressure source.
To interpret the seismic velocity changes at different depth, we compute internal volumetric
strain fields with a point pressure source (Okada, 1992) beneath the Dolomieu crater at the depth
of 2.3 km around the sea level following Peltier et al. (2009) (Fig. 6.2). The volumetric strains
show dilatational above and below the pressure source and contractional off to the sides. Since
no ground deformation was detected by GPS stations during the array observation, we calculate a
volume change of the pressure source as inferred from the seismic velocity changes of the refracted
P–wave at the depth of 600m. The pressure change at the depth of 600m is estimated to be
1.5 × 106 Pa−1 by using the equation 6.2. The volume changes of the source is thus estimated to
be 1.1× 107m3. However, such a large pressure change was not detected by GPS stations on the
ground surface. As shown in Fig. 6.1, the equation 6.2 might underestimate the stress sensitivity
of seismic velocity changes. Now we use the stress sensitivity of velocity changes 5× 10−7 Pa−1 as
inferred from the seismic velocity changes caused by the tidal strain at the Piton de la Fournaise
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(Mao et al., 2018), which is within a range of stress sensitivities of velocity changes estimated by
previous studies (see Fig. 6.1). The pressure change at the depth of 600m beneath the arrays is
thus estimated to be 4.4× 104 Pa by the velocity changes of 2.2%. Consequently, we calculate the
volumetric strain with a volume change of 3.3× 105m3.
Volumetric strain under the cross-section between the two arrays shows dilatational and con-
tractional above and below the depth of around 1 km (Fig.6.2). The depth sensitivity kernel of
Rayleigh waves shows that Rayleigh waves at the 0.5–1Hz band are concentrated at the depth
from 0.5 to 2.5 km, while Rayleigh waves at the 1–3Hz band are concentrated at the depth from
the ground surface to 0.5 km (see Fig. 4.11). Therefore, the Rayleigh-waves at the 0.5–1Hz band
propagate the region of contractional strain and then the velocity increases, while those at the
1–3Hz band propagate the depth where the dilatational strains are observed.
6.2 Seismic velocity changes at active volcanoes in Japan
We have investigated the seismic velocity changes related with stress changes by volcanic pres-
sure sources and the Earth tide. Here we estimate seismic velocity changes at 13 active volca-
noes in Japan and compare them with areal strain changes estimated by GNSS stations system-
atically. The volcanoes are Mt.Tokachi, Mt.Meakan, Mt.Tarumae, Mt.Hokkaido-komagatake,
Mt.Adatara, Mt. Bandai, Mt.Nasu, Mt.Azuma, Mt.Asama, Miyakejima, Mt.Unzen, Mt.Aso,
Sakurajima (Fig.6.3). Using the predicted stress sensitivity of velocity changes, we discuss a
limitation of detecting seismic velocity changes related with volcano deformation.
Short period seismometers with natural frequency of 1Hz are deployed at each volcano by JMA.
The procedure of data analysis is the same as chapter 2. We firstly correct response of seismometers,
and then apply band pass filters of 0.5–1Hz, 1–2Hz, and 2–4Hz. Secondly, we select ambient noise
data by using a threshold of RMS value in order to avoid large earthquakes and artificial noise.
Thirdly, we apply an one bit normalization to the continuous data to reduce effects of source spectra
and transient amplitude anomalies (Bensen et al., 2007). Finally, we calculate cross-correlations
functions of ambient noise. We stacked 20 days of noise correlations by moving one day window as
a daily noise correlations. We analyze continuous seismic noise from January 1 2012 to December
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31 2013. The 13 volcanoes we analyzed are equipped with more than two seismometers are located
within three GNSS stations at each volcano.
We compare the seismic velocity changes with areal strain changes at each volcano. Areal strains
are estimated by using displacements of three GNSS stations at each volcano. We use the displace-
ment at January 1 2012 as a reference day to calculate the areal strain changes. Seismic velocity
changes vary from about -2.0% to 2.0% (Fig. 6.4). To evaluate the seismic velocity changes caused
by volcano deformation, we compute correlation coefficient between velocity changes and areal
strain changes. The correlation coefficients are measured by using the period when both seismic
data and GNSS displacement data are recorded. Figure 6.5 shows the correlation coefficient be-
tween velocity changes and areal strains. Mt.Tarumae, Izu-Oshima, Miyakejima, and Sakurajima
shows the coefficient of higher than 0.5. In order to evaluate the correlation coefficients between
seismic velocity changes and areal strain changes, we compare the correlation coefficients with the
magnitude of areal strains. Figure 6.6 shows the correlation coefficients between velocity changes
and areal strain as a function of peak-to-peak areal strains. The correlation coefficients could be
higher as the magnitude of areal strain increases except for Mt.Aso where continuous volcanic
tremor are often observed (JMA, 2015). The stress sensitivity of seismic velocity changes by using
noise correlations at 1–2Hz at Mt.Tarumae, Miyakejima, Izu-Oshima, and Sakurajima are ranging
from 1.1× 10−7 Pa−1 to 5.5× 10−6 Pa−1, which is consistent with the stress sensitivities estimated
by previous studies as shown in Fig. 6.1. Therefore, seismic velocity changes caused by volcano de-
formations would be observed when the large enough strain is applied, which might be one reason
for the low correlation coefficient between velocity changes and areal strains at most of volcanoes.
The seismic velocity changes at the depth of 1 km with areal strain of 4 × 10−6 is estimated to
be 0.03% by the equation 6.2. At the volcanoes where the areal strain is small, seismic velocity
changes caused by volcano deformation could thus be smaller and environmental changes such as
precipitation are dominant on the observed seismic velocity changes.
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6.3 Future works
We have investigate the seismic velocity changes of shallow structures at active volcanoes with
noise correlations and have interpreted the seismic velocity changes by the stress changes that
are affected by the confining pressure at depth. We analyze the seismic velocity changes at the
depth of less than a few kilometers because of the inter-station distances on the volcanoes and
the frequency ranges of seismic waves. In order to evaluate stress changes directly in the crust
associated with earthquake occurrence and volcanic activities, it is necessary to estimate stress
sensitivity of seismic velocity changes at the seismogenic depth ranging from a few to tens of
kilometers. However, previous studies (e.g. Yamamura et al., 2003; Takano et al., 2014; Hillers
et al., 2015b) have discussed the stress sensitivity of velocity changes at the shallow structure
particularly because the stress sensitivity of seismic velocity changes will decrease at deeper part
of the structure by high confining pressure as we mentioned in Section 2.4. Seismic velocity changes
of more than 0.01% is a limitation of detection (Hadziioannou et al., 2011) at the depth of tens
of kilometers. Hence, we need stress changes of more than 10 kPa as an external force to detect
the seismic velocity changes, which is inferred from the predicted stress sensitivity based on the
granular model. Snow loading would be used for estimation of stress changes at the seismogenic
depth because the stress changes of tens of kPa by the snow loading are observed at the snowy
area in Japan (Heki , 2001). The stress changes by snow loading is calculated by using the Green’s
functions from the loading on surface (Farrell , 1972). Wang et al. (2017) found a correlation
between the seismic velocity changes at a depth of about 8 km and the snow height at the heavy
snowy area in Japan by using noise correlations at the frequency band of 0.1–0.9Hz. By avoiding
strong ground motions effects at subsurface and analyzing the body waves or long-period surface
waves propagating deeper parts, we may be able to examine the stress sensitivity of seismic velocity
changes at the seismogenic depth by using snow loading.
As we mentioned in chapter 3, it is necessary to understand the wave properties of ambient noise
and the Green’s functions recovered from noise correlations to evaluate seismic velocity changes
correctly. However, we analyzed the data recorded at small seismic array with an aperture of 200m,
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therefore, the frequency band of ambient noise which can be used for array analyses is limited. To
interpret the wave properties of ambient noise and noise correlations at different frequency bands,
we need to deploy seismic arrays with different apertures at the same region. In Hi-net station
network, for example, seismic stations are distributed homogeneously with an average spacing of
20–30 km. We are thus able to efficiently make seismic arrays with different apertures by deploying
own seismic stations in addition to the Hi-net stations. By using the different size of array, we
expect that the wave properties at the frequency band of 0.01–4Hz. The wave properties of ambient
noise and noise correlations will lead to the correct understanding of the mechanisms of seismic
velocity changes at different depths.
In chapter 3, we showed the lapse-time dependence of velocity changes caused by the tidal strain
at different frequency band. Strain sensitivity of velocity changes at 1–2Hz decreases at later lapse-
times than that at 2–4Hz. We interpret the frequency characteristics of the lapse-time dependence
with attenuation layer at the subsurface. Obermann et al. (2013, 2016) investigate lapse-time
dependence of wave types with depth sensitivity kernel of surface waves and bulk waves by a
spectral method. However, the numerical simulation is computed with a homogeneous velocity
structure and scattering properties. In order to take a closer look at the lapse-time dependence of
velocity changes, the numerical simulation with the attenuation and velocity structure would be
necessary. By performing numerical simulation using the attenuation and velocity structure, we
will estimate the lapse-time dependence of wave properties in more detail.
We investigate the seismic velocity changes by considering the directions of stress and wave
propagations in chapter 5 besides the depth dependent characteristics of stress sensitivity of seismic
velocity changes. We analyzed the seismic velocity changes in response to different directions of
tidal strain at active volcanoes. Our results suggest that seismic velocity changes are sensitive to
both directions of applied strain and seismic wave propagations, which may be explained by the
finite deformation theory. We thus conclude that relationships between directions of applied stress
and wave propagations in addition to the confining pressure at different depths will be essential to































Figure 6.1 The stress sensitivity of seismic velocity changes reported in the previous studies
and the present study versus confining pressure. Solid circles are the stress sensitivity deter-
mined at the other regions by previous studies. Black line represents the stress sensitivity
predicted from the granular model. The data that may be affected by dynamic strain changes



































































Figure 6.2 Volumetric strain by inflation of a pressure source at the depth of 2.3 km. (a)
Map view of volumetric strain for inflation of the point source at the depth of 1.2 km. A
black dot indicates location of a GPS station (DERG). (b) Cross-section of strain for the line
(X-X’) shown in (a). (c) Cross-section of strain for the line (Y-Y’) between two arrays shown
in (a).
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Figure 6.3 Location map of volcanoes we analyzed in this chapter.
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(a) (b)
Figure 6.4 RMS of velocity changes (a) and coherency (b) at the frequency band of 0.5–1Hz
(upper), 1–2Hz (middle), 2–4Hz (bottom).
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Figure 6.5 Correlation coefficient between velocity changes at 1–2Hz and areal strain.
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Figure 6.6 Correlation coefficient between velocity changes and areal strains. Different sym-




In this study, we investigated temporal changes in seismic velocities at shallow structures of active
volcanoes, paying attention to wave properties of noise correlations. We mainly analyzed the
continuous seismic data recorded at Izu-Oshima volcano, Japan and Piton de la Fournaise volcano
in Re´union island, France.
First, we investigated the seismic velocity changes caused by static stress changes at different
frequency bands at Izu-Oshima volcano. We calculate noise correlations recorded by four seismic
stations on the volcano from 1 January 2012 to 31 December 2015 at 0.5–1Hz, 1–2Hz, and 2–
4Hz. We estimate velocity changes between daily and reference noise correlations. The daily
velocity changes are well correlated with the areal strain changes estimated by displacements of
GNSS stations. The stress sensitivity of velocity changes is lower at 0.5–1Hz than that at higher
frequency bands: (7.1± 1.3) × 10−8 Pa−1 at 0.5–1Hz, (1.4± 0.1) × 10−7 Pa−1 at 1–3Hz, and
(1.3± 0.1)× 10−7 Pa−1 at 2–4Hz. Modeling the velocity changes of Rayleigh wave propagating in
layered structures, we find that the velocity changes of about 1% are concentrated in the upper
1 km of the structure.
Second, we investigated the seismic velocity changes in response to the tidal strain at Izu-Oshima
volcano by analyzing the seismic data of permanent seismic network stations and a small seismic
array. We estimate the seismic velocity changes by phase differences between noise correlations
at the frequency band of 2–4Hz stacked for time periods with different tidal strain amplitudes.
We found that seismic velocity changes decrease and increase during dilatation and contraction
period by the tide, respectively, when analyzing the noise correlations at early lapse-times ranging
from 2 to 7 s. However, the strain sensitivity of seismic velocity changes decreases when analyzing
the noise correlations at late lapse-times from 7 s to 35 s. Applying an array analysis to the noise
correlations, we observe apparent velocity changes of about 1 km/s at the early lapse times and
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those of higher than 1 km/s at the late lapse-times. Since the group velocity of Rayleigh wave is
1.1 km/s at Izu-Oshima, the high velocities at the later parts may indicate the contamination of
scattered or reflected body waves incident from a deeper region in the noise correlations. Decrease
of strain sensitivity with the lapse times is therefore inferred to originate from the emergence of
body waves, which propagating the deeper part of region where cracks are closed by high confining
pressure. These results suggest that wave types of noise correlations and their paths should be
carefully examined to interpret seismic velocity changes.
Third, we investigate the velocity changes of ballistic waves recovered from noise correlations
recorded at dense arrays on Piton de la Fournaise volcano (la Re´union). Since spatial sensitivity of
the multiple scattered waves to velocity changes is limited, the velocity changes of ballistic waves
could provide the further information about the physical velocity changes in the structure. During
the array observations, we found velocity increase of Rayleigh waves at 0.5–1Hz, velocity decrease
of Rayleigh-waves at 1–3Hz and velocity decrease of refracted P-waves at 6–12Hz. The opposite
polarity of seismic velocity changes between different frequency bands could be attributed to strain
changes associated with inflation of a magma pressure sources.
Fourth, we investigate the seismic velocity changes in response to the Earth tide in different
directions of the tidal strains at active volcanoes in Japan. Strain sensitivity of seismic velocity
changes varies in different azimuth of tidal strain. The azimuths of station-pair well correlate with
the direction of the tidal strain when the strain sensitivity of seismic velocity changes becomes
negative maximum value. Our results suggest that the seismic velocity changes could in response
to the different azimuth of the tidal strain might be useful to estimate third-order elastic constants
by in-situ measurements.
We discussed the depth dependent characteristics of the seismic velocity changes caused by
stress changes. From the seismic velocity changes related with the volcano deformation at different
frequency bands in chapter 2 and lapse-times dependence of velocity changes caused by tidal strain
in chapter 3, we inferred that stress sensitivity of seismic velocity changes decreases at deeper
parts of the structure. By compiling the stress sensitivity of seismic velocity changes estimated
by previous studies, we found that the stress sensitivity of seismic velocity changes decreases with
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increasing confining pressure.
In this thesis, we have investigated seismic velocity changes at shallow structures of active vol-
canoes paying attention to wave properties based on analyses of observation data. The seismic
velocity changes caused by volcanic deformation and tidal strains highlight the need to pay atten-
tion to wave types of cross-correlations of ambient noise and their paths when interpreting seismic
velocity changes. Moreover, we found that the stress sensitivity of seismic velocity changes de-
creases with increasing confining pressure by comparing the velocity changes at Izu-Oshima with
the stress sensitivity estimated by previous studies. These results can be useful to separate the
contribution of static stress changes to the observed seismic velocity changes, and it will cause




Fig.A.1 shows the array response function of the seismic array at Izu-Oshima. The main lobe of
the array response function ranges from -0.5 to 0.5 s/km (Fig.A.1). This is because the aperture
of the seismic array is comparable with the half of maximum wavelength of Rayleigh wave at the
frequency band of 2 – 4Hz. In order to enhance the resolution of the beamformer outputs, we
apply the Richardson-Lucy deconvolution method (Lucy , 1974; Richardson, 1972) to the images
obtained by the conventional beamforming analysis (Rost and Thomas, 2002).
The deblurring image is constructed by the iterative equation based on a Bayesian framework
Oi+1 (p) = Oi (p)
[
P (p)
T ∗ I (p)
P (p) ∗Oi (p)
]
(A.1)
where T stands for transposition, p denotes slowness vector, i denotes the iteration number, P (p)
is the array response function, O (p) is the original noise-free image, and I (p) is an observed image.
In our analysis, we set the O0 (p) to be 0.5. This equation iteratively deconvolves the array response
function under a maximum likelihood constraint assuming the blurred image follows the poisson
distribution. We extend each image by zero padding to avoid the boundary effects due to the
Gibbs oscillations. We perform a synthetic test to characterize the Richardson-Lucy deconvolution
algorithm. The synthetic test is made for the geometry of the seismic array at Izu-Oshima. We
consider one plane wave with the velocity of 1 km/s and frequency of 3Hz. We set the incident
azimuth of the wave to 135◦. We use 150 iterations for the deconvolution. Fig.A.2 illustrates that
the f-k spectrum of the synthetic plane wave by the conventional beamforming and the Richardson-






























FigureA.1 Array response function of the seismic array at Izu-Oshima at the frequency band
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