In last decades, several algorithms were developed for fast evaluation of some elementary functions with very large arguments, for example for multiplication of million-digit integers. The present paper introduces a new fast iterative method for computing values k x with high accuracy, for fixed k ∈  and x + ∈  . The method is based on compound means and Padé approximations.
Introduction
In last decades, several algorithms were developed for fast evaluation of some elementary functions with very large arguments, for example for multiplication of million-digit integers. The present paper introduces a new iterative method for computing values k x with high accuracy, for fixed k ∈  and x + ∈  . The best-known method used for computing radicals is Newton's method used to solve the equation ( ) The convergence has order 2 d + . The order of convergence can be made arbitrarily large by the choice of d . But for larger values of d it is necessary to perform too many operations in every step and the method gets slower.
The method (3.4) presented in this paper involves compound means. It is proved that this method performs less operations and is faster than the former methods. see e.g. [2] . From this one directly gets the inequality between arithmetic mean and geometric mean. For other classes of means see e.g. [3] . Taking two means, one can obtain another mean by composing them by the following procedure. Definition 2. Let , P Q be two means. Given two positive numbers u t, , put The function :
 is called compound mean. The best known application of compound means is Gauss' arithmetic-geometric mean [4] ( ) Iterations of the compound mean then give a fast numerical algorithm for computation of the elliptic integral (1.2).
Matkowski [5] proved the following theorem on existence of compound means.
Theorem 1. Let Q P, be continuous means such that at least one of them is strict. Then the compound mean P Q
◊ exists and is continuous.
Properties
We call a mean P homogeneous if for every , , c t u
P ct cu cP t u =
All power means are homogeneous. If two means are homogeneous then their compound mean is also homogeneous.
Homogeneous mean P can be represented by its trace ( ) ( ) 
R P t u Q t u R t u =
Easy proofs of these facts can be found in [5] . The Babylonian method is in fact Newton's method used to solve the equation 2 0 t x − =. Using Newton's method to solve the equation 0
Example 1. Take the arithmetical mean ( )
with a quadratical convergence to lim k n n a x →∞ = .
Our Method
In the present paper we will proceed similarly as in Example 1. For a fixed integer 2 k ≥ and a positive real number x we will find a sequence of approximations converging fast to k x . We need the following lemma. 
This mean is strict, continuous and homogeneous and it has the property ( )
We will construct two means
Let s ∈  and let ( ) 
The exact formula for , j j e f will be derived in Lemma 15. In Lemma 20 we will prove that p satisfies ( ) ( ) ( )
for every t + ∈  . Hence it is a trace of a strict homogeneous mean 
Note that we don't have to compute the sequence n b . According to (3.1) and Lemma 1 the convergence of the sequence (3.4) to its limit k x has order 2 1 s + .
Complexity

Let
( )
M N denote the time complexity of multiplication of two N-digit numbers. The classical algorithm of multiplication has asymptotic complexity
But there are also algorithms with asymptotic complexity
see Karatsuba [6] , Schönhage and Strassen [7] or Fürer [8] , respectively. The fastest algorithms have large asymptotic constants, hence it is better to use the former algorithms if the number N is not very large. The complexity of division of two N-digit numbers differs from the complexity of multiplication only by some multiplicative constant D . Hence the complexity of division is ( ) DM N . Analysis in [9] shows that this constant can be as small as 7 2 D = .
We will denote by ( ) k σ the minimal number of multiplications necessary to compute the power
See [10] for a survey on known results about the function σ .
Before the main computation of complexity we need this auxiliary lemma. 
log 1 log log 1 The accuracy to within N digits is necessary only in the last step. In the previous step we need accuracy only to within N r digits and so on. Hence
The error term 
Complexity of Newton's Method
Newton's method (2.3) has order 2 and in every step it performs ( ) 1 In the last line we assume the hypothesis that all multiplication algorithms satisfy [12] . and 1 division. So the complexity is
For the choice of multiplication and division algorithms with 1 ω = and
Complexity of Householder's Method
Consider Householder's method (1.1) applied to the equation
An easy calculation (see [11] for instance) leads to iterations 
For the choice of multiplication and division algorithms with 1
The optimal value of d which minimizes the complexity is in this case
Complexity of Our Method
Given s ∈  , our method (3. 2 , and then the final multiplication) and 1 division. So the complexity of our algorithm is
where 2 Not always Horner's method is optimal, see [13] . In those cases Householder's and our algorithms are faster.
The optimal value of s which minimizes the complexity is in this case ( ) 
Examples
Newton's method 
Proofs
In this section we will prove that function p defined by (3.1) satisfies inequalities (3.2). For the sake of brevity, will use the symbol u  for the set
Combinatorial Identities
First we need to prove several combinatorial identities. Our notation will be changed in this subsection. Here, n will be a variable used in mathematical induction, k will be a summation index, and
will be additional parameters. The change of notation is made because of easy application of the following methods based on [14] . For a function ( )
we will denote its differences by
This new function is then used for easier evaluation of sums containing 
, , , . 
and hence ( ) ( )
Similarly for 
Similarly for A n < and B n = we obtain
From this and (6.6) we obtain that
, , . 
This and the fact that 
we obtain for A B n ≤ < and k n A ≤ − that ( ) 
, : , , . we obtain for 0 A n ≤ ≤ and 
B k n B k B A n A F n k A B k A B k B n B n B A
, , : , , , . 
we obtain for 0 A B n ≤ ≤ < and
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(6.14)
From this, (6.14) and the polynomial identity 
, , , [15] . □ Now we prove a technical lemma that we need later. 
∏
Therefore we obtain on the right-hand side of (6.18) We will prove that (6.19) is Padé approximation of k t . Lemma 12. For 
RHS . LHS
, , 0 0 1 1 On both sides of (6.22) 
