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Characterization of Limits of Bayes Procedures 
FRANK CARIDI 
Pfizer Inc. 
Communicated by A. Cohen 
For the problem of estimating the natural parameter of a p-dimensional 
exponential family, a characterization of regular limits of Bayes procedures is 
obtained which generalizes results of Sacks [ 141, Brown [3], and Berger and 
Srinivasan [ 11. The form is deduced under regularity conditions for the loss 
function which are more general than squared error. As a corollary it is then stated 
that the class of procedures with this form is a complete class. The parameter space 
may be open, and when it is closed, the limits of Bayes procedures are generalized 
Bayes. 
1. INTRODUCTION 
In statistical decision problems the search for optimal procedures leads the 
statistician to considerations of admissibility and the form of admissible 
procedures. Whenever a complete class of procedures exists, it contains all 
the admissible procedures. Consequently, the formulation of a theorem on 
the completeness of a certain class of procedures establishes a necessary 
condition for admissibility. 
In this regard, a central result of decision theory is that 9 = closure of the 
class of Bayes procedures (in the topology of regular convergence, see 
Section 2) is a complete class. The theorem was initially formulated by Wald 
[ 151 with some restricted hypotheses and later generalized by Le Cam [ 111. 
The inclusion of 9 in a class of procedures ,A?,, whose genera1 form is known 
leads to the formulation of a complete class theorem, namely, .30 is 
complete. Every admissible procedure must then have the form specified by 
.5$)* 
For the problem of estimating the natural parameter of an exponential 
family a characterization of the limits of Bayes procedures can be deduced. 
If the parameter space is closed, we will see that .AYO is the class of 
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generalized Bayes procedures; otherwise, .A?,-, is a class of procedures which 
are very similar to generalized Bayes procedures. This characterization relies 
heavily on the nature of the loss function, especially its growth properties. 
When estimating the mean 0 of a normal distribution with variance 1 
under squared error loss, the sample mean 2 is a limit of Bayes procedures. 
Furthermore, X is a generalized Bayes procedure with respect to Lebesgue 
measure on (-co, co). Motivated by this example, Sacks [ 141 discovered a 
similar representation for limits of Bayes procedures in more general 
problems of estimating the natural parameter of a one-parameter exponential 
family. 
Let pO(x) = c(O) exe belong to an exponential family of densities 
dominated by a u-finite measure v on (-co, oo), and indexed by the natural 
parameter 0 E 0 c (---co, co). For discussion purposes it is convenient to 
assume only one observation rather than an arbitrary number. Suppose 6, is 
a sequence of Bayes procedures which converge to a procedure 6. Denote the 
probability measure on the space of possible estimates of 6’ which 6 selects 
for each observation x by 6(. 1 x). If t is an estimate of 8, denote the loss by 
L(@, 0. 
Suppose 0 is closed. Sacks stated regularity conditions on the loss 
function which guarantee the existence of a measure F such that for almost 
every x belonging to the interior of V = convex hull of the support of v, 
6(. 1 x) is concentrated on the set of t’s which minimize 
j L(6 t) AAX) F(W. 
‘8 
When the boundary of V has v-measure zero, 6 is a generalized Bayes 
procedure with respect to F. 
In particular, let ps(x) be the normal density with mean 19 and variance 1, 
and suppose the loss is squared error. The Bayes procedures corresponding 
to the sequence of finite prior measures F, on (-co, 00) are for each x 
concentrated on the point 
d,“(x) = -& In 
! J 
.co 
-a? 
e”ee~R2;‘F,(df?)). 
If d,,(X) +=. d,(x) < co, then there is a measure F such that 
-m 
exseCR’“F(d~)) . 
(1.1) 
(1.2) 
Brown [3] generalized the univariate normal case to any p-dimensional 
normal density with unknown mean 8= (O,,..., 8,)r and the identity as 
variance-covariance matrix. For any x = 01, ,..., ~,,)r let x . 8 = cpZ, xiei, 
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and let 11 O/l* = CT= i 6’:. Analogous to (l.l), the Bayes procedures 
corresponding to the priors F, on Rp are given for each x by 
(1.3) 
Equation (1.3) is the gradient of the In of the Laplace Transform of the 
measure e -““““‘F,,(df?). Suppose d,,(x) --F~.~. d,(x), 11 dJx)ll < co. Brown 
showed that the sequence of measures 
G,(dt?) = 
e-lleli2/*F,(de) 
J Rp e-fieti”2Fn(df?) 
contains a subsequence which converges weakly to a measure G, and that 
there exists a subsequence {n’} such that 
d,,,(x) = V In - 
! w 
e”“G,,(dO) -+ V In J’ ex’eG(dO) = d,(x). 
w 
Setting F(dB) = e~iet~z~2G(dO) yields 
d,(x) = V In 
J 
p@(x) F(d0). 
n?p 
In a similar manner, Berger and Srinivasan [ 1 ] for squared error loss 
arrived at the general representation 
d,(x) = V In eX’“G(dO) 
J i3 
(o= closure of O), when 8 is the natural parameter of a p-dimensional 
exponential family dominated by a a-finite measure v on W’ and 0 is an 
arbitrary subset of Rp. The representation does not necessarily hold on the 
boundary of V. If the boundary of V has v-measure zero and 0 is closed, 
d,(x) is a generalized Bayes procedure with respect to F(d0) = c-‘(e) G(dt3). 
In general, d,(x) is not a generalized Bayes procedure when 0 is not closed 
since G may put mass on the boundary of 0 wherep,(x) may not be defined. 
In this paper the above results are generalized to problems involving loss 
functions other than squared error. It is shown (Theorem 4.5) that if 6 is a 
limit of Bayes procedures and L(8, t) satisfies certain regularity conditions 
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(Section 3, Conditions (1) through (4)), there is a finite measure G such that 
6(. 1 x) is concentrated on the set of t’s which minimize 
I L(8, t) ex.eG(d9) B 
for almost every x belonging to the interior of I’. 
Section 2 introduces notation which will be used throughout the 
discussion, and formally defines decision theoretic concepts already referred 
to. In Section 3 the general assumptions on the statistical decision problem 
and the regularity conditions on L(0, t) are stated. 
In Section 4 the representation theorem is stated and proved. The proofs of 
Lemmas 4.1 and 4.2 are multidimensional generalizations of the methods 
employed by Sacks in [ 141 to prove similar results on (-w, co). 
The derived measure G of Theorem 4.5 may put mass on the boundary of 
0. So that if 0 is not closed, 6 cannot generally be characterized as a 
generalized Bayes procedure. When 0 is closed and the v-measure of the 
boundary of V is zero, the completeness of the class of generalized Bayes 
procedures can be asserted. If 0 is not closed, the class of procedures 6 such 
that for almost every x, 6(. 1.x) is concentrated on the set of r’s which 
minimize 
with respect to some finite measure G is a complete class (Corollary 4.6). 
In Section 5 examples of loss functions which satisfy the regularity 
conditions are presented. A necessary and sufficient condition for monotone 
increasing functions of squared error to satisfy condition (3) is given. Also, 
some common estimation problems to which the results are applicable are 
discussed. 
2. BASIC NOTATION AND DEFINITIONS 
Let X denote a random variable on Rp =p-dimensional Euclidean space. 
The probability distribution of X belongs to a family of distributions 
{P,: 6 E 0) which is dominated by a a-finite measure v on RP. Assume 
OCRP. Denote the density of X with respect to v by p,Jx). For 
e=(e i,..., O,)‘, 11811 is defined as the usual norm on Rp given by 
II8112 = Cp= 1 e;. Also, if x = (xl ,..., x,)r, x . 8 will denote the standard inner 
product on lRP, i.e., x . 8 = x”B = C;= 1 x,Oi. 
In the decision theory framework, 0 is the space of possible states of 
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nature. The space of actions (or possible estimates of 19) is denoted by d and 
assumed to be equal to the closure of 0. If p(O) and p(e) denote u-algebras, 
then the measurable spaces (@p(O)) and (a, /3(a)) are assumed to be 
subspaces of (IF?‘, /3(W)) where p(W) is the Bore1 a-algebra. 
The statistician chooses an action in a according to some decision 
procedure which is based on a sample of observations on X. In the context of 
this discussion, the results apply regardless of the size of the sample (see 
Section 3), so that we assume only one observation is taken. A randomized 
decision procedure 6 is defined as a mapping 6(. ] x) from Rp into the 
collection of all probability measures on d such that for each A E p(g), 
&A ( .) is a /3(lRp) measurable function into [0 11. A sequence of procedures, 
(6,}, is said to converge regularly (cf. Le Cam [ 111) to a procedure 6 if 
lim . 
n J J g(t) h@ I xl 0) VW) w  R 
. = 
I J d0 SW I x> 0) VW), w F 
for every bounded and continuous function g(t) and h(x) E Ic;(iRp, v). 
ii is called a non-randomized procedure if there is a measurable function 
d,: Rp -+ R such that for almost every x,’ &d,(x) 1 x) = 1. Suppose 6,, 
n = 1, 2,..., and 6 are non-randomized procedures. 6, + 6 regularly iff 
da,(x) +a.e. d,(x) (cf. Brown [4]). 
Let L(0, t) be a non-negative, p(O) x p(K) measurable loss function, and 
let F be a a-finite measure on 0. The procedure 6 is a Bayes procedure with 
respect to F if F(O) < 00 and for almost every x, 6(+ ] x) assigns probability 
one to the set of t’s which minimize 
I L(& f> PO(X) F(d0 8 
In Section 3, Condition (1) on L(0, t) ensures that this minimum is attained 
(cf. Brown and Purves [5]). If F(O) = co, then 6 is called a generalized 
Bayes procedure. The optimality of 6 with respect to F is invariant if F is 
replaced by F/b, 0 < b < 03. 
Suppose p@(x) = c(0) ex’e. For any measure G on 0 define 
B&f, X) = JbL(8, t) ex.eG(dO), 
’ Throughout the discussion the expression “for almost every X” will always mean “for 
almost every x with respect to the dominating measure 11.” 
LIMITS OF BAYES PROCEDURES 57 
b,(x) = j-g e”‘eG(d8). 
Upon setting G(d0) = c(19) F(d@, we get 
lgL(6, t) c(e) ex’eF(dB) =leL(B, t) e”‘eG(d@ = BG(fr x). 
So that 6 is Bayes (resp., generalized Bayes) with respect to F if it minimizes 
B&3 xP&r x)/b)* 
For any subset S of Rp, the following set notation will be in effect: 
S’ = complement of S, 
So = interior of S, 
3s = boundary of S, 
S= closure of S, 
conhull S = convex hull of S, i.e., 
the intersection of all 
convex sets containing S. 
For any measure v on Rp, the support of v is defined as the intersection of 
all closed sets whose complements have v-measure zero. The support of v is 
denoted by supp v. 
3. GENERAL ASSUMPTIONS ON THE STATISTICAL 
DECISION PROBLEM 
Suppose pO(x) belongs to an exponential family of densities with respect to 
a a-finite measure v on Rp, and BE RP is the natural parameter. Then ps(x) 
is of the form c(0) ex”. Let 
oc eaw 
i I- 
(_ c(B) e”‘ev(dx) < co . IRp 
1 
The space of estimates F is assumed to be equal to the closure of 0. We 
assume that the dominating measure v assigns finite measure to compact 
subsets of Rp. Let A, = {x 1 v({x}) > 0). Then A, is at most countable. 
Defining v* by v*(A) = v(A n A,) and letting I denote the Lebesgue measure 
on Rp, we assume v is dominated by I + v*. Let V denote the conhull 
(supp v). Without loss of generality, it is assumed that 0 = (0, O,..., 0)’ is 
contained in V(‘. 
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Since p,Jx) belongs to an exponential family, the joint density of 
x, 2 x* Y..., X, independent and identically distributed variables is also of the 
form pe(y) where y = C,J’=, Xi. Hence, the results of Section 4 apply 
regardless of the number of observations. We will assume one observation 
throughout the discussion. 
Let the loss function L(f?, t) satisfy the following regularity conditions. 
Condition (1). L(B, t) is finite for each 0 and t, and L(B, t) -+ co as 
I] t]] + co uniformly on any compact set D c 0. 
Condition (2). I,(& t) is continuous in 6’ and t. I,(., t) can be extended 
continuously to G, and for any compact set D c G, 
lim,,O sup0 Iqe, t)- L(e, to)1 = 0. 
Condition (3). Let g c K be compact, and x E V be such that 
{B ] x , 8 > k} is non-empty for every k > 0. For each k > 0 such that 
x . c < k for every c E 0, there is a compact set TX., c K satisfying x . t > k 
for every t E TX,,, and for each c E %? there is t, E Tx,k such that 
inf inf 
‘F lf?lx.O>kl 
(qe, C) - L(e, t,)) > 0. 
Condition (4). Let x, ,..., x, belonging to p, be the vertices of a 
polyhedron about the origin. For any compact set T c K and for every 
ai > 0, i = l,..., r, 
Jqe, t> 
s”Tp s!#J c;=, eaixi. 0 < * 
and 
lim sup su 
R 
w4 0 
Y- T (61 IIB >y~ CT=! eaixi.’ 
= 0. 
We conclude this section with a formal statement of the complete class 
theorem which is the basis for the results of Section 4. The hypotheses of 
Theorem 3.1 are restricted to the assumptions on the decision problem stated 
in this section, but the conclusion is valid under more general hypotheses (cf. 
Wald [ 151 and Le Cam [ 1 l] for more general conditions and proofs). 
THEOREM 3.1. Suppose a statistical decision problem satisfies the 
assumptions stated above. Then the class of regular limits of sequences of 
Bayes procedures form a complete class. 
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4. THE COMPLETE CLASS THEOREM 
Let (I;,} be a sequence of finite measures on 0, and {?I,} the 
corresponding sequence of Bayes procedures. 
Given x, ,..., x, as in Condition (4), define 
The set S = {x E V 1 lim, sup jB ex’“G,(df9) < 00 } is a convex set (cf. 
Lehmann [ 121) and contains the closed convex polyhedron generated by 
x, )...) x, . Clearly, SC I? Whenever v(S’) = 0 we also get that PC S, and 
therefore v= S. That S contains the polyhedron generated by x, ,..., x, is 
sufficient for the sequence of measures G, to contain a weakly convergent 
subsequence (cf. Lamperti [IO]). It is convenient to assume that all of (G,) 
converges, and we will denote the limiting measure by G. 
Before proceeding to Lemma 4.1, we state two consequences of the regular 
convergence of (6,) to a procedure S which are needed in the proofs which 
follow. 
(4.1) For K compact, lim, 6,(K ] x) = 1 for every x E E with u(E) > 0 
implies 6(K 1 x) = 1 for almost every x E E. 
(4.2) For 59 bounded, lim, 6,(@‘O ] x) = 0 for every x E E with 
v(E) > 0 implies 6(@’ 1 x) = 0 for almost every x E E. 
LEMMA 4.1. If {S, } converges regularly to a procedure 6, then u(S’) = 0. 
Proof Suppose 0 is not compact. Partition Rp into 2p subsets, 
R Rm * >***, formed by restricting each coordinate of (e,,..., 0,)’ to be 
either ei < 0 or ei > 0. Let Oj=OnRj, and let s; = 
{x E S’ / lim, sup Jo, e “‘eG,(dB) = co }. Then S’ = uj”, S; . For specificity, 
set 0, = {8 E 0 1 8, > 0, i = l,..., p}. Suppose 0, is non-empty and 8, is not 
compact. 
If v(S;) > 0, then there is a subset 0 of S; with positive measure, and a 
subsequence {n’} such that 
lim 
J 
eY’eGn,(dt3) = 00 for every y E 0, k > 0. (4.3) 
IeIY.e>kl 
Let q={cEgI]lcl]<z} and pick any y E 0. Choose k > 0 such that 
y . c ( k for every c E Zz. Conditions (3) and (4) imply the existence of a 
compact set T c d with y . t > k such that for every c E g= there is t, E T 
for which the following inequality is true: 
68311311 5 
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where v,(z, k, y) > 0 and v*(z, k, y) < co. Then (4.3) and (4.4) imply that 
for all n’ sufftciently large and for every c E gZ’,, BG,,(c, y) is not minimized 
on gZ and 6,,(gZ 1 JJ) = 0. Since the same arguments hold for any y E 0, (4.2) 
implies that 6(Vz 1 y) = 0 for almost every y E 0. Since z is arbitrary, we 
conclude that &a 1 JJ) = 0 almost everywhere on 0 which is impossible. 
If g is compact, the finiteness of supn ~ee”‘eG,(df9) for every x is 
immediate from supe ex’ ’ < co, and the weak convergence of G,. In this 
case, Condition (3) is not needed. I 
For the remainder of this section it will be assumed that the sequence of 
Bayes procedures (6,) converges regularly to 6. Since v(S’) must be zero, we 
can identify s with v, and refer to v in lieu of R 
LEMMA 4.2. For every x E p 
lip bG,(x) = IiF j. e”‘eG,(d8) 
B 
= 
I 
e”‘eG(dO) = bG(x) < 00, 
i3 
lim BG,(f, x) = lim 1 L(B, t) e”‘eGn(dO) 
n n B 
(4.6) 
= 
J 
L(B, t) ex’eG(d9) = B,(t, x). 
B 
The convergence in (4.6) is uniform on any compact set KC b?. 
Proof: By the weak convergence of G, to G, the convergence in (4.5) and 
(4.6) holds when the limits of integration are restricted to a compact set. 
Hence, when 0 is compact the convergence to the proper limits is immediate. 
If 8 is not compact, then (4.5) and (4.6) are true if bG,(x) and BG,(t, x) are 
uniformly integrable. This is established by showing that if bG,(x), resp., 
B, (t, x) is not uniformly integrable for some x,, E V”, then in a 
neiihborhood of x0 there is an x for which Lemma 4.1 fails. 
Conditions (2) and (4) imply the equicontinuity of the sequence of 
functions BG,(t, x) on any compact set Kc 5. Hence, the convergence in 
(4.6) is uniform on K and, furthermore, B,(t, x) is continuous in t. 1 
Let m,,(x) = inf, B,,(t, x) and m(x) = inf, B&f, x). The sets V,,,,,,, = 
{t ) B, (t, x) < m,(x) + a} and %?*,a = (t 1 B,(t, x) < m(x) + a} are compact. 
Condit”ion (1) and the convergence of BF,(t, x) imply that for any x E p 
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there exists a compact set containing Vn’,.X,, for every n. The uniformity of 
convergence implies that lim, m,(x) = m(x), and for any a > 0, 
lim, 8n(gX,(I ] x) = 1 for almost every x E Vo. 
The continuity of jBeX” G(&?) on V” and Condition (4) imply that for 
any compact set in &, B&t, x) is equicontinuous on V’. Condition (1) now 
implies that for any a > 0 and any compact set E c I”‘, there exists a 
compact set K such that gX,, c K for every x E E. Furthermore, m(x) is 
continuous on V”. Using (4.1) and the above assertions we can state: 
(4.7) For any compact set E c I”’ with v(E) > 0, there exists a 
compact set K such that lim, 6,(K ( x) = 1, and consequently 6(K 1 x) = 1 for 
almost every x E E. 
Suppose that {S,} and {a} are non-randomized procedures. This would be 
the case if K is convex and L(8, .) is strictly convex on 6; then Vn,+,O and 
VX,O consist of one point for every n and x. If 6, -+ 6 regularly, an immediate 
consequence of the convergence of d,,(x) to d,(x) and lim, 6,(gX,= 1 x) = 1 is 
that for almost every x E V”, d,(x) minimizes BG(t, x). If v(aV) = 0, then 
6(. ] x) assigns probability one to the set of t’s which minimize B,-(t, x) for 
almost every x. If in addition 0 is closed, then 6 is a generalized Bayes 
procedure with respect to F(dB) = c-‘(e) G(d0). 
Given the above argument for non-randomized procedures, the more 
complex argument which follows is needed primarily for the cases involving 
randomized decision procedures. For the proof of Lemma 4.4 we will need a 
result due to Portnoy (131 which is stated without proof as Lemma 4.3. 
LEMMA (4.3) (Portnoy). Let (&‘, 4) be a compact metric space, (Y, /3) a 
measurable space, and I: ,d x Y + R ’ is continuous on ..@’ for each y E Y 
and measurable on Y for each a E .d. Then for any finite measure v on /3 
and E > 0 there are disjoint Ci E /? and li E space of continuous functions 
from .8/ into R’, 1 < i < N, so that Z*(a, y) = Cy=, 1,-J y) f,(a) satisfies 
sup,, Il*(a, y) - !(a, y) < E except for y in a set of v-measure E. 
Furthermore, SUP.~.~ Il*(a, y)l < SUP.~,~ I@, y)l + E. 
LEMMA 4.4. For any compact set E c V’ and Kc &, 
lim . 
JJ 
B&t, x) &,(dt / x) VW) n E K . . = 1 I B&t, x) 6(dt 1 x) v(dx). E-K 
Proof. By Lemma 4.3, there is a continuous function B*(t, x) such that 
sup, IBo(t, x) - B*(t, x)/ < c/3(v(E) + M), for every x except on E, with 
v(E,) < c/3(u(E) + M), where M = SUP~,~ B&t, x) < co. This together with 
the regular convergence of 6, -+ 6 yields the desired convergence. 1 
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THEOREM 4.5. Suppose 6, is a sequence of Bayes procedures such that 
6, + 6 regularly. Suppose that p&x) = c(B) ex’e with respect to the measure v 
and 0 c Rp. If L(8, t) satisfies Conditions (1) through (4), then there exists 
a finite measure G such that for almost every x E V”, 6(. 1 x) assigns 
probability one to the set gX = {t 1 Ba(t, x) = m(x)}. 
Proof It is sufficient to show that a(@?” 1 x) = 1 on any compact subset 
of V’ with positive v-measure. Let E c p be compact and v(E) > 0. 
By (4.7), there exists a compact set K such that lim, 6,(K 1 x) = 1 and 
6(KI x) = 1 for almost every xE E. The lim, m,(x) = m(x) implies 
lim, SK Ba(t, x) 6,(dt 1 x) = m(x), and since SUP~,~ B&t, x) < 00 
lim . 
n J 1 BG(f, x) 6,(dt ( x) v(dx) = j. m(x) v(dx). EK E 
Then applying Lemma 4.4 we get 
1 ,f 
EK 
B,(t, x) 6(dt I x) v(dx) = li,” lE ji. B,(t, x) 6,(dt I x) v(dx) 
= ji m(x) v(dx). 
Since m(x) < SK Bo(t, x) 6(dt 1 x ) , we must have that for almost every x E E, 
I, B,(t, x) 6(dt I x) = m(x). But this can only occur if 6(gX 1 x) = 1 for almost 
every x E E. m 
As a result of Theorem 3.1 we have the following corollaries: 
COROLLARY 4.6. Suppose the conditions of Theorem 4.5 hold. Let L%O be 
the class of procedures 6 such that for almost every x, 6(. I x) assigns 
probability one to the set of t’s which minimize so L(6, t) FeG(dt3) for some 
finite measure G, If v(aV) = 0, then .J& is a complete class. 
COROLLARY 4.7. If 0 is closed and v(aV) = 0, then the generalized 
Bayes procedures form a complete class. 
Comment 4.8. If 0 is not closed, pe(x) may not be defined on a@. Since 
G may put mass IN, we cannot in general characterize 6 as a generalized 
Bayes procedure. When 0 is closed, set F(dB) = c-‘(e) G(d0) and write 
B,(t, x) = je L(0, t) c(O) eX.eF(dO). Hence, 6 is a generalized Bayes 
procedure with respect to F(d0). 
Comment 4.9. It is not necessary to impose the condition that v(3V) = 0 
in order to formulate a complete class theorem. Theorems 3.1 and 4.5 imply 
the class of procedures which can be characterized as in Theorem 4.5 at least 
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on V” is a complete class. In fact, when 0 is compact the convergence in 
Lemma 4.2 holds also on aV. In this case we may drop the condition that 
v(aV) = 0 in Corollaries 4.6 and 4.7. However, Sacks [ 141 gives a counterex- 
ample which demonstrates that the characterization does not necessarily hold 
on %V when 0 is not compact. 
The Poisson distribution with parameter A E (0, co) is a common 
distribution for which the dominating measure v is such that v(aI’) > 0. For 
estimating the natural parameter 8 = In A, a limit of Bayes procedures may 
not be generalized Bayes. In Section 5 a way of resolving this indeter- 
minancy at x = 0 is suggested. 
Comment 4.10. An example of a loss function which violates 
Condition (3) is L(0, t) = (1 - 2tr3)‘, f, 13 E [0, co). For 19 sufficiently large 
this difference becomes negative, and therefore Condition (3) is not satisfied. 
In estimation problems involving this loss function, the conclusion of 
Theorem 5.1 does not necessarily hold as the following example shows. 
Let Y be a normal random variable with mean zero and unknown variance 
a2 E (0, co). The density of X= -Y2 is 
P,(X) = ~ e 
&u 
x/2u*(-x)- l/2. 
Setting fJ = 1/2a2 the density of X in natural parameter form is ell2 P&f) = -h e”“(--4 I” ’ e E (01 co)* 
For estimating 0, let the loss be L(8, t) = (1 - 2tQ2. This loss function arises 
by considering t to be an estimate of cr2 and taking as the loss for estimating 
cr2 the scale invariant form of squared error loss, L*(a’, t) = (1 - t/~~)~. 
Replacing a2 by l/20 in L*(u’, t) produces L(0, t). 
Let F,(dB) = dB on (0, 1) and F,({n}) = e”. The corresponding Bayes 
procedures are given by 
,,3/2en(l +x) + J; 0312~x0 de 
which converge almost everywhere to 
(4.8) 
and 
2d,(x) = 0 for x2-1. (4.9) 
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Suppose there exists G such that 
Equating this with (4.8) and (4.9) yields 
tkxeG(dt9))=-$- (1nJ: 03%“BdB) < 1 forx < -1, (4.10) 
for x>--1. 
From (4.10) we conclude that fr BeXeG(dB) = v ji 83’2eXe d0 for every 
x < -1, and therefore G(dB) = @I/* de on [O, 1) and G( [ 1, co)) = 0. But for 
X>-I, 
*O” eeXeG(de) = d 
0 
) dx (In!: 03~*eXB(dO)) < CO 
contradicts (4.11). 
5. EXAMPLES AND APPLICATIONS 
5.1. Standard Applications 
The results of Section 4 are applicable to many estimation problems 
involving squared error loss. In estimating the In of the odds ratio, 
8, = ln(wl/( 1 - o,)), of p independent Binomial distributions, B(ni, Wi), 
Theorem 4.5 ensures that every admissible procedure has the prescribed form 
whenever xi # 0 or n, for every i. The representation holds almost 
everywhere in the case of estimating the natural parameters 0 = (a, -l/p) of 
a Gamma distribution .Y(a,P). As a particular case of the Gamma 
distribution we have the problem of estimating the degrees of freedom of a 
chi-square distribution (cf. Hudson [ 91). 
For squared error loss the results are applicable to the problem of 
estimating the scale parameters 8,. = 1/2of, 0 < crf < co, of p independent 
Normal distributions. Brown [2] suggests L(0, t) = Cy=, (ln(ei/ti))’ as a 
reasonable loss function for this problem. L(., t) cannot be extended 
continuously to a= n$‘=i [0, co). The discontinuity can be resolved by 
considering L’(B, t) = ,JJy=i (ln((0, + l)/(ti + l)))*. For p = 1, L/(8, t) 
satisfies Conditions (1) through (4), but for p > 2 Condition (3) does not 
hold. * 
* This was pointed out by the referee. 
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5.2. Monotone Functions of Squared Error 
Loss functions of the form L(B, t) = Z(110 - t I[*), where 1 is unbounded and 
continuous in 1119 - tll*, satisfy Condition (1) and (2). Condition (4) is a 
“mild” growth condition which is satisfied if 
lim “II’- tl12> = 0 
Ilell-+~ ell e’l 
for any t. 
When I is monotone increasing in II 19 - tll*, Condition (3) is satisfied if and 
only if 
(5.1) For any b > 0 there exists b, > 0 such that Z(h + 6) - f(h) > b, 
for every h > 0. 
(5.1) is also true if I is a monotone increasing function of (0 - t)‘Q(S - t) 
for any positive definite symmetric matrix Q. More generally, if 
Zi((e - t)‘Q(O - t)), i = l,..., r, satisfy Condition (1) through (4), then any 
linear combination L(B, t) = Cf= I aili with ai > 0 for each i satisfies the 
conditions. 
As a consequence of (5.1), we can state the following proposition. 
PROPOSITION 5.1. Let L(B, t) = 116 - tJI=, 0, t E iRp. Zf a > 1, then L(8, t) 
satisfies Conditions (1) through (4) f or any p> 1. Zf a< 1 andp>2, then 
L(B, t) does not satisfy Condition (3). 
5.3. Independent Poisson Random Variables 
Let X, ,..., X, be independent Poisson random variables with natural 
parameters 8, = In 1,, li > 0. Observations with xi = 0 for some i are on the 
boundary of the convex hull of the support of the dominating measure. As 
already noted in Comment 4.9 it may not be possible to represent a limit of 
Bayes procedures at these points. 
This indeterminacy at the boundary can be eliminated by arbitrarily 
assigning a lower bound to each Bi, i.e., by taking t9 = (0 1 19~ > ai, 6, > -co, 
i = l,..., p}. In practice, this means assuming Ai > si > 0 where ci can be 
chosen to be arbitrarily close to zero, an assumption which does not seem to 
be unreasonable. Making the appropriate shift in location to Y, = Xi + a,, 
where ai is a negative integer, we can establish the uniform integrability in 
Lemma 4.2 for any y on the planes yi = ai with arguments similar to the 
general proof. 
ACKNOWLEDGMENTS 
The author wishes to thank his thesis advisor Professor Lawrence D. Brown for his 
guidance and support throughout the research and writing of his Ph.D. thesis upon which this 
66 FRANK CARIDI 
paper is based. Also. the author would like to thank Professor William Strawderman for his 
constant encouragement to pursue the research. 
REFERENCES 
[ 11 BERGER. J. O., AND SRINIVASAN, C. (1978). Generalized Bayes estimators in 
multivariate problems. Ann. Statist. 6 783-801. 
121 BROWN, L. D. (1968). Inadmissibility of the usual estimators of scale parameters in 
problems with unknown location and scale parameter. Ann. Math. Statist. 39 29-48. 
13 ] BROWN, L. D. (1971). Admissible estimators, recurrent diffusions, and insoluble 
boundary value problems. Ann. Math. Statist. 42 855-903. 
141 BROWN, L. D. (1974). Notes on statistical decision theory. Unpublished notes, Rutgers 
University. 
151 BROWN, L. D.. AND PURVES, R. (1973). Measurable selection of extrema. Ann. Statist. 1 
902-912. 
16 1 CARIDI. F. (1980). Characterization of limits of Bayes procedures in problems of 
estimating the natural parameter of an exponential family. Ph.D. Dissertation. Rutgers 
University. 
171 FARRELL, R. H. (1966). Weak limits of Sequences of Bayes procedures in estimation 
theory. Proc. Fifth Berkele.r Symp., Vol. 1. pp. 83-l 11. Univ. of California Press, 
Berkeley. 
(81 FERGUSON. T. S. (1967). Mathematical Statistics: a decision theoretic approach. 
Academic Press, New York. 
(9 1 HUDSON, H. M. (1978). A natural identity for exponential families with applications in 
multiparameter estimation. Ann. Statisf. 6 473-484. 
1101 LAMPERTI. J. (1966). Probability. Benjamin, New York. 
Ill I LE CAM, L. (1955). An extension of Wald’s theory of statistical decision functions. Atrn. 
Math. Statist. 23 69-8 1. 
I12 I LEHMANN. E. L. (1966). Testing Statistical Hypotheses. Wiley, New York. 
I13 I PORTNOY. S. (1972). On fundamental theorems in decision theory. Unpublished notes. 
Harvard University. 
(141 SACKS, J. (1963). Generalized Bayes solutions in estimation problems. Ann. Math. 
Statist. 34 75 l-768. 
I15 I WALD. A. (1950). Statistical Decision Functions. Wiley. New York. 
