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An Ostrowski type inequality for a double integral is derived via a ∆∆-integral on time
scales; this generalizes anOstrowski type inequality and some related results from Liu et al.
(2010) [1]. Some new applications are also given.
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1. Introduction
In 1938, A.M. Ostrowski proved an interesting integral inequality, estimating the absolute value of the derivative of a
differentiable function by its integral mean as follows:
Theorem 1 ([1]). Let f : [a, b] → R be a function which is continuous on [a, b] and differentiable on (a, b) with bounded
derivative such that |f ′| ≤ M <∞. Then,f (x)− 1b− a
∫ b
a
f (t)dt
 ≤
1
4
+

x− a+b2
b− a
2 (b− a)M, (1.1)
for all x ∈ [a, b], where M is a constant.
Inequality (1.1) has wide applications in numerical analysis and in the theory of some special means—estimating error
bounds for some special means and some quadrature rules, etc. Hence inequality (1.1) has attracted considerable attention
and interest frommathematicians and researchers. Due to this, over the years researchers have devotedmuch time and effort
to the improvement and generalization of (1.1). These studies include, among others, the works in [2–5]. Dragomir et al. [6]
proved an Ostrowski type inequality for a double integral and Liu et al. [7] proved some generalizations for double-integral
inequalities with applications. Pachpatte [8] proved an Ostrowski type inequality in three independent variables.
The development of the theory of time scales was initiated by Hilger [9] in his Ph.D. Thesis, as a theory capable of
containing both difference and differential calculus, in a consistent way. Since then, many authors have studied certain
integral inequalities or dynamic equations on time scale [10–15]. Bohner et al. established an Ostrowski inequality for a
single integral on time scales as follows:
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Theorem 2 ([10]). Let a, b, x, t ∈ T, a < b. If f : [a, b] → R is a differentiable function, thenf (x)− 1b− a
∫ b
a
f σ (t)1t
 ≤ Mb− a [h2(x, a)+ h2(x, b)], (1.2)
where
M = sup
a≤t≤b
| f 1(t) | .
This inequality is sharp in the sense that the right hand side of (1.2) cannot be replaced by a smaller one, where the function
h2(., .) is defined in Section 2.
In [16–20] inequality (1.2) was further generalized. The main aim of this work is to establish an Ostrowski type
inequality for a double integral via11 integrals, unifying the corresponding continuous and discrete versions, generalizing
[1, Theorem4 and Lemma4] and some related results therein. Some applications for generalized polynomials for continuous,
discrete and the quantum calculus cases are also given.
This work is organized in the following way. After this introduction, in Section 2 some time scale essentials are given.
In Section 3 some results relating to the Ostrowski type inequality are discussed and in the last part, Section 4, some new
applications of the results from Section 3 are given.
2. Time scale essentials
A time scale (or measure chain) is a non-empty closed subset of the reals, R, together with the topology of the subspace
of R, and we usually denote it by the symbol T. The twomost popular examples are T = R and T = Z. For any interval I of R
(open or closed), IT = I∩T is called a time scale interval.We define the forward and backward jump operators σ , ρ : T→ T
by
σ(t) = inf{s ∈ T : s > t} and ρ(t) = sup{s ∈ T : s < t}
(supplemented by inf∅ = supT and sup∅ = infT, where ∅ denotes the empty set). The set Tk is defined to be T if T does
not have a left scattered maximum; otherwise it is T, without this left scattered maximum. The graininess µ : T→ [0,∞)
is defined by
µ(t) = σ(t)− t.
Hence the graininess function is constant 0 if T = R while it is constant 1 if T = Z. However, a time scale T could have
nonconstant graininess. Let f : T→ R be a function; then f σ : T→ R is defined by f σ (t) = f (σ (t)) for t ∈ T, where σ(t)
is defined above. We also say that f is delta differentiable (or simply: differentiable) at t ∈ Tk provided there exists an α
such that for all ϵ > 0 there is a neighborhood ℵ of t with
|f (σ (t))− f (s)− α(σ(t)− s)| ≤ ϵ |σ(t)− s| for all s ∈ ℵ.
In this case we denote the α by f ∆(t), and if f is differentiable for every t ∈ Tk, then f is said to be differentiable on T and
f ∆ is a new function on Tk. If f is differentiable at t ∈ Tk, then it is easy to see that
f ∆(t) =

lim
s→t(s∈T)
f (t)− f (s)
t − s if µ(t) = 0
f (σ (t))− f (t)
µ(t)
, if µ(t) > 0.
Several useful delta derivative formulas are recorded in [21, Lemma 1,2] (see also [22]).
A function f : T→ R is said to be rd-continuous provided it is continuous at every right dense point and the left sided
limit exists at every left dense point. We denote by Crd(T,R) the set of all rd-continuous functions f : T → R, and denote
the set of all differentiable functions f ∈ Crd(T,R) having first-order rd-continuous derivative by C1rd(T,R). The importance
of rd-continuous functions is revealed by the following existence result of Hilger [9]: every rd-continuous function possess
an antiderivative. Here, F is called an antiderivative of a function f defined on T if F∆ = f holds on Tk. In this case we define
an integral as follows:∫ t
s
f (τ )1τ = F(t)− F(s), for s, t ∈ T.
The generalized polynomial is the function hk : T2 → R, k ∈ N0, defined recursively as follows: h0(t, s) ≡ 1 for all s, t ∈ T,
and given hk for k ∈ N0, the function hk+1 is given by
hk+1(t, s) =
∫ t
s
hk(τ , s)1τ for all s, t ∈ T.
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Let T1 and T2 be two given time scales; put T1 × T2 = {(x, y) : x ∈ T1, y ∈ T2}. Then T1 × T2 is a complete metric space
with metric d defined by
d((x, y), (x´, y´)) =

(x− x´)2 + (y− y´)2 for all (x, y), (x´, y´) ∈ T1 × T2.
In [23]. Bohner and Guseinov defined the notion of multiple integration on time scales.
3. Ostrowski’s inequality for double integrals
In this section two time scales T1 and T2 are to be discussed such that a, b ∈ T1 and c, d ∈ T2 for a < b and c < d.
Theorem 3. Let the function f : [a, b]T1 × [c, d]T2 → R be such that the partial derivatives ∂ f (t,s)∆1t ,
∂ f (t,s)
∆2s
and ∂
2f (t,s)
∆2s∆1t
exist and
are continuous on [a, b]T1 × [c, d]T2 . Then,f (x, y)− 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
∫ b
a
∫ d
c
Φ(x, t)Φ(y, s)f (σ1(t), σ2(s))∆2s∆1t

≤ 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)] [M1{hk(x, a)+ (−1)
khk(x, b)}{hk+1(y, c)+ (−1)k+1hk+1(y, d)}
+ (hk+1(x, c)+ (−1)k+1hk+1(x, d)){M2(hk(y, a)+ (−1)khk(y, b))+M3(hk+1(y, c)+ (−1)k+1hk+1(y, d))}], (3.3)
for (x, y) ∈ [a, b] × [c, d] and k ∈ N. Here,
M1 = sup
c<s<d
∂ f (t, s)∆2s
 , M2 = sup
a<t<b
∂ f (t, s)∆1t
 and M3 = sup
c<s<d;a<t<b
∂2f (t, s)∆2s∆1t
 .
To prove Theorem 3, we need the following two lemmas.
Lemma 1 ([16] Generalized Montgomery Identity). Let f ∈ C1rd([a, b]T1 ,R). Consider Ψ ,Φ ∈ C1rd([a, b]T1 ,R) defined by
Ψ (t, s) =

hk(s, a), s ∈ [a, t)T1
hk(s, b), s ∈ [t, b]T1 . and Φ(t, s) =

hk−1(s, a), s ∈ [a, t)T1
hk−1(s, b), s ∈ [t, b]T1 .
for s, t ∈ [a, b]T1 and k ∈ N. Then,
f (t) = 1
hk(t, a)− hk(t, b)
[∫ b
a
Φ(t, η)f σ (η)1η +
∫ b
a
Ψ (t, η)f ∆(η)1η
]
holds true for t ∈ [a, b]T1 .
Lemma 2. Under the assumptions of Theorem 3, we have
f (x, y) = 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
[∫ b
a
∫ d
c
Φ(x, t)Φ(y, s)
× f (σ1(t), σ2(s))∆2s∆1t +
∫ b
a
∫ d
c
Φ(x, t)Ψ (y, s)
∂ f (σ1(t), s)
∆2s
∆2s∆1t +
∫ b
a
∫ d
c
Ψ (x, t)
× Φ(y, s) ∂ f (t, σ2(s))
∆1t
∆2s∆1t +
∫ b
a
∫ d
c
Ψ (x, t)Ψ (y, s)
∂2f (t, s)
∆2s∆1t
∆2s∆1t
]
, (3.4)
where the functions Ψ ,Φ are given by Lemma 1.
Proof. By Lemma 1, for the partial delta map f (., y)we have
f (x, y) = 1
hk(x, a)− hk(x, b)
∫ b
a
Φ(x, t)f (σ1(t), y)∆1t
+ 1
hk(x, a)− hk(x, b)
∫ b
a
Ψ (x, t)
∂ f (t, y)
∆1t
∆1t, (3.5)
for all (x, y) ∈ [a, b] × [c, d].
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Again, Lemma 1 for the partial delta map f (σ1(t), .) yields
f (σ1(t), y) = 1hk(y, c)− hk(y, d)
∫ d
c
Φ(y, s)f (σ1(t), σ2(s))∆2s
+ 1
hk(y, c)− hk(y, d)
∫ d
c
Ψ (y, s)
∂ f (σ1(t), s)
∆2s
∆2s. (3.6)
Similarly, for the partial delta map ∂ f (t,.)
∆1t
, Lemma 1 gives
∂ f (t, y)
∆1t
= 1
hk(y, c)− hk(y, d)
∫ d
c
Φ(y, s)
∂ f (t, σ2(s))
∆1t
∆2s
+ 1
hk(y, c)− hk(y, d)
∫ d
c
Ψ (y, s)
∂2f (t, s)
∆2s∆1t
∆2s. (3.7)
From relations (3.5)–(3.7) we obtain
f (x, y) = 1
hk(x, a)− hk(x, b)
[∫ b
a
Φ(x, t)

1
hk(y, c)− hk(y, d)
×
∫ d
c
Φ(y, s)f (σ1(t), σ2(s))∆2s+
∫ d
c
Ψ (y, s)
∂ f (σ1(t), s)
∆2s
∆2s

∆1t
+
∫ b
a
Ψ (x, t)

1
hk(y, c)− hk(y, d)
∫ d
c
Φ(y, s)
∂ f (t, σ2(s))
∆1t
∆2s+
∫ d
c
Ψ (y, s)
∂2f (t, s)
∆2s∆1t
∆2s

∆1t
]
,
which yields the desired result. 
Proof of Theorem 3. Application of Lemma 2 gives usf (x, y)− 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
∫ b
a
∫ d
c
Φ(x, t)Φ(y, s)f (σ1(t), σ2(s))∆2s∆1t

= 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
∫ b
a
∫ d
c
Φ(x, t)Ψ (y, s)
∂ f (σ1(t), s)
∆2s
∆2s∆1t +
∫ b
a
∫ d
c
Ψ (x, t)Φ(y, s)
× ∂ f (t, σ2(s))
∆1t
∆2s∆1t +
∫ b
a
∫ d
c
Ψ (x, t)Ψ (y, s)
∂2f (t, s)
∆2s∆1t
∆2s∆1t

≤ 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
∫ b
a
∫ d
c
|Φ(x, t)Ψ (y, s)
× ∂ f (σ1(t), s)
∆2s
∆2s∆1t + ∫ b
a
∫ d
c
Ψ (x, t)Φ(y, s) ∂ f (t, σ2(s))∆1t
∆2s∆1t
+
∫ b
a
∫ d
c
Ψ (x, t)Ψ (y, s) ∂2f (t, s)∆2s∆1t
∆2s∆1t
≤ 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
[
sup
c<s<d
∂ f (t, s)∆2s
 ∫ b
a
∫ d
c
|Φ(x, t)||Ψ (y, s)|
×∆2s∆1t + sup
a<t<b
∂ f (t, s)∆1t
 ∫ b
a
∫ d
c
|Ψ (x, t)||Φ(y, s)|∆2s∆1t + sup
c<s<d;a<t<b
∂2f (t, s)∆2s∆1t

×
∫ b
a
∫ d
c
|Ψ (x, t)||Ψ (y, s)|∆2s∆1t
]
≤ 1[hk(x, a)− hk(x, b)][hk(y, c)− hk(y, d)]
[
M1
∫ x
a
hk−1(t, a)∆1t
+ (−1)k−1
∫ b
x
hk−1(t, b)∆1t
∫ y
c
hk(s, c)∆2s+ (−1)k
∫ d
y
hk(s, d)∆2s

+M2
∫ x
c
hk(t, c)∆1t + (−1)k+1
∫ x
d
hk(t, d)∆1t
∫ y
a
hk−1(s, a)∆2s
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+ (−1)k
∫ y
b
hk−1(s, b)∆2s

+M3
∫ x
c
hk(t, c)∆1t + (−1)k+1
∫ x
d
hk(t, d)∆1t

×
∫ y
c
hk(s, c)∆2s+ (−1)k+1
∫ y
d
hk(s, d)∆2s
]
,
which gives the desired result. 
Remark 1. On letting k = 1,T1 = T2 = Z, a = 0 = c, b = n, d = m, x = i, y = j, t = k, s = l and f (p, q) = xp yq,
relations (3.3) and (3.4) coincide with [1, Corollaries 5 and 2].
Remark 2. On letting k = 1,T1 = T2 = R, relations (3.3) and (3.4) coincide with [1, Theorem 4 and Lemma 4].
Remark 3. On letting k = 1,Tm = qN0m , qm > 1, 1 ≤ m ≤ 2 and taking a = qi1, b = qj1, c = qk2, d = ql2 for some
i < j, k < l, relations (3.3) and (3.4) coincide with [1, Corollaries 6 and 3].
Remark 4. On letting k = 1,T1 = T2 = R, relation (3.4) coincides with [1, Corollary 1] and [6, Theorem 2].
4. Applications for generalized polynomials
Example 1. Let T1 = T2 = R. Then, we have
hk(t, s) = (t − s)
k
k! =
(−1)k(s− t)k
k! and Φ(t, s) =

(s− a)k
k! , s ∈ [a, t)R
(s− b)k
k! , s ∈ [t, b]R.
for s, t ∈ R; k ∈ N. In this case, Ostrowski’s inequality (3.3) reads as follows:f (x, y)− [k!]2[(x− a)k + (−1)k+1(b− x)k][(y− c)k + (−1)k+1(d− y)k]
×
∫ b
a
∫ d
c
Φ(x, t)Φ(y, s)f (t, s) ds dt
 ≤ M1[(x− a)k + (b− x)k][(y− c)k+1 + (d− y)k+1](k+ 1)![(x− a)k + (b− x)k][(y− c)k + (d− y)k]
+
[(x− c)k+1 + (d− x)k+1]

M2

(y− a)k + (b− y)k+M3  (y−c)k+1+(d−y)k+1k+1 
(k+ 1)![(x− a)k + (b− x)k][(y− c)k + (d− y)k]
where
M1 = sup
c<s<d
∂ f (t, s)∂s
 , M2 = sup
a<t<b
∂ f (t, s)∂t
 and M3 = sup
c<s<d;a<t<b
∂2f (t, s)∂s∂t
 .
Example 2. Let T1 = T2 = Z. Then, we have
hk(t, s) = (t − s)
(k)
k! =
(−1)k(s− t + k)(k)
k! and Φ(t, s) =

(s− a)(k)
k! , s ∈ [a, t − 1]Z
(s− b)(k)
k! , s ∈ [t, b]Z,
for s, t ∈ Z; k ∈ N. In this case Ostrowski’s inequality (3.3) reduces to the following inequality:f (x, y)− [(k+ 1)!]2[(x− a)(k+1) − (x− b)(k+1)][(y− c)(k+1) − (y− d)(k+1)]
b−1
t=a
d−1
s=c
Φ(x, t)Φ(y, s)f (t + 1, s+ 1)

≤ M1

(x− a)(k) + (b− x+ k)(k) (y− c)(k+1) + (d− y+ k+ 1)(k+1)
(k+ 1)[(x− a)(k) + (−1)1+k(b− x+ k)(k)][(y− c)(k) + (−1)1+k(d− y+ k)(k)]
+ M2[(x− c)
(k+1) + (d− x+ k+ 1)(k+1)][(y− a)(k) + (b− y+ k)(k)]
(k+ 1)[(x− a)(k) + (−1)1+k(b− x+ k)(k)][(y− c)(k) + (−1)1+k(d− y+ k)(k)]
+
M3

(x− c)(k+1) + (d− x+ k+ 1)(k+1)  (y−c)k+1+(d−y+k+1)(k+1)k+1 
(k+ 1) (x− a)(k) + (−1)1+k(b− x+ k)(k) [(y− c)(k) + (−1)1+k(d− y+ k)(k)] ,
where n(k) = n!k! and n(0) = 1 for n ∈ Zwith:
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M1 = the maximum value of the absolute value of the difference∆2f over [c, d− 1]Z for some fixed t ∈ [a, b]Z.
M2 = the maximum value of the absolute value of the difference∆1f over [a, b− 1]Z for some fixed s ∈ [c, d]Z.
M3 = the maximum value of the absolute value of the difference∆2∆1f over [a, b− 1]Z × [c, d− 1]Z.
Before discussing the quantum calculus case we introduce the following notation from [24]:
[k]q = q
k − 1
q− 1 , for q ∈ R/{1}, k ∈ N0.
[k]! =
k∏
j=1
[j]q for k ∈ N0.
(t − s)kq =
k−1∏
j=0
(t − qjs).
In [25, Example 1.104] it is shown that
hk(t, s) =
(t − s)kq
[k]! for s, t ∈ q
N0; k ∈ N0.
Example 3. Consider Ti = qN0i for qi > 1, 1 ≤ i ≤ 2. Then,
Φ(t, s) =

(s− a)kq1
[k]! , s ∈ [a, t/q1]T1
(s− b)k
[k]! , s ∈ [t, b]T1 ,
for (x, y) ∈ [a, b]T1 × [c, d]T2 . Therefore in this situation Ostrowski’s inequality (3.3) has the following form:f (x, y)−
ac(q1 − 1)(q2 − 1)[
(x−a)kq1−(x−b)kq1
[k]!
] [
(y−c)kq2−(y−d)kq2
[k]!
] log(b/(aq1))q1−
t=0
log
(d/(cq2))
q2−
s=0
qt1 q
s
2Φ(x, aq
t
1)
× Φ(y, cqs2)f (a qt+11 , cqs+12 )
 ≤ 1[
(x−a)kq1−(x−b)kq1
[k]!
] [
(y−c)kq2−(y−d)kq2
[k]!
]

M1

(x− a)kq1 + (−1)k(x− b)kq1
[k]!

(y− c)k+1q2 + (−1)k+1(y− d)k+1q2
[k+ 1]!

+ M2

(x− c)k+1q2 + (−1)k+1(x− d)k+1q2
[k+ 1]!

(y− a)kq1 + (−1)k(y− b)kq1
[k]!

+ M3

(x− c)k+1q2 + (−1)k+1(x− d)k+1q2
[k+ 1]!

(y− c)k+1q2 + (−1)k+1(y− d)k+1q2
[k]!

,
where:
M1 = the maximum value of the absolute value of the q2-difference Dq2 f (t, s) over [c, d/q2]T2 for some fixed t ∈ [a, b]T1
defined by
f (t, sq2)− f (t, s)
sq2 − s .
M2 = the maximum value of the absolute value of the q1-difference Dq1 f (t, s) over [a, b/q1]T1 for some fixed s ∈ [c, d]T2
defined by
f (tq1, s)− f (t, s)
tq1 − t .
M3 = the maximum value of the absolute value of the q2 q1-difference Dq2q1 f (t, s) over [a, b/q1]T1 × [c, d/q2]T2 defined
by
f (tq1, sq2)− f (t, sq2)− f (tq1, s)+ f (t, s)
[sq2 − s][tq1 − t] .
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