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Abstract 
The request for accelerating 3D rendering has driven the birth of the graph-
ics processing unit (GPU). With the rapid development, nowadays GPU has 
become a powerful and efficient programmable unit. Bearing the inherent 
SIMD architecture which is suitable for parallel computation, GPU can be 
treated as a commodity stream processor. With the support of the power-
ful computation ability on high precision data, it has wide applications not 
only for image rendering but also for general purpose computations. In this 
thesis, we have exploited the GPU power in the area of image-based relight-
ing and neural network. By modeling with the low frequency approximation 
functions, the image-based relighting can be simulated by the evaluation of 
the linear combination, which is amenable to implement on the GPU. This 
technique is applicable for the directional/point light source and the environ-
ment relighting. To further compress the data consumption, we incorporate 
the texture compression into the relighting process. The block-wise principal 
component analysis (PCA) is adopted and the decoding is straightforwardly 
integrated into the pipeline of GPU. Besides image rendering, we also inves-
tigate the applications of GPU on neural network computation. We map the 
test processing of a self-organized neural network - neocognitron on GPU. The 
essential convolution computation inside the neocognition fits well with the 
parallel implementation. By taking the advantage of the layer structure and 
the homogenous connection, recognition of neocognitron can be accelerated by 


















First, I would like to thank my supervisors professor Heng Pheng Ann and 
professor Wong Tien Tsin, who have patiently guided me through two years of 
my MPhil study. Without their encouragement and guidance I couldn't finish 
my research. I would also like to thank my thesis committee, professor Wong 
King Hong and professor Leong Heng Wai. Professor Wong King Hong has 
been my marker many times and given me many useful advices on my research 
work. I want to thank my colleagues, Albert, Xie Yongmin, Shirley, Alex, Wu 
Weil, Wang Guangyu, Wan Liang, Qu Yingge, who always gave me valuable 
advise and encouragement when I felt frustrated with my research. I would 
like to thank my dear friends in CU, thank you all for giving me such a happy 
time in the beautiful campus. The life with you will be part of my memory. 
Finally, I would like to express my deepest gratitude to my family, your love 
is the most importance for me. 
iii 
Contents 
1 Introduction 1 
1.1 Background 1 
1.2 Our applications 1 
1.3 Structure of the thesis 2 
2 The Programmable Graphics Hardware 4 
2.1 Introduction 4 
2.2 The evolution of programmable graphics hardware 4 
2.3 Benefit of GPU 6 
2.4 Architecture of programmable graphics hardware 9 
2.4.1 The graphics hardware pipeline 9 
2.4.2 Programmable graphics hardware 10 
2.5 Data Mapping in GPU 12 
2.6 Some limitations of current GPU 13 
2.7 Application and Related Work 16 
3 Image-based Relighting on GPU 18 
3.1 Introduction 18 
3.2 Image based relighting 20 
3.2.1 The plenoptic illumination function 20 
3.2.2 Sampling and Relighting 21 
3.3 Linear Approximation Pimction 22 
iv 
3.3.1 Spherical harmonics basis function 22 
3.3.2 Radial basis function 23 
3.4 Data Representation 23 
3.5 Relighting on GPU 24 
3.5.1 Directional light source relighting 27 
3.5.2 Point light source relighting 28 
3.6 Experiment 32 
3.6.1 Visual Evaluation 32 
3.6.2 Statistic Evaluation 33 
3.7 Conclusion 34 
4 Texture Compression on GPU 40 
4.1 Introduction 40 
4.2 The Feature of Texture Compression 41 
4.3 Implementation 42 
4.3.1 Encoding 43 
4.3.2 Decoding 46 
4.4 The Texture Compression based Relighting on GPU 46 
4.5 An improvement of the existing compression techniques 48 
4.6 Experiment Evaluation 50 
4.7 Conclusion 51 
5 Environment Relighting on GPU 55 
5.1 Overview 55 
5.2 Related Work 56 
5.3 Linear Approximation Algorithm 58 
5.3.1 Basic Architecture 58 
5.3.2 Relighting on SH 60 
5.3.3 Relighting on RBF 61 
5.3.4 Sampling the Environment 63 
V 
5.4 Implementation on GPU 64 
5.5 Evaluation 66 
5.5.1 Visual evaluation 66 
5.5.2 Statistic evaluation 67 
5.6 Conclusion 69 
6 Neocognitron on GPU 70 
6.1 Overview 70 
6.2 Neocognitron 72 
6.3 Neocognitron on GPU 75 
6.3.1 Data Mapping and Connection Texture 76 
6.3.2 Convolution and Offset Computation 77 
6.3.3 Recognition Pipeline 80 
6.4 Experiments and Results 81 
6.4.1 Performance Evaluation 81 
6.4.2 Feature Visualization of Intermediate-Layer 84 
6.4.3 A Real-Time Tracking Test 84 
6.5 Conclusion 87 
7 Conclusion 90 
Bibliography 93 
vi 
List of Figures 
2.1 The performance comparison between GPU & CPU 6 
2.2 The graphics hardware pipeline 10 
2.3 Data packing on GPU 13 
2.4 Data Mapping on GPU 14 
3.1 The plenoptic function 20 
3.2 Examples of the image-like coefficient map 25 
3.3 Directional relighting on GPU 26 
3.4 Data transfer from CPU to GPU 28 
3.5 Blending multiple render passes 29 
3.6 The substitute model for the evaluation of the basis function . . 30 
3.7 The 32-bit cube texture on GPU 31 
3.8 Rendering with different lighting sources based on SH with cur-
rent GPU 35 
3.9 Rendering with CPU or out-of-date GPU 36 
3.10 Rendering with dataset "caustics" by different numbers of co-
efficient maps 37 
3.11 Rendering with dataset "house" by different numbers of coeffi-
cient maps 38 
3.12 FPS vs no. of coefficient map, data set "forbidden" 39 
3.13 FPS vs no. of coefficient map, data set "house" 39 
4.1 Block-Wise PCA 44 
vii 
4.2 Data Structure for Encoded Block 45 
4.3 Image-based Relighting with Texture Compression 47 
4.4 Texture Decoding on GPU 48 
4.5 PSNR vs. the block size 51 
4.6 Compression ratio vs. the block size 52 
4.7 Rendering with dataset "house" via texture compression . . . . 53 
4.8 Rendering with dataset "forbidden" via texture compression . . 54 
5.1 Rendering Cubic Environment Map 64 
5.2 Rendering procedure based on SH 66 
5.3 Rendering procedure based on RBF 67 
5.4 Rendered bunny based on spherical harmonic basis function . . 68 
5.5 Rendered bunny based on radial basis function 68 
6.1 The architecture of the neocognitron 74 
6.2 Pull mapping the connections from C-layer to S-layer 75 
6.3 The texture architecture for connections between succeeding layers 78 
6.4 The GPU based convolution for neocognitron 79 
6.5 Boundary expansion 80 
6.6 Test data 82 
6.7 The performance evaluation in noisy cases 83 
6.8 The real-time GPU neocognitron for handwriting character recog-
nition, on GeForce 6800. A screen shot shows the user interface 
containing the input data, the extracted features on each layer, 
and the recognition result 88 
6.9 A template tracking procedure with GPU-based neocognitron. 
Switch of the object happened in frame 4. Right sides shows 
the automatic template selection result 89 
6.10 A simulated video sequence for switching characters 89 
viii 
List of Tables 
2.1 The performance specifications for some selected GPUs 8 
3.1 FPS for relighting with GPU k CPU 33 
4.1 Statistic Analysis for dataset "house" 50 
4.2 Statistic Analysis for dataset "forbidden" 50 
5.1 Sij - Integral of two linear basis function 59 
5.2 Integral of two spherical harmonic basis function 61 
5.3 Integral of SH & RBF 63 
5.4 Statistic Analysis 68 
6.1 The timing comparison of the GPU-based & CPU-based neocog-
nitron 82 
6.2 Distances between features of different characters.(x 10"^) . . . 85 





Nowadays the graphics processing unit (GPU) has developed into a stage where 
both the vertex engine and the fragment engine are programmable. Bearing 
the inherent SIMD architecture and the parallel pipeline, together with the 
support of high precision data structure, GPU can be used as a powerful and 
efficient stream computational processor. It has been applied widely in the 
field of 3D rendering and visualization. Through exploiting the efficient par-
allel performance of GPU, it can also be used to perform wide varieties of 
general purpose algorithms. Since it is specialized designed for 3D rendering 
rather than general purpose application, GPU can not execute the same arbi-
trary, general purpose programs as CPU can. With the current limitations of 
GPU, there still exist some challenges for the mapping of applications to GPU 
programming. 
1.2 Our applications 
Image-based rendering (IBR) has been an important research area recently in 
computer graphics. After compressing the large data amount by low frequency 
linear approximation functions, the relighting can be treated as the process of 
1 
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the linear combination. However, the computation burden is too heavy for the 
pure CPU implementation. We can offload the parallel computation to GPU 
to accelerate the rendering speed and increase the rendering visualism effect. 
With the advent of 32-bit floating point throughout the modern GPU pipeline, 
the consumption of the video memory is dramatically increased. When deploy-
ing a larger number of texture maps in the image-based relighting the large 
amount of floating point texture has been a bottleneck. Since the relighting 
can be simulated in the GPU, it is straightforward to incorporate a GPU-based 
compression method dealing with the floating point texture compression. An-
other problem with the image-based relighting is the constraints of the simple 
light sources because integration over the large area light sources or the sphere 
is too expensive for interactive rendering, especially for the dynamic lighting 
conditions. By projecting the representation of integral to low frequency co-
efficients, the complex integral can be reduced to a simple dot product which 
is amenable to be implemented on GPU. We also exploit the GPU power 
for general-purpose applications in the field of neural networks. A hierarchy 
multi-layer neural network model, neocognition, is used as the study case. 
Although iieocognitron is efficient for pattern recognition and feature extrac-
tion, the complex network architecture and the heavy computation limit its 
applications. On the other hand, the two-dimensional organization structure 
of the neurons, the local connections between the consecutive layers and the 
shared weights among the neurons all suggest that neocognitron is suitable for 
implementation on a parallel processor. 
1.3 Structure of the thesis 
The thesis is organized as follows. In the next chapter, we give a review on 
the evolutionary step of the programmable graphics processing units, the basic 
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architecture of the programmable part of graphics pipeline, the benefit of uti-
lizing GPU and the data mapping with program tricks. Some of the limitations 
of current GPU and existing applications of GPU are also addressed. In the fol-
lowing chapters, we present some applications on GPU, including the areas of 
image-based relighting and neural network. Chapter 2 describes image-based 
relighting architecture. With the linear low frequency compression techniques, 
the relighting can be simulated by the linear combination of the coefficient 
maps with the weighting factors, which can be efficiently evaluated on GPU. 
Chapter 3 further incorporates the floating point texture compression tech-
niques into the relighting system. The block-wise PCA (principal component 
analysis) based decompression of texture is performed on GPU. Chapter 4 ex-
tends the traditional relighting, which limits to the simple lighting sources, to 
the environment relighting based on the linear function approximation. The 
relighting is performed by integral of two linear approximation functions, which 
is converted to the dot product and simulated on GPU. Another field applica-
tion of GPU is mentioned in Chapter 5, where a special kind of neural network 
-neocognitron, is mapped to the implementation on GPU. With the GPU-
based model, the time performance of the recognition process for the complex 
neocognitron is increased significantly. In the last chapter, conclusions are 
drawn and some possible future directions are discussed. 
Chapter 2 
The Programmable Graphics 
Hardware 
2.1 Introduction 
In the past few years, the demand from the multimedia and games development 
industries for accelerating 3D simulation and rendering has driven the birth 
of GPU. The programmable graphics hardware is a high-performance paral-
lel graphics accelerator which handles the rendering requests via 3D graphics 
application programming interface (API). GPU can be treated as the first 
commodity, programmable parallel stream processors. They are capable of 
programming the transform and the pixel shader by the vertex engine and 
the fragment engine, which provide the flexibility for accelerating the graphics 
rendering and some other general applications. 
2.2 The evolution of programmable graphics 
hardware 
Generally speaking, the evolution of programmable graphics hardware can be 
divided into four generations. Each generation represents a significant ad-
vancement during the development of GPU [17 . 
4 
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The first generation of GPU has the ability of rasterizing pre-transformed 
triangles and applying one or two textures. The per-pixel updating can be 
completely done by the GPU, which relieves CPU from a heavy burden in 2D 
or 3D applications. But GPUs of this generation are limited in two areas. 
First, all the vertex transformations are still left to the CPU, while GPU 
can not transform vertices of 3D objects. Second, there are only a few sets 
of mathematics calculations for combining textures to process the per-pixel 
element. This generation of GPU includes NVIDIA's TNT2, ATI's Rage, and 
Sdfx's VoodooS. 
The second generation of GPU is more configurable rather than programmable, 
such as NVIDIA's Geforce 256 and Geforce2, ATI's Radeon 7500, and Savage 
3D. These GPUs offload the CPU from vertex transform, performing vertex 
transform and lighting in hardware, which is as fast as in the high-end work-
stations. But it is fixed-function. Although the set of mathematical operations 
and texture combining are expanded in this generation, including cube map 
textures and signed math calculations, it is still not powerful enough for truly 
programming. 
The third generation of GPU includes NVIDIA's GeforceS and Geforce4 
Ti, Microsoft's Xbox, and ATI's Radeon 8500. It is the first generation which 
supports the programmable vertex transform. In addition to the traditional 
fixed function transformation and lighting modes, these GPUs provide a set 
of instructions for vertex programming. But pixel shader is not achieved since 
only the pixel-level configurability is offered then. 
The fourth and current generation of GPUs mark a breakthrough during 
the evolution of the programmable graphics hardware, including NVIDIA's 
GeforceFX family with the CineFX architecture and ATI's Radeon 9700/9800. 
They are the truely programmable GPUs, which fully support programmabil-
ity at the vertex and pixel level. Until this generation, the heavy burden of 
the CPU is totally relieved from the complex vertex transformation and pixel 
Chapter 2 The Profjram.m.cible Graphics Hardware 6 
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Figure 2.1: The performance comparison between GPU & CPU 
shader processing. Together with the powerful support for the mathematics 
and texture operations, these GPUs can perform a variety of applications. 
2.3 Benefit of GPU 
GPU, introduced by NVIDIA Corporation in 1978, is the short name for graph-
ics processing unit. It is an efficient rendering coprocessor on a personal com-
puter. Bearing the inherent SIMD parallel architecture, together with the 
flexible programming ability, GPU can be treated as a commodity stream 
computational processor. 
The development speed of GPU is so fast compared with CPU, even exceed-
ing the Moores' law. Figure 2.1 shows the performance of the GPU for recent 
years [40]. As shown, GPU has a much faster performance growth curve than 
CPU. The manufacturers of the graphics hardware designed a new architec-
ture every year with a rapid model updating speed. Table 2.1 lists the selected 
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GPUs made in recent years with several performance specifications [40]. Mod-
ern GPU is a powerful computational processor. It performs floating-points 
calculations much faster than today's CPU. For example, the NVidia GeForce 
FX 5900 Ultra can run a fragment program with over 20 billion multiplies per 
second, which is equivalent to a 10 GHz Pentium 4 PC [16]. The powerful 
calculation ability is achieved due to the SIMD parallel system. In conclusion, 
GPU lias exceeded CPU in both current processing performance and develop-
ment step. The reason is that CPU aims for low latency computations while 
GPU is specially designed as an optimized architecture, which is suitable for 
high parallel programming. 
Although GPU is designed for 3D rendering and shading, it also provides 
the ability to offload the complex interactive application from CPU. Nowadays, 
real-time rendering and visualization always require a heavy pre-rendering sim-
ulation. By transferring the computational tasks from CPU to GPU, the 
ponderous computation burden of CPU is relieved. At the same time, the 
substantial bus traffic required to transmit the results of the CPU simulation 
to GPU rendering is avoided. By keeping balance between GPU and CPU, 
the overall performance of the specific application could be optimized. 
Computer graphics hardware is advancing at incredible rates. Today, GPU 
is far more powerful and much cheaper to be offered as consumer-lever pro-
grammable graphics hardware. With its wide availability, it brings an increase 
in the applications for the programmable graphics hardware, not only in the 
fields of computer graphics but also some general purposes applications with 
real time requirement. 
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Table 2.1: The performance specifications for some selected GPUs 
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2.4 Architecture of programmable graphics hard-
ware 
2.4.1 The graphics hardware pipeline 
The conventional graphics hardware processing is a fixed function pipeline 
to process a large number of vertices, geometry, primitives and fragments. 
It consists of several different processing stages, including vertex transforma-
tion, assembly and rasterization, interpolation, texturing and coloring, and 
the final raster operations [17]. Vertex transformation is the first stage of the 
pipeline, which is responsible for the position transform, texture coordinate 
generation and setting the lighting conditions. The transformed vertices will 
be transferred to the primitive assembly stage. The processing of this stage 
will assemble vertices into geometric primitives, such as the points, lines or 
triangles. Those geometric primitives flow into the rasterization steps, where 
the set of the pixels covered by the primitives will be selected. And the result 
is a set of pixel locations together with a set of fragments. Those fragments 
will go through the stage of interpolation, texture and color. It interpolates 
the fragment parameters, such as color and depth, with texture looking up 
and math calculations to obtain the final color for each fragment. The final 
stage performs per-fragment rasterization operations, where the fragments will 
be eliminated through depths, scissor, alpha and stencil test. The remained 
fragments will be blended with the corresponding pixels' value and passed to 
the frame buffer. 
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Figure 2.2: The graphics hardware pipeline 
2.4.2 Programmable graphics hardware 
Nowadays, graphics hardware has evolved from a fixed or configurable pipeline 
to a programmable pipeline. The fixed function pipeline of the graphics hard-
ware has developed into some programming units. There are two major pro-
gramming engines: the vertex processor and the fragment processor. Vertex 
processor is used to perform vertex transformation, lighting calculations, ma-
nipulating texture coordinates or altering normals. The transformed data will 
later pass through the rasterization for interpolating the positions and colors. 
Fragment processor is responsible for calculating the final color. The vertex 
program controlling the vertex processor is called vertex shader while the frag-
ment shader is used to program the fragment unit of GPU. A render pass is the 
process that the input data set passes through the whole pipeline, including 
the vertex shader and fragment shader. The architecture of the programmable 
graphics unit is shown in Figure 2.2. 
The programmable vertex processor offers the ability to directly control the 
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operations for each vertex in the GPU. It replaces the transform and lighting 
operations of the fixed function pipelines for vertices. A vertex shader operates 
on a single vertex at a time. Several registers are tightly associated with the 
vertex shaders. They are the input register, the output register, the constant 
register, temporary registers and address registers. The per-vertex input reg-
ister is read-only for a vertex shader. The per-vertex data, like model-space 
vertex coordinates, vertex color and texture coordinates, are usually stored 
ill the input register. While some attributes for the vertice which change 
per-frame or per-object, such as the light properties, transform matrices, or 
material properties, are contained in the constant register. The constant reg-
ister is read-only also to the vertex shader. The temporal register assists the 
computation of the vertex shader. It is used to read and write the temporal 
result of the execution. A special temporal register, addressing register, is pro-
vided for the indirect addressing operations. The result of the vertex shader's 
execution is some pre-defined attributes, such as texture coordinates, color, 
clip-space vertex coordinates. These typical outputs are written to the output 
register. They later flow into the next stage of the graphics pipeline, either 
fixed function pipelines or a programmable fragment processor. 
The programmable fragment processor is capable of directly manipulating 
each fragment/pixel in the graphics pipeline. The fixed pipeline of the frag-
ment texturing and coloring is substituted by the function of the fragment 
processor. There are also several registers used in the fragment shader: the 
input register, the output register and temporal registers. These registers have 
the analogous functions as those in the vertex shader. The only difference is 
each register serves for the fragment not the vertex. Except the input data reg-
ister, the fragment shader can load texture samplers as the input data. With 
the programmability, the shader can perform the texture fetching by looking 
up a specified texel value through a given texture coordinate. The texture 
coordinate can be obtained by interpolating from the vertex interpolation or 
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by mathematical calculation in the shader. As the term "fragment" means, it 
associates with a pixel by some attributes, including pixel location, depth value 
and some interpolated attributes like color and texture coordinates. After fin-
ishing the final testing for each fragment, the fragment shader will update the 
pixel ill the frame buffer. 
2.5 Data Mapping in GPU 
The trend with the development of GPU is flexible parallelism, high precision 
and powerful computation. The basic aim of utilizing the commodity GPU is to 
exploit sufficient parallel computation to achieve the high performance. Since 
GPU is not designed for arbitrary applications, some techniques are required 
to deal with programming the GPU for general purpose computations, such 
as data representation and pre-processing. 
There are two-level parallels of GPU programming. The first level is the 
vector parallel. The second is the data parallel. GPU is inherently a vector 
processor. This offers the ability of computation on the basic unit of a vector. 
Usually scalar data can be packed into RGBA color channel of each pixel or 
vertex and then treated as a four-element vector (Figure 2.3). Each instruction 
does four times as before. It also gives the additional important benefit that it 
cuts down the memory bandwidth usage. GPU is a stream processor. It allows 
data level parallelism to be utilized. In order to apply stream computation, 
the efficient organization of the data is required. The primitive GPU memory, 
which is a fixed-size two dimensional array, inspires the user to build the huge 
amount of data in two dimensional texture format. This takes the advantage 
that GPU supports hierarchy optimized operation for two dimensional physical 
memory. On the other hand the inherence of the image and the grid data, 
which are widely used in the GPU related applications, matches well with the 
structure of two dimensional texture (Figure 2.4). 
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Figure 2.3: Data packing on GPU 
For efficient use of GPU, except the data parallel, sometimes the prepro-
cessing of tlie data is also needed to facilitate the. parallel computation. The 
aiin is to reduce instruction numbers at the per-fragment level. One typical 
question is how to avoid the computation of the texture coordinates in the 
fragment, shader. If the texture coordinates vary linearly, they can be pre-
processed in the vertex shader and automatically interpolated by rasterization 
so that, the redundant calculation in the fragment is released and the texture 
fetching performance is boosted. If the texture coordinates are not linearly 
varying, the other way to use precomputation is building lookup tables and 
binding them as texture maps. It is called the "dependent" or "indirect" tex-
ture fetching. Usually two textures are employed, one is the data texture, the 
other is the address texture. Random memory reads can be achieved through 
dependent texture fetches. It turns out to be more efficient to build a texture 
map as preprocessing for unpredictable value. 
2.6 Some limitations of current GPU 
However, GPU is specialized designed for 3D rendering rather than general 
purpose application. It can not execute the same arbitrary, general-purpose 
programs as CPU can. Although GPU is a powerful and efficient parallel 
coprocessor, there still exist several limitations. These restrictions pose some 
challenges for the mapping of various applications to GPU programming. 
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Figure 2.4： Data Mapping on GPU 
As the 3D rendering is basically a parallel processor, the mandatory require-
ment for the application on GPU is parallelism. In general, GPU executes a 
single process on a set of data to produce the final outcome in parallel. The ex-
ecutions applied to each element must observe the same instructions and rules. 
Since no shared or static data are supported in the. shader, there is no shared 
memory for each element or instructions. It demands that the pixel must be 
evaluated independently, without any reliance on other pixels. Some trivial 
processings, such as searching the minimal or maximal value which is simple 
in the CPU-based evaluations, will not be trivial to the pipeline of GPU. 
GPU is a specially designed coprocessor with constrained resources. The 
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number of registers supported in the shader is confined. The number of in-
structions and the size of the program also has a limitation. Till now, the 
length of the programs supported in the latest graphics hardware is restricted 
to 58966 instructions within a single shader. The texture is the major tool to 
transfer and record the data. But nowadays the size of the largest texture GPU 
can accomodate is 4086 x 4086，which can not satisfy the need for huge amount 
of dataset evaluation sometimes. And the number of the textures combined to 
the fragment shader can not exceed the upper limit of 16 textures. 
Although it is claimed the branching and conditional operations are sup-
ported ill the shader programming, GPU bears SIMD architecture which is 
prone to parallel execution and its performance will deteriorate seriously with 
the conditional and branching operations. With the out-of-date GPU, all the 
conditions for the branching operations will be executed actually. There is no 
true fragment branching. Although the latest model of GPU claims to support 
the "real" branching, the inherent conditional operation for branching will still 
hurt performance. And the overhead of branch instructions can not be ignored 
totally. 
Some other restrictions are automatically solved with the development of 
the programmable graphics hardware. GPU must be programmed through 
the standard API with specified shader languages. The initial programming 
tool is the assemble language, which controls the graphics hardware directly. 
But it is difficult to read, understand and code. One the other hand, the lack 
of high precision fragment operation and storage further constrains CPU's 
applications. At that time GPU only supports 8 bit data, which can not 
satisfy the precision requirement of most of the applications. The limitation of 
the data precision always brings the loss of the accuracy and causes artifact. 
These problems are resolved step by step with the generation of the latest 
GPU. With the active research in the area of designing GPU coding language, 
several high level shader languages are released recently, such as NVIDA's Cg 
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and Microsoft's directX. But debugging fragment programs is currently still 
very difficult. The current generation of GPU, including NVIDIA's GeforceFX 
family and ATI's Radeon 9700/9800, supports the high precision IEEE 32 bits 
floating points throughout the graphics pipeline. In the near future, GPU will 
evolve to support general-purpose computations more powerfully. 
In conclusion, although current GPU is a powerful and flexible coprocessor, 
not all the algorithms that execute on the CPU may match well with the 
GPU stream programming model. The mandatory parallelism enforced by the 
stream programming architecture, in addition to some of current constraints 
with the graphics hardware, all invoke the intrinsic skills to solve the general 
purpose problems. 
2.7 Application and Related Work 
The programmable graphics hardware has evolved to a stage where both the 
vertex and fragment units of the GPU can be programmed. Bearing the SIMD 
architecture and the parallel pipeline, it has wide applications not just in the 
area of computer graphics but also other general purpose applications. The 
fields employing GPU include global illumination, physically-based simulation, 
scientific computing, volume processing, computational geometry and so on. 
The devise of programmable graphics hardware was originally motivated 
by accelerating the fast rendering. Following this aim, GPU has been applied 
widely in the 3D rendering and visualization of computer graphics. GPU has 
been applied to the field of global illumination including raytracing [8] [57], 
photon mapping [58] [38] and radiosity [9]. GPU has been used for image based 
modeling and rendering, such like visual hull reconstruction and rendering [44], 
feature distance transforms [68], generalized hough transform [66], nonlinear 
optimization for modelling [31], 3D scene acquisition and view-synthesis [78 
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and isosurface computation [54]. The applications in the field of image and vol-
ume processing, such as real-time motion estimation [65], 3D convolution [33], 
tone mapping [24], level set segmentation of images and volume data [67] [42], 
volume visualization and segmentation [6] [35] [37] [61], have been casted 
on GPU. GPU is also used to perform on procedural texturing and shading 
59] [53] [55] [56:. 
The programmable graphics hardware has traditionally been used to en-
hance the visual appearance of interactive 3D rendering and accelerate the ren-
dering process. But exploiting the efficient parallel performance of GPU, it also 
has the ability to perform varieties of general purpose algorithms. With the 
support of the high precision floating points through the graphics pipeline from 
the current generation GPUs, the applications of computer graphics hardware 
for general purpose computation have been an attractive topic for recent years. 
The general purpose applications include database processing [27] [3] [71], col-
lision detection [32] [26], computational geometry [48] [36] [70] [2] [28], sci-
entific computing such like fluid simulation [45], cluster [13], matrix multipli-
cation [39] [5] [14], physical simulation [30] [25] [34] and FFT (fast Fourier 
transform) [47 . 
Chapter 3 
Image-based Relighting on GPU 
3.1 Introduction 
Image-based rendering (IBR) has been an interesting research area recently 
ill computer graphics. It is an attractive method for quickly modelling and 
rendering 3D image independent of the object geometry. The image-based 
rendering samples a set of color images of a real object and stores the images. 
A new image is then synthesized either by selecting an appropriate image from 
the stored set or by interpolating multiple images. Image-based rendering 
does not assume any geometric information of objects nor does it require any 
detailed analysis of the reflectance characteristics of the object. 
One topic among the image-based rendering is the change of illumination. 
The rendering under the varying illuminance is called relighting. It is an 
essential capability in computer graphics which provides an interactive way for 
adjusting illuminance of the scene. The lighting conditions are not restricted 
to pure directional or point light sources, the image-based object can also be 
relighted by an environment illuminance. 
In image-based rendering, usually a set of images are recorded first and the 
reconstruction is the process to re-sample or interpolate those images. The 
amount of data involved is very huge. Compression is therefore necessary to 
reduce the huge data amount. It is inherent from the emergence of image-based 
18 
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rendering. Because image-based rendering has some special characteristics, it 
is not so easy to apply off-the-shelf compression techniques in image or video 
directly with IBR. Many new compression methods are devised for this unique 
case. 
Spherical harmonics (SH) and radial basis function (RBF) are both applica-
ble compress techniques for image-based relighting. Spherical harmonics basis 
function can be regarded as a Fourier transform in spherical domain. Radial 
basis function is used to approximate a spherical function to represent the pixel 
under different lighting conditions. Both of the two compression techniques 
convert the image from spatial domain to frequency domain. By keeping only 
the low frequency coefficients in frequency domain, the data amount will be 
reduced significantly. On the other hand, both the SH and RBF are linear 
approximation functions. Modelling the relighting image can be achieved via 
a linear combination of the basis function evaluation together with the pre-
computed coefficients. 
Besides compression, hardware accelerate rendering with the support of the 
programmable graphics hardware is also a need to achieve real time rendering. 
Programmable hardware is a powerful tool to describe rendering process. It 
can specify and program the detail information for the rendering. At the same 
time, the rendering speed is increased quickly with the support of the SIMD 
computation model. The relighting based on the SH and RBF has a linear 
combination format, which fits well with the GPU implementation. 
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3.2 Image based relighting 
3.2.1 The plenoptic illumination function 
The image-based rendering can be modelled by the plenoptic function proposed 
by Adelson arid Bergen [1]. It describes the irradiance from any direction arriv-
ing at any point E in space, at any time t and over any range of wavelengths A. 
Basically, the function is formulated to mimic the idealized human eye. It tells 
us how the eiivironment looks when our eyes are positioned at E (Figure 3.1). 
(a) (1:>) 
Figure 3.1: The plenoptic function 
The original formulation of the plenoptic function is very general. How-
ever, the illumination changing factors are not specified clearly. In order to 
express the illumination configuration, Wong [74] proposes a new formulation 
of the plenoptic function to include the illumination component. They extract 
tlie illumination component from the aggregate time parameter and explicitly 
specify it, in the following new formulation: 
/ = (3.1) 
where L — (fii,(f)i) specifies the direction of the light source illuminating the 
scene, I is the irradiance, E = (E：^, E.!” Ez) is the position of the center of 
—• 
projection or the eye, V — (j)^^) specifies the viewing direction originated 
from the eye, i is the time parameter, A specifies the wavelength of the light. 
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The difference between this new formulation and the original one is the 
—» 
illumination component L, It describes the lighting direction of light, which 
emits unit radiance, illuminating the scene, as shown in Figure 3.1b. Intu-
itively speaking, it tells us how the environment looks like when the scene is 
illuminated by light. 
3.2.2 Sampling and Relighting 
Sampling the plenoptic illumination function is actually a process of taking 
pictures. The question is how to capture the image set. Wong [74] focuses on 
the sampling of the newly introduced L. They take samples at the grid points 
on a sphere by equipartition. 
Given a desired light vector which is not one of the samples, the recon-
struction of the scene can be estimated by interpolating the sample images. 
The interpolation on the illumination dimension is usually called relighting. 
Based on the properties of image superposition, image relighting with various 
illumination configurations can be done by calculating the following formula 




where, n is the total number of light sources, Lr is the radiance along (^J, (J)}) 
clue to the ith light source, {91, (j)}) specifies the desired lighting direction Li of 
the ith light source, P/(6'j, (pl) is the result of interpolating the samples given 
the desired light vector (Oj, (j)]). 
If we estimate the radiance P / by linear approximation functions, interpola-
tion can be transferred to interpolate the coefficients. Wong [74] uses spherical 
harmonics as the basis functions. Radial basis function [43] can be applied for 
compressing the sampling image set and approximating the radiance also. On 
the other hand, the format as the linear combination via the approximation 
function is amenable to perform on the programmable graphics hardware. 
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3.3 Linear Approximation Function 
3.3.1 Spherical harmonics basis function 
The spherical harmonic coefficient can be obtained via the following equation: 
= / / P/(仏 ( 没 , 於 ) S i n 似 ( 3 . 3 ) 
JQ JO 
Parameter {9, (/)) specifies a direction L in the spherical coordinate system. 
Parameter I and m is the index of C and y , where I = 0,1,2,. . . and m is in 
the range [—/, /]. To simplify the description, the index i is used to denote the 
order of C and y , where z = /(/ + 1) + m + 1. 
The basis function for spherical harmonic <!>) is defined as, 
\mQi,m{cos6) cos{m(f)) H Ul > 0 
Y i A ^： 4>) = Ni,oQi,o(^os 9)1^2 if m 二 0 (3.4) 
Ni,mQi,m{cos 9) sin(|m|0) if m < 0, 
\ 
where 
_ /2/ + l ( / - H ) ! 
� - V 27r {l-\m\)\ 
and 
f 
(1 — 2m) Vl — iil = m 
QiA^) = (2m + l)xQm,m{x) i n = m + 1 
� - otherwise. 
Given a certain light vector cj)), the following equation is used to re-
construct the reflectance: 
P!(e,<P) = Y,aY,{9,cf>) (3.5) 
i 
Chapter 3 Irriage-based Relighting on GPU '23 
3.3.2 Radial basis function 
The radial basis function has a configuration of Gaussian function as: 
= (3.6) 
—* 
where A is a spread of Gaussian radial basis function and Lci is the centers 
of radial basis function, d is defined as the distance between two unit vectors 
on a sphere, described by: 
c?(L, Lci) = arccos(L . Lci) (3.7) 




where Wi is the value of the coefficient weight. 
There are two key techniques in approximating an appropriate RBF. One 
is the selection of the center location Lci and the spread A, the other is the 
estimation of the coefficient weights. Since A is the minimum distance among 
the chosen centers, only Lci and Wi are left to be specified. 
A deterministic formula is proposed in Wong [76]，which can generate a uni-
formly distributed and statistically sampling pattern. This sampling pattern 
is used here to choose the appropriate center Lci for the radial basis func-
tion. The approximation of coefficients Wi can be obtained by constrained 
least square method, which is less sensitive to the quantization noises. The 
approximation process of spherical radial basis function is done by Leung [43 . 
3.4 Data Representation 
The data samples for image-based relighting are a set of images captured un-
der different light conditions. In order to maximize the data coherence among 
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the data set, the preprocessing-data reorganization is needed before the com-
pression. On the other hand, to facilitate the relighting with the acceleration 
of programmable graphics hardware, the data need re-organize to match well 
with the data structure on the GPU. 
The image dataset under different light conditions are obviously quite cor-
related. Each image in the original dataset corresponds to a given light condi-
tion. For a given pixel, all the values associated with the pixel from different 
images are highly correlated [77] because they are the radiances collected from 
the same surface element visible through the pixel window under various illu-
mination conditions. To exploit the high coherence among the collected pixels, 
compression can be performed on such a group of values. 
After the image is compressed in the spatial domain, the radiance value 
of each pixel under different lights can be represented by a set of related co-
efficients. The coefficients attached to one specified pixel form a coefficient 
vector of this pixel. The coefficients with the same index in the different coef-
ficient vectors construct an image. It is called the coefficient map (Figure 3.2). 
The image-like coefficient map matches well with the texture structure in pro-
grammable graphics hardware. It inspires a straightforward mapping from the 
coefficients maps to the texture units of GPU. 
3.5 Relighting on GPU 
The motivation to utilize GPU for relighting is that GPU has evolved to a 
stage of programmable SIMD system. It has the ability to accelerate the sim-
ulation process of relighting. The major processing of relighting is the linear 
combination of pre-computed coefficient map and the evaluation of the basis 
functions as the weighting factors. This algorithm fits well with GPU-based 
implementation. The pre-computed coefficients map can be straightforwardly 
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(a) Spherical Harmonics Transform 
(b) Radial Basis Function 
Figure 3.2: Examples of the image-like coefficient map 
mapped to the texture units on GPU. The per-pixel operation for each ele-
ment on the texture, such as the multiplication, summation and addition, is 
efficiently carried out with the SIMD graphics programmable ability. 
The relighting on GPU takes the advantages of programmable GPU's char-
acteristic. Firstly, nowadays GPU supports high precision floating points 
(IEEE 32 bits) throughout the graphics pipeline. With the high precision 
computations for relighting, the visual effect and accuracy of the relighting 
image are guaranteed. Secondly, modern GPU has a flexible texture mapping 
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Figure 3.3: Directional relighting on GPU 
inechanisiTi which facilitats the complex computations on GPU. GPU now can 
support multiple textures (up to 16 textures) in one shader. Texture fetching 
is not fixed as before. The texture coordinates can be computed and prepro-
cessed. A single texture coordinate can be used to look up more than one 
texture. The flexible and powerful texture mapping assists the linear combi-
nation calculation. 
Three different light sources are used to implement the image based re-
lighting with spherical harmonics transform and radial basis function. In the 
following section we will discuss the implementation of the simple light source 
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-directional light source and point light source. Another light source - en-
vironment mapping will be discussed in Chapter 5. The relighting is in fact 
a process that linearly combines the pre-computed coefficient maps with the 
evaluations of the basis approximation functions. Since the coefficient map is 
pre-computed and stored, the question is left to compute each pixel's weighting 
factor based on equation 3.5 and equation 3.8. 
3.5.1 Directional light source relighting 
The directional light source casts from far away. The rays of light emitted 
from a directional light source are in parallel when they hit on an object. It 
is the simplest condition for relighting. Since the light received by each pixel 
is the same, the weighting factors for each pixel can be calculated only once 
for the whole image. The relighting is just the linear combination of a set of 
pre-computed coefficient maps and the weighting factor - the scalar value of 
Y{L) or G{L) (Figure 3.3). Thus it is easy to achieve real-time relighting. 
In the shader, the coefficient map is loaded as 2D texture to the texture 
buffer of graphics units. The scale weight is passed as the constant registers 
(Figure 3.4). According to the parallel SIMD calculation model, the combina-
tion of the coefficient map and the scale weight is performed by multiplying 
the value of each pixel with the corresponding weight. The combination of 
several multiplication results can be obtained by summation operations in the 
shader. But due to the fact that the shader now supports limited number of 
texture registers, if the number of coefficient maps exceeds the limitation, we 
have to separate the combination into several render passes. For each render 
pass, the result can be transferred to the frame buffer, then accumulation of 
these results can be performed by the openGL function glBlend (Figure 3.5). 
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Figure 3.4: Data transfer from CPU to GPU 
3.5.2 Point light source relighting 
Point light source is another kind of light source. The light is emitted from a 
zero-sized point to all directions. Unlike the situation in the directional light 
source, the light vector L is different for each pixel. Both the light vector and 
t he value of Y(L) or G{L) must, be evaluated for each pixel during rendering. 
The light vector L can be computed by the following equation [77]: 
L ^ S - ( E - ^ d ) (3.9) 
where S is the position of nondirectional light source and d is the depth value. • —• • 
Note that E, V and d are fixed and only S varies during rendering. We can 
pre-compute those parts for E — -^^d and store it as a vector map. The pre-
computed vector map is passed to the shader as a texture. In the shader, we 
just simply fetch the value, from the vector map and minus varying S to get 
the light vector L. 
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Figure 3.5: Blending multiple render passes 
But even we perform the calculation for per-pixel light vector and per-
pixel weighting factor in the parallel shader, the computation is still quite 
consumable and can't achieve real time speed. For the spherical harmonics 
and radial basis function, we design the substitute methods to avoid the direct 
complex computation in the shader. 
As for the spherical harmonics, a cubemap is built to store the pre-computed 
value y [ L ) . Because the spherical harmonics function is actually a function 
based on sphere and L is a vector denoting the direction, each y ( L ) can be 
recorded by a cubemap using L as the look up vector (Figure 3.6a). The val-
ues in the cubemap are the pre-computed evaluation of y (L) . The number 
of cubemaps is equal to the number of the spherical harmonics coefficients. 
For each coefficient map there is one corresponding cubemap. At the runtime 
of rendering, the light vector is used to look up the pre-computed cubemap 
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Figure 3.6: The substitute model for the evaluation of the basis function 
to fetch the value of y ( L ) . But till now the high level shader language does 
not, support t he 32-bit cubemap. Since, we build other 2D textures with the 
32-bit fioating points, in order to keep the high precision computation, we 
propose a method t.o realize the 32-bit cubemap via four 8-bit cubemaps (Fig-
ure 3.7). Firstly, four 8-bit cubemap textures are prepared by dividing the 
32-bit. floating point into four parts, where each part is represented by a 8-bit 
floating point, then storing each 8-bit floating point in one cubemap. In the 
shader, the same light, vector L is used to fetch these four cubemap textures. 
A special command packAuhyte supported in the Cg language [17] is applied 
to pack these four 8-bit floating points into one 32-bit floating point. With the 
re-packed value, the calculation precision is maintained. 
A small trick is used to compute the RBF evaluation of each pixel and a 
fast rendering speed is achieved. As presented in Equation 3.6, the parameters 
A and Lci are constant during the whole relighting time, only the input of L is 
varying with each different direction. Because the value of the function arccos 
is within the range of [—I, i], correspondingly the value of Equation 3.6 is also 
ill a limited range. At, the same time the function of G{L) is monotone. If we 
pre-compute enough number of the values within this range and store them 
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Figure 3.7: The 32-bit cube texture on GPU 
ill ID texture (Figure 3.6b), at the runtime of relighting we can just perform 
ID texture lookup instead of the complex computation or cubemap texture 
fetching to get the approximated value of G{L). Such that computation of the 
RBF evaluation per-pixel is converted to a direct approximated texture looking 
up. The time-consuming complicated per-pixel computation is avoided. The 
real time relighting based on RBF is possible with such an alternative way. 
Slide projection is implemented with the spherical harmonics transform 
which enhances the beauty of the rendering. We use a cubemap to model 
the projection of the slide beforehand. The slide projection is firstly rendered 
onto a cubemap which is the same size as the cubemap used in the point light 
source relighting mentioned above. Then in the shader, the light vector for 
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each pixel used to fetch the Y(L) cubemap also looks up the slide projection 
cubemap. The slide projection rendering effect is added to the pure point 
source. An ideal situation is to put the slider just in front of the light source 
and the slider is orthogonal with the lighting vector all the time. But that 
requires generating and rendering a cubemap each time per frame. It is too 
consumable to achieve real-time effect. So we just put the slider in a fixed 
position instead and the rendering result is quite good also. 
In order to simulate the distance fall-off effect of a point light source, an 
attenuate map is added to the result of linear combination of each pixel [77 . 
3.6 Experiment 
3.6.1 Visual Evaluation 
To evaluate the performance of image-based relighting on GPU, we first present 
some rendering images. Figure 3.8 shows the reconstructed images with data 
set "forbidden" approximated by spherical harmonics with the latest genera-
tion of GPU. Here 16 coefficient maps are employed. A group of the software-
based relighting images or relighting based on the implementation with the 
out-of-date GPU, which can only support 8-bit floating points within the range 
—1，1]，are presented in Figure 3.9. The reconstruction exhibits blocky artifact 
from the relighting with the out-of-date GPU due to the precision limitation. 
While with current GPU it is less severe. 
Figure 3.10 and Figure 3.11 illustrate the reconstructed image via radio 
basis function approximation. The data set "house" and "caustics" are ap-
proximated by different numbers of coefficient maps. The number of coefficient 
maps ranges from 20 to 40. With the number of coefficient maps increasing, 
the global illumination, such like the shadow and self-interreflection, can be 
described more clearly. 
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No. of Coef. I 16 I 24 I 32 I 40 
GPU — 70.30 42.65 “ 28.55 
‘ CPU 3.32 2.85 1.99 
Table 3.1: FPS for relighting with GPU k CPU 
3.6.2 Statistic Evaluation 
To evaluate the overall performance of GPU based relighting, we compare it 
with the software implementation. The evaluation is conducted on a PC with 
Pentium IV 1.5 GHz CPU, 512MB memory, and GeforceFX 5900 Ultra with 
256MB video memory. The rendering speed, in terms of frames per second, 
against the number of coefficients is summarized in Table 3.1 . The spherical 
harmonic is used to reconstruct the image data set "forbidden". Prom the 
result we can see that the rendering speed is much faster with GPU than 
with CPU. This is due to the powerful parallel computation of GPU. For 
example, for the data set "forbidden" the image resolution is 1024 x 256. If 
relighting with 16 coefficient maps under directional lighting source, the total 
computation will have 1024 x 256 x 16 multiplications and 1024 x 256 x 16 
additions. While with GPU the computation cost will deduce significantly 
due to the parallel computation. The exact computation cost depends on the 
detail implementation, but definitely much less than software implementation. 
If we use 16 texture maps with resolution 1024 x 256 in GPU, totally only 16 
multiplications and 16 additions are needed for relighting. 
We also evaluate the rendering speed against different number of coeffi-
cients. The approximation function used is RBF. With the number of the 
coefficient maps increasing, the rendering speed slows down, presented in Fig-
ure 3.12 and Figure 3.13. The reason is that with more coefficient maps, GPU 
will spend more time on combining the interim results and more rendering 
passes are needed. Prom the result we can see when the number of the coeffi-
cients doubles, the rendering speed is nearly cut half. 
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3.7 Conclusion 
To improve the performance of image-based relighting, we exploit GPU power 
to accelerate the rendering process. Spherical harmonics and radial basis func-
tion are applied to compress and approximate the large amount sampling data. 
After data reorganization, the relighting can be achieved through linearly com-
bining the coefficient maps with the basis function evaluation as the scaling 
weights. The combination is amenable to execute on GPU. As the experiments 
show, the results of the GPU-based rendering are both faster and more realistic 
than rendering purely with software. 
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(a) Directional light source 
(b) Point light source 
(c) Point light source with slide projection 
Figure 3.8: Rendering with different lighting sources based on SH with current 
GPU 
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(a) Relighting with CPU only 
(b) Relighting with the out-of-date GPU 
Figure 3.9: Rendering with CPU or out-of-date GPU 
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(a) Coefficient map = 20 (b) Coefficient, map = 30 
• 
(c) Coefficient map 二 40 
Figure 3.10: Rendering with dataset "caustics" by different numbers of coefR-
cieiit maps 
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(a) Coefficient map = 20 (b) Coefficient map = 30 
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(c) Coefficient map = 40 
Figure 3.11: Rendering with dataset "house" by different numbers of coefficient 
maps 
Chapter 4 
Texture Compression on GPU 
4.1 Introduction 
Texture mapping is an effective and ubiquitous way to enhance the realism 
of the object surface. It can provide enhanced image quality and improved 
perception of the object surface details. Today, even the commodity graphics 
hardware supports real-time texture mapping. Although it is a commonly 
employed technique for rendering in computer graphics, it still poses some 
challenges due to consumption of storage and limitation of bandwidth. 
To render the realism of the object and scenes, a large number of high-
quality and detailed textures are required. However, it brings heavy burdens 
for the storage. Compared with the increasing demand for the texture stor-
age, the limited capacity of the video memory is relatively not enough. On 
the other hand, the consumption of a large number of textures in realistic 
rendering introduces a crucial problem to the data transfer. The real-time 
rendering usually demands fast assessing to a large number of textures, which 
requires loading the texture from the main memory to the texture memory. 
Consequently, it causes heavy burdens for bandwidth to transfer the texture 
data. The limitation of the memory bandwidth is prone to be a bottleneck for 
the graphics pipeline. 
To solve the storage and transfer problems of the textures, the techniques 
40 
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of texture compressions have been introduced. The compressed texture will 
reduce the cost of the storage and the bandwidth requirements. Addition-
ally, the use of compressed textures allows the application to utilize higher 
resolution textures with the same memory storage. Or more textures may be 
stored in a given amount of texture memory. The higher resolution textures or 
the more numbers of textures, the greater visual realism of the rendering will 
be. Using textures in a compressed format allows for more efficient texture 
mapping. 
With the advent of 32-bit floating point throughout the modern GPU 
pipeline, the consumption of the video memory is dramatically increased and 
the transfer of the data is a much heavier burden than before. Considering the 
textures used in the image-based relighting with data set "forbidden" (Chap-
ter 3)，if 16 coefficient maps are needed for relighting, the number of bytes 
required to store the texture are 137 mega bytes. It will be a heavy burden for 
data storage and transfer. Although a variety of hardware texture compression 
techniques for traditional texture format have been exploited, however, there 
is no existing method to solve the problem with the efficient compression of the 
32-bit floating point textures. As the floating point texture is widely evolved in 
programming the graphics hardware, especially in the branch of general pur-
pose computation, it is natural to deploy a GPU-based compression method 
dealing with the floating point texture compression. 
4.2 The Feature of Texture Compression 
Although there are many off-the-shelf techniques for image compression, not 
all of them are compatible with texture compression. As we know, image 
qualities and compression ratio are the most significant factors for designing 
image compression techniques, while for the texture compression, different cri-
teria are chosen. There are four criteria for evaluating a texture compression 
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method [4]. First is the decoding speed. The fast decompression is a basic 
need for real time rendering so that the decoding algorithm should be rela-
tively simple enough to implement in hardware and support direct rendering 
from compressed format. Second is the random access. As the processing of the 
texture is unique, the texture compression scheme should allow fast random 
access to arbitrary chosen texels. It means some standard image compression 
methods with variable encoding bits will not satisfy with texture compres-
sion, such as JPEG or run length coding. The third criterion is compression 
rate and visual quality. The visual quality is justified by the rendered scene 
rather than the texture map itself, so some lossy of compressing the texture 
is tolerant. Since the lossy compression offers much higher compression ra-
tio than lossless compression, it is suitable for the texture compression. The 
last factor to be considered is the encoding speed. Texture compression is an 
unbalanced compression. Since most of the textures mapping are prepared 
beforehand, the encoding of the texture is not so time-demanding compared 
with the decompression of the texture. 
4.3 Implementation 
The block-based principal component analysis (PCA) is exploited for texture 
compression. The block-wise compression algorithm supports flexible random 
pixel accessibility with a fast decoding speed. On the other hand, the localized 
PCA which extracts the homogenous information among a group of localized 
pixels, therefore captures the most significant features of a set of pixels. It 
guarantees fine visual qualities together with good compression rates. The 
overall storage requirements for texture rendering, the amount of bandwidth 
required to transfer and process textures are decreased significantly for the 
floating point texture. 
Since the high precision floating point texture appeared with the demand 
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of supporting high precision computations in the programmable graphics hard-
ware, it has wide applications in the GPU related fields, including the inter-
active rendering and scientific computations. Supporting compressed texture 
in these applications with the programming GPU is straightforward. Since 
the programmable graphics hardware can perform the decoding with a flexible 
programmable ability, it is natural to integrate the texture decompression into 
the GPU pipeline. 
Firstly, the original texture is split into several n x n {n < N^ usually we 
choose n = 4, 8,16, 32’ 64) blocks, and then PCA based compression algorithm 
for each block is executed on a group of pixels separately. The texture decod-
ing is also performed based on the same divided block unit. After encoding, 
each block will be compressed into a line segmentation in the space. The color 
line corresponds to the first principal component of PCA. The color mean, the 
offset (the distance between the color mean and each pixel) and the direction 
of the line are recorded for further decoding. The decompression of texture is 
performed by first looking up the mean color and the line direction for each 
block via the block index. The block index is determined by the texture coor-
dinate of each pixel. The pixel color is reconstructed by PCA-based decoding 
with the mean color, the offset and the direction of the line. 
4.3.1 Encoding 
Compared with decoding of PCA, the encoding is a little more complicated. 
The tool eigen vector decomposition (EVD) is applied to find the principal 
component and compress the data set. PCA is one of the best linear dimension 
reduction techniques. It tries to reduce the dimension of the data by keeping 
a few orthogonal linear combinations of the original data set with the largest 
variance. Those linear combinations are called as principal components [18 . 
In essence, the first few components will capture most of the information for 
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1 he original data, while the remaining components can be disregarded with 
iriiiiiinal loss of iiifonnatioii. There are several existing methods to extract the 
principal components, such as singular value decomposition (SVD), EVD. To 
compress the block-wise texture, we use the technique EVD to perform PCA 
and fully utilize the largest principal component. 
PCA is applied to each block of the block-wise texture. The set of pixels 
inside the block can be collected as a group of 3D points in the space (Fig-
ure 4.1). With PCA, we try to model the distribution of the 3D points in the 
space by a line segment (Figure 4.1), that is to say, compressing the points to a 
line segment in the space via the largest principal component. For each block, 
the color mean, the offset for each point to the color mean and the direction of 
tlie line are recorded. The dat a structure for the encoded block with the size 
4 X 4 is shown in Figure 4.2a. 
个 
• / 
Z • Color Point Offset 
• Color Mean • Direction 
Figure 4.1: Block-Wise PCA 
EVD is a popular too�t.o extract the principal component. Before perform-
ing PCA, we usually standardize the data samples by extracting each data with 
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Mean Color Base Color 0 
Line Direction Base Color 1 
0.53 0.78 1.20 0.64 QO 10 11 00 
0.98 0.23 0.84 0.75 Ql 11 00 10 
0.18 0.73 0.39 0.05 Ql 10 11 00 
0.00 0.62 0.17 0.55 H Ql 00 10 
(a) (b) 
Figure 4.2: Data Structure for Encoded Block 
the mean value. This mean value is the mean color here (Figure 4.1). For a 3D 
data sampling X = (a;�, Xi, ...，:Cnxn)，according to the principal of PCA, the 
component is the coefficient vector Wi = (wio,Wii,Wi2). By solving via EVD: 
Wi = argmaxVar\\^\\=iX'^w (4.1) 
We can get the largest component. This question equals to find the eigenvector 
of the covariance matrix: 
E =丄 X X T (4-2) 
^ n 
The first principal component Wi corresponds to the maximal eigen value. 
It is the direction of the desired line in the space. For each point, there 
is a corresponding sample on this line. It is the approximation point after 
decompression. The distance between an arbitrary sample and the color mean 
on the line is the offset for the point (Figure 4.1). 
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4.3.2 Decoding 
The decoding of the compressed texture includes the following steps: 
1. According to the texture coordinates (2, j ) , determine the offset within 
the block and the block index for the pixel. 
2. Using the block index, fetch the mean color value, the direction of the 
line segmentation. Look up the color offset for each pixel via the pixel 
offset. 
3. Perform the linear decoding transform of PCA, get the approximated 
color value for each pixel. 
4.4 The Texture Compression based Relight-
ing on GPU 
The decoding for the image-based relighting mainly focuses on the memory 
compression before [77, 74, 75], while the texture compression is ignored totally. 
Although the compression in the memory domain reduces the data amount of 
image-based relighting efficiently, it does not solve the problem with the cost 
of texture memory. With the introduction of the 32-bit floating point texture, 
the consumption of the texture memory is increased significantly. In order to 
solve this problem, we incorporate the texture compression into the image-
based relighting on GPU. All of the texture decoding is integrated into the 
programmable graphics pipeline. That is to say, each texture fetching will in-
clude an extra decoding step. The relighting process with texture compression 
steps can be illustrated in Figure 4.3. 
The offsets for all the pixels are prepared as the input texture. The color 
offset for each pixel will be mapped as one dimensional texture with the same 
size as the original texture. The mean color and the direction of the line 
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Figure 4.3: Image-based Relighting with Texture Compression 
segmentation for each block are also organized as the texture pixel. In order 
to utilize the texture memory and decrease the texture fetching in the shader, 
the line segmentation direction and the mean color are packed into one texture. 
For a given pixel with the coordinate (z, j ) , we calculate the block index 
for each pixel. This calculation is performed per-pixel in the fragment shader. 
Then according to the block index, the principal direction iw and the mean 
color Cmean for eacli block are fetched. With the texture coordinates (z, j ) , 
the color offset Cof/set for each pixel is looked up. In the shader, the decoding 
process of PCA is performed via a linear transform, the reconstructed pixel C 
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can be calculated by the following equation: 
C = iw X Cmean + C off set ( 4 .3 ) 
The whole process of texture decompression on GPU is shown in Figure 4.4. 
, ^ ^ orrsc( J 
I i H - r ^ - ^ 
,<orr!aU,orrsei�� PCA 
—一rT7-ni-:--=… “。= 
4 (Blockj.Biockj) ^ = iw * Cmean 
I I I I I I I j \ I I I I I I ^―^ + Coffset 
\ V � Z I I 5 I 
C^olor Mean \ 
~I~I~Direction ) 
Texture B , J I ^ I 
Fetching I ^ — — p Decoding 量 
Figure 4.4: Texture Decoding on GPU 
4.5 An improvement of the existing compres-
sion techniques 
The storage for the offset of each pixel consumes a lot of resources. In order 
to furt her compress the texture, we try to adopt the scheme of the S3TC [60], 
linearly interpolating the color representations from the basic color palette. 
The texture is still decoded based on the block-wise PCA. The texture is 
broken into blocks of 4 x 4 texels, resulting in 16 texels per block. The 16 
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texels are examined, and a color palette with two basic colors is extracted. 
Different from the algorithm mentioned above, the ending points of the line 
segmentation among the 16 colors will be recorded. The other two colors will 
be linearly interpolated from two basic colors during the decoding/encoding. 
Therefore, the color palette for a block will have 4 entries. But two interpolated 
colors are not stored in the compressed format. Each pixel on the texture has a 
2-bit index to denote which color is the reconstructed color. The total storage 
required for the 4 x 4 texel block is 224 bits (16 x 2 bit color entries and 
2 X 32 X 3 bit basic colors), resulting in an average of 14 bits per texel which 
has a compression ratio of 6.85 : 1. The data structure for the compressed 
texture block can be illustrated in Figure 4.2(b). 
With the simplified encoding scheme, the texture decompression can be 
implemented efficiently in the shader. Instead of the color offset, the index 
map to denote the entry for each pixel will be loaded into GPU. In order to 
save up the storage, the 2-bit index will be packed into one quarter of a byte, 
so that only 4 byte is needed to store the index map for each block. The color 
palette with two basic colors is prepared as two dimensional floating point 
texture. During decoding, each texel will retrieve its index from a index map 
first. The index id for each texel will be obtained by a few bit operations. 
These extra operations to retrieve the index will cost the extra steps in the 
shader and therefore slow down the rendering speed. Then according to the 
index, the texel will get the color either directly from the color palette or 
perform the linear interpolation of the two basic colors (Co, Ci). According 
to the 2-bits index, the reconstructed color C for each texel can be computed 
uniformly in the shader by the following equation: 
C = Cpxid-^CiX (3- id) (4 4) 
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4.6 Experiment Evaluation 
To evaluate our proposed PCA-based texture compression on GPU, we have 
adopted it on the image-based relighting system. The experiment is conducted 
on a PC with Pentium IV 1.5 GHz CPU, 512MB memory, and GeforceFX 5950 
Ultra with 256MB video memory. 
Both the full decoding of the PCA (Tel) and the interpolation from the 
basic color method (Tc2) are experimented and the results are compared. The 
visual quality and the rendering speed are recorded. For the fully decoded 
PCA, we choose the block size n = 4. 
—Group FPS Comp. Ratio PSNR MSE~ 
“ T e l 42.85 2.67 : 1 31.98 41.21 
“ T c 2 25.21 6.86 : 1 31.78 43.16 
Table 4.1: Statistic Analysis for dataset "house" 
The compression ratio, reconstruction errors and the rendering speed are 
measured. Table 4.1 and Table 4.2 show FPS, PSNR, MSE and the compres-
sion ratio for the uncompressed texture and two compression schemes. The 
dataset "forbidden" and "house" are used for experiments. Prom the results, 
we can see that although the compression ratio is high for the second compres-
sion scheme, the rendering speed deteriorates significantly. This is due to the 
extra index decoding step included in the second compression scheme which 
will cost more time for relighting. 
“Group FPS Comp. Ratio PSNR MSE 
“ T e l 37.42 2.67: 1 27.63 112.22 
“ T c 2 18.93 6.86 : 1 27.18 124.47 
Table 4.2: Statistic Analysis for dataset "forbidden" 
To evaluate the performance of the first compression scheme, we measure 
the peak signal-to-noise ratio (PSNR) of reconstructed images and the com-
pression ratio against the block size n. With the size of the block increases, 
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the PSNR decreases (Figure 4.5) while the compression ratio increases (Fig-
ure 4.6). The data set "forbidden" is used for the experiment. The block size 
we choose in the experiment is where n ranges from 2 to 8. 
the block size vs. PSNR 
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Figure 4.5: PSNR vs. the block size 
Some rendering images are listed as following. They are rendering images 
without texture compression and compression with two different techniques. 
From the visual effect we can not measure significant difference between relight-
ing with texture compression or not. Two data set "forbidden" and "house" 
are applied here. 
4.7 Conclusion 
We present an applicable compression scheme for the decoding/encoding of the 
32 bits floating point texture. The block-wise PCA is exploited here because 
it supports both the fast decoding and random accessing while maintaining 
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Compression Ratio vs. the Block Size 
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Figure 4.6: Compression ratio vs. the block size 
a good compression ratio. The whole decoding process is integrated into the 
GPU pipeline due to the widely application of the floating points in the field 
of programmable graphics hardware and the flexible programmability. We 
apply the texture compression to the image-based relighting and show the 
experiments result. 
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(a) Rendering without texture (b) Rendering with compres-
cornpressiori sion scheme 1 
HHK 
(c) Rendering with compres-
sion scheme 2 
Figure 4.7: Rendering with dataset "house" via texture compression 
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(a) Rendering without texture compression 
(b) Rendering with compression scheme 1 
(c) Rendering with compression scheme ‘2 
Figure 4.8: Rendering with dataset "forbidden" via texture compression 
Chapter 5 
Environment Relighting on 
GPU 
5.1 Overview 
Lighting from natural environment generates complex lighting effects, like self-
shadows, realistic materials and inter-reflections. These detailed global light-
ing effects are important for realistic image synthesis. They convey important 
information of the configuration of the scene and contribute much to the per-
ceived quality of synthetic images. Unfortunately, most global illumination 
techniques are limited to point-like or small area light sources because inte-
gration over the sphere is too expensive for interactive rendering. Usually, 
the lighting environments are represented as a high-resolution environment 
map. In recent years, several methods have been proposed that permit the 
usage of global incident lighting in real-time rendering [64] [63] [51]. But 
these techniques are applicable only to pre-stored dynamic lighting with a 
long preprocessing time. In order to render complex lighting effects due to 
dynamic lighting environments at interactive rates, the high computational 
cost of multiple samplings is required. It brings an expensive computation 
for preprocessing and extra compression is usually needed [63]. Image-based 
relighting can alleviate the high resolution per-pixel sampling and calculation, 
55 
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where pre-computation is usually replaced by acquisition of real images. But 
current techniques only support directional or point light sources in image-
based relighting [75 . 
We present a method for dynamic rendering of rigid objects with self-
shadows due to time-varying, low frequency lighting environments at interac-
tive or even real-time rates from a fixed viewpoint. In contrast to previous 
techniques, the method is not constrained by the high dimensional sampling 
of the incident radiance. In particular, no prior knowledge of the dynamic 
lighting is required. Our approach is related to image-based rendering meth-
ods. We model both the incident lighting and the light transport of the scene 
by linear approximation functions. The choice of the linear basis function is 
not confined, specially it is not limited to the orthonormal function. In our 
application, we use the spherical harmonics for compact description of inci-
dent radiance from distant lighting environments in low frequency. Except the 
spherical harmonics, radial basis function is also applied to compactly represent 
the light transport of the object. Based on the linear function approximation, 
the exit ant radiance can then be easily computed by integrating the correla-
tion functions against the pre-computed coefficients for the incident lighting 
and the light transport. This approach permits dynamic illumination of ob-
jects with low frequency incident lighting represented by spherical harmonics. 
The rendering is restricted to a fixed viewpoint with the static object. For 
rendering, we demonstrate our approach is capable of running at interactive 
or even real time frame rates. At the same time, the integration evaluation is 
amenable to execute on GPU efficiently. 
5.2 Related Work 
Using the linear combination to render the image under different light condi-
tions has a widely application before. By specifying a few light sources during 
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the original scene capture period, Haeberii [29] rendered a new scene by su-
perimposing some images. The direction, the types and the number of the 
light sources are constrained to the initial setup during the scene capture. 
Nimeroff [69] provided an efficient technique to get new images under different 
natural light conditions by linearly combining a set of pre-recorded basis im-
ages. But the limitation is that the light source is restricted to this specified 
natural illuminance. Wong [75] treated each pixel as the surface element and 
the reflectance was measured by the pixel BRDF. By calculating the apparent 
BRDF according to different light conditions, it can achieve variable illumi-
nation effect. The relighting is only applicable for some simplified types of 
light sources, such as the directional light or spotlight. Debevec [11] applied 
a linear combination of the original images which was captured by the light 
stage device to reconstruct the face under any incident field of illumination. 
The reflectance field is defined both for the incident and radiant light field. 
Using the inner product of two coefficient vectors to represent the reflec-
tion is first proposed in Cabral [7]. But it aims to render the environment 
mapping based on the geometric information, not the image-based rendering. 
Sloan [64] used the linear approximation based on spherical harmonic func-
tion to pre-compute transferred radiance. The rendering is to perform a dot 
product by the coefficients of the incoming lighting and each vertex's precom-
puted transport vector. The data set related with the transfer function is so 
large that Sloan [63] proposed the clustered principal components to compress 
those precompiited radiance transfer. Another direction is the non-linear ap-
proximation of the light transport as mentioned by Ng [51]. They used the 
wavelet transform to represent the high-resolution environment map, capturing 
all-frequency shadows well. 
Unfortunately, most of the previous work ignored the problem for real time 
rendering of the object under dynamic incident illumination. 
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5.3 Linear Approximation Algorithm 
5.3.1 Basic Architecture 
Assume that an object is illuminated by distant illumination L, represented by 
an environment map. The exit ant radiance P into direction ujq from a point x 
on the object is computed by the following integral: 
= / L{U)P{U,UQ)V{X,U)(U • n)duj (5.1) 
Jo. 
where p is the pixel BRDF of the object, V is the visibility function, cu is the 
direction of the incident light and n is the surface normal. Since our approach 
is associated with the image-based rendering, we incorporate the cosine term 
(cj • n) and the visibility function into the pixel BRDF definition under the 
fixed view point and the result is: 
T(u) = piiu)V{x,uj){u-n) (5.2) 
T is also called as light transfer or light transport [64] [63] [51]. Then the 
integrand is now reduced to a dot product of two factors, described by the 
following equation: 
P= [ L[u) . T[uj)du (5.3) 
Jq 
If we now project L and T into the linear approximation function basis, we 
get a coefficient vector together with a linear basis function. 
L = Y^hMuj ) (5.4) 
i 
T = TM人⑴、 (5.5) 
3 
By representing both the incident radiance and the transfer function in 
terms of the linear basis, the exitant radiance can be described by: 
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By exploiting the linearity of the basic function, the light integral can be 
reduced to: 
P = [ fif'jd� (5.7) 
i j Jn 
We defined he integral Sij = f^ Y^j fifjdu as the correlation of the two basis 
functions. It can be discretized into the summation of the basis functions over 
the sphere. The integral values can be pre-computed and stored in a table 
(Table 5.3.1). In this case, the exitant lighting can be presented by: 
P = (5.8) 
i j 
/o • • . f j fj+l • • . fn 
/o ~Td. /o/o^ ^ … I n f o f i d � ~7nM”dw 
/ i fn fifod^ ... fnfif产 J o . / i /产 
h fn f2foduj … L / 2 � — L f2fnduJ 
h Lhfod � • • • Lhfid � fnhfnd � 
fi In MjduJ ... fnfif'iduJ ~f^fif'Juj 
fm fn Lnfodu I … I Jn fmfjdu | ... | …| Jp. fmf'nd^ 
Table 5.1: Sij - Integral of two linear basis function 
Further more, if the linear approximation function is orthogonal function 
{Sij = Sij), the exitant radiance can then be simplified to a dot product be-
tween the coefficient vectors of the incident lighting and the transport function, 
described by: 
P = (5.9) 
i 
More generally, if the approximation function is not orthogonal, we can 
still obtain a simple form of the radiance integrand by computing the incident 
lighting and the integral of the two basis functions firstly, the result is: 
而 (5.10) 
3 
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Then the exitand lighting is obtained by the inner production of /• and U, 
which is similar to Equation 5.9: 
P = T J i t i (5.11) 
i 
In conclusion, by projecting both the incident lighting and the light trans-
port into linear approximation functions, we can simplify the integration of 
the exitant radiance to a dot product of two coefficient vector whenever the 
approximation function is orthogonal one or not. Low-frequency lighting en-
vironments require a few coefficients (25-64), which can be computed with 
graphics hardware. The simple dot product, given in Equation 5.9 and Equa-
tion 5.11, makes implementation on GPU straightforward. With the acceler-
ation of programmable graphics hardware, rendering complex lighting effects 
due to dynamic lighting environments at interactive or even real-time rates is 
possible. 
5.3.2 Relighting on SH 
The spherical harmonics are often used for compact description of incident 
radiance in low frequency. Spherical harmonics are good for representing low-
frequency lighting environments, since only a few coefficients are needed. On 
the other hand, the rotation invariance will facilitate fast rotation and varying 
of a dynamic lighting radiance. Further more, if we project the light transport 
of the object into the spherical harmonics basis function also, the exitant 
lighting can be produced by the dot product of the lighting coefficients with 
the object coefficients. It is because the spherical harmonics basis function is 
an orthogonal function, where the basic function is orthogonal to each other 
and unity to each self, as shown in Table 5.2. 
If projecting both the incident lighting and the light transport of the object 
into the spherical harmonics basis function, the exitant reflectance of the object 
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~ ~ i ~ ~ F 0 0 — ~ Q ~ 
YI ~Q ~ ~ ~ 0 0 0 
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~ 0 ~ ~ 0 ~ ~ 0 ~ 1 0 
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Table 5.2: Integral of two spherical harmonic basis function 
can be presented in terms of the approximation function: 
P = j (^CiYi{u)^(^CjYj{u)yLU (5.12) 
This equation can be reduced to the simple dot product of the two coeffi-
cients, described by: 
P = (5-13) 
i 
To model the dynamic incident lighting, we need to rotate the lighting 
coefficients on demand. By projecting the lighting into the spherical harmonics 
coefficients, the rotation is easy to implement with a linear transformation. 
As specified in [12], the spherical function represented by a set of spherical 
harmonics coefficients can be exactly rotated via a linear transformation of 
those coefficients. Therefore, the rotation of the incident lighting and the 
complicated and time-consumed projection of the lighting to the spherical 
harmonics basis function are avoided. 
5.3.3 Relighting on RBF 
If we model the object based on the radial basis function, the situation will be 
quite different from the sole spherical harmonics based environment relighting. 
In order to keep fast rendering and rotation speed, the incident lighting is 
still sampled and transformed to coefficients by spherical harmonics. Only the 
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image-based object to reflect the environment is compressed by the radial basis 
function, that is, only the pixel light transport of the object is converted to 
the coefficient vectors based on radial basis function. The exitant lighting can 
be illustrated as: 
P = j (ciYi{uj)YwjGj{u)yuj (5.14) 
Since the correlation between the radial basis function and the spherical 
harmonics basis function is not orthogonal, the evaluation of relighting effects 
can not be deducted to a simple dot product. Based on two different approx-
imation functions, during the runtime rendering the exitant lighting of the 
reflect object can be calculated by combining the per-pixel's radial basis func-
tion coefficients and the environment coefficients together with the correlation 
of the approximation functions. The computation can be illustrated in the 
following equation: 
P = y^y^ CiWjSij (5.15) 
i j 
Sij stands for the coefficient correlation between the spherical harmonics 
function and radial basis function. It is the integration of these two basic 
functions over the whole sphere, shown as: 
f J ^ Y ^ i G — (5.16) 
Jn i j 
We can pre-compute the values for Sij and store them in the format of a 
2D table. During the runtime rendering, Sij can be retrieved by looking up 
the pre-computed table. 
The coefficient correlation can be obtained by integrating spherical har-
monics basis function and radial basis function over the whole spherical sam-
pling. The sampling pattern can be regular sampling over the sphere. The 
disadvantage is that sample points are not evenly distributed on the sphere. 
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More samples are placed near the poles of sphere. A weighted value w should 
be multiplied to balance the uneven distribution. For example, we can set 
w = sin 没，where 6 has the meaning in the spherical coordinate as the angle 
between the sampled vector L and the z axis. So in the spherical coordinate, 
Equation 5.16 can be illustrated as: 
Sij = / / VVYi{d , ( i ) )Gj {e , ( j ) ) smOded^ (5.17) 
Jo Jo • • 
Table 5.3 is an example of pre-computed integral values: the coefficient 
number used for spherical harmonics and radial basis function is 16 and 30 
perspectively. 
Gq Gi G2 Gz G2Q 
~Yo 0.75419 0.75394 0.75446 0.7541^" 0.75444" 
YI -0.74390 -0.68168 —-0.39439 -0.50304 -0.54128 
-0.27592 0.27537 "-0.64385 "^09208 .. • • • • -0.62341 
-0.23339 -0.37835 "-0.33855 -0.64987 ••• 1 .05504 
• • ‘ • . • . • . • • • • • • • 
_Yi5 0.0657厂 0.08309 0.02092 0.03843 | . •. | … | ••• -0.00846 
Table 5.3: Integral of SH k RBF 
5.3.4 Sampling the Environment 
Generally speaking, the lighting environments are represented as a high-resolution 
environment map. In our implementation, the cubic environment map is used. 
We sample the illumination from the environment in a cube map model. It is 
assumed that a spherical coordinate system is put in the center of the cube-
map. Then for each coordinate, we can get a corresponding value from the 
environment. The total information is included in a table. By spherical har-
monic transform, those values can be converted to several coefficients. This 
coefficients are further used to calculate the final output of the rendering effect. 
Figure 5.1 shows examples of the cubic environment map. 
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Figure 5.1: Rendering Cubic Environment. Map 
5.4 Implementation on GPU 
Witli the (levelopinent of computer hardware, the graphics hardware is becom-
ing programinable. A key cliaracter of the programmable hardware - graphics 
processing unit is the usage of special purpose program coding, known as 
shaders. Programmable shading is a way to manage the rendering process, 
including the vertex engine and the fragment engine of GPU. It, is a power-
ful tool to describe the detail information for programming GPU rendering. 
Since iriodern GPU has a SIMD architecture and is able to support IEEE 
32-bit floating-point during the pipeline, the rendering is both with the high 
precision computation and fast speed. 
We. have implemented the linear function approximation based environment 
relighting on the GPU. The application takes several advantages. Firstly, 
tlie dot. production, which is the essential computation for the relighting, is 
amenable to implement with GPU. As for the orthogonal basis function, the 
integral can be reduced to the dot. product, directly. If the basis function is not 
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ort liogonal, by coiribiiiing tlie correlation function and the coefficient, for the 
incident lighting in advance, the computation is also in the format of simple 
dot product. Secondly, the coefficients pixel's light transport is similar to the 
coefficient map in directional or point light, source (Chapter 3), which is in the 
fori rial, of a two dimensional floating point map. This structure matches well 
with the texture unit, in GPU. When looking up the per-pixel value, only a 
texture accessing operation is needed. At last, the high precision fioatiiig point 
supported in current GPU guarantees the computation precision and enhances 
the visual realism. But GPU also has some limitations. Firstly, due to the 
const raint of the texture units used in one shader, the dot product will have to 
be separated into several passes. The summation of the separated result can 
be added in anot her shader. In addit ion, the rotation of the incident lighting 
to model tlie dynamic lighting is a bit complicated for current GPU. So we 
liave to perform it in the CPU and then pass the rotated result to the graphics 
hardware. 
When projecting the lighting environment and the light transport into the 
SH coefficients, the integral of the exit lighting is a simple dot product of the 
two coefficient vectors. It is implemented in the pixel shader. For the light 
transport, the pixel values is stored and passed as a texture to the shader. The 
coefficients for the environment illuminance are formed as a constant value to 
the shader. In the fragment, shader, the value of the pixel value for the light 
transport is looked up from the texture, then multiplied with the coefficient 
value for the environment illuminance. The summation of the production is 
also implemented in the shader as the simple addition operation. The whole 
process can be shown in Figure 5.2. 
If. we model the object with radial basis function, environment relighting 
includes the part, for integrating the correlation of the non-orthogonal basis 
functions. For fast rendering, we implement the operation Ylj kSij outside the 
shader because current GPU does not. support matrix multiplication efficiently. 
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Figure 5.2: Rendering procedure based on SH 
Then iu the sliader, the product is to multiply with the light transport, fetched 
from the text ure. It is the same process as orthogonal rendering. The process 
is illustrated in Figure 5.3. 
5.5 Evaluation 
5.5.1 Visual evaluation 
First, we present images rendered with our technique. All tests run on a 1.5 
GHz Intel P4 with 512MB memory and GeforceFX 5950 Ultra with 256MB 
video memory. 
Figure 5.4 is a bunny rendered under environment "city" based on the 
spherical harmonics and Figure 5.5 is the rendering result for radial basis 
function in the scene "outdoor". 
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Figure 5.3： Rendering procedure based on RBF 
The resolution of t he rendering scene is 256 x 256. For the spherical har-
monics transform, the number of coefficients used is 64, for the radial basis 
function, the number of coefficients is 16. 
5.5.2 Statistic evaluation 
We measure the relighting time for each part of the. execution, including load-
ing and rotating the environment, calculation of dot. product on GPU. The 
approximation function used and the coefficient numbers are also specified. 
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Figure 5.4: Rendered bunny based on spherical harmonic basis function 
Figure 5.5: Rendered bunny based on radial basis function 
The results are listed in Table 5.4. Diflereiit coefficients are applied for object 
radiance as a comparison. The resolution of the scene and the object bunny 
are the same as above. 
Load Env.(s) Rotate Env.(s) Coef. Env. Render Obj.(s) Coef. Obj. 
— 2.094 0.01753 64(SH) 0.016 15(RBFj 
1.984 0.01770 64(SH) 0.015 25(RBF) 
2.071 0.01870 64(SIi) 0.016 64fflBF) 
- 2.043 0.01596 64 (SH) 0.016 64 (SH) 
Table 5.4: Statistic Analysis 
As we can see from the table, the coefficient number of the environment 
is the same while coefficient number for the object is different. The time for 
loading the environment is quite the same while rotation of the environment 
includes mult iplications with the object coefficients so that it is increasing with 
the increase of the coefficient number. Since approximation with RBF has 
an extra multiplication of the correlation function, with the same, coefficient 
number, it needs more rendering time than SH approximation. 
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5.6 Conclusion 
We have presented a new algorithm for interactive object rendering under the 
dynamic, low frequency distant illumination based on the linear function ap-
proximation. By projecting both the incident lighting and the object light 
transport via linear approximation functions, the integral of the exitant light-
ing can be reduced to a dot product. The global illumination, like self-shadow, 
is captured well with this low-order coefficients. No prior information about 
the dynamic lighting is required. The dynamic lighting can be modelled by 
the fast linear transform of coefficients via the rotation invariance. The ba-
sis approximation function is not restricted to the orthogonal function. By 
combining with the coefficient correlation in advance, we can convert the inte-
gral to dot product also with the non-orthogonal function. The coefficient dot 
product can be evaluated efficiently on the programmable graphics hardware. 
Therefore, our approach yields a real-time and realistic rendering due to the 
time-varying, distant lighting environment. 
Chapter 6 
Neocognitron on GPU 
6.1 Overview 
Neocognitron, proposed by Fukushima [20, 19] in the early 1980s', is a hierar-
chy multi-layer neural network model used for pattern recognition and feature 
extraction. This self-organized neural network is designed by mimicking the 
visual system. Besides its significant applications in the area of handwritten 
character recognition, widely extensions and variations [41, 49, 62] based on 
neocognitron have been exploited. Insensitivity to distortion, rotation and 
shifting are the main merits of neocognitron. 
Neocognitron, however, is a complicated neural network, and its usefulness 
is therefore limited by its complex network architecture and heavy compu-
tation. More specifically, the hierarchy multiple-layer architecture requires a 
large number of neurons (i.e. cells). For example, for a 68 x 68 input, more 
than 160,000 neurons are involved. Together with the intrinsic inter-connection 
between layers, it brings a heavy computation burden to the implementation. 
On the other hand, the two-dimensional organization structure of the neurons, 
the local connections between the consecutive layers, and the shared weights 
among the neurons all suggest that the neocognitron suit for implementation 
on a parallel machine. 
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The need of real-time performance has already driven some hardware im-
plementations of neocognitron [10, 73, 79] several years ago. Although hard-
ware implementation offers a faster neocognitron solution, extra cost is needed 
for installing extra hardware. As these specialized hardwares are tailor-made, 
they are still expensive and not cost-effective. On the other hand, current 
generation of consumer-level graphics hardware, GPU, has already evolved 
to a stage that supports parallel processing, high programmability, and high-
precision computation [46]. Its functionality is no longer restricted to rendering 
of texture-mapped polygons, but also provides general computations. Oh and 
Jung [52] has used GPU to implement multilayer perceptron (MLP), a kind 
of neural network, for texture detection. However, they only converted the 
calculation of MLP into a matrix operation and then performed the matrix 
multiplication on the GPU. The parallel structure of the neural networks was 
not considered. More importantly, recent work [15] showed that the matrix 
multiplication doesn't fit for efficient GPU implementation. 
Suggested by the nice matching between the layer structure of neocogni-
tron and the texture-based processing on GPU, we propose a real-time so-
lution to the above problems by mapping the neocognitron to GPU without 
re-formulating the problem as an indirect matrix operation. It reduces the com-
putational burden of CPU. The mapping takes advantages of the homogeneity 
of connections between two consecutive layers, including the local receptive 
fields and sharing weights. The GPU-based neocognitron has the same recog-
nition performance as the CPU-based model, while the recognition process 
is sped up significantly. Our experiments demonstrate the efficiency and the 
stability of GPU neocognitron in recognizing the handwritten characters, espe-
cially for the noisy input in real applications. As GPU is display-oriented, the 
extracted features in the intermediate layers can be straightforwardly visual-
ized. This facilitates the understanding and analyzing how the network works 
in the recognition procedure and which features of objects contributes most 
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to the recognition result. Next, we apply the real-time GPU-based neocogni-
tron in an automatic template matching system, in order to handle the sudden 
"switch" of target object to a new one. 
6.2 Neocognitron 
The neocognitron is a hierarchical multi-layer neural network proposed by 
Pukushima [19，20]. It is well-known for the applications to visual pattern 
recognition. One important characteristic of neocognitron is that it mimics the 
low-level recognition system. The most significant application of neocognitron 
is in the area of handwritten characters recognition [22, 21]. Other applications 
include analog images recognition [23], automatic target recognition [72], etc. 
The main advantage of neocognitron is its positional, rotational and distortion 
invar iance. 
The basic architecture for neocognitron is a cascade structure, which con-
sists of an input layer followed by several stages. A schematic diagram of the 
multi-layer neocognitron is shown in Figure 6.1. The first layer is the input 
layer-C/o- Each succeeding stage consists of two kinds of layers, S-layer and 
C-layer, denoted by Usi and Ud, where I means it is the layer of the l-th stage. 
The cells inside the layers are grouped by a set of two dimensional planes. The 
planes on S-layer are called S-planes, while the planes on C-layer are C-planes. 
Each S-plane consists of S-cells, which are feature detection cells and the C-
layer consists of C-cells which allow for positional errors. The neocognitron 
has a hierarchical structure with the number of cells decreasing layer-by-layer 
until the highest (last) C-layer. The last layer is the recognition layer and 
represents the final result of the pattern recognition. 
Each layer has the input from its previous layers. Across two stages, the 
S-plane on one layer connects to some of the C-planes on its preceding layer 
with the one-to-many mapping. Within one stage, each C-plane connects to 
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one corresponding S-plane in a one-to-one fashion. Cell on a plane connects 
to preceding plane with the receptive field restricting to a local connection. 
Different cells on the same plane share the same weighting, but connect to 
different receptive fields on the preceding plane. Such a local receptive con-
nection and replicated sharing weights match harmonically with the pipelined 
parallel architecture system. 
Let's denote the output of the S-cell and C-cell on the k-ih plane of the 
l-th stage as Usi{n, k), and Uci(n, k) respectively, where n denotes the position 
of the cell on the 2D plane. The mathematical description for the output of 
the S-cell is: 
“ 々 。 幻 = n • 1 + E p 咖 咖 + "’ 动 1/2 - 1 ) (6.1) 
where Uc(i-i) is the output of C-cell from the previous layer, ri is the selec-
tivity parameter, ai is the repetitive sharing weights connecting the cell and the 
preceding layer, and bi and q are the parameters providing the inhibitory and 
normalization effects. The function (/?(•) is a threshold-linear transfer function, 
defined as 
f 0 if a: < 0 , � 
= < (6.2) 
[ X if 0<x . 
The output of C-cell is: 
_ -
Uci{n, k)=ip aci{iy)usi{n + k) (6.3) 
. f -
where ad is the connection weights for the C-cell, and the function ip(-) is 
defined as 
• ) = ITS^ (6.4) 
From Equations 6.1 and 6.3, the essential calculation of each cell involves 
an inner product of the local connected cells on the input layer with the sharing 
weights. Such convolution fits well for the parallel implementation. 
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In summary, neocognitron is a self-organized, hierarchical multi-layer net-
work. It is useful for pattern classification, especially when there are possible 
shifts in position or distortion in shape. Although the neocognitron appears 
to be attractive in its high biological fidelity, it incurs a high computational 
cost which is not affordable for most real-time applications. However, some in-
herent features of its structure support the parallel pipelined processing. This 
provides the possibility for realization on parallel machines. 
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Figure 6.1: The architecture of the neocognitron. 
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6.3 Neocognitron on GPU 
Neveu et al. [50] demonstrated that the neocognitron could be implemented 
using a SlMD-based specialized hardware. Instead of using specialized parallel 
hardware, we propose to design and develop neocognitron on the consumer-
level SIMD-based GPU, due to its wide, availability and cost effectiveness. 
One major reason we utilize GPU is exploring the nice matching of the layer 
structure of neocognitron with the texture-based GPU. The matching takes 
advantages of the lioinogeiieity of connections between two consecutive layers 
(Section 2.1), including the. local receptive fields and sharing weights. However, 
there are still several limitations of current GPU. Detail technical solutions to 
these problems are explored in the following sections. 
We design a GPU-based neocognitron system as a set of fragment shaders 
wliich perform the computation on 32-bit, floating-point textures. Due to the 
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multi-layer architecture of the neocognitron, several rendering passes are re-
quired to complete the whole process. Although the scale of neocognitron 
varies from stage to stage, each S-layer or C-layer, except the highest recog-
nition layer, performs similar computations. In other words, the shaders are 
basically the same. For each layer, the computation focuses on the convolu-
tion of the connection weights and the outputs from the receptive field on the 
preceding layers. 
6.3.1 Data Mapping and Connection Texture 
Since GPU bears an optimal support mechanism for 2D texture and the in-
trinsic layer structure for the neocognitron system builds up the group of cells 
in the format of a two dimensional array, we naturally map each layer to a 2D 
floating-point texture of GPU. Then each pixel of the texture corresponds to 
one cell on the layer with texture coordinate denoting the position of the cell. 
In order to utilize the memory and enhance the parallelism, we pack every four 
planes in one layer into four individual (r, g,b,a) channels of the texture. The 
pixel of the texture is padded with zeros if the total number of plane within 
the layer is not exactly the multiple of four. 
Although the mapping for the layer to 2D texture is straightforward, the 
mapping for the inter-connections is somehow involved. It depends on the 
connection format of the consecutive layers. As for the connection across the 
stages, each S-plane connects to a subset of the planes on its previous C-layer. 
Such a conditional connection is not fixed and harms the parallelism. Hence we 
fully connect each S-plane to all preceding C-planes, as shown in Figure 6.2. At 
the same time, zero valued weights will be assigned to the dummy connections. 
Although such full mapping enlarges the connection weights stored on texture 
and hence consumes more memory and computation, it facilitates a SIMD-
based parallel processing. As current consumer-level GPU supports large and 
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extremely fast video memory, the consumption of the large memory may not 
be a bottleneck. 
We group all connection weights between two consecutive layers into one 
connection texture, as shown in Figure 6.3. Each block (of pixels) in the con-
nection texture in Figure 6.3 stores the weights of a connection between two 
planes. The connection texture shown refers to the connection across two 
stages. If there are m planes on S-layer and n planes on C-layer, there will 
be n X m blocks in the connection texture. The block at (z, j ) refers to the 
connection between the i-th. C-plane and the j-th S-plane. For the connection 
texture between C-layer and S-layer within the same stage, there are only n 
blocks if there are n C-planes/S-planes, as the connection is only one-to-one. 
6.3.2 Convolution and Offset Computation 
The convolution between the receptive field and the sharing weights is the ma-
jor processing for the network. The convolution is performed by fetching local 
neighboring pixels around the starting point and applying the corresponding 
convolution weights to the surrounding samples. The local neighborhood con-
tains a block of TV X iV pixels on the input layers, precisely, the connection 
plane, with the starting point pixel as its upper left vertex. The kernel is the 
connection weights associated with that plane. 
A convolution can be performed in a single rendering pass if GPU can read 
all of the neighbors in one pass. There are too many values to fetch, however 
there is a limit on the length of shader code. Due to this limitation, we have 
to divide the convolution into multiple steps. Firstly, the dot product for each 
row of the connection weights and corresponding row of the receptive field is 
calculated (Figure 6.4). Then the results obtained by partial dot product are 
accumulated in the following shaders. 
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Figure 6.3: The texture architecture for connections between succeeding layers 
Instead of computing the position for both input neurons and the connec-
tion weights within the fragment, shader by arithmetic instructions, we adopt 
a more efficient way which precomputes and stores all these values in a 2D tex-
ture. This texture is called address texture which is organized by storing the 
2D offset, of the connection texture in the r g channels and the 2D position 
of the input cells in the b & a. 
Boundary condition has to be considered during convolution. In order to 
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Figure 6.4: The GPU based convolution for neocognitron 
avoid the condit ional statements for dealing with the boundary pixels, we ex-
pand the border of all the planes in each layer and fill the supplementary 
boundary pixels with zeros (Figure 6.5). This relieves us from specially han-
dling of boundary condition in the shader code and complicating the code. 
Hence the parallelism is improved. 
Except for t he convolution, the processing of the cell also includes some 
other calculations, such as the threshold filtering or normalization (Equa-
tions 6.1 and 6.3). Those calculations can be easily performed in a single 
rendering pass. Since a cell on a S-plane connect to cells on all the preceding 
C-planes, we need to accumulate the convolution result for each C-plane. A 
suirimation shader is designed for this accumulation purpose. 
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Figure 6.5: Boundary expansion 
6.3.3 Recognition Pipeline 
The convolution processing is repeatedly executed until the last recognition 
layer. The result of the previous layer is output by shader in the form of output 
texture and immediately loaded as the input texture of the next layer. The 
technique of rendering-to-texture is employed here because it avoids frequent 
data transfer between the main memory of CPU and the texture memory of 
GPU, which severely slows down the performance. 
The task at the final layer is to search for the maximum value among all 
neurons. Because current GPU doesn't directly support min/max operation 
within a texture, we have to export these data to main memory and perform 
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searching using CPU (pure software) instead. 
6.4 Experiments and Results 
We evaluated the performance of the GPU-based noecognitron system for rec-
ognizing the handwritten digitals. Compared with the CPU-based implemen-
tation, the pattern recognition performance is the same while the recognition 
time is decreased significantly, and the recognition time converges to a con-
stant for different testing samples. We also applied this system to the noise 
image testing, which shows another strength of the GPU based neocognitrion 
system. GPU-based neocognitron system bears the advantage to show the 
middle level recognition result and provides the real-time visualization. And 
at last, its potential application in object tracking is explained and some simple 
experiments are shown here. 
We evaluated the performance of the GPU-based neocognitron system for 
recognizing the handwritten characters. Our implementation adopts OpenGL 
and nVidia's Cg for shader development. All experiments are conducted on a 
PC with Pentium IV 2.8 GHz CPU, 512MB memory, and nVidia GeforceFX 
5900 Ultra with 256MB video memory. 
6.4.1 Performance Evaluation 
In our experiments, we use a handwritten character data set sampled from the 
ETLl database. We used 3000 images as the training data. After training, 
the scale of the simulated neocognitron is as follows. There are four layers 
in the network. The number of cells in each layer is: UQ : 65 X 65 X 1; Usi : 
68 X 68 X 16; Uci ： 37 X 37 X 16; Us2 : 38 x 38 x 39; Uc2 : 21 x 21 x 39; Uss ： 
22 X 22 X 110; UcA ： 13 X 13 X 110; t/s4 ： 5 x 5 x 103; t/c4 ： 1 x 1 x 10. 
The major improvement of our system is the speedup of the recognition 
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~G^up No. CPU (s) Opti-CPU (s) GPU (s) 
— 1 ~0^75 士 0.079 0.222 士 0.034 0.032 
— 2 " ^ 4 3 士 0.013 0.219 士 0.035 0.032 
— 3 " ^ 2 3 士 0.019 0.213 士 0.036 0.032 
4 " 0 5 0 士 0.013 0.216 士 0.034 0.032 
Avg 0.423 土 0.048 0.217 士 0.035 0.032 
Table 6.1: The timing comparison of the GPU-based & CPU-based neocogni-
tron. 
mmmmmmmm 
5% 10% 15% 20% 
Figure 6.6: Test data. 
process. The comparison of our GPU-based neocognition with the pure soft-
ware neocognitron can be seen in Table 6.1. The pure software implementation 
was published by Fukushim. We list the recognition time of the CPU-based, 
the optimized CPU-based, and our GPU-based neocognitrons. The timing 
statistics listed in Table 6.1 is the average response time for a group of testing 
data. Each group contains 10 numbers from 0 to 9 (Figure 6.6). We use 4 
groups of data to test the recognition time for three different implementations. 
Since many connections weights and input neurons have the value zero, 
the calculation for the zeros value can be eliminated. The optimized CPU-
based neocognitron makes use of this property to speed up its performance. 
However, this conditional operation for non-zero values is not suitable for SIMD 
parallelization. Due to the parallel inherence of GPU, it performs the same 
operation on all neurals. Nevertheless, our GPU-based recognition is 13 times 
faster than CPU-based neocognitron and 7 times faster than the optimized 
CPU implementation. 
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Figure 6.7: The performance evaluation in noisy cases. 
In order to test the noise-sensitivity of different implementations, we feed 
the input with noise of different degrees (Figure 6.6). The above testing group 
is used again. Different degree of random noise is introduced to the images. 
The noise percentage refers the rat io of corrupted pixels to the total number 
of pixels ill the input sample. Since the optimized CPU-based neocognitron 
utilizes the eliminating of zero values, its performance is drastically reduced 
when noise is introduced. The more noisy the images are, the slower the 
performace of optimal CPU-based neocognitron is. On the other hand, our 
CPU-based neocognitron is not affected by the noise, since it performs all 
computation no matter the input is zero or not.. Here we can see, under the 
noise case, the recognition time is for the optimal CPU-based neocognitron 
increased by 120%, while the GPU-based recognition is remained unchanged. 
This iioise-inseiisitivity demonstrates its potential in real-world applications. 
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6.4.2 Feature Visualization of Intermediate-Layer 
It has been shown that neocognitron simulates the neural system of mammals. 
In [22]，Fiikishima have already illustrated some examples of the response or 
the extracted features on each C-layer. It could be useful to visualize those 
responses or features. As GPU is designed for display, the GPU neocognitron 
bears the advantage to visualize the intermediate recognition result in real-time 
(Figure 6.8). 
It is a useful tool to help us understand the function of each layer of neocog-
nitron, and also it gives a clue how the neocognitron works. The responses of 
each Uc and Us layer are displayed from left to right. The UCA is the recognition 
layer. 
6.4.3 A Real-Time Tracking Test 
Template matching has been widely applied in object tracking. The dynamic 
update of the template during motion is an important step in its application. 
Most of the deformable template matching methods assume the target object 
does not switch (not deform) to another object. For example, the digit shown 
on a digital clock may change from “1” to "2" • If it really switches to another 
object, simply deforming the template does not work. Moreover, shifting, 
scaling and rotation of the target object may further complicate the template 
matching task. 
To solve the problem, we need to first recognize the newly switched object. 
Then the template can be automatically updated to match with the new object. 
One possible solution is to combine the neural network cognitron with the 
template matching algorithm. However, the recognition must be real-time 
in order to apply to video sequence. This poses a difficulty to traditional 
recognizers. 
Enjoying the nice property of insensitivity to shifting, scaling and rotation, 
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Group Uso Usi Us2 UsS Ud Udi U^ 
1 0.249 0.259 0.127 5.970 1.603 1.608 1.295 
~ 2 0 . 2 4 3 0.253 0.118 3.689 1.602 1.664 1.311 
3 0.256 0.250 0.136 4.263 1.550 1.473 1.129 
4 0.181 0.208 0.113 3.363 1.224 1.386 1.203" 
Table 6.2: Distances between features of different characters.(x 10~^) 
neocognitron provides a way to tackle the problem mentioned above. Fur-
thermore, the time for our GPU-based neocognitron to recognize one frame is 
around 0.032 second, even for noisy cases. All these suggest that the GPU-
based neocognitron has a great potential in real-time object recognition and 
tracking. 
Two tests are first carried out for the preparation of the subsequent ex-
periments. The first one is designed to identify what is the most effective 
feature to distinguish different characters among all features on each Uc and 
Us layer. To do so, features of each neocognitron layer are extracted from 
160 test data. We regard the values on a C-layer/S-layer features as a feature 
vector. The Euclidean distances between features of different characters from 
the corresponding layers are measured. According to the results shown in Ta-
ble 6.2, Us3 lias the largest distance for distinguishing different characters. It 
is selected as the template feature vector in this case. 
Another experiment is carried out to verify if this selected feature is invari-
ant to shifting, rotation, and distortion. Similarly, features on each neocog-
nitron layer are extracted from test data. These test data may include, say 
a character "2", a rotated "2"，or a translated "2" • The Euclidean distances 
are computed from the corresponding feature vectors of the same character, 
e.g. the Us3 features of character "2" and that of a rotated character "2" • Ta-
ble 6.3 shows the results, the same characters on Us3 are only around 1, which 
means that the selected feature vector is insensitive to shifting, rotation, and 
distortion. 
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Group UsO Usl Us2 Us3 Ucl Uc2 Uc7~ 
1 — 0.265 0.246 0.127 0.947 1.552 1.419 0.846 
2 — 0.218 0.165 0.071 0.825 1.021 0.846 0.566 
3 — 0.190 0.157 0.093 0.649 0.970 0.929 0.690 
4 0.207 0.208 0.111 1.099 1.184 1.128 0.68^ 
Table 6.3: Distances between features of same characters.(x 10"^) 
An automatic template selection and updating method, based on our real-
time neocognitron and the results from above two experiments, is proposed 
here. The procedure is as follows (Figure 6.9). The comparison is carried out 
in the feature space, between the neocognitron features of the template and 
those of the target object. Based on the recognition capability of neocognitron, 
the object is first recognized, e.g. character "3" in the figure. The neocognitron 
features, extracted from each intermediate layer, are set as the template feature 
vectors. During the recognition of a video sequence, the neocognitron features 
on the target areas are extracted and compared with that of template. As they 
are insensitive to the shifting, scaling and rotation, the template neocognitron 
features can be effectively used to identify if the target object still exists. When 
the character in the video switch, for example it turns into "8" in our example, 
the neocognitron will inform the system to automatically update the matching 
template to "8", and also update the corresponding neocognitron features of 
the new template. 
Our proposed method has been tested on simulated video sequences con-
taining various styles of different characters, as illustrated in Figure 6.10. It 
can identify the switch of characters effectively. In our future work, we shall 
apply our proposed scheme to real-time analysis of video from surveillance 
cameras. 
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6.5 Conclusion 
This chapter demonstrates a real-time neocognitron on GPU. It combines 
the recognition ability of neocognitron and the powerful computation ability 
of SIMD architecture GPU. By mapping the necognitron processes on GPU 
shaders, our GPU based neocognitron operates at real-time rates (more than 
30Hz). This mapping relies on exploring the parallel inherence of neocogni-
tron, elaborating the design of the computations, and efficient communication 
scheme. A useful intermediate result visualizer is also developed. It gives an 
instant visualization of the features on each layer of the neocognitron, and 
is helpful in understanding how neocognitron works under different circum-
stances. Further extensions and applications of the GPU-based neocognitron 
include noise data recognition and a real-time template based tracking ap-
plication. Both of them take advantage of the real-time performance of our 
GPU-based neocognitron. 
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Figure 6.8: The real-time GPU neocognitron for handwriting character recog-
nition, on GeForce 6800. A screen shot, shows the user interface containing the 
input, data, the extracted features on each layer, and the recognition result. 
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Chapter 7 
Conclusion 
In this thesis, we present some meaningful applications on the programmable 
GPU. With the rapid development of the programmable graphics hardware, 
bearing the SIMD architecture and the parallel pipeline, GPU can be treated as 
a powerful and flexible stream processor. With its wide availability, there is an 
increase in the applications for the programmable graphics hardware, not only 
in the fields of computer graphics but also some general purpose applications 
with interactive and real time requirement. We investigate the GPU power in 
the field of image-based relighting and neural networks. 
Image-based relighting has been a hot topic for recently years. To improve 
the performance of image-based relighting, we exploited GPU power to accel-
erate the rendering process. Spherical harmonics and radial basis function are 
applied to compress and approximate the large amount sampling data. After 
data reorganization, the relighting is the process of combining the coefficient 
maps with the basis function evaluation as the weighting factors. The linear 
combination suits well with the execution on GPU. 
We also presented a new algorithm for interactive object rendering under 
the dynamic, low frequency distant illumination, presented by the environment 
mapping, based on the linear function approximation. By projecting both the 
incident lighting and the light transport via linear approximation functions, 
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the integral of the exitant lighting can be reduced to dot product. The coef-
ficient dot product can be evaluated efficiently on the programmable graphics 
hardware. Therefore, our approach yields a real-time and realistic rendering 
due to the time-varying, distant lighting environment. 
We also employ the programmability for the floating point texture compres-
sion. With the adventure of the 32-bit floating point texture, the consump-
tion of the video memory can not be ignored totally. As the 32-bit floating 
point texture is widely evolved in the applications of programmable GPU, we 
naturally map the compression of the texture to the pipeline of GPU. The 
technique of block-wise PCA is utilized for encoding the texture because it 
supports the fast decoding and random accessibility. The step of texture de-
coding is executed in the GPU. We apply the proposed texture compression 
to the image-based relighting system. As the experiment shows, the relight-
ing maintains a good rendering effect with much less consumption of texture 
memory. 
The programmable graphics hardware is traditionally been used to enhance 
the visual appearance of interactive 3D rendering and accelerate the rendering 
process. But exploiting the efficient parallel performance of GPU, it also has 
the ability to perform varieties of general purpose algorithms. For the gen-
eral purpose application of GPU, we implement a real-time neocognitron. By 
exploring the parallel inherence and efficient communication scheme of neocog-
nitron, we carefully design an efficient mapping of neocognitron onto GPU. It 
combines the recognition ability of neocognitron and the powerful computation 
ability of SIMD architecture GPU. By mapping the necognitron processes on 
GPU shaders, our GPU based neocognitron operates at real-time rates while 
maintaining the same recognition ability as the pure CPU implementation. 
With the rapid development, GPU will be a more powerful and efficient 
parallel processor. But there are still some limitations of the current GPU. 
For example, the resources used in the GPU are constraint. And till now the 
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dynamic branching is not efficient enough. It confined the application areas. 
With the trend of GPU to be flexible parallel, high precision and powerful 
computation, there will be more arbitrary problems that can be solved with 
the employment of GPU. 
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