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a b s t r a c t
Thepaper studies the convergence of someblock iterativemethods for the solution of linear
systems when the coefficient matrices are generalized H-matrices. A truth is found that
the class of conjugate generalized H-matrices is a subclass of the class of generalized H-
matrices and the convergence results of R. Nabben [R. Nabben, On a class of matrices which
arises in the numerical solution of Euler equations, Numer. Math. 63 (1992) 411–431] are
then extended to the class of generalized H-matrices. Furthermore, the convergence of the
block AOR iterative method for linear systems with generalized H-matrices is established
and some properties of special block tridiagonal matrices arising in the numerical solution
of Euler equations are discussed. Finally, some examples are given to demonstrate the
convergence results obtained in this paper.
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1. Introduction
In this paper, we consider the solution methods for the system of km linear equations
Ax = b, (1)
where A = [Aij] ∈ Ckm×km is anm×m block matrix with all the blocks Aij ∈ Ck×k, b, x ∈ Ckm×1. The class of systems arises
not only in the numerical solution of 2D and 3D Euler equations in fluid dynamics [2,8,12], but also in the discretizations of
PDEs associated to invariant tori [3,4].
Elsner and Mehrmamm in [5,6] gave convergence results for some block iterative methods such as the block Jacobi
method, the block Gauss–Seidel method and the block SORmethod for the solution of linear system (1) when the coefficient
matrix A is either generalized M-matrices (see Definition 2.4) or consistently ordered p-cyclic matrices (see [15]). Later,
Nabben [12,13] established some further results on the convergence of block iterative methods for the solution of this class
of linear systems with conjugate generalized H-matrices (see Definition 2.5). For example, he established the convergence
of the block Jacbi method, the block Gauss–Seidel method, the block JOR-method and the block SOR-method.
In order to solve system (1) using block iterative methods, the coefficient matrix A = [Aij] ∈ Ckm×km is split into
A = M − N, (2)
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whereM ∈ Ckm×km is nonsingular andN ∈ Ckm×km. Then, the general formof block iterativemethods for (1) can be described
as follows:
x(i+1) = M−1Nx(i) +M−1b, i = 0, 1, 2, . . . (3)
ThematrixH = M−1N is called the iterationmatrix of the iteration (3). It is well-known that (3) converges for any given x(0)
if and only if ρ(H) < 1 (see [15]), where ρ(H) denotes the spectral radius of thematrixH . Thus, to establish the convergence
results of block iterative methods, we mainly study the spectral radius of the iteration matrix in iteration (3).
In the following, the splitting and iterationmatrices for some special block iterativemethods of (1) are listed, respectively.
Let 〈m〉 = {1, 2, . . . ,m} and E ⊂ P(m) = {(i, j)|i, j ∈ 〈m〉, i 6= j}. Consider the E-block iterative method that is defined
by the splitting
A = ME − NE and HE = M−1E NE (4)
whereME = [Mij] is nonsingular with
Mij =
{
Aij, (i, j) ∈ E or i = j ∈ 〈m〉
0, otherwise (5)
and NE = [Nij]with
Nij =
{
0, (i, j) ∈ E or i = j ∈ 〈m〉
−Aij, otherwise . (6)
In the case of standard block decomposition A = D− L− U , the block Jacobi method is defined by the splitting
M = D N = L+ U and HJ = D−1(L+ U), (7)
and the forward and backward block Gauss–Seidel methods are defined by
M = D− L N = U and HFGS = (D− L)−1U (8)
and
M = D− U N = L and HBGS = (D− U)−1L, (9)
respectively, where
D =

A11 · · · 0 0
...
. . .
. . .
...
0 · · · Am−1,m−1 0
0 · · · 0 Amm
 ,
−L =

0 · · · 0 0
A21
. . . 0 0
...
. . .
. . .
...
Am1 · · · Am,m−1 0
 ,
−U =

0 A12 · · · A1m
...
. . .
. . .
...
0 0
. . . Am−1,m
0 0 · · · 0
 .
(10)
The Jacobi overrelaxation method (JOR-method) is defined by the splitting
M = 1
ω
D, N =
[(
1
ω
− 1
)
D+ L+ U
]
, (11)
where ω ∈ R and D, L,U as in (10), and
HJOR(ω) = M−1N = (1− ω)I + ωD−1(L+ U). (12)
The SOR-method (see [14]) is defined by
M = 1
ω
D− L, N =
[(
1
ω
− 1
)
D+ U
]
, (13)
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and
HSOR(ω) = M−1N = (D− ωL)−1[(1− ω)D+ ωU]. (14)
The AOR-method (see [7]) is defined by
M = 1
ω
(D− rL), N = 1
ω
[(1− ω)D+ (ω − r)L+ ωU] (15)
and
HAOR(r,ω) = M−1N = (D− rL)−1[(1− ω)D+ (ω − r)L+ ωU], (16)
where r and ω are the acceleration parameter and the overrelaxation parameter, respectively.
In this paper, we will firstly investigate the relationship between generalized H-matrices and conjugate generalized H-
matrices and then mainly establish the convergence results of some block iterative methods for the solution of (1) when
the coefficient matrix A is a generalized H-matrix. These methods include the block Jacbi method, the block Gauss–Seidel
method, the block JOR-method, the block SOR-method and the block AOR-method as well.
The rest of the paper is organized as follows. Some notations and preliminary results about generalized H-matrices are
given in Section 2. The relationship between generalized H-matrices and conjugate generalized H-matrices is investigated
in Section 3. In Section 4, The convergence results of some block iterative methods for linear systems with generalized H-
matrices are established. Someproperties of special block tridiagonalmatrices arising in special cases from the computations
of partial differential equations are discussed in Section 5 and some examples are given in Section 6 to illustrate the
convergence results obtained in this paper. Finally, conclusions are given in Section 7.
2. Preliminaries
In this section, we give some notions and preliminary results concerning special matrices that are used in this paper. Let
Cn×n (Rn×n) be the set of all n×n complex (real)matrices.We denote by |α| the cardinality of a setα ⊆ 〈m〉 = {1, 2, . . . ,m};
Cn the set of alln-dimensional complex vectors;Rn+ the set of positive vectors inRn;AT andAH the transpose and the conjugate
transpose of the matrix A; ρ(A) the spectral radius of A; Re(z) the real part of the complex number z.
Definition 2.1. 1. Amatrix A ∈ Cn×n is calledHermitian if AH = A. A Hermitianmatrix A ∈ Cn×n is calledHermitian positive
definite if xHAx > 0 for all x ∈ Cn \ {0} and Hermitian semipositive definite if xHAx ≥ 0 for all x ∈ Cn.
2. A matrix A ∈ Cn×n is called positive definite if Re(xHAx) > 0 for all x ∈ Cn \ {0} and semipositive definite if Re(xHAx) ≥ 0
for all x ∈ Cn.
A > 0 and A ≥ 0 will be used to denote A being (Hermitian) positive definite and (Hermitian) semipositive definite.
Analogously we write A < 0 if −A > 0 and A ≤ 0 if −A ≥ 0. Furthermore, for A, B ∈ Cn×n, we write A > B and A ≥ B if
A− B > 0 and A− B ≥ 0.
Definition 2.2 ([9,10,12]).
1. Let A = (aij) ∈ Cn×n be Hermitian positive semidefinite. Then there exists a unitary matrix Q such that A = QH∑Q ,
where
∑ = diag(λ1, λ2, . . . , λn) ∈ Rn×n, λi ≥ 0, i = 1, 2, . . . , n. Then, we define √A := QH√∑ Q , where√∑ = diag(√λ1,√λ2, . . . ,√λn ).
2. Let A = (aij) ∈ Cn×n be Hermitian. Then |A| ∈ Cn×n is defined as
|A| := √AA.
In particular, we have |A| = A if A is Hermitian positive semidefinite.
Definition 2.3 ([1,14]). Let A = (aij) ∈ Rn×n.
1. A ∈ Rn×n is called a Z-matrix if aij ≤ 0 for all i 6= j; i, j = 1, 2, . . . , n;
2. A ∈ Rn×n is called anM-matrix if A is a Z-matrix, A−1 = (̂aij) exists and âij ≥ 0 for all i, j = 1, 2, . . . , n;
3. A ∈ Cn×n is called an H-matrix if µ(A) = (µij) is anM-matrix, where
µij =
{|aii|, if i = j
−|aij|, if i 6= j.
Zn×n,Mn and Hn will denote the sets of all n× n Z-matrices, all n× nM-matrices and all n× nH-matrices, respectively.
Definition 2.4 ([5,6,12]).
1. Let Zkm = {A = [Aij] ∈ Ckm×km|Aij ∈ Ck×k is Hermitian for all i, j ∈ 〈m〉 and Aij ≤ 0 for all i 6= j, i, j ∈ 〈m〉}. A matrix
A ∈ Zkm is called a generalized Z-matrix.
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2. Let Ẑkm = {A = [Aij] ∈ Zkm|Aii > 0, i ∈ 〈m〉} and Mkm = {A ∈ Ẑkm| there exists a positive vector u = (u1, u2, . . . , um)T ∈
Rm+ such that
∑m
j=1 ujAij > 0 for all i ∈ 〈m〉}. A matrix A ∈ Mkm is called a generalizedM-matrix.
3. Let Dkm = {A = [Aij] ∈ Ckm×km|Aij ∈ Ck×k is Hermitian for all i, j ∈ 〈m〉 and Aii > 0 for all i ∈ 〈m〉} and Hkm = {A ∈
Dkm|µ(A) ∈ Mkm}, where µ(A) = [Mij] ∈ Cmk×mk is the block comparison matrix of A and defined as
Mij :=
{|Aii|, if i = j
−|Aij|, if i 6= j.
A matrix A ∈ Hkm is called a generalized H-matrix.
Definition 2.5. A block matrix A = [Aij] ∈ Dkm is called a conjugate generalized H-matrix if A ∈ CHkm = {A ∈
Dkm|µ(A)+ µ(AH) ∈ Mkm}.
Definition 2.6. 1. A block matrix A = [Aij] ∈ Zkm is called a γ -conjugate generalizedM-matrix if A ∈
⋃
γ∈[0,1] CγMkm, where
CγMkm = {A ∈ Ẑkm|γ A+ (1− γ )AH ∈ Mkm}.
2. A block matrix A = [Aij] ∈ Dkm is called a γ -conjugate generalized H-matrix if A ∈
⋃
γ∈[0,1] CγHkm, where CγHkm = {A ∈
Dkm|γµ(A)+ (1− γ )µ(AH) ∈ Mkm}.
Obviously, we have
CHkm = C
1
2Hkm,
which shows that the class of conjugate generalized H-matrices is a subclass of the class of γ -conjugate generalized H-
matrices. Thus, we have the following Lemma:
Lemma 2.1.
CHkm = C
1
2Hkm ⊂
⋃
γ∈[0,1]
CγHkm. (17)
3. The relationship between conjugate generalized H-matrices and generalized H-matrices
In this section, we will show that CHkm ⊂ Hkm holds, i.e., the class of conjugate generalized H-matrices is a subclass of the
class of generalized H-matrices. Above all, the following lemmas will be used in this section.
Lemma 3.1 ([10]). Let A = [Aij] ∈ Ẑkm. Then A ∈ Mkm if and only if for each x ∈ Ck \ {0},we have BHAB = [xHAijx] ∈ Mm, where
B :=

x 0 · · · 0
0 x · · · 0
...
...
. . . 0
0 0 · · · x
 ∈ Ckm×m. (18)
Lemma 3.2 ([11]).
Mn =
( ⋃
γ∈[0,1]
GSDγn
)
∩ Zn×n, (19)
where GSDγn = {A = (aij) ∈ Cn×n | there exists a positive vector d = (d1, d2, . . . , dn)T ∈ Rm+ such that
di|aii| > γ
n∑
j=1,j6=i
dj|aij| + (1− γ )
n∑
j=1,j6=i
di|aji| (20)
holds for i = 1, 2, . . . , n}.
Lemma 3.3. Let A = [Aij] ∈ Zkm. Then A ∈
⋃
γ∈[0,1] CγMkm if and only if, for each x ∈ Ck \ {0}, we have
BHAB = [xHAijx] ∈
( ⋃
γ∈[0,1]
GSDγm
)
∩ Zn×n,
where B is given in (18).
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Proof. If A ∈ ⋃γ∈[0,1] CγMkm, then it follows from Definition 2.6 that A = [Aij] ∈ Ẑkm and there exists a constant γ ∈ [0, 1]
such that γ A+ (1− γ )AH ∈ Mkm, i.e., there exists a positive vector d = (d1, d2, . . . , dm) ∈ Rm+ such that
γ
m∑
j=1
djAij + (1− γ )
m∑
j=1
diAji > 0, γ ∈ [0, 1] (21)
holds all i ∈ 〈m〉. Since A ∈ Ẑkm, for each x ∈ Cn \ {0}, we have xHAiix > 0 for all i ∈ 〈m〉 and xHAijx ≤ 0 for all i 6= j, i, j ∈ 〈m〉.
Therefore,
BHAB =

xHA11x xHA12x · · · xHA1mx
xHA21x xHA22x · · · xHA2mx
...
...
. . .
...
xHAm1x xHAm2x · · · xHAmmx
 ∈ Zm×m.
It follows from (21) that
0 < γ
m∑
j=1
djxHAijx+ (1− γ )
m∑
j=1
dixHAjix
= di|xHAiix| −
[
γ
m∑
j=1,j6=i
dj|xHAijx| + (1− γ )
m∑
j=1,j6=i
di|xHAjix|
]
(22)
holds for all i ∈ 〈m〉. Then (22) generates that for some γ ∈ [0, 1],
di|xHAiix| > γ
m∑
j=1,j6=i
dj|xHAijx| + (1− γ )
m∑
j=1,j6=i
di|xHAjix| (23)
holds for all i ∈ 〈m〉, which shows that BHAB = (xHAijx) ∈
(⋃
γ∈[0,1] GSD
γ
m
)
∩ Zm×m.
Now, assume that BHAB = [xHAijx] ∈
(⋃
γ∈[0,1] GSD
γ
m
)
∩ Zm×m holds for each x ∈ Ck \ {0}. Then, there exists a constant
γ ∈ [0, 1] and a positive vector d = (d1, d2, . . . , dm) such that (23) holds for all i ∈ 〈m〉. Then,
0 < di|xHAiix| −
[
γ
m∑
j=1,j6=i
dj|xHAijx| + (1− γ )
m∑
j=1,j6=i
di|xHAjix|
]
= γ
m∑
j=1
djxHAijx+ (1− γ )
m∑
j=1
dixHAjix
= xH
(
γ
m∑
j=1
djAij + (1− γ )
m∑
j=1
diHAji
)
x (24)
holds for all i ∈ 〈m〉. That is, there exists a constant γ ∈ [0, 1] and a positive vector d = (d1, d2, . . . , dm) such that
γ
∑m
j=1 djAij + (1− γ )
∑m
j=1 diAji > 0 holds for all i ∈ 〈m〉. This proves A ∈
⋃
γ∈[0,1] CγMkm and the proof is complete. 
Lemma 3.4. Hkm =
⋃
γ∈[0,1] CγHkm.
Proof. Let A ∈ Hkm, then it follows from Definition 2.4 that µ(A) ∈ Mkm. Then, Using Lemma 3.1, we have that for each
x ∈ Ck \ {0} and B defined in (18), BH(µ(A)B) ∈ Mm. Therefore, it follows from Lemmas 3.2 and 3.3 that
BHµ(A)B ∈
( ⋃
γ∈[0,1]
GSDγm
)
∩ Zm×m
and consequently µ(A) ∈⋃γ∈[0,1] CγMkm. As a result, by Definition 2.6, A ∈⋃γ∈[0,1] CγHkm. Thus, Hkm ⊆⋃γ∈[0,1] CγHkm.
Conversely, let A ∈⋃γ∈[0,1] CγHkm, it follows from Definition 2.6 that µ(A) ∈⋃γ∈[0,1] CγMkm. Then, by Lemma 3.3,
BHµ(A)B ∈
( ⋃
γ∈[0,1]
GSDγm
)
∩ Zm×m
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for each x ∈ Ck \ {0} and B given in (18). Therefore, it follows from Lemmas 3.2 and 3.1 that BH(µ(A)B) ∈ Mm and
consequently µ(A) ∈ Mkm. As a result, by Definition 2.4, A ∈ Hkm. Thus,
⋃
γ∈[0,1] CγHkm ⊆ Hkm. From the proof above, we
have Hkm =
⋃
γ∈[0,1] CγHkm. 
Theorem 3.1. CHkm ⊂ Hkm.
Proof. The conclusion of this theorem is obtained immediately by Lemmas 2.1 and 3.4. 
Theorem 3.1 shows that the class of conjugate generalizedH-matrices is a subclass of the class of generalizedH-matrices.
A example is given to demonstrate this theorem. Consider the matrix
A =

3 −2 2 −1 1 −1
−2 3 −1 2 −1 1
40 −35 100 −80 −50 40
−35 40 −80 90 40 −40
3 −3 −6 4 10 −8
−3 3 4 −5 −8 9
 ∈ D23. (25)
It is easy to see
B = µ(A) =

3 −2 −2 1 −1 1
−2 3 1 −2 1 −1
−40 35 100 −80 −50 40
35 −40 −80 90 40 −40
−3 3 −6 4 10 −8
3 −3 4 −5 −8 9
 ∈ Ẑ23 .
Take u = (1, 0.99, 1)T, it is clear that
B11+0.99B12+B13 > 0, B21+0.99B22+B23 > 0, B31+0.99B32+B33 > 0,which shows that B = µ(A) ∈ M23 . Therefore,
A ∈ H23 . A MATLAB computation yields the eigenvalues of the matrix B + BH = µ(A) + µ(AH): λ1 = −26.4178, λ2 =
0.1545, λ3 = 2.5367, λ4 = 28.2130, λ5 = 35.1316 and λ6 = 390.6910. This demonstrates that B + BH = µ(A) + µ(AH)
is not Hermitian positive definite. According to Theorem 3.4 in [5], we have B + BH = µ(A) + µ(AH) 6∈ M23 . As a result,
A 6∈ CH23 . This example shows that the conclusion of Theorem 3.1 is true.
4. Convergence of block iterative methods for generalized H-matrices
Nabben in [12] gave the following convergence theorems of the block iterative methods for the solution of linear
system (1) with coefficient matrix A being conjugate generalized H-matrix.
Theorem 4.1 ([12]). Let A = [Aij] ∈ CHkm, ME,NE as in (5) and (6) with E ⊆ P(m). Then ρ(HE) < 1. In particular we have:
ρ(HJ) < 1, ρ(HFGS) < 1, ρ(HBGS) < 1
and
ρ(D−1(L− U)) = ρ(D−1(−L+ U)) < 1,
where D, L and U are given in (10).
Theorem 4.2 ([12]). Let A = [Aij] ∈ CHkm. Let HJOR(ω) and HSOR(ω) as in (12) and (14). If 0 < ω ≤ 1, then
ρ(HJOR(ω)) < 1, ρ(HSOR(ω)) < 1.
As is shown in Theorem 3.1, the class of conjugate generalized H-matrices is a subclass of the class of generalized
H-matrices. In this section, we will extend necessarily the convergence results in Theorems 4.1 and 4.2 to the class of
generalized H-matrices. More importantly, it follows that we will established some convergence results of block AOR-
methods for linear systems with generalized H-matrices in this section. The following lemma will be used in this section.
Lemma 4.1 ([10]). Let A = [Aij] ∈ Hkm. Then there exist positive diagonal matrices
E = diag(e1Ik, e2Ik, . . . , emIk) and F = diag(f1Ik, f2Ik, . . . , fmIk) (26)
such that µ(EAF)+ µ(FAHE) ∈ Mkm, where ei > 0, fi > 0 for all i ∈ Zm and Ik is the k× k identity matrix.
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Theorem 4.3. Let A = [Aij] ∈ Hkm. For E ⊆ P(m), let ME, NE as in (5) and (6). Then ρ(HE) < 1. In particular we have:
ρ(HJ) < 1, ρ(HFGS) < 1, ρ(HBGS) < 1
and
ρ(D−1(L− U)) = ρ(D−1(−L+ U)) < 1,
where D, L and U are given in (10).
Proof. Since A ∈ Hkm, it follows from Lemma 4.1 that there exist positive diagonal matrices E and F defined in (26) such that
µ(EAF)+ µ(FAHE) ∈ Mkm. Since A ∈ Hkm ⊂ Dkm, EAF ∈ Dkm and hence EAF ∈ CHkm comes from Definition 2.6. Let the splitting
of the matrix A be A = ME − NE and consider matrix EAF = EMEF − ENEF . Since
H˜E = (EMEF)−1ENEF = F−1(M−1E NE)F = F−1HEF ,
we have with Theorem 4.1 that
ρ(HE) = ρ(F−1HEF) = ρ(H˜E) < 1.
Similarly, we can prove the following inequalities:
ρ(HJ) < 1, ρ(HFGS) < 1, ρ(HBGS) < 1
and
ρ(D−1(L− U)) = ρ(D−1(−L+ U)) < 1. 
Thus, we have the convergence results of the block Jacobi method, the forward and backward block Gauss–Seidel methods
for linear system (1)with generalizedH-matrices. The next theoremgives the convergence result for overrelaxation iterative
methods.
Theorem 4.4. Let A = [Aij] ∈ Hkm. Let HJOR(ω) and HSOR(ω) be given in (12) and (14). If 0 < ω ≤ 1, then
ρ(HJOR(ω)) < 1, ρ(HSOR(ω)) < 1.
Proof. Since A ∈ Hkm, it follows from the proof of Theorem 4.3 that there exist positive diagonal matrices E and F given in
(26) such that FAF ∈ CHkm. For the block SOR iterative method, we have with (13) and (14) that
A = M − N M = 1
ω
D− L, N =
[(
1
ω
− 1
)
D+ U
]
and
HSOR(ω) = M−1N = (D− ωL)−1[(1− ω)D+ U].
Thus,
EAF = EMF − ENF =
(
1
ω
EDF − ELF
)
−
[(
1
ω
− 1
)
EDF + EUF
]
and
HEAFSOR(ω) = (EMF)−1(ENF) = F−1(M−1N)F
= F−1(D− ωL)−1[(1− ω)D+ U]F
= F−1HSOR(ω)F . (27)
Then, we have with (27) and Theorem 3.2 that
ρ(HSOR(ω)) = ρ(F−1HSOR(ω)F) = ρ(HEAFSOR(ω)) < 1.
Similarly, we can prove
ρ(HJOR(ω)) < 1. 
Now, we discuss the convergence of the block AOR-method proposed by Hadjidimos in [7]. The following two lemmas
are required in the proof of the convergent result.
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Lemma 4.2. Let A ∈ Cn×n be Hermitian and 0 ≤ α ≤ 1. Then, the matrix A˜α(t) defined by
A˜α(t) =
[ |A| αeitA
αe−itA |A|
]
is positive semidefinite for all t ∈ R.
Proof. Since A is Hermitian, there exists a unitary matrix Q such that A = QHσ(A)Q , where
σ(A) = diag(λ1, . . . , λn)
and λi, i = 1, 2, . . . , n are the eigenvalues of the matrix A. Hence,
|A| = √AA = QHΣQ ,
whereΣ = diag(|λ1|, . . . , |λn|). Let
X =
[
I 0
αe−itA|A|+ I
]
,
where |A|+ is the Moore-Penrose generalized inverse of the matrix |A|. Then
XA˜α(t)XH =
[|A| 0
0 |A| − α2A|A|+A
]
.
Since A|A|+A = (QHσ(A)Q )H[QHΣQ ]+(QHσ(A)Q ) = QH(σ (A)Σ+σ(A))Q = |A| and 0 ≤ α ≤ 1, we have
|A| − α2A|A|+A ≥ |A| − |A| = 0,
whereΣ+ is the Moore-Penrose generalized inverse of the matrixΣ . As a result,
XA˜α(t)XH ≥
[|A| 0
0 0
]
≥ 0,
and consequently, A˜α(t) ≥ 0. 
Lemma 4.3. Let A = [Aij] ∈ CHkm. Define
Â(φ,ϕ) = D+ DH − α(eiφL+ e−iφLH)− β(eiϕU + e−iϕUH),
where A = D− L− U, D, L and U are defined in (10). If 0 < α ≤ 1 and 0 < β ≤ 1, then Â(φ,ϕ) > 0.
Proof. Since A ∈ CHkm indicatesµ(A)+µ(AH) ∈ Mkm, there exists a positive vector e = (e1, e2, . . . , em)T such that A satisfies
eiAii − 12
m∑
j=1,j6=i
(|Aij| + |Aji|) ej > 0 (28)
for all i ∈ 〈m〉. Then, multiplying the inequality (28) by ei, we have
e2i Aii −
1
2
m∑
j=1,j6=i
ei
(|Aij| + |Aji|) ej > 0, i = 1, 2, . . . ,m,
which shows that EAE satisfies
e2i Aii −
1
2
m∑
j=1,j6=i
(|eiAijej| + |ejAjiei|) > 0 (29)
for all i ∈ 〈m〉, where E = diag(e1Ik, e2Ik, . . . , emIk), ei > 0 for all i ∈ 〈m〉 and Ik is the k × k identity matrix. Let
B = EAE = [Bij], where Bij = eiejAij for all i, j ∈ 〈m〉. Since for all i, j ∈ 〈m〉, Aij is Hermitian, so is Bij = eiejAij. Hence,
B ∈ Dkm. Then, the matrix B satisfies
Ri(B) = Bii − 12
m∑
j=1,j6=i
(|Bij| + |Bji|) > 0, i = 1, . . . ,m. (30)
Since A = D− L− U , we have B = DB − LB − UB = EDE − ELE − EUE. As a result,
B̂(φ,ϕ) = DB + DHB − α(eiφLB + e−iφLHB )− β(eiϕUB + e−iϕUHB ) = EÂ(φ,ϕ)E (31)
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and we have
B̂(φ,ϕ) = 1+
∑
i>j
Rij +
∑
i>j
Sij, (32)
where
1 = diag{2R1(B), . . . , 2Rm(B)},
Rij =

0 · · · 0 0 · · · 0 0 · · · 0
...
. . .
...
...
...
...
...
...
...
0 · · · |Bij| 0 · · · αe−iφBij 0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
. . .
...
...
...
...
0 · · · αeiφBij 0 · · · |Bij| 0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 0

(33)
and
Sij =

0 · · · 0 0 · · · 0 0 · · · 0
...
. . .
...
...
...
...
...
...
...
0 · · · |Bij| 0 · · · βeiϕBij 0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
. . .
...
...
...
...
0 · · · βe−iϕBij 0 · · · |Bij| 0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 0

. (34)
Since (30) implies 1 > 0 and Lemma 4.2 gives Rij ≥ 0 and Sij ≥ 0, B̂(φ,ϕ) = EÂ(φ,ϕ)E > 0 and consequently
Â(φ,ϕ) = E−1̂B(φ,ϕ)E−1 > 0. This completes the proof. 
Theorem 4.5. Let A = [Aij] ∈ CHkm and HAOR(r, ω) as in (16). If 0 ≤ r ≤ 1 and 0 < ω ≤ 1, then
ρ(HAOR(r, ω)) < 1.
Proof. The conclusion can be proved by contradiction. We assume that there exists an eigenvalue λ of HAOR(r, ω) such that
|λ| ≥ 1. Since
HAOR(r,ω) = (D− rL)−1[(1− ω)D+ (ω − r)L+ ωU],
we have
det(HAOR(r,ω) − λI) = det
{
(D− rL)−1[(1− ω)D+ (ω − r)L+ ωU − λ(D− rL)]}
= det[(λ− 1+ ω)D− (r(λ− 1)+ ω)L− ωU]
det(D− rL)
= (λ− 1+ ω)
det
[
D− r(λ−1)+ω
λ−1+ω L− ωλ−1+ωU
]
det(D− rL) . (35)
Since
det(HAOR(r,ω) − λI) = 0. (36)
and λ− 1+ ω 6= 0 for |λ| ≥ 1 and 0 < ω ≤ 1, we have that
det(Q ) = 0, (37)
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where
Q = D− r(λ− 1)+ ω
λ− 1+ ω L−
ω
λ− 1+ ωU . (38)
In fact, the coefficients of L and U in (38) are less than one in modulus. To prove this, it is sufficient and necessary to prove
that
|λ− 1+ ω| ≥ |r(λ− 1)+ ω| and |λ− 1+ ω| ≥ |ω|. (39)
Let λ−1 = qeiθ where q and θ are real with 0 < q ≤ 1 since |λ| ≥ 1. Then, the first inequality in (39) is equivalent to
|λ− 1+ ω|2 − |r(λ− 1)+ ω|2 = |λ|2[|1− (1− ω)λ−1|2 − |r − (r − ω)λ−1|2]
= q−2 [|1− (1− ω)qeiθ |2 − |r − (r − ω)qeiθ |2]
≥ 0. (40)
Since
|1− (1− ω)qeiθ |2 = [1− (1− ω)q cos θ ]2 + [(1− ω)q sin θ ]2
= 1− 2(1− ω)q cos θ + (1− ω)2q2 (41)
and
|r − (r − ω)qeiθ |2 = [r − (r − ω)q cos θ ]2 + [(r − ω)q sin θ ]2
= r2 − 2r(r − ω)q cos θ + (r − ω)2q2, (42)
(40) is equivalent to
q2
[|λ− 1+ ω|2 − |r(λ− 1)+ ω|2] = [1− 2(1− ω)q cos θ + (1− ω)2q2]− [r2 − 2r(r − ω)q cos θ + (r − ω)2q2]
= (1− r2)+ (1− r2)q2 − (1− r2)2q cos θ + (1− r)2qω cos θ − (1− r)2q2ω
≥ 0. (43)
(43) clearly holds for r = 1. For 0 ≤ r < 1, we have 1− r > 0. Therefore,
q2
[|λ− 1+ ω|2 − |r(λ− 1)+ ω|2] = (1− r2)+ (1− r2)q2 − (1− r2)2q cos θ + (1− r)2qω cos θ − (1− r)2q2ω
= (1− r) {(1+ r)+ (1+ r)q2 − [(1+ r)− ω]2q cos θ − 2q2ω}
≥ 0. (44)
(44) is equivalent to
(1+ r)+ (1+ r)q2 − [(1+ r)− ω]2q cos θ − 2q2ω ≥ 0. (45)
Since 0 ≤ r ≤ 1, 0 < ω ≤ 1 and 0 < q ≤ 1, (1+ r)− ω > 0 and consequently
[(1+ r)− ω]2q cos θ ≤ [(1+ r)− ω]2q.
As a result,
(1+ r)+ (1+ r)q2 − [(1+ r)− ω]2q cos θ − 2q2ω ≥ (1+ r)+ (1+ r)q2 − [(1+ r)− ω]2q− 2q2ω
= (1+ r)+ (1+ r)q2 − (1+ r)2q
= (1+ r)(1− q)2 ≥ 0, (46)
which shows that (45) holds for all real θ .
The second inequality in (39) is equivalent to
1+ q2 − 2q(1− ω) cos θ − 2q2ω ≥ 0. (47)
Since 0 < ω ≤ 1 and 0 < q ≤ 1, 2q(1− ω) > 0 and consequently
2q(1− ω) cos θ ≤ (1− ω)2q.
Therefore,
1+ q2 − 2q(1− ω) cos θ − 2q2ω ≥ 1+ q2 − 2q(1− ω)− 2q2ω
= (1− q)2 + 2qω(1− q) ≥ 0, (48)
which shows that (47) holds for all real θ . This proves the second inequality in (39).
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Now, let
αeiφ = r(λ− 1)+ ω
λ− 1+ ω , βe
iϕ = ω
λ− 1+ ω .
Then it follows from (39) that we have
α = |αeiφ | = |r(λ− 1)+ ω||λ− 1+ ω| ≤ 1, β = |βe
iϕ | = |ω||λ− 1+ ω| ≤ 1.
Thus, from (38), we have
Q = D− αeiφL− βeiϕU,
where 0 < α ≤ 1 and 0 < β ≤ 1. It follows from Lemma 4.3 that Q +QH > 0 and hence Q is nonsingular which contradicts
(37), and consequently (36). Therefore, ρ(HAOR(r,ω)) < 1. 
Theorem 4.6. Let A = [Aij] ∈ Hkm and HAOR(r,ω) as in (16). If 0 ≤ r ≤ 1 and 0 < ω ≤ 1, then
ρ(HAOR(r, ω)) < 1.
Proof. Similar to the proof of Theorem 4.4, we can prove the conclusion of this theorem by using Lemma 4.1 and
Theorem 4.5. 
5. Some applications to special cases from the computations of partial differential equations
In this section, we will discuss convergence of matrices arising in the numerical solution of some special partial
differential equations such as the Euler equation [8], the Navier–Stokes equation [2], the elliptic equation [14] and so on.
These matrices have the following form
M :=

T S1
S2 T
. . .
. . .
. . . S1
S2 T
 ∈ Cprk×prk, (49)
where T1, S1, S2 ∈ C rk×rk are defined by
T =

C −A−
−A+ C . . .
. . .
. . . −A−
−A+ C
 ,
S1 =
−B
−
. . .
−B−
 , S2 =
−B
+
. . .
−B+
 .
(50)
Here, A = A+ − A− ∈ Ck×k and B = B+ − B− ∈ Ck×k are decompositions of Hermitian (indefinite) matrices A, B in
positive semidefinite parts A+, B+ and negative semidefinite parts−A−,−B−, and C = A+ + A− + B+ + B−, furthermore,
N(A) ∩ N(B) = ∅, where N(A) = {x ∈ Cn|Ax = 0} is the right null space of the matrix A.
In [5,12], Elsner et al. and Nabben, respectively, give the following two possible splittings of the block tridiagonal matrix
M:
M = D˜− L˜− U˜ (51)
where D˜ = diag(C, . . . , C) and−L˜, − U˜ are the relate block lower and upper triangular parts ofM , and
M = D− L− U, (52)
where D = diag(T , . . . , T ) and−L, − U are the relate block lower and upper triangular parts ofM . Based on the splittings
(51) and (52), [5] and [12] establish some convergence results for the block Jacobi and block SOR methods as follows:
Theorem 5.1 ([5,12]). Let M be as in (49) and (50). For both splittings (51) and (52) of M, we have
1. the block Jacobi method converges;
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2. the block SOR method converges if 0 < ω < 21+ρ , where ρ denotes the spectral radius of the related block Jacobi iterative
matrix.
The following will establish a convergence result for the block AOR method based on the splittings (51) and (52).
Theorem 5.2. Let M be as in (49) and (50). For both splittings (51) and (52) of M, if 0 ≤ r ≤ 1 and 0 < ω ≤ 1, then the block
AOR method converges, i.,e,
ρ(HAOR(r, ω)) < 1,
where ρ(HAOR(r, ω)) denotes the spectral radius of the related block AOR iterative matrix.
Proof. Using Theorem 6.1 in [12], we get M + MH ∈ Mkpr and M + MH ∈ Mrkp . As a result, M ∈ CHkprand M + MH ∈ CHrkp .
Therefore, we can prove the conclusion of this theorem by using Theorem 4.5. 
Similar to Theorem 5.11 in [5], the relationship between the spectral radius of HAOR(r, ω) and HJ is given as follows:
Theorem 5.3. Let M be as in (49) and (50). For both splittings (51) and (52) of M, HJ and H(AOR(r,ω)), respectively, denote the
related block Jacobi and corresponding block AOR iterative matrices. Then λ ∈ σ(HAOR(r,ω)), the spectrum of HAOR(r,ω), if and only
if there exists µ ∈ σ(HJ) such that
(λ− 1+ ω)2 = ω(ω − r + rλ)µ2. (53)
Proof. We first prove the necessity. Assume that λ ∈ σ(HAOR(r,ω)), and HJ , HAOR(r,ω) are obtained from the splitting (51).
Then, it follows from the second equality of (35) that
det[(λ− 1+ ω)I − (ω − r + rλ)D−1L− ωD−1U] = 0. (54)
Since Theorem 5.15 in [5] shows thatM is consistently ordered 2-cyclic, according to Theorem 4.2 in [14, Section 4, pp. 102]
it is easy to see that for any complex constants α, β and γ ,
det[γ I − αD−1L− βD−1U] = det[γ I − (αβ)1/2HJ ]. (55)
Replacing α, β and γ in (55) by ω − r + rλ, ω and λ− 1+ ω, respectively, we have with (54) and (55) that
det[(λ− 1+ ω)I − (ω − r + rλ)D−1L− ωD−1U] = det {(λ− 1+ ω)I − [ω(ω − r + rλ)]1/2HJ}
= 0. (56)
If [ω(ω− r + rλ)]1/2 = 0, then (56) gives λ− 1+ω = 0, which shows that (53) holds. If [ω(ω− r + rλ)]1/2 6= 0, it follows
from (56) that
det
[
λ− 1+ ω
[ω(ω − r + rλ)]1/2 I − HJ
]
= 0. (57)
(57) implies that
µ = λ− 1+ ω[ω(ω − r + rλ)]1/2 ∈ σ(HJ), (58)
which shows that there exists µ ∈ σ(HJ) such that (53) holds. This completes the proof of the necessity.
The following will prove the sufficiency. Letµ ∈ σ(HJ) such that (53) holds. If [ω(ω− r + rλ)]1/2 = 0, then (53) implies
λ− 1+ ω = 0, and hence λ satisfies (56) and consequently, (35) and (36), i.e., λ ∈ σ(HAOR(r, ω)).
If [ω(ω − r + rλ)]1/2 6= 0, λ satisfies (58) and consequently, (56), (35) and (36). As a result, λ ∈ σ(HAOR(r,ω)).
As is shown in [12], for the splitting (52) ofM ,M is also consistently ordered 2-cyclic. Therefore, ifM has the splitting (52),
it is easy to obtain the conclusion of this theorem by the similar proof above. Here, we complete the proof of this theorem.

6. Numerical examples
In this section, some examples are given to illustrate the results obtained in Sections 4 and 5.
Example 6.1. The coefficient matrix A of linear system (1) is given in (25). In Section 3, we have known that A 6∈ CH23 , but
A ∈ H23 . Nowwe verify the convergence results of some block iterativemethods for linear systemswith givenmatrix A ∈ H23
in Section 4.
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Table 1
The comparison result of spectral radii of five block methods in Theorem 4.3.
Spectral radii ρ(HJ ) ρ(HFGS) ρ(HBGS) ρ(H1) ρ(H2)
Computing results 0.9305 0.6652 0.6661 0.8264 0.8264
Table 2
The comparison result of two spectral radii with differentw.
w 0.67 0.7 0.8 0.9 0.95 0.96 0.99 1
ρ(HJOR(ω)) 0.8767 0.8711 0.8527 0.8343 0.8340 0.8533 0.9112 0.9305
ρ(HSOR(ω)) 0.9964 0.9732 0.8871 0.7860 0.7286 0.7164 0.6784 0.6652
Table 3
The comparison result of ρ(HAOR(r,w))with different parameter pair (r, w).
(r, w) (0.1, 0.2) (0.3, 0.4) (0.5, 0.4) (0.6, 0.6) (0.6, 0.7) (0.7, 0.7)
ρ(HAOR(r,w)) 0.9616 0.9159 0.9067 0.8517 0.8270 0.8157
(r, w) (0.8, 0.8) (0.9, 0.9) (0.9, 0.95) (0.95, 0.99) (0.99, 0.99) (1, 1)
ρ(HAOR(r,w)) 0.7742 0.7251 0.7098 0.6931 0.6718 0.6652
(r, w) (1, 0.5) (1, 0.7) (1, 0.8) (1, 0.9) (1, 0.95) (1, 0.99)
ρ(HAOR(r,w)) 0.8325 0.7657 0.7322 0.6987 0.6820 0.6686
(r, w) (0.5, 1) (0.7, 1) (0.8, 1) (0.9, 1) (0.95, 1) (0.99, 1)
ρ(HAOR(r,w)) 0.7668 0.7368 0.7177 0.6946 0.6809 0.6685
For the block Jacobimethod, the forward and backward blockGauss–Seidelmethods,wehave In Table 1,H2 = D−1(L−U)
and H3 = D−1(−L+ U).
Our computing results (Table 1) show that the convergence results of block iterative methods obtained in Theorem 4.3
are true and the rates of convergence of the forward blockGauss–Seidelmethod ismuch larger than other two block iterative
methods.
With a different parameter w, we obtain the convergence results of the block JOR-method and the block SOR-method
which are shown in Table 2.
Table 2 shows that for givenmatrixA, the rates of convergence of the block JOR-method ismuch larger forw ∈ (0.8, 0.96)
while that of the block SOR-method increases gradually with w increasing from 0.67 to 1 and approaches the rate of
convergence of the forward block Gauss–Seidel method whenw = 1.
The following gives a comparison result of ρ(HAOR(r,w))with different parameter pair (r, w)which shows that change of
the convergence rate of the block AOR-method with parameter pair (r, w) changing.
Our computing results (Table 3) show that if r andw increase from 0.1 and 0.2, respectively, to 1, ρ(HAOR(r,w)) decreases
gradually (it is seen in the former four rows of Table 3), and the same is also shown by the later four rows of Table 3 if r = 1
(orw = 1) andw (or r) increases from 0.5 to 1. Furthermore, for given matrix A, we have
min
w,r∈(0,1]
ρ(HAOR(r,w)) = ρ(HFGS),
which indicates that the block AOR-method cannot be superior to the forward block Gauss–Seidel method.
The example shows that the convergence results of some block iterative methods such as the block Jacobi method, the
forward and backward block Gauss–Seidel methods, the block JOR-method, the block SOR-method and the block AOR-
method obtained in this paper are true and the forward block Gauss–Seidel method can be better than the other block
iterative methods.
Example 6.2. Consider the following linear system arising in the numerical solution of Euler equation [8]:
Ax = b, (59)
where A ∈ C (p×r×2)×(p×r×2) is as in (49) and (50). Here A+ = A− =
[
2 −1
−1 2
]
, B+ =
[
2 2
2 2
]
, B− =
[
2 −2
− 2 2
]
and
C = A+ + A− + B+ + B− =
[
8 −2
− 2 8
]
. Then A = A+ − A− = 0 and B = B+ − B− =
[
0 4
4 0
]
and hence N(A) ∩ N(B) = ∅.
Now, for both splittings (51) and (52) of A, we test the rates of convergence of the block AOR-method according to
changing ofω and r . Set r = 3 and p = 4, further, letρ(H1AOR(r,w)) andρ(H2AOR(r,w)), respectively, denote the iterativematrices
of block AOR method based on the two splittings (51) and (52) of A. The comparison results of ρ(H1AOR(r,w)) and ρ(H
2
AOR(r,w))
with different parameter pair (r, w) are shown in Tables 4 and 5, respectively, to show that change of the convergence rate
of the block AOR-method with parameter pair (r, w) changing.
It should be noted that δ = e−006 and θ = e−005 in Table 5.
The following will discuss the rate of the convergence of the block AOR method for the linear system (59). It is easy to
see from the former four rows of Tables 4 and 5 that, similar to the results shown in Table 3, ρ(H1AOR(r,ω)) and ρ(H
2
AOR(r,ω))
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Table 4
The comparison result of ρ(H1AOR(r,w))with a different parameter pair (r, w).
(r, w) (0.1, 0.2) (0.3, 0.4) (0.5, 0.4) (0.6, 0.6) (0.6, 0.7) (0.7, 0.7)
ρ(H1AOR(r,w)) 0.8823 0.7532 0.7394 0.5966 0.5294 0.5127
(r, w) (0.8, 0.8) (0.9, 0.9) (0.9, 0.95) (0.95, 0.99) (0.99, 0.99) (1, 1)
ρ(H1AOR(r,w)) 0.4200 0.3140 0.2759 0.2211 0.1959 0.1800
(r, w) (1, 0.5) (1, 0.7) (1, 0.8) (1, 0.9) (1, 0.95) (1, 0.99)
ρ(H1AOR(r,w)) 0.5900 0.4260 0.3440 0.2620 0.2210 0.1882
(r, w) (0.5, 1) (0.7, 1) (0.8, 1) (0.9, 1) (0.95, 1) (0.99, 1)
ρ(H1AOR(r,w)) 0.3484 0.3038 0.2750 0.2377 0.2133 0.1878
Table 5
The comparison result of ρ(H2AOR(r,w))with a different parameter pair (r, w).
(r, w) (0.1, 0.2) (0.3, 0.4) (0.5, 0.4) (0.6, 0.6) (0.6, 0.7) (0.7, 0.7)
ρ(H2AOR(r,w)) 0.8000 0.6000 0.6000 0.4000 0.3000 0.3000
(r, w) (0.8, 0.8) (0.9, 0.9) (0.9, 0.95) (0.95, 0.99) (0.99, 0.99) (1, 1)
ρ(H2AOR(r,w)) 0.2000 0.1000 0.0500 0.0100 0.0100 1.5851δ
(r, w) (1, 0.5) (1, 0.7) (1, 0.8) (1, 0.9) (1, 0.95) (1, 0.99)
ρ(H2AOR(r,w)) 0.5000 0.3000 0.2000 0.1000 0.0500 0.0100
(r, w) (0.5, 1) (0.7, 1) (0.8, 1) (0.9, 1) (0.95, 1) (0.99, 1)
ρ(H2AOR(r,w)) 4.8353θ 3.3088θ 2.7958θ 3.4327θ 1.8188θ 2.3901θ
decrease gradually when r and ω increase from 0.1 and 0.2, respectively, to 1, and the same is also shown by the later four
rows of Tables 4 and 5 when r = 1 (or ω = 1) and ω (or r) increases from 0.5 to 1. Furthermore, for both splittings (51) and
(52) of given matrix A, we have
min
ω,r∈(0,1]
ρ(H1AOR(r,ω)) = ρ(H1AOR(1,0)) = ρ(H1FGS),
min
w,r∈(0,1]
ρ(H2AOR(r,ω)) = ρ(H2AOR(1,0)) = ρ(H2FGS),
(60)
where ρ(H1FGS) and ρ(H
2
FGS) are the iterative matrices of the forward block Gauss–Seidel method based on the two
splittings (51) and (52) of A. Equalities in (60) indicate that the block AOR-method cannot be superior to the forward block
Gauss–Seidel method.
What is more, for each r ∈ (0, 1] and each ω ∈ (0, 1],
ρ(H1AOR(r,ω)) > ρ(H
2
AOR(r,ω)), (61)
which shows that the convergence rate of the block AOR-method based on the splitting (52) of A is much greater than that
of the block AOR-method based on the splitting (51) of A.
In addition, since the block SOR-method is a special case of the block AOR-method (when ω = r , the block AOR-method
becomes the block SOR-method), the same result for the block AOR-method based on the splittings (51) and (52) can also
obtained from Tables 4 and 5.
7. Conclusion
This paper concerns the convergence of some block iterativemethods for linear systems arising in the numerical solution
of Euler equations. We first show a truth that the class of conjugate generalized H-matrices is a subclass of the class of
generalizedH-matrices and then extend the convergence results in [12] to the class of generalizedH-matrices. Furthermore,
we establish the convergence of the block AOR iterative method for linear systems with generalized H-matrices and discuss
some properties of special block tridiagonal matrices arising in special cases from the computations of partial differential
equations are discussed. Finally, some examples are given to demonstrate the convergence results obtained in this paper.
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