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Abstract
A Poisson driven stochastic di"erential equation generates a semigroup of operators (Pt)t¿0
describing the evolution of measures along trajectories and a Markov operator P corresponding
to the change of measures from a jump to jump. We show that the semigroup (Pt)t¿0 has a
4nite invariant measure if and only if the operator P has the same property. The main result is
applied to problems related with the existence and the dimension of invariant measures.
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1. Introduction
We will consider stochastic di"erential equations of the form
d(t) = a((t))dt +
∫

((t); )Np(dt; d) for t¿ 0 (1)
with the initial condition
(0) = 0; (2)
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where ((t))t¿0 is a stochastic process with values in the m-dimensional real space Rm.
The precise assumptions concerning coeGcients a :Rm → Rm,  : Rm × → Rm and
the Poisson random measure Np will be formulated in Section 2. Eq. (1) describes
the behaviour of a dynamical system with randomly applied stochastic perturbations.
It is well known (Gihman and Skorohod, 1982, Chapter 6, p. 482) that Eqs. (1)
and (2) de4ne a semigroup of Markov operators (Pt)t¿0 acting on the space of Borel
measures on Rm. This group may be interpreted as follows. If  is the distribution
of the initial random vector 0, then Pt is the distribution of (t). Under some nat-
ural conditions concerning the Poisson random measure Np solutions of (1) and (2)
have the following property. With the probability 1 every sample path is a piece-
wise continuously di"erentiable function with a countable number of jumps at times
0¡t1¡t2¡: : : , where the sequence (tn) converges to +∞. Moreover, there exists
an operator P such that (tk) has the distribution Pk if  is the distribution of 0.
It should be noted that in the special case a ≡ 0 every solution of a Poisson
driven stochastic di"erential equation is a jump process. For jump processes the relation
between the continuous time semigroup (Pt)t¿0 and the jump operator P is given by
the formula
B =  − P; (3)
where B is the in4nitesimal operator for (Pt)t¿0 (see Ethier and Kurtz (1986, Chap-
ter 4, Section 2), where this formula is written for the adjoint operators). Since the
condition B=0 is equivalent to P= , every P invariant distribution is a stationary
distribution for (Pt)t¿0 and vice versa. In the case when a ≡ 0 the relationship between
P and (Pt)t¿0 is more complicated and, in general, a P invariant measure may not
be stationary with respect to (Pt)t¿0. Nevertheless, we show that to every measure
0 invariant with respect to the operator P corresponds a measure ˜ invariant with
respect to the semigroup (Pt)t¿0 and vice versa. It is interesting that this result can
be easily derived from some classical properties of semigroups of linear operators in
Banach spaces. This is due to the fact that the transition operator which maps 0 into
˜ is simultaneously the resolvent operator of the semigroup de4ned by the unperturbed
system dx = a(x)dt.
Thus the main result of our paper can be summarized as follows. We extend to
Eq. (1) the relationship between the stationary measures for P and (Pt)t¿0, which is
trivial for the jump processes. This seems to be quite useful, since the existing papers
either discuss the properties of measures invariant with respect to the continuous time
semigroup (Pt)t¿0 (see for example Denis, 2000; Fournier, 1999) or for the jump
operator P (see Lasota, 1995; Lasota and Yorke, 1994). We also show how this general
theorem can be applied to the problem of the existence of invariant measures and the
problem of evaluation of the dimension of measures 0 and ˜.
Poisson driven stochastic di"erential equations are quite important in applications.
For example the whole book of Snyder (1975), is devoted to the applications of these
equations in physics and engineering. Applications in biomathematics (population dy-
namics) can be found in the papers of Diekmann et al. (1984, 1983).
The organization of the paper is as follows. In Sections 2 and 3 we recall the
well-known properties of solutions of Eq. (1) and we formulate our main result—
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Theorem 1—which gives one-to-one correspondence between the measures 0 and ˜.
Section 4 is devoted to the applications. In Section 5 we prove Theorem 1.
2. Notations and regularity conditions
For every metric space X we denote by BX the family of Borel subsets of X . By
N we denote the set of positive integers. Further N0 =N ∪ {0} and R+ = [0;+∞).
Let m∈N be 4xed. By M we denote the family of 4nite measures de4ned on BRm ,
by Msig =M−M the family of 4nite signed measures and by M1 ⊂M the subfamily
of probability measures. Further C denotes the space of bounded continuous functions
f :Rm → R with the supremum norm. We will use the abbreviation
〈f; 〉=
∫
Rm
f(x)(dx):
By ‖ · ‖ we denote a norm in Rm.
In our study of solutions of (1) and (2) we make the following 4ve assumptions:
(i) The coeGcient a :Rm → Rm is Lipschitzian,
‖a(x)− a(y)‖6 la‖x − y‖ for x; y∈Rm:
(ii) (;G; n˜) is a 4nite measure space with n˜() = 1.
(iii) The perturbation coeGcient  :Rm×→ Rm is BRm×G=BRm measurable function
such that
|(x; ·)− (y; ·)|L2(n˜)6 l‖x − y‖ for x; y∈Rm:
(iv) There are given a probability space (;F; prob), a sequence of nonnegative ran-
dom variables (ti)i∈N0 and a sequence of random elements (i)i∈N with values in the
space . The variables Nti= ti− ti−1 (t0=0) are nonnegative, independent and equally
distributed with the probability density function e−t for t¿ 0. The elements i are
independent, equally distributed with the distribution n˜. The sequences (ti) and (i) are
also independent. Under this condition the mapping
  !→ p(!) = (ti(!); i(!))i∈N
de4nes a stationary Poisson point process (Ikeda and Watanabe, 1981, Chapter 1,
p. 44).
(v) For every ∈M1 there is an Rm valued random vector  de4ned on , indepen-
dent of p and having the distribution .
Condition (iv) implies that for every measurable set Z ⊂ (0;+∞)× the variable
Np(Z) = #{i: (ti; i)∈Z}
is Poisson distributed. It is called the Poisson random counting measure.
Denote by E the mathematical expectation on the probability space (;F; prob). It
can be proved that
E(Np((0; t]× K)) = tn˜(K)
for t ∈ (0;∞); K ∈G.
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By a solution of (1) and (2) we mean a process ((t))t¿0 with values in Rm such
that with probability one the following two conditions are satis4ed:
(a) The sample paths is a right-continuous function such that for t ¿ 0 the limit
(t−) = lim
s→t; s¡t (s)
exists and
(b)
(t) = 0 +
∫ t
0
a((s)) ds+
∫ t
0
∫

((s−); )Np(ds; d) for t ¿ 0:
It is easy to write the explicit formula for the solution of (1) and (2). Consider the
ordinary di"erential equation
y′(t) = a(y(t)) for t ∈R (4)
and denote by y(t) = St(x); t ∈R, the solution of (4) satisfying the initial condition
y(0) = x. Then for every 4xed value of p = (ti; i)i∈N the solution of (1) and (2) is
given by the formulas
(0) = 0; (ti) = (ti−) + ((ti−); i); i∈N;
(t) = St−ti((ti)) for t ∈ [ti; ti+1); i∈N0: (5)
3. Semigroups of Markov operators
We are going to recall the de4nition of the semigroup of Markov operators generated
by the family of solutions of (1). We assume that conditions (i)–(v) formulated in
the previous section are satis4ed. For x∈Rm denote by x(t) the solution of the initial
value problem (1) and (2) with 0 = x. Then for every t¿ 0 and f∈C de4ne
Utf(x) = E(f(x(t))): (6)
The classical theory of Eq. (1) assures that (x(t))t¿0 is a homogeneous in time Markov
process and (Ut)t¿0 is a continuous semigroup of linear bounded operators acting on
C. Analogously for given ∈M1, we may 4nd a solution (t), t¿ 0 of (1) and (2)
such that (0) has the distribution . For every t¿ 0 we de4ne Pt as the distribution
of (t).
The operators Pt and Ut satisfy the duality condition
〈f; Pt〉= 〈Utf; 〉 for t¿ 0; f∈C; ∈M1: (7)
From (7) it follows that the operators Pt are uniquely de4ned (independently of the
choice of (0)) and form a semigroup acting on M1. Moreover, using (7) the semi-
group (Pt)t¿0 can be easily extended to the vector space Msig.
Now we are going to derive the explicit formula for the operator P which describes
the change of the distribution of (t) in the time interval [ti; ti+1]. Using (5) we obtain
(ti+1) = q(S%ti+1((ti)); i+1) for i∈N; (8)
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where
q(x; ) = x + (x; ): (9)
From assumptions (iv) and (v) it follows that the variables Nti+1, i+1, and (ti)
are independent. Thus denoting by i the distribution of (ti) and using (8) and (9)
we obtain
prob((ti+1)∈A) = Pi(A) for A∈BRm ;
where P :M1 →M is the operator given by the formula
P(A) =
∫
Rm
∫ ∞
0
∫

1A(q(St(x); ))e−t n˜(d) dt  (dx) (10)
for A∈BRm . Observe that P does not depend of the index i.
Analogously having an arbitrary function f∈C we may calculate the conditional
mean value of f((ti+1)) with respect to (ti). Namely
E(f((ti+1)) | (ti) = x) =Uf (x); (11)
where
Uf (x) =
∫ ∞
0
∫

f(q(St(x); ))e−t n˜ (d) dt (12)
for x∈Rm, f∈C. From (10) and (12) it follows that
〈Uf; 〉= 〈f; P〉 for f∈C; ∈M1: (13)
Thus the adjoint operator U ∗ is equal to P on M1.
In order to formulate the main result of our paper we introduce two operators
G;H :M1 →M1 by the formulae
G(A) =
∫ ∞
0
(S−t(A))e−tdt; (14)
H(A) =
∫
Rm
∫

1A(q(x; ))n˜(d)  (dx) (15)
for ∈M1, A∈BRm .
The following theorem shows the one to one correspondence between the set of P
invariant measures and the set of stationary measures with respect to (Pt)t¿0.
Theorem 1. If 0 ∈M1 satis7es the condition
P0 = 0 (16)
and if ˜ = G0, then
Pt˜ = ˜ for t ∈R+ (17)
and 0 =H˜. On the other hand, if ˜∈M1 satis7es (17), then 0 =H˜ satis7es (16)
and ˜ = G0.
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The proof of Theorem 1 will be given in Section 5. It is interesting that this theo-
rem is a corollary of a simple general result concerning the C0 semigroups of linear
operators in Banach spaces.
4. Applications
In this section, we admit all notations and conditions formulated in Sections 2
and 3.
By virtue of Theorem 1 the existence of an invariant measure for the operator P
implies the existence of a stationary measure for the continuous time semigroup (Pt)t¿0.
In particular we have the following result.
Theorem 2. Assume that there exist nonnegative constants )¡ 1, and * such that∫ ∞
0
∫

e−t‖q(St(x); )‖ n˜(d) dt6 )‖x‖+ * for x∈Rm: (18)
Then P has an invariant measure 0 and ˜ = G0 is a stationary distribution with
respect to (Pt)t¿0.
Proof. The operator U de4ned by formula (12) is a Feller operator. By the same
formula it can be extended to all continuous nonnegative functions f :Rm → R+. The
extended operator also satis4es condition (13). Thus setting g(x)=‖x‖ we may rewrite
inequality (18) in the form
Ug(x)6 )g(x) + * for x∈Rm:
According to Proposition 7.1 in Lasota and Yorke (1994) this implies the existence of
an invariant measure 0 for P. A straightforward application of Theorem 1 completes
the proof.
SuGcient conditions for the existence of an invariant measure for the semigroup
(Pt)t¿0 allows us to construct an invariant measure for P. In the following theorem
(·|·) and ‖ · ‖e denote the scalar product and the Euclidean norm in Rm, respectively.
Theorem 3. Assume that there exist constants ); *∈R such that
(a(x)|x) + 
∫

((x; )|x) n˜(d)6 )‖x‖2e + * (19)
and 2)¡ − l2. Then the semigroup (Pt)t¿0 has an invariant measure ˜∈M1 and
0 = H˜ is an invariant measure with respect to P.
Proof. For every t ∈R+ the operator Ut given by (6) is a Feller operator. It can be
extended to the set of all nonnegative, continuous functions in such a way that condition
(7) is preserved. According to Lemma 7.1 in Traple (1996b) there exist nonnegative
constants C1¡ 1, C2 ∈R+ and t0¿ 0 such that
Utg(x)6C1g(x) + C2 for x∈Rm; t¿ t0; (20)
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where g(x)= ‖x‖e. Since the semigroup (Ut)t¿0 is strongly continuous, the semigroup
(Pt)t¿0 is weakly continuous (Pt converges weakly to  as t → 0). Thus by virtue of
Proposition 4.4 in Traple (1996a) inequality (20) implies that the semigroup (Pt)t¿0
has an invariant measure. The second part of Theorem 1 completes the proof.
To simplify the statements of theorems in the following, we assume that there exists
a normalized measure 0 invariant with respect to the operator P and that ˜ = G0
or equivalently 0 =H˜. Of course we also admit all assumptions concerning Eq. (1)
formulated in Sections 1 and 2.
Theorem 1 allows us to evaluate the dimension of the measure ˜ if the dimension
of 0 is known and vice versa. We start from a simple result concerning the Hausdor"
dimension of measures (see Pesin, 1997, Chapter 7).
Recall that the Hausdor" dimension of a measure ∈M1 is given by the formula
dimH  = inf{dimH A: A∈BRm ; (A) = 1};
where dimH A is the Hausdor" dimension of the set A.
Theorem 4. The following inequality
dimH ˜¿ dimH 0 (21)
is always satis7ed. If the value
L() = inf
{‖q(x; )− q(y; )‖
‖x − y‖ : x = y
}
(22)
is positive on an n˜-measurable set 0 ⊂  with n˜(0)¿ 0, then
dimH ˜ = dimH 0: (23)
Proof. Let A ⊂ Rm be an arbitrary Borel measurable set such that ˜(A) = 1. Then
according to equality ˜ = G0 and formula (14) we have
1 = ˜(A) =
∫ ∞
0
0(S−t(A))e−t dt:
This condition and the inequality 06 1 imply
0(S−t(A)) = 1 for t ∈R+a:e: (24)
According to condition (i) (Section 2) the coeGcient a(x) is Lipschitzean with respect
to x. Thus the mapping x → St(x) has the same property for every t ∈R. Fix t ∈R+
such that condition (24) is satis4ed. Then
dimH A= dimH (S−t(A))¿ dimH0:
Since A was an arbitrary Borel set satisfying ˜(A)=1, the last inequality implies (21).
To prove (23) consider a Borel measurable set A such that 0(A) = 1. Using the
equality 0 = H˜ and formula (15) it is easy to deduce that for almost every  (with
respect to n˜)
˜(A) = 1; (25)
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where
A = {x∈Rm: q(x; )∈A}:
For every 4xed ∈0 the mapping x → q(x; ) is invertible and the inverse mapping
is Lipschitzian. Consequently chosing ∈0 such that condition (25) is satis4ed we
obtain
dimH A¿ dimH A¿ dimH ˜:
Since A was an arbitrary set satisfying 0(A)=1, this inequality implies that dimH 0¿
dimH ˜ and completes the proof.
Using Theorem 1 we can also prove some results concerning the correlation and
the concentration dimension of the measures 0 and ˜. We start from recalling these
notions.
Let a measure ∈M1 be given. De4ne
C(x) =
∫
Rm
(B(x; r))(dr) (correlation function) (26)
and
Q(r) = sup
x∈Rm
(B(x; r)) (L Revy concentration function): (27)
The values
dimC = lim
r→0
sup
logC(r)
log r
; dimC  = lim
r→0
inf
logC(r)
log r
(28)
are called upper and lower correlation dimensions. Analogously the values
dimL  = lim
r→0
sup
logQ(r)
log r
; dim L = lim
r→0
inf
logQ(r)
log r
(29)
are called upper and lower concentration dimensions (see Lasota and Myjak, 2002). It
can be easily proved that
dimL 6 dimC 6 2 dimL  (30)
for every probability measure . Analogous inequalities hold for the lower dimensions.
The Hausdor" dimension and the concentration dimension of a measure ∈M1 sat-
isfy the inequality
dimH ¿ dim L  (31)
This fact can be easily derived from the mass distribution principle (Falconer, 1990).
We prove only some results concerning the concentration dimensions. However, due
to inequalities (30) and (31) these results will also give some information concerning
the correlation dimensions and the Hausdor" dimension.
We will assume that the group (St) satis4es the inequality
‖S−t(x)− S−t(y)‖6 ce*t‖x − y‖ for x; y∈Rm; t¿ 0; (32)
where *∈R and c¿ 0 are constants. Since the coeGcient a(x) is Lipschitzian (condi-
tion (i) in Section 2) this inequality is automatically satis4ed for suGciently
large *.
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Theorem 5. If ¿*dim L 0, then
dim L ˜¿ dim L 0: (33)
Proof. Without any loss of generality we may assume that dim L 0¿ 0. Fix a non-
negative h¡ dim L 0. From the de4nition of dim L 0 (see (29)) it follows that there
is an r0¿ 0 such that
Q0 (r)6 r
h for r ∈ (0; r0): (34)
According to equality ˜ = G0 and formula (14) we have
˜(B(x; r)) =
∫ ∞
0
0(S−t(B(x; r)))e−t dt:
Consequently by (32) and (27) we obtain
˜(B(x; r))6
∫ ∞
0
0(B(S−t(x); cr e*t))e−t dt6
∫ ∞
0
Q0 (cr e
*t)e−t dt:
Since this inequality is satis4ed for every x∈Rm, according to the de4nition of Q˜(r)
we obtain
Q˜(r)6
∫ ∞
0
Q0 (c re
*t)e−t dt for r ¿ 0:
Consider 4rst the case *¿ 0 and de4ne T (r) = *−1log(r0=cr) for cr ¡ r0. Then
Q˜(r)6
∫ T (r)
0
Q0 (cre
*t)e−t dt +
∫ ∞
T (r)
e−t dt:
To evaluate the 4rst integral we may use inequality (34). Then an elementary calcula-
tion gives
Q˜(r)6 c1rh for cr ¡ r0; (35)
where
c1 =
ch
− *h +
(
c
r0
)h
:
If *6 0 the calculation is even simpler and gives (35) with c1 = ch=( − *h). From
inequality (35) it follows that
dim L ˜¿ h:
Passing to the limit as h→ dim L 0 we obtain (33).
Theorem 6. Assume that
ess inf
∈
L()¿ 0; (36)
where L() is de7ned by formula (22). Then
dimL ˜6 dimL 0 and dim L ˜6 dim L 0: (37)
90 A. Lasota, J. Traple / Stochastic Processes and their Applications 106 (2003) 81–93
Proof. Let L0=ess inf ∈ L(). From (22) and (36) it follows that almost everywhere
with respect to n˜
diam{x: q(x; )∈B(y; r)}6 2rL−10
for every y∈Rm and r ¿ 0. Thus according to the de4nition of Q˜
˜({x: q(x; )∈B(y; r)})6Q˜(2rL−10 ):
From this and equality 0 = H˜, according to formula (15), we obtain
0(B(y; r))6Q˜(2rL−10 ) for y∈Rm; r ¿ 0:
Consequently Q0 (r)6Q˜(2rL
−1
0 ) which implies (37).
5. Proof of Theorem 1
The proof consists of two parts. First we are proving two simple lemmas concerning
perturbed semigroups of linear operators in Banach spaces. In the second part we show
that the semigroups generated by Eqs. (1) and (4) satisfy conditions of the lemmas.
Part I: In this part C denotes an arbitrary Banach space. Let Wt :C → C, t¿ 0 be
a continuous semigroup of linear, bounded operators with the in4nitesimal operator A
and the resolvent R. Further let Q :C → C be a given bounded, linear operator. Fix an
¿ 0 and denote by Ut :C → C, t¿ 0, the semigroup generated by the in4nitesimal
operator
B= A− I + Q: (38)
Denote by Pt :C∗ → C∗, t¿ 0, the operators adjoint to Ut . Finally de4ne
U = RQ (39)
and
P = U ∗ = Q∗R∗ ; (40)
where Q∗ and R∗ are the operators adjoint to Q and R.
The following lemmas show the relationship between 4xed points of the operator P
and stationary points of the semigroup (Pt)t¿0.
Lemma 7. Assume that P0 = 0 for some 0 ∈C∗ and de7ne ˜ = R∗0. Then
0 = Q∗˜ (41)
and
Pt˜ = ˜ for t ∈R+: (42)
Proof. From the equalities 0 = P0, ˜ = R∗0 and the de4nition of P it follows
immediately (41) and the equality
˜ = R∗Q
∗˜:
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From this we have
〈f; ˜〉= 〈QRf; ˜〉 for f∈C:
Substituting f = (I − A)g we obtain
〈(I − A)g; ˜〉= 〈Qg; ˜〉 for g∈D(A);
which according to (38) reduces to
〈Bg; ˜〉= 0 for g∈D(B) =D(A):
Now, since Ush∈D(B) for h∈D(B) and
Uth− h=
∫ t
0
BUsh ds for h∈D(B);
we obtain 〈Uth− h; ˜〉= 0. The last condition is equivalent to
〈h; Pt˜〉= 〈h; ˜〉 for h∈D(B):
Since the set D(B) is dense in C, this implies (42).
Lemma 8. Assume that there exists ˜∈C∗ such that Pt˜= ˜ for t¿ 0. De7ne 0 =
Q∗˜. Then
P0 = 0 (43)
and
˜ = R∗0: (44)
Proof. From the condition Pt˜ = ˜ it follows that
〈Utg− g; ˜〉= 0 for g∈C:
Since B is the in4nitesimal operator of the semigroup (Ut)t¿0, this implies
〈Bg; ˜〉= 0 for g∈D(B):
According to (38) this equality may be rewritten in the form
〈(I − A)g; ˜〉= 〈Qg; ˜〉 for g∈D(A) =D(B):
Substituting g= Rf we obtain
〈f; ˜〉= 〈QRf; ˜〉 for f∈C:
This implies
˜ = R∗Q
∗˜;
which according to the de4nition of 0 gives (44). Applying the operator Q∗ to (44)
we obtain (43).
Part II: We return to the notations introduced in Sections 2 and 3. Thus C is the
space of bounded continuous functions f :Rm → R with the supremum norm. The
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semigroup {Ut}t¿0 of linear operators is de4ned by (6) and {Pt}t¿0 is the adjoint
semigroup. The operator U is given by formula (12) and P = U ∗. Now denote by
(Wt)t¿0 the semigroup of Koopman operators corresponding to unperturbed system
(4), i.e.
Wtf(x) = f(St(x)) for f∈C; x∈Rm: (45)
Analogously as (Ut)t¿0, the family (Wt)t¿0 is a continuous semigroup of linear
bounded operators acting on C. For every continuously di"erentiable function f with
compact support, the in4nitesimal operator A of (Wt)t¿0 is given by the formula
Af(x) = (a(x)|grad f(x)) for x∈Rm; (46)
where (·|·) denotes the scalar product in Rm. However, more important is the fact that
the in4nitesimal operator B of (Ut)t¿0 satis4es the condition
Bf = Af − f + Qf for f∈D(A); (47)
where Q :C → C is a bounded linear operator given by the formula
Qf(x) =
∫

f(q(x; ))n˜(d) for f∈C; x∈Rm: (48)
In (48) the function q :Rm×→ R is given by (9). The domains D(A) and D(B) of
the operators A and B are identical (Gihman and Skorohod, 1982, Chapter 6, p. 485).
Now it is evident that Lemmas 7 and 8 generalize Theorem 1. Namely the operators
and semigroups de4ned in Section 3 satisfy conditions formulated in Part I. In partic-
ular condition (47) is identical with (38). From (45), (48) and (12) it follows (39).
Condition (13) shows that U ∗ is the extension of P (de4ned by (10)) to the space C∗
and implies (40). Analogously (7) implies that for every t¿ 0 the operator (Ut)∗ is
the extension of Pt . Finally according to de4nitions (45),(14) the operator R∗ is the
extension of G and according to (48), (15) the operator Q∗ is the extension of H .
The operators P; Pt; G and H de4ned in Section 3 map the set of probability mea-
sures M1 into itself. Thus a straightforward application of Lemmas 7 and 8 implies
Theorem 1.
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