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ABSTRACT
Fire debris samples are currently analyzed according to ASTM E1618-19, which is the
“Standard Test Method for Ignitable Liquid Residues in Extracts from Fire Debris Samples by
Gas Chromatography-Mass Spectrometry.” This method requires that an analyst make a visual
comparison to an appropriate reference sample using the total ion and the extracted ion
chromatograms. The analyst then provides an opinion about whether an ignitable liquid residue
is present in the sample. The method is inherently subjective due to the visual interpretation that
is needed. In order to automate this process, this work uses neural networks and a subset of the
ions specified in ASTM E1618-19, which represent many of the compounds present in ignitable
liquids, to cluster and classify ground-truth fire debris samples. The first part of this work
demonstrates that these ions provide sufficient information to allow for the clustering of the
ignitable liquid classes defined in ASTM E1618-19 and substate pyrolysis extracts using selforganizing maps. Classification using self-organizing maps resulted in a 96% correct
classification rate on an independent test set. The latter portion of this work demonstrates the use
of the ASTM ions in conjunction with feedforward neural networks to evaluate laboratory
prepared ground-truth fire debris samples. An optimal neural network model was selected from a
set of candidate models that were trained on in-silico fire debris samples. Receiver operating
characteristic curves were used to select an optimal decision threshold for classifying a fire
debris sample as positive or negative for ignitable liquid residues using a false positive to false
negative cost ratio of 10. The use of this threshold for classification resulted in a somewhat
conservative model with a true positive rate of 0.59 and a false positive rate of 0.07 for a set of
laboratory-generated ground-truth fire debris samples.
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CHAPTER 1: BACKGROUND
1.1 Evidence Processing and Analysis
Whenever a fire has occurred, it is important to determine whether it was set intentionally
or accidentally. If the fire was deliberately set, then it is incendiary in nature. However, if there
was also malicious intent associated with an incendiary fire, then it is defined as arson [1]. Arson
is responsible for a significant number of cases and damage per year. For example, in 2015
alone, the FBI reported that there were approximately 41,000 arson cases. Of these cases, 45
percent involved structure fires, 25 percent affected mobile property, and the remaining instances
resulted in damage to crops, timber and fences, which resulted in an average loss of
approximately $14,000 [1]. There are several motives for why someone would commit arson and
include: monetary reasons, revenge, psychological disorders, and political motives [2]. Typically,
arson is committed using an accelerant, which is an agent that is used to initiate or increase the
rate of the fire and are usually ignitable liquids [3].
For the cause of a fire to be determined, evidence must be collected from the scene and
then analyzed. However, there are several problems associated this process. Debris may have
been dislodged as a result of the fire or the firefighting process, making it hard to access the
sample. This rearrangement of the debris can result in an increase of the substrate background
contribution in a fire debris sample. Further complicating the analysis of the evidence is the
possibility of multiple types of ignitable liquids being used to start the fire. There are a
substantial number of ignitable liquids that are used in all areas of life and include, among others,
household cleaning products, home improvement products, and automotive products. The
chemical composition of the product is usually specific to a purpose and can result in a complex
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mixture of hydrocarbons that depend on the intended product use. The variety of patterns that
can occur as a result of the diversity of these products coupled with the virtually limitless
potential of patterns that can result from the burning of the various materials in a fire make for a
very difficult problem for the analysis of evidence.

1.2 ASTM E1618-19
ASTM E1618-19 is the “Standard Test Method for Ignitable Liquid Residues in Extracts
from Fire Debris Samples by Gas Chromatography-Mass Spectrometry [4].” This method
describes the procedure for identifying ignitable liquid residues that may be present in the
extracts of fire debris samples. When a sample is analyzed using this method, a visual
comparison is made to an appropriate reference sample, which then results an analyst providing
an opinion about whether an ignitable liquid residue is present in the sample. If a residue is
thought to be present, then the analyst can provide further information regarding the
classification of a residue. The analyst can assign the sample to one of the following classes:
aromatic (AR), gasoline (GAS), isoparaffinic (ISO), naphthenic-paraffinic (NP), normal alkane
(NORMA), petroleum distillate (PD), and oxygenate (OXY). A category for miscellaneous
(MISC) samples is also provided in ASTM E1618-19, which acts as a catch all for the samples
that do not have characteristics of one of the seven classes.

1.3 Instrumental Analysis
The sample analysis guidelines given under ASTM E1618-19 require the use of a gas
chromatograph coupled to a mass spectrometer. The minimum requirements for choosing a
system to perform the analysis are that the components of a hydrocarbon test mixture can be
2

resolved using an appropriate column and that the mass spectrometer provides sufficient
sensitivity for detection of the components. Gas chromatography is the process of separating a
mixture of volatile compounds. First, the sample is introduced through an inlet where it is then
vaporized. The mixture then enters a column in the presence of a carrier gas, which is typically
helium. The carrier gas brings the sample through the column and during this process the
molecules will interact with the column based on their chemical structure. Compounds that have
lower volatility or a stronger chemical interaction with the column will take longer to exit the
column, whereas compounds that are more volatile or show little interaction will exit sooner.
After a molecule exits the column, it is ionized using electron ionization. The electrons
responsible for the ionization are first generated by a filament and then accelerated to impact the
molecule. An electron is removed from the molecule and it exists as a positively charged ion. If
the resulting ion becomes unstable, then it will fragment to remove excess energy. The resulting
fragment ions are then introduced to a quadrupolar mass filter, which consists of four rods, with
two rods in each the x and y planes, where each set is held at a positive and negative voltage. The
mass filter scans a given range of masses by varying the voltage in each set of rods. This results
in an interaction between the passing ions and the rods. For a set of voltages within a scan, a
corresponding fragment will have the appropriate mass and therefore trajectory to pass through
the filter. Ions that exit the filter are then detected by an electron multiplier. The corresponding
signal for each fragment is then acquired and produces a mass spectrum for the specified mass
range. The scan is repeated throughout the sample run and results in a three-dimensional dataset.
The typical output is a total ion chromatogram, where all the mass channels for each scan are
summed and reduced to a two-dimensional data set, where the scan number is on the x-axis and
the total intensity of all mass scans for that scan is plotted on the y-axis. The total ion
3

chromatogram (TIC), and the extracted ion chromatogram (EIC), which is built by summing a
selected group of ions at each time step, are what analysts use for the analysis according to
ASTM E1618-19. This description of GC-MS is only meant to facilitate the discussion of ASTM
E1618-19 and the interested reader should refer to a more comprehensive reference as given in
[5].

1.4 Total Ion Spectrum and Extracted Ion Spectrum
The ASTM E1618-19 method is inherently subjective due to the visual interpretation and
pattern matching that is required. There is also no defined protocol for performing the
comparison between the TIC or EIC of the fire debris sample and a reference ignitable liquid.
Therefore, the steps taken and the degree to which an analyst relies on the TIC or EIC during the
analysis may vary. Variation has been shown to exist in other forensic areas, such as in DNA
mixture interpretation, where human analysts provided a different statement when presented with
the same data and different contextual information [6]. However, automated procedures, such as
machine learning methods, when presented with the same data, will return the same output, and
are immune to influence by information that is not included in the model. Other benefits of
automating the forensic analysis process include the ability to reduce the backlog in the
laboratory, which allows for more samples to be taken from the scene and leads to a faster
turnaround time for evidence.
To develop automated methods that use the information that is obtained from GC-MS
analyses, there are two main issues that must be addressed. The first issue is that the number of
features present in the raw chromatographic data is too large to train machine learning models.
This means that the size of the data set must be reduced in order to develop models that are
4

computationally feasible. The second issue is the retention time shifts that are present due to the
variation between analyses, instruments, or laboratories. The presence of these shifts would
prohibit a single model to be used if the conditions for the acquisition of the sample data were
even slightly altered. However, by transforming the data to eliminate these shifts, more robust
models can be developed that can be applied within or between laboratories. A demonstration of
the ability to compare samples that were analyzed in different labs was provided where ignitable
liquids were classified according to their ASTM class using the total ion spectrum (TIS) [7].
More recently, there have been several methods developed that also rely on using the TIS and
include: linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), support
vector machines (SVM), k-Nearest neighbors (kNN), and partial least squares discriminant
analysis (PLS-DA). [8,9]
The TIS is defined as the time-averaged mass spectrum across the chromatographic
profile and has been successfully applied to other forensic problems [10]. By transforming the
raw chromatographic data to the TIS, the size of the data set is significantly reduced. However,
even with this reduction, using the complete TIS for machine learning methods still requires a
substantial amount of computational power. To further reduce the computational load, several
machine learning models used principal component analysis or PLS-DA to reduce the
dimensionality of the data [8, 11, 9]. Other studies have circumvented the use of these
preprocessing methods by manually selecting a subset of the ions in the TIS, which is known as
the extracted ion spectrum (EIS) [12]. Figure 1 shows the relationship between the TIC, the TIS,
and the EIS.
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Figure 1: Relationship between the total ion chromatogram, total ion spectrum, and extracted ion
spectrum.
The ions that were used to build the EIS in [12], and in this work, were selected from Table 2 of
ASTM E1618-19 and represent alkanes, cycloalkanes/alkenes, aromatics, indanes, condensed
ring aromatics, ketones, and alcohols. These compound types represent many of the classes that
are defined in ASTM E1618-19. Table 1 details the ions that are associated with each compound
type.

Table 1: Selected ions in Table 2 of ASTM E1618-19 and the compound types that they
represent.
Compound type
Alkanes
Cycloalkanes and alkenes
n-alkylcyclohexanes
Aromatic alkylbenzenes
Indanes
Alkylnaphthalenes
Ketones
Alchohols

m/z
43, 57, 71, 85, 99
55, 69
82, 83
91, 105, 119, 92, 106, 120, 134
117, 118, 131, 132
128, 142, 156, 170
43, 58, 72, 86
31, 45
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1.5 Self-organizing Maps
The first part of this work takes a qualitative approach for examining the relationship
between ignitable liquid residues and substrates using self-organizing maps. This qualitative
approach was extended to examine the possibility for the maps to be used for the classification of
fire debris samples by validating the maps using a set of weathered ignitable liquids and
substrate extracts. The purpose of this work was also to provide a visual resource for practicing
fire debris analysts that demonstrates how the substrates that an analyst may encounter during
routine analysis of fire debris may relate to various classes of ignitable liquids defined in ASTM
E1618-19. A self-organizing map (SOM) is a biologically inspired machine learning method that
is used for both classification and to visualize large data sets on a two-dimensional grid. Each
unit in the grid is known as a neuron and is represented by a weight vector, also known as a
codebook vector, that has components equal to the number of features in the data. Selforganizing maps, as implemented here, are trained in an unsupervised process, meaning that the
class information of the samples is not used in the training. In order to train the map, the training
data set is presented to the map for a defined number of iterations or until a stopping threshold is
met. For each of the samples in a training iteration, the input vector for a sample is compared to
each of the weight vectors in the grid using a similarity metric. In this work, the Euclidean
distance was used to assess the similarity between an input vector p and a neuron weight vector q
and is defined by Eq. 1.
𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √∑𝑛𝑖=1(𝑝𝑖 − 𝑞𝑖 )2

(1)

The weight vector in the grid with the minimum Euclidean distance to the sample is defined as
the winning neuron. The winning neuron and the neurons that surround the winning neuron
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within a defined neighborhood radius are updated to better match the sample that was presented
to the map. The neighborhood function defines the gradient of the update that is applied to the
neurons within a given neighborhood radius. The neighborhood function used in this work is the
bubble function and acts uniformly on all neurons within the neighborhood radius, whereas other
functions, such as a gaussian would cause neurons that are further from the winning neuron to be
updated to a lesser extent. The radius of the neighborhood decreases linearly as a function of the
iteration number. As the training process continues, the nodes in the map will be updated to
better match the data set and groupings of neurons will start to emerge with respect to the
samples that they represent. The update rule for a weight vector qz, corresponding to neuron z is
defined by Eq. (2).
qz,i+1 = qz,i + k(i)(pj - qz,i)

(2)

The resultant vector is determined by taking the difference between qz and the input vector pj and
is then scaled by the learning rate k, which linearly decreases as a function of the iteration, i. The
scaled resultant is then added to the wz to produce the updated weight vector for neuron z. The
training data can then be projected on to the grid and the nodes can be labeled according to the
classes that they represent. Samples that are projected onto the same neuron are expected to have
similar spectra. Figure 2 provides a comparison of spectra from two ignitable liquid samples
mapped to the same neuron, along with the associated codebook vector for the neuron, in order
to demonstrate their similarity.

8

Figure 2: Comparison of the codebook vector of a neuron and the spectra of two ignitable liquid
samples that were mapped to the neuron.
The individual components of each weight vector can be used to construct component
planes, which can provide a more refined visualization of the trained SOM. This results in an
individual map that corresponds to each component of the weight vectors in the trained SOM.
For example, in this work, 29 ions are used, and there is a corresponding component weight in
each of the weight vectors of the neurons in the SOM. Taking these individual weights out results
in 29 different component planes, where each plane corresponds to the weighted intensities for
the respective ion for all neurons in the map. The relative intensities of each of these components
in a component plane can be compared to visualize the relationship between one or more ions.
9

SOM have been used in the past to examine the relationship between medium petroleum
distillates that had been weathered [13], to observe the geographic relationship of various crude
oils [14], and to analyze the relationship of ancient ceramics based on their elemental
composition [15]. A previous study, which is most similar to the work performed here, only
examined the relationship between the classes of ignitable liquids defined by ASTM E1618-19
using the NCFS Ignitable Liquids Reference Collection database [12]. This work builds on
previous work by examining the relationship of both substrates in the NCFS substrates database
and ignitable liquids from the NCFS ILRC database [16,17]. In the previous study it was
observed that the classes group according to their ASTM designation when using the EIS built
from the ions that are given in Table 2 of ASTM E1618-19. The goal of current study is to
examine the ability of the SOM to incorporate the information from the substrate samples while
still providing a coherent grouping of the classes defined in ASTM E1618-19.

1.6 Neural Networks
Subjectivity is not the only problem with performing an analysis using ASTM E1618-19.
The use of the procedures defined in ASTM E1618-19 results in a statement that is categorical in
nature. This is problematic since the method does not allow for the strength of the evidence to be
communicated to the fact finder. Another issue is that written conclusions are often difficult for
non-scientists to understand and could be misinterpreted [18]. This supports the need to adhere to
a common verbal scale across the forensic discipline that also allows for the weight of the
evidence to be communicated accurately. The ENFSI has already recognized this issue and has
developed guidelines for the evaluative reporting in forensic science. This guideline recommends
10

that the forensic expert state the strength of the evidence in terms of a likelihood ratio or by using
a verbal equivalent [19]. Several models have recently been developed that can be used to
express the strength of the evidence for fire debris analysis in order to overcome the issues that
are associated with making a categorical statement [8,9,11,20]. The trend of developing methods
that allow for the value of the evidence to be reported is not specific to fire debris analysis but is
also prominent trend in other forensic disciplines such as glass comparison, fingerprint
comparison, and speaker verification [21,22,23]. The advantage of using automated methods for
the evaluation of forensic evidence is that a numerical output can be provided that relates to the
strength of the evidence. In the current forensic environment for fire debris analysis, the output
can be used in conjunction with a decision threshold to make a categorical statement according
to the ASTM guideline, or be provided to the fact finder to allow them to use the value of this
evidence with other case information. The second part of this work demonstrates the use of a
neural network model to evaluate simulated fire debris samples and return a score that
corresponds to the evidentiary value. Further explored is the ability of these scores to
discriminate between ground truth fire debris samples that contain ignitable liquid residues and
those that do not. This discrimination ability is examined with respect to the distribution of the
ratios of ignitable liquid to the substrate background contribution within multiple data sets. A
similar study has examined the impact of changing the ASTM E1618-19 class distribution that
was used in the training data on the performance of various machine learning models [20].
Neural networks are machine learning models that have been used in many domains for
both classification and regression problems, which include, but are not limited to: classifying
images of concrete as containing a crack or no crack [24], detecting the presence of smoke in
satellite images [25], and counting the number of tomatoes in an image for determining crop
11

yield [26]. The structure of a feedforward neural network can be broken down into three
components: the input layer, the hidden layer, and the output layer. Each of these layers consist
of individual neurons. Each of the neurons in the hidden and output layers share a weighted
connection to each of the neurons in each respective previous layer. Figure 3 gives an overview
of the general feedforward neural network structure.

Figure 3: General neural network structure.
The training process of the network can be broken down into four steps: presentation of
the training sample(s) to the network, calculation of the network output, calculation of the error
between the predicted output and the expected output, and the update of the network weights to
decrease the output error. The output of each node j in a layer, with exception of the input layer,
are calculated using Eq. 3 and Eq. 4. First, the product between the vector of outputs from the
previous layer and the vector of weights that feed into that node is taken, followed by the
addition of a bias term bj, to give zj.
(3)

𝑧𝑗 = 𝑏𝑗 + ∑𝑖=1 𝑤𝑖𝑗 𝑥𝑖
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The result is then passed through an activation function. The activation function used in this
work was the logistic sigmoid and where the output, outj, is given by Eq. 4.
𝑜𝑢𝑡𝑗 =

1
1+𝑒

(4)

−𝑧𝑗

After the output of the training samples are determined, the error between the predicted output
and the actual class label can be determined. Several functions can be used to penalize the
network during the training process; however, the discussion of these functions is outside the
scope of this work and a detailed discussion can be found in [27]. The log-loss is used as the
error function in this work, which is also known as the cross-entropy error and is primarily used
for classification tasks where the outputs of the network are treated as probabilities. The crossentropy loss is given in Eq. 5.
1

𝐿𝑜𝑔 𝐿𝑜𝑠𝑠 = − 𝑁 ∑𝑁
𝑖=1 𝑦𝑖 𝑙𝑜𝑔(𝑝(𝑦𝑖 )) + (1 − 𝑦𝑖 )𝑙𝑜𝑔 (1 − 𝑝(𝑦𝑖 ))

(5)

This results in the average training error across the data set for a training iteration. The result is
then backpropagated through the network and used to update the weights of the network so that
the error in the next training iteration is reduced. Eventually the error of the predictions with
respect to the training data will reach a minimum or a defined threshold and training of the
network will stop. The resulting network can then be used to predict samples.
Backpropagation is the process of using the error that results from the predictions of a
training iteration to update the weights of the network so that the prediction error is reduced in
the next iteration. The backpropagation algorithm that was used in this work was resilient
backpropagation and provides some advantages over traditional backpropagation. The main
advantage is that it does not require the selection and optimization of a learning rate parameter.

13

The other advantage is that the training process has been shown to converge faster than
traditional backpropagation in multiple applications. Resilient backpropagation only considers
whether there was a positive or negative decrease in the error with respect to the change in a
given weight from the previous iteration. This information is then used to scale the value of the
weight update from the previous iteration by a factor that is greater than one or less than one,
depending on whether the partial derivative for a weight decreased or increased. A more in-depth
explanation of the resilient backpropagation algorithm can be found in [28].
The result of the output neuron of the network for a given sample is the posterior
probability that the sample is a positive case and is defined as p(yi). The class label for sample i
is defined as yi where the state y = 1 corresponds to the positive case and the state y = 0
corresponds to the negative case. The likelihood ratio for a sample can be calculated by using the
odds form of Bayes’ theorem, which is given by Eq. (6).
𝑃(𝐻𝑝 |𝑒)
𝑃(𝐻𝑝

𝑃(𝑒|𝐻𝑝 ) 𝑃(𝐻𝑝 )

(6)

= 𝑃(𝑒|𝐻
|𝑒)

𝑝 ) 𝑃(𝐻𝑑 )

The left-hand side of the equation corresponds to the posterior odds, where P(Hp|e) is the
posterior probability that an ignitable liquid residue is present given the evidence, whereas, the
compliment, is the posterior probability that an ignitable liquid residue is not present given the
evidence and is equal to P(Hd|e). The first term on the right-hand side of the equation
corresponds to the likelihood ratio and the latter term corresponds to the prior odds. The
likelihood ratio is the ratio of the likelihood of the evidence given that the prosecution hypothesis
is true, or P(e|Hp), and the likelihood of the evidence given that the defense prosecution is true,
or P(e|Hd). The prior odds equals the ratio of probabilities that correspond to the prosecution and
the defense propositions, respectively. Since the posterior odds is equal to the prior odds times
14

the likelihood ratio [29], the calculation of the likelihood ratio is dependent on knowing the prior
odds, which in this work is one, since the training data for the models consist of an equal number
of IL and SUB samples. This provides a straightforward calculation where the posterior odds are
equal to the likelihood ratio. However, if different prior odds are used, the likelihood ratio can be
calculated by dividing the calculated posterior odds by the appropriate prior odds.

1.7 Ground-truth Samples
In the validation stage of a forensic likelihood ratio method, the performance should be
evaluated using a validation dataset of samples where the class labels are known and the samples
represent casework samples [30]. Therefore, to validate the neural network classification models
in this work, a set of ground-truth fire debris samples was used. The term ground-truth implies
that the composition, and therefore the class label of a sample is known with certainty. Without
knowing the ground truth class label, it is not possible for the performance of a model to be
evaluated using metrics that rely on true positive and true negative rates, or their compliments.
Several works have used ground-truth fire debris samples in the past for the development of
various machine learning methods, including neural networks. For example, neural networks
were used to discriminate between the residue produced from the combustion of diesel fuel and
various polymers [31]. The issue with the ground-truth samples that were used in this study was
that they represent the simplest case of fire debris, where there is no mixing of the ignitable
liquid and the substrate material. This scenario is extremely unlikely to be observed in a realworld example, where the fire and the process of extinguishing the fire can provide numerous
mechanisms for the mixing of the materials that are present.
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Other works have used ground-truth fire debris samples that extend the simplistic
scenario to a more realistic method for generating fire debris samples. These works did not use
neural networks, and instead used other methods, such as partial least squares discriminant
analysis, kernel density estimation, and soft independent modeling of class analogy [9,11,32].
The ground truth samples that were used in these studies were generated using two different
methods. The first method is most like what would be observed as the result of a real fire. In this
method, shipping containers were furnished with various building materials and furniture. Then,
an ignitable liquid was poured throughout a portion of the container and ignited. The fire was
extinguished, and samples were collected from on and off the ignitable liquid pour trail. The
samples were then designated by an informed analyst as containing ignitable liquid or not
containing ignitable liquid residue. The term “informed analyst” refers to someone who knows
which IL were used to initiate a fire and where the sampling locations were relative to the IL
pour trail. Though this scenario is likely the most representative of a real-world fire, there are a
few issues that should be pointed out with respect to the ground-truth designation given to these
samples. The samples that have a strong IL pattern present, or a relatively simple background
contribution due to products produced by the combustion of the substrate material, can be
confidently assigned as containing an ignitable liquid residue. However, for these samples and
especially samples that contain weaker contribution of a recognizable ignitable liquid pattern,
there will always be the question whether there is an error in the assignment by the analyst and
the argument can be made that the samples are not ground-truth samples.
The second method for generating ground truth samples removes the need for designation
by an analyst, and instead relies on making the class designation based on whether an ignitable
liquid was added to a material before it was burned. In this scenario substrate materials were
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spiked with an ignitable liquid and burned in the laboratory. This method improves upon the
class labeling issue that is present in the first method, but the tradeoff is that the substrate mixing
effects due to the dynamics of a real-world burn are potentially lost. Another drawback with this
method that it is not known with certainty that the ignitable liquid residues are present in the
post-burn sample due to consumption by the fire or by evaporative loss.
Both studies were improved upon by removing the uncertainty that was present in the
previous methods. This was done using a method like the one described in [33], where the
substrates were burned individually, followed by the extraction of pyrolysis and partial
combustion products using ASTM E1412 [34], and then spiked with an appropriately weathered
ignitable liquid. By burning the substrate separately, it can be assured that the ignitable liquid is
not lost due to the fire. To generate ground-truth substrate samples, the substrate extract was
analyzed without the addition of an ignitable liquid. A previous study has assessed the
evidentiary value of ground-truth fire debris samples prepared this way, but only 16 samples
were used [20]. This work improves upon the previous work by using a ground-truth fire debris
data set that contains 791 samples.

1.8 Receiver Operating Characteristic Plots
Receiver Operating Characteristic (ROC) plots allow for models to be compared visually
and/or by deriving several performance metrics using the graphs. For a set of classifiers, ROC
graphs plot the true positive rate as a function of the false positive rate for each classifier across
all decision thresholds and results in an ROC curve that corresponds to each classifier. There are
several important points on an ROC plot. The point (1,1) corresponds to always making a
positive classification. This results in a true positive rate of one, but also a false positive rate of
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one. The point (0,0) translates to a decision threshold that never results in a positive classification
which yields a false positive rate and true positive rate of zero. The diagonal line from the point
(0,0) to (1,1) represents a classifier that randomly assigns the class of a sample, where each point
on the line is a decision threshold that produces a true positive rate that is equal the false positive
rate. The performance metric that is used to compare the classifiers in this work was the area
under the ROC curve (AUC) and corresponds to the probability that a classifier will rank a
randomly chosen positive sample higher than a randomly chosen negative sample [35].
When developing a model, it is likely that the parameters that are associated with the
application of the model may not be known. For example, the optimal threshold for making the
decision to state that a suspects DNA matches the DNA that was recovered from a crime scene
and also the cost associated with the correct or incorrect decisions. For each of the possible
thresholds, there will be a total cost accumulated over the duration that a given threshold is used
for decision making, and an average cost can be derived using the class distribution, the cost
associated with each decision, and the associated error rates [36]. It is ideal to select a threshold
that will minimize the average cost that is associated with a threshold; however, this requires the
cost associated with each of the outcomes to be defined [36], which is a difficult task for
problems outside of the financial domain. However, ROC plots are flexible since classifiers can
still be compared with or without knowledge of these costs. Furthermore, even if the costs are
defined initially, and then change, the end user can update these parameters and use the ROC
curve to select a new operating point.
The final portion of this study demonstrates how the optimal decision threshold is
calculated and would be applied in a scenario where a forensic expert is required to make a
categorical statement regarding the presence of an ignitable liquid residue in a fire debris sample.
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Previous work has shown how the current practice of fire debris analysts making a categorical
statement can be expanded on by allowing the analyst to determine a decision threshold for
making these statements in the future [9].
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CHAPTER 2: EXPERIMENTAL
2.1 NCFS Ignitable Liquids Reference Collection
The NFCS ILRC is comprised of weathered, non-weathered, and biologically degraded
ignitable liquids. However, the samples used in the works described here do not use any
biologically degraded samples. The weathering percentages of the samples in the database are
25%, 50%, 75%, 90% and 95%. The database consists of ignitable liquids from the following
ASTM designated classes: GAS, AR, ISO, NORMA, NP, PD, and OXY. The database also
contains MISC samples, which are defined by ASTM as liquids that possess characteristics of
two or more of the ASTM designated classes. The class designation for all ignitable liquids in the
NCFS ILRC was made using a consensus assignment from a committee of practicing fire debris
analysts.

2.2 NCFS Substrates Database
Substrates in the NCFS Substrate database were either analyzed in their unburned state or
analyzed after applying one of three burning methods. These burn methods include: top heat,
bottom heat, or modified destructive distillation method (MDDM). For each of these methods,
there were three burn durations that were used, which were one minute, two minutes, and five
minutes, with one burn time per sample. The substrate database samples that were used in this
work were prepared using the two-minute MDDM method. Briefly, MDDM is a procedure
where the unburned sample is placed in a one-quart metal paint can. The can is then sealed, and
holes are punched in the lid to allow for ventilation. The can is then heated at the bottom with a
propane torch. After burning, the punctured lid is replaced with an unpunctured lid and the can is
left to cool at room temperature. All samples were processed according to ASTM E1412 [34],
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where the products that are present after being subject to burning are adsorbed onto an activated
carbon strip that is incubated with the sample at 66oC for 18 hours. The compounds on the
carbon strip are then desorbed using carbon disulfide (CS2). This work resulted in the addition of
28 samples to the substrate database, bringing the total number of entries to 1747 as of December
2020.

2.3 SOM Training
The EIS of 653 total samples from the ILRC and substrate databases were used for the
training of the SOM. Of these samples, there were 475 non-weathered IL from the following
ASTM designated classes: AR, GAS, ISO, NORMA, NP, OXY, and PD. There were no samples
that are designated as MISC used in this work since they are diverse and could possibly detract
from the analysis of the relationships between the designated classes. The remaining 178 samples
were substrates that were produced using the two-minute MDDM method and extracted
according to ASTM E1412.
The parameters that were specified for the map and the training process was the same that
was used in previous work [12]. The map consisted of a total of 225 hexagonal neurons,
represented as a 15 by 15 grid. A total of 112,500 training epochs were used to train the map. A
neighborhood radius of 13 used to update the nodes surrounding the best matching unit, which
decreased linearly as the epoch number increased. The learning rate was set to decrease linearly
from 0.05 to 0.01 over the number of training epochs.
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2.4 Self-organizing Map Model Validation
The trained SOM was validated using two methods. The first method was to qualitatively
verify that the training process resulted in groupings of neurons on the map that made sense
chemically and corresponded to the ASTM designated classes. The grouping of substrates was
also verified this way. The second method took a quantitative approach by using an independent
validation data set to examine the classification performance of the map. This data set consisted
of a total of 50 samples, 40 of which were ignitable liquids that had been weathered by a 25
percent reduction from the initial volume. The remaining ten validation samples consisted of
substrates that were prepared using the two-minute MDDM method.

2.5 Ground-truth Sample Preparation
Ground-truth fire debris samples were generated by spiking CS2 substrate extracts with a
volume of a weathered ignitable liquid or by analyzing the substrate extracts without the addition
of an ignitable liquid. All substrates used in the ground-truth samples were prepared using twominute MDDM and extracted according to ASTM E1412 [34]. Weathered IL were prepared by
evaporation to 50%, 75%, and 90% of the initial mass or volume and were diluted 1:50 v/v in
CS2. Initial volumes that were less than 1 mL were weathered by weight and volumes that were
larger than 1 mL were weathered by volume. Individual substrate extracts and ignitable liquids
samples were analyzed by GC-MS and the respective intensities of the most intense peak were
determined. The target IL/SUB ratio of the ground-truth sample was then calculated, and the IL
was diluted in the substrate extract to give the desired target IL to SUB ratio. The actual IL to
SUB ratios were determined by GC-MS using the peak intensities at the retention times that were
previously identified in the individual samples.
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2.6 Ground-truth Sample Analysis
Ground-truth samples were analyzed using an Agilent 6890 gas chromatograph that was
coupled to an Agilent 5973 mass spectrometer and an Agilent G2614A autosampler. The GC
conditions were as follows: a 25 meter by 0.20 mm I.D. HP-1 column with a 0.5-micron film
thickness using high purity helium carrier gas at a constant flow rate of 0.8 mL/min. Onemicroliter sample injections were split at a 1:50 ratio in an injection port held at 250oC. The
temperature program was initialized at 50oC, held for three minutes, and then increased at a rate
of 10oC per minute. The final temperature was 280oC and held for four minutes. The ion source
was turned off during solvent elution. The total run time with these parameters was 30 minutes.
Mass spectra were acquired over the range of 30-350 m/z at a scan rate of 2-3 per second. The
mass spectrometer was operated under electron ionization conditions at 70 eV.
Daily quality control was performed using an ASTM standard hydrocarbon mixture to
ensure that the retention time lock to n-octane was maintained. All samples that were run had a
CS2 blank run before to ensure that there was no material that was carried over from the previous
sample run.

2.7 Ground-truth Fire Debris Database
The ground truth fire debris database in this work is a much-needed resource for the field
of fire debris analysis. The database allows for the training and performance assessment of both
analysts and machine learning models, which would otherwise not be possible. Tables 2-7 detail
the breakdown of the samples in the ground truth fire debris database as of December 2020. The
current database can be accessed through the following link: http://ilrc.ucf.edu/firedebris. The
database search tool allows users to search the database using parameters that are based on the
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sample composition. The database search tool and the parameter definitions are provided in
Appendix I. After searching for samples, the user can select samples and download the raw
sample data. Also included in the sample download is a portable document format file that shows
the ground-truth sample designation, the ground-truth total ion chromatogram, and the groundtruth extracted ion chromatograms. This file also includes a plot which displays the ground-truth
total ion chromatogram on the positive-going y-axis and the individual SUB and IL total ion
chromatograms that were used to create the ground-truth sample on the negative-going y-axis.
This plot is meant to aid the user in identifying regions of the ground-truth sample total ion
chromatogram that are represented by IL and/or SUB background contribution. The portable
document file also displays a library search report for the individual SUB and IL that were used
to create the ground-truth sample. This search report provides the top 10 peak identifications for
the SUB and IL, respectively. Four example sample download portable document files are shown
in Appendix II. These four files are related records and contain the same SUB background
contribution and the same IL at four different levels (no IL, weak, moderate, strong).
Table 2: Number of samples with at least n substrates per sample mixture.
n
1
2
3

Relative Frequency
1
0.692
0.095

Frequency
918
635
87

Table 2. shows both the frequency and relative frequency of occurrences for samples that
contain at least n substrates that contribute to the sample mixture. For example, a ground-truth
sample that contained carpet padding that was mixed with both nylon carpet and a plastic water
bottle would fall into the levels n = 1-3. However, a sample that contained substrate contribution
from only a water bottle would fall into the level n = 1.
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Table 3: Distribution of substrate material types in ground truth samples.
Material type
Apparel
Automotive
Building Materials
Flooring
Furnishings
Miscellaneous
Paper products
Plastic products

Relative Frequency
0.057
0.055
0.196
0.280
0.093
0.200
0.041
0.079

Frequency
89
86
307
438
145
314
64
123

The substrate material types that were used to create samples in the ground truth fire
debris database are shown in Table 3. A further breakdown of these material types is given in
Table 4, where the material types are broken down into material sub-types. The frequency and
relative frequency of these material types and material sub-types are calculated based on the
occurrence within the ground-truth samples.
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Table 4: Distribution of substrate material sub-types in ground truth samples.
Material sub-type
Accessories
Adhesives
Bag
Bath
Carpet
Carpet padding
Ceiling
Chair/couch
Container
Cushions
Dashboard
Engineered
Floor mat
Household material
Insulation
Laminate
Moldings/Trim
New clothing
New footwear
Newspaper
Outdoor
Paper
Particle board
Roofing
Roofing paper
Rope
Siding
Tire
Upholstery
Vinyl/Linoleum
Window treatments
Wood
Worn footwear

Relative Frequency
0.037
0.060
0.035
0.004
0.104
0.040
0.045
0.011
0.041
0.025
0.005
0.033
0.005
0.17
0.005
0.017
0.013
0.004
0.014
0.005
0.018
0.034
0.023
0.016
0.002
0.005
0.025
0.026
0.008
0.128
0.034
0.012
0.024

Frequency
56
92
53
7
159
60
68
17
62
38
8
5
7
259
8
26
20
6
22
7
27
52
35
24
3
8
38
40
12
195
52
19
36

Table 5. provides a breakdown of the distribution of the weathering percentages of
ignitable liquid samples used for the creation of the ground-truth IL-containing samples in the
ground-truth database.
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Table 5: Distribution of ignitable liquid weathering in ground truth IL samples.
Percent weathering
50
75
90

Relative Frequency
0.484
0.488
0.028

Frequency
277
279
16

Table 6. shows the distribution of classes within the ground-truth database. The petroleum
distillate class is broken down into three levels that correspond to the range of carbon atoms
within the ignitable liquid. These levels are designated as light, medium, and heavy.
Table 6: Distribution of sample types in the ground-truth database.
Class
Aromatic Products (AR)
Gasoline (GAS)
Isoparaffinic Products (ISO)
Miscellaneous (MISC)
Normal Alkane Products (NA)
Naphthenic-paraffinic Products (NP)
Oxygenated Solvents (OXY)
Light petroleum distillates (LPD)
Medium petroleum distillates (MPD)
Heavy petroleum distillates (HPD)
Substrate only (SUB)

Relative Frequency
0.064
0.071
0.068
0.072
0.057
0.063
0.061
0.070
0.046
0.053
0.038

Frequency
59
65
62
66
52
58
56
64
42
49
345

Table 7. provides an overview of the strength of the ignitable liquid contribution within
the IL-containing ground-truth samples. The relative frequency and frequencies are calculated
based on the occurrence of each of the IL/SUB ratio levels in the ground-truth IL samples. A
description of the calculation of the IL/SUB ratio is provided in Section 2.5.
Table 7: Distribution of IL/SUB ratios in ground truth IL samples.
IL/SUB ratio
Weak (<= 0.5)
Moderate (> 0.5 and <= 1)
Strong (> 1 and <= 2)
Very strong (> 2)

Relative Frequency
0.636
0.191
0.121
0.051
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Frequency
519
156
99
42

2.8 In-silico Sample Mixing Procedure
The samples that were used to train the neural network models in this work were
generated by the in-silico mixing of ignitable liquids and substrate extracts from the NCFS
Ignitable Liquids Reference Collection and the NCFS Substrate databases. All samples were
mixed using the total ion spectrum from each sample to generate a new total ion spectrum. The
training data set consisted of 64,000 samples, with half containing contributions from only
substrates and the other half resulting from contributions from both substrates and ignitable
liquids. The classification of the in-silico mixed sample as an IL is dependent on whether an
ignitable liquid contribution is present in the mixed sample.
This study builds on previous work that relied on in-silico mixed fire debris samples for
training machine learning models. A maximum of 10,000 samples were used to create the
training data sets that were used in those studies [8,9,37]. Ignitable liquid samples were
randomly drawn from the NCFS ILRC uniformly with replacement across IL classes, with the
constraint that the number of weathered and non-weathered samples were equal. The TIS for insilico mixed samples is calculated by Eq. (7):
𝑇𝐼𝑆𝑗 = 𝜃𝑗 [𝑇𝐼𝑆𝐼𝐿,𝑗 𝜙𝐼𝐿,𝑗 + 𝑇𝐼𝑆𝐼𝐿,𝑗 ] + (1 − 𝜃𝑗 )[𝑇𝐼𝑆𝑆𝑈𝐵,𝑗 𝜙𝑆𝑈𝐵,𝑗 + 𝑇𝐼𝑆𝑆𝑈𝐵,𝑗 ]

(7)

In Equation 7 𝜙IL,j and 𝜙SUB,j are normally distributed noise vectors with µ = 0 and σ = 0.05. The
IL contribution to IL-containing samples is scaled by 𝜃j and the SUB contribution is scaled by 1 𝜃j. For samples containing an IL, the vector of scaling factors 𝜃 is sampled uniformly with the
constraint 0 < 𝜃j < 1. The scaling factor 𝜃j is equal to 0 for samples that contain only SUB. The
TIS of the mixed substrate, TISSUB,j, is calculated by Eq. (8),
𝑇𝐼𝑆𝑆𝑈𝐵,𝑗 = ∑𝑚
𝑖=1 𝜓𝑖 𝑇𝐼𝑆𝑆𝑈𝐵,𝑖

(8)
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where m is the number of individual substrates in the mixture, 𝜓i is the percentage contribution
for the ith mixed substrate sample, and TISSUB,i is the TIS for ith mixed substrate sample. The
vector of percent contributions 𝜓 is uniformly sampled with replacement with the constraint 0 <
𝜓i < 1. The vector is then normalized to sum to unity. For each substrate mixture, substrate
samples were uniformly sampled without replacement, where the maximum number of substrates
per mixture is five.

2.9 Ground-truth Validation Data
Four validation data sets were created by sampling from a total of 492 ground-truth IL
and 299 ground-truth SUB samples in the NCFS Fire Debris Database. Each data set was created
by random uniform sampling with replacement within four ranges of values for the IL/SUB ratio
and across IL classes. Table 8 shows the class distribution of samples within the ground-truth
data.
Table 8: Class distribution of the ground-truth data set.
Class
Aromatic Products (AR)
Gasoline (GAS)
Isoparaffinic Products (ISO)
Miscellaneous (MISC)
Normal Alkane Products (NA)
Naphthenic-paraffinic Products (NP)
Oxygenated Solvents (OXY)
Petroleum Distillates (PD)
Substrates (SUB)

Relative Frequency
0.075
0.080
0.059
0.029
0.061
0.076
0.063
0.180
0.378

Frequency
59
64
47
23
48
60
50
142
299

Sampling was performed in this manner so that each validation set was similar with respect to
class and the IL/SUB contribution distributions of the in-silico mixed data set. The IL/SUB ratio
sampling ranges were determined by partitioning the distribution of IL/SUB ratios for the IL
containing samples using the quartiles of the distribution. Figure 4 provides an overview of the
29

specified thresholds with respect to the distribution of the IL/SUB contribution for the ground
truth IL-containing samples and Figure 5 shows the comparison of this distribution with the
distribution of IL/SUB ratios for the in-silico samples that contain IL.

Figure 4: Distribution of the log10 IL/SUB ratio for ground-truth IL samples and the
corresponding cutoffs for each validation data set.
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Figure 5: Distribution of log10 IL/SUB contribution in IL containing samples.The distribution of
the ground-truth data set is shown in red and the in-silico data set is shown in blue.
In Figure 5 there is a discrepancy that can be seen at the right tail of the in-silico distribution
where the in-silico data set contains samples in the approximate range from log10 IL/SUB 1 to 2.
In the ground-truth IL-containing data set there are not any samples in this range. It should be
noted that the ground-truth samples were generated for training purposes and generating groundtruth samples that fall in this range would not be challenging to the forensic analyst.
Bootstrap sampling was performed to generate four validation data sets in a similar way
to the in-silico training data sets. There were a total of 100 replicates per validation data set.
Within each replicate, there were 40 ground truth IL containing samples drawn uniformly with
replacement across IL classes and the IL contribution range for the specified partition. To ensure
that the data set was balanced, an equal number of SUB samples were drawn with replacement
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from the ground truth SUB samples. This procedure resulted in 80 samples that were drawn for
each of the 100 replicates, which corresponds to 8000 validation samples per data set.

2.10 Neural Network Structures
Several neural network structures were tested which ranged from three to 50 neurons per
hidden layer and up to three hidden layers per network. Each network contained 29 neurons in
the input layer and one bias neuron in every layer except the output layer. The output layer
consisted of a single output neuron. The network discussed in this work was a single layer
network with 50 hidden neurons and was the network structure that showed the best performance
for the bootstrapped validation data.

2.11 Extracted Ion Spectrum
EIS were generated from the TIS by selecting the indices that correspond to the 29 ions
given in Table 2 of ASTM E1618-19. The EIS for all samples were normalized to a range of 0 to
1 using Eq. (9).
𝐸𝐼𝑆 −𝑚𝑖𝑛(𝐸𝐼𝑆𝑗 )
𝑗 )−𝑚𝑖𝑛(𝐸𝐼𝑆𝑗 )

𝑗
𝐸𝐼𝑆𝑗,𝑁 = 𝑚𝑎𝑥(𝐸𝐼𝑆

(9)

2.12 Software
All calculations were performed using the R language and environment for statistical
computing, version 3.5.1 [38]. The SOM and associated plots were generated in R using the
Kohonen package [39]. Neural network models were generated using the neuralnet package [40].
Receiver operating characteristic plots were generated in R using the pROC package [41].
Tippett and empirical cross-entropy plots were generated in R using the code provided in [42].
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Several scripts were written to perform data preprocessing, in-silico sample mixing, and
to extend the base plots that are returned from the Kohonen package. The base plot of the
Kohonen package was extended to color the neurons by the fraction of classes that they
represent. The in-silico sample mixing procedure was extended from previous work [37] by
leveraging matrix operations and the vectorized nature of R to significantly reduce the number of
nested function calls and for loops. Table 9 gives a breakdown of the computation time for each
of the in-silico mixing methods, along with the sample size.
Table 9: Comparison of computation times for the previous and current in-silico fire debris
mixing methods given various data set sizes.
Sample size

64
640
6400
64000
640000

Previous method
elapsed time
(minutes)
0.052
0.438
3.704
34.487
293.624

New method elapsed
time (minutes)

Fold decrease

0.004
0.005
0.024
0.189
1.835

14
83
156
183
160

These changes resulted in a 183-fold decrease in computation time for the in-silico mixing of
64,000 samples. The reduction in computation time allowed for the in-silico mixing of much
larger data sets than the 6400 and 10,000 samples used in the previous studies that used in-silico
mixed samples [8,9,20,37].

33

CHAPTER 3: RESULTS AND DISCUSSION
3.1 Self-organizing Maps
The first part of this work was to determine whether self-organizing maps can provide a
coherent grouping for the classes defined in ASTM E1618-19 while introducing substrates into
the training data. Figure 6 shows the results for the projection of the training data back on to the
trained self-organizing map. The neurons are colored according to the proportion of the classes
that they represent. For example, if a neuron represents only AR samples, then it will be colored
yellow. However, if a neuron represents 50% AR and 50% GAS samples, then it will be colored
50% yellow and 50% green to reflect these proportions. Neurons were shaded white to indicate
that there were no samples projected onto them. All neurons in the map were labeled with a
number at the bottom corner of the cell to denote the location in the map and serve no other
purpose.
Several clusters of neurons can be discerned based on the cell coloring in the map in
Figure 6. Most of the ASTM E1618-19 classes are localized to a specific region of the map.
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Figure 6: The trained SOM with neurons colored according to their ASTM class designations.
See the color legend.
A majority of the GAS and AR samples are associated with neurons at the top of the map, apart
from GAS samples projected onto a SUB and OXY associated neuron in the center of the map.
Both classes show some dispersion and are not tightly clustered. For example, there are GAS
associated neurons on the top-right and top-left corners of the map. The GAS samples that are
projected on-to neurons on the top-left are ethanol-containing, or E85 gasolines, and cluster with
neurons that are associated with OXY samples that contain ethanol and/or methanol. The
samples that contain these compounds are expected to produce the same ions that result from the
presence of alcohols under electron ionization conditions. Neurons that are associated with AR
samples are in the top-center of the map and are flanked by GAS-associated neurons. This
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relationship is expected since gasolines and aromatic solvents both contain aromatic components
and will yield similar ions as a result of the fragmentation process.
Isoparaffinic and NORMA neurons are dispersed on the left edge of the SOM. The
immediate proximity of these two classes is understood based on the similar fragmentation
patterns of their respective compound types and thus these samples are expected to have similar
EIS. The same association between these classes was noted in a previous study where the authors
applied hierarchical cluster analysis in conjunction with the TIS of ignitable liquids in the NCFS
ILRC [43]. Likewise, the same association was also observed in a study where the EIS was used
with the SOM to observe the relationship between IL classes, however this study did not include
SUB samples [12]. The preservation of this relationship in the current work while including SUB
supports the hypothesis that the inclusion on SUB in the training of the SOM does not disrupt the
mapping of ISO and NORMA with respect to each other.
A substantial portion of the map is occupied by PD samples. Petroleum distillates vary in
their composition and contain a distribution of light (LPD), medium (MPD), or heavy (HPD)
components depending on the fraction collected during the distillation process. To visualize these
petroleum distillate fractions more effectively, and to be able to draw more conclusions from the
map, the distillates were colored according to the fraction of carbon ranges that are present in
each sample. Many of the LPD associated neurons are in close proximity to the MPD associated
neurons in the lower half of the map. A majority of the HPD associated neurons are in the bottom
left corner of the map, however, there are some in the bottom-right corner as well. Within this
region there are also several MPD associated neurons with NP associated neurons mixed in as
well. Interestingly, there is a neuron that corresponds to NP samples that is surrounded by HPD
neurons and is separated from the remaining NP-associated neurons. After the distillation
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process, petroleum distillates can be de-aromatized to produce naphthenic-paraffinic products
[44]. The neurons that are associated with NP samples and are embedded within HPD neurons
may have incomplete removal of the aromatic compounds. The neurons on the bottom-right
corner of the map that had both NP and HPD samples projected on-to them are likely represented
by de-aromatized distillates and naphthenic-paraffinic products that had a more complete
removal of aromatic components. In previous work, the SOM analysis of ignitable liquids [12]
resulted in MPD neurons that formed two clusters that surrounded the HPD cluster, which could
be explained by their aromatic content. One of these clusters was associated primarily with
distillates that had not been significantly de-aromatized, whereas the other cluster was associated
with MPD samples that were de-aromatized [12]. These groupings are not readily observed in
Figure 6; however, the analysis of the component planes shed light on the aromatic content of
samples on the bottom left and right corners of the map. The component planes that are shown in
Figure 7 are each represented by a grid of weights for the corresponding ion. The weight for each
node in the component plane is a single component of the weight vector for the corresponding
node in the SOM. The ions are grouped by the compound type that they are likely associated
with under electron ionization conditions. Neurons that are shaded white represent a high
intensity for the ion under consideration and neurons that are shaded red represent a low intensity
for that ion. Neurons that are shaded orange represent a moderately low intensity, whereas the
neurons that are shaded yellow represent a moderately high intensity. The coloring of the nodes
in this manner allows for the differences in relative intensities of each component in the
respective weight vectors to be compared visually.
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Figure 7: Component planes for the ions in the extracted ion spectra. The component planes are grouped according to the compound
class that they are likely associated with under electron ionization conditions. Neurons that are shaded lighter indicate higher weight
for the ion under consideration and neurons that are darker correspond to lower weighted components.
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The planes that correspond to aromatic-associated ions show a low intensity in the bottom-right
of the map, whereas the planes that correspond to cycloalkane compounds show a greater
intensity in this region. When looking at the component planes that correspond to m/z 105, 106,
and 102, a boundary can be observed in the bottom-center of the planes which represent a split
between distillates that possess aromatic components and those that do not. A gradient can be
observed when looking at the both the cycloalkane and n-alkylcyclohexane component planes.
There is a steady transition for these component planes when following a path from the bottomleft corners to the bottom-right corners. The high weight for the neurons in the bottom-right
region of the map is expected since this is where a majority of the NP samples associate. These
NP samples have low aromatic content and are expected to contain primarily alkylcyclohexanes,
cyclohexanes, and alkanes.
According to ASTM E1618-19, ignitable liquids that contain a major oxygenated
component are designated as belonging to the OXY class. This means that any IL containing a
major ketone, alcohol, ether, ester, or other oxygenated component would fall into this class. The
neurons in Figure 6 that correspond to the OXY class are shaded beige. A clear clustering pattern
for these neurons is not observed and they are scattered throughout the map. When looking at the
SUB associated neurons, which are colored brown, a similar scattering can be observed, where
most regions of the map are occupied by these samples. The SUB-associated node are grouped
broadly throughout the center of the map and the neurons that surround them are primarily
associated with other non-oxygenated ignitable liquid classes. Another trend that is observed is
that there are many of the OXY-associated neurons that are either flanked by SUB-associated
neurons or have substrates associated directly with these neurons. This relationship can be
understood due to during the burning process.
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The ion that corresponds to the CH3CH2CH2+ fragment and the acylium ion (CH3CO+),
is m/z 43 and it is prevalent in both alkane and ketone containing samples. The distribution of
intensities within this m/z 43 component plane reinforces the separation that is observed between
the distillate associated neurons from the OXY and SUB associated neurons. Corresponding to
these neurons is a large oval-shaped cluster with high intensity in the center of the map, which
shows a slight gradient at the bottom of this cluster, as the transition to the PD-associated
neurons is made at the bottom of the map.
There is a high intensity for the neurons in the upper-left hand corner of the component
plane that corresponds to m/z 45. Coincidentally this corner is where OXY and GAS samples that
contain alcohols projected. A similar trend is observed for the component planes that represent
mass-to-charge ratios 43, 55, and 91. These planes correspond to alkanes, alkenes and aromatics,
and the neurons that represent substrates within these planes show a high intensity relative to
other neurons in the respective planes.
Gasoline and SUB associated nodes in the component planes that represent m/z 91 and
105 have a large intensity relative to the other neurons in these planes. This is expected since
aromatic compounds provide a significant contribution to gasolines. The pyrolysis of many
substrates produces many aromatic compounds. The presence of aromatic compounds has also
been reported previously in [45] where approximately 13% of substrates contained an aromatic
compound as one of the five major peaks.
The neurons that were associated with substrates showed a higher intensity in the m/z 55
component plane that neurons that were associated with petroleum distillates. The substrate
associated neurons also showed the highest intensity on the component plane that represented
m/z 69. The same can be said for the planes that represent indane associated ions. It should be
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noted that there were several ions that showed little intensity and variation across the respective
component planes. These ions provide very little chemical information relative to the other ions
in the EIS and could be removed in future work. Many of these ions represent heavy molecular
weight condensed ring aromatics and correspond to m/z 142, 156, and 170. Another ion that
could also be removed is m/z 99 and corresponds to alkanes.

Figure 8: U-matrix showing the relative distance between neurons in the trained map.

Figure 6 does not allow for the distance between neurons to be portrayed since all
neurons are fixed to a two-dimensional grid. However, the unified distance matrix, which is also
known as the U-matrix, is shown in Figure 8 and allows for the distance between neurons to be
visualized. This visualization is enabled by coloring the neurons according to their summed
distance of the respective weight vector to the weight vector of all adjacent neurons. Neurons
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that have a large distance to the adjacent neurons are shaded white and neurons that have a
smaller distance to the adjacent neurons will be shaded red to portray the similarity. The coloring
of the neurons according to the distance allows for groupings to be observed that would
otherwise be difficult to see in Figure 6.
It is important to note that in previous were there were distinct boundaries that could be
observed in the U-matrix, however, this was not the case in this work and in Figure 8 there are
not sharp boundaries that can be observed. The neurons on the bottom of the map do not show a
large distance between each other and are expected to be more like each other, which coincides
with the presence petroleum distillate, NA, ISO, and NP-associated neurons. The opposite is true
for the remaining portion of the map, where SUB-associated and OXY-associated neurons
typically have a larger distance to the neurons that are adjacent to them and are represented by a
higher intensity in the U-matrix.
Previous studies have shown that the classes defined in ASTM E1618-19 can be grouped
using hierarchical clustering [43], however, the ability to organize substrates based on their
composition or the pyrolysis products that are produced has not been addressed. Based on the
groupings in Figure 6 and the knowledge of the substrate composition used in developing the
map, an attempt was made to determine if there were groupings that could be observed within
the substrate-associated neurons.
For each of the neurons in the map that are associated with substrates, a label was
assigned based on whether the substrates projected onto each neuron were derived from wood
(W) and non-wood (X) materials. If a neuron was associated with more than one type of
substrate, then the neuron was labeled with a (WX). Figure 9 shows the trained SOM with the
substrate associated neurons labeled according to the type of substrates that they represent.
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Figure 9: Trained SOM with neurons labeled according to the type of substrates mapped to them.
Neurons labeled “X” denote a non-wood-based substrate and neurons labeled “W” indicate a
wood derived product. Neurons that are labeled “WX” had both substrate types mapped.
Two grouping can be observed in Figure 9 with respect to the neurons that have substrate
samples associated with them. Within these neurons, there is a rough diagonal path through the
center that corresponds to neurons that had wood-derived substrate materials mapped to them. To
the top-left and bottom-right of these neurons are neurons that are associated with substrates that
are derived from non-wood materials. The organization of these substrate materials can be
understood better by taking into consideration the component planes in Figure 7. There is a high
intensity in the component planes that correspond to alkenes/cycloalkanes and cyclohexane/nalkylcyclohexanes. The high intensity within each of these planes shows a similar distribution to
the clustering that is observed in Figure 9 within the substrate associated neurons. The ability of
the map to produce a rough organization of the substrates based on the type of materials that they
are derived from demonstrates the crude difference in the chemical nature of the materials,
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however, a more precise clustering of materials cannot be observed due to the complexity of
many of the substrates.
To expand on the qualitative visualization that was applied to validate the map, a
quantitative approach was used for validation by examining the classification performance of the
map on an independent test set. This test set contained 40 weathered ignitable liquids and 10
burned substrate samples. The classification performance of the SOM for the validation samples
is broken down by the confusion matrix in Table 9.
Table 10: Confusion matrix for the validation data set.

Predicted

Ground-truth class
AR
GAS
HPD
ISO
LPD
MPD
NA
NP
OXY
SUB
Total

AR
5
0
0
0
0
0
0
0
0
0
5

GAS
0
6
0
0
0
0
0
0
0
0
6

HPD
0
0
3
0
0
0
0
0
0
0
3

ISO
0
0
0
5
0
0
0
0
0
1
6

LPD
0
0
0
0
3
0
0
0
0
0
3

MPD
0
0
0
0
0
5
0
0
0
0
5

NA
0
0
0
0
0
0
4
0
0
0
4

NP
0
0
0
0
0
0
0
4
0
0
4

OXY
0
0
0
0
0
0
0
0
5
1
6

SUB
0
0
0
0
0
0
0
0
0
8
8

% Correct
100
100
100
100
100
100
100
100
100
80
96

The columns of the confusion matrix represent the ground-truth class label for the samples and
the rows represent the predicted class label. The prediction for a given sample is made by
assigning the sample with the class label(s) that is associated with the cell that the sample was
projected on. For example, if cell 98 has the minimum Euclidean distance to the input vector for
a sample that is being predicted with the SUB class designation, the assignment would be
considered correct, since this cell is represented by substrate samples. Likewise, if an OXY
sample had the minimum Euclidean distance to a neuron in the map that was associated with ISO
and OXY samples, this would be a correct assignment, since the neuron contained some
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proportion of OXY samples. Alternatively, if a sample has the minimum Euclidean distance to a
neuron in the map that does not have any samples projected on to it or is represented by different
classes, then the classification is considered incorrect.
The classification of the validation samples resulted in 96% correct classification. Of the
validation samples, all IL samples were correctly classified. However, two out of the 10 SUB
samples were incorrectly classified. One of the samples, which was composed of burned
carbonless paper, was assigned incorrectly to a neuron that contained only ISO sample. A cherry
hardwood SUB had the minimum Euclidean distance to node 140 in the map, which is
considered “empty” since no other samples in the training data were mapped to this neuron.
However, this classification is not difficult to understand given that this neuron was in close
proximity to neurons which had SUB and OXY samples mapped to them.
There were several attempts made to validate the trained map by presenting a set of
ground-truth fire debris samples to the map, however, none of these attempts returned results that
were interpretable. For these attempts, substrate pyrolysis extracts had been spiked with an
increasing amount of a partially evaporated ignitable liquid. These samples were then projected
on to the map. The goal was to observe a trend between the neuron that corresponded to the nonweathered ignitable liquid and the pure substrate pyrolysis extract, however, this trend was not
present. It was expected that since the mixing of the individual samples to produce the groundtruth samples is a linear process, that this path would be observed. The absence of this trend
could be a result of the lack of resolution with the neurons that represent the map and by
including more neurons in the map could result in a smoother surface. This may also be
attributed to the fact that the weathered ignitable liquids that were used to produce the ground-
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truth samples were not included in the training data that was used to produce the self-organizing
map.

3.2 Neural Network Model Dependence on the Distribution of the Ignitable Liquid Contribution
ROC curves were used to examine the effect of increasing the range of the IL/SUB ratios
in each successive validation data set on model performance. The details of the construction of
the validation data sets are given in Section 2.9 and the sampling cutoffs for each for the IL/SUB
ratios for the validation sets are shown in Figure 4. A trend of an increasing AUC was observed
as the number of hidden nodes for single hidden layer networks were increased. Adding
additional layers to the network did not result in a noticeable performance increase. The results
presented correspond to a single hidden-layer neural network containing 50 neurons in the
hidden layer. Figure 10 demonstrates the model performance on the cross-validation and groundtruth validation data sets.
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Figure 10: Receiver operating characteristic plot for the bootstrapped validation data sets and the
pooled cross-validation test data. The IL/SUB ratio denotes the maximum IL/SUB ratio allowed
for the IL containing samples in each validation data set. The corresponding AUC is shown for
each data set.
For the optimal network structure, a trend was observed when comparing the curves for
each validation data set. This trend shows an increasing AUC as the maximum IL/SUB sampling
cutoff for each validation data set is increased. The observation of this trend is not surprising
since as the IL/SUB concentration is increased, the relative substrate presence becomes weaker.
Therefore, the factors that the models account for that relate to the substrate contribution, will be
less. This will increase the score that the model outputs for the hypothesis that an IL residue is
present within the sample. The larger the difference between the scores of the IL-containing
samples and the substrate only samples, the better discrimination that can be achieved between
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the propositions. This translates to a model that performs better and thus produces a larger AUC
for the data sets that contain stronger IL samples.
The best performance achieved was an AUC of 0.959 and was observed for the ground
truth validation data set that had a maximum IL/SUB ratio of 7.77. The model performed the
worst on the ground truth validation data set where the maximum IL/SUB ratio was 0.239 and
produced a value of 0.805 for the AUC. These results also reinforce the general idea that as the
training data set better matches the distribution of samples that model will see in real world
applications, the better the model will generalize to these unseen samples. In this case, as the
distribution for the IL/SUB ratio becomes broader for the validation data, the better the overlap is
with respect to the distribution of the IL/SUB ratio for the IL samples within the in-silico training
dataset. The pooled cross-validation test data had an AUC of 0.948, which is in good agreement
with the AUC produced by the ground-truth validation data that was predicted by the model that
was trained on the complete in-silico data set. This shows that the model is not over-fitting and
generalizes well to unseen data. However, even though the AUC is similar, there is a difference
in the curves at an extremely low false positive rate due to the concavities that are present in the
ground-truth validation ROC curve for the maximum IL/SUB ratio data set. It is possible that
this discrepancy between the curves could be reduced by adding more samples to the groundtruth data that the validation data set samples are drawn from.

3.3 Evidentiary Value of Ground-truth Fire Debris Samples
The performance of a model can also be viewed using empirical cross-entropy (ECE)
plots. The ECE represents the average information that is needed by the fact finder, after the
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consideration of the evidence, to reach the correct hypothesis [46]. Figure 11 shows the ECE
plots for the cross-validation test data and the ground-truth validation data.

Figure 11: ECE plots for the cross-validation test data and the ground-truth validation data.The
pooled cross-validation test data is shown in (a) and the ground-truth validation data in (b). The
black line corresponds to a reference model where the output is always equal to a LR of 1. The
red line corresponds to the observed LR, calculated using the output of the neural network, for
the data set across all prior odds. The blue line corresponds to the calibrated LR, which is
calculated using the neural network output, followed by calibration with the pooled adjacent
violators algorithm.
The black line corresponds to the null scenario where the forensic model outputs a LR that is
always one. This means that there is no additional information that is gained by the fact finder
about the two competing hypotheses. The red line corresponds to the validation LR model across
all prior odds. The blue line shows the same validation model, however in this case the outputs
of the validation model have been calibrated using the pooled adjacent violators algorithm [47].
The ECE can be broken down into two components, which are calibration and discrimination.
The larger the difference between the red and black lines, the better the model can discriminate
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between the hypothesis that an IL is present and the alternative. A model can output LR scores
that allow for reasonable discrimination between two hypotheses, however these scores may not
be calibrated optimally. If the model is not calibrated optimally, there will be a difference
between the red and blue lines and the difference demonstrates the improvement that is gained
after calibration. This calibration results in scores that are still ordered the same and allow for the
same discrimination to be achieved by the uncalibrated LR model but offer more acceptable LR
outputs. In this work, there was an improvement in the ECE that was able to be observed in the
second plot, where the blue line differs substantially from the red line. This shows that the LR
that were calculated from the neural network outputs for the ground truth validation data set were
not optimally calibrated and by applying the PAV algorithm, better calibration of the LR was able
to be achieved. It is also important to point out that in the case of the red line, it crosses above
the black reference line in the second plot around a prior log odds of approximately –1 and
therefore the developed model should not be used below this cutoff. Using the model below this
cutoff would be more detrimental than not using the model at all [46].
For the cross-validation test data, the red and blue lines are nearly overlapped and
demonstrates that there is not much improvement in the calibration performance after applying
the pooled adjacent violators algorithm. This result was observed previously, where the
predictions of neural networks were found to be well-calibrated [48]. However, the calibration
performance is improved for the ground-truth validation data and is shown by the distance
between the lines representing the outputs obtained from the neural network and the same
outputs after they had been calibrated using the pooled adjacent violators algorithm.
Making a categorical statement regarding the presence of an ignitable liquid residue
within a sample requires a decision threshold to be specified. After the decision threshold is
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determined, a score can be used to classify a sample based on whether the associated sample
score is above or below the threshold. Given the scores that are output from a model, there are
many decision points that can be defined for classifying an instance as being positive for
containing an ignitable liquid residue. However, many of these thresholds will not be optimal
and the average costs that are associated with these decision thresholds will be sub-optimal.
Many of these suboptimal thresholds can be eliminated by finding the convex hull for the ROC
curve. One can think of the process for finding the convex hull as stretching a rubber band
around a grid of pegs until the rubber band surrounds the grid. In this case, the pegs are the
thresholds on the ROC curve, and only the most exterior pegs would contact the rubber band. In
ROC space, this is equivalent to removing the concavities in a ROC curve. The points that are
not on the ROC curve convex hull are sub-optimal and can be eliminated from the potential
thresholds to select from. To select the optimal point from the remaining thresholds, the isoperformance method can be used, which requires the costs associated with the decisions to be
defined. In most scenarios, except some in the financial domain, the costs that are associated
with a decision can be difficult to measure. Therefore, for demonstration purposes, the costs are
arbitrarily chosen, and defined in a 10:1 ratio, where the cost of a false positive, denoted by
c(p,n), is 10 times the cost of a false negative, denoted by c(n,p). This cost ratio was also used to
determine the optimal operating point for the classification of ground-truth fire debris samples
using PLS-DA [8]. The correct decisions are specified using a cost of 0. Given a set of costs and
prior class probabilities, the iso-performance line can be used to define a set of operating points
that provide the same expected cost for the decisions that are made using those thresholds. The
prior probabilities of positive and negative examples are given by p(p) and p(n), respectively, and
are equal, since there is an equal number of IL and SUB samples in the training data. The optimal
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decision threshold can be determined by finding a point on the convex hull of the ROC curve, in
which the iso-performance line is tangent to the convex hull and maximizes the y-intercept of the
line. The equation for the slope of the iso-performance line is given in Eq. 10.
𝑇𝑃2 −𝑇𝑃1
𝑇𝑃2 −𝑇𝑃1

𝑝(𝑛)𝑐(𝑝,𝑛)

( 10 )

= 𝑝(𝑝)𝑐(𝑛,𝑝) = 𝑚

The decision threshold that was determined to be optimal was a LLR score of 0.996 and all
samples that had a LLR score greater than this decision threshold would be classified as positive
for containing an IL residue. This iso-performance line and the corresponding operational point
is shown in Figure 12 on the ROC curve convex hull for the pooled cross validation data.
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Figure 12: In-silico ROC curve with the optimal operating point. The in-silico ROC curve is
shown as the solid black line, convex hull of the ROC curve is the dashed black line, and the
solid blue line is the iso-performance line. The optimal operating point is shown as a solid black
dot on the convex hull.
To demonstrate the use of the operating threshold, the 791 ground truth fire debris
samples were classified as containing IL residue or not containing IL residue (SUB). Table 11
provides an overview of the results using this methodology.
Table 11: Classification results for the ground-truth samples using the optimal decision threshold.

Predicted class

HpIL
HdSUB
Total

Ground-truth class
HpIL
HdSUB
291
21
201
278
492
299
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Total
312
479
791

The columns correspond to the ground truth sample designation and the rows correspond to the
sample prediction using the LLR score and the operational point. The false positive and false
negative rates for the model were .07 and .408, respectively, whereas the true positive and true
negative rates were .591 and .929. Interestingly, the true positive rate for the decision threshold
defined in this model was similar to that which was observed in previous work for the
classification of large-scale fire debris burn samples. The model used in that work was PLS-DA
but applied the same cost ratio and had calculated a similar optimal decision threshold [9].
It is important to point out that the true positive rate is somewhat low. However, this is
the tradeoff that occurs when specifying a cost ratio that is not equal to one. In this case the
optimal decision threshold places more weight on reducing the number of false positives and the
tradeoff is that the number of true positives will likely decrease as well. In the opposite scenario,
where a false negative is 10 times as costly as a false positive, it is expected that the number of
false positives would be increased, since the LLR score for making a positive classification
would be lower and therefore less conservative. However, the use of a less conservative decision
threshold would result in an increased the true positive rate.
For the false positive samples, there were 12 of the 21 samples that contained pyrolysis
products of a glue stick and 15 samples that had products from a glue stick and/or another
adhesive. An explanation for the large proportion of false positive samples that contained these
materials is that there was not a pattern in the training data that was similar enough to a pattern
that would be produced by the pyrolysis of a glue stick or other adhesive. It is also possible that
the unburned glue stick contained petroleum resins due to the manufacturing process. The
presence of these resins is likely to correspond to the presence of compounds that would be
observed in ignitable liquids and could explain why the model assigns large scores to these
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samples. The remaining false positive samples were a roofing shingle mixed with a foam cup,
thermal paper mixed with garbage bags, a water bottle mixed with faux wood blinds, rubber
welcome mat, and a new cotton shirt. Further insight can be gained by comparing the EIS of the
misclassified samples and the average EIS of the IL classes visually. Figure 13 shows the average
EIS for each of the IL classes and the individual EIS for two of the misclassified samples
mentioned.
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Figure 13: The average EIS for each of the IL classes and the EIS for selected misclassified SUB samples.
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With respect to the misclassified SUB sample that contained a glue stick mixed with a
rubber adhesive, the average EIS of both the AR and GAS are most similar to this sample. The
largest peak in the EIS for both classes was m/z 105. This peak is also the largest for the SUB
sample containing the rubber adhesive mixed with a glue stick. It is possible that the model is
assigning a high score to this sample since this peak is the largest in the EIS for this SUB sample
and for the average EIS of the AR and GAS class. For the misclassified SUB sample that
contained a roofing shingle mixed with a foam cup, the average EIS of the NP, MISC, and PD
appear to be the more similar to this sample than the average EIS of the other classes.
Figure 14 shows the complete ground-truth data set projected on the cross-validation
ROC curve.
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Figure 14: Receiver operating characteristic curve for the pooled cross-validation test data set
with the ground-truth samples projected onto the curve. The curve was generated using the
pooled test data scores from each cross-validation fold. The red lines correspond to ground-truth
IL samples and the blue lines correspond to ground-truth SUB samples. The dashed black lines
represent LLR scores along the ROC curve. The slope at the points on the ROC curve are
approximated by 10LLR and represents the strength of the evidence.
A majority of the ground truth substrates that provided misleading evidence contained a
glue stick or other adhesive. Twenty-one of the ground truth substrate samples produced a LLR
that was greater than one. There were 12 of these samples that contained a contribution from a
glue stick and 15 that contained a glue stick or a different adhesive. Eight of the 21 samples
produced a LLR score that was higher than two and six of these samples contained a glue stick.
The samples that produced the largest LLR scores, and therefore the highest weight of
misleading evidence, had scores of 3.22 and 3.55. The first sample only contained the extract of
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a new cotton shirt that was burned and the second contained a burned glue stick and rubber
adhesive.
The model assigned a LLR score of less than -1 to 17 ground-truth IL-containing
samples. Roughly one-third of these samples had an IL/SUB ratio that was less than 0.1. These
samples are at the lower-left tail of the distribution of the IL/SUB ratios for IL-containing
samples and therefore are expected to be more difficult for the model to score appropriately,
given that there is relatively small amount of information contributed by the IL. For the
remaining 11 samples, five contained an IL that was designated as AR. There were only four
major components in this sample: ethylbenzene, o-xylene, m-xylene and p-xylene. It is also not
surprising that the model had difficulty in assigning an appropriate score to these samples since
there is not much chemical information that is provided by the IL. The reason for this is that the
major components in the sample only account for a small proportion of the ions that are in the
extracted ion spectrum. Another possible explanation for the inability to discriminate between
these samples is that aromatic compounds occur frequently in the SUB as one of the five major
peaks with a rate of roughly 13% and are present as major compounds in approximately 21% of
IL [45]. There was only one IL sample that provided a weight of misleading evidence that was
less than -2. This shows that even though these ground-truth IL samples are misclassified, most
of the samples do not provide strong support for the hypothesis that an IL is not present.
Tippett plots allow for the visualization of the amount of misleading evidence by plotting
the cumulative distribution of the LLR scores that are associated with the prosecution and
defense hypothesis. The Tippett plots that were generated for both the pooled cross-validation
test data and the ground-truth validation data are shown below in Figure 15.
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Figure 15: Tippett plots for the cross-validation and ground truth data.The Tippett plot for the
pooled cross-validation test data is shown in (a) and the complete ground truth data set in (b).
The solid lines for each Tippett plot show the cumulative distribution of LLR scores for the
ground truth IL samples. The dashed lines show the cumulative distribution of the LLR scores
for the ground truth SUB samples.
The amount of misleading evidence that is associated with each hypothesis can be visualized
based on the proportion of samples that are less than or greater than 0. For example, the amount
of misleading evidence for the hypothesis that an IL is present is the proportion of cases that are
less than 0, while the amount of misleading evidence for the hypothesis that an IL is not present
is the proportion of cases that are greater than 0. By stating the amount of misleading evidence
for the model is implying that a threshold has been chosen and uses a LLR score of 0 as a
decision point. However, this decision threshold implies that the cost of a false inclusion is equal
to a false exclusion. A cost ratio, such as the one used in this work, implies that the latter is less
costly. The decision threshold determined by the iso-performance line above is also shown in the
Tippett plot that corresponds to the ground-truth validation data. This threshold is shown as the
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vertical dashed black line and is intercepts the x-axis at a LLR score of approximately 1. The
proportion of cases where the solid and dashed lines intersect the vertical lines are equal to the
true positive and false positive rates for the decision threshold of LLR 0 and LLR 0.996.
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CHAPTER 4: CONCLUSIONS AND FUTURE WORK
4.1 Conclusions
The first half of this work, which corresponds to the self-organizing maps, demonstrates
that the inclusion of substrate pyrolysis extracts into the training data set does not affect the
ability of the map to produce groupings that correspond to the ASTM E1618-19 designated
classes. It was also observed that the ions in Table 2 of ASTM E1618-19 provide sufficient
information to allow both the grouping IL into the ASTM designated classes and classification of
IL and SUB pyrolysis extracts with high accuracy. Another important finding was that there were
several ions that did not contribute much variation within samples and were able to be identified
using the component planes. It is possible that these ions may be removed from the EIS in future
studies. Visual analysis of the SOM and the component planes revealed separation between
substrate materials that were derived from both wood and non-wood products. The final outcome
shown in this portion of the work is that a well-defined trend is not able to be observed when
projecting a series of ground-truth fire debris samples with progressively increasing ignitable
liquid contribution samples on to the trained SOM. Future studies could either increase the
number of neurons that are used to build the map to increase the resolution and provide a
smoother surface to project the samples or include weathered ignitable liquids in the training data
set. Overall, the map provides a significant amount of information about the relationship between
ignitable liquids and substrate extracts with respect to the ions in Table 2 of ASTM E1618-19.
These figures provide a valuable reference for analysts who use ASTM E1618-19 and can help
provide a better understanding of the relationship between ignitable liquids and the potential
materials that could interfere in their analyses using this method.
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The latter portion of this work demonstrates the use of neural networks to evaluate
ground-truth fire debris samples and yielded three key findings. The first finding is that neural
networks can be applied to fire debris analysis using a subset of the ions provided in Table 2 of
ASTM E1618-19. These ions provide sufficient information for models to discriminate between
IL and SUB classes. These results agree with the results from the first part of this work that show
that the ions in Table 2 provide sufficient information to group and classify the samples
according to their ASTM designation or whether they are derived from a substrate material. The
second finding is that the distribution of the ratios of ignitable contribution to substrate
contribution is an important factor to consider when developing both training and validation data
sets. The trend of decreasing performance that was observed when the distributions of IL
contributions in the training and validation sets become less similar emphasizes the need for
training data that is representative of data that would be observed in case work, and has been
echoed previously [30]. Finally, this study was able to demonstrate how the optimal decision
threshold would be determined and applied in the context of ASTM E1618-19. However, there
are still several issues that must be addressed in future work before these thresholds can be
determined using iso-performance lines and applied in case work.

4.2 Future Work
The first study undertaken in future work should be to address whether replacing the EIS
with the TIS can result in a noticeable performance increase. However, some issues must first be
addressed regarding the size of the training data set. In the case of a model using the EIS of 29
ions as an input, as done in the current work, a single-layer neural network using 50 hidden
nodes and one output node would contain approximately 1500 weights. However, for neural
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networks to generalize well, it has been estimated that there should be at least 10 training
examples per weight in the model [49], yet, more recently an estimate of 50 training examples
per weight has been suggested [50]. Based on these estimates, the training set would need to
contain between 15,000 and 75,000 training examples. If the neural network models were
developed using the TIS as an input, then a 50-node single hidden layer neural network using
169 ions as an input would have roughly 8500 weights and would require an estimated 85,000425,000 training examples. Therefore, the simplest approach to improve the performance of the
models would be to expand the number of inputs that are used for the model by using the TIS
instead of the EIS, while also expanding the size of the data set to match the estimates provided
above.
If these modifications do not result in an increase in model performance, then adjustments
can be made with respect to the composition of the samples that are created during the in-silico
mixing procedure. One possible route to adjusting the composition of the samples would be
through the extent to which the ignitable liquids in the data set are weathered. Currently the only
percent weathering intervals that are used in the in-silico mixing procedure are 25, 50, 75, 90 and
95. It is possible that performance can be improved by filling in the gaps within these intervals,
or by extending the range of weathering percentages. Recently, the weathering of ignitable
liquids from several ASTM E1618-19 classes were modeled and used to generate artificially
weathered reference samples using the chromatograms of non-weathered ignitable liquids [51,
52]. Applying a similar method for the artificial weathering of ignitable liquid chromatograms
before they are used in the in-silico mixing procedure could be a solution to filling the gaps
between the weathering percentages.
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