We analyze the chemical composition of the planetary nebula (PN) NGC 5315, through highresolution (R∼40000) optical spectroscopy with UVES at the Very Large Telescope, and medium-resolution (R∼4800) near-infrared spectroscopy with FIRE at Magellan Baade Telescope, covering a wide spectral range from 0.31 to 2.50 µm. The main aim of this work is to investigate neutron (n)-capture element abundances to study the operation of the slow ncapture ("s-process") in the AGB progenitor of NGC 5315. We detect more than 700 emission lines, including ions of the n-capture elements Se, Kr, Xe, and possibly Br. We compute physical conditions from a large number of diagnostic line ratios, and derive ionic abundances for species with available atomic data. The total abundances are computed using recent ionization correction factors (ICFs) or by summing ionic abundances. Total abundances of common elements are in good agreement with previous work on this object. Based on our abundance analysis of NGC 5315, including the lack of s-process enrichment, we speculate that the most probable scenario is that the progenitor star is in a binary system as hinted at by radial velocity studies, and interactions with its companion truncated the AGB before s-process enrichment could occur. However there are other two possible scenarios for its evolution, that cannot be ruled out: i) the progenitor is a low-mass single star that did not undergo third dredge-up; ii) the progenitor star of NGC 5315 had an initial mass of 4-6 M , and any s-process enhancements were heavily diluted by the massive envelope during the AGB phase.
vantages. PNe allow for the first observational analysis of the lightest n-capture elements (Ge, Se, and Br) and the noble gases Kr and Xe in one of their sites of origin. A crucial difference from AGB stars is that PNe represent the final envelope abundances of their progenitor stars, after the cessation of nucleosynthesis and dredge-up that occurred during the AGB phase. PN abundances are therefore highly valuable for stellar yield determinations. Moreover, nebular abundance determinations provide key constraints to poorly-understood processes in models of stellar evolution and nucleosynthesis, such as the efficiency of third dredge-up (TDU) at low envelope masses, the number of thermal pulses, and treatments of mass loss and convective overshoot (Cristallo et al. 2015; Karakas et al. 2009 Karakas et al. , 2012 Karakas & Lattanzio 2014; Trippella et al. 2016; Ventura et al. 2015 , and references therein). The number of n-capture elements that can be detected in individual PNe allows for meaningful comparisons with various sets of evolutionary models (e. g., Sterling et al. 2016, hereafter S16) . In particular, the optical region is home to numerous n-capture element transitions, including lines from multiple ions of Se, Br, Kr, Rb, and Xe that have been detected in various PNe (e. g. Sharpee et al. 2007; García-Rojas et al. 2012 , 2015 .
Since the pioneering work by Péquignot & Baluteau (1994) , only a few detailed studies of n-capture element abundances based on deep, high-resolution optical spectra have been conducted in PNe. Sharpee et al. (2007) identified lines of Br, Kr, Rb, Xe, Ba, and possibly Te and I in 4 PNe, with 4-and 6-m class telescopes. But at their resolution of ∼22,000, many features were not unambiguously detected. García-Rojas et al. (2015) made a detailed n-capture element abundance analysis in NGC 3918, a PN with a high ionization degree and with a C/O ratio close to 1, detecting several ions of Kr, Xe, Rb and Se. This allowed them to test the new ionization correction factors (ICFs) for n-capture elements provided by Sterling et al. (2015) and to compute total abundances with unprecedented accuracy. In contrast, near-infrared (hereafter NIR) lines of n-capture elements have been studied in a large number of PNe. For example, Sterling & Dinerstein (2008) 's survey of [Kr iii] and [Se iv] in 120 PNe resulted in the first overview of s-process enrichments in PNe. However, their abundance determinations were uncertain by factors of 2-3, since only one ion of each element was detected, leading to large and uncertain corrections for unobserved ions.
In this work we combine optical and NIR spectroscopy to study NGC 5315, a PN that has been classified as an almost spherical (slightly elliptical) PN with a complicated structure, including a somewhat broken ring. The H-deficient WC4 central star has a temperature of about 76-79 kK (Marcolino et al. 2007; Todt et al. 2015) , which is considerably lower than other early-type [WR] stars (120−150 kK) . Several studies have focused on the chemical content in NGC 5315, but draw different conclusions, especially regarding the N/O ratio which is important for constraining the progenitor mass. Pottasch et al. (2002) combined IUE ultraviolet and ISO infrared spectra with optical data to investigate chemical abundances, and found a relatively high N/O∼0.88. Milingo et al. (2010) found a very similar value from optical/NIR spectrophotometry, as did Peimbert et al. (2004) . The excess of He and N led these authors to classify NGC 5315 as a Peimbert Type I PN (He/H > 0.125 and N/O > 0.5, or N/O > 0. 8 Peimbert 1978; Kingsburgh & Barlow 1994 ), although it is not an extreme object. The high concentration of He and N may be explained with the occurrence of the second dredge-up and CN-cycling during hot bottom burning (HBB), which are activated in AGB stars with M > 3-4 M (Becker & Iben 1979; Boothroyd et al. 1993; Di Criscienzo et al. 2016 ). Karakas & Lugaro (2016) found through detailed theoretical models that HBB activation requires a minimum progenitor mass between 4 and 5 M .
However, other investigations of NGC 5315 (de Freitas Pacheco et al. 1991; Samland et al. 1992; Tsamis et al. 2003; Dufour et al. 2015) do not find Type I abundances, calling into question whether the PN indeed derives from a more massive progenitor. It should be noted that only N + has collisionally-excited optical transitions. Since this is a trace ion, the ionization correction factor (ICF) for N can be large and uncertain when only optical data are used in deriving its abundance. The detection of N iii] and N iv] lines in UV spectra can lead to much more accurate N abundance determinations. Both Tsamis et al. (2003) and Dufour et al. (2015) utilize optical and UV data, finding N/O ratios of 0.54 and 0.41, respectively, contrasting with the much higher value of Pottasch et al. (2002) . This variance may illustrate the uncertainties of abundances computed with highly temperature-sensitive UV lines. As for the C/O abundance ratio, the values found in the literature range from 0.35 (Tsamis et al. 2003) to 0.95 . The N/O and C/O ratios are very useful for constraining the progenitor mass, and the disparity in the ratios found, even from UV observations that provide access to a wide range of C and N ions, highlight the enigmatic nature of NGC 5315's progenitor. The different emission lines and methods used to derive C/O and N/O ratios will be discussed in detail in Sect. 7.
Abundance determinations of n-capture elements in PNe can provide more restrictive constraints to the mass of the progenitor star. Observations of n-capture elements in Type I PNe suggest that they exhibit little if any s-process enrichments (Sterling & Dinerstein 2008; Sterling et al. 2015) , although in such studies only 1 or 2 n-capture elements were studied. On the other hand, very low massive progenitors (< 1.5 M ) will also show little s-process enrichments as they have not gone through the third dredge up. However Rb enrichments in PNe can help to disentangle this puzzle, because it is an indicator of the main neutron source during the AGB phase ( 13 C or 22 Ne) and, hence of the mass of the progenitor star (Busso et al. 1999) .
There are relatively few observational constraints on nucleosynthetic models for AGB stars with M > 3-4 M . García-Hernández et al. (2006) and García-Hernández et al. (2009) reported large Rb enrichments in 4-8 M Galactic and Magellanic cloud AGB stars, respectively. García-Hernández et al. (2007) and García-Hernández et al. (2013) provided Zr and Rb abundances, respectively, for massive galactic AGB stars; however, they found extremely high Rb/Zr ratios that were not predicted by nucleosynthesis models. Zamora et al. (2014) took into account circumstellar effects on AGB stars to correct Rb abundance computations to Rb/Zr values in better agreement with results from AGB nucleosynthesis models for stars with masses between 4-8 M (-0.2 ≤ [Rb/Zr] < 0.6) . According to the models of Karakas et al. (2012) , Kr and Se should be enriched in the objects which show Rb enrichment for the 22 Ne neutron source. Therefore, deep optical and NIR spectroscopy of PNe, with the aim of detecting emission lines of Rb, Kr and Se of different ionization stages, is a very valuable tool to improve the accuracy of these n-capture element abundance determinations and hence, better constrain the initial mass of the progenitor stars of these objects.
This study is a continuation of our work to collect deep, highresolution spectra of PNe to investigate objects covering different ionization degrees to detect as many ions as possible of n-capture elements in order to improve the accuracy of their abundance determinations. These observations aim to address scientific goals in- cluding: i) to study the correlation between different n-capture elements and C enrichment, predicted by models; ii) to study the correlation between the pattern of n-capture element abundances and the mass of the progenitor star, which is modulated by the nuclear reaction activated in each mass range van Raai et al. 2012) ; iii) to use detections of multiple ions of individual ncapture elements to test the atomic data and ICF prescriptions for these species. Our first results for NGC 3918 have been published by García-Rojas et al. (2015) .
The observations and data reduction are described in Sect. 2. The identification of lines and reddening correction is presented in Sect. 3. In Sect. 4 we compute the physical conditions. In Sects. 5 and 6 we compute ionic and total abundances. In Sect. 7 we discuss the results and in Sect. 8 we draw some conclusions.
OBSERVATIONS AND DATA REDUCTION

UVES
The optical spectra of NGC 5315 were taken with the UltravioletVisual Echelle Spectrograph (D'Odorico et al. 2000) , attached to the 8.2m Kueyen (UT2) Very Large Telescope at Cerro Paranal Observatory (Chile) in service mode. The observations were performed during 3 nights under clear/dark conditions and the seeing remained below 1.5 during the whole run (see Table 1 ) .
The slit width was set to 1 arcsec, which provides an effective spectral resolution R∼ 40000. See García-Rojas et al. (2015) for further details on the instrument setup. The journal of observations is shown in Table 1 . The atmospheric dispersion corrector (ADC) was used to compensate for atmospheric dispersion. The UVES spectra are divided in four spectral ranges (B1, B2, R1 and R2). We took individual exposures of 630 s in each configuration and we followed the same sequence as in García-Rojas et al. (2015) . After combining all the extracted spectra we obtained a total exposure time of 2.10 h in each configuration. Additional single short exposures of 60 s during the first night were taken to obtain nonsaturated flux measurements for the brightest emission lines. Reduction of the raw frames was done in the same way as in García-Rojas et al. (2015) for each night. The extracted spectra cover an area of 3.95 × 1 common to all spectral ranges. Spectrophotometric standards Feige 67 (Oke 1990 ) and LTT 3218 (Hamuy et al. 1992 (Hamuy et al. , 1994 were observed to perform the flux calibration and were also fully reduced with the pipeline. We used iraf 1 (Tody 1993 ) to perform the flux calibration and the radial velocity corrections. Flux-calibrated, radial velocity corrected, one-dimensional spectra for each night were finally co-added to obtain the final onedimensional optical spectra analyses in this paper.
In Figure 1 we show a high spatial resolution Hα image of NGC 5315 from the HST archive. The slit center was set 1.0 east to the central star of NGC 5315 oriented N-S (PA=0
• ), covering the brightest area of NGC 5315.
FIRE
The NIR spectra of NGC 5315 were taken with the Folded-port InfraRed Echellette (FIRE, Simcoe 2013) spectrograph attached to the 6.5m Magellan Baade Telescope (MBT) located at Las Campanas Observatory in Chile. The observations were performed on 2013 August 13 and the seeing oscillated between 1.8 -2.9 during the run.
The slit was located across the central star (PA=90 • ) (see Figure 1 ) is 7 long with a width of 0.75 , which lead to a resolution of R∼ 4800. The spectral range is 0.8 -2.5 µm, which covers J, H and K bands. Wavelength calibrations were performed in vacuum using a Th-Ar lamp, instead of the air wavelengths used in the UVES observations. Unfortunately, the lack of lines in the Th-Ar lamps at wavelengths larger than 2.3 µm led to a poor wavelength solution for the range 2.3-2.5 µm; however as this range is dominated by the Pfund H i series, this did not affect the identification of the emission lines. For flux calibration and telluric correction, A0V standard stars were observed. We took 20 exposures of 30s, which led to a total integration time of 600s. We obtained 20 sky frames nodded 60 along the slit direction, in order to subtract telluric features from the final spectra. Data reduction was performed with the FIRE reduction software package, FIREHOSE, using optimal extraction. This pipeline is based on the MASE pipeline for the MagE spectrograph (Bochanski et al. 2009) , and a brief description of its performance can be found in Simcoe (2013) . The journal of observations is shown in Table 1 .
LINE FLUXES, LINE IDENTIFICATION AND EXTINCTION CORRECTION
The line fluxes were measured with the splot routine of the iraf package. As in García-Rojas et al. (2015) , we decided to integrate over the entire line profile as set between two limits over a local continuum estimated by eye, as opposed to fitting an analytic function (such as a Gaussian) to the line profile. The UVES spectra 1 IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation. present many misleading features such as telluric lines and internal reflections caused by the dichroic. For this reason, we had to take care to correctly distinguish nebular emission lines. Telluric emission lines are easily recognized and discarded, thanks to their peculiar shape in the 2D spectra (narrow profile and homogeneous emission along the slit). For the weakest telluric features we used two catalogues: Hanuschik (2003) in the optical and Oliva et al. (2015) in the NIR. When emission line intensities were affected by internal reflections or telluric absorption/emission, we include a note of caution in the line identification tables (Tables 2 and 3 ). The UVES spectrum covers four spectral ranges, which overlap at the edges. In order to create a homogeneous set of data, we used the H9 λ3835 line, which lies in the overlapping region between the two spectral ranges B1 and B2, to normalize the line intensities, which were later re-scaled to Hβ. Lines in the B2 and R1 ranges were directly scaled to Hβ which is present in both ranges.
[S ii] λ6716 and λ6730 Å are the only lines common to the R1 and R2 settings. Unfortunately, in the R2 range, they lie at the extreme blue edge of the spectrum and their fluxes are not reliable. Therefore, we could not re-scale the fluxes in R2 to Hβ and we normalized all the lines to P7 10047 Å. The NIR FIRE spectrum does not include the Hβ line, thus we used a different H i line in each three spectral bands to normalize the line fluxes: P7 10047 Å for the J-band, Br10 1.7367 µm for the H-band and Brγ 2.1661 µm for the K-band.
For the reddening correction, we assumed the extinction law of Cardelli et al. (1989) with R v =3.1. Using Balmer lines from UVES spectra we found a value of c(Hβ) = 0.63 ± 0.02. The deepest study of this object in the optical range until now is that of Peimbert et al. (2004) , which find a value of c(Hβ) = 0.74 ± 0.04; while other results from optical data give values in better agreement with our calculation: Dufour et al. (2015) find c(Hβ) = 0.56 from STIS/HST data and Cahn et al. (1992) compute c(Hβ) = 0.60. Since a normalization to Hβ is not available for the spectral range R2 of UVES and for the J-band of the FIRE spectrum, we considered the extinction coefficient relative to P7 10047 Å, c(P7)=0.05 ± 0.01, calculated assuming the extinction law by Cardelli et al. (1989) with R v =3.1. Finally, for the H-band and the K-band we used the theoretical ratios between the intensities of the reference lines used in each band (Br10 for the H-band and Brγ for the K-band) and Hβ, provided by Storey & Hummer (1995) with n e =30,000 cm −3
and T e =10,000 K, in order to re-scale the final intensities to Hβ.
We have detected about 700 emission lines. Many are permitted lines of H i, He i, O i, O ii, N ii, C i, C ii, S iii, Ne i, Ne ii, Mg ii and Si ii. We also detect several forbidden and semi-forbidden lines In the NIR spectrum, we also detect some molecular H 2 1-0 transitions, but there are no signs of vibrationally excited H 2 lines. The depth of our spectra allows us to detect lines as faint as 10 −5 ×I(Hβ) and 10 −3 ×I(Brγ) in the optical and NIR spectra, respectively. The identifications and adopted laboratory wavelengths of the lines are based on several previous identifications in the literature (e. g. García-Rojas et al. 2015; Hora & Latter & Deutsch 1999; Peimbert et al. 2004; Rudy et al. 2001 , and references therein). We also made use of Peter van Hoof's atomic line list v2.05B18 2 . Details on the identification of n-capture element emission lines are given in Sect. 3.1.
To determine the line flux uncertainties, we considered individually each spectral range (B1, B2, R1, and R2) for UVES and the entire FIRE spectrum. Several lines were chosen in each of these ranges covering the whole range of measured fluxes, i. e. 10 −5 ≤ F(λ)/F(Hβ) ≤10; uncertainties in individual fluxes were determined by choosing the highest and lowest reasonable values for the continuum by about 1σ for the selected lines. To assign an error to the whole set of emission lines we made a logarithmic interpolation between relative intensities and measured uncertainties. An error of 5% for the flux calibration was added quadratically to all line flux uncertainties. In the final intensity uncertainties we also took in account the error for the extinction correction. Line intensities and identifications are presented in Table 2 for the UVES spectrum and in Table 3 for the FIRE spectrum.
In order to deblend lines with almost coincident central wavelengths, we computed a model using Cloudy v.13.03 to predicted line fluxes. Stellar temperature and luminosity, nebular diameter and elemental abundances of common elements were optimized to reproduce observed lines in the optical/NIR range from our data and select UV/IR lines from the Pottasch et al. (2002) spectra. The parameters obtained are very similar to those shown in Table 2 of Sterling et al. (2015) . The model considers the whole PN, since we did not attempt to simulate an observation with a slit located on the PN. We believe this is a reasonable assumption owing to the fact that our slits cover all the ionization zones of the nebula. In Table 4 we compare different diagnostic ratios predicted by our photoionization model to the observed ones. In general the agreement between observed and predicted ratios is very good.
2 http://www.pa.uky.edu/∼peter/newpage/ 
Identification of n-capture ion lines
As n-capture elements have very low abundances (Asplund et al. 2009 ), their lines are very weak. This is why their detection in nebulae has always been a difficult task. However, since the pioneering work by Péquignot & Baluteau (1994) Figure 2 ). The measured fluxes are shown in Table 5 . Below, we give details on the identification of these lines in the UVES and FIRE spectra.
We identify lines of two ions of Kr. We detect the [Kr iii] 2.1986 µm line in the NIR spectrum. This line and the [Se iv] 2.2864 µm line were first identified by Dinerstein (2001) , and are the most widely detected n-capture emission lines in PNe (Sterling & Dinerstein 2008) . We also detect the faint [Kr iii] λ6826.70 line in our optical UVES spectrum. However, although our optical spectrum is of very high resolution, the velocity field of NGC 5315 widens emission lines, and the flux of this line can be affected by the faint He i 3s 3 S-16p 3 P 0 λ6827.88 line (Péquignot & Baluteau 1994) . We used the theoretical ratio between He i lines of the same series (specifically, He i λλ6934, 7161 and 7816) using our Cloudy model (see previous section) to estimate that this He i line contributes 26% of the total measured flux. García-Rojas et al. 2015) . Given the relatively high brightness of these lines and the consistency between the computed abundances, we consider them well identified.
Thanks to the wide spectral range covered by our spectra, we detect three lines of Se ions. [Se iii] λ8855.28 is detected in both UVES and FIRE spectra. It has almost the same wavelength as a weak He I λ8854.20 line, making its detection a delicate matter . We used the theoretical ratios, computed with our Cloudy model, of He i lines belonging to the same series as He i λ8854.20, to correct for the contribution of He i. We find a contribution of 56% of [Se iii] emission in the FIRE spectra and 53% in the UVES spectra, and the abundances calculated from both spectra are in good agreement (see Sect. 5.1). Nevertheless, we note that the line detected at 8855 Å is very faint and therefore the correction made with our photoionization model is very uncertain. Fortunately, we detect another line of Se 2+ at 10992 Å in the FIRE spectrum, which is isolated and was recently identified in NGC 5315 by Sterling et al. (2017 We do not detect any emission line from Rb ions. We estimate an upper limit flux of [Rb iv] λ5759.55 line using a 3σ criterion. We assume that the S/N in this region is too low to detect this line. Therefore, this estimation represents the maximum flux expected at that wavelength taking in account the continuum noise in that region. We also tried to estimate an upper limit to the [Rb iv] λ1.5973 µm line, but the telluric correction around this line was unreliable and an estimation of an upper limit is not possible.
PHYSICAL CONDITIONS
Physical conditions were computed using flux ratios of ions which are sensitive to electron temperature and/or to electron density. The computations were carried out with PyNeb v1.0.26 , using the atomic data presented in Table 6 . The electron density n e and temperature T e were estimated following the methodology described in previous works of our group (e. g. García-Rojas et al. 2015) . As in Peimbert et al. (2004) , we initially assumed three different zones in NGC 5315, characterised by low (ionization potential IP < 17 eV), medium (17 eV < IP < 39 eV) and high (IP > 39 eV) ionization. However, given the relatively low excitation of NGC 5315, and the similarities between different diagnostics, we adopted a two-zone model for n e (low-medium and high ionization zones) and T e (low and medium-high ionization zones) (see Table  7 ). It is well known that the auroral [N ii] λ5755 line is affected by recombination. We use Equation 1 of Liu et al. (2000) to compute the recombination contribution so that this line can be used for the T e computation. Since permitted N ii lines can be affected by fluorescence effects in relatively low ionization PNe (see Escalante et al. 2012 
8975±350 T e (mid-high) (adopted) 8650±200 Figure 3 . Given the high density of NGC 5315, the low ionization [O ii] λ3726/λ3729 and [S ii] λ6731/λ6716 n e diagnostics are saturated, as it is clearly visible from the huge uncertainties of these ratios in Table 7 . Therefore, we decided to use the density found with the [Cl iii] λ5538/λ5518 diagnostic as representative of the lowmedium ionization zone.
We also calculated n e using [Fe ii] line ratios from our FIRE data, which are useful diagnostics for a large range of densities. Using PyNeb and the atomic dataset of Fe + by Bautista et al. (2015) , we derive an electron density of 30000 ± 7000 cm −3 which is the average of the values from the [Fe ii] 1.2946 µm/1.2570 µm, 1.3281 µm/1.2570 µm, 1.5339 µm/1.2570 µm and 1.5999 µm/1.2570 µm diagnostics. This determination is consistent with the optical density diagnostics of the low-medium ionization zone (see Table 7 ).
The uncertainties in the physical conditions were calculated using Monte Carlo simulations. For each line flux involved in these calculations, we generated 10000 random values with a Gaussian distribution centered on the observed value with a sigma corresponding to the line flux error. The physical conditions with their uncertainties are presented in Table 7 .
IONIC ABUNDANCES
Collisionally excited lines
Ionic abundances were calculated using collisionally excited lines (CELs), for N, O, Ne, S, Cl, Ar, P, Fe, Se, Br, Kr and Xe ions. Based on the IP of the ions, we choose physical conditions of low ionization (IP < 17 eV) for Ne 2+ and Ar 2+ . Computations were carried out using PyNeb and the atomic data used are presented in Table 6 . Uncertainties in the line intensities and physical conditions were propagated via Monte Carlo simulations. Ionic abundances from CELs are presented in Table 8 .
To investigate the extent to which the different slit positions used for the UVES and FIRE observations affect our results, we compare the abundances of ions detected in both data sets (Cl + , Cl 2+ , P + , Fe + , Se 2+ , and Kr 2+ ). As can be seen in Table 9 , our optical ionic fractions from UVES spectrum are similar to both the FIRE and the Peimbert et al. (2004) data (our NIR observations were performed using a slit position similar to Peimbert et al. (2004) ). In order to be consistent with our results, for this comparison we recomputed the ionic abundances from Peimbert et al. (2004) spectra, using our atomic data set. In Table 8 We also report the abundances of other 3 n-capture element ions. We calculate the abundance of Br 2+ using the [Br iii] λ6556 line and collision strengths scaled from Kr 3+ (see Table 6 ). The abundance of Xe 3+ is calculated using the flux measured for the very faint [Xe iv] λ7535.40 line. Finally, Rb 3+ is calculated from an upper limit flux estimation of the [Rb iv] λ5759.55 line.
The FIRE NIR spectrum exhibits multiple [Fe ii] lines, which can be used as density diagnostics since they are not prone to fluorescent effects that contaminate optical [Fe ii] lines. The ratio of two lines arising from the same upper level is given by ratio of transition probabilities. So, the expected [Fe ii] 1.2570 µm/1.6442 µm, 1.3209 µm/1.6442 µm, 1.3209 µm/1.2570 µm, 1.2946 µm/1.3281 µm, and 1.2946 µm/1.5339 µm line ratios are 1.30, 0.35, 0.26, 1.77 and 1.00, respectively, using the transition probabilities of Bautista et al. (2015) . The observed line ratios appear to be consistent, within the uncertainties, with the theoretical ones. In particular, the [Fe ii] 1.3209 µm/1.2570 µm, 1.2946 µm/1.3281 µm, and 1.2946 µm/1.5339 µm line ratios are 0.27±0.04, 1.70±0.40, and 0.83±0.16, respectively, which are in good agreement with theoretical expectations, whereas the [Fe ii] 1.2570 µm/1.6442 µm, and 1.3209 µm/1.6442 µm line ratios present values of 1.79±0.20 and 0.48±0.07, both higher than the theoretical ones. This is probably owing to an inaccurate subtraction of telluric emission nearby the [Fe ii] 1.6442 µm line that makes the flux measured for this line unreliable. In Table 8 we present the results obtained from individual [Fe ii] lines in both the UVES and FIRE wavelength ranges.
Optical recombination lines
We calculate ionic abundances using He, C, N, O and Ne optical recombination lines (ORLs). The atomic data used are shown in Table 10 . We detect several permitted lines of heavy-element ions,
Ne ii and Mg ii, but some are A bump in the continuum in the right plot is apparent, and arises from a strong stellar feature, which is a blend of stellar C iii, C iv and He ii broad emission lines (Marcolino et al. 2007 ).
affected by fluorescence or contaminated by telluric features. We only consider pure recombination lines in these calculations. Discussion about the formation mechanism of several permitted lines can be found in Esteban et al. (1998) and Esteban et al. (2004) . In Fig. 4 we show the brightest C ii and O ii lines in our optical spectrum. The high resolution of the data allow to deblend the multiple features in the region of the multiplet 1 O ii lines.
The abundance discrepancy problem arises from the fact that ORLs provide ionic abundances that are systematically larger than those obtained from CELs in photoionized nebulae, whether H ii regions or PNe. Solving this problem has critical implications for the measurement of the chemical content of nearby and distant galaxies, which is most often done using CELs from their ionized interstellar medium. Three main scenarios have been proposed to explain this discrepancy: i) the existence of temperature fluctuations over the observed volume of the nebula (Peimbert 1967; TorresPeimbert, Peimbert, & Daltabuit 1980) ; b) cold and dense H-poor inclusions in which the bulk of the ORL emission originates (e. g. Liu et al. 2000) and, c) the departure of the free electron energy distribution from the Maxwellian distribution (κ-distribution, see Nicholls, Dopita, & Sutherland 2012) . While there is no direct observational evidence that favours or discards any of these scenarios, indirect evidence suggests that metal-rich inclusions may be the source of ADFs in PNe (Tsamis et al. 2004; Wang & Liu 2007; García-Rojas et al. 2016) .
Importantly, previous studies have shown that the ADFs of C, N, and O ions in Galactic PNe are very similar (Liu et al. 2000; Wang & Liu 2007) , and hence abundance ratios found from ORLs are suitable proxies for CEL abundance ratios. This is most relevant in the case of C/O, since no collisionally-excited lines of C ions lie in the UVES/FIRE spectral range.
NGC 5315 has a relatively low degree of ionization, and thus we do not detect He ii lines. He + abundances are computed with PyNeb, using the three brightest He i lines λλ4471, 5876 and 6678. The effects of collisional contributions and optical depth in the triplet lines are considered. Results from the three lines are very consistent and are shown in Table 11 . C 2+ abundances from ORLs are in very good agreement between lines belonging to different multiplets (see Table 11 ). C ii λ9903.46 is blended with the very faint [Kr iii] λ9902.30 line. Although this contribution should be negligible, we do not consider this line, because it yields a higher abundance from FIRE data than from UVES data. We ascribe this discrepancy to atmospheric absorption effects visible in the 2D optical spectrum. In general, C 2+ abundances from ORLs are in very good agreement with those computed by Peimbert et al. (2004) for this object. Fang et al. (2011) compute very detailed recombination coefficients for N ii lines. We have used these atomic data to compute N 2+ abundances from multiplet 3 N ii lines. We find an excellent agreement between all the lines of the multiplet.
To compute O 2+ abundances from ORLs we use lines from multiplets 1, 2, 10 and 20 as recommended by Esteban et al. (2004) . Given the high density of NGC 5315, departures from LTE for O ii multiplet 1 (Ruiz et al. 2003; Tsamis et al. 2004 ) that are important when n e < 10 4 cm −3 can be ignored. The agreement in O 2+ abundances derived from the different multiplet 1 lines shows that this is a good assumption (Table 11) . We use recombination coefficients assuming LS-coupling from Storey (1994) for 3s-3p transitions (multiplets 1 and 2), and the intermediate-coupling scheme by Liu et al. (1995) for 3p-3d transitions (multiplets 10 and 20). Results are shown in Table 11 . We compute Ne 2+ abundances from ORLs using lines of multiplets 1, 39, 55 and 57. A detailed discussion of the excitation mechanisms of these lines can be found in García-Rojas et al. (2015) . We use recombination coefficients by Kisielius et al. (1998) for multiplets 1 and 39 and those by Kisielius (private communication) for multiplets 55 and 57. We adopted the average abundance given from all these multiplets.
Finally, we estimate Mg 2+ abundance from the Mg ii 3d-4f λ4481 line. For this ion there are no recombination coefficients available, so we assume that the Mg ii λ4481 line has an effective recombination coefficient equal to that of the C ii λ4267 line Wang & Liu 2007 ).
TOTAL ABUNDANCES
To compute total abundances we have to take unobserved ions into account. In general for the most common elements we used the detailed ionization correction factors of unobserved ions. However, we make an exception for N (see below). In Table 12 we present the total abundances we computed for NGC 5315. The first 4 columns of Table 12 present the abundances obtained from our data from both CELs and ORLs, either by summing the ionic abundances or by applying an ICF. The next columns show the results obtained by Peimbert et al. (2004) , Pottasch et al. (2002) , Tsamis et al. (2003) and Tsamis et al. (2004) . The last column of Table 12 shows the abundances from our optimized Cloudy model. As can be seen in Table 12 , there is general Kisielius et al. (1998) good agreement within the uncertainties between our computed elemental abundances and those derived by our model and in previous works. Below we briefly discuss the most common elements, and in Section 6.1 we discuss elemental abundances of n-capture elements.
In the spectrum of NGC 5315 there are no He ii lines and ions with similar or higher IP are not seen. Table 12 ).
Although C CELs are only detectable in UV spectra, C abundances can also be computed from optical C ii and C iii ORLs. However, the excitation of NGC 5315 is too low to detect C iii RLs. We compute the elemental C abundance using our C 2+ abundance from C ii ORLs and the ICF presented in equation 39 of D-I14. We compare our results with that obtained assuming a simple sum of C + and C 2+ abundances from ORLs; to estimate C + /H + we rescale using the C + /C 2+ ratios obtained from CELs by Pottasch et al. (2002) and by Dufour et al. (2015) . Both results are in very good agreement with what we found using the ICF correction (see table 12 ). Despite the well-known abundance discrepancy problem between CEL and ORL abundances (see Sect. 5.2), numerous studies have shown that C/O (and N/O) ratios computed from ORLs are consistent with the ratios derived from CELs (e.g., Tsamis et al. 2004; Wesson, Liu, & Barlow 2005; Wang & Liu 2007; Delgado-Inglada & Rodríguez 2014) .
To compute the N elemental abundance from optical and NIR spectra is a delicate matter. We have computed N/O using all the available lines and different methods to better constrain this abun- 
Secondly, our optimized Cloudy model (Section 3) produces a somewhat lower N abundance than the one derived with the ICF method (12+log(N/H)=8.39 compared to 8.52), and so is the N/O ratio (0.39). As a third estimate, we computed the total N/O ratio from ORLs (see Table 12 ). Since permitted optical N i lines are strongly affected by fluorescence effects, it is not possible to determine the N + /H + abundance from ORLs. Therefore we use the ap- (D-I14) , but this ionization correction scheme is the best one available for this specie and our result is consistent with values from literature (see Table 12 ).
We assumed Mg/H=Mg 2+ /H + given the wide ionization po- Tsamis et al. (2003 Tsamis et al. ( , 2004 d Using the ICF N/O=N + /O + e Using the ICFs given by eq. 9 of Sterling et al. (2015) f Using the ICF given by eq. 4 of Sterling et al. (2015) g Using the ICFs of eq. 2/eq. 3 provided by Rodríguez & Rubin (2005) h Scaling C 2+ /C + from CELs using an average value between Dufour et al. (2015) and Pottasch et al. (2002) 
tential interval occupied by Mg 2+ Wang & Liu 2007) . We obtain 12+log(Mg/H)=7.56±0.10 (see Table 12 ). This value is compatible with the solar photospheric value of Asplund et al. (2009) (12+log(Mg/H)=7.60) and is identical to the average value of the Mg/H ratio in Galactic disk PNe (Wang & Liu 2007) .
We used two different ICFs to calculate the total abundance of Fe, Equations 2 and 3 of Rodríguez & Rubin (2005) . These two ICFs provide a range of Fe abundances. Additionally, we estimate the total Fe abundance from the sum of Fe + and Fe 2+ as 5.40±0.10. This value represents a lower limit of the total abundance of this element, since we ignore the contribution of [Fe iv], whose optical lines are intrinsically weak and were not detected. Furthermore, the contribution of Fe + is uncertain, since its lines can arise both from the ionized portion of the nebula and from the neutral and partially molecular region. However, this sum agrees within the uncertainties with the lower limit of Fe abundance obtained from equation 3 of Rodríguez & Rubin (2005) .
D-I14 do not provide corrections for unseen ions of P. In order to compute the total abundance of P, we took advantage of the similarity between the IP of P + and S + using the ionization correction scheme P/P + =S/S + . A detailed set of photoionization models is needed to find a more accurate ICF for this element.
Neutron-capture element abundances
The first ICF for Kr were provided by Sterling et al. (2007) , through detailed photoionization models. Since then, atomic data for ncapture ion transitions have considerably improved. New atomic data were incorporated in the new ICF computations for Kr and Se by Sterling et al. (2015) . They performed a large grid of photoionization models in order to cover a considerable range of physical conditions. They derived 6 ICFs for Kr and 3 for Se, depending on which ions are detected. The quality of their Kr ICFs is confirmed by optical/IR data for 16 PNe García-Rojas et al. 2015) . Thanks to the high ionization degree of the PN NGC 3918, García-Rojas et al. (2015) detected several ionization stages of Kr in the optical spectrum. Therefore, they could use the complete set of ICFs provided by Sterling et al. (2015) for Kr, finding very good agreement between all the results (see first row of their Table 17 ). Our results for NGC 5315 are shown in Table 13 . We choose the Kr abundance obtained with equation 4 of Sterling et al. (2015) , because it incorporates both Kr 2+ and Kr 3+ . Equation 1 provides a value that is very similar to the one selected. Equation 3 produces larger Kr abundances than the best empirical estimate when Ar 3+ /Ar < 0.20 , which is the case of NGC 5315. The value provided by equation 2 is consistent within the uncertainties with those derive from equation 4, but it has large error bars, owing to the uncertainty in the Ar abundance.
Selenium abundances were computed using all the ICFs proposed by Sterling et al. (2015) . The ICF of equation 7 is based only on Se 2+ ionic abundance, which is uncertain due to the weakness of the [Se iii] 1.0992 µm line; Equation 8 provides an ICF that only considers Se 3+ and gives a value which is much lower than those provided by the other equations. Sterling et al. (2015) argue that Equation 8 is the most uncertain of the Se ICFs, due to the lack of a strong correlation with fractional abundances of light element ions. We adopt the Se abundance derived with Equation 9 of Sterling et al. (2015) , which is the most accurate since it takes into account both Se 2+ and Se 3+ . Furthermore, the unblended line of [Se iii] at 1.0992 µm, first identified by Sterling et al. (2017) , allows for improved accuracy of Se abundances in PNe. The Se abundances derived with the various ICFs of Sterling et al. (2015) are shown in Table 13 .
At present, there are no reliable ICFs for Xe, Br and Rb avail- Sterling et al. (2015) . The Br abundance is shown in Table 12 . The flux of the line detected at 6555.56 Å gives a Br 2+ abundance much higher than expected, given the nearly solar abundances of the adjacent elements Se and Kr. We inspected the spectra to check possible contamination or alternative identifications for the feature at 6555.56 Å, but we did not find any transition with other detections belonging to the same multiplet in our spectra. We also computed an upper limit to the Br 2+ /H + abundance from [Br iii] λ ∼6130.40, which we did not detect. This upper limit gives a bromine abundance <2.43, more than an order of magnitude lower than that derived from λ6556.56. This result suggests that the [Br iii] λ6556.56 is contaminated and/or incorrectly identified in NGC 5315, and we conclude that our derived Br abundance is not reliable.
Finally, from an upper limit flux estimation of the [Rb iv] λ5759.55 line, we computed an upper limit (3σ) abundance for Rb 3+ . Considering the similarity with the IP range of O 2+ , we used the ionization correction scheme Rb/Rb 3+ = O/O 2+ ). 
DISCUSSION
CNO Abundances
The N/O and the C/O ratios are crucial for investigating the nature of PN progenitor stars. In particular, the C/O ratio is an indicator of the chemistry of the nebula (Sterling & Dinerstein 2008 , and references therein) and it reveals crucial information about TDU events during the thermally-pulsing AGB. The N/O ratio is a sensitive probe of HBB at the base of the convective envelope, which only occurs in stars with masses 4M . In this section, we compare our determinations with those from the literature (see Table 14 ) both to assess the accuracy of our abundances as well as to utilize information from other spectral regions. Prior to our study, the deepest optical spectrum of NGC 5315 was that analyzed by Peimbert et al. (2004) . They computed N/O = 0.93 using a combination of ORLs and CELs, and C/O = 0.93 from ORLs, assuming that temperature fluctuations are However, not all authors have found such large N/O ratios. Tsamis et al. (2003) utilized IUE, optical, and infrared data to compute N/O = 0.54 from CELs, although their C/O = 0.35 is lower than our derived value. This group also determined abundances from ORLs (Tsamis et al. 2004) , finding N/O = 0.47 and C/O = 0.58. Dufour et al. (2015) used long-slit HS T -STIS cospatial UV-optical spectra and computed N/O = 0.41, which is somewhat lower than our derived value and C/O = 0.64 which is consistent with our C/O ratio; the combination of optical and UV data allowed them to avoid using ICFs. Liu et al. (2001) found N/O = 0.48 from a far-infrared ISO spectrum. Finally, de Freitas Pacheco et al. (1991) and Samland et al. (1992) derived N/O = 0.36 and N/O = 0.59, respectively, from low-resolution optical spectra.
The discrepancy seen in the N/O ratios calculated in the literature can be ascribed to various factors, including the temperature sensitivity of UV N iii] and N iv] emission lines, and the large and uncertain ICFs required for optical spectra in which [N ii]is the only N ion with CELs. However, the average value calculated from the literature is N/O = 0.63, which is consistent within the uncertainties with our result (N/O = 0.59
On the other hand C/O ratios from both ORLs and CELs seem to agree better, with the exception of the low value found by Tsamis et al. (2003) (Table 14) . All extant C/O determinations are below unity, indicating that NGC 5315 has an oxygen-rich chemistry. Interestingly, this PN exhibits both O-rich crystalline silicate dust emission features and PAH features that are often associated with C-rich chemistries (Cohen & Barlow 2005 Oxygen-rich PNe can be associated either with low mass stars (M < 1.5 M ), in which TDU events did not occur (preventing C enrichment on the stellar surface), or massive stars (M > 3-4 M ), where the temperature at the base of the convective envelope is high enough to active HBB. In the latter case, C is converted to N by the CN cycle, leading to N and He enrichments.
Peimbert Type I PNe exhibit N and/or He enrichments typical of HBB, and hence are believed to be descendants of more massive AGB stars. This is supported by statistical evidence based on the scale heights, large central star masses and high central star temperatures of Type I PNe (e. g. Peimbert 1990; Corradi & Schwarz 1995; Gorny et al. 1997; Stanghellini et al. 2002; Peña et al 2013) . Several different criteria have been proposed for Type I classification in the literature. The initial criterion defined by Peimbert (1978) was overly restrictive because of the overestimation of He abundances and of electron temperatures which led to artificially large N/O ratios. Therefore, Peimbert & Torres-Peimbert (1983) refined these thresholds and defined Type I PNe as those having He/H > 0.125 or N/O > 0.5. Later, Maciel & Quireza (1999) required that both of these thresholds be met for Type I classification. Kingsburgh & Barlow (1994) proposed that Type I PNe be classified on the basis of the N/O ratio alone, with the minimum N/O given by (C+N)/O in H iiregions of the host galaxy. In the solar neighborhood, this limit is N/O > 0.8. Based on more recent H iiregion and solar abundances, Henry, Kwitter, & Balick (2004) −0.15 ) abundance determinations indicate that NGC 5315 is a Type I PN according to the Maciel & Quireza (1999) criterion, but not according to Henry, Kwitter, & Balick (2004) . The uncertainties are sufficiently large that we cannot classify this PN either as a Type I or non-Type I with confidence. Literature abundances are similarly inconclusive (Table 14) . Nevertheless, it appears safe to say that NGC 5315 experienced some N and He enrichments, but HBB apparently did not operate efficiently in its progenitor. This suggests that the progenitor of NGC 5315 may have had an initial mass M ≈ 3-5 M . However, in this mass range the cessation of HBB can occur before the end of the thermally-pulsing AGB phase, and subsequent TDU episodes can lead to carbon enrichment (e.g., Frost et al. 1998; Ventura et al. 2015) .
To shed more light on the nature of the progenitor star, we compare our abundances with the nucleosynthetic models of Karakas & Lugaro (2016, hereafter KL16) , Di Criscienzo et al. (2016, hereafter DC16) and Cristallo et al. (2015, hereafter CS15) . In Figure 5 , we show the predicted N/O vs. He/H ratios and N/O vs. C/O ratios for different progenitor masses with solar or nearsolar metallicity, compared with our observed values. In the N/O vs He/H plot the mass of the progenitor star of NGC 5315 is consistent, within the uncertainties, with predictions for 3-3.5 M stars according to the predictions of KL16 and DC16. The CS15 models do not predict HBB at these masses at solar metallicities, and the predicted mass in this case is higher (5.5-6 M ). Literature abundances generally agree with this assessment, although the Pottasch et al. (2002) Therefore light element abundances do not significantly constrain the progenitor mass of NGC 5315, other than to suggest that an initial mass of 2-3 M is unlikely. It should be noted that while He and N are moderately enriched, as may be expected for a more massive progenitor, extra mixing processes in less massive stars during the RGB and AGB phases can also produce such enrichments (Nollett et al. 2003) .
Neutron-Capture Element Abundances
The pattern of s-process enrichments of n-capture elements, or lack thereof, can also provide information about the nature of PN progenitor stars. To assess whether the s-process and TDU occurred during the AGB, it is necessary to assume an initial abundance pattern and to adopt a metallicity reference element. For Galactic disk PNe such as NGC 5315, scaled solar abundances are usually a reasonable approximation (Henry, Kwitter, & Balick 2004) . Historically, O was used as reference element in non-Type I PNe, while in Type I PNe Ar turns out to be the best choice if O is affected by nucleosynthesis in the progenitor star of these objects (Sterling & Dinerstein 2008; Karakas et al. 2009 ). Moreover, Delgado-Inglada et al. (2015) have found evidence for O enrichment in Galactic PNe with carbon-rich dust, suggesting that, in general, Ar or Cl are better reference elements. A positive value of [X/(O, Ar)], where X is a n-capture element, indicates that the progenitor star experienced s-process enrichment. We use Asplund et al. (2009) as the reference for the Solar abundances.
In Table 15 we show the average value of Se and Kr enrichments found by Sterling et al. (2015) in their sample of Type I and non-Type I PN, compared with NGC 5315 and García-Rojas et al. (2015)'s results for NGC 3918. Given the difficulty of classifying NGC 5315 as a Type I or non-Type I PN, we decided to calculate enrichments using Ar as reference element, and we chose the same reference for the sample of García-Rojas et al. (2012, 2015) . We find that Kr and Se are not enriched, in contrast to the C-rich NGC 3918 García-Rojas et al. (2015) .
Rb is another key element for diagnosing s-process nucleosynthesis, as it is an indicator of the main neutron source during the AGB phase. A large enrichment of Rb relative to other n-capture elements indicates that 22 Ne is the dominant reaction for the production of neutrons. In this case, the high neutron density activates different branching points in the s-process path, increasing the production of Rb and Kr (Abia et al. 2001; van Raai et al. 2012; Karakas et al. 2012) . According to models, stars with M > 5 M attain the temperatures required for the activation of the reaction 22 Ne(α, n) 25 Mg (Busso et al. 1999) , and thus Rb is an indicator of the mass of the progenitor star (see Sect. 1). We do not detect Rb in NGC 5315, but compute a 3-σ upper limit of [Rb/Ar]<0.02. The lack of enrichment agrees with the Se and Kr abundances, and suggests that the progenitor of NGC 5315 is less than 6 M (Karakas & Lugaro 2016) .
Our Br and Xe abundances (see Table 15 ) must be taken with caution. The identification of the λ6556 line as [Br iii]is questionable, as discussed in §6.1. In the case of Xe, we marginally detected one line, [Xe iv] λ7535.40. For lack of Xe ICFs, we use Equation 3 of Sterling et al. (2015) to compute the Xe abundance. This ICF is known to produce systematically high ICFs in low-and moderateexcitation PNe, as was found specifically for NGC 5315. For this reason, we believe that the derived Xe abundance is overestimated by ∼0.60 dex, based on our results for Kr (Table 13) .
The lack of s-process enrichments indicate that the progenitor of NGC 5315 either was a low-mass star (M < 1.5 M ) or an intermediate-mass star (3 M < M < 6 M ).
The lack of carbon enrichment is consistent with our derived n-capture element abundances. Theoretical low-to-intermediate mass stellar evolution models predict a correlation between ncapture element and C enrichment in PNe, as they are processed in the same stellar layers and dredged up together to the surface during TDU episodes (Gallino et al. 1998; Busso et al. 2001, KL14) . In Figure 6 we plot the correlation between C/O and [Kr/Ar] for PNe with the most accurate Kr abundances (derived from multiple Kr ions, see Sterling et al. 2015) . We find evidence for a correlation, given by:
New optical/NIR observations will be necessary to expand the sample and to strengthen this result, and search for correlations between C/O ratios and other n-capture elements.
The Enigmatic Progenitor Star of NGC 5315
Armed with our abundance analysis, we now consider the various scenarios for the nature of the progenitor of NGC 5315. The result is rather unsatisfying, as we cannot discriminate between a lowmass and intermediate-mass origin for the progenitor. The O-rich chemistry and lack of s-process enrichment only seem to rule out the mass range 1.5 M < M < 3.0M , according to single star evolution. The conclusions are even less restrictive if binary interactions led to the formation of NGC 5315 -although there is evidence that this indeed may be the case, as outlined below.
We find three viable evolutionary channels for the progenitor of NGC 5315.
i) The intermediate-mass star scenario. NGC 5315 exhibits moderate enrichments of He and N, as may be expected for a more massive progenitor star that underwent HBB. However the N/O ratio appears to fall below the Type I PN classification criteria, indicating that HBB did not modify its composition to a substantial extent. The comparison between observed and predicted N/O and He abundances are consistent within the uncertainties with a progenitor mass of 3-6 M , depending on the AGB models used. However, in the C/O vs. N/O plane, the measured abundances are consistent with an intermediate-mass progenitor only for the model predictions of Cristallo et al. (2015) . Comparison with the Karakas & Lugaro (2016) predictions instead indicate a low-mass progenitor (M < 1.5 M ). Sterling et al. (2015) found a lack of s-process enrichments of Se and Kr in Type I PNe, perhaps due to the relatively small intershell mass and/or strong dilution of enriched material into the massive envelopes of the AGB progenitor stars. The lack of s-process enrichments in NGC 5315 is consistent with this scenario.
ii) The low-mass progenitor scenario. The lack of s-process enrichments and O-rich chemistry of the nebula can be equally well ascribed to a low-mass progenitor (M < 1.5 M Karakas & Lugaro 2016, and references therein) that did not experience the s-process or TDU. The He and N enrichments can be produced by extra mixing processes in low-mass stars during the RGB and the AGB phase (Nollett et al. 2003) , although the nature of these phenomena are not well understood (e. g. Karakas & Lugaro 2016) . Additional support is provided by indirect estimates of the central star mass. Using a luminosity based on the extinction distance, Pottasch & BernardSalas (2010) estimate M≤1.5 M when comparing with post-AGB evolutionary tracks. From photoionization models, Henry et al. (2015) estimated the central star luminosity and used evolutionary tracks to determine a progenitor mass of 1.1 M . Both of these mass estimates carry caveats. The abundance analysis of Pottasch & Bernard-Salas (2010) indicated a much larger progenitor mass of M = 4.5 M . The mass derived by Henry et al. (2015) is strongly model dependent, and their stellar luminosity disagrees both with statistical distance determinations and with the extinction distance of Pottasch & Bernard-Salas (2010) . Further evidence against this scenario comes from α-element abundances. Because low-mass stars have longer lifetimes, the abundances of elements such as Cl and Ar should be lower than in Galactic H ii regions. Esteban et al. (2015) determined 12+log (<Cl/H>)=5.09 and García-Rojas & Esteban (2007) found 12+log(<Ar/H>)=6.52 in H iiregions, which are lower than we find for NGC 5315. Furthermore, we compare our O, Cl and Ar abundances with the averaged values from a large sample of Type II PNe analyzed by Kwitter & Henry (2001) . They found lower abundances than our results for elements unaffected by stellar nucleosynthesis: 12+log (<O/H>)=8.74, 12+log (<Cl/H>)=5.28 and 12+log (<Ar/H>)=6.45, suggesting that the progenitor star of NGC 5315 was formed more recently and hence is probably descent from a more massive progenitor star.
iii) The binary progenitor scenario. The peculiar multi-polar morphology of NGC 5315 can be produced by binary interactions during the AGB (Balick & Frank 2002; de Marco 2009; Hillwig et al. 2016 , and references therein). Mass transfer can reduce the envelope mass of the AGB star and prematurely truncate the AGB lifetime before significant C and s-process enrichments can occur. Depending on the orbit of the binary companion, the N and He enrichments could have been produced by HBB, or by extra mixing (or some other mixing process triggered by binary interactions) (Nollett et al. 2003) . This scenario is supported by the findings of Manick et al. (2015) , who conducted a detailed study of radial velocity (RV) variations of a sample of central stars of PNe. They found a strong RV variation for the central star of NGC 5315, which may be explained with the presence of a close companion. Manick et al. (2015) emphasize that this result is preliminary because their observations only include four epochs, which is not sufficient to conclude that it has a periodic RV variation typical of binary systems. A further complication is the Wolf-Rayet central star itself, whose stellar wind could produce RV variations. A binary central star can also explain the dual-dust chemistry of NGC 5315 and other PNe with [WC] central stars (de Marco & Soker 2002; Cohen & Barlow 2005; Perea-Calderón et al. 2009 ). Finally, a binary origin could help to bridge the dissonance between progenitor mass estimates from abundances and from other methods (Pottasch & Bernard-Salas 2010) .
We speculate that NGC 5315 most likely had a binary progenitor star, although we cannot dismiss the first two scenarios. The combination of RV variations, PAH and silicate dust emission features, and an overall lack of agreement between observed and predicted abundances support this scenario. The moderate N and He enrichments and Rb upper limit suggest that NGC 5315 could not have had a (single) progenitor mass above ∼5 M . For stars in this mass range, HBB can cease before the thermallypulsing AGB phase is over, allowing for TDU to produce C and s-process enrichments (Frost et al. 1998; Ventura et al. 2015) . The α-element abundances of NGC 5315 suggest that a low-mass progenitor (M < 1.5M , scenario (ii)) is unlikely.
However, more data are needed to reveal the nature of NGC 5315's progenitor star. Specifically, observations are needed to test whether the RV variations found by Manick et al. (2015) are periodic. If the central star indeed has a binary companion, its orbital characteristics can be used to constrain the likelihood of mass transfer during the AGB. Furthermore, a detailed analysis and modeling of the [WC4] central star (e.g. Koesterke & Hamann 1997) can constrain the stellar luminosity and hence mass. Marcolino et al. (2007) and Todt et al. (2015) used detailed stellar atmosphere codes which are appropriate when non-LTE conditions and stellar winds are present. However, as the distance estimates to Galactic PNe are unreliable, they assumed a 'standard" luminosity for their models and scale their results to other luminosities through a transformed radius (see Todt et al. 2015) . The upcoming GAIA data release of precise parallaxes will turn around this behaviour. This information can be used to more accurately estimate the initial mass than has been possible.
These different scenarios highlight other open questions. The origin of non-spherical PNe has always been a matter of debate. There is still no quantitative theory to explain how a massive single star can form a highly non-spherical PN. The multipolar morphology can be explained with central binary systems, but only in a small fraction of them the orbital period is short enough to allow the companion to interact with the AGB star and modify the morphology of the PN (de Marco & Izzard 2016) . Therefore, the small fraction of single massive stars and compact binary systems cannot explain the high concentration of non-spherical PNe (≈ 80 %; Parker et al. (2006) ). Another unresolved problem concerns the large percentage of Type I PNe (≈ 20 %; Kingsburgh & Barlow (1994) ). The IMF suggests that stars with M > 3 M are only a few percent of the total population of our Galaxy. Therefore, the question is: how many Type I PNe come from high mass progenitor stars? Rb abundance determinations in Type I PNe are urgently needed to verify which Type I PNe are descendants of the Rb-rich AGB stars observed by García-Hernández et al. (2006 , 2009 . Finally, a crucial point for future works is to investigate whether high N and He abundances can be understood in the framework of binary interactions and/or extra mixing in low (or intermediate) mass stars.
SUMMARY AND CONCLUSIONS
We analyzed the high-resolution (R∼40000) optical spectrum obtained with UVES at the Very Large Telescope, and the mediumresolution (R∼4800) near-infrared spectrum with FIRE at Magellan Baade telescope of NGC5315. We detect, identify and measure the intensities of about 700 lines in both spectra. Physical conditions were computed using intensity ratios of common ions. Ionic abundances were computed for ions which present available atomic data. Elemental abundances of common elements (O, Ar, Cl, N, S...) were performed using the more recent ICFs available when needed. The total abundances of n-capture elements were calculated for Kr, Se, Xe, Br and Rb, using sophisticated ICFs for Kr and Se and the best approximate correction scheme for Xe, Br and Rb. Finally, the enrichment of these elements was measured, using Ar as reference element, against solar abundances.
The aim of this work was to study the s-process in the progenitor of the PN NGC 5315. The relatively high concentration of N and He computed, may be associated to the occurrence of HBB and second dredge up, which are activated in AGB stars with M>3-4 M . Nevertheless, extra mixing events, thermohaline mixing (Eggleton et al. 2006 ) and magnetic buoyancy (Trippella et al. 2014) in less massive stars during first and third dredge up may also enhance the final amount of N and He. The causes of these processes are still poorly known. Furthermore, the multipolar morphology of NGC 5315 may be explained with the presence of a central binary system. Taking in account these considerations, we suggest that the most reasonable interpretation to the observed chemical abundances and for the absence of s-process enrichment in NGC 5315 is that a central binary system can be the cause of a poor or absent s-process enrichment, due to a strong interaction with a close companion that can reduce the AGB lifetime through mass transfer. However, we cannot rule out other two alternative interpretations: i) that this PN descend from a progenitor star with mass between 4-6 M , where the massive convective envelope dilutes the n-capture enrichment during TDU events and the intershell region between He-and H-burning shells is smaller than in lower mass stars; ii) finally, a low mass progenitor star (M<1.5 M ) that did not experience TDU, and the stellar surface is not enriched in s-processed material.
Our FIRE spectrum allows us to test the complete set of Se ICFs developed by Sterling et al. (2015) . We consider the ICF given by their equation 9, which considers two different ions, as representative of Se total abundance. The identification of the non-blended [Se iii] λ1.0995 µm line provides a much more robust test for the Se ICFs, than the blended [Se iii] 8854 Å line.
Finally, another important theoretical prediction was tested: the correlation between Kr and C enrichment. n-capture elements are formed in the same layers of C, both are dredged up together to the stellar surface during TDU episodes and then stellar winds and PN ejections expel them in the interstellar medium. Therefore, we expect a correlation which is shown in Figure 6 . A. García-Hernández for fruitful discussions. AMD acknowledges support from the FONDECYT project 3140383. We thank the anonymous referee for a detailed report that help to improve the scientific content of the paper. 
