Abstract. The Kohnen plus space, roughly speaking, is a space consisting of modular forms of half integral weight with some property in Fourier coefficients. For example, the n-th coefficient of a normal modular form of weight k + 1/2 in the plus space is 0 unless (−1) k n is congruent to some square modulo 4. The concept of plus space was initially introduced by Kohnen in 1980. Eichler and Zagier showed that the plus space is isomorphic to the space of Jacobi forms in the one variable case. Later, Ibukiyama generalized these results to the cases for Siegel modular forms in 1992. Also, Hiraga and Ikeda generalized these results to the cases for Hilbert modular forms in 2013. In this paper, we continue to consider the case of Hilbert-Siegel modular forms. An analogue of the previous results will be given.
Notations
For any complex number z ∈ C, put e(z) = e 2π √ −1z . When R is a ring and m is a positive integer, M m (R) is the set consisting of all m × m matrices with entries in R and Sym m (R) consists of symmetric matrices in M m (R). If F is a global field with ring of integers o, a halfintegral symmetric matrix in M m (F ) is a matrix consisting of entries in 1 2 o and in particular diagonal entries in o. For a positive integer n and some arbitrary ordered n-tuple α, when there is no special remark, α i automatically stands for the i-th component of α for 1 ≤ i ≤ n. If A is an n-tuple of matrices in M m (R), the notation A ≥ 0 means that A i is positive semi-definite for 1 ≤ i ≤ n. Similarly, the notation A > 0 means that A i is positive definite for 1 ≤ i ≤ n.
Introduction
Before introducing the main results, let us define the Hilbert-Siegel Jacobi forms and the plus space for Hilbert-Siegel modular forms.
Let F = Q be a totally real field of degree n over Q with integer ring o and different d over Q. We denote the n real embeddings of F by ι i for 1 ≤ i ≤ n. For ξ ∈ F, ι i (ξ) will sometimes simply be denoted by ξ i or ξ ∞ i . An element ξ ∈ F will be considered as a real n-tuple. n consists of all n-tuples having column vectors in C m as components. Note that any vector in this paper will be considered as a column vector.
For any ring R, the symplectic group of size 2m is defined by , we put
The space of all Jacobi forms of weight k is denoted by J k,1 .
Let G be a Jacobi form of weight k. We define (G| k,1 g)(z, w) = G(g(z, w))N(det(cz + d)) −k e(−Tr( where N and r run over certain lattice in Sym m (F ) and F m , respectively, and that f g (N, r) = 0 unless N r/2 t r/2 1 ≥ 0 by Köcher's principle. Here tr denotes the usual matrix trace. In particular, we let f (N, r) = f I 2m (N, r). .
Definition 1.2. With the above notations, if G has the property that
f g (N, r) = 0 unless N r/2 t r/2 1 > 0 for any g ∈ Sp m (F ),
For any
One easily see that θ λ does not depend on the choice of λ. There are 2 nm distinct such theta functions. Now if G is a Jacobi form of weight k, it is well-known that for any λ ∈ (o/2o) m there is a unique holomorphic function
The above formula is called the theta expansion for G. Now consider the function θ(z) = θ 0 (z, 0) on h n m . It is actually a modular form with respect to Γ 0 (4) of weight 1/2. The factor of automorphy of half-integral weight is defined bỹ
It is shown in [8] that
We are now ready to define the plus space for Hilbert-Siegel modular forms. Let k = (k 1 , ..., k n ) be an n-tuple of positive integers. For simplicity, here we only consider the case that k 1 ≡ k 2 ≡ · · · ≡ k n (mod 2). The general case will be considered later in Section 6. The n-tuple k is called even if its entries are even, or odd if its entries are odd. If k is parallel, i.e, if k 1 = k 2 = · · · = k n , without any confusion, we denote the components of k also by k. We let M k+1/2 (Γ 0 (4)) be the space of Hilbert-Siegel modular forms of weight k + 1/2 with respect to Γ 0 (4), that is, M k+1/2 (Γ 0 (4)) is the complex linear space of holomorphic functions h on h n m such that
Again, by Köcher's principle, we do not need the cusp condition for the definition of a modular form under the restrictions of F and m. A modular form h ∈ M k+1/2 (Γ 0 (4)) has a Fourier expansion h(z) = T c(T )e(Tr(tr(T z))) where in the summation T runs over all positive semi-definite half-integral symmetric matrices and c(T ) = 0 only if T ≥ 0. We call h a cusp form if h 4 is a normal cusp Hilbert-Siegel modular form of weight 4k + 2. The subspace of M k+1/2 (Γ 0 (4)) consisting of the cusp forms is denoted by S k+1/2 (Γ 0 (4)).
Definition 1.3. With the notations above, the plus space
where L * m is the set of all m×m symmetric half-integral matrices. Also, we let S
The space just been defined is an analogue of which was initially brought up by Kohnen in [6] . Also, the Siegel case and Hilbert case were established by Ibukiyama in [3] and Hiraga and Ikeda in [4] , respectively. This is the reason why we only consider the case F = Q and m > 1 in this paper, though similar result and proof apply to the previous cases if we add some adjustment for the cusp condition in the definitions.
In this paper, as in [4] , we will construct a Hecke operator E K on M k+1/2 (Γ 0 (4)) and S k+1/2 (Γ 0 (4)) such that the fixed subspaces of E K are the plus spaces. We set
Let A be the adele ring of F . We set a character of ψ of A/F such that for any archimedean place v of F, the local character ψ v is given by x → e((−1) k x) for x ∈ R where (−1) k is 1 if k is even and −1 if k is odd. Fixing a non-archimedean place v of F , the completion of F with respect to v is denoted by 
Note that
and S k+1/2 (Γ 0 (4)) E K denote the corresponding fixed subspaces, our first main result states that they are the plus spaces we defined above.
By the definition of the plus space, we have
Now we restrict us to the that case k is odd unless mn is even. Our second main result states that h λ and G λ we defined before can be used to construct a Jacobi form and a modular form in the plus space, respectively. Theorem 1.2. Let k be an n-tuple of positive integers which is odd if mn is odd. For h ∈ M + k+1/2 (Γ 0 (4)) and G ∈ J k+1,1 , letting h λ and G λ be as in (1.6) and (1.4) , respectively, we have
where θ λ are the theta functions defined in (1.3) . The two canonical mappings are the inverse of each other. Thus we have
as linear spaces over C. Moreover, we have
The case F = Q and m = 1 for the theorem was given by Eichler and Zagier in [2] . The Siegel case and Hilbert case were treated by Ibukiyama in [3] and [4] , respectively.
Let us briefly state the contents in the rest of the paper. First, we will introduce the Weil representation and give an important lemma about it in Section 2 and 3. Next, we define the idempotents Hecke operators e K and E K in Section 4. And we state some very brief facts we need about the archimedean places in Section 5. Using the results in the previous sections, we construct the automorphic forms of half integral weight in Section 6. Finally, we define the Kohnen plus space and the Jacobi forms and prove our two main theorems in Section 7 and 8.
Weil Representations
Hereafter throughout the whole paper, m > 1 is a fixed positive integer. Let F be a local field with characteristic 0. If F is archimedean, we assume F = R. If F a finite extension over Q p , we let o and p denote its integer ring and prime ideal, respectively. Moreover, we let q and ̟ be the order of o/p and a prime element, respectively. Now fix a nontrivial additive character ψ : F → C × . If F = R, we set ψ(x) = e(x) or e(−x). In the non-archimedean case, the index of ψ, which we denote by c ψ , is the largest integer c such that ψ(p −c ) = 1. Also, we fix an element δ of order c ψ if F is non-archimedean. If F = R, we let δ = 1. Furthermore, the Haar measure dx of F is the unique one such that o has volume 1 if F is non-archimedean or the usual Lebesgue measure otherwise. The Haar measure dX of F m is simply defined to be i dx i where we write X = t (x 1 , x 2 , ..., x m ). Now we denote the metaplectic double covering of Sp m (F ) by Sp m (F ), that is,
equipped with the group multiplication
Here c(g 1 , g 2 ) is Rao's 2-cocycle as in [7] . If g is an element in Sp m (F ), we set ǫ(g) ∈ {±1} to be the latter component of g.
Some notations for elements in Sp m (F ) should be given for simplicity.
. Also, we let
to be the space of Schwartz functions on F m . For any Φ ∈ S(F m ), the Fourier transform of Φ is defined by
Note that |δ| m/2 dX is the self-dual Haar measure for the Fourier transformation.
It is known that for any a ∈ F × , there is a constant α ψ (a) such that
where φ is a Schwartz function on F andφ is its Fourier transform defined in the similar manner as above. The constant α ψ (a) is called the Weil constant or the Weil index. It satisfies α ψ (a) 8 = 1 and does not depend on φ. One can easily see that α ψ (ab 2 ) = α ψ (a) for any b ∈ F × and α ψ (−a) = α ψ (a).
We now introduce the Weil representation of Sp m (F ) on S(F m ). Let Φ be any Schwartz function in S(F m ), the Weil representation ω ψ with respect to ψ is given by
where B ∈ Sym m (F ) and A ∈ GL m (F ). From these we get that
where S ∈ Sym m (F ) and C ∈ GL m (F ). For any Φ 1 , Φ 2 ∈ S(F m ), the inner product of Φ 1 and Φ 2 is
The Weil representation is unitary with respect to the inner product.
From now in this section we suppose that F is non-archimedean. We write d = p c ψ . As in the introduction, in the local case, we also let (2.2)
In general, for any two fractional ideals b and c of F such that bc ⊂ o, we put
The following lemma is a well-known fact. 
Let Φ 0 ∈ S(F m ) be the characteristic function of o m . Using Lemma 2.1, after some calculation, we get the following lemma.
Let e be the order of 2, that is, be the non-negative integer such that
Hence we have
. It is worth mentioning that the Fourier transformation of Φ
Proposition 2.1. We restrict the Weil representation ω ψ to Γ (i) and denote this restricted representation by
and Ω
case is also trivial, but it is worth mentioning that
it is sufficient to show that
By the definition of the Weil representation, for any Schwartz function Φ in S(F m ), the function ω ψ (w δIm )Φ(X) is a nonzero constant times of the Fourier transform Φ(−2X/δ). But the dual lattices in
(This also can be gotten from direct calculations). But apparently ω ψ (u ♯ (−C/δ)) leaves this space fixed. So we get that Ω
Here ends the proof for the invariance.
By this proposition or calculating directly, we get an analogue of Lemma 2.2.
(γ ∈ Γ (e) ).
, we have the following relation between ε andε:
The formula of the action of u ♭ on Φ 
where is ǫ S is a fourth root of 1 depending only on S.
Proof. This can be deduced by direct calculation. Actually, by the definition of the Weil representation, we have
where
is a fourth root of 1 by the properties of the Weil constant. Note that we used Proposition 2.1 in the fourth equation and the fact that the formulas does not depend on the choices of µ and ν in the fourth and fifth equations. 
, it suffices to show that for a fixed λ ∈ S and an arbitrarily chosen κ ∈ o m , there exists some D ∈ Sym m (o) such that
Fix one κ. Say there are exactly l components of λ which are not congruent to the corresponding one of κ modulo p e−i . Without loss of generality, we may assume λ j ≡ κ j (mod p
Since λ j − κ j ∈ o for any 1 ≤ j ≤ l, for our purpose, we only need to show that for any τ ∈ o, there exists some
Consider the case d = τ 2 u for some u ∈ o × . Then it is reduced to show that there exists some unit u such that
is non-zero. This simply follows from (2) of Lemma 2.10 in [4] , so we get what we want to show.
A key lemma
We use the same notations as in Section 2 and continue the assumption that F is non-archimedean. Let Ω ψ = Ω Proof. We use the induction to prove this lemma. The spirit of the proof of Theorem 1 in [3] will be applied. For 0 ≤ i ≤ e and κ ∈ o m , put
This definition only depends on κ mod (p i ) m . In particular, h
κ is the sum of all h λ for arbitrary κ. By the assumption of the lemma, we already have that ⊕ κ C · h 
Let ∆ be the subgroup Sym m (o/p 2i+1 ) consisting of all the diagonal matrices. For λ ∈ o m and D ∈ ∆, one has
(Note that the formula above does not depend on the choice of D modulo p 2i+1 , so the action is well-defined.) For arbitrary τ ≡ λ mod (
by Schur orthogonality relation for finite groups and the restriction of i, it is easy to see that
Hence we get (3.2) 
Now applying this formula and the assumption of the induction back to equation (3.3), we get
When D runs over all the elements in ∆, one easily check that ψ( t λDλ/(δ̟)) give exactly all the q m distinct characters of λ ∈ o m /(p 1 ) m for q 2i times. Hence we can associate one 
The idempotents e
K and E
K
In this section F is set to be non-archimedean and the same notations in Section 2 will be used. Let ε be the character of Γ 0 (4) given by Lemma 2.2. 
Here the Haar measure dh on Sp m (F ) is normalized so that the volume of Γ/{±1} is 1.
Now we introduce two matrix coefficients e K and E K on Γ 0 (1) and
2δIm which are actually idempotents in H. They play important roles in our paper.
Recall that Γ = Γ 0 (1).
0 otherwise.
2δImg w 2δIm ) for anyg ∈ Sp m (F ). The support of e K is contained in Γ and the support of E K is contained in
Note that forg ∈ w 2δIm Γw
by the unitarity of ω ψ and the equation
Thus we see that both e K and E K are in H. The idempotence for e K and E K easily follow from Schur's orthogonality relation. Obviously, we have e K , E K ∈ H.
The archimedean case
We let F = R and ψ(x) = e(x). The Weil constant α ψ (x) is given by 
Automorphic forms on Sp m (A)
In this section, we let F be a totally real field with degree n > 1 over Q. The notations o, d and the A = A F stand for the integer ring, the different and the adele ring of F, respectively. We want to take a brief look at the definition of the automorphic forms on Sp m (A).
As in Section 1, the n real embeddings of F are denoted by ∞ 1 , . . . , ∞ n . We let ψ 1 = v≤∞ ψ 1,v be the non-trivial additive character of A/F such that ψ 1,∞ j (x) = e(x) for all real places ∞ j . So for any finite place v, the index of ψ 1,v , which we denote by c 1,v , is the exponent of the corresponding prime ideal p v in the prime decomposition of d. For the sake of simplicity, from now, when the local case with respect to some place v is being considered, we use the same notations given in Section 2 with a lower subscript v.
We 
If S is a subset of Sp m (A), we let S denote its inverse image in Sp m (A).
Let the group {±1} of order 2 be the kernel of the canonical mapping 
We define a factor of automorphy j
With this factor of automorphy, we denote M k+1/2 (Γ ′ , ε ′ ) and S k+1/2 (Γ ′ , ε ′ ) the spaces of Hilbert-Siegel modular forms and cusp forms for Γ ′ of weight k + 1/2 with respect to the factor of automorphy j
for any γ ∈ Γ ′ and z ∈ h n m . We can associate h to an automorphic form on Sp m (A) which is genuine and left-invariant with respect to Sp m (F ).
For any g ∈ Sp m (A), by the strong approximation theorem, there exist
It is easy to see that ϕ h is welldefined and thus forms a genuine automorphic form on Sp m (F )\ Sp m (A).
Using the notations above, we put
. Hence we get an one-to-one correspondence between the two spaces
and
where in the unions (Γ 
, which we still denote by ρ. Take a function h in some M k+1/2 (Γ ′ , ε ′ ) with Fourier expansion h(z) = T ∈Sym m (F ) c(T )e(Tr F/Q (tr(T z))). Then for any S ∈ Sym m (F v ) where v is a finite place of F, one can check that
Also, for any A ∈ GL m (F ) with finite part A f and totally positive determinant det(A) ∈ F , one can check that
where det(A)
Let η ∈ o × be an unit such that N F/Q (η) m = (−1) m j k j and put ψ(x) = ψ 1 (ηx) for any x ∈ A. By Lemma 2. k j with an arbitrarily chosen k j , it is known that the corresponding j k+1/2 is the same with J k+1/2 defined in (1.5) . From now on, we consider the general case given in this paragraph. We rewrite j k+1/2 ε by J k+1/2 and put and
Also, we give the corresponding fixed subspaces in M k+1/2 (Γ 0 (4)) and S k+1/2 (Γ 0 (4)).
Definition 6.1. The subspaces of M k+1/2 (Γ 0 (4)) and S k+1/2 (Γ 0 (4))
We will give the definition of the plus spaces and show that they are exactly the E K -fixed spaces in the last definition in the next section.
The Kohnen plus space
In this section we define of the plus spaces for the Hilbert-Siegel modular forms of half-integral weight and give our first main theorem. The use of the notations in the last section will be continued. Here Tr F/Q and tr are the traces of F/Q and matrices, respectively, and T > 0 means that the image of T under every real embedding in M m (R) is positive semi-definite. This follows from Köcher's principle.
From now on, for simplicity, when the variable z ∈ h n m is being considered, we let q T = e(Tr F/Q (tr(T z))). 
). We shall show that the Kohnen plus spaces are actually the spaces fixed by E K . The following proposition and its proof are analogues of Proposition 13.4 and its proof in [4] , respectively. 
is a fourth root of 1 depending only on δ. Now take some h ∈ M k+1/2 (Γ 0 (4)) E K . We set
Since both Φ 0 and h 0 are fixed by the matrix coefficient e K , there exists some intertwining map i :
where the latter equation is from (6.2). Thus we get that c λ (T ) vanishes unless η
by (6.3) . It follows that
Hence we have h ∈ M + k+1/2 (Γ 0 (4)). The converse of this proposition is an analogue of Proposition 13.3 in [4] . We introduce a different but simpler way to prove it. Before the next proposition, let us put Γ[4d
We can write h in the form h(z) = λ∈o m /(2o m ) h λ (4z) where
by (2.6). Now Lemma 3.1 tells us that (ρ| So we get that ρ(E K )h = h by the definition of E K .
Our first main theorem follows from the two propositions. 
Relations to the Jacobi forms
In this section, we shall construct an isomorphism between the plus space and the space of Jacobi forms for certain restricted weights k. But before that, let us give a brief introduction of the Jacobi forms. For more detail, one can consult [5] and [1] . We use the same notations in the last section and assume m j k j ≡ mn mod 2 and η = −1.
Let G J m+1 (F ) be the subgroup of Sp m+1 (F ) consisting of all matrices whose first column is , respectively. Now we are ready to show our second main result. For any λ ∈ o m /(2o m ), let θ λ be the one as in (8.1). The Heisenberg group H m (A f )∩ ( v<∞ Γ m+1,v ) leaves all the theta functions θ λ fixed. Now assume G is a Jacobi form of weight k + 1. There exist 2 mn uniquely determined holomorphic functions G λ on h G λ (z)θ λ (z, w).
It is known that the function G λ is a Hilbert-Siegel modular form of weight k + 1/2 for some congruence subgroup of Sp m (F ) for every λ. And G is a Jacobi cusp form if and only if every G λ is a cusp form. The space ⊕ λ C·θ λ forms a representation of Γ f by ρ ′ | Γ f . This representation is isomorphic to the Weil representation Ω ψ 1 under the intertwining map θ λ → Φ λ , which is irreducible by Property 2.2. Now since (θ λ ) λ form an orthonormal basis of ⊕ λ C·θ λ and the Weil representation Ω ψ is unitary, the invariance of G under Γ f implies that (ρ| Γ f , ⊕ λ C·h λ ) forms a genuine representation of Γ f which is isomorphic to Ω ψ 1 = Ω ψ 1 = Ω ψ via the intertwining map G λ → Φ λ . Note that the intertwining map is unique up to scalar multiplication due to the irreducibility of Ω ψ . So by the same argument as in the proof of Proposition 7.1, we get λ∈o m /(2o m ) G λ (4z) ∈ M + k+1/2 (Γ 0 (4)).
Conversely, let h(z) = λ h λ (z/4) ∈ M + k+1/2 (Γ 0 (4)) where h λ is given by (7.7). The space ⊕ λ C · h λ (z) forms an irreducible representation of Γ f by ρ| Γ f which is isomorphic to Ω ψ = Ω ψ 1 = Ω ψ 1 via h λ → Φ λ . Hence
Under this condition, we have that λ h λ (z)θ λ (z, w) is invariant under Γ f by (ρ ⊗ ρ ′ )| Γ f according to the basic representation theory. Also, λ h λ (z)θ λ (z, w) is fixed by the actions of H m (A f ) ∩ ( v<∞ Γ m+1,v ) since so are the theta functions θ λ , thus forms a Jacobi form.
We conclude our results in the following theorem. ).
