Abstract. This paper shows how the recently developed fractional fft algorithm (frft) can be used to retrieve option prices from the corresponding characteristic functions. The frft algorithm has the advantage of using the characteristic function information in a more efficient way than the straight fft. Therefore less function evaluations are typically needed and substantial savings in computational time can be made. Two experiments, based on the stochastic volatility and the variancegamma models, illustrate the benefits of using the fractional version of the fft and show that option prices can be delivered up to forty-five times faster without substantial losses of result accuracy.
Introduction
Using the characteristic function in order to price European option contracts has increased immensely in popularity, since the influential paper of Heston (1993) on stochastic volatility. The subsequent papers of Duffie, Pan, and Singleton (2000) and Bakshi and Madan (2000) shed more light on this relationship, and established that the delta and the price of the option can be retrieved by numerical integration. An increasing number of recently developed models for asset prices utilize the characteristic function to price European option contracts, or for the purpose of bond pricing, including the aforementioned stochastic volatility model of Heston (1993) , the jump diffusion stochastic volatility model of Bates (1998) , the affine jump diffusions of Duffie et al. (2000) , the variance-gamma process of Madan, Carr, and Chang (1998) and the garch option pricing model of Heston and Nandi (2000) , inter alia.
Unfortunately, the functions that need to be integrated are usually not sufficiently well behaved around zero, exhibiting singularities. For this reason, it is not straightforward to use the popular Fast Fourier Transform (fft) to speed up the computations. Carr and Madan (1999) show how this problem can be overcome, by considering transforms of the option price itself, rather than using the delta/digital decomposition. In that way, the power of fft can be unleashed to price options in an accurate and efficient way.
The fft is approximating the continuous Fourier transform (cft) with its discrete counterpart (dft), for a carefully chosen vector h = (h j ) . Each f k corresponds to an integral of the form (1.1), computed at a predetermined value of x = x k . In the context of option pricing, Carr and Madan (1999) show that the vector f will contain the option prices that correspond to the log-strike prices kept in x = (x k ) N −1 k=0 . We will denote with δ the grid size of vector u, and with λ the grid size of x.
It is well known Swarztrauber, 1991, 1994; Carr and Madan, 1999) that there is an inverse relationship between the grids sizes δ and λ. It follows that to obtain a fine grid across x, one has to either increase δ thus making the grid across u coarser, or increase the length of the input vector h, effectively padding it with zeros. This can lead to a substantial waste of computational time. In addition, the resulting series will extend well beyond the range of log-prices x that are actually required. As an example, out of the 4096 point fft employed in Carr and Madan (1999) , only 66 of the resulting option prices correspond to strike/spot ratios between 0.80 and 1.20.
In this paper we adapt the methodology of Carr and Madan (1999) in order to use the fractional fft (frft), developed by Bailey and Swarztrauber (1991) . The frft procedure can be used to rapidly compute sums of the form (1.2)
We will denote these sums with D k (h, α). The sums are computed by invoking two normal and one inverse fft procedures. The benefits of using the frft approach is that both grid sizes δ and λ can be chosen independently. Although three fft's are needed instead of just one, the freedom of choosing both grid sizes suffices to save substantial computational time, since the input vectors are typically much shorter. This approach could prove beneficial when a large number of characteristic function evaluations are needed (for example when models are calibrated to observed European prices), or when computing the characteristic function is expensive (for example in some affine models where systems of differential equations have to be solved at each function evaluation). As an illustration, to produce 64 options for the strike range 0.80 to 1.20 one should need three 2 × 64 = 128-point fft's, which decreases the computation time by a factor of about 25, when compared with the Carr and Madan (1999) straight fft methodology. Section 2 shows how the approximation procedure and the application of the frft can be applied to the option pricing problem. An example, based on the Black-Scholes model is also presented. Section 3 compares the frft with the straight fft of Carr and Madan (1999) , in terms of their computation speed and their accuracy. The popular stochastic volatility model of Heston (1993) and the variance-gamma model of Madan et al. (1998) are used as benchmarks for this experiment. Finally, section 4 concludes.
Option pricing with FRFT
When the characteristic function of the log-price is known explicitly, Carr and Madan (1999) show that the call option price for a log-strike price x can be computed as the transform
where γ is a control parameter 1 and ψ is a function of the characteristic function of the log-price ϕ, given by
The integral in equation (2.1) can be approximated using an integration rule, such as Simpson's or the trapezoidal rule, as
The points u j are chosen to be equidistant with grid spacing δ, or u j = jδ. The value of δ should be sufficiently small to approximate the integral well enough, while the value of N δ should be large enough to assume that the characteristic function is equal to zero for u >ū = N δ. In general, the values ψ j are set equal toψ j = ψ(u j )w j , with w's implementing the integration rule. In this paper, the trapezoidal rule is chosen to approximate the integral, and therefore the integration weights are set to w j = 1 2 if j = 0 or j = N − 1, and w j = 1 otherwise. 2 2.1. The FFT approach. Application of the fft will result in a set of integral approximations of the form (2.2), computed for a set (x k ) N −1 k=0 . These values will also be equidistant, with grid spacing equal to λ, and say that we want them to be evenly spread around the at-the-money level of x = 0. Then, the values x k would assume the form x k = − N λ 2 +kλ, for k = 0 · · · N − 1. Now the summation in (2.2) can be written as (2.3)
where in the last summation h j = e i N λ 2 jδψ j δ. Therefore, in order to apply the fft, the procedure should be invoked on the vector h = (h j )
j=0 . The value of the spacing λ is determined from the restriction (contrast equations 1.1 and 2.3)
u It is apparent that out of the three parameters (δ, N and λ) only two can be chosen freely; the third will be determined by the restriction (2.4). Since δ and N are selected to make the integral approximations accurate enough, as discussed above, the value of λ will be inversely proportional to the upper integration bound. The resulting grid spacing might not be sufficiently dense for the purpose of option pricing, with option prices that are computed for log-strike prices x k that are too large or too small to be of interest. In order to reduce the size of the grid one will have to increase the integration upper bound, padding the vector h with zeros. Since the fft is more efficient for values of N that are powers of two, the size of the fft will have to double every time that a higher accuracy is demanded. For example, in the experiments of Carr and Madan (1999) is set equal to 1024 for a 4096 point fft with δ = 0.25. Equation (2.4) gives the corresponding log-strike grid spacing λ = 0.6%. Out of the 4096 option prices that are calculated with this procedure only about 67 will fall within the ±20% log-strike interval, which is relevant for practical applications. This can be very inefficient in terms of computing power. . Therefore a 4096-point grid is used where a 128-point one, integrating over (0, 32), should suffice. Unfortunately, using a 128-point grid would result into λ = 19% which is impractical.
2.2. Application of the FRFT. The fractional fft procedure will rapidly compute sums of the form N −1 j=0 e −i2πkjα h j , for any value of the parameter α. The standard fft can be seen as a special case for α = 1 N . Therefore, the sum
3) can be computed using frft, without the need of imposing the restriction λδ = 2π N . This means that the two grid spacings (among the characteristic function support and among the log-prices) can be chosen independently, with the frft parameter α = δλ. For example, a 128-point frft will integrate the (modified) characteristic function of figure 1 over the interval (0, 32) using the same spacing as the Carr and Madan 4096-point fft. The resulting option prices will be computed for any logprice grid δ that we choose.
2.3. Implementation of FRFT. As discussed in Swarztrauber (1991, 1994) , the fractional transform can be easily implemented by invoking three 2N -point fft procedures. Suppose that we want to compute an Npoint frft on the vector h = (h j ) N −1 j=0 . The following 2N -point vectors have to be defined
Then, the frft is given by
where ⊙ denotes element-by-element vector multiplication. Note that the exponential quantities (e iπj 2 α ) N −1 j=0 do not depend on the actual function that is integrated, and therefore can be pre-computed and stored.
2.4. Example: the Black-Scholes case. The Black-Scholes (bs) model is based on the assumption that the underlying asset, under risk neutrality, follows a geometric Brownian motion
After the normalization S 0 = 1, the (time t) log-price will be normally distributed, with corresponding characteristic function
Thus, following (2.1) the function to be passed to the frft routine will be
In the following example we will assume zero interest rates, volatility σ = 0.30, time to maturity t = 0.25 years, while the dampening parameter is set at γ = 4.00. The real and imaginary parts of ψ(u) are presented in figure 1. One can observe that since ψ decays exponentially, an upper integration bound of 32 should provide a sufficient approximation.
3 A 128-point frft will imply a sampling interval δ = 0.25, which is the same used in the 4096-point Carr-Madan straight fft method. We also request the output to be a vector of option prices computed for strikes between exp{±0.20}, by setting the parameters x 0 = −0.20 and λ = 2×0.20 128 = 0.0031. These choices also imply that the fractional parameter α = δλ 2π = 1.24 × 10 −4 . Let u and x denote the input and output grids, respectively. In order to implement frft, we will need to compute and store the following vectors:
, w = (0.5, 1, 1, · · · , 1, 1, 0.5) , and
3 Formal methods of estimating the upper integration bound are discussed in section 3 and in Lee (2004) . Here, we pickū = 32 to contrast a 128-point frft over (0, 32) with the straight 4096-point fft over (0, 1024), which exhibits the same sampling interval.
Note thatā is equal to a in reverse order, and therefore need not be explicitly computed. The vector of weights w implements the trapezoidal integration rule, and d is used to 'un-dampen' and recover the option prices in the final stage. We now have to compute the fractional transform (⊙ and ⊘ denote element-by-element vector multiplication and division, respectively)
y =ỹ 3 ⊘ a and finally 'un-dampen' vector y to recover the option prices c = y ⊙ d Figure 1 (b) presents the pricing errors of the frft and fft methods. One can readily verify that both methods deliver errors that are virtually zero. It is also worth noting that the speed of the fractional transform is comparable to computing the closed-form bs formula. In particular, the 128-point frft implemented here is only about 20% slower than computing the bs formula for 128 strikes. A 64-point transform delivers prices as fast as the closed form, while a 16-point frft is actually about 20% faster.
2.5. Number of operations under frft. The number of operations needed to perform a standard M -point fft is routinely estimated as M log 2 M . Since one N -point frft will invoke three 2N -point fft procedures, the number of operations will be approximately 6N log 2 (N ). This implies that there exists a critical point at which the two procedures will have similar operation requirements. Figure 2 illustrates this point: it appears that the ratio of the theoretical frft over fft operations is approximately equal to four. Therefore, option pricing using a 256-point frft should demand a similar number of elementary operations as a 1024-point fft. Alternatively, using the frft procedure with vectors smaller than 1024 elements should demand less elementary operations than a 4096-point fft. Figure 3 shows the theoretical and experimental computational benefits of using the frft procedure. The horizontal axis gives the size of an frft procedure, while the vertical axis gives the ratio of fft/frft operations, for three different fft implementations. The graph also presents the results of the experiments of section 3, where various fractional transform were compared to a 4096-point fft. It appears that the theoretical values underestimate the performance of frft for larger transforms (N > 64), and somewhat overestimate the performance for smaller ones (N < 64). Our conjecture is that the theoretical estimates ignore memory allocation, which would inevitably slow down large transforms. The estimates also ignore the time required to setup the various frft vectors, which could be relatively significant for small transforms. In order to compare the pricing and computational performance of the frft to the fft, we use two popular models that admit characteristic functions in closed form: the stochastic volatility (sv) model of Heston (1993) , and the variance-gamma (vg) model of Madan et al. (1998) . The characteristic functions of these models serve as examples of functions that decay exponentially (sv), and hyperbolically (vg).
Option prices were computed for a 'benchmark' parameter set, and for the sets constructed by changing a single parameter to a substantially lower or higher value, as shown in table 1. For each parameter set we focus on the errors over a grid of 31 equidistant strike prices in the ($85, $115) interval around the current price of $100, where the time value effect is more pronounced. Table 1 somewhere here Since these models do not admit readily computed prices in closed form, 4 the 'true' prices were computed using either an adaptive quadrature method to integrate the delta and the exercise probability independently, or an fft with a very wide support and a very dense grid.
5 Three different frft procedures and one 4096-point fft were used to compute option prices, which were then interpolated using a cubic spline, to arrive to the set of strike prices of interest.
3.1. Choice of the auxiliary parameters. In order to implement the transforms, we also have to choose the c.f. grid parameter, δ, and the dampening parameter, γ. In a recent article, Lee (2004) shows how to implement a selection strategy for these parameters, that minimizes the estimated truncation and sampling errors. This strategy is contract dependent, i.e. a different set of parameters is selected for each strike price; in our setting, since we simultaneously compute a vector of option prices, this procedure is not readily applicable. When selecting γ, Lee finds that the optimal values for in-and out-of-the-money contracts vary significantly. In particular, for in-the-money options large negative values for γ are typically used 6 , while for out-of-the-money contracts large positive values of γ are preferred. We found that choosing γ = 4.00 delivers very good results overall.
To select the upper integration bound, one approach would be to use Lee's procedure with respect to the truncation error alone, for different strike prices, and pick the most conservative estimate. We found that since we use more sampling points, a much simpler strategy can deliver faster and accurate results. As with any complex number, both absolute real and imaginary parts of the modified transform ψ(u) are less or equal than its modulus |Re(ψ(u))| ≤ |ψ(u)| , and |Im(ψ(u))| ≤ |ψ(u)| .
Since ψ decays for large u, we can use the modulus |ψ| to find a pointū, such that (3.1) |ψ(u)| ≤ 10 −m , for all u >ū
Since we are not interested in determiningū at a high precision level, we constrain ourselves to integer values, and employ a simple search method that finds the first integer that satisfies (3.1). Apparently, the threshold parameter m could increase as the sampling rate increases. The choices for the pairs (N, m) that we use in section 3 are reported in table 2. As an 5 Where fft was used, a 131072-point fft over the interval [0, 8192] was employed, implying a grid spacing of 1/16 over its support. Where an adaptive quadrature was used, it was set to achieve an estimated accuracy of 10 −7 . 6 Note that when we set γ < 0, we are actually pricing the corresponding put.
example, table 2 also gives the resulting upper integration bounds and grid sizes for the benchmark parameter sets. Table 2 somewhere here One final important observation can be made regarding table 2: In the sv model, the joint increase of the required accuracy and the number of points, result in smaller grid sizes with roughly the same upper integration bound; in contrast, in the vg case we observe higher upper integration bounds and roughly the same sampling grid. This can be intuitively explained by contrasting the exponential decay of sv against the hyperbolic decay of vg. For this reason we chose to increase the parameter m for the sv model at a higher rate, as the transform points increase, relative to vg.
Pricing errors.
The pricing errors for the 4096-point fft and the corresponding frft procedures are reported in tables 3 and 4, for the sv and vg model, respectively. Since every numerical inversion typically takes a fraction of a second, and in order to increase the stability of the reported elapsed time, for each approximation and for each set of parameters 200 Fourier inversions were performed. The following statistics are reported:
K denotes the number of call option prices considered, namely K = 31 for strikes ranging from $85 to $115 in increments of $1. The quantities C CF denote the 'exact' call price computed using the quadrature, while C T denote the call prices computed using the corresponding transform (fft or frft). All errors are reported in terms of 10 −5 (for example 1.23 indicates 1.23×10 −5 ), and all relative errors are given in percentage terms (for example 0.010 indicates 0.010%). The relative gains in computational times are also reported in terms of the fft elapsed time (for example a value of 35 indicates that the frft transform was 35 times faster than the corresponding fft).
3.3. The stochastic volatility model. In this model the dynamics are described by the system of stochastic differential equations
The characteristic function of the sv model takes the exponential affine form ϕ(u) = exp C(u) + D(u)σ 2 0 + iu log S 0 with the functions C and D given in Heston (1993) . The European call option with strike price K and maturity T can then be computed as
where the Delta of the option Π 1 , and the risk neutral exercise probability Π 2 , are integrals of functions based on the characteristic function ϕ.
The parameters used in the calibrations are presented in table 1. Following Carr and Madan (1999) , the grid spacing when using the fft approach is set to 0.25, resulting in a log-strike grid of approximately 0.6. In the frft procedures the two grids can be chosen independently. Therefore, for an N -point frft the grid across log-strike was chosen to be λ =
2×0.20
N , implying a strike grid between exp{±0.20}, which is relatively tight around the strike prices of interest. Table 3 somewhere here   Table 3 presents the pricing errors for the stochastic volatility case. We find that even a very small 16-point frft performs surprising well, delivering prices, for most parameter values, that lie within 0.1% of the theoretical ones. Two notable exceptions occur, where the maturity or the initial volatility is very small. The maximum absolute error reported is $0.0034, which would be sufficient for most practical applications (note that the initial asset price is S 0 = $100, and that the minimum possible bid-ask spread is $0.05). These frft prices are delivered about 45 times faster than their fft counterparts.
As the number of frft points increases, so does the accuracy of the results. A 32-point frft will deliver prices that are of the same order of accuracy as the fft method, in roughly a 1/35 of the time. The 64-point frft produces prices that are virtually indistinguishable from the 4096-point fft ones.
3.4.
The variance-gamma model. The variance-gamma model of Madan et al. (1998) serves as an example of a model that exhibits a hyperbolically decaying characteristic function. The c.f. is given by
Parameter ν is a measure of trading intensity, which controls for the kurtosis of the risk neutral density, while parameter θ controls for the skewness. The parameter values used to assess the accuracy of the frft are given in table 1. As Lee (2004, equation A2 , and section 6.5) shows, the c.f. decays hyperbolically at a rate u
ν . This slow decay has an adverse effect when the time-to-maturity is small (t = 0.10), with the upper integration bound increasing rapidly. In these cases, the threshold parameters m were set at values which are lower than the ones presented in table 2, effectively reducing the integration interval. The pairs (N, m) chosen in these cases were (32, 4), (64, 5) and (128, 6). Table 4 somewhere here Table 4 presents the pricing errors for the variance-gamma specification. Due to the hyperbolic decay of the modified characteristic function ψ, we need to integrate over an interval which is typically wider than the sv ones. In addition, we expect the truncation errors to be somewhat higher. For medium and long dated options, the 32-point fft produces a maximum absolute error of $0.0070, which is still within the one penny bound.
7 For shorter times to maturity, the 32-point frft produces a maximum error of $0.06, which is larger than the minimum $0.05 bid-ask spread. In these cases, and if higher accuracy is required, the 64-point frft will deliver prices that are comparable to the fft ones, in about 1/25 of the time. The maximum absolute difference between the 64-point frft and the fft is about $0.0070.
A 128-point frft produces prices that are equal to their fft counterparts, for most practical applications.
Conclusions and extensions
This paper proposes a new algorithm that inverts the modified characteristic function in order to compute option prices. This algorithm, coined the fractional fft has the advantage of using the characteristic function information in a more efficient way than the straight fft approach. Therefore less function evaluations are typically needed. Experiments, based on the stochastic volatility model of Heston (1993) and the variance-gamma model of Madan et al. (1998) , are used to illustrate the benefits of using the fractional version of the fft. It is found that very small transforms can compute call options up to forty-five times faster than the straight fft of Carr and Madan (1999) , without substantial losses in the accuracy of the results.
The methodology presented here can be modified in order to create fast adaptive procedures that compute Fourier transforms. For example instead of choosing a single valueū that bounds |ϕ(u)| < 10 −m for u >ū, one can choose successive boundsū 1 · · ·ū n with estimated accuracies m 1 · · · m n and compute the corresponding areas piecewise. Another interesting extension would be the modification of the algorithm to cope with two-or multi-dimensional Fourier transforms, used to value spread or correlation contracts; see for example Dempster and Hong (2000) . 
