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We describe the non-associative products on a C∗-algebra A which
convert the Banach space of A into a Banach algebra having
an approximate unit bounded by 1, and determine among them
those which are associative. As a consequence, if such a product
p satisﬁes p(a,b) = p(b,a) and ‖p(a,a)‖ = ‖a‖2, for all
a,b ∈ A and some conjugate-linear vector space involution 
on A, then p is associative. The proof of the above result involves
also a new Gelfand–Naimark type theorem asserting that non-
associative C∗-algebras (deﬁned verbatim as in the associative case,
but removing associativity) are alternative if and only if they have
an approximate unit bounded by 1.
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1. Introduction
The necessity of considering different products on a common Banach space originated in Arens’
early paper [4], where it is shown that, given a Banach algebra A, there are two quite natural ways
to extend the product of A to the bidual A∗∗ of A, that the two products on A∗∗ obtained in these
ways need not coincide, and that none of them is better than the other. Moreover, the coincidence of
the two Arens products on A∗∗ is equivalent to the existence of a separately w∗-continuous bilinear
extension to A∗∗ of the product of A. In this case, the common value of the two Arens products
becomes the unique separately w∗-continuous bilinear extension to A∗∗ of the product of A, and
the Banach algebra A is called Arens-regular. Consequently, since C∗-algebras are Arens-regular, and
the bidual of a C∗-algebra is a von Neumann algebra in a natural way, several authors have been
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algebras and related mathematical models. The starting point in this line of work could be dated in
the Godefroy and Iochum paper [18], whereas, as a relevant recent representative, we could cite the
Blecher and Magajna paper [8].
A nice sample of an automatic w∗-continuity theorem, of special interest in relation to the present
paper, is the following (see [18, Theorem II.1] and its proof).
Theorem 1.1. Let A be a von Neumann algebra, and let p : A × A → A be a bilinear mapping satisfying
(α) ‖p(a,b)‖ ‖a‖‖b‖ for all a,b ∈ A,
(β) p(a,1) = p(1,a) = a for every a ∈ A, where 1 stands for the unit of A.
Then p is separately w∗-continuous.
We proved in [38, Theorem 5.17] that, if A is the von Neumann algebra of all bounded linear
operators on a complex Hilbert space, and if p is as in Theorem 1.1, then there exists a real number
α ∈ [0,1] such that
p(a,b) = αab + (1− α)ba
for all a,b ∈ A. Based on this result, we proved later that, if A and p are as in Theorem 1.1, then there
is a central self-adjoint element ψ ∈ A, with 0ψ  1, such that
p(a,b) = ψab + (1− ψ)ba
for all a,b ∈ A. Indeed, this last result, collected in Corollary 2.8 of the present paper, follows straight-
forwardly from [39, Lemma 1.1] and the implication (i) ⇒ (vi) in [39, Corollary 2.6]. We note that the
result just reviewed contains Theorem 1.1, and that its proof in [39] does not involve the conclusion
in that theorem.
We begin the present paper by showing that, if A and p are as in Theorem 1.1, but if we relax
the requirement (β) in that theorem to the one that there exists a norm-one element u ∈ A such that
p(a,u) = p(u,a) = a for every a ∈ A, or even to the one that
(γ ) there is a net aλ in the closed unit ball of A such that lim p(a,aλ) = lim p(aλ,a) = a for every
a ∈ A,
then p can be also reasonably described (see Corollary 2.6), so that the separate w∗-continuity of
p follows straightforwardly. Even, if we relax in addition the requirement that A is a von Neumann
algebra to the one that A is merely a C∗-algebra, then a (rather more involved) description of the
product p can be given (see Theorem 2.11).
In Section 3, we describe and characterize those bilinear products p, on a C∗-algebra A, which
satisfy requirements (α) and (γ ) above (called approximately norm-unital products throughout the
paper), and which are in fact associative (see Theorem 3.5). Specializations of this result in the par-
ticular case that A is a von Neumann algebra are also discussed (see Corollaries 3.3 and 3.6). Among
the information contained in Theorem 3.5, we emphasize the fact that approximately norm-unital
alternative products on a C∗-algebra are associative.
In Section 4, we introduce non-associative C∗-algebras (deﬁned verbatim as in the associative
case, but removing associativity), and show that non-associative C∗-algebras are alternative if (and
only if) they have an approximate unit bounded by 1 (Theorem 4.7). Since alternative C∗-algebras
are well understood [20,31], the above result can be seen as a non-associative version of the Gelfand–
Naimark theorem. As a consequence, approximately norm-unital non-associative C∗-products on a C∗-
algebra are associative (Corollary 4.9). Section 4 contains also abundant examples of non-associative
C∗-products which are not alternative (see Propositions 4.10 and 4.11, and Remark 4.12).
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JB∗-triples become natural generalizations of C∗-algebras [26]. As a wide generalization of Theo-
rem 1.1, we prove that approximately norm-unital products on a JBW∗-triple (i.e., a JB∗-triple which
is in addition a dual Banach space) are separately w∗-continuous (Theorem 5.2). Moreover, we de-
scribe commutative approximately norm-unital products on an arbitrary JB∗-triple (Theorem 5.3), and
generalize to the new setting most results previously shown for C∗-algebras.
Finally, in Section 6, we show a Banach space description of the closed ideal generated by the
commutators in a C∗-algebra (Theorem 6.1), as well as a Banach space characterization of the associa-
tivity of an alternative C∗-algebra (Theorem 6.2). We note that, given a C∗-algebra A, the closed ideal
of A generated by the commutators (denoted by A0 throughout the paper) had played a relevant role
in the already commented description of associative and non-associative approximately norm-unital
products on A.
2. Non-associative products on C∗-algebras
By a product on a vector space X we mean a bilinear mapping from X × X to X . Now, let X be a
Banach space, and let p be a product on X . We say that p is norm-submultiplicative if the inequality
∥∥p(x, y)∥∥ ‖x‖‖y‖
holds for all x, y ∈ X , and that p is approximately norm-unital if it is norm-submultiplicative, and
there exists a net xλ in the closed unit ball of X such that
lim p(x, xλ) = lim p(xλ, x) = x
for every x ∈ X .
Given a C∗-algebra A, we denote by M(A) the C∗-algebra of multipliers of A, and by Γ (A) the
centre of M(A). The basic machinery to construct approximately norm-unital products on C∗-algebras
is the following.
Proposition 2.1. Let A be a C∗-algebra, let u be a unitary element of M(A), let ψ be a self-adjoint element of
Γ (A) with 0ψ  1, and let p be the product on A deﬁned by
p(a,b) := ψau∗b + (1− ψ)bu∗a
for all a,b ∈ A. Then p is approximately norm-unital.
Proof. Let π be an irreducible representation of A on a complex Hilbert space. Then, noticing
that Γ (A)ker(π) ⊆ ker(π), and that π(A) is a prime C∗-algebra, we ﬁnd a ∗-homomorphism
ϕ : Γ (A) → C such that π(xa) = ϕ(x)π(a) whenever x and a are in Γ (A) and A, respectively, and
hence there exists a real number α ∈ [0,1] such that π(ψa) = απ(a) for every a ∈ A. Therefore, for
all a,b ∈ A we have
∥∥π(p(a,b))∥∥= ∥∥απ(au∗b)+ (1− α)π(bu∗a)∥∥ ‖a‖‖b‖,
and consequently, ‖p(a,b)‖ = supπ ‖π(p(a,b))‖  ‖a‖‖b‖. On the other hand, since A becomes a
C∗-algebra under the product (x, y) → xu∗ y and the involution x → ux∗u, certainly there is an ap-
proximate unit aλ bounded by 1 for the product (x, y) → xu∗ y on A, and, clearly, aλ is also an
approximate unit for p. 
Given two (possibly non-associative) algebras A and B , by a Jordan-homomorphism from B to A
we mean a linear mapping F : B → A such that F (b2) = F (b)2 for every b ∈ B . We take from [39] the
following.
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algebra having an approximate unit bounded by 1, and let F : B → A be a surjective linear isome-
try. Then there exists a unitary element u ∈ M(A), and a surjective isometric Jordan-homomorphism
G : B → A, satisfying F (b) = uG(b) for every b ∈ B .
Fact 2.2 above can be reformulated as follows.
Corollary 2.3. Let A be a C∗-algebra, and let p be an approximately norm-unital product on A. Then there
exists a unitary element u in M(A) such that p(a,a) = au∗a for every a ∈ A.
Proof. Let B stand for the Banach algebra consisting of the Banach space of A and the product p. By
Fact 2.2 applied to the mapping F : x → x from B to A, there exists a unitary element u ∈ M(A), and
a bijective Jordan-homomorphism G : B → A, such that x = uG(x) for every x ∈ A. Therefore, for a ∈ A
we have
p(a,a) = uG(p(a,a))= uG(a)2 = u(u∗a)2 = au∗a,
as desired. 
Let A be a C∗-algebra. If I is a closed ideal of A, and if ψ is in Γ (A), then we have ψ I ⊆ I , and
therefore, with the well-known identiﬁcation between central multipliers and centralizers, we can
consider the restriction mapping Γ (A) → Γ (I). We say that A is boundedly centrally closed if, for
every closed essential ideal I of A, the restriction mapping Γ (A) → Γ (I) is surjective. According to
the implication (ii) ⇒ (vi) in [39, Corollary 2.6], we have the following.
Fact 2.4. Let A be a boundedly centrally closed C∗-algebra, let B be a (possibly non-associative) Ba-
nach algebra, and let G : B → A be a surjective isometric Jordan-homomorphism. Then there exists a
self-adjoint element ψ ∈ Γ (A), with 0ψ  1, such that
G(b1b2) = ψG(b1)G(b2) + (1− ψ)G(b2)G(b1)
for all b1,b2 ∈ B .
Now, we are ready to formulate and prove the main result in this section.
Theorem2.5. Let A be a boundedly centrally closed C∗-algebra, and let p be a product on A. Then the following
assertions are equivalent:
(1) p is approximately norm-unital.
(2) There exists a unitary element u ∈ M(A), and a self-adjoint element ψ ∈ Γ (A) with 0ψ  1, such that
p(a,b) = ψau∗b + (1− ψ)bu∗a
for all a,b ∈ A.
Proof. (1) ⇒ (2): Assume that (1) holds. Then, by Corollary 2.3, there is a unitary element u of M(A)
such that p(a,a) = au∗a for every a ∈ A. Now, let B stand for the Banach algebra consisting of the
Banach space of A and the product p, let Au denote the C∗-algebra consisting of the Banach space
of A, the product (x, y) → xu∗ y, and the involution x → ux∗u, and note that the mapping x → xu∗
becomes a ∗-isomorphism from Au onto A. It follows that Au is boundedly centrally closed, and
that the mapping x → x is a surjective isometric Jordan-homomorphism from B to Au . Therefore, by
Fact 2.4, there exists a self-adjoint element φ of Γ (Au), with 0 φ  u in Au , such that
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for all a,b ∈ A. Finally, putting ψ := φu∗ , assertion (2) follows.
(2) ⇒ (1): By Proposition 2.1. 
Since von Neumann algebras are boundedly centrally closed [3, Example 3.3.1.2], we derive the
following.
Corollary 2.6. Let A be a von Neumann algebra, and let p be a product on A. Then the following assertions are
equivalent:
(1) p is approximately norm-unital.
(2) There exists a unitary element u ∈ A, and a central self-adjoint element ψ ∈ A with 0ψ  1, such that
p(a,b) = ψau∗b + (1− ψ)bu∗a
for all a,b ∈ A.
Consequently, if p is approximately norm-unital, then p is separately w∗-continuous.
As a straightforward consequence of the last conclusion in Corollary 2.6, we get the following wide
reﬁnement of the last conclusion in [18, Theorem II.1].
Corollary 2.7. Let A be a C∗-algebra. Then the natural product of A∗∗ is the unique approximately norm-unital
product on A∗∗ which extends the product of A.
An element u in a vector space X is said to be a unit for a product p on X if the equalities
p(x,u) = p(u, x) = x hold for every x ∈ X . As a straightforward consequence of Corollary 2.6, we
derive the following.
Corollary 2.8. Let A be a von Neumann algebra, and let p be a product on A. Then the following assertions are
equivalent:
(1) p is norm-submultiplicative, and the unit of A is a unit for p.
(2) There exists a central self-adjoint element ψ ∈ A, with 0ψ  1, such that
p(a,b) = ψab + (1− ψ)ba
for all a,b ∈ A.
The following corollary slightly reﬁnes the last conclusion in [18, Theorem II.1].
Corollary 2.9. Let A be a C∗-algebra, and let p be a norm-submultiplicative product on A∗∗ satisfying:
(1) The unit of A∗∗ is a unit for p.
(2) p(a,b) − p(b,a) = ab − ba for all a,b ∈ A.
Then p is the natural product of A∗∗ .
Proof. By the assumption (1) and Corollary 2.8, we have
p(a,b) + p(b,a) = ab + ba
Á. Rodríguez Palacios / Journal of Algebra 347 (2011) 224–246 229for all a,b ∈ A∗∗ , which implies, in view of the assumption (2), that p(a,b) = ab for all a,b ∈ A.
Since p is separately w∗-continuous (by Corollary 2.6), we deduce p(a,b) = ab for all a,b ∈ A∗∗ , as
desired. 
Given a C∗-algebra A, we denote by A0 the closed ideal of A generated by all commutators in A.
Lemma 2.10. Let A be a C∗-algebra, and let u be a unitary element in M(A). Then A0 coincides with the closed
ideal of A generated by the set
S := {au∗b − bu∗a: a,b ∈ A}.
Proof. Let I denote the closed ideal of A generated by S , and note that both A0 and I are ideals of
M(A). Then, for all a,b ∈ A we have
ab − ba = [(au)u∗(bu) − (bu)u∗(au)]u∗ ∈ I,
and hence A0 ⊆ I . Analogously, for all a,b ∈ A we have
au∗b − bu∗a = [(au∗)(bu∗)− (bu∗)(au∗)]u ∈ A0,
and hence I ⊆ A0. 
The above lemma should be kept in mind for a well-understanding of the formulation of Theo-
rem 2.11 immediately below. Given a product p on a vector space X , we denote by pr the product on
X deﬁned by pr(x, y) := p(y, x) for all x, y ∈ X .
Theorem2.11. Let A be a C∗-algebra, and let p be a product on A. Then the following assertions are equivalent:
(1) p is approximately norm-unital.
(2) p is norm-submultiplicative, and 12 (p + pr) is approximately norm-unital.
(3) There exists a unitary element u in M(A), and a self-adjoint element ϕ in the closed unit ball of Γ (A0),
such that
p(a,b) = 1
2
[
au∗b + bu∗a + ϕ(au∗b − bu∗a)]
for all a,b ∈ A.
(4) p is norm-submultiplicative, and there exists a unitary element u in M(A) such that p(a,a) = au∗a for
every a ∈ A.
Proof. (1) ⇒ (2): This is clear.
(2) ⇒ (3): Assume that (2) holds. Put q := 12 (p + pr). Since every continuous product on a C∗-
algebra is Arens-regular (see for example [34]), the third Arens adjoint q∗∗∗ of q is a separately w∗-
continuous product on A∗∗ [4]. Keeping in mind that q is approximately norm-unital, the above im-
plies the existence of a norm-one unit for q∗∗∗ (indeed, take a cluster point in A∗∗ of the approximate
unit for q). Since both q∗∗∗ , p∗∗∗ , and pr∗∗∗ are norm-submultiplicative, and q∗∗∗ := 12 (p∗∗∗ + pr∗∗∗), it
follows from [31, Lemma 1.5] that the unit for q∗∗∗ remains a unit for p∗∗∗ . Therefore, by Corollary 2.6,
there exists a unitary element u ∈ A∗∗ , and a central self-adjoint element ψ ∈ A∗∗ with 0  ψ  1,
such that
p∗∗∗(a,b) = ψau∗b + (1− ψ)bu∗a
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au∗a = p∗∗∗(a,a) = p(a,a) ∈ A,
and hence, by [1, Proposition 4.4], u belongs to M(A). Now, put ρ := 2ψ − 1. Then ρ is a central
self-adjoint element in A∗∗ with ‖ρ‖ 1, and we have
p∗∗∗(a,b) = 1
2
[
au∗b + bu∗a + ρ(au∗b − bu∗a)]
for all a,b ∈ A∗∗ . It follows that ρ(au∗b − bu∗a) lies in A whenever a,b are in A. By invoking
Lemma 2.10, this implies that ρA0 ⊆ A, and hence that
ρA0 = ρA0A0 ⊆ AA0 ⊆ A0.
Now, the mapping ϕ : x → ρx from A0 to A0 is a centralizer on A0, and assertion (3) follows by
keeping in mind the well-known identiﬁcation between centralizers and central multipliers on any
C∗-algebra.
(3) ⇒ (1): Let ϕ ∈ Γ (A0) ⊆ M(A0) and u ∈ M(A) ⊆ A∗∗ be as in (3). Since M(A0) is w∗-dense in
A∗∗0 , and A∗∗0 is a w∗-closed ideal of A∗∗ (up to its identiﬁcation with the bipolar of A0 in A∗∗), ϕ can
be seen as a central self-adjoint element of A∗∗ with ‖ϕ‖ 1, and such that the product q on A∗∗ ,
deﬁned by
q(a,b) := 1+ ϕ
2
au∗b + 1− ϕ
2
bu∗a
for all a,b ∈ A∗∗ , extends p. Therefore, since q is submultiplicative (by Proposition 2.1), so is p. On
the other hand, since A becomes a C∗-algebra under the product (x, y) → xu∗ y, certainly there is
an approximate unit aλ bounded by 1 for the product (x, y) → xu∗ y on A. Clearly, aλ is also an
approximate unit for p.
(3) ⇒ (4): Assume that (3) holds. Then, as a consequence of the implication (3) ⇒ (1) just proved,
p is submultiplicative, and, clearly, the equality p(a,a) = au∗a holds for every a ∈ A, where u is the
unitary element of M(A) given in (3).
(4) ⇒ (2): Let u be as in (4). Then we have p(a,b) + p(b,a) = au∗b + bu∗a for all a,b ∈ A. There-
fore, any approximate unit bounded by 1 for the product (a,b) → au∗b, remains an approximate unit
for 12 (p + pr). 
A product p on a Banach space X is said to be norm-unital if it is norm-submultiplicative, and
there exists a norm-one unit for p. A straightforward consequence of Theorem 2.11 is the following.
Corollary 2.12. Let A be a unital C∗-algebra, and let p be an approximately norm-unital product on A. Then
p is norm-unital, and the unit for p is a unitary element of A.
The following corollary is an almost straightforward consequence of Theorem 2.11. The details of
the proof are left to the reader.
Corollary 2.13. Let A be a C∗-algebra with a unit 1, and let p be a product on A. Then the following assertions
are equivalent:
(1) p is norm-submultiplicative, and 1 is a unit for p.
(2) p is approximately norm-unital, and p(1,1) = 1.
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p(a,b) = 1
2
[
ab + ba+ ϕ(ab − ba)]
for all a,b ∈ A.
(4) p is norm-submultiplicative, and the equality p(a,a) = a2 holds for every a ∈ A.
Remark 2.14.
(a) Let A be a C∗-algebra, let u be a unitary element in M(A), let ϕ be an element in Γ (A0), and let
p = pu,ϕ be the product on A deﬁned by
p(a,b) := 1
2
[
au∗b + bu∗a + ϕ(au∗b − bu∗a)]
for all a,b ∈ A. Then the couple (u,ϕ) is uniquely determined by p. Indeed, regarding ϕ as an
element of A∗∗ , in the way done in the proof of the implication (3) ⇒ (1) in Theorem 2.11, we
have
p∗∗∗(a,b) := 1+ ϕ
2
au∗b + 1− ϕ
2
bu∗a
for all a,b ∈ A∗∗ , and hence u is a unit for p∗∗∗ . Therefore, by the uniqueness of the unit for a
product, u is determined by p. Now, if ϕ′ is an element in Γ (A0) with pu,ϕ′ = p, then we have
(ϕ−ϕ′)(au∗b−bu∗a) = 0 for all a,b ∈ A, so ϕ′ = ϕ (by Lemma 2.10), and so ϕ is also determined
by p.
(b) The implication (1) ⇒ (2) in Theorem 2.5 need not remain true if the assumption that the
C∗-algebra A is boundedly centrally closed is removed, even if A has a unit, the product p is
associative, and the unit of A is a unit for p. Indeed, if A is the unital C∗-algebra in [44, Exam-
ple 2.3], if θ : A → A is the (automatically isometric) bijective Jordan-∗-homomorphism in that
example, and if we put p(a,b) := θ(θ−1(a)θ−1(b)) for all a,b ∈ A, then p is an associative and
norm-submultiplicative product on A, the unit of A is a unit for p, and there is no central ele-
ment ψ ∈ A such that p(a,b) = ψab + (1− ψ)ba for all a,b ∈ A.
(c) Let A be a commutative C∗-algebra. It follows from Theorem 2.11 that the approximately norm-
unital products on A are precisely the mappings of the form (a,b) → u∗ab for some unitary
element u ∈ M(A). Consequently, approximately norm-unital products on A are associative and
commutative.
(d) Now, let A be a prime C∗-algebra. Then M(A0) is also a prime C∗-algebra, and hence Γ (A0) = C.
Therefore, by Theorem 2.11, the approximately norm-unital products on A are precisely the map-
pings of the form (a,b) → αau∗b + (1 − α)bu∗a for some unitary element u ∈ M(A) and some
real number α ∈ [0,1].
3. Associative products on C∗-algebras
In this section, we are going to describe and characterize approximately norm-unital associative
products on C∗-algebras. For elements a,b in any algebra, we put [a,b] := ab − ba. We begin by
proving the following.
Lemma 3.1. Let A be a C∗-algebra. Then A0 coincides with the closed ideal of A generated by the set
T := {[a, [a,b]]: a,b ∈ A}.
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B := A/I is commutative. Let x, y be self-adjoint elements of B . Then we have [x, [x, y]] = 0, and
hence, by [9, Proposition 18.13], the spectral radius of [x, y] is zero. Since i[x, y] is self-adjoint, we
deduce [x, y] = 0. 
Let A be an algebra. We say that A is left (respectively, right) alternative if the equality a2b = a(ab)
(respectively, ab2 = (ab)b) holds for all a,b ∈ A. We say that A is alternative if it is both left and right
alternative.
Theorem3.2. Let A be a boundedly centrally closed C∗-algebra, and let p be a product on A. Then the following
assertions are equivalent:
(1) p is left alternative and approximately norm-unital.
(2) There exists a unitary element u ∈ M(A), and a self-adjoint idempotent e ∈ Γ (A), such that
p(a,b) = eau∗b + (1− e)bu∗a
for all a,b ∈ A.
(3) p is associative and approximately norm-unital.
Proof. (1) ⇒ (2): Assume that (1) holds. Then, since p is approximately norm-unital, the implication
(1) ⇒ (2) in Theorem 2.5 applies, providing us with a unitary element u ∈ M(A), and a self-adjoint
element ψ ∈ Γ (A) with 0ψ  1, such that
p(a,b) = ψau∗b + (1− ψ)bu∗a (1)
for all a,b ∈ A. Therefore, to conclude the proof it is enough to show that the element ψ ∈ Γ (A)
above can be chosen equal to a self-adjoint idempotent. To this end, replacing ψ with ψu, and A
with the C∗-algebra consisting of the Banach space of A and the product (a,b) → au∗b, we can
assume that u is the unit of M(A). Then, since p is left alternative, we derive from the equality (1)
that ψ(1− ψ)[a, [a,b]] = 0 for all a,b ∈ A, and hence, by Lemma 3.1, that ψ(1− ψ)A0 = 0. Now, the
element θ ∈ Γ (A0), deﬁned by θx := ψx for every x ∈ A0, is a self-adjoint idempotent. Put
J := {a ∈ A: aA0 = 0},
let I be the closed essential ideal of A deﬁned by I := A0⊕ J , and let ϑ be the unique element in Γ (I)
extending θ and vanishing on J . Since A is boundedly centrally closed, there exists e ∈ Γ (A) such that
e|I = ϑ . Finally, since ϑ is a self-adjoint idempotent, and the restriction mapping Γ (A) → Γ (I) is an
injective ∗-homomorphism, e becomes the desired self-adjoint idempotent in assertion (2). Indeed,
keeping in mind the equality (1) with u = 1, for a,b ∈ A we have
p(a,b) = 1
2
(ab + ba) + 2ψ − 1
2
[a,b] = 1
2
(ab + ba) + 2e − 1
2
[a,b] = eab + (1− e)ba.
(2) ⇒ (3): Assume that (2) holds. Then the associativity of p is straightforward, whereas the fact
that p is approximately norm-unital follows from Proposition 2.1.
(3) ⇒ (1): This is clear. 
Corollary 3.3. Let A be a von Neumann algebra, and let p be a product on A. Then the following assertions are
equivalent:
(1) p is left alternative and approximately norm-unital.
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p(a,b) = eau∗b + (1− e)bu∗a
for all a,b ∈ A.
(3) p is associative and approximately norm-unital.
JB∗-algebras are deﬁned as those complete normed Jordan complex algebras A endowed with a
conjugate-linear algebra involution ∗ satisfying ‖Ux(x∗)‖ = ‖x‖3 for every x in A, where, for x in A,
the operator Ux : A → A is deﬁned by Ux(y) := 2x◦(x◦ y)−x2 ◦ y for every y ∈ A. It is straightforward
that C∗-algebras are JB∗-algebras under the Jordan product
x ◦ y := 1
2
(xy + yx). (2)
Moreover, we have the following converse.
Fact 3.4. (See [35, Theorem 2].) Let B be a complex associative algebra, and assume that the vector
space of B , endowed with the product (2) above, becomes a JB∗-algebra for a suitable norm and a
suitable involution. Then B , with the same norm and involution, is a C∗-algebra.
Let X be a Banach space. We denote by BX the closed unit ball of X , and by P(X) the Banach
space of all continuous products on X . By a geometrically unitary element of X (respectively, by a
vertex of BX ) we mean a norm-one element u ∈ X such that the dual space X∗ equals the linear hull
of D(X,u) (respectively, such that D(X,u) separates the points of X ). Here D(X,u) stands for the set
of all functionals f ∈ BX∗ satisfying f (u) = 1. We note that geometrically unitary elements of X are
vertices of BX , and that vertices of BX are extreme points of BX . Now assume that X is complex. By
an associative C∗-product on X we mean a product p on X such that X , endowed with the product
p and a suitable involution, becomes a C∗-algebra.
Now we are ready to formulate and prove the main result of this section.
Theorem 3.5. Let A be a C∗-algebra, and let p be a product on A. Then the following assertions are equivalent:
(1) p is approximately norm-unital and left alternative.
(2) p is approximately norm-unital and associative.
(3) p is associative (continuity of p is not required), and its associated Jordan product 12 (p + pr) is approxi-
mately norm-unital.
(4) p is an associative C∗-product on A.
(5) p is both approximately norm-unital and a geometrically unitary element of P(A).
(6) p is both approximately norm-unital and a vertex of BP(A) .
(7) p is both approximately norm-unital and an extreme point of BP(A) .
(8) There exists a unitary element u in M(A), and a self-adjoint unitary element ϕ in Γ (A0), such that
p(a,b) = 1
2
[
au∗b + bu∗a + ϕ(au∗b − bu∗a)]
for all a,b ∈ A.
Proof. The implications (2) ⇒ (3) and (5) ⇒ (6) ⇒ (7) are clear.
(1) ⇒ (2): Assume that (1) holds. Then, as it happens with any continuous product on A, p∗∗∗ is
separately w∗-continuous. Therefore, since the left alternative identity is 3-linearizable, p∗∗∗ is left
alternative. On the other hand, since p is in fact approximately norm-unital, we know that p∗∗∗ is
norm-unital. It follows from Corollary 3.3 that p∗∗∗ (and hence p) is associative.
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the vector space of A and the product p. By Corollary 2.3 (with q := 12 (p + pr) instead of p), there
exists a unitary element u in M(A) such that q(a,b) = 12 (au∗b + bu∗a) for all a,b ∈ A. This easily
implies that the vector space of B , endowed with the product q, the norm of A, and the involution
x → ux∗u, becomes a JB∗-algebra. By Fact 3.4, p is an associative C∗-product on A.
(4) ⇒ (5): Assume that (4) holds. Then, clearly, p is approximately norm-unital. On the other hand,
by [23, Theorem 1.1] and [29, Theorem 3.2], p is a geometrically unitary element of P(A).
(7) ⇒ (8): Let C stand for the self-adjoint part of Γ (A0). Assume that (7) holds. Then, since p
is approximately norm-unital, Theorem 2.11 applies, providing us with a unitary element u ∈ M(A)
and some ϕ ∈ BC such that, with the notation in Remark 2.14(a), we have p = pu,ϕ . Now note that
the extreme points of BC are the unitary elements in C [42, Proposition 1.6.3], and that, thanks to
Remark 2.14(a), the mapping ρ → pu,ρ is an aﬃne bijection from BC to the convex subset F of P(A)
deﬁned by F := {pu,ρ : ρ ∈ BC }. Since p ∈ F ⊆ BP(A) (the inclusion being true by the implication
(3) ⇒ (1) in Theorem 2.11), and p is an extreme point of BP(A) , it follows that ϕ must be a unitary
element in C .
(8) ⇒ (1): Assume that (8) holds. Then, by the implication (3) ⇒ (1) in Theorem 2.11, p is approx-
imately norm-unital. On the other hand, noticing that ϕ(ax) = a(ϕx) and ϕ(xa) = (ϕx)a whenever a
and x are in A and A0, respectively, the associativity of p follows after a straightforward but tedious
calculation. But associative products are left alternative. 
Equivalences (2) ⇔ (4) and (4) ⇔ (7) in the above theorem are reformulations of [39, Corol-
lary 1.3] and [39, Theorem 3.1], respectively.
Let X be a dual Banach space (with complete predual denoted by X∗). Then P(X) becomes
naturally a dual Banach space (with predual equal to the complete projective tensor product
X ⊗̂π X ⊗̂π X∗). Now let u be a norm-one element of X . We say that u is a w∗-vertex of BX if
D(X,u) ∩ X∗ separates the points of X , and that u is a w∗-unitary element of X if X∗ equals the
linear hull of D(X,u) ∩ X∗ .
Corollary 3.6. Let A be a von Neumann algebra, and let p be an approximately norm-unital product on A.
Then the following assertions are equivalent:
(1) p is associative.
(2) p is a w∗-unitary element of P(A).
(3) p is a w∗-vertex of BP(A).
Proof. (1) ⇒ (2): By the implication (2) ⇒ (4) in Theorem 3.5, and [41, Corollary 5.10].
(2) ⇒ (3): This is clear.
(3) ⇒ (1): Keeping in mind that w∗-vertices are vertices, this follows from the implication
(6) ⇒ (2) in Theorem 3.5. 
Another (now straightforward) consequence of Theorem 3.5 is the following.
Corollary 3.7. Let A be a C∗-algebra with a unit 1, and let p be a product on A. Then the following assertions
are equivalent:
(1) p is associative and norm-submultiplicative, and 1 is a unit for p.
(2) There exists a self-adjoint unitary element ϕ in Γ (A0) such that
p(a,b) = 1
2
[
ab + ba+ ϕ(ab − ba)]
for all a,b ∈ A.
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unital associative products on A are precisely the mappings of the form (a,b) → au∗b or (a,b) → bu∗a
for some unitary element u ∈ M(A).
4. Non-associative C∗-products
In this section, we involve in our development the non-associative Vidav–Palmer theorem [33,
Theorem 12] and the unital non-associative Gelfand–Naimark theorem [32, Theorem 14]. As a ﬁrst
consequence of the last quoted theorem and Theorem 3.5, we get the following.
Corollary 4.1. Let A be a C∗-algebra, let u be in A, let  be a conjugate-linear vector space involution on A,
and let p be a norm-submultiplicative product on A such that u = u, u is a unit for p, and ‖p(a,a)‖ = ‖a‖2
for every a ∈ A. Then p is an associative C∗-product on A. Moreover A has a unit, u is a unitary element of A,
 is the mapping a → ua∗u, and there exists a self-adjoint unitary element ϕ in Γ (A0) such that
p(a,b) = 1
2
[
au∗b + bu∗a + ϕ(au∗b − bu∗a)]
for all a,b ∈ A.
Proof. First of all, we note that our assumptions imply that ‖u‖ = 1, and hence that p is norm-unital.
Then, by the unital non-associative Gelfand–Naimark theorem, p is alternative and the equality
p(a,b) = p(b,a)
holds for all a,b ∈ A. Since p is alternative and norm-unital, the implication (1) ⇒ (4) in Theorem 3.5
applies, giving us that the Banach space of A endowed with the product p is a C∗-algebra (say B).
Now, regarding the product of A as an approximately norm-unital product on B , and applying Corol-
lary 2.12, we get that A has a unit, and hence that M(A) = A. Therefore, by the implication (4) ⇒ (8)
in Theorem 3.5, and the uniqueness of the unit for a product, u becomes a unitary element of A, and
there exists a self-adjoint unitary element ϕ in Γ (A0) such that
p(a,b) = 1
2
[
au∗b + bu∗a + ϕ(au∗b − bu∗a)]
for all a,b ∈ A. Finally, note that both  and a → ua∗u are involutions on A converting B into a
C∗-algebra. 
Replacing in the above proof [32, Theorem 14] with [12, Theorem 1], we realize that the conclusion
in Corollary 4.1 remains true if we relax the assumption ‖p(a,a)‖ = ‖a‖2 to the one ‖p(a,a)‖ =
‖a‖‖a‖, but we require that dim(A) = 2. Moreover, in the exceptional case that dim(A) = 2, the
unique part of the conclusion in Corollary 4.1 which could fail is the one relative to the description
of . Indeed, putting a := ua∗u, the choice = becomes a possibility for , but there are more
possibilities, namely those of the form a = a + f (a)u, where f is any linear form on A such that
f (u) = 0 and f (a) = − f (a).
Now we begin the proof of the main result in this section, namely Theorem 4.7 below.
Lemma 4.2. Let A be a (possibly non-associative) complex Banach algebra, and let aλ be an approximate unit
bounded by 1 in A. Consider A∗∗ as a Banach algebra under the Arens product, and let 1 be a w∗-cluster point
in A∗∗ of the net aλ . Then we have 1a = a for every a ∈ A, and a1= a for every a ∈ A∗∗ . Consequently, C1+ A
becomes a subalgebra of A∗∗ with a unit. Moreover, for α ∈ C and a ∈ A, we have ‖α1+ a‖ = lim‖αaλ + a‖.
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product on A∗∗ is w∗-continuous in its ﬁrst variable and w∗-continuous in the second one when the
ﬁrst variable is ﬁxed in A. Now, let α and a be in C and A, respectively. Then, for b in the closed unit
ball of A, we have
∥∥b(α1+ a)∥∥= ‖αb + ba‖ = lim∥∥b(αaλ + a)∥∥ lim inf‖αaλ + a‖.
Since the closed unit ball of A is w∗-dense in the closed unit ball of A∗∗ , and the operator
b → b(α1 + a) from A∗∗ to A∗∗ is w∗-continuous, and closed balls in A∗∗ are w∗-closed, we ac-
tually have ‖b(α1+ a)‖ lim inf‖αaλ + a‖ for every b in the closed unit ball of A∗∗ . In particular, by
taking b = 1, we derive ‖α1+ a‖ lim inf‖αaλ + a‖. On the other hand, for every λ we have
‖αaλ + a‖
∥∥αaλ + a − (α1+ a)aλ∥∥+ ∥∥(α1+ a)aλ∥∥ ‖a − aaλ‖ + ‖α1+ a‖,
and hence limsup‖αaλ + a‖ ‖α1+ a‖. 
Corollary 4.3. Let A be a (possibly non-associative) complex Banach algebra such that A∗∗ , endowed with the
Arens product, has a unit 1, and let aλ be any approximate unit bounded by 1 in A. Then, for α ∈ C and a ∈ A,
we have ‖α1+ a‖ = lim‖αaλ + a‖.
Proof. Let 1′ be a w∗-cluster point of the net aλ in A∗∗ . By the ﬁrst conclusion in Lemma 4.2, we
have 1′ = 11′ = 1. Now, apply the last conclusion in Lemma 4.2. 
JB-algebras are deﬁned as those complete normed Jordan real algebras A satisfying ‖x‖2 
‖x2 + y2‖ for all x, y in A. The basic reference for the theory of JB-algebras is the book of H. Hanche-
Olsen and E. Stormer [19]. The space of all self-adjoint bounded linear operators on a complex Hilbert
space, endowed with the product x ◦ y := 12 (xy+ yx), becomes an illustrative example of a JB-algebra.
As in this particular case, every JB-algebra A is endowed with a natural order such that every positive
element a ∈ A has a unique positive square root (denoted by √a).
Lemma 4.4. Let A be a JB-algebra. Then A has an approximate unit aλ bounded by 1 and such that a2λ is also
an approximate unit for A.
Proof. Let Λ stand for the set of all positive elements in the open unit ball of A. Then Λ is a directed
set, and the net {λ}λ∈Λ is an approximate unit for A (see [19, Proposition 3.5.4] and its proof). Now,
for λ ∈ Λ, put aλ :=
√
λ, and note that λ 
√
λ ∈ Λ. It follows that {aλ}λ∈Λ is an approximate unit
for A. 
Following [43, p. 141], we deﬁne non-commutative Jordan algebras as those algebras A satisfying
the Jordan identity (ab)a2 = a(ba2) and the ﬂexibility condition (ab)a = a(ba). Given an element a in
a non-commutative Jordan algebra A, we denote by Ua the mapping b → a(ab + ba) − a2b from A
to A. By a non-commutative JB∗-algebra we mean a non-commutative Jordan complex Banach algebra
A with a conjugate-linear algebra involution ∗ satisfying ‖Ua(a∗)‖ = ‖a‖3 for every a in A. Let A be a
non-commutative JB∗-algebra. Then, as happened in the particular case that A was a C∗-algebra, A is
a (commutative) JB∗-algebra under the product x◦ y := 12 (xy+ yx). Therefore, the self-adjoint part Asa
of A becomes a JB-algebra under the product ◦ above [19, Proposition 3.8.2]. Moreover, according to
[31, Theorem 1.7], the bidual of A, endowed with the Arens product and the second transpose of the
involution of A, becomes a unital non-commutative JB∗-algebra.
Lemma 4.5. Let A be a non-commutative JB∗-algebra such that ‖a∗a‖ = ‖a‖2 for every a ∈ A. Then A is
alternative.
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for the JB-algebra Asa remains an approximate unit for A. Now, let aλ be the approximate unit of
Asa given by Lemma 4.4. Then, both aλ and a2λ are approximate units bounded by 1 for A. Therefore,
invoking Corollary 4.3, for α ∈ C and a ∈ A, we have
‖α1+ a‖2 = lim‖αaλ + a‖2 = lim
∥∥(αaλ + a)∗(αaλ + a)∥∥
= lim∥∥|α|2a2λ + αaλa + αa∗aλ + a∗a∥∥= lim∥∥|α|2a2λ + αa + αa∗ + a∗a∥∥
= ∥∥|α|21+ αa + αa∗ + a∗a∥∥= ∥∥(α1+ a)∗(α1+ a)∥∥.
By the unital non-associative Gelfand–Naimark theorem [32, Theorem 14], the algebra C1 + A (and
hence A) is alternative. 
Let X be a complex Banach space, and let u be a norm-one element in X . It is well known that,
for x ∈ X , the equality
lim
r→0+
‖u + rx‖ − 1
r
=max{( f (x)): f ∈ D(X,u)} (3)
holds (see for example [15, Theorem V.9.5]). We denote by H(X,u) the closed real subspace of X
consisting of those elements h ∈ X such that f (h) ∈ R for every f ∈ D(X,u).
Now we prove a non-unital version of [32, Theorem 14].
Proposition 4.6. Let A be a (possibly non-associative) complex Banach algebra endowed with a conjugate-
linear vector space involution ∗ such that ‖a∗a‖ = ‖a‖2 for every a ∈ A, and assume that A has an approximate
unit aλ bounded by 1 and consisting of ∗-invariant elements. Then A is alternative, and the equality (ab)∗ =
b∗a∗ holds for all a,b ∈ A.
Proof. Let h be a ∗-invariant element of A, and let r be a positive real number. Invoking Lemma 4.2,
we have
‖1+ irh‖2 = lim‖aλ + irh‖2 = lim
∥∥(aλ + irh)∗(aλ + irh)∥∥
= lim∥∥a2λ + iraλh − irhaλ + r2h2∥∥= lim∥∥a2λ + r2h2∥∥ 1+ r2∥∥h2∥∥,
and hence
lim
r→0+
‖1+ irh‖ − 1
r
 lim
r→0+
√
1+ r2‖h2‖ − 1
r
= 0.
Replacing h with −h, and applying the equality (3), we deduce that h lies in H(B,1), where B stands
for the Banach algebra C1+ A. Now, since h is an arbitrary ∗-invariant element of A, we derive that
B = H(B,1) + iH(B,1). Therefore, by the non-associative Vidav–Palmer theorem [33, Theorem 12], B
is a non-commutative JB∗-algebra for the involution
(α1+ a)∗′ := α1+ a∗. (4)
(We note that, in the dangerous case that 1 lies in A, writing 1 = h + ik with h and k ∗-invariant
elements of A, and recalling that ∗-invariant elements of A belong to H(A,1), we get 1−h ∈ H(A,1)∩
iH(A,1) = 0, so 1∗ = 1, and so (4) becomes a good deﬁnition.) Now, clearly, A is a non-commutative
JB∗-algebra for the involution ∗, and the proof is concluded by applying Lemma 4.5. 
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endowed with a conjugate-linear algebra involution ∗ satisfying ‖a∗a‖ = ‖a‖2 for every a ∈ A. Now
we can formulate and prove the main result in this section.
Theorem 4.7. Let A be a non-associative C∗-algebra. Then A is alternative if and only if A has a bounded
approximate unit bounded by 1.
Proof. Assume that there exists an approximate unit aλ bounded by 1 in A. Then, since ∗ is an
isometric algebra involution on A, 12 (aλ + a∗λ) becomes a bounded approximate unit bounded by 1
and consisting of ∗-invariant elements. Therefore, by Proposition 4.6, A is alternative.
Now, assume that A is alternative. Then, by [31, Proposition 1.3], A is a non-commutative JB∗-
algebra. Therefore, by [24, Corollary 1.4], A has an approximate unit bounded by 1. 
Since alternative commutative complex algebras are associative [47, Corollary 7.1.2], we derive the
following.
Corollary 4.8. Commutative (associative) C∗-algebras are precisely those commutative non-associative C∗-
algebras having an approximate unit bounded by 1.
By a non-associative C∗-product on a complex Banach space X we mean a product p on X such
that X endowed with the product p becomes a non-associative C∗-algebra (for some involution). Now,
combining Theorems 4.7 and 3.5, we get the following.
Corollary 4.9. Approximately norm-unital non-associative C∗-products on a C∗-algebra are associative.
The remaining part of this section is devoted to show the abundance of non-associative C∗-
products which are not approximately norm-unital. To this end, we begin by remarking that non-
associative C∗-products have an “isotopy type” stability property. Namely, given a C∗-product p on
a complex Banach space X , and surjective linear isometries F ,G from X to X preserving the in-
volution associated to p, the product q on X deﬁned by q(x, y) := F (p(Gx,Gy)) becomes a new
non-associative C∗-product for the same involution. As a matter of fact, isotopies of non-associative
C∗-products need not preserve alternativity. As a ﬁrst simple consequence of this pathology, com-
mutative non-associative C∗-products on a commutative C∗-algebra A need not be approximately
norm-unital. Indeed, taking A := C2, and putting
p
(
(λ1, λ2), (μ1,μ2)
) := (λ2μ2, λ1μ1),
p becomes a non-unital commutative C∗-product on A relative to the natural involution of A. Actually,
most C∗-algebras have non-associative C∗-products which are not approximately norm-unital. Indeed,
we have the following.
Proposition 4.10. Let A be a C∗-algebra. Then the following conditions are equivalent:
(1) All non-associative C∗-products isotopic to the natural C∗-product of A are approximately norm-unital.
(2) The identity mapping on A is the unique ∗-automorphism of A.
(3) A = C0(Ω) for some Hausdorff locally compact topological spaceΩ such that there is no homeomorphism
from Ω onto Ω other than the identity.
Proof. (1) ⇒ (2): Let F be a ∗-automorphism of A, and let p stand for the product on A deﬁned
by p(a,b) := F (ab). Then p is a non-associative C∗-product isotopic to the natural C∗-product of A.
Therefore, by the assumption (1) and Corollary 4.9, p is associative. This means that F (ab)c = aF (bc)
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and so F (a) = a, i.e. F is the identity mapping on A.
(2) ⇒ (3): Let u be a unitary element of M(A). Then a → uau∗ is a ∗-automorphism of A, and
hence, by the assumption (2), we have uau∗ = a for every a ∈ A, so that u belongs to the centre
of M(A). Since u is an arbitrary unitary element of M(A), we deduce that M(A) (and hence A)
is commutative. Now we have A = C0(Ω) for some Hausdorff locally compact topological space Ω .
Finally, since different homeomorphisms from Ω onto Ω give rise to different ∗-automorphisms of A,
a new application of the assumption (2) assures that condition (3) holds.
(3) ⇒ (1): Assume that condition (3) holds. Then by Stone theorem, the linear isometries from A
onto A preserving ∗ are precisely the mappings of the form a → ua, where u runs over the set of all
self-adjoint unitary elements of M(A). Therefore, the non-associative C∗-products isotopic to the nat-
ural C∗-product of A are of the form (a,b) → uab, with u as above, which are clearly approximately
norm-unital. 
According to [16, p. 196], the ﬁrst example of a Hausdorff compact topological space not reduced
to a point, and having no homeomorphism onto itself, is due to A. Pelczynski, who communicated
it to W.J. Davis to be included at the end of [13]. For recent progresses on this topic, the reader is
referred to [28].
Let X be a nonzero Banach space over the ﬁeld K of real or complex numbers, and let p be
a product on X . We say that p is absolute-valued if the equality ‖p(x, y)‖ = ‖x‖‖y‖ holds for all
x, y ∈ X . If p is absolute-valued, then any (possibly unbounded) approximate unit for p is a Cauchy
net, and hence gives rise to a unit for p. Therefore, as consequence of the celebrated non-commutative
Urbanik–Wright theorem (see for example [40, Theorem 2.1]), there are approximately norm-unital
absolute-valued products on X if an only if X is the Euclidean space of dimension 1, 2, 4, or 8
(if K = R), or X = C (if K = C). Now assume that K = C. Then absolute-valued products on X
can exist only if dim(X) = 1 or ∞ [40, 2.8], and, as remarked above, in the last case they cannot
be approximately norm-unital. If the product p on X is absolute-valued, and if ∗ is any isometric
conjugate-linear involution on X satisfying p(x, y)∗ = p(y∗, x∗) for all x, y ∈ X , then, clearly, p is a
non-associative C∗-product on X . Products obtained in this way will be called absolute-valued C∗-
products.
Proposition 4.11. Let H be an inﬁnite-dimensional complex Hilbert space, and let A stand for the C∗-algebra
of all bounded linear operators on H. Then there exists an absolute-valued C∗-product on A (whose associated
involution is the natural involution of A).
Proof. Consider the Hilbert tensor product H ⊗̂ H , take a surjective linear isometry F : H ⊗̂ H → H ,
and let G be the unique bounded linear operator on H ⊗̂ H such that G(x⊗ y) = y⊗ x for all x, y ∈ H .
Given a,b ∈ A, let us denote as usual by a ⊗ b the unique bounded linear operator on H ⊗̂ H such
that (a ⊗ b)(x⊗ y) = ax⊗ by for all x, y ∈ H , and deﬁne a product p on A by the equality p(a,b) :=
FG(a ⊗ b)F ∗ . Then we have ‖p(a,b)‖ = ‖a‖‖b‖ for all a,b ∈ A. Moreover, noticing that G∗ = G , and
that for a,b ∈ A we have (a⊗ b)∗ = a∗ ⊗ b∗ and G(a⊗ b) = (b⊗a)G , we straightforwardly realize that
p(a,b)∗ = p(b∗,a∗). 
Remark 4.12.
(a) Let K be a Hausdorff compact topological space such that there is a surjective continuous function
f : K → K × K (for example, K = [0,1]), and let A stand for the C∗-algebra of all complex-valued
continuous functions on K . Let π1,π2 : K × K → K be the coordinate functions, and deﬁne a
product p on A by the equality p(a,b)(t) := a[π1( f (t))]b[π2( f (t))] for every t ∈ K . Then p be-
comes an absolute-valued C∗-product on A whose associated involution is the natural involution
of A.
(b) Keeping in mind part (a) of the present remark, and arguing as in the proof of [6, Theorem 2.11],
we realize that every complex Banach space X can be linearly and isometrically imbedded into
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(c) Non-associative C∗-product can exist on some complex Banach spaces which do not underlie
any alternative C∗-algebra. This is the case, for example, of the complex space X := p(I), for
every inﬁnite set I , and 1 p < ∞. Indeed, since X is inﬁnite-dimensional and has the Radon–
Nikodym property, it cannot underlie any alternative C∗-algebra [5, Proposition 3.2]. On the other
hand, considering the free non-associative monad M generated by I [22, p. 24], by the universal
property of M , there exists a unique mapping ∗ : M → M ﬁxing the elements of I and satisfy-
ing (m1m2)∗ = m∗2m∗1 for all m1,m2 ∈ M , and moreover this mapping becomes involutive. Then,
thinking about the free complex vector space Y generated by M , extending to Y the product of
M (by bilinearity) and ∗ (by conjugate linearity), ∗ remains involutive on Y , and the equality
(yz)∗ = z∗ y∗ holds for all y, z ∈ Y . Moreover, endowing Y with the p-norm
∥∥∥∥ ∑
m∈M
λmm
∥∥∥∥ :=
( ∑
m∈M
|λm|p
) 1
p
,
we have ‖y∗‖ = ‖y‖ for every y ∈ Y , and, keeping in mind that the mapping (m1,m2) →m1m2
from M×M to M is injective [22, lemma on p. 24], we realize that ‖yz‖ = ‖y‖‖z‖ for all y, z ∈ Y .
Finally, passing to the completion of (Y ,‖ · ‖), extending the product and the involution by con-
tinuity, and noticing that I and M have the same cardinal number, we see that, in fact, X has an
absolute-valued C∗-product.
(d) As a consequence of part (c) of the present remark, every inﬁnite-dimensional complex Hilbert
space has a non-associative C∗-product. Could we say the same in the ﬁnite-dimensional case?
5. Non-associative products on JB∗-triples
JB∗-triples are deﬁned as those complex Banach spaces X endowed with a continuous triple prod-
uct {· · ·} : X × X × X → X which is linear and symmetric in the outer variables, and conjugate-linear
in the middle variable, and satisﬁes:
(1) For all x in X , the mapping y → {xxy} from X to X is a hermitian operator on X (in the sense of
[9, Deﬁnition 10.12]) and has nonnegative spectrum.
(2) The equality
{
ab{xyz}}= {{abx}yz}− {x{bay}z}+ {xy{abz}}
holds for all a,b, x, y, z in X .
(3) ‖{xxx}‖ = ‖x‖3 for every x in X .
We recall that non-commutative JB∗-algebras, already introduced in Section 4, are (commutative)
JB∗-algebras under the product
x ◦ y := 1
2
(xy + yx). (5)
Moreover, JB∗-algebras become JB∗-triples under the triple product
{xyz} := x ◦ (y∗ ◦ z)+ z ◦ (y∗ ◦ x)− (x ◦ z) ◦ y∗ (6)
(see [10,46]). We will apply several times in what follows the following.
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JB∗-algebra (for some involution) if and only if it is linearly isometric to a JB∗-triple and has an
approximate unit bounded by 1.
By a JBW∗-triple (respectively, a non-commutative JBW∗-algebra) we mean a JB∗-triple (respec-
tively, a non-commutative JB∗-algebra) which is in addition a dual Banach space. Now, we are ready
to prove the following wide generalization of Theorem 1.1.
Theorem 5.2. Let X be a JBW∗-triple, and let p be an approximately norm-unital product on X. Then p is
separately w∗-continuous.
Proof. Let A stand for the Banach algebra consisting of the Banach space of X and the product p.
By Fact 5.1, A is a non-commutative JBW∗-algebra. Therefore, by [31, Theorem 3.5], p is separately
w∗-continuous. 
Let X be a JB∗-triple. Unitary elements of X are deﬁned as those elements u of X satisfying
{u{uxu}u} = x for every x ∈ X . We recall that the bidual X∗∗ of X is a JB∗-triple under a triple product
extending that of X [14], and that the set
M(X) := {x ∈ X∗∗: {xX X} ⊆ X}
is a JB∗-subtriple of X∗∗ containing X as an essential triple ideal [11]. The JB∗-triple M(X) just deﬁned
is called the multiplier JB∗-triple of X .
Theorem 5.3. Let X be a JB∗-triple, and let p be a product on X. Then the following assertions are equivalent:
(1) p is commutative and approximately norm-unital.
(2) There exists a unitary element u in M(X) such that p(x, y) = {xuy} for all x, y ∈ X.
Proof. (1) ⇒ (2): Assume that (1) holds. Let A stand for the Banach algebra consisting of the Banach
space of X and the product p. Then, by Fact 5.1, A is a JB∗-algebra. Therefore, by [46, Theorem 6],
A∗∗ is a unital JB∗-algebra for some product and involution extending those of A. Let u denote the
unit of A∗∗ . Since A∗∗ = X∗∗ as Banach spaces, and the triple product of any JB∗-triple is uniquely
determined by its underlying Banach space [26, Proposition 5.5], it follows from the equality (6) that
u is a unitary element of M(X), and that p(x, y) = {xuy} for all x, y ∈ X .
(2) ⇒ (1): Assume that (2) holds. Then, clearly, p is commutative and, by [17, Corollary 3], it is
norm-submultiplicative. Keeping this in mind, it is routine that the Banach algebra consisting of the
Banach space of X , the product p, and the involution x → {uxu}, becomes a JB∗-algebra. Therefore, by
Fact 5.1, p is approximately norm-unital. 
Let A be a C∗-algebra. It is easily seen that, if A has a unitary element in the JB∗-triple sense,
then A has a unit, and unitary elements in the JB∗-triple sense coincide with unitary elements in the
usual C∗-algebra meaning. Moreover, as a consequence of [25, Proposition 5.7], multipliers on A in
the JB∗-triple sense coincide with multipliers on A in the usual C∗-algebra meaning. Therefore, the
following result becomes a JB∗-triple version of Theorem 2.11.
Corollary 5.4. Let X be a JB∗-triple, and let p be a product on X. Then the following assertions are equivalent:
(1) p is approximately norm-unital.
(2) p is norm-submultiplicative, and 12 (p + pr) is approximately norm-unital.
(3) p is norm-submultiplicative, and there exists a unitary element u in M(X) such that p(x, x) = {xux} for
every x ∈ X.
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(2) ⇒ (3): Apply the implication (1) ⇒ (2) in Theorem 5.3, with 12 (p + pr) instead of p.
(3) ⇒ (1): Assume that (3) holds. Put q := 12 (p+ pr), and note that q(x, y) = {xuy} for all x, y ∈ X .
By the implication (2) ⇒ (1) in Theorem 5.3, and Fact 5.1, the Banach algebra consisting of the Banach
space of X and the product q is a JB∗-algebra. Therefore, by [36, Corollary 1.2], the Banach algebra
consisting of the Banach space of X and the product p is a non-commutative JB∗-algebra. Finally,
again by Fact 5.1, p is approximately norm-unital. 
A C∗-algebra has a unit if and only if its closed unit ball has extreme points [42, Theorem 1.6.1].
Therefore, the following result becomes a JB∗-triple version of Corollary 2.12.
Corollary 5.5. Let X be a JB∗-triple whose closed unit ball has extreme points (for example, a JBW∗-triple, or
a JB∗-triple having unitary elements), and let p be a product on X. We have:
(1) p is commutative and approximately norm-unital if and only if there exists a unitary element u ∈ X such
that p(x, y) = {xuy} for all x, y ∈ X.
(2) p is approximately norm-unital if and only if it is norm-submultiplicative and there is a unitary ele-
ment u ∈ X such that p(x, x) = {xux} for every x ∈ X.
(3) If p is approximately norm-unital, then p is norm-unital, and the unit for p is a unitary element of X .
Proof. By [27, Proposition 3.5] and [11, Proposition 2.8], the assumption that BX has extreme points
implies that M(X) = X . Now assertions (1) and (2) follow from Theorem 5.3 and Corollary 5.4, re-
spectively. In view of [31, Corollary 1.6], to prove (3) we can assume that p is commutative, so that
(3) follows by applying (1) and keeping in mind the well-known fact that, if u is a unitary element in
any JB∗-triple, then u becomes a unit for the product (x, y) → {xuy}. 
Corollary 5.6. Let H be a complex Hilbert space with dim(H) 2. Then there is no approximately norm-unital
product on H.
Proof. H can be regarded as a JBW∗-triple (under the triple product {xyz} := (x|y)z+(z|y)x2 ) with-
out unitary elements. Therefore, by Corollary 5.5(2), there is no approximately norm-unital product
on H . 
Corollary 5.6 cannot be considered as new. Indeed, with “norm-unital” instead of “approximately
norm-unital”, it is [38, Corollary 1.7]. But it is almost straightforward that approximately norm-unital
products on a reﬂexive Banach space are norm-unital.
Now we prove the non-commutative JB∗-algebra version of Corollary 2.13.
Corollary 5.7. Let A be a non-commutative JB∗-algebra with a unit 1, and let p be a product on A. Then the
following assertions are equivalent:
(1) p is norm-submultiplicative, and 1 is a unit for p.
(2) p is approximately norm-unital, and p(1,1) = 1.
(3) p is norm-submultiplicative, and p(a,a) = a2 for every a ∈ A.
Proof. (1) ⇒ (2): This is clear.
(2) ⇒ (3): Assume that (2) holds. Then, since p is approximately norm-unital, the assertion (2) in
Corollary 5.5 applies, providing us with a unitary element u ∈ A such that p(a,a) = {aua} for every
a ∈ A. Now, since p(1,1) = 1, we involve the equality (6) to get 1 = {1u1} = u∗ , and hence u = 1.
Finally, involving also the equality (5), for a ∈ A we have
p(a,a) = {a1a} = a ◦ a = a2.
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assertions (2) and (3) in Corollary 5.5, there exists a unitary element v ∈ A which is a unit for p.
Therefore, since
p(a,b) + p(b,a) = ab + ba
for all a,b ∈ A, it follows that both 1 and v are units for 12 (p + pr), and hence that v = 1. 
We recall that non-commutative JBW∗-algebras are unital [31, Corollary 3.3], and that the bidual
of any non-commutative JB∗-algebra A, endowed with the Arens product and the second transpose
of the involution of A, becomes a non-commutative JBW∗-algebra [31, Theorem 1.7]. Invoking Fact 5.1
and Theorem 5.2, we get the following generalization of Corollary 2.7.
Corollary 5.8. Let A be a non-commutative JB∗-algebra. Then the natural product of A∗∗ is the unique approx-
imately norm-unital product on A∗∗ which extends the product of A.
On the other hand, arguing as in the proof of Corollary 2.9, with Theorem 5.2 and Corollary 5.7
instead of Corollary 2.8, we get the following.
Corollary 5.9. Let A be a non-commutative JB∗-algebra, and let p be a norm-submultiplicative product on A∗∗
satisfying:
(1) The unit of A∗∗ is a unit for p.
(2) p(a,b) − p(b,a) = ab − ba for all a,b ∈ A.
Then p is the natural product of A∗∗ .
In the next remark, we provide the reader with the keys for a better understanding of Theorem 5.3
and Corollaries 5.4 and 5.5, when they are applied to non-commutative JB∗-algebras.
Remark 5.10. Let A be a unital non-commutative Jordan algebra. Following [30], we say that an
element a in A is invertible in A if there exists b ∈ A such that the equalities ab = ba = 1 and
a2b = ba2 = a hold. If a is invertible in A, then the element b above is unique, it is called the in-
verse of a, and is denoted by a−1. Moreover a is invertible in A if and only if it is invertible in the
(commutative) Jordan algebra obtained by symmetrization of the product of A. This reduces most
questions and results on inverses in non-commutative Jordan algebras to the commutative case. For
this particular case, the reader is referred to [22, Section I.11].
Now, let A be a unital non-commutative JB∗-algebra. We say that an element a in A is ∗-unitary if
it is invertible in A with a−1 = a∗ . According to the above paragraph and [10, Proposition 4.3], unitary
elements of A, in the JB∗-triple sense, coincide with ∗-unitary elements just deﬁned.
Finally, let A be an arbitrary non-commutative JB∗-algebra. By cite [46, Corollary 10] and [31,
Corollary 1.6], A has a unit if and only if the closed unit ball of A has extreme points. On the other
hand, the multiplier JB∗-triple M(A) of A is a non-commutative JB∗-subalgebra of A∗∗ containing the
unit of A∗∗ , and containing A as an essential (binary) ideal [25, Proposition 5.7].
6. Some complements
Let A be a C∗-algebra. As a consequence of Lemma 2.10 and the implication (4) ⇒ (8) in The-
orem 3.5, the closed ideal generated by the commutators is the same for all C∗-products on A.
Therefore, implicitly, such an ideal is determined by the Banach space structure of A. In Theorem 6.1
below, we are going to show an explicit Banach space description of this ideal. To this end, we recall
some deﬁnitions.
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there exists a linear projection π from X∗ onto the polar Y 0 of Y in X∗ satisfying ‖ f ‖ = ‖π( f )‖ +
‖ f − π( f )‖ for every f ∈ X∗ . Given a norm-one element u ∈ X , we deﬁne n(X,u) as the largest
non-negative real number k satisfying k‖x‖ sup{| f (x)|: f ∈ D(X,u)} for every x ∈ X . If X = 0, then
we put N(X) := 1. Otherwise, we deﬁne N(X) by the equality N(X) := n(L(X), I X ), where L(X) de-
notes the Banach space of all bounded linear operators on X , and I X stands for the identity mapping
on X .
Now, let A be a C∗-algebra. Then closed ideals of A coincide with M-ideals of A [45]. On the
other hand, N(A) is equal to 1 or 12 depending on whether or not A is commutative (see [21] and
the clariﬁcation of the proof of [21] done in [23]). Keeping in mind these ideas, and the obvious fact
that a closed ideal P of A contains A0 if and only if the C∗-algebra A/P is commutative, we derive
the following.
Theorem 6.1. Let A be a C∗-algebra. Then the closed ideal of A generated by the commutators coincides with
the smallest M-ideal Y of A such that N(A/Y ) = 1.
Alternative C∗-algebras arose in a natural way in Section 4. According to [31, Proposition 1.3], alter-
native C∗-algebras are precisely those non-commutative JB∗-algebras which are alternative. Therefore,
as a consequence of Fact 5.1 and the implication (1) ⇒ (4) in Theorem 3.5, (associative) C∗-algebras
are precisely those alternative C∗-algebras which are linearly isometric to a C∗-algebra. Thus, implic-
itly, associativity of an alternative C∗-algebra becomes a Banach space notion. Actually, an explicit
Banach space characterization of associativity of alternative C∗-algebras is shown in Theorem 6.2 be-
low.
Let X be a Banach space. Given f ∈ X∗ , there exists a largest M-ideal of X contained in ker( f )
[7, Note 2 on p. 38]. M-ideals of X arising in this way, when f runs over the set of all extreme
points of BX∗ , are called primitive M-ideals of X . By Alaoglu’s, Krein–Milman, and Hahn–Banach
theorems, the intersection of all primitive M-ideals of X reduces to zero. Moreover, an M-ideal Y
of X is primitive if and only if zero is a primitive ideal of X/Y [2, 3.5].
Now, as announced in [18, p. 52] and [37, Section 5], we have the following.
Theorem 6.2. Let A be an alternative C∗-algebra. Then A is associative if and only if there is no eight-
codimensional primitive M-ideal in A.
Proof. Assume that A is associative. If Y is a ﬁnite-codimensional primitive M-ideal of A, then, by
[31, Lemma 6.5], Y is a closed ideal of A, and the C∗-algebra A/Y is simple. Therefore, if there were
an eight-codimensional primitive M-ideal in A, then we would be provided with an eight-dimensional
simple C∗-algebra, a contradiction.
Now assume that A is not associative. Since the intersection of all primitive M-ideals of A is
zero, there is a primitive M-ideal of A (say Y ) which does not contain all associators in A. Since Y
is an M-ideal of A, Y a closed ideal of A, and A/Y is an alternative C∗-algebra [31, Theorem 4.3
and Corollary 1.11]. On the other hand, since Y is actually a primitive M-ideal of A, zero is a prim-
itive M-ideal of A/Y . Finally, since A/Y is not associative, it follows from [31, Proposition 6.6] that
dim(A/Y ) = 8. 
Remark 6.3. Let A be a non-commutative JB∗-algebra, and let A0 denote the closed ideal of A gener-
ated by all commutators and all associators in A. Keeping in mind [31, Theorem 4.3 and Corollary 1.11]
and [23, Proposition 2.6], and arguing as in the proof of Theorem 6.1, we realize that A0 coincides
with the smallest M-ideal Y of A such that N(A/Y ) = 1. As a consequence, since the identity
[a,bc] − b[a, c] − [a,b]c = 3((ab)c − a(bc))
holds in any alternative algebra [47, Identity (7) on p. 136], Theorem 6.1 remains true verbatim if we
relax the assumption that A is a C∗-algebra to the one that A is an alternative C∗-algebra.
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