Key frame extraction is the technique for extracting a small number of frames that best reflect the contents of a video. In general, many key frame extraction methods use multiple features in a target video, and calculate multiple scores of a frame based on each feature space. Then they combine the scores to calculate the final score of the frame by making their own weight functions on those scores, where the weights determine relative importance among features. Those methods using the weights of features have some difficulties caused by the weights. First, since many methods set the weights by their experimental results, the weights are needed to be determined again when the used features or target videos are changed. Second, some important frames get lost a chance to be key frames by the weights of features. In this paper, we propose a novel key frame extraction algorithm, which applies a skyline operation to find key frames from each shot. By using a skyline operation, our method can extract key frames without the difficulties caused by the weights of features. The experimental results show that our method can extract key frames from videos effectively.
Introduction
Key frame extraction, one of an essential part in video analysis and management, is the technique for extracting a small number of frames that best reflect the contents of a video [1, 3, 4, 5] . A video data normally contains a large number of frames, which is a barrier to many practical applications [1] . The key frame extraction method is the one of the solutions for video data managing efficiently; because it summarizes video into a small number of informative frames (key frames), and the summarized videos can be used in various video applications such as video browsing, indexing and searching [1, 3, 5] .
Various key frame extraction methods have been actively researched, and in the literature, the methods can be classified into two categories: the shot-based methods and the clip-based methods [1] . A shot in general is a sequence of frames in a video that are captured by a single camera in a single continuous action. The shot-based methods extract key frames from each shot independently, whereas the clip-based methods select key frames from the whole video. Usually the shot-based methods are preferred because they preserve the time sequence of the selected key frames [3] , and they are more efficient, since only a small chunk of frames (frames in each shot) is processed at a time [1] . However, the shot-based methods require shot boundary information of the input video, which can be obtained by shot boundary detection methods [6, 7, 8] .
Key frame extraction methods also can be classified by the number of features used in extraction process: the methods using a single feature and the methods using multiple features. In general, a single feature cannot capture all the pictorial details needed to estimate the changes of the visual contents in frames [2] . For this reason, the methods using multiple features, which provide more precise representations of frames and can capture even smaller variations between the frames in a shot, have been researched [2, 9, 10] .
To find the representative frames, most of the methods using multiple features calculate the scores of a frame based on each feature space, and then combine the scores to calculate the final score of the frame. To combine the scores, they make their own weight functions on those scores, where the weights determine relative importance among features. The weights of features must be adjusted appropriately because the different sets of key frames can be extracted depending on the weights. Since many methods set the weights by their experimental results, the weights are needed to be determined again when the used features or target videos are changed. Furthermore, even if they find appropriate weights of given features, some important frames get lost the chance to be key frames; it is possible that those important frames which should be included in key frames have high scores on only the low-weighted features; thus, their final scores are very low compared to their impressive scores on those low-weighted features.
In this paper, we propose a novel key frame extraction method, which uses a skyline operation to find key frames from each shot. By applying a skyline operation, our method can extract key frames without the difficulties caused by the weights of features, unlike most of the existing methods. The experimental results show that our key frame extraction method can extract key frames from videos effectively.
The rest of the paper is structured as follows. Section 2 reviews skyline operation. Then, Section 3 introduces our motivation for using a skyline operation to extract key frames. The proposed method is described in Section 4 and experimental results are given in Section 5. Finally, Section 6 concludes the paper.
Review for Skyline
Skyline queries have received much concern in database community in recent years because they are crucial to many applications that require multi-criteria decision making or multi-criteria optimization [11, 12, 13] . From a multi-attribute data set, a skyline query returns tuples that are not dominated by others, where a tuple t1 is said to dominate a tuple t2, if t1 is no worse than t2 in any attribute and t1 is better than t2 in at least one attribute. In the dominance relationship, "better" is interpreted according to context; if the lower value is preferred (e.g., prices of products), then the tuple with the lower value is to be a better one.
A classic example of a skyline query is searching for hotels that have short distance to the beach and low room prices. Figure 1(a) shows a sample list of hotels. In this application, the best choice to a user may be as close as possible to the beach while also as cheap as possible. In Figure 1 , there are some hotels not worse than any other hotels in one or both dimensions. This set of interesting hotels forms a skyline. 
Motivation
In general, the shot-based key frame extraction methods select one or more key frames from each shot, which are the representative frames of the shots. To determine those frames from among all frames in each shot, key frame extraction methods make their own scoring functions for measuring importance of frames. Usually the frames in a shot, which are very similar to all other frames in the shot, are selected as the representative frames of the shot.
In videos, there exist various types of information and they can be extracted as features, such as colors (particularly the color histogram), edges, shapes, optical flow, MPEG-7 motion descriptor, motion vectors, camera activity and so on [14] . In many researches, some features are extracted from each frame, and the frames are denoted by the features, then the similarity between frames is computed based on the similarity between their features. Thus, different sets of frames are selected as key frames according to different sets of features used to represent frames. There are many researches select a specific feature and extract key frames based on the feature [3, 15, 16] . Rong et al. [15] use luminance feature and apply TF-IDF concept to key frame extraction. Besiris et al. [3] use color histogram and construct a MST (Minimum Spanning Tree) based on similarities between frames. The key frames extracted by their method are guaranteed that the maximum possible distance between them in MST is kept. Abd-Almageed et al. [16] use color histogram and detect shot boundaries, and extract key frames in real time. They make feature matrix and use singular value decomposition (SVD) to compute rank of frames.
Those key frame extraction methods using a single feature have a limitation that a single feature cannot capture all the pictorial details for finding visual contents in videos. To overcome the limitation, other key frame extraction researches use multiple features to cover various types of changes in videos [2, 9, 10] . Ciocca et al. [2] use color histogram, edge direction histogram, and wavelet statistics. They calculate scores of a frame based on each feature and combine the scores to make a final score of the frame. The key frames are determined by the final scores of frames. Lai et al. [9] use color, texture, and motion feature. They make conspicuity map for each feature and then combine them to get final scores of frames. Mendi et al. [10] use luminance, contrast, and structure features. They combine the feature values using their scoring function and use it to measure final scores of each frame.
In general, the methods using multiple features extract those features from each frame, and compute scores of frames based on each feature. And then, they combine the scores of a frame and get a final score of the frame to determine key frames. To combine the scores based on each feature, many methods make their own weight functions reflecting the relative priorities of features. For example, if we calculate a final score by using the weighted sum of the scores based on each feature, the final score of frame_i can be calculated by w1·score_i [1] 
+ w2·score_i[2] + … + wk·score_i[k];
where wm is the weight of mth feature, and score_i[m] is the score of frame_i based on mth feature.
Those key frame extraction methods, which use weight functions on scores based on each feature, are faced with two difficulties caused by the weights. First, it is hard to set appropriate weights for extracting good key frames. The weights are very important because they directly affect quality of extracted key frames; for example, the frames with higher scores in high-weighted features are likely to become the key frames. However, most approaches set the weights through their experimental results, and the weights are appropriate to the videos used in the experiments. Thus, we need to find the weights again through some experiments when the genres of a target video or the used features are changed. Second, some important frames that have high scores mainly on the low-weighted features lose the chance to be key frames. For example, assume that there is a frame_i, which contains information about only motions of objects, but it is important for understanding the contents of the target video. If the weight of the motion feature is set lower than others by the characteristics of the video, the combined score of frame_i is to be very low, and then it cannot be selected as a key frame.
Motivated by this fact, in this paper, we propose a novel key frame extraction method using a skyline operation. The proposed method avoids the aforementioned difficulties and selects representative frames as key frames by making full use of a skyline operation. In the following section, we describe our method in detail.
Proposed Method
The proposed method is a shot-based method, which extracts key frames from each shot in a target video independently. For each shot, we compare the frames pairwisely and select key frame candidates from the shot. Key frame candidates of a shot are the representative frames of the shot, which are determined by a skyline operation. After selecting key frame candidates, the proposed method eliminates redundant frames from the selected frames. After the elimination step, the key frames can best reflect the contents of the target video through a small number of non-redundant frames. The proposed method dose not constraint the types and the number of used features. Thus, we can choose appropriate features according to video genres or characteristics. Table 1 shows the notation that we use in this paper. score of frame_i based on mth feature
Key Frame Candidate Extraction
For the target video V, the shot boundary information can be obtained by existing shot boundary detection methods [6] [7] [8] , and each shot is denoted by s_i. The proposed method extracts multiple features from each frame in V.
After the feature extraction from frames in V, each frame has k values that are generated from feature descriptors, which are denoted by feature_i [1] , feature_i [2] , …, and feature_i [k] . Each value generated from the descriptors is in the form of a value (e.g., luminance value) or in the form of a vector (e.g., color histogram or edge histogram).
For example, if we use two features: color and motion, feature_i [1] and feature_i [2] are values for color feature descriptor and motion feature descriptor of frame_i, respectively.
Frame Scoring
To find key frames candidates from each shot in V, we use the feature values of frames. We define key frames as the frames that best reflect the contents of each shot in the target video. Therefore, the more a frame is similar to all other frames in s_i, the better the frame can reflects contents of s_i. Thus, we consider the sum of pairwise similarities between a frame and all other frames in s_i, when we judge whether the frame is a key frame candidate or not. We estimate the similarity between two frames by using the distance of feature descriptors which came from same feature type. The sum of the pairwise distance based on the mth feature between a frame_i and all other frames in a shot s_i is estimated as follows:
where dist (•) is a distance function for features and d max is a normalizing factor which means the maximum distance among all the distance between frames in s_i. It is noted that score_i [m] estimates the sum of the pairwise distances, so the frames with the lower score_i [m] are the more representative frames and they are to be key frame candidates with high probability. score_i [m] in (1) is the score based on a single feature (mth feature), but we use multiple features to extract key frames; thus we estimate scores that consider all the features used in our method. By using (1), we calculate scores of frame_i for all k features independently, and then frame_i has k score_i[m] for m = 1, 2, …, k. After that we use k scores of a frame to find key frame candidates. Whereas many key frame extraction methods use their own weight functions to combine the scores from each feature, we use a skyline operation to find representative frames by considering all k features.
Skyline Calculation
Each frame can be represented as a k dimensional data, where each dimension corresponds to each feature, and the value of each dimension is score_i [m] . By using that representation, we find key frame candidates through a skyline calcaulation on the set of those k dimensional data.
To calculate skyline, it is needed to define dominance relationship between frames.
Definition (Dominance relationship) frame_i dominates frame_ j if score_i[d] ≤ score_j[d] for every dimension d
∊ [1, k] , and there exist at least one dimension m such that
score_i[m] < score_j[m].
As aforementioned, in this paper, the frame with the lower score_i[m] is the better frame (i.e., more representative frame). When frame_i and frame_j are the frames in a shot s, and frame_i dominates frame_j; we can say that frame_i is a better frame compared to frame_j for representing s, because frame_i is more similar to all frames in s than frame_j according to all the features. Thus, we can drop the dominated frame (frame_j) if we already have frame_i when we find representative frames of the shot s. For example, assume that frame_i and frame_j belong to a shot s, and we use two features for extracting key frames. If score_i [1] < score_j [1] and score_i [2] < score_j [2] as shown in Figure 2 (a), then frame_i dominates frame_j, and we can drop frame_j. By using dominance relationship between frames, we define skyframes, skyline of frames in a shot, as follows:
Definition (Skyframes) for a given shot s, skyframes of s is the set of frames that are not dominated by any other frames in s.
By the definition of dominance relationship between frames, we find the representative frames of a shot s from the skyframes of s; and do not consider other frames in s. For example, assume that a shot has 6 frames a, b, c, d, e, and f, and the relative magnitudes of their scores (score_i [1] and score_i [2] ) are shown in Figure 2(b) . The frames a, b, and c are contained in skyframes of the shot, and the frames d, e, and f are dominated by them. Thus, we need to consider only the frames in skyframes of the shot (i.e., a, b, and c) to find representative frames of the shot, and a, b, and c are to be key frame candidates extracted from the shot.
Figure 2. Example of Skyframes
For each shot in the target video V, we find skyframes of the shot, and then we get key frame candidates of V by collecting the skyframes. Our key frame extraction method does not use any kind of weights of features, so it is free from setting the weights. Also, there are no frames that are disadvantaged by the lowweighted features. In the key frame extraction methods using feature weights, some important frames that have high scores on only the low-weighted features get lost the chance to be key frames. However, in our method, those frames do not lose the chance when they are not dominated by other frames. In other words, if a frame is prominent (highly scored) on at least one feature, it is not dominated by other frames, and gets the chance to be a key frame. Therefore, our method is not troubled with the difficulties caused by the weights of features described in Section 3.
Explanation of algorithm
The procedure of the skyframe calculation for a given shot is shown in Algorithm 1. We apply SFS algorithm [17] in the procedure, which is the one of the efficient skyline calculation algorithms. SFS algorithm sorts the data by L1 distance from the origin, and then checks each data whether it is inserted into skyline or not. By the sorting step, the data newly checked and judged as skyline cannot dominate the data that are already judged as skyline before it. By this characteristic, SFS algorithm does not waste time with the case that non-skyline data is temporary inserted into skyline list. Thus, SFS algorithm can find skyline data efficiently.
Algorithm 1 extract skyframes from a given shot T:= the set of frames in the given shot S:= ∅ //skyframe list o:= k dimensional zero vector //the origin of k-dim space 1: sort T with L1 distance from o 2: for each frame p in T do 3: for each frame q in S do 4: if p dominated by q then 5:
mark p with dominated 6: break 7:
end if 8: end for 9: if p is not marked with dominated then 10:
insert p into S 11: end if 12: end for 13: return S In our skyframe extraction method, each frame in a shot is read by the sorted order that the frames with shorter distances are read earlier. When a frame p is read, we check whether p is dominated by any frame in skyframe list. If p is dominated, we mark p with "dominated" and read next frame, but if p is not dominated, p can be a skyframe, so we insert p into skyframe list.
Redundancy Elimination
Sometimes, there are some frames in the same shot that are very similar to each other but cannot dominate each other. Then, in the result of skyframe extraction, we can see several almost same frames; though it is not necessary to keep them all because the information in one frame of them is enough to abstract the shot. Thus, we eliminate those redundant frames from the extracted skyframes of each shot.
For each shot, after calculating skyframes, if some frames in the set of skyframes are closer than the threshold, we group them up and remain only one frame of the group, which is the closest to the origin. For example, frames a, b, c, d , and e are skyframes of a shot, and b, c, and d are very similar to each other as shown in Figure 3(a) . After the redundancy elimination step, c is survived (i.e., b and d are removed), then the skyframes of the shot is {a, c, e} as shown in Figure 3(b) .
Figure 3. Example of Redundant Elimination
Describing the proposed method briefly, for a given target video V, the method finds skyframes of each shot of V, and then eliminates redundant frames in the set of skyframes of each shot. Finally, the remained skyframes of each shot are collected in a set, and then the set becomes the key frames of V.
Experimental Results
There is no standard to evaluate the performance of key frame extraction method, since this kind of assessment is relatively subjective [9] . However, in order to validate the effectiveness of the proposed method, we conducted experiments on 8 videos and compared the results to the ground-truth selected by human judges. The resolution of videos is 640 × 480 and fps is 24, and average shot length for each video are varied from 2.8 seconds to 24 seconds. The experiments are programmed with C++/OpenCV and they are run on Intel Core2 Duo 2.80 GHz CPU and 4GB memory.
For a given video, we first segment the video into shots and extract key frames for each shot using the proposed method. There are many methods to detect shot boundary automatically, but we have determined shot boundary by human judges to evaluate the proposed method without being affected by errors from other methods. In the feature extraction step, we use two feature descriptors; color histogram and motion histogram. To make color histogram, we transform a frame to HSV plane and make color histogram with 62 bins. To make motion histogram, we extract motion vector using optical flow, and make histogram with 8 bins based on angles. In the frame scoring step, we use Bhattacharyya distance to calculate distance between color histograms and use Euclidean distance to calculate distance between motion histograms.
The proposed method is compared with the answer which is agreed by multiple human judges. To establish answer, five human judges were asked to independently provide the key frames after watching the video clips. The number of key frames of each shot was determined by the human judges; each key frame is labelled as answer only if major of judges agree.
The comparison results for video clips are provided in Table 2 -7. In the Table 2-7, the first row shows the sampled frames for a shot; the shot is divided equally in five parts by the length, and then the first frames of each part is selected as the sampled frames. The second row shows the key frames that extracted by proposed method and the third row shows the answer selected by human judges. th shot in video 9, and the 18 th shot in video 6, respectively. In the shot in Table 2 , a man and a woman talk to each other with seeing the same direction, and then a man turns to a woman. In the shot in Table 3 , a waiter moves a tray from the table to his hand. In the shot in Table 4 , a man walks to a table, and then sits down on a chair. In those shots, there are two representative frames chosen by human judges. To the judges, frame 1738 (in Table 2 ), 0957 (in Table 3 ), and 1174 (in Table 4 ) are considered as the frames with the representative color distribution; and frame 2153 (in Table 2 ), 0938 (in Table  3 ), and 1158 (in Table 4 ) are considered as the frames with the representative motion distribution. The results in Table 2 -4 show that proposed method extracts two representative frames as key frames very well. Table 5 -7 show the result of the 2 th shot in video 2, the 37 th shot in video 3, and the 14 th shot in video 9, respectively. In the shot in Table 5 , a man and a woman are lying on a bed. In the shot in Table 6 , a woman smiles with keeping her head down. In the shot in Table 7 , a man tastes a food with a spoon. In those shots, one representative frame is chosen by human judges because frames in each shot are similar to each other. In this case, the proposed method also extracts a single representative frame as a key frame very well. Figure 4 . We use precision and recall scores to evaluate the proposed method. The precision score is calculated as follows:
where Ret is the set of key frames selected by the proposed method and Ans is the set of key frames selected by human judges. Also, the recall score is calculated as follows:
For each video, we exclude the shots whose all sample images are the same because all frames in those shots can be the key frames, thus they are not appropriate shots to evaluate the key frame extraction method.
The video 1-8 have same play time (120 seconds), but the shots in them have different length. The video 1 has relatively long shot length (the average is 24 seconds), whereas the video 2-4 have relatively short shot length (the average is 2.8 seconds). Additionally, the video 5-8 have moderate shot length (the average is 9 seconds).
The results in the Figure 4 show that the proposed method gets high precision score and high recall score whether the shot length is short or not. The average of precision is 0.787 and the average of recall is 0.866. 
Conclusion
Since key frames of a video are the frames that can best reflect the contents of the video, key frames can be used for video abstraction and summarization. Many key frame extraction methods use multiple features of videos to capture the various types of information in videos and find key frames effectively; but they are suffering from difficulties caused by the weights of features, when they combine the information from the multiple features. In this paper, we have proposed a novel key frame extraction algorithm, which applies a skyline operation to find key frames. The proposed method can extract key frames without the weights of features, and it is free from the difficulties caused by the weights of features. The experimental results show that our key frame extraction method can extract key frames from videos effectively.
