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ROBUST PRICING AND HEDGING VIA NEURAL SDES
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AND ZˇAN ZˇURICˇ4
ABSTRACT. Mathematical modelling is ubiquitous in the financial industry and drives key de-
cision processes. Any given model provides only a crude approximation to reality and the risk of
using an inadequate model is hard to detect and quantify. By contrast, modern data science tech-
niques are opening the door to more robust and data-driven model selection mechanisms. However,
most machine learning models are “black-boxes” as individual parameters do not have meaningful
interpretation. The aim of this paper is to combine the above approaches achieving the best of
both worlds. Combining neural networks with risk models based on classical stochastic differential
equations (SDEs), we find robust bounds for prices of derivatives and the corresponding hedging
strategies while incorporating relevant market data. The resulting model called neural SDE is an
instantiation of generative models and is closely linked with the theory of causal optimal transport.
Neural SDEs allow consistent calibration under both the risk-neutral and the real-world measures.
Thus the model can be used to simulate market scenarios needed for assessing risk profiles and
hedging strategies. We develop and analyse novel algorithms needed for efficient use of neural
SDEs. We validate our approach with numerical experiments using both local and stochastic volat-
ility models.
2010 AMS subject classifications: Primary: 65C30, 60H35; secondary: 60H30.
1. INTRODUCTION
1.1. Problem overview. Model uncertainty is an essential part of mathematical modelling but
is particularly acute in mathematical finance and economics where one cannot base models on
well established physical laws. Until recently, these models were mostly conceived in a three
step fashion: 1) gathering statistical properties of the underlying time-series or the so called styl-
ized facts; 2) handcrafting a parsimonious model, which would best capture the desired market
characteristics without adding any needless complexity and 3) calibration and validation of the
handcrafted model. Indeed, model complexity was undesirable, amongst other reasons, for in-
creasing the computational effort required to perform in particular calibration but also pricing and
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risk calculations. With greater uptake of machine learning methods and greater computational
power more complex models can now be used. This is due to the fact that arguably the most
complicated and computationally expensive step of calibration has been addressed. Indeed, in the
seminal paper [Hernandez, 2016] used neural networks to learn the calibration map from market
data directly to model parameters. Subsequently, many papers followed [Liu et al., 2019, Ruf and
Wang, 2019, Ruf and Wang, 2019, Benth et al., 2020, Gambara and Teichmann, 2020, Sardroudi,
2019, Horvath et al., 2019, Bayer et al., 2019, Bayer and Stemper, 2018, Vidales et al., 2018].
However, these approaches focused on the calibration of fixed parametric model, but did not ad-
dress perhaps even the more important issue which is model selection and model uncertainty.
The approach taken in this paper is fundamentally different. We let the data dictate the model,
while still keeping a strong prior on the model form. This is achieved by using SDEs for the model
dynamics but instead of choosing a fixed parametrization for the model SDEs we allow the drift
and diffusion to be given by an overparametrized neural networks. We will refer to these as Neural
SDEs. These are shown to not only provide a systematic framework for model selection, but also,
quite remarkably, to produce robust estimates on the derivative prices. Here, the calibration and
model selection are done simultaneously. In this sense, model selection is data-driven. Since the
neural SDE model is overparametrised, there is a large pool of possible models and the training
algorithm selects a model. Unlike in handcrafted models, individual parameters do not carry any
meaning. This makes it hard to argue why one model is better than another. Hence the ability to
efficiently compute interval estimators, which algorithms in this paper provide, is critical.
In parallel to this work, a similar approach to modelling was taken in [Cuchiero et al., 2020],
where the authors considered local stochastic volatility models with the leverage function approx-
imated with a neural network. Their model can be seen as an example of a Neural SDEs.
Let us now consider a probability space (Ω,F , (Ft)t∈[0,T ],P) and a random variable Ψ ∈
L2(FT ) that represents the discounted payoff of a illiquid (path-dependent) derivative. The prob-
lem of calculating a market consistent price of a financial derivative can be seen as equivalent to
finding a map that takes market data (e.g. prices of underlying assets, interest rates, prices of liquid
options) and returns the no-arbitrage price of the derivative. Typically an Itoˆ process (Xθt )t∈[0,T ],
with parameters θ ∈ Rp has been the main component used in constructing such pricing function.
Such parametric model induces a martingale probability measure, denoted by Q(θ), which is then
used to compute no-arbitrage price of derivatives. The market data (input data) here is represen-
ted by payoffs {Φi}Mi=1 of liquid derivatives, and their corresponding market prices {p(Φi)}Mi=1.
We will assume throughout that this price set is free of arbitrage. To make the model Q(θ) con-
sistent with market prices, one seeks parameters θ∗ such that the difference between p(Φi) and
EQ(θ∗)[Φi] is minimized for all i = 1, . . . ,M (w.r.t. some metric). If for all i = 1, . . . ,M we
have p(Φi) = EQ(θ
∗)[Φi] then we will say the model is consistent with market data (perfectly cal-
ibrated). There may be infinitely many models that are consistent with the market. This is called
Knightian uncertainty [Knight, 1971, Cohen et al., 2018].
Let M be the set of all martingale measures / models that are perfectly calibrated to market
inputs. In the robust finance paradigm, see [Hobson, 1998, Cox and Obloj, 2011], one takes con-
servative approach and instead of computing a single price (that corresponds to a model fromM)
one computes the price interval (infQ∈M EQ[Ψ], supQ∈M EQ[Ψ]). The bounds can be computed
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using tools from martingale optimal transport which also, through dual representation, yields cor-
responding super- and sub- hedging strategies, [Beiglbo¨ck et al., 2013]. Without imposing further
constrains, the class of all calibrated modelsM might be too large and consequently the corres-
ponding bounds too wide to be of practical use [Eckstein et al., 2019]. See however an effort
to incorporate further market information to tighten the pricing interval, [Nadtochiy and Obloj,
2017, Aksamit et al., 2020]. Another shortcoming of working with the entire class of calibrated
models M is that, in general, it is not clear how to obtain a practical/explicit model out of the
measures that yields price bounds. For example, such explicit models are useful when one wants
consistently calibrate under pricing measure Q and real-world measure P as needed for risk es-
timation and stress testing, [Broadie et al., 2011, Pelsser and Schweizer, 2016] or learn hedging
strategies in the presence of transactional cost and an illiquidity constrains [Buehler et al., 2019].
1.2. Neural SDEs. Fix T > 0 and for simplicity assume constant interest rate r ∈ R. Con-
sider parameter space Θ = Θb × Θσ ⊆ Rp and parametric functions b : Rd × Θb → Rd and
σ : Rd × Θσ → Rd×n. Let (Wt)t∈[0,T ] be a n-dimensional Brownian motion supported on
(Ω,F , (Ft)t∈[0,T ],Q) so that Q is the Wiener measure and Ω = C([0, T ];Rn). We consider the
following parametric SDE
(1.1) dXθt = b(t,X
θ
t , θ)dt+ σ(t,X
θ
t , θ)dWt .
We split Xθ which is the entire stochastic model into traded assets and non-tradable components.
Let Xθ = (Sθ, V θ), where S are the traded assets and V are the components that are not traded.
We will assume that for all t ∈ [0, T ], x = (s, v) ∈ Rd and θ ∈ Rp we will assume that
b(t, (s, v), θ) =
(
rs, bV (t, (s, v), θ)
) ∈ Rd and σ(t, (s, v), θ) = (σS(t, (s, v), θ), σV (t, (s, v), θ)) .
Then we can write (1.1) as
dSθt = rS
θ
t dt+ σ
S(t,Xθt , θ) dWt ,
dV θt = b
V (t,Xθt , θ) dt+ σ
V (t,Xθt , θ) dWt ,
Xθt = (S
θ
t , V
θ
t ) .
(1.2)
Observe that σS and σV encode arbitrary correlation structures between the traded assets and the
non-tradable components. Moreover, we immediately see that (e−rtSt)t∈[0,T ] is a (local) martin-
gale and thus the model is free of arbitrage.
In a situation when (b, σ) are defined to be neural networks (see Appendix C), we call the
SDE (1.1) a neural SDE and we denote byMnsde(θ) the class of all solutions to (1.1). Note that
due to universal approximation property of neural networks, see [Hornik, 1991, Sontag and Suss-
mann, 1997, Cuchiero et al., 2019],Mnsde(θ) contains large class of SDEs solutions. Furthermore,
neural networks can be efficiently trained with the stochastic gradient decent methods and hence
one can easily seek calibrated models inMnsde(θ). Finally, neural SDE integrate black-box neural
network type models with the known and well studied SDE models. One consequence of that is
that one can: a) consistently calibrate these under the risk neutral measure as well as the real-world
measure; b) easily integrate additional market information e.g constrains on realised variance; c)
verify martingale property. We want to remark that for simplicity we work in Markovian set-
ting, but one could consider neural-SDEs with path-dependent coefficients and/or consider more
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general noise processes. We postpone analysis of theses cases to follow up paper. By imposing
suitable conditions on the coefficients (b, σ) we know that unique solution to (1.1) exists, [Krylov,
1980, Chapter 2]. These conditions can be satisfied by neural networks e.g. by applying weight
clipping. We denote the law of Xθ on C([0, T ];Rd) by Q(θ) := L((Xt)t∈[0,T ]).
Given a loss function ` : R× R→ R+, the search for calibrated model can be written as
θ∗ ∈ arg min
θ∈Θ
M∑
i=1
`(EQ(θ)[Φi], p(Φi)) , where EQ(θ)[Φ] =
∫
C([0,T ],Rd)
Φ(ω)L(Xθ)(dω) .
To extend the calibration consistently to the real world measure, assume that we are given some
statistical facts (e.g. moments or other distributional properties) that the price process (or the non
tradable components) should satisfy). Let ζ : [0, T ] × Rd × Rp → Rn be another parametric
function (e.g. neural network) and we extend the parameter space to Θ = Θb × Θσ × Θζ ⊆ Rp.
Let
bS,P(t,Xθt , θ) := rS
θ
t + σ
S(t,Xθt , θ)ζ(t,X
θ
t , θ) ,
bV,P(t,Xθt , θ) := b
V (t,Xθt , θ) + σ
V (t,Xθt , θ)ζ(t,X
θ
t , θ) .
We now define a real-world measure P(θ) via the Radon–Nikodym derivative
dP(θ)
dQ(θ)
:= exp
(∫ T
0
ζ(t,Xθt , θ) dWt +
1
2
∫ T
0
|ζ(t,Xθt , θ)|2 dt
)
.
Under appropriate assumption on ζ (e.g. bounded) the measure P(θ) is a probability measure and
by using Girsanov theorem we can find Brownian motion (W P(θ)t )t∈[0,T ] such that
dSθt = b
S,P(t,Xθt , θ) dt+ σ
S(t,Xθt , θ) dW
P(θ)
t ,
dV θt = b
V,P(t,Xθt , θ) dt+ σ
V (t,Xθt , θ) dW
P(θ)
t .
(1.3)
This is now the Neural SDE model in real-world measure P(θ) and one would like use market data
to seek ζ. Let Pmarket denote empirical distribution of market data and (EPmarket [Si])M˜i=1 be a corres-
ponding set statistics one aims to match. These might be autocorrelation function, realised vari-
ance or moments generating functions. The calibration to real-world measure, with (bV , σV , σS)
being fixed, consists of finding θ∗ such that
θ∗ ∈ arg min
θ∈Θ
M˜∑
i=1
`(EP(θ)[Si],EPmarket [Si(ω)]) .
But in fact we can write
EP(θ)[Si] = EQ(θ)
[
Si dP(θ)
dQ(θ)
]
.
Thus we see that in this framework there needs to be no distinction between a derivative price Φi
and a real-world statistic EPmarket [Si]. Hence from now on we will write only about risk-neutral
calibrations bearing in mind that methodologically this leads to no loss of generality.
Let us connect neural SDEs to the concept of generative modelling, see [Goodfellow et al.,
2014, Kingma and Welling, 2013]. Let Qmarket ∈ M be the true martingale measure (so by
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definition all liquid derivatives are perfectly calibrated under this measure i.e. EQmarket [Φi] = p(Φi)
for all i = 1, . . . ,M ). We know that when (1.1) admits a strong solution then for any θ ∈ Rp there
exists a measurable map Gθ : Rd × C([0, T ];Rn) → C([0, T ];Rd) such that Xθ = Gθ(ζ,W ),
see [Karatzas and Shreve, 2012, Corolarry 3.23]. Hence, one can view (1.1) as a generative model
that maps µ, the joint distribution of X0 on Rd and the Wiener measure on C([0, T ];Rn) into
Qθ = (Gθt )#µ. We see that by construction G is a causal transport map i.e transport map that is
adapted to filtration (Ft)t∈[0,T ], see also [Acciaio et al., 2019, Lassalle, 2013].
One then seeks θ∗ such that Gθ∗#µ is a good approximation of Qmarket with respect to user
specified metric. In this paper we work with
D(Gθ#µ,Qmarket) :=
M∑
i=1
`
(∫
C([0,T ],Rd)
Φi(ω)(G
θ
#µ)(dω),
∫
C([0,T ],Rd)
Φi(ω)Qmarket(dω)
)
.
As we shall see in Sections 5.1 and 5.2 there are many Neural SDE models that can be calibrated
well to market data and that produce significantly different prices for derivatives that were not part
of the calibration data. In practice these would be illiquid derivatives where we require model to
obtain prices. Therefore, we compute price intervals for illiquid derivatives within the class of
calibrated neural SDEs models. To be more precise we compute
inf
θ
{
EQ(θ)[Ψ] : D(G(θ)#µ0,Qmarket) = 0
}
, sup
θ
{
EQ(θ)[Ψ] : D(G(θ)#µ0,Qmarket) = 0
}
.
We solve the above constraint optimisation problem by penalisation. See [Eckstein and Kupper,
2019] for related ideas.
1.3. Key conclusions and methodological contributions of this paper. The results in this paper
presented below lead to the following conclusions.
i) Neural SDEs provide a systematic framework for model selection and produce robust estim-
ates on the derivative prices. The calibration and model selection are done simultaneously
and the thus the model selection is data-driven.
ii) With neural SDEs, the modelling choices one makes are: networks architectures, structure of
neural SDE (e.g. traded and non-traded assets), training methods and data. For classical hand-
crafted models the choice of the algorithm for calibrating parameters has not been considered
as part of modelling choice, but for machine learning this is one of the key components. See
Section 5, where we show how the change in initialisation of stochastic gradient method used
for training leads to different prices of illiquid options, thus providing one way of obtaining
price bounds. Furthermore even for basic local volalitly model that is unique for continuum
of strikes and maturities, produces ranges of prices of illiquid derivatives when calibrated to
finite data sets.
iii) The above optimisation problem is not convex. Nonetheless, empirical experiments in Sec-
tions 5.1-5.2 demonstrate that the stochastic gradient decent methods used to minimise the
loss functionalD converges to the set of parameters for which calibrated error is of order 10−5
to 10−4 for the square loss function. Theoretical framework for analysing such algorithms is
being developed in [Sˇisˇka and Szpruch, 2020].
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iv) By augmenting classical risk models with modern machine learning approaches we are able to
benefit from expressibility of neural networks while staying within realm of classical models,
well understood by traders, risk managers and regulators. This mitigates, to some extent,
the concerns that regulators have around use of black-box solutions to manage financial risk.
Finally while our focus here is on SDE type models, the devised framework naturally extends
to time-series type models.
The main methodological contributions of this work are as follows.
i) By leveraging martingale representation theorem we developed an efficient Monte Carlo
based methods that simultaneously learns the model and the corresponding hedging strategy.
ii) The calibration problem does not fit into classical framework of stochastic gradient algorithms,
as the mini-batches of the gradient of the cost function are biased. We provide analysis of the
bias and show how the inclusion of hedging strategies in training mitigates this bias.
iii) We devise a novel, memory efficient randomised training procedure. The algorithm allows us
to keep memory requirements constant, independently of the number of neural networks in
neural SDEs. This is critical to efficiently calibrate to path dependent contingent claims. We
provide theoretical analysis of our method in Section 4 and numerical experiment supporting
the claims in Section 5.
The paper is organized as follows. In Section 2 we outline the exact optimization problem, intro-
duce a deep neural network control variate (or hedging strategy), address the process of calibration
to single/multiple option maturities and state the exact algorithms. In Section 3 we analyse the bias
in Algorithms 1 and 2. In Section 4 we show that the novel, memory-efficient, drop-out-like train-
ing procedure for path-dependent derivatives does not introduce bias in the new estimator. Finally,
the performance of Neural Local Volatility and Local Stochastic Volatility models is presented in
Section 5. Some of the proofs and more detailed results from numerical experiments are relegated
to the Appendix. The code used is available at github.com/msabvid/robust nsde.
2. ROBUST PRICING AND HEDGING
Let ` : R × R → [0,∞) be a convex loss function such that minx∈R,y∈R `(x, y) = 0. For
example we can take `(x, y) = |x − y|2. Given `, our aim is to solve the following optimisation
problems:
i) Find model parameters θ∗ such that model prices match market prices:
(2.1) θ∗ ∈ arg min
θ∈Θ
M∑
i=1
`(EQ(θ)[Φi], p(Φi)) .
In practice this is equivalent to finding some θ∗ such that
∑M
i=1 `(EQ(θ
∗)[Φi], p(Φi)) = 0.
This is due to inherent overparametrization of Neural SDEs and the fact that ` ≥ 0 reaches
minimum at zero.
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ii) Find model parameters θl,∗ and θu,∗ which provide robust arbitrage-free price bounds for an
illiquid derivative, subject to available market data:
θl,∗ ∈ arg min
θ∈Θ
EQ(θ)[Ψ] , subject to
M∑
i=1
`(EQ(θ)[Φi], p(Φi)) = 0 ,
θu,∗ ∈ arg max
θ∈Θ
EQ(θ)[Ψ], subject to
M∑
i=1
`(EQ(θ)[Φi], p(Φi)) = 0 .
(2.2)
The no-arbitrage price of Ψ over the class of neural SDEs used is then in
[
EQ(θl,∗),EQ(θu,∗)
]
.
2.1. Learning hedging strategy as a control variate. A starting point in the derivation of the
practical algorithm is to estimate EQ(θ)[Φ] using a Monte Carlo estimator. Consider (Xi,θ)Ni=1,
a N i.i.d copies of (1.1) and let QN (θ) := 1N
∑N
i=1 δXi,θ be empirical approximation of Q(θ).
Due to the Law of Large Numbers, EQN (θ)[Φ] converges to EQ(θ)[Φ] in probability. Moreover, the
Central Limit Theorem tells us that
P
(
EQ(θ)[Φ] ∈
[
EQ
N (θ)[Φ]− zα/2
σ√
N
,EQ
N (θ)[Φ] + zα/2
σ√
N
])
→ 1 as N →∞ ,
where σ =
√
Var[Φ] and zα/2 is such that 1 − CDFZ(zα/2) = α/2 with Z the standard normal
distribution. We see that by increasing N , we reduce the width of the above confidence intervals,
but this increases the overall computational cost. A better strategy is to find a good control variate
i.e. we seek a random variable Φcv such that:
(2.3) EQ
N (θ)[Φcv] = E[Φ] and Var[Φcv] < Var[Φ] .
In the following we construct Φcv using hedging strategy. Similar approach has recently been
developed in [Vidales et al., 2018] in the context of pricing and hedging with deep networks.
Martingale representation theorem (see for example Th. 14.5.1 in [Cohen and Elliott, 2015])
provides a general methodology for finding Monte Carlo estimators with the above stated proper-
ties (2.3).
If Φ is such that EQ[|Φ|2] < ∞, then there exists a unique process Z = (Zt)t adapted to the
filtration (Ft)t∈[0,T ] with EQ
[∫ T
t |Zs|2 ds
]
<∞ such that
E[Φ|F0] = Φ−
∫ T
0
Zs dWs .
Define
Φcv := Φ−
∫ T
0
Zs dWs ,
and note that
EQ(θ)[Φcv|F0] = EQ(θ)[Φ|F0] and VarQ(θ)[Φcv|F0] = 0 .
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The process Z has more explicit representations using corresponding (possibly path dependent)
backward Kolomogorov equation or Bismut–Elworthy–Li formula. Both approaches require fur-
ther approximation, see [Vidales et al., 2018] and [Vidales et al., 2020]. Here, this approxim-
ation will be provided by an additional neural network. Without loss of generality assume that
Φ = φ((Xθt )t∈[0,T ]) for some φ : C([0, T ],Rd) → R. In the remaining of the paper, we
will slightly abuse the notation to write Φ indistinctively as both the option and the mapping
C([0, T ],Rd)→ R.
Consider now a neural network h : [0, T ]×C([0, T ],Rd)×Rp → Rd with parameters ξ ∈ Rp′
with p′ ∈ N and define the following learning task, in which θ (the parameters on the Neural SDE
model) is fixed:
Find
(2.4) ξ∗ ∈ arg min
ξ
Var
[
Φ((Xθt )t∈[0,T ])−
∫ T
0
h(s, (Xθs∧t)t∈[0,T ], ξ)dWs
∣∣∣∣F0] .
In a similar manner one can derive Ψcv for the payoff of the illiquid derivative for which we seek
the robust price bounds. Then (2.2) can be restated as
θl,∗ ∈ arg min
θ∈Θ
EQ(θ)[Ψcv] , subject to
M∑
i=1
`(EQ(θ)[Φcvi ], p(Φi)) = 0 ,
θu,∗ ∈ arg max
θ∈Θ
EQ(θ)[Ψcv] , subject to
M∑
i=1
`(EQ(θ)[Φcvi ], p(Φi)) = 0 .
(2.5)
The learning problem (2.5) is better than (2.2) from the point of view of algorithmic implement-
ation, as it will enjoy lower Monte Carlo variance and hence will require simulation of fewer
paths of the Neural SDE in each step of the stochastic gradient algorithm. Furthermore, when
using (2.5) we learn a (possibly abstract) hedging strategy for trading in the underlying asset to
replicate the derivative payoff. Since the market may be incomplete this abstract hedging strategy
may not be usable in practice. More precisely, since the process Xθ will contain tradable as well
as non-tradable assets, the control variate for the latter has to be adapted by either performing a
projection or deriving a strategy for the corresponding tradable instrument.
To deduce a real hedging strategy recall that Xθ = (Sθ, V θ) with Sθ being the tradable assets
and V θ the non-tradable components. Decompose the abstract hedging strategy as h = (hS , hV ).
Let S¯θt := e
−rtSθt and note that due to (1.2) we have
d(S¯θt ) = e
−rtσS(t,Xθt , θ) dWt .
If we can solve hS = e−rth¯St σS(t,Xθt , θ) for h¯St then this is a real hedging strategy.
Therefore, an alternative approach to (2.4), possibly yielding a better hedge, but worse variance
reduction would be to consider finding
(2.6) ξ¯∗ ∈ arg min
ξ¯
Var
[
Φ((Xt)t∈[0,T ])−
∫ T
0
h¯(r, (Xr∧t)t∈[0,T ], ξ¯) dS¯θr
∣∣∣∣F0]
for some other neural network h¯. This is the version we present in Algorithms 1 and 2.
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2.2. Time discretization. In order to implement the (2.5) we define partition pi of [0, T ] as pi :=
{t0, t1, . . . , tNsteps = T}. We first approximate the stochastic integral in (2.4) with the appropriate
Riemann sum. Depending on the choice of the neural network architecture approximating σ in the
Neural SDE (1.1) we may have σ which grows super-linearly as a function of x. In such a case
the moments of the classical Euler scheme are known blow up in the finite time, see [Hutzenthaler
et al., 2011], even if moments of the solution to the SDE are finite. In order to avoid blow ups of
moments of the simulated paths during training we apply tamed Euler method, see [Hutzenthaler
et al., 2012, Szpruch and Zha¯ng, 2018]. The tamed Euler scheme is given by
(2.7) Xpi,θtk+1 = X
pi,θ
tk
+
b(tk, X
pi,θ
tk
, θ)
1 + |b(tk, Xpi,θtk , θ)|
√
∆tk
∆tk +
σ(tk, X
pi,θ
tk
, θ)
1 + |σ(tk, Xpi,θtk , θ)|
√
∆tk
∆Wtk+1 ,
with ∆tk = tk+1 − tk and ∆Wtk+1 = Wtk+1 −Wtk .
2.3. Algorithms. We now present the algorithm to calibrate the Neural SDE (1.1) to market prices
of derivatives (Algorithm 1) and the algorithm to find robust price bounds for an illiquid derivative
(Algorithm 2). Note that during training we aim to calibrate the SDE (1.1), and at the same time,
adapt the abstract hedging strategy to minimise the variance (2.4). Therefore, we alternate two
optimisations:
i) During each epoch, we optimise the parameters θ of the Neural SDE, while the paramet-
ers of the hedging strategy ξ are fixed. In order to calculate the Monte Carlo estimator
EQN (θ)[Φcv] we generate Ntrn paths (xpi,θ,itn )
Nsteps
n=0 := (s
pi,θ,i
tn , v
pi,θ,i
tn )
Nsteps
n=0 , i = 1, . . . , Ntrn using
tamed Euler scheme on (1.1). Furthermore, we create a copy of the generated paths, denoting
them (x˜pi,,itn )
Nsteps
n=0 := (s˜
pi,,i
tn , v˜
pi,,i
tn )
Nsteps
n=0 such that each x˜
pi,,i
tk
does not depend on θ anymore for
the purposes of backward propagation when calculating the gradient. The paths (x˜pi,,itn )
Nsteps
n=0
will be used as input to the parametrisation of the abstract hedging strategy h; as a result,
in Algorithm 1 during this phase of the optimisation, the purpose of the hedging strategy is
reducing the variance of EQN (θ)[Φcv] in order to speed up the convergence of the gradient
descent algorithm.
ii) During each epoch, we optimise the parameters ξ of the parametrisation of the hedging
strategy, while the parameters θ of the Neural SDE are fixed.
In both Algorithms 1 and 2 as well as in the numerical experiments, we use the squared error
for the nested loss function: `(x, y) = |x − y|2. Furthermore, the calibration of the Neural SDE
to market derivative prices with robust price bounds for illiquid derivative in Algorithm 2 is done
using a constrained optimisation using the method of Augmented Lagrangian [Hestenes, 1969],
with the update rule of the Lagrange multipliers specified in Algorithm 3.
2.4. Algorithm for multiple maturities. Algorithms 1 and 2 calibrate the SDE (5.3) to one set of
derivatives. If the derivatives for which we have liquid market prices can be grouped by maturity,
as is the case e.g. for call / put prices, we can use a more efficient algorithm to achieve the
calibration.
This follows the natural approach used e.g. in [Cuchiero et al., 2020], and in [Vidales et al.,
2018] in the context of learning PDEs, where the networks for b(t,Xθt , θ) and σ(t,X
θ
t , θ) are split
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Algorithm 1 Calibration to market European option prices for one maturity
Input: pi = {t0, t1, . . . , tNsteps} time grid for numerical scheme.
Input: (Φi)
Nprices
i=1 option payoffs.
Input: Market option prices p(Φj), j = 1, . . . , Nprices.
Initialisation: θ for neural SDE parameters, Ntrn ∈ N large.
Initialisation: ξ for control variate approximation.
for epoch : 1 : Nepochs do
Generate Ntrn paths (x
pi,θ,i
tn )
Nsteps
n=0 := (s
pi,θ,i
tn , v
pi,θ,i
tn )
Nsteps
n=0 , i = 1, . . . , Ntrn using Euler scheme
on (1.1). and create copies (x˜pi,itn )
Nsteps
n=0 := (s˜
pi,i
tn , v˜
pi,i
tn )
Nsteps
n=0 such that each x˜
pi,i
tk
does not depend
on θ anymore, thus ∂θx˜
pi,i
tk
= 0.
During one epoch: Freeze ξ, use Adam (see [Kingma and Ba, 2014]) to update θ, where
θ = ̂arg min
θ
Nprices∑
j=1
ENtrn
Φj (Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, X˜
pi,
tk
, ξj)∆
˜¯Spi,tk
− p(Φj)
2
and where ENtrn denotes the empirical expected value calculated on the Ntrn paths.
During one epoch: Freeze θ, use Adam to update ξ, by optimising the sample variance
ξ = ̂arg min
ξ
Nprices∑
j=1
VarNtrn
Φj (Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, X
pi,θ
tk
, ξj)∆
˜¯Spi,θtk

end for
return θ, ξj for all prices (Φi)
Nprices
i=1 .
into different networks, one per maturity. Let θ = (θ1, . . . , θNm), where Nm is the number of
maturities. Let
b(t,Xθt , θ) := 1t∈[Ti−1,Ti](t)b
i(t,Xθt , θi), i ∈ {1, . . . , Nm},
σ(t,Xθt , θ) := 1t∈[Ti−1,Ti](t)σ
i(t,Xθt , θi), i ∈ {1, . . . , Nm},
(2.8)
with each bi and σi a feed forward neural network.
Regarding the SDE parametrisation, we fit feed-forward neural networks (see Appendix C) to
the diffusion of the SDE of the price process under the risk-neutral measure. In the particular case,
where we calibrate the Neural SDE to market data, without imposing any bounds on the resulting
exotic option prices, one can then do an incremental learning as follows,
(1) Consider the first maturity Ti with i = 1.
(2) Calibrate the SDE using Algorithm 1 to the vanilla prices in maturity Ti.
(3) Freeze the parameters of σi, set i := i+ 1, and go back to previous step.
The above algorithm is memory efficient, as it only needs to backpropagate through that last
maturity in each gradient descent step.
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Algorithm 2 Calibration to vanilla prices for one maturity with lower bound for exotic price
Input: pi = {t0, t1, . . . , tNsteps} time grid for numerical scheme.
Input: (Φi)
Nprices
i=1 option payoffs.
Input: Market option prices p(Φj), j = 1, . . . , Nprices.
Initialisation: θ for neural SDE parameters, Ntrn ∈ N large.
Initialisation: ξ for control variate approximation.
Initialisation: λ, c for Augmented Lagrangian algorithm for constrained optimisation.
for epoch : 1 : Nepochs do
Generate Ntrn paths (x
pi,θ,i
tn )
Nsteps
n=0 := (s
pi,θ,i
tn , v
pi,θ,i
tn )
Nsteps
n=0 , i = 1, . . . , Ntrn using the Euler-type
scheme on (1.1) and create copies (x˜pi,,itn )
Nsteps
n=0 := (s˜
pi,i
tn , v˜
pi,i
tn )
Nsteps
n=0 such that each x˜
pi,i
tk
does not
depend on θ anymore, thus ∂θx˜
pi,i
tk
= 0.
During one epoch: Freeze ξ, use Adam to find θNtrn , where
f(θ) := ENtrn
Ψ(Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, (X˜
pi,
tk∧tj )
Nsteps
j=0 , ξΨ)∆
˜¯Spi,tk

h(θ) :=
Nprices∑
j=1
ENtrn
Φj (Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, X˜
pi,
tk
, ξj)∆
˜¯Spi,tk
− p(Φj)
2
θ = ̂arg min
θ
f(θ) + λh(θ) + c · (h(θ))2
and where ENtrn denotes the empirical expected value calculated on the Ntrn paths.
During one epoch: Freeze θ, use Adam to update ξ,
ξ = ̂arg min
ξ
Nprices∑
j=0
VarNtrn
Φj (Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, X
pi,θ
tk
, ξj)∆
˜¯Spi,θtk
+
+ VarNtrn
Ψ(Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, (X
pi,θ
tk∧tj )
Nsteps
j=0 , ξΨ)∆
˜¯Spi,θtk

Every 50 updates of θ: Update λ, c using Algorithm 3
end for
return θ, ξ.
3. ANALYSIS OF THE STOCHASTIC APPROXIMATION ALGORITHM FOR THE CALIBRATION
PROBLEM
3.1. Classical stochastic gradient. First, let us review the basics about stochastic gradient al-
gorithm. Let H : Ω×Θ→ Rd. Consider the following optimisation problem
min
θ∈Θ
h(θ) , where h(θ) := E[H(θ)] .
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Algorithm 3 Augmented Lagrangian parameters update
Input: λ > 0, c > 0
Input: f(θ) approximated exotic price with current values of θ
Input: MSE(θ) MSE of calibration to Vanilla prices with current values of θ
Update λ := λ+ cMSE(θ)
Update c := 2c
return c, λ
Notice that the minimization task (2.1) does not fit this pattern as in our case the expectation is
inside `.
Nevertheless we know that the classical gradient algorithm, with the learning rates (ηk)∞k=1,
ηk > 0 for all k, applied to this optimisation problem is given by
θk+1 = θk − ηk∂θ(E[H(θk)]) .
Under suitable conditions on H and on ηk, it is known that θk converges to a minimiser of h,
see [Benveniste et al., 2012]. As E[H(θk)] can rarely be computed explicitly, the above algorithm
is not practical and is replaced with stochastic gradient descent (SGD) given by
θk+1 = θk − ηk 1
N
N∑
i=1
∂θH
i(θk) ,
where (H i(θ))Nbatchi=1 are independent samples from the distribution ofH(θ) andN ∈ N is the size
of the mini-batch. In particular N could be one. The choice of a “good” estimator for E[H(θ)] in
the context of stochastic gradient algorithms is an active research area research, see e.g. [Majka
et al., 2020]. When the estimator of E[H(θ)] is unbiased, the SGD can be shown to converge to a
minimum of h, [Benveniste et al., 2012].
3.2. Stochastic algorithm for the calibration problem. Recall that our overall objective in cal-
ibration is to minimize some J = J(θ) given by
J(θ) =
M∑
i=1
`
(
EQ(θ)[Φcvi ], p(Φi)
)
.
We write Xθ := (Xθt )t∈[0,T ] and note that EQ(θ)
[
Φi
]
= E
[
Φi(X
θ)
]
. Noting that in the cal-
ibration part of (2.1)–(2.5) the h(s, (X˜s∧t)t∈[0,T ], ξ)d ˜¯Ss is fixed and hence EQ[∂θΦcvi (Xθ)] =
EQ[∂θΦi(Xθ)]
We differentiate J = J(θ) and work with the pathwise representation of this derivative (using
language from [Glasserman, 2013]). For that we impose the following assumption.
Assumption 3.1. We assume that payoffs G := (Ψ,Φ), G : C([0, T ],Rd)→ R are such that
∂θEQ
[
G(Xθ)
]
= EQ
[
∂θG(X
θ)
]
.
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We refer reader to [Glasserman, 2013, chapter 7] for exact conditions when exchanging in-
tegration and differentiation is possible. We also remark that for the payoffs for which the As-
sumption 3.1 does not hold, one can use likelihood method and more generally Malliavin weights
approach for computing greeks, [Fournie´ et al., 1999]. We don’t pursue this here for simplicity.
Writing ` = `(x, y), applying Assumption 3.1 and noting that EQ(θ)
[
Φi
]
= E
[
Φ(Xθ)
]
we see
that
∂θJ(θ) =
M∑
i=1
(∂x`)
(
EQ(θ)[Φcvi ], p(Φi)
)
∂θEQ(θ)
[
Φcvi
]
=
M∑
i=1
(∂x`)
(
E[Φcvi (Xθ)], p(Φi)
)
E
[
∂θΦi(X
θ)
]
.
Hence, if we wish to update θ to some θ˜ in such a way that J is decreased then we need to take
(for some γ > 0)
θ˜ = θ − γ
M∑
i=1
(∂x`)
(
E[Φcvi (Xθ)], p(Φi)
)
E
[
∂θΦi(X
θ)
]
so that
d
dε
J(θ + ε(θ˜ − θ))
∣∣∣
ε=0
=
M∑
i=1
(∂x`)
(
E[Φcvi (Xθ)], p(Φi)
)
E
[
∂θΦi(X
θ)
]
(θ˜ − θ)
= −γ
∣∣∣∣ M∑
i=1
(∂x`)
(
E[Φcvi (Xθ)], p(Φi)
)
E
[
∂θΦi(X
θ)
]∣∣∣∣2 ≤ 0 .
If we had one network for each time step, leading to some resnet-like-network architecture for the
time discretization then it may be more efficient to use a backward equation representation in the
training. This representation can be derived using similar analysis as in [Jabir et al., 2019] (see
also [Sˇisˇka and Szpruch, 2020]).
Since the summation plays effectively no role in further analysis we will assume, without loss
of generality, that M = 1 and work with the objective
h(θ) = `
(
EQ(θ)[Φcv], p(Φ)
)
.
Then in the gradient step update we have
∂θh(θ) = ∂x`
(
EQ[Φcv(Xθ)], p(Φ)
)
EQ[∂θΦ(Xθ)] ,
Since ` is typically not an identity function, a mini-batch estimator of ∂θh(θ), obtained by repla-
cing Q with QN given by
∂θh
N (θ) := ∂x`
(
EQ
N
[Φcv(Xθ)], p(Φ)
)
EQ
N
[∂θΦ(X
θ)] ,
is a biased estimator of ∂θh. Nonetheless the bias can be estimated in terms of number of samples
N and the variance. The fact the bias is controlled by the variance justifies why it is important to
reduce the variance when calibrating the models with stochastic gradient algorithm. An alternative
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perspective is to view ∂θhN (θ) as non-linear function ofQN . It turns out that that there is a general
theory studying smoothness and corresponding expansions of such functions of measures and we
refer reader to [Chassagneux et al., 2019] for more details.
In Appendix A we provide a result on the bias for a general loss function. For the square loss
function the bias is given below.
Theorem 3.2. Let Assumption 3.1 hold. Consider the family of neural SDEs (1.1). For `(x, y) =
|x− y|2, we have∣∣∣EQ [∂θhN (θ)]− ∂θh(θ)∣∣∣ ≤ 2
N
(
VarQ[Φcv(Xθ)]
)1/2 (
VarQ[∂θΦ(Xθ)]
)1/2
.
Proof. This is an immediate consequence of Theorem A.1. 
Hence, we see that by reducing the variance of the first term we are also reducing the bias of
the gradient. This justifies superiority of learning task (2.5) over (2.2).
4. ANALYSIS OF THE RANDOMISED TRAINING
4.1. Case of general cost function `. While the idea of calibrating to one maturity at the time
described in Section 2.4 works well if our aim is only to calibrate to vanilla options, it cannot be
directly applied to learn robust bounds for path dependent derivatives, see (2.2). This is because
the payoff of path dependent derivatives, in general, is not an affine function of maturity. On
the other hand training all neural networks at every maturity all at once, makes every step of the
gradient algorithm used for training computationally heavy.
In what follows we introduce a randomisation of the gradient so that at each step of the gradient
algorithm the derivatives with respect to the network parameters are computed at only one maturity
at the time while keeping parameters at all other maturities unchanged. This is similar to the
popular dropout method, see [Srivastava et al., 2014], that is known to help with overfitting when
training deep neural networks but for us the main aim is computational efficiency. Recall how we
split the networks for drift and diffusion
b(t,Xθt , θ) := 1t∈[Ti−1,Ti](t)b
i(t,Xθt , θi), i ∈ {1, . . . , Nm},
σ(t,Xθt , θ) := 1t∈[Ti−1,Ti](t)σ
i(t,Xθt , θi), i ∈ {1, . . . , Nm},
(2.8’)
Let U ∼ U[1, . . . , Nm] be a uniform random variable over set [1, . . . , Nm] defined on a new
probability space (ΩU,FU, (FUt )t∈[0,T ],PU). Let Z be given by
dZθt (U) =
( Nm∑
i=1
1[Ti−1,Ti](t)∂xb
i(t,Xθt , θi)Z
θ
t (U) +N1[TU−1,TU ](t)∂θU b
U (t,Xθt , θU )
)
dt
+
( Nm∑
i=1
1[Ti−1,Ti](t)∂xσ
i(t,Xθt , θi)Z
θ
t (U) +N1[TU−1,TU ](t)∂θUσ
U (t,Xθt , θU )
)
dWt ,
where bU , σU are simply neural networks sampled from the random index U .
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Theorem 4.1. Assume ∂x[b, σ](t, ·, θ) exists and is bounded with (t, θ) fixed and ∂θ[b, σ](t, x, ·)
exists and is bounded with (t, x) fixed. Let h(θ) = `(EQ(θ)[φ(Xθt )], p(Φ)) and let its randomised
gradient be
(∂θh)(θ, U) = ∂x`(EQ(θ)[φ(Xθt )], p(Φ))EQ(θ)[(∂xφ)(Xθt )Zθt (U)] .
Then EU[(∂θh)(θ, U)] = (∂θh)(θ). In other words the randomised gradient is an unbiased estim-
ator of (∂θh)(θ).
Less stringent assumption on derivatives of b and σ are possible, but we do not want to over-
burden the present article with technical details.
Proof. It is well known, e.g [Krylov, 1999, Kunita, 1997], that
d(∂θX
θ
t ) =
Nm∑
i=1
1[Ti−1,Ti](t)
[(
(∂xb
i(t,Xθt , θi)∂θX
θ
t + ∂θib
i(t,Xθt , θi)
)
dt
+
(
(∂xσ
i(t,Xθt , θi)∂θX
θ
t + ∂θiσ
i(t,Xθt , θi)
)
dWt
]
.
Let U ∼ U[1, . . . , Nm] be a uniform random variable over set [1, . . . , Nm] defined on a new
probability space (ΩU,FU, (FUt )t∈[0,T ],PU). We introduce process Z as follows
dZθt (U) =
( Nm∑
i=1
1[Ti−1,Ti](t)∂xb
i(t,Xθt , θi)Z
θ
t (U) +N1[TU−1,TU ](t)∂θU b
U (t,Xθt , θU )
)
dt
+
( Nm∑
i=1
1[Ti−1,Ti](t)∂xσ
i(t,Xθt , θi)Z
θ
t (U) +N1[TU−1,TU ](t)∂θUσ
U (t,Xθt , θU )
)
dWt .
Note that
EU[N1[TU−1,TU ](t)∂θU b
U (t,Xθt , θU )] =
Nm∑
i=1
1[Ti−1,Ti](t)∂θib
i(t,Xθt , θi)
and
EU[N1[TU−1,TU ](t)∂θUσ
U (t,Xθt , θU )] =
Nm∑
i=1
1[Ti−1,Ti](t)∂θiσ
i(t,Xθt , θi) .
Now using Fubini-type Theorem for Conditional Expectation, [Hammersley et al., 2019, Lemma
A5], we have
dEU
[
Zθt (U)
]
=
( Nm∑
i=1
1t∈[Ti−1,Ti](t)∂xb
i(t,Xθt , θi)EU
[
Zθt (U)
]
+
Nm∑
i=1
1t∈[Ti−1,Ti](t)∂θib
i(t,Xθt , θi)
)
dt
+
( Nm∑
i=1
1t∈[Ti−1,Ti](t)∂xσ
i(t,Xθt , θi)E
U[Zθt (U)]+ Nm∑
i=1
1t∈[Ti−1,Ti](t)∂θiσ
i(t,Xθt , θi)
)
dWt .
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Hence the process EU
[
Zθt (U)
]
solves the same linear equation as ∂θXθ. As the equation has
unique solution we conclude that
(4.1) EU[Zθt (U)] = ∂θXθt .
Recall that h(θ) = `(EQ(θ)[φ(Xθt )], p(Φ)), and so
(∂θh)(θ) = ∂x`(EQ(θ)[φ(Xθt )], p(Φ))EQ(θ)[(∂xφ)(Xθt )∂θXθt ] .
Recall the randomised gradient
(∂θh)(θ, U) = ∂x`(EQ(θ)[φ(Xθt )], p(Φ))EQ(θ)[(∂xφ)(Xθt )Zθt (U)] .
Note that due to (4.1)
EU[EQ(θ)[(∂xφ)(Xθt )Zθt (U)]] = EQ(θ)[(∂xφ)(Xθt )∂θXθt ] .
this implies that EU[(∂θh)(θ, U)] = (∂θh)(θ). 
4.2. Case of square loss function `. Here we show that, in the special case when `(x, y) =
|x−y|p, randomised gradient as described in Section 4 is an unbiased estimator of the full gradient
even in the case when Q is replaced by its empirical measure QN . Consequently standard theory
on stochastic approximation applies. We base the presentation on the case p = 2, as general case
works in exact the same way. Let (Ω¯, F¯ , (F¯t)t∈[0,T ], P¯) be a copy of (Ω,F , (Ft)t∈[0,T ],P). Then
we write
hN (θ) := (EQ
N (θ)[φ(Xθt )]− p(Φ))2 = (EQ¯
N (θ)[φ(X¯θt )]− p(Φ))(EQ
N (θ)[φ(Xθt )]− p(Φi)) .
See also [Cuchiero et al., 2020] for the same observation. The gradient of h is given by
(∂θh
N )(θ) =(EQ¯
N (θ)[φ(X¯θt )]− p(Φ))(EQ
N (θ)[(∂xφ)(X
θ
t )∂θX
θ
t ]− p(Φi))
+ (EQ¯
N (θ)[(∂xφ)(X¯
θ
t )∂θX¯
θ
t ]− p(Φ))(EQ
N (θ)[φ(Xθt )]− p(Φi)) .
Equivalently
(∂θh
N )(θ)(∂θh
N )(θ) =2(EQ¯
N (θ)[φ(X¯θt )]− p(Φ))(EQ
N (θ)[(∂xφ)(X
θ
t )∂θX
θ
t ]− p(Φi))
=2(EQ¯
N (θ)[(∂xφ)(X¯
θ
t )∂θX¯
θ
t ]− p(Φ))(EQ
N (θ)[φ(Xθt )]− p(Φi)) .
To implement the above algorithm one simply needs to generate two independent sets of samples.
Furthermore,
(∂θh
N )(θ, U)(∂θh
N )(θ) =2(EQ¯
N (θ)[φ(X¯θt )]− p(Φ))(EQ
N (θ)[(∂xφ)(X
θ
t )Z
θ
t (U)]− p(Φi))
=2(EQ¯
N (θ)[(∂xφ)(X¯
θ
t )Z
θ
t (U)]− p(Φ))(EQ
N (θ)[φ(Xθt )]− p(Φi)) .
is an unbiased estimator of (∂θhN )(θ).
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5. TESTING NEURAL SDE CALIBRATIONS
All algorithms were implemented using PYTORCH, see [Paszke et al., 2017] and [Paszke et al.,
2019]. The code used is available at github.com/msabvid/robust nsde. Our target data
(European option prices for various strikes and maturities) is described in Appendix B. We assume
that there is one traded asset S = (St)t∈[0,T ]. We calibrate to European option prices
p(Φ) := EQ(θ)[Φ] = e−rTEQ(θ)
[
(ST −K)+ |S0 = 1
]
for maturities of 2, 4, . . . , 12 months and typically 21 uniformly spaced strikes between in [0.8, 1.2].
As an example of an illiquid derivative for which we wish to find robust bounds we take the look-
back option
p(Ψ) := EQ(θ)[Ψ] = e−rTEQ(θ)
[
max
t∈[0,T ]
St − ST |X0 = 1
]
.
5.1. Local volatility neural SDE model. In this section we consider a Local Volatility (LV)
Neural SDE model. It has been shown by [Dupire et al., 1994] (see also [Gyo¨ngy, 1986]) that if
the market data would consist of a continuum of call / put prices for all strikes and maturities then
there is a unique function σ such that with the price process
dSt = rSt dt+ St σ(t, St)dWt , S0 = 1(5.1)
the model prices and market prices match exactly. In practice only some calls / put prices are
liquid in the market and so to apply [Dupire et al., 1994] one has to interpolate, in an arbitrage free
way, the missing data. The choice of interpolation method is a further modelling choice on top of
the one already made by postulating that the risky asset evolution is governed by (5.1).
We will use a Neural SDE instead of directly interpolating the missing data. Let our LV Neural
SDE model be given by
(5.2) dSθt = rS
θ
t dt+ σ(t, S
θ
t , θ)S
θ
t dW
Q
t ,
where Sθt ≥ 0, Sθ0 = 1 and σ : [0, T ]×R×Rp → R+ allows us to calibrate the model to observed
market prices.
5.2. Local stochastic volatility neural SDE model. In this section we consider a Local Stochastic
Volatility (LSV) Neural SDE model. See, for example, [Tian et al., 2015]. As in the Local Volat-
ility Neural SDE model (5.2), we have the risky asset price price process (St)t∈[0,T ], where the
drift is equal to the risk-free bond rate r. However, the volatility function in the LSV Neural SDE
model now depends on t, St and a stochastic process (Vt)t∈[0,T ]. Here (Vt)t∈[0,T ] is not a traded
asset. The model is then given by
dSt = rStdt+ σ
S(t, St, Vt, ν)St dB
S
t , S0 = 1,
dVt = b
V (Vt, φ) dt+ σ
V (Vt, ϕ) dB
V
t , V0 = v0,
d〈BS , BV 〉t = ρdt
(5.3)
where θ := {ν, φ, ϕ, v0, ρ}, ρ, v0 ∈ R, as the set of (multi-dimensional) parameters that we aim
to optimise so that the model is calibrated to the observed market data.
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5.3. Deep learning setting for the LV and LSV neural SDE models. In the SDE (5.2) the func-
tion σ and the SDE (5.3) the functions σS , bV and σV are parametrised by one feed-forward neural
network per maturity (see Section 2.4 and Appendix C) with 4 hidden layers with 50 neurons in
each layer. The non-linear activation function used in each of the hidden layers is the linear rec-
tifier relu. In addition, in σS and σV after the output layer we apply the non-linear rectifier
softplus(x) = log(1 + exp(x)) to ensure a positive output.
The parameterisation of the hedging strategy for the vanilla option prices is also a feed-forward
linear network with 3 hidden layers, 20 neurons per hidden layer and relu activation functions.
However, in order to get one hedging strategy per vanilla option considered in the market data, the
output of h(tk, sitk,θ, ξKj ) has as many neurons as strikes and maturities.
Finally, the parameterisation of the hedging strategy for the exotic options price is also a feed-
forward network with 3 hidden layers, 20 neurons per hidden layer and relu activation functions.
The Neural SDEs (5.2) and (5.3) were discretized using the tamed Euler scheme (2.7) with
Nsteps = 8 × 12 uniform time steps for T = 1 year (i.e. 16 for every 2 months). The number of
Monte Carlo trajectories in each stochastic gradient descent iteration was N = 4 × 104 and the
abstract hedging strategy was used as a control variate.
Finally in the evaluation of the calibrated Neural SDE, the option prices are calculated using
N = 4×105 trajectories of the calibrated Neural SDEs, which we generated with 2×105 Brownian
paths and their antithetic paths; in addition we also used the learned hedging strategies to calculate
the Monte Carlo estimators with lower variance EQ(θ)[Φcvi ] and EQ(θ)[Ψcv].
5.4. Conclusions from calibrating for LV neural SDE. Each calibration is run 10 times with
different initialisations of the network parameters, with the goal to check the robustness of the
exotic option price EQ(θ)[Ψ] for each calibrated Neural SDE. The blue boxplots in Figure 5.1
provide different quantiles for the exotic option price EQ(θ)[Ψ] and the obtained bounds after
running We make the following observations from calibrating LV Neural SDE:
i) It is possible to obtain high accuracy of calibration with MSE of about 10−9 for 6 month
maturity, about 10−8 for 12 month maturity when the only target is to fit market data. If we are
minimizing / maximizing the illiquid derivative price at the same time then the MSE increases
somewhat so that it is about 10−8 for both 6 and 12 month maturities. See Figure 5.1. The
calibration has been performed using K = 21 strikes.
ii) The calibration is accurate not only in MSE on prices but also on individual implied volatility
curves, see Figure 5.2 and others in Appendix D.
iii) As we increase the number of strikes per maturity the range of possible values for the illiquid
derivative narrows. See Figure F.1 and Tables 1, 2, 3 and 4. The conjecture is that as the
number of strikes (and maturities) would increase to infinity we would recover the unique σ
given by the Dupire formula that fits the continuum of European option prices.
iv) With limited amount of market data (which is closer to practical applications) even the LV
Neural SDE produces noticeable ranges for prices of illiquid derivatives, see again Figure 5.1.
In Appendix F we provide more details on how different random seeds, different constrained
optimization algorithms and different number of strikes used in the market data input affect the
illiquid derivative price.
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FIGURE 5.1. Box plots for the Local Volatility model (5.2). Exotic option price
quantiles are in blue in the left-hand box-plot groups. The MSE quantiles of
market data calibration is in grey, in the right-hand box-plot groups. Each box
plot comes from 10 different runs of Neural SDE calibration. The three box-plots
in each group arise respectively from aiming for a lower bound of the illiquid
derivative(left), only calibrating to market and then pricing the illiquid derivative
(middle) and aiming for a lower bound of the illiquid derivative (right).
In Appendix D we present market price and implied volatility fit for constrained and uncon-
strained calibrations. High level of accuracy in all calibrations is achieved due to the hedging
neural network incorporated into model training.
5.5. Conclusions from calibrating for LSV neural SDE. Each calibration is run ten times with
different initialisations of the network parameters, with the goal to check the robustness of the
exotic option price EQ(θ)[Ψ] for each calibrated Neural SDE. The blue boxplots in Figure 5.3
provide different quantiles for the exotic option price EQ(θ)[Ψ] and the obtained bounds after
running all the experiments 10 times. We make the following observations from calibrating LSV
Neural SDE:
i) We note that our methods achieve high calibration accuracy to the market data (measured by
MSE) with consistent bounds on the exotic option prices. See Figure 5.3.
ii) The calibration is accurate not only in MSE on prices but also on individual implied volatility
curves, see Figure 5.4 and others in Appendix E.
iii) The LSV Neural SDE produces noticeable ranges for prices of illiquid derivatives, see again
Figure 5.3.
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FIGURE 5.2. Calibrated neural SDE LV model and target market implied volat-
ility comparison.
5.6. Hedging strategy evaluation. We calculate the error of the portfolio hedging strategy of the
lookback option at maturity T = 6 months, given by the empirical variance
VarN
ψ (Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, (X
pi,θ
tk∧tj )
Nsteps
j=0 , ξΨ)∆
˜¯Spi,θtk
 .
The histogram in Figure 5.6 is calculated on N = 400 000 different paths and provides the values
of s,
s := Ψ
(
Xpi,θ
)
−
Nsteps−1∑
k=0
h¯(tk, (X
pi,θ
tk∧tj )
Nsteps
j=0 , ξΨ)∆
˜¯Spi,θtk − EN
[
Ψ
(
Xpi,θ
)]
i.e. such that
EN [s2] = VarN
Ψ(Xpi,θ)− Nsteps−1∑
k=0
h¯(tk, (X
pi,θ
tk∧tj )
Nsteps
j=0 , ξΨ)∆
˜¯Spi,θtk
 .
We obtain EN [s2] = 1.6× 10−3.
Finally, we study the effect of the control variate parametrisation on the learning speed in Al-
gorithm 1. Figure 5.6 displays the evolution of the Root Mean Squared Error of two runs of calibra-
tion to market vanilla option prices for two-months maturity: the blue line using Algorithm 1 with
simultaneous learning of the hedging strategy, and the orange line without the hedging strategy.
We recall that from Section 2.4, the Monte Carlo estimator ∂θhN (θ) is a biased estimator of ∂θh(θ)
An upper bound of the bias is given by Corollary 3.2, that shows that by reducing the variance of
Monte Carlo estimator of the option price then the bias of ∂θhN (θ) is also reduced, yielding bet-
ter convergence behaviour of the stochastic approximation algorithm. This can be observed in
Figure 5.6.
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FIGURE 5.3. Box plots for the Local Stochastic Volatility model (5.3). Exotic
option price quantiles are in blue in the left-hand box-plot groups. The MSE
quantiles of market data calibration is in grey, in the right-hand box-plot groups.
Each box plot comes from 10 different runs of Neural SDE calibration. The three
box-plots in each group arise respectively from aiming for a lower bound of the
illiquid derivative(left), only calibrating to market and then pricing the illiquid
derivative (middle) and aiming for a lower bound of the illiquid derivative (right).
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FIGURE 5.4. Comparing market and model data fit for the Neural SDE LSV
model (5.3) when targeting only the market data. We see vanilla option prices
and implied volatility curves of the 10 calibrated Neural SDEs vs. the market
data for different maturities.
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APPENDIX A. BOUND ON BIAS IN GRADIENT DESCENT
We complete the analysis from Section 3.2 for a general loss function here.
Theorem A.1. Let Assumption 3.1 hold. Consider the family of neural SDEs (1.1). We have
|E[∂θhN (θ)]− ∂θh(θ)| ≤
(
E
[
(∂x`(EQ
N (θ)[Φcv(Xθ)], p(Φ))− ∂x`(EQ[Φcv(Xθ)], p(Φ)))2
])1/2
×
(
E
[(
EQ
N (θ)[∂θΦ(X
θ)]
)2])1/2
.
(A.1)
If in addition we assume that the loss function ` is three times differentiable in the first variable
with all its derivatives bounded, then
∣∣∣EQ [∂θhN (θ)]− ∂θh(θ)∣∣∣
≤ 1
2
{
‖∂3x`‖∞|EQ[∂θΦ(Xθ)]|
1
N
VarQ[Φcv(Xθ)]
+ ‖∂3x`‖∞
(
1
N
VarQ[∂θΦ(Xθ)]
)1/2( 1
N3
E[(Φcv(Xθ)− EQ[Φcv(Xθ)])4] + 3
N2
(VarQ[Φcv(Xθ)])2
)1/2
+ 2‖∂2x`‖∞
(
1
N
VarQ[∂θΦ(Xθ)]
)1/2( 1
N
VarQ[Φcv(Xθ)]
)1/2 }
.
(A.2)
Proof. Observe that
E
[
EQ
N
[Φcv(Xθ)]
]
= EQ[Φcv(Xθ)] and E
[
EQ
N
[∂θΦ(X
θ)]
]
= EQ[∂θφ(Xθ)] .
Next, by adding and subtracting ∂x`(EQ[Φcv(Xθ)], p(Φ)) and using the Cauchy–Schwarz
inequality we have
|E[∂θhN (θ)]− ∂θh(θ)|
=
∣∣∣E [(∂x`(EQN [Φcv(Xθ)], p(Φ))± ∂x`(EQ[Φcv(Xθ)], p(Φ)))EQN [∂θΦ(Xθ)]]− ∂θh(θ)∣∣∣ .
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Hence
|E[∂θhN (θ)]− ∂θh(θ)|
=
∣∣∣E [(∂x`(EQN [Φcv(Xθ)], p(Φ))− ∂x`(EQ[Φcv(Xθ)], p(Φ)))EQN [∂θΦ(Xθ)]]∣∣∣
≤
(
E
[(
∂x`
(
EQ
N
[Φcv(Xθ)], p(Φ)
)
− ∂x`
(
EQ[Φcv(Xθ)], p(Φ)
))2])1/2(
E
[
EQ
N
[∂θΦ(X
θ)]
]2)1/2
.
This concludes the proof of (A.1). To prove (A.2), we view ∂θhN (θ) as function of
(EQN [Φcv(Xθ)],EQN [∂θΦ(Xθ)]) and expand into its Taylor series around
(EQ[Φcv(Xθ)],EQ[∂θΦ(Xθ)]), i.e
∂θh
N (θ) = ∂θh(θ)
+ ∂2x`
(
EQ[Φcv(Xθ)], p(Φ)
)
EQ[∂θΦ(Xθ)]
(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)
+ ∂x`
(
EQ[Φcv(Xθ)], p(Φ)
)(
EQ
N
[∂θΦ(X
θ)]− EQ[∂θΦ(Xθ)]
)
+
1
2
∫ 1
0
{
∂3x` (ξ
α
1 , p(Φ)) ξ
α
2
(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)2
+ 2∂2x` (ξ
α
1 , p(Φ))
(
EQ
N
[∂θΦ(X
θ)]− EQ[∂θΦ(Xθ)]
)(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)}
dα ,
where
ξα1 =EQ[Φcv(Xθ)] + α
(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)
,
ξα2 =EQ[∂θΦ(Xθ)] + α
(
EQ
N
[∂θΦ(X
θ)]− EQ[∂θΦ(Xθ)]
)
.
Hence, using Cauchy-Schwarz inequality∣∣∣EQ [∂θhN (θ)]− ∂θh(θ)∣∣∣
≤ 1
2
∫ 1
0
E
[{
‖∂3x`‖∞|EQ[∂θΦ(Xθ)]|
(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)2
+ α‖∂3x`‖∞
∣∣∣EQN [∂θΦ(Xθ)]− EQ[∂θΦ(Xθ)]∣∣∣ (EQN [Φcv(Xθ)]− EQ[Φcv(Xθ)])2
+ 2‖∂2x`‖∞
∣∣∣EQN [∂θΦ(Xθ)]− EQ[∂θΦ(Xθ)]∣∣∣ ∣∣∣EQN [Φcv(Xθ)]− EQ[Φcv(Xθ)]∣∣∣ }]dα
≤ 1
2
{
‖∂3x`‖∞|EQ[∂θΦ(Xθ)]|
1
N
VarQ[Φcv(Xθ)]
+ ‖∂3x`‖∞
(
1
N
VarQ[∂θΦ(Xθ)]
)1/2(
E
[(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)4])1/2
+ 2‖∂2x`‖∞
(
1
N
VarQ[∂θΦ(Xθ)]
)1/2( 1
N
VarQ[Φcv(Xθ)]
)1/2 }
.
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Now let λi := Φcv(Xθ,i)− EQ[Φcv(Xθ)], and note that(
N∑
i=1
λi
)4
=
N∑
i=1
(λi)4 + 3
N∑
i1 6=i2
(λi1)2(λi2)2 + 4
N∑
i1 6=i2
(λi1)1(λi2)3
+ 6
N∑
i1,i2,i3 distinct
λi1λi2(λi3)2 +
N∑
i1,i2,i3,i4 distinct
λi1λi2λi3λi4 .
Hence
E
[(
EQ
N
[Φcv(Xθ)]− EQ[Φcv(Xθ)]
)4]
=
1
N3
E[(Φcv(Xθ)−EQ[Φcv(Xθ)])4]+ 3
N2
(VarQ[Φcv(Xθ)])2 .
The proof is complete. 
APPENDIX B. DATA USED IN CALIBRATION
We used Heston model to generate prices of calls and puts. The model is
dXt = rXtdt+Xt
√
VtdWt, X0 = x0(B.1)
dVt = κ(µ− Vt)dt+ η
√
VtdBt, V0 = v0(B.2)
d〈B,W 〉t = ρdt .(B.3)
It is well know that for this model a semi-analytic formula can be used to calculate option prices,
see [Heston, 1997] but also [Albrecher et al., 2007]. The choice of parameters below was used to
generate target model calibration prices.
(B.4) x0 = 1, r = 0.025 , κ = 0.78 , µ = 0.11 , η = 0.68 , V0 = 0.04 , ρ = 0.044,
Log-moneyness
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FIGURE B.1. The “market” data used in calibration of the Neural SDE models.
In fact the implied volatility surface comes from (B.1) and (B.4).
Options with bi-monthly maturities up to one year with varying range of strikes were used as
market data for Neural SDE calibration. The call / put option prices were obtained from the
Heston model using Monte Carlo simulation with 107 Brownian trajectories. We use bimonthly
maturities up to one year for considered calibrations. Varying range of strikes is used among
different calibrations. See Figure B.1 for the resulting “market” data.
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APPENDIX C. FEED-FORWARD NEURAL NETWORKS
Feed-forward neural networks are functions constructed by composition of affine map and
non-linear activation function. We fix a locally Lipschitz activation function a : R→ R as ReLU
function a(z) = (0, z)+ and for d ∈ N define Ad : Rd → Rd as the function given, for
x = (x1, . . . , xd) by Ad(x) = (a(x1), . . . ,a(xd)). We fix L ∈ N (the number of layers), lk ∈ N,
k = 0, 1, . . . L− 1 (the size of input to layer k) and lL ∈ N (the size of the network output). A
fully connected artificial neural network is then given by θ = ((W1, B1), . . . , (WL, BL)), where,
for k = 1, . . . , L, we have real lk−1 × lk matrices Wk and real lk dimensional vectors Bk.
The artificial neural network defines a functionR(·, θ) : Rl0 → RlL given recursively, for
x0 ∈ Rl0 , by
R(x0, θ) = WLxL−1 +BL , xk = Alk(Wkxk−1 +Bk) , k = 1, . . . , L− 1 .
We will call such class of fully connected artificial neural networks DN . Note that since the
activation functions and architecture are fixed the learning task entails finding the optimal
θ ∈ RP where p is the number of parameters in θ given by
P(θ) =
L∑
i=1
(lk−1lk + lk) .
APPENDIX D. LV NEURAL SDES CALIBRATION ACCURACY
Figures 5.2, D.2, D.4 present implied volatility fit of local volatility neural SDE model (5.2)
calibrated to: market vanilla data only; market vanilla data with lower bound constraint on
lookback option payoff; market vanilla data with upper bound constraint on lookback option
payoff respectively. Figures D.1, D.3, D.5 present target option price fit of local volatility neural
SDE model (5.2) calibrated to: market vanilla data only; market vanilla data with lower bound
constraint on lookback option payoff; market vanilla data with upper bound constraint on
lookback option payoff respectively. High level of accuracy in all calibrations is achieved due to
the hedging neural network incorporated into model training.
APPENDIX E. LSV NEURAL SDES CALIBRATION ACCURACY
Figures E.1, 5.4 and E.2 provide the Vanilla call option price and the implied volatility curve for
the calibrated models. In each plot, the blue line corresponds to the target data (generated using
Heston model), and each orange line corresponds to one run of the Neural SDE calibration. We
note again in this plots how the absolute error of the calibration to the vanilla prices is
consistently of O(10−4).
APPENDIX F. EXOTIC PRICE IN LV NEURAL SDES
Below we see how different random seeds, constrained optimization algorithms and number of
strikes used in the market data input affect the illiquid derivative price in the Local Volatility
Neural SDE model.
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FIGURE D.1. Calibrated neural SDE LV model and market target prices comparison.
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FIGURE D.2. Calibrated neural SDE LV model (with lower bound minimization
on exotic payoff) and target market data implied volatility comparison.
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FIGURE D.3. Calibrated neural SDE LV model (with lower bound minimization
on exotic payoff) and target market prices comparison.
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FIGURE D.4. Calibrated neural LV model (with upper bound maximization on
exotic payoff) and target market data implied volatility comparison.
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FIGURE D.5. Calibrated LV neural model (with upper bound maximization on
exotic payoff) and target market prices comparison.
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FIGURE E.1. Comparing market and model data fit for the Neural SDE LSV
model (5.3) when targeting the lower bound on the illiquid derivative. We see
vanilla option prices and implied volatility curves of the 10 calibrated Neural
SDEs vs. the market data for different maturities.
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FIGURE E.2. Comparing market and model data fit for the Neural SDE LSV
model (5.3) when targeting the upper bound on the illiquid derivative. We see
vanilla option prices and implied volatility curves of the 10 calibrated Neural
SDEs vs. the market data for different maturities.
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FIGURE F.1. Lookback exotic option price in lower, upper and unconstrained
implied by perfectly calibrated LV neural SDE calibrated to varying number of
market option quotes.
Initialisation Calibration type t=2/12 t=4/12 t=6/12 t=8/12 t=10/12 t=1
1 Unconstrained .055 .088 .113 .134 .159 .178
2 Unconstrained .056 .086 .113 .132 .158 .175
1 LB Lag. mult. .055 .086 .107 .127 .143 .154
2 LB Lag. mult. .055 .084 .098 .113 .125 .139
1 UB Lag. mult. .056 .099 .119 .142 .163 .214
2 UB Lag. mult. .059 .101 .131 .156 .208 .220
1 LB Augmented .055 .077 .107 .113 .127 .136
2 LB Augmented .056 .085 .109 .123 .139 .158
1 UB Augmented .058 .102 .139 .156 .188 .224
2 UB Augmented .057 .088 .128 .151 .167 .184
- Heston 400k paths .058 .087 .111 .133 .154 .174
TABLE 1. Impact of initialisation and constrained optimization algorithms on
prices of an illiquid derivative (lookback call) implied by LV neural SDE calib-
rated to vanilla prices with K = 11 strikes: k1 = 0.9, k2 = 0.92, ..., k11 = 1.1
for each maturity.
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Initialisation Calibration type t=2/12 t=4/12 t=6/12 t=8/12 t=10/12 t=1
1 Unconstrained .056 .087 .114 .140 .161 .182
2 Unconstrained .056 .087 .114 .136 .161 .180
1 LB Lag. mult. .056 .086 .110 .123 .141 .153
2 LB Lag. mult. .056 .087 .108 .125 .150 .155
1 UB Lag. mult. .056 .088 .120 .156 .179 .205
2 UB Lag. mult. .056 .088 .118 .153 .187 .208
1 LB Augmented .056 .087 .108 .128 .143 .164
2 LB Augmented .056 .087 .108 .125 .150 .155
1 UB Augmented .056 .091 .124 .155 .173 .194
2 UB Augmented .056 .088 .125 .146 .167 .189
- Heston 400k paths .058 .087 .111 .133 .154 .174
- Heston 10mil paths .058 .087 .111 .133 .154 .174
TABLE 2. Impact of initialisation Prices of ATM lookback call implied by LV
neural SDE calibrated to vanilla prices with K = 21 strikes: k1 = 0.8, k2 =
0.82, ..., k21 = 1.2 for each maturity.
Initialisation Calibration type t=2/12 t=4/12 t=6/12 t=8/12 t=10/12 t=1
1 Unconstrained .056 .087 .114 .138 .162 .184
2 Unconstrained .056 .087 .114 .138 .160 .183
1 LB Lag. mult. .056 .087 .113 .137 .149 .172
2 LB Lag. mult. .056 .087 .113 .136 .155 .165
1 UB Lag. mult. .056 .088 .115 .148 .170 .197
2 UB Lag. mult. .056 .087 .114 .144 .170 .198
1 LB Augmented .056 .087 .114 .138 .161 .183
2 LB Augmented .056 .087 .112 .130 .154 .166
1 UB Augmented .056 .087 .114 .138 .162 .183
2 UB Augmented .056 .087 .114 .141 .164 .190
- Heston 400k paths .058 .087 .111 .133 .154 .174
- Heston 10mil paths .058 .087 .111 .133 .154 .174
TABLE 3. Impact of initialisation Prices of ATM lookback call implied by LV
neural SDE calibrated to vanilla prices with K = 31 strikes: k1 = 0.7, k2 =
0.72, ..., k31 = 1.3 for each maturity.
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Initialisation Calibration type t=2/12 t=4/12 t=6/12 t=8/12 t=10/12 t=1
1 Unconstrained .056 .087 .114 .138 .160 .183
2 Unconstrained .056 .087 .113 .138 .162 .184
1 LB Lag. mult. .056 .087 .113 .137 .158 .172
2 LB Lag. mult. .056 .087 .113 .137 .153 .171
1 UB Lag. mult. .056 .088 .117 .141 .166 .193
2 UB Lag. mult. .056 .087 .116 .140 .166 .192
1 LB Augmented .056 .087 .113 .136 .153 .172
2 LB Augmented .056 .087 .113 .136 .152 .169
1 UB Augmented .056 .087 .114 .138 .160 .182
2 UB Augmented .056 .087 .116 .140 .164 .191
- Heston 400k paths .058 .087 .111 .133 .154 .174
- Heston 10mil paths .058 .087 .111 .133 .154 .174
TABLE 4. Impact of initialisation Prices of ATM lookback call implied by LV
neural SDE calibrated to vanilla prices with K = 41 strikes: k1 = 0.6, k2 =
0.62, ..., k41 = 1.4 for each maturity.
