Abstract. We construct plane models of the modular curve X H (ℓ) and describe the moduli interpretation on these plane models. We use these explicit plane models to compute Galois representations associated to modular forms for values of ℓ that are significantly higher than in prior works.
Introduction
Couveignes, Edixhoven et al. [7] described polynomial time algorithms for computing Galois representations associated to modular forms for the group SL 2 (Z). Bruin [4] generalized the method to modular forms for congruence subgroups of the form Γ 1 (n). A direct consequence of their results is that Fourier coefficients of modular forms can be computed in polynomial time. As a typical example, the value of Ramanujan's τ -fuction at a prime p can be computed in time bounded by a polynomial in log p.
Progress has been made in designing and implementing practical variants of these algorithms. A numerical approximation method was first implemented by Bosman [3] and improved by Mascot [9] and Tian [15] . An algebraic method was first implemented by Zeng [16] . In this approach, the representation is computed modulo numerous prime numbers p, and then reconstructed with the Chinese Remainder theorem. Previously the modular Galois representation associated to τ (p) mod ℓ has already been computed for ℓ ∈ {11, 13, 17, 19, 29, 31}. In the numerical as well as the algebraic method, the main task is to construct a certain subspace V ℓ of J 1 (ℓ) [ℓ] .
For each k ∈ {12, 16, 18, 20, 22, 26}, let ∆ k = n≥1 τ k (n)q n ∈ S k (SL 2 (Z)) be the unique newform in S k (SL 2 (Z)) (∆ 12 is called the discriminant modular form). For each prime number ℓ > k, associated to ∆ k there is a continuous representation,
where V k,ℓ = J 1 (ℓ)[m k,ℓ ] is a two-dimensional F ℓ -vector space. Here m k,ℓ is the maximal ideal of the Hecke algebra T = Z[T n : n ≥ 1] ⊂ End(J 1 (ℓ)), generated by ℓ and T n − τ k (n) for all n ≥ 1. The representation ρ k,ℓ has the following properties: it is unramified at each prime number p not equal to ℓ, and Tr(ρ k,ℓ (Frob p )) ≡ τ k (p) mod ℓ,
So to compute τ k (p) mod ℓ, it suffices to compute ρ k,ℓ , and this comes down to computing the representation space V k,ℓ explicitly. Let ∆ k,ℓ ∈ S 2 (Γ 1 (ℓ)) be the newform with Dirichlet character χ, which is congruent to ∆ k modulo ℓ. Then χ(p) ≡ p k−2 mod ℓ for all prime numbers p = ℓ. and J H (ℓ) the Jacobian of X H (ℓ). Then define
is generated by the same Hecke operators as m k,ℓ but with the T n − τ k (n) viewed as elements of the Hecke algebra for Γ H (ℓ). Now V ′ k,ℓ and V k,ℓ will be isomorphic Galois representations so instead of working with J 1 (ℓ), we compute in J H (ℓ) using an explicit polynomial equation for X H (ℓ). This trick makes the computation considerably faster if d > 2, especially when d = k − 2. We list several examples below. Each entry in the third and fourth row is a generator of the cyclic group G = (Z/ℓZ) × and H ⊂ G. The modular Abelian variety associated to newform ∆ k,ℓ is denoted as A ∆ k,ℓ .
We computed 9 cases with ℓ larger than 31 (the previous record), including 5 cases with ℓ > 40. The smallest case we could not compute is k = 12, ℓ = 37 because d = 2 for that case.
Our computational results can be summarized as: Theorem 1.1. Letρ k,ℓ be the projective representation associated to ∆ k mod ℓ. For each (k, ℓ) in Table 4 (Section 4), the fixed field of ker(ρ k,ℓ ) is the splitting field of the polynomial Q red k,ℓ in Table 4 .
Our data is available online http://www.math.fsu.edu/~hoeij/files/XH (for the readers convenience, the URL also lists polynomials that were computed in prior works, with references). The theorem implies that the Galois group of Q red k,ℓ is PGL 2 (F ℓ ), which we verified with Magma [2] . Initially we obtained polynomials Q k,ℓ with large coefficients, the superscript red indicates a size-reduced polynomial defining the same number field (polredabs in PARI/GP). The explicit polynomials for k = 12 and ℓ ∈ {11, 13, 17, 19, 29, 31, 41} allow one to efficiently compute τ (p) mod ℓ for huge values of p. Together with the known congruences for τ modulo powers of 2, 3, 5, 7, 23 and 691 we were able to verify Lehmer's non-vanishing conjecture for τ further than before. Corollary 1.2. The non-vanishing of the Ramanujan tau function τ (n) holds for all n with n < 816212624008487344127999 ≈ 8 · 10 23 Remark 1.3. In [16] this was verified for n < 982149821766199295999 ≈ 9 · 10 20 .
Section 2 will discuss finding plane models of modular curves X H (ℓ). Section 3 explains our method for constructing the space V k,ℓ and our computational results are summarized in Section 4.
Equations for modular curves X H (ℓ)
The modular curve Y 1 (N ) := X 1 (N )− {cusps} parameterizes isomorphism classes of pairs (E, P ) where E is an elliptic curve and P is an N -torsion point on E. Equations for X 1 (N ) have been extensively studied by many authors. The approach in Reichert [11] , Baaziz [1] and Sutherland [14] not only gives an equation for X 1 (N ) but they also describe the moduli interpretation in terms of the equation, i.e. they describe how pairs (E, P ) correspond to solutions of their equations. This moduli interpretation enables one to compute the action of Hecke operators on points of the equation for X 1 (N ). More precisely, let E be an elliptic curve over Q and P a point on E of order exactly N . If N > 3, then each pair (E, P ) can be represented uniquely in Tate normal form: 
where the sum is taken over all order n subgroups C ⊂ E b,c such that (N ) . Here we extend this to an algorithm for finding equations for X H (N ). We also describe the moduli interpretation for this equation so that we can apply Hecke operators on its points.
As mentioned, F N (for N ≥ 4) is a equation for X 1 (N ). The size of F N increases drastically with N . For N ≥ 6 one can find smaller polynomials for X 1 (N ) as follows, define (see [14] ):
and for N ≥ 10, define
Writing an equation for X 1 (N ) as a polynomial in r, s (if 6 ≤ N ≤ 9) or x, y (if N ≥ 10) reduces expression sizes. We denote this polynomial as f N . Then f 4 := c, f 5 := b−c, f 6 := s−1, f 7 := s−r, f 8 := rs − 2r + 1, f 9 := s 2 − s − r + 1, f 10 := x − y + 1, f 11 := x 2 y − xy 2 + y − 1, etc. Explicit expressions for f 10 , . . . , f 189 ∈ Z[x, y] can be downloaded from Sutherland's website. We also define
is the discriminant of (2.1). If 1 < k < N , then f k is a modular unit for X 1 (N ) (see [5] ). In the rest of this section, ⌊N/2⌋ is denoted by n. There are n + 1 Gal(Q/Q)-orbits of cusps on X 1 (N ), denoted as C 0 , . . . , C n . We number them in such as a way that the diamond operator d
with a k,i ∈ Z. The vector (a k,i ) 0≤i≤n has been computed in [5] and is available online for N ≤ 300 and 2 ≤ k ≤ n + 1. Let M be the n × (n + 1) matrix
generate the group of Q-rational modular units of X 1 (N ). This conjecture has been verified for N ≤ 100. So if N ≤ 100, then for any diamond operator
where e i ∈ Z can be determined with linear algebra: Using (2.2), compute m k,i ∈ Z such that
, where (e i ) 2≤i≤n+1 is the unique vector satisfying
For N ≤ 100, let F N := f 2 , f 3 , . . . , f n+1 be the group of Q-rational modular units of X 1 (N ). We have an explicit embedding
The inverse map of ϕ is given by (
The inverse image ϕ −1 (L N,H ) is the group of modular units for X H (N ), denote it by F N,H . If L N,H has rank at least two, then pick two independent vectors (
The degrees of X, Y viewed as functions in X H (N ) are
respectively, where h = |H/{±1}| is the index of X H (N ) in X 1 (N ). Assuming X, Y generate X H (N ), a polynomial relation between X and Y gives a plane equation for X H (N ), and this polynomial has degree d 2 in X and degree d 1 in Y . We prefer low degrees, so we use LLL to select (v 1,i ), (v 2,i ). Write the polynomial relation between X and Y as:
Let x := x 0 be an integer and α a root of the polynomial f N (x 0 , y) = 0. Then 
If this matches the genus of X H (N ), then return f H (x, y), otherwise "no output".
Remark 2.2. The algorithm is not guaranteed to always find an equation.
Step 2 can only succeed if the rank of L N,H is at least 2. But even if it is, the two modular units corresponding to v 1 and v 2 need not generate Q(X H (N )). To check this, we compute the genus in step 3.4, to ensure that if the algorithm returns an equation, then it will be correct. Table 1. 2.1. The moduli interpretation for the plane model of X H (N ). Over an algebraically closed field k, non-cuspidal points on X H (N ) correspond to pairs (E, S) where E/k is an elliptic curve and S is an H orbit of points of order N on E. To apply Hecke operators on J H (N ) we need this correspondence explicitly. If we know the x, y coordinates of a point s on X 1 (N ) then we also know its b, c coordinates, and the curve E b(s),c(s) with the point (0, 0) as in equation 2.1 will be the moduli interpretation of s. Let Π : X 1 (N ) → X H (N ) be the quotient map, we can obtain the moduli interpretation of a point s on X H (N ) by computing a point s ′ ∈ Π −1 (s) and then taking (E, S) to be (E b(s ′ ),c(s ′ ) , H(0, 0)). So we need to compute inverse images under Π.
Let X(x, y) = 2≤i≤n+1 f i (x, y) e i and Y (x, y) = 2≤i≤n+1 f i (x, y) g i then we can find a polynomial relation between the two elements in each pair (X, x), (X, y), (Y, x) and (Y, y) using resultants. For example, let N (x, y) and D(x, y) be the numerator and denominator of X(x, y) respectively, the polynomial relation (denoted by P Xx ) between X and x can be determined by computing the resultant of the multivariate polynomials D(x, y) · T − N (x, y) and f N (x, y) with respect to the variable y (for large ℓ, we used a combination of evaluation and interpolation, like Algorithm 2.1). These polynomials P Xx , P Xy , P Y x and P Y y will help us compute inverse images under Π.
Constructing the representation space V k,ℓ
For each k ∈ {12, 16, 18, 20, 22, 26}, let ∆ k = n≥1 τ k (n)q n be the unique newform in S k (SL 2 (Z)) and ∆ k,ℓ the newform in S 2 (Γ 1 (ℓ)) which is congruent to ∆ k modulo ℓ. Let ℓ > k be a prime number. Associated to ∆ k there is a mod-ℓ Galois representation
Similarly, given ℓ-torsion points on A ∆ k,ℓ , we can construct ℓ-torsion points on V k,ℓ as follows. Let S be a set of positive integers, satisfying that ℓ and the T n − τ k (n), n ∈ S generate m k,ℓ . For every positive integer n ∈ S, let B n (x) be the characteristic polynomial of T n on A ∆ k,ℓ , then B n (x) can be factored as
2) Define a composite map as
Then for each point P ∈ A ∆ k,ℓ [ℓ], π S (P ) is annihilated by T n − τ k (n) for all n ∈ S. In other words, we have a map
It seems hard to compute nonzero ℓ-torsion points in A ∆ k,ℓ [ℓ](Q) directly. It is easier to find points in A ∆ k,ℓ [ℓ](F p ). So to construct V k,ℓ , we first compute V k,ℓ mod p for sufficiently many small prime numbers p and then reconstruct V k,ℓ with the Chinese Remainder Theorem.
Let p be a prime number. Elements of the two dimensional F ℓ -vector space V k,ℓ mod p can be constructed as follows. Let F q be a finite extension of F p for which V k,ℓ (F p ) = V k,ℓ (F q ). We have a map
4) where φ n is the map from (3.1) with some positive integer n ≥ 2 (usually we take n = 2, see [16] for more) and π S is the map from (3.3). Define:
where N P is a divisor of |A ∆ k,ℓ (F q )|/ℓ with minimal ℓ-valuation for which ℓ · N P · P vanishes.
Computing the map π k,ℓ now comes down to computing the action of Hecke operators on J H (ℓ)(F q ), as follows. Let O be a Q-rational cusp of X H (ℓ), which serves as the origin of the Jacobi map. The reduction modulo p of O is an F p -rational point of X H (ℓ) Fp , denoted by O as well. Every point of J H (ℓ)(F q ) is represented as P := d i=1 P i − gO, where each P i is a place of X H (ℓ) Fq and g = dimJ H (ℓ). Computing the action of a Hecke operator T n on P splits into three parts: (1) compute
Here we only explain part(1) in detail, as part(2) can be found in [16] and part(3) is realized with Heß's algorithm [8] .
Notations as in Section 2, let f ℓ (x, y) be a defining equation for X 1 (ℓ), and f H (X, Y ) a defining equation for X H (ℓ). Using these plane models, we have a map Π :
The action of T n on (X 0 , Y 0 ) is computed as follows. Let (x 0 , y 0 ) be any of the (x i , y i ), 1 ≤ i ≤ h and (b 0 , c 0 ) its (b, c) coordinates. Let n a prime number, then T n (x 0 , y 0 ) can be computed by the formula
where the sum is taken over all order n subgroup C ⊂ E b,c such that C ∩ (0, 0) = {0 E b,c }. Let S be the set of points occuring in the summation above, then:
So using the map Π : X 1 (ℓ) → X H (ℓ) and Heß's algorithm, we can compute π k,ℓ (P ) ∈ V k,ℓ (F q ) for every P ∈ J H (F q ) explicitly. Since dim F ℓ V k,ℓ = 2, a basis of V k,ℓ can be found without difficulty.
We now explain how to determine the minimal extension field F q = F p dp such that
So we have
and the equality holds if τ k (p) 2 − 4p k−1 = 0 ∈ F ℓ . In practice, we would like to chose those prime numbers with small extension degree d p (more precisely, with small value p dp ). The exact value of τ k at small (e.g. p < 10 7 ) primes p can be computed using the Fourier expansion of Eisenstein series,
1728 and ∆ k = E k−12 · ∆ 12 for k ∈ {16, 18, 20, 22, 26}.
For even k ≥ 4, the weight k level one Eisenstein series is defined as
where σ k−1 (n) is the sum of the (k − 1)th powers of the positive divisors of n, and B k is the kth Bernoulli number. The q-expansion of newforms associated to A 1 and A 2 are f 1 = q + αq 2 − αq 3 + (−2α − 1)q 4 − q 5 + (2α − 1)q 6 + (2α + 2)q 7 + (α − 2)q 8 + O(q 9 ), f 2 = q + βq 2 − βq 3 − 3q 4 − 3q 5 + 5q 6 + 2q 7 − βq 8 − 2q 9 − 3βq 10 + βq 11 + O(q 12 ) respectively. Here α is a root of x 2 + 2x − 1 and β is a root of x 2 + 5. The reductions of f 2 modulo 29 are f 2,1 = q + 16q 2 + 13q 3 + 26q 4 + 26q 5 + 5q 6 + 2q 7 + 13q 8 + 27q 9 + 10q 10 + 16q 11 + O(q 12 ), f 2,2 = q + 13q 2 + 16q 3 + 26q 4 + 26q 5 + 5q 6 + 2q 7 + 16q 8 + 27q 9 + 19q 10 + 13q 11 + O(q 12 ). We can check that ∆ 16 mod 29 = f 2,2 and m 16,29 = 29, T 2 − τ 16 (2) . Let p = 18443 be a prime
To get a 29-torsion point in A 2 (F p 2 ) we first multiply a point in
The result has 29 * -torsion. To get a 29-torsion point, multiply by a suitable power of 29. This approach worked well in all cases.
Instead of using a low degree function of Q(X H (ℓ)) (see [16] ), we follow the method proposed by Mascot [9] to construct a function ι : V k,ℓ (Q) → Q such that σ(ι(x)) = ι(σ(x)) for any x ∈ V k,ℓ −{0} and σ ∈ Gal(Q/Q). Mascot's method significantly reduces the coefficient sizes of:
and For each nonzero point x ∈ V k,ℓ (Q), let D x be the reduction of x along the origin O, i.e. D x = x+θ(x)O, where θ(x) is the smallest integer such that x+θ(x)O is effective linearly equivalent to an effective divisor. Then the Riemann-Roch space L(D x ) := {f ∈ Q(X H (ℓ)) × : div(f )+D x ≥ 0}∪{0} has dimension one. Let f x be a nonzero element of L(D x ). Fix two Q-rational cusps of X H (ℓ), denote as O 1 and O 2 . We further assume that {O 1 , O 2 } ∩ supp(f x ) = ∅ for all nonzero point x ∈ V k,ℓ (Q). Now we have a well-defined function
Let p be a m k,ℓ -good prime (see [4] ). Then for any nonzero pointx ∈ V k,ℓ (F p ), we haveD x = x + θ(x)Õ, whereD x ,x andÕ are the reduction modulo p of D x , x and O, respectively. Similarly,
satisfying that σ(ι(x)) =ι(σ(x)) for all x ∈ V k,ℓ (F p ) − {0} and σ ∈ Gal(F p /F p ). So we havẽ
One of the key results of [7] is that the heights of P k,ℓ (X) and Q k,ℓ (X) can be bounded by a polynomial in ℓ. We use Mascot'sι because it is a significant improvement (Table 2) . Without a suitable height bound forι, to prove that the output of our algorithm is correct we simply compute P k,ℓ (X) and Q k,ℓ (X) modulo enough primes until the reconstructed polynomials have the right properties, and then prove correctness afterwards. Note that there might even be a more optimal choice ofι since the degree ℓ + 1 polynomial Q k,ℓ (X) can be reduced (polredabs in PARI/GP) to a polynomial of much smaller height that still defines the same number field, see Table 4 .
Letρ k,ℓ : Gal(Q/Q) → GL 2 (F ℓ ) → PGL 2 (F ℓ ) be the projective representation associated to ∆ k mod ℓ. Thenρ k,ℓ factors through Gal(K k,ℓ /Q), where K k,ℓ is the fixed field of kerρ k,ℓ , i.e. the splitting field of Q red k,ℓ (X). The following theorem helps to determine the matrixρ k,ℓ (Frob p ).
Theorem 3.2. (Theorem 1.1. in [6] ) Let K be a global field and f (x) ∈ K[x] a separable polynomial with Galois group G and roots a 1 , . . . , a n in some splitting field. There is a polynomial h(
and polynomials Γ C ∈ K[X] indexed by the conjugacy classes C of G, defined as
for almost all primes ℘ of K, here F q is the residue field at ℘.
The 'almost all primes' in the theorem are those not dividing the denominators of the coefficients of f , its leading coefficient and the resultants of Γ C (X) and Γ C ′ (X) for all C = C ′ . Let
) be the isomorphism between the field defined by Q k,ℓ and its polredabs-reduced polynomial Q red k,ℓ , then
Letα i , 1 ≤ i ≤ ℓ + 1 be the roots of Q red k,ℓ (X) mod p for some splitting prime p. We Hensel lift each rootα i to a root α i ∈ Q p of Q red k,ℓ (X) with high p-adic precision. Then we can recover the polynomial
where h(x) ∈ Q[x] is a small auxiliary polynomial and C is a conjugacy class of PGL 2 (F ℓ ). In practice, taking h(x) = x 2 sufficed each time to identify the Frobenius endomorphism. Given Γ C (X) for all conjugacy classes C of PGL 2 (F ℓ ) and a prime number p not dividing Res(Γ C (X), Γ C ′ (X)) for all C = C ′ , then we havẽ
So we can reconstruct τ k (p) up to sign knowing onlyρ k,ℓ (Frob p ). The steps of computing the polynomials P k,ℓ and Q k,ℓ corresponding to the representation space V k,ℓ are summarized as follows.
Algorithm 3.3. Constructing the representation space. Input: Level ℓ, weight k, f H (x, y), f ℓ (x, y) and a set of positive integers S such that m k,ℓ = ℓ, T n − τ k (n) : n ∈ S .
Output: P k,ℓ and Q k,ℓ . 1. Initialization.
Compute the characteristic polynomial of T n on A ∆ k,ℓ for all n ∈ S. 2. Search the next prime number p such that d p ≤ 4, and then set q = p dp . 3. Compute |J H (ℓ)(F q )|, |A ∆ k,ℓ (F q )| using modular symbol algorithms for modular forms. 4. Pick a random point P on J H (ℓ)(F q ) and compute the image π k,ℓ (P ) using the function field F q (x)[y]/(f H (x, y)) and Heß's algorithm. 5. Find e 1 and e 2 such that V k,ℓ = F ℓ e 1 + F ℓ e 2 by running Step 4 for several times. 6. For 0 ≤ i, j ≤ ℓ − 1 and (i, j) = (0, 0), compute the reduction of each point x ij := ie 1 + je 2 along O, denote it as D ij . If the stability θ(x ij ) is not equal to the genus of X H (ℓ) then goto Step 2, otherwise compute the one-dimensional Riemann-Roch space L(D ij ) and let
where the ij in q ij,j refers to ij mod ℓ. Update M := M ∪ {(P k,ℓ , p), (Q k,ℓ , p)}. 8. Try to reconstruct P k,ℓ and Q k,ℓ over Q from M using the Chinese Remainder Theorem. If this succeeds, test the polynomials and output them, otherwise goto Step 2.
Implementations and computational results
The algorithms in Sections 2 and 3 are implemented using Magma [2] . We found particularly simple equations for X H (ℓ) and largely extend the computational results on Galois representations associated to level one modular forms as well.
We follow the strategy proposed by Bosman (see Chapter 7 of [7] ) to prove Theorem 1.1 in Section 1. The proof is divided into two parts. First, we verified using Magma that each polynomial Q red k,ℓ (x) in Table 4 has the right Galois group, i.e. Gal(Q red k,ℓ (x)) ∼ = PGL 2 (F ℓ ). Then, we verify that the Galois representation Gal(Q/Q) → PGL 2 (F ℓ ) arising from the isomorphism Gal(Q red k,ℓ (x)) ∼ = PGL 2 (F ℓ ) has the right Serre invariants (level and weight). Using Tate's theorem on lifting projective Galois representations (see [12] for the proof) and a theorem of Moon and Taguchi [10] , we verify that the lifted representation ρ : Gal(Q/Q) → GL 2 (F ℓ ) has weight k and level 1 by verifying that the discriminant of the number field Q[x]/(Q red k,ℓ (x)) is (−1) (ℓ−1)/2 ℓ k+ℓ−2 . 
