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Abstract.  Image annotation for active learning is labor-intensive. Various au-
tomatic and semi-automatic labeling methods are proposed to save the labeling 
cost, but a reduction in the number of labeled instances does not guarantee a re-
duction in cost because the queries that are most valuable to the learner may be 
the most difficult or ambiguous cases, and therefore the most expensive for an 
oracle to label accurately. In this paper, we try to solve this problem by using 
image metadata to offer the oracle more clues about the image during annota-
tion process. We propose a Context Aware Image Annotation Framework 
(CAIAF) that uses image metadata as similarity metric to cluster images into 
groups for annotation. We also present useful metadata information as context 
for each image on the annotation interface. Experiments show that it reduces 
that annotation cost with CAIAF compared to the conventional framework, 
while maintaining a high classification performance.  
Keywords: Images Annotation, Context Information, Metadata, Active Learn-
ing 
1 Introduction 
Digital photos are now part of our everyday life due to the popularization of digital 
cameras, smartphones, surveillance systems, and other image capture devices [1, 2]. 
The number of photos and pictures taken per day increases every year. In semantic 
image classification or Content-Based Image Retrieval (CBIR) tasks such as face 
recognition and automatic pilot, a large amount of labeled data is necessary in the 
form of a training set, and it will entail significant manual effort. Hence, developing a 
strategy to minimize human annotation effort in a multi-label problem is of para-
mount practical importance. Though various automatic or semi-automatic annotation 
techniques are proposed [3, 4], the results are still not satisfactory and convincing 
enough [5], so manual annotation is inevitable at the present stage. 
Active learning algorithms iteratively query only the most informative instances to 
label have gained popularity to reduce human annotation effort. When exposed to 
large quantities of unlabeled data, such algorithms automatically select the promising 
and exemplar instances to be labeled manually. This tremendously reduces the anno-
tation effort and also endows the model with greater generalization capability as it 
gets trained on the salient examples from the underlying data population [6]. In most 
applications, batch mode active learning, where a set of items is picked all at once to 
be labeled and then used to re-train the classifier, is most feasible because it does not 
require the model to be re-trained after each individual selection and makes most 
efficient use of human labor for annotation [7]. 
Most previous work focuses on developing the strategies of selecting samples, but 
the way of querying labels from the annotators are seldom discussed. Burr et al. [8] 
proposed that minimizing the number of queries does not guarantee the reduction of 
the whole annotation cost because the queries that are most valuable to the learner 
may be the most difficult or ambiguous cases, and therefore the most expensive for an 
oracle to label accurately. Figure 1 shows such an example of image annotation of the 
Statue of Liberty.  
Fig. 1. Left: the original Statue of Liberty in New York City.  Right: the replica in Las Vegas. 
Given such two images in monument recognition [9] or landmark classification [10] 
task, it is very hard to annotate them correctly if the oracle does not know there is a 
replica of Statue of Liberty in Las Vegas, since the photos in Figure 1 depict almost 
the same visual objects. Even with some background knowledge, it still takes time for 
the oracle to tell them apart because of the uncertainty. However, the image metadata 
such as the geographical location can help the oracle to annotate them fast and accu-
rate enough in this case. 
In traditional active learning frameworks with batch mode, a group of images are 
picked up and shown to annotators without any specific order. Sometimes the class 
label of images switch frequently during annotation process, which might increase the 
annotation time and error rate. Like the example shown in Figure 2, the left image 
might be wrong annotated on its own without any context because it might be a flow-
er petal, but it could also be a piece of fruit or possibly an octopus tentacle which is 
very ambiguous. However, in the context of a neighborhood of images (the right col-
umn) with similar metadata like taken time, author or user tags, it is clearer that the 
left one shows a flower. The context of additional unannotated images disambiguates 
the visual classification task [11]. 
To address the above issues, we proposed a Context Aware Image Annotation 
Framework (CAIAF) [34]. In this paper, we will discuss more details about using 
image metadata as context information to organize images during annotation process. 
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Most images on the web carry metadata; the idea of using it to improve visual classi-
fication is not new. Prior work takes advantage of user tags for image classification 
and retrieval [12, 13], uses GPS data [14, 15] to improve image classification, and 
utilizes timestamps [16] to both improve recognition and study topical evolution over 
time. The motivation behind much of this work is the notion that images with similar 
metadata tend to depict similar scenes. 
Fig. 2. Left: a flower petal.  Right: neighbors of the left one in terms of metadata. 
In CAIAF, similar images display together in each batch after clustering by the as-
signed metadata, and useful metadata information of the image to be labeled is also 
presented on the annotation interface. By doing these, annotators will have more clues 
about each image during the annotation process and thus reduce the annotation cost 
and improves the performance. Experiments show that CAIAF saves the annotation 
time and also leads to a better annotation performance. 
The rest of this paper is organized as follows. In Section 2, we present related 
work. In Section 3, we propose the CAIAF and explain the metadata used in this 
framework. In Section 4, we introduce the dataset, comparison methods and evalua-
tion metrics, as well as the experimental results. We conclude our work in Section 5. 
2 Related Work 
2.1 Improve Image Classification by Exploiting Metadata 
Most images on the web carry metadata that can be very useful to improve image 
visual classification. One class of image metadata where this notion is particularly 
relevant is social-network metadata, which can be harvested for images embedded in 
social networks such as Flickr. In [12] the authors study the relationship between tags 
and manual annotations, with the goal of recovering annotations using a combination 
of tags and image content. The problem of recommending tags was studied in [17], 
where possible tags were obtained from similar images and similar users. The same 
problem was studied in [18], who exploit the relationships between tags to suggest 
future tags based on existing ones. Friendship information between users was studied 
for tag recommendation in [19], and in [20] for the case of Facebook. McAuley and 
Leskovec [21] pioneered the study of multilabel image annotation using metadata, 
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and demonstrated impressive results using only metadata and no visual features. Jus-
tin et al. [11] exploits social-network metadata to improve image annotation.  
Another commonly used source of metadata comes directly from the camera, in the 
form of Exif and GPS data [10, 22, 23]. Such metadata can be used to determine 
whether two photos were taken by the same person, or from the same location, which 
provides an informative signal and context for certain image categories. Kevin et al. 
[24] use the GPS coordinates as location context to improve image classification.
Matthew et al. [25] integrates Exif metadata like exposure time, flash use and subject
distance to tackle the “indoor-outdoor” image classification problem.
These researches discuss different methods to build a better image classification 
model. Our work differs from them because we focus on the annotator (oracle) side, 
and tries to reduce the annotation cost by using image metadata. 
2.2 Reduce Image Annotation Cost in Active Learning 
Machine learning methods such as active learning, distant learning and reinforcement 
learning are widely used in classification tasks [35- 39]. Most previous work in active 
learning has assumed a fixed cost for acquiring each label, i.e., all queries are equally 
expensive for the oracle. Burr et al. [8] prove that the cost is not fixed, and they make 
an empirical study of annotation costs in four real-world text and image domains. 
They predicted the annotation cost in the text domain but failed in the image domain. 
Burr et al. later [26] propose an annotation paradigm DUALIST that solicits and 
learns from labels on both features and instances. It is fast enough to support real-time 
interactive speeds in text field. Qiang et.al [27] explored the possible factors are asso-
ciated with the cost of time in clinical text annotation. Stefan et al. [28] discussed the 
“difficulty” of tweet that affects labeling performance of annotators. However, the 
problem of how to reduce the image annotation cost has not been studied.  
Some researchers try to reduce the human annotation effort in active learning by 
using the current learned model to assist in the labeling of query instances in struc-
tured-output tasks like parsing [29] or named entity recognition [30]. Haertel, et al. 
[31] proposed a parallel active learning method which can eliminate the wait time
with minimal staleness. Thiago et al. [32] introduce a ranked batch-mode active learn-
ing framework to reduce the manual labeling delays. However, these methods do not
actually represent or reason about costs. Instead, they attempt to reduce the number of
annotation actions required for a query. Our research tries to solve this problem from
another perspective that uses metadata to give annotators more context, and then to
reduce the annotation cost and improve the performance.
3 Context Aware Image Annotation Framework 
Traditional active learning frameworks query the oracle one instance per time to label, 
even in batch mode, because the selected images are usually shown in an order of 
their informative vale or just randomly. It will not help the annotation too much if the 
oracle knows the previous labeled and following unlabeled images. However, we 
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design a Context Aware Image Annotation Framework (CAIAF) by using the image 
metadata, and try to give annotators more clues in the annotation activity. In CAIAF, 
each batch of images are clustered by the similarity of their metadata and displayed in 
groups. Fig. 3 shows the process. 
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Fig. 3. The framework of labeling images with metadata as context information 
First, M images are selected from corpus by query instances selecting algorithm with 
batch mode. Next, the selected images are clustered by the similarity of metadata. In 
this paper, we use K-means as the clustering method. Next, the clustered images will 
be shown to the annotator by groups. Each image is displayed with its metadata in-
formation. This process iterates until the threshold is met. In order to support a con-
text description relevant for annotating photos, we have defined four context dimen-
sions: location, time, user tags, and camera tags.  
Location   With the widespread availability of cellphones and cameras that have 
GPS capabilities, it is common for images being uploaded to the Internet today to 
have GPS coordinates associated with them. With this geographical information in 
hand, it is much easier to correctly deduce the label of geo-related images, like the 
example of Statue of Liberty shown in Figure 1. Images will be clustered by their 
geodesic distance if the location is set as the context clue. The real location like “New 
York City” transferred from coordinates will also be shown on the annotation inter-
face.  
Time   The creation time (and date) of the photo is another dimension that can be 
used to organize the images. It allows the association of an instant (date and time) 
with a photo, and also of the different time interpretations and attributes listed above 
(e.g., night, Monday, July). Thus, the temporal concept can be used to cluster photo-
graphs by events such as sunrise and sunset. Images will be grouped by closeness of 
their timestamps if the time is set as the context clue. The time will also be shown on 
the annotation interface.  
User Tags    One class of image metadata where this notion is particularly relevant 
is social-network metadata, which can be harvested for images embedded in social 
networks such as Flickr. These metadata, such as user-generated tags are applied to 
images by people as a means to communicate with other people; as such, they can be 
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highly informative as to the semantic contents of images. We compute the distance 
between images using word embedding since it can capture the semantic similarity 
between texts [40, 41, 42]. Images will be clustered by their similarity if the “user 
tags” is set as the context. The original user- generated tags location will display the 
annotation interface.  
Camera Tags    Exif metadata recorded by the camera provides cues independent 
of the scene content that can be exploited to improve image annotation. The Exif 
metadata standard for JPEG images includes a number of tags related to picture taking 
conditions, including FlashUsed, FocalLength, ExposureTime, Aperture, FNumber, 
ShutterSpeed, and Subject Distance. It is clear that some of these cues can help dis-
criminate between certain scene types (e.g., long subject distances occur primarily on 
landscape photos); the scene classification problem at hand determines which cues 
help the most. We do not use the camera tag metadata as context in our paper because 
it is not a distinguishable feature for our dataset, but it has been proved that the scene 
brightness, subject distance and flash are salient in the problem of “indoor-outdoor” 
classification problem [25]. 
User Tags: pastaser ags: asta
Food
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Batch: 3/20atch: 3/20
Shooting Timeooti g i e
Taken on 2006:06:25 08:12:17Taken on 2006:06:25 08:12:17
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Annotationnnotation
Fig. 4. A screenshot of the annotation interface developed based on CAIAF 
A simple annotation interface is developed based on the proposed framework CAIAF. 
A screenshot of it is shown in Figure 4. In this interface, a batch of images are all 
presented to the oracle. In our experiment, we set the batch size as five, so there are 
five images listed in a row. The oracle needs to label them one by one, and choose the 
class of the current image with the button on the right corner. After clicking any of the 
class buttons, the next image will be chosen and shown on the upper part. In Figure 4, 
the “food or flower” image classification is being queried for annotation. The left 
column lists the temporal and geographical information of the current image being 
labeled. The “user tags” are listed the top of the image that can help to understand the 
content of the image. Besides these clues, the row of images is also clustered by the 
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metadata, and partitioned by a dashed red line. With all these information as context, 
it is easier for the oracle to annotate the image fast and accurate. The number of batch 
of images that have been annotated and the total number of batches are shown on the 
left corner.  The annotation time of each batch of images is logged. 
4 Experiment And Analysis 
4.1 Dataset 
In this paper, we use the NUS-WIDE dataset [43] for our experiments. This dataset is 
created by NUS’s Lab for Media Search and has been widely used for image labeling 
and retrieval. It consists of 269,648 images collected from Flickr with plentiful 
metadata, each manually annotated for the presence or absence of 81 labels.  To make 
it easier for the annotation experiment, we picked 8 categories from them and make 
four pairs of comparison sets: bird and cat, flower and food, lake and ocean, town and 
temple and use five types of metadata information: image description, data and time, 
geographical coordinates, headline, and keywords as shown in Fig. 5. We discard 
images which metadata is not complete or unavailable. Following [44] we also dis-
card images that labels are absent. We randomly picked 100 images from the left ones 
for each category, and 800 in total. 
Fig. 5. Selected pieces of metadata information and the raw image 
We developed a conventional image annotation interface without any metadata clues 
as the comparison. Image is queried one by one in that interface. We call it “plain 
interface” in this paper. 
4.2 Experiment 
We use a python active learning module
1
 offered by Google for the image annotation 
experiment. We set the batch size as 5, and choose “Informative and diverse” as the 
active learning method and “Linear SVM” as the classification model. We choose the 
“image description” and “keywords” as the main metadata clues for the “bird and cat” 
and “town and temple” annotation, “data and time” for the “flower and food” annota-
tion and “geographical coordinates” for the “lake and ocean” annotation. 
<Image Description> Yup, that's Bill Cosby. 
<Date and Time> 2007:12:20 11:50:15 
<Geo> (40.810001, -73.959982) 
<Headline> Cool Cos 
 <Keywords> 2007, december, bill cosby, 
celebrity, bokeh, portrait, man, sunglasses, fuji, 
s5 pro, 85mm f/1.4D, actor, columbia universi-
ty, teachers college, flash, sb-800, strobist 
1
 https://github.com/google/active-learning 
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Two volunteers in my Lab as annotators are involved in the image annotation ex-
periment. Since one will be familiar with the images labeled by himself before, each 
of the annotators should label an image either with the plain interface or with our 
proposed CAIAF. In our experiment, each annotator labels two pairs with plain inter-
face, and the other two pairs with CAIAF. We count their time used for labeling each 
batch of images as the annotation cost, and Figure 6 shows the results. 
(a) Bird and Cat (b) Flower and Food
(c) Lake and Ocean (d) Town and Temple
Fig. 6. The comparison of CAIAF and conventional image annotation framework with plain 
interface without metadata clues and context in terms of cumulative annotation time. 
From the result we can see that for all the four pairs of images, it takes less time for 
the annotation with CAIAF than plain framework as the annotation goes on. Images 
with useful context information yield to better annotation performance than plain 
interface without any context clues. The annotation of “Town and Temple” takes 
more time on average than the other three pairs, but it still uses less time with CAIAF 
than one with conventional active learning framework. Also, images labeled by 
CAIAF have less or at least equal errors than the plain one. Table 1 shows the final 
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classification result. We can see that the F1 score of classification with CAIAF is 
equal to the plain one for the first pair, but a little bit higher for the other three pairs.  
Table 1. F1 score of classification result (%) 
Learning with 
plain interface 
Learning 
with CAIAF 
Improvement 
Bird and Cat 61.6% 61.6% 0% 
Flower and Food 63.7% 63.9% 0.3% 
Lake and Ocean 61.4% 62.3% 1.4% 
Town and Temple 58.3% 59.7% 0% 
5 Conclusions and Future Work 
Given a large pool of unlabeled images, active learning provides a way to iteratively 
select the most informative unlabeled images to label. In practice, batch mode active 
learning, where a set of items is picked all at once to be labeled and then used to re-
train the classifier, is most feasible because it does not require the model to be re-
trained after each individual selection and makes most efficient use of human labor 
for annotation.  
In this paper, we explored the possibility of reducing the annotation cost while 
maintaining the active learning performance. The experiment shows that our proposed 
context aware image annotation framework with plentiful metadata clues takes less 
time for the oracle to label images than the plain one without any metadata infor-
mation as context. Also, the classification performance of active learning with CAIAF 
is equal or better than the plain one. In the future, we will explore the combination of 
multiple dimensions of context information and make more efficient annotation 
method such as semi-automatic or automatic annotation framework. We are also in-
terested in the possibility of reducing annotation cost in other domains such as text or 
emails. 
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