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Abstract
UAV applications have witnessed a great leap during the last decade including aerial
photography, surveillance, inspection, mapping and many other applications. Us-
ing UAVs has many advantages over manned aerial vehicles. Reducing costs and
avoiding putting human lives in danger are two major benefits. Currently, most
of the UAVs are remotely controlled by human operators, either by having Line of
Sight between the operator and the UAV or by controlling it from a ground control
station. This may be fine in short missions. However, manually executing long and
boring missions adds much inconvenience on the human operators and consumes
more human resources. In addition, there is always the risk of losing the connec-
tion between the UAV and the human operators which leads to unpredicted, and
probably catastrophic, consequences. The objective of this work is to reduce this
inconvenience by moving the decision making responsibility from the human oper-
ators to the mission control system mounted on the UAV. In other words, the target
is to design an on-board autonomous mission control system that has the capability
of making decisions on-board and in real-time. Expert system technology, which is
a type of artificial intelligence, is used to reach the autonomy of the target UAV.
Expert system has the advantage of dealing with uncertainty during the mission
execution. It also makes the system easily adaptable to execute any mission that
can be described in form of rules. In this thesis, the design, implementation and
testing of the expert system-based autonomous mission controller (ESBAMC) is
covered. The target mission used to prove the feasibility of the proposed approach
is the inspection of power poles. Power pole insulator is autonomously inspected by
capturing three pictures from three different points of view. The proposed system
has been successfully tested in simulation. Results show the performance and effi-
ciency of the system to make decisions in real-time in any possible situation that
may occur during the execution of the considered mission. In the near future, it is
planned to test the proposed system in reality.
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1 Introduction
1.1 Motivation
UAV technology has been witnessing a great leap since the last decade. In 2015, the
estimated number of shipped UAV is 700,000 UAVs with 64% increase compared
to 2014 [39]. UAVs are used in a wide range of applications. For instance, UAVs
are used in agriculture to capture high-resolution images for the crops to check
the number of crops and their development status [38]. UAVs are also used in
simultaneous localization and mapping (SLAM) in which a UAV is used to discover
and create a map for an unknown environment [29]. In addition, UAVs are used
for inspecting power lines, dams [31], wind turbines, cell-phone towers and others.
Lives saving can be achieved by UAVs in firefighting [33] and search and rescue [41]
applications. UAVs have many other possible applications.
Unmanned Aerial Vehicle (UAV) is also know as Unmanned Aerial System (UAS)
or, more informally, drone. Unmanned means that the vehicle has no human op-
erator onboard. The usage of UAVs compared to manned aircrafts has many ad-
vantages. A UAV can perform dangerous missions without putting any humans in
hazard. For example, UAVs can be used in firefighting, inspecting nuclear structures
or search and rescue missions. Using UAVs reduces the cost required for accomplish-
ing a task. For example, inspecting power poles, bridges and wind turbine using the
traditional helicopter with a maintenance engineer onboard costs a lot of money.
Doing this task with a UAV reduces the cost tremendously. Finally, using UAVs
can reduce the time required to accomplish a task. For example, creating a 3D map
for landscapes only by humans takes a long time while doing it with UAVs would
be much time-saving. In brief, UAVs help a lot in saving lives, reducing cost and
saving time.
UAVs can be controlled by two different approaches. In the first approach, which
is the most common nowadays, an expert operator manually controls the drone
using a remote control (RC) or from a ground control station. The operator con-
trols should always have a Line of Sight between him and the UAV. Otherwise,
he may have a camera mounted on the UAV while having a monitor on which he
knows where the UAV is and what does it ‘sees’. This approach has some disad-
vantages. First, an expert human operator should always be available to control the
UAV. Hiring expert, licenced operators costs money and they may not be always
available. The second disadvantage is that humans may be stressed and not con-
centrating which may lead them to make mistakes, especially in critical situations,
which may lead to accidents. Generally speaking, human’s speed in making decision
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is slower than computer’s speed. The reason behind that is that the speed of chem-
ical signaling process in human’s brain is slower than electrical signaling process in a
computer [17]. The third disadvantage is that performing dull and boring missions
such as mapping a wide area while manually controlling the UAV reduces the per-
formance of the operation and causes inconvenience to the human operators. The
fourth disadvantage is that the communication between the operator and the UAV
may get lost which will cause the UAV to get out of control and act unexpectedly.
Because of the previously mentioned disadvantages, it is an objective to relieve
the human operator of as much as possible of the manual controlling as well as the
decision-making processes. Adding autonomous capability to the UAV as well as
its payload, such as gimbal, higher performance and wider range of applications can
be performed. Increasing the level of autonomy in the UAV system will help in
achieving higher flexibility, reducing costs and human risks [36].
In autonomous system that have the decision-making capability, uncertainty ex-
ists. Uncertainty means there is no specific sequentially ordered events that will
occur. Instead, the autonomous system control should choose between different
available options to handle both the situations that are expected to occur and those
unseen situations. Expert system handles this uncertainty much better than conven-
tional, procedural programming languages [21]. Expert system is a type of artificial
intelligence (AI) that emulates the human’s ability to make decisions. This AI tech-
nology is a very good approach to make decisions in situations whose solution can
be formed in a form of rules. RETE algorithm is the core of the modern expert
systems.
1.2 Objectives
The objective of this project is to design, implement and test an expert system-based
autonomous mission control system to control an AUV. The control system should
be easily adaptable to execute any mission that can be described in form of rules.
The target mission that is used to prove the feasibility of the system is a power
pole inspection mission. The UAV should inspect the considered object without any
interference of the human operator. The system should be developed to be capable
of making the right decision in the right time in any possible or unexpected/unseen
situations. To guarantee this behaviour, the coverage of the proposed algorithm
should be proved. Finally,
1.3 Layout
This thesis is divided into seven chapters. In the second chapter, the main termin-
ology as well as the state of the art are covered. In the third chapter, the expert
system fundamentals required to understand the rest of the thesis are explained. In
the fourth chapter, the concept and the design of the proposed solution is explained
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in detail. In the fifth chapter, the implementation of the proposed solution as well as
the target mission are covered. In the sixth chapter, the testing and evaluation of the
implemented system are addressed. Finally, in the seventh chapter, the conclusion
and future work are presented.
3
2 Terminology and State of the Art
2.1 Autonomy
Autonomy Definition
In the previous chapter, it has been mentioned that designing, implementing and
testing an autonomous mission control for a UAV is the objective of this work. Re-
viewing the literature, it becomes clear that there is no global definition for the word
autonomy. Jens Halbig has made a technical report about the definitions and levels
of autonomy [23].
Cambridge Dictionary defines autonomy to be ‘the ability to make your own de-
cisions without being controlled by anyone else’ [14].
ALFUS defines autonomy as following: ‘UMS’s own ability of sensing, prceiv-
ing, analyzing, communicating, planning, decision-making, and acting, to achieve
its goals as assigned by its human operator(s) through designed HRI. Autonomy is
characterized into levels by factors including mission complexity, environmental dif-
ficulty, and level of HRI to accomplish the missions ’ [25].
In [8], it is stated that autonomous control systems provide the ability of self-
governance beyond the conventional control system.
There are four mode of operations for the UAV as defined by ALFUS [25]:
Fully autonomous
‘A mode of operation of an UMS wherein the UMS is expected to accomplish its
mission, within a defined scope, without human interventions ’ [25].
Semi-autonomous
‘A mode of operation of a UMS wherein the human operator and/or the UMS plan(s)
and conduct(s) a mission and requires various levels of HRI ’ [25].
Teleoperation
‘A mode of operation of a UMS wherein the human operator, using video feedback
and/or other sensory feedback, either directly controls the actuators or assign incre-
mental goals, waypoints in mobility situations, on a continuous basis, from off the
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vehicle and via a tetherd or radio linked control device’ [25].
Remote control
‘A mode of operation of a UMS wherein the human operator, without benefit of video
or other sensory feedback, directly controls the actuators of the UMS on a continu-
ous basis, from off the vehicle and via a tethered or radio linked control device using
visula line-of-sight cues ’ [25].
An autonomous system is the one that has the ability to execute missions on its
own without the interference of a human operator. There is a difference between a
system being autonomous and automatic. An automatic system is “a fully prepro-
grammed system that can perform a preprogrammed assignment on its own” [40].
On the other hand, an autonomous system “can deal with unexpected situations
by using a preprogrammed rule set to help them making choices” [40]. Automated
system is sufficient for the execution of missions in a structure and predictable en-
vironments. However, when uncertainty exist, autonomous mission are required to
handle it. ‘Autonomous control systems are designed to perform well under significat
uncertainties in the system and the environment for extended periods of time’ [10].
Levels of Autonomy
There are different levels of autonomy according to how far a system can perform
assignments without the interference of humans. In automotive context, the Society
of Automotive Engineering (SAE) in the USA has developed a five-level hierarchy
that categorizes the levels of autonomy a vehicle may have. These levels and a brief
description of each of them are illustrated in table 2.1 [34].
In UAS context, the United States Department of Defense (DoD) has defined four
levels of autonomy a UAV may have. These levels are illustrated in table 2.2 [40,
Page 25].
In 2000, Thomas Sheridan et al have defined ten levels of autonomy for systems
as described in table 2.3 [32].
US Navy Office also has defined six levels of autonomy starting from human
operated passing by human assisted, human delegated, human supervised, mixed ini-
tiatives and ending by fully autonomouy as illustrated in table 2.4.
Conclusion
The target of this work is to design, implement and test an autonomous mission
control system. The target system should be a fully autonomous system based on
the previous levels of autonomy. Based on the previous definitions of autonomy, a
fully autonomous system should be capable of the following:
• Fulfill an assigned mission without any intervention from humans
• Adapt and react to unplanned events
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Table 2.1: SAE Levels of Autonomy
Level Name Overview
0
No
Automation
The driver does all the job
Warning system may exist
1
Driver
Assistance
Vehicle performs only one task on its own
The driver should be ready to take over
The driver monitors the environment
2
Partial
Automation
Vehicle performs two tasks on its own
The driver should be ready to take over
The driver monitors the environment
3
Conditional
Automation
Vehicle performs all the tasks only in certain environment
The system monitors the environment
The driver should be ready to take over
4
High
Automation
Vehicle performs all the tasks in wider range of environments
The system monitors the environment
The driver is not necessary if the environment is safe
5
Full
Automation
Vehicle performs all the tasks in any environment
The system monitors the environment
The driver is not needed at all
Table 2.2: DoD Levels of Autonomy
Level Name Overview
0
Human
Operated
No autonomous control
1
Human
Delegated
Perform simple tasks when delegated to (e.g., engine
control)
2
Human
Supervised
Perform more complicated tasks under human indirect
control (e.g., Waypoint navigation)
3
Fully
Autonomous
Receive high-level commands and translate them into
tasks
6
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Table 2.3: Sheridan Levels of Autonomy [32]
10. The computer decides everything, acts autonomously, ignoring the human.
9. informs the human only if, the computer decides to
8. informs the human only if asked, or
7. executes automatically, then necessarily informs the human, and
6. allows the human a restricted time to veto before automatic execution, or
5. executes that suggestion if the human approves, or
4. suggests one alternative
3. narrows the selection down to a few, or
2. The computer offers a complete set of decision / action alternatives, or
1. The computer offers no assistance: human must take all decisions and actions
• Make decisions based on pre-defined set of rules
2.2 Mission Control
In autonomous mission control systems, usually, a three-level system architecture
is used based on the principle of Increasing Precision with Decreasing Intelligence
(IPDI). The three levels of the system are organization level, coordination level
and execution level as illustrated in figure 2.1 [12]. The higher the level, the less
the considered details (i.e., reduced precision) and the higher the decision making
capabilities. The lowest level, the execution level, receives commands from the
coordination level and perform the direct control of the system (UAV in this case)
actuators. It sends the low level commands to the UAV and receives the UAV
status update and forward them to the upper level. The execution level has the
lowest intelligence and the highest precision. The highest level, the organization
level, performs the decision making and the mission management tasks. It has
the highest intelligence and the lowest precision. The organization level has an
interface with the human operator (i.e., ground control station). The intermediate
level, the coordination level, is the interface between the two other levels. It has
medium precision and medium intelligence. It receives high level commands from
the organization level, interpret it into simple sequence of predefined actions and
then forward these actions to the execution level. Figure 2.1 illustrates example
functions in each control level. There are two types of transfered data between the
different levels, commands and feedback. The higher levels send commands to the
lowest levels while the lower levels reply with status update to the higher levels [12].
In some mission control systems, the system is designed into two levels. In the
high level, a mission-oriented instruction set is developed while in the low level, an
action-oriented library is developed. Below the low level comes the real hardware.
This is similar to the previously discussed control architecture. An autonomous
UAV has been developed to perform firefighting missions in [33]. The idea was to
7
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Table 2.4: US Navy Office Levels of Autonomy [13]
Level Name Overview
5 Fully autonomous The system requires no human intervention to perform
any of its designed activities across all planned ranges
of environmental conditions
4 Mixed initiative Both the human and the system can initiate behaviors
based on sensed data. The system can coordinate its
behavior with the human behavior both explicitly and
implicitly. The human can understand the behaviors
of the system in the same way that he understands his
own behaviors. A variety of means are provided to reg-
ulate the authority of the system with respect to human
operators.
3 Human Supervised The system can perform a wide variety of activities given
top- level permissions or direction by a human. The
system provides sufficient insight into its internal oper-
ations and behaviors that it can be understood by its
human supervisor and appropriately redirected. The
system does not have the capability to self-initiate beha-
viors that are not within the scope of its current directed
tasks.
2 Human delegated The system can perform limited control activity on a
delegated basis. This level encompasses automatic flight
controls, engine controls, and other low-level automation
that must be activated or deactivated by a human input
and act in mutual exclusion with human operation.
1 Human assisted The system can perform activity in parallel with hu-
man input, acting to augment the ability of the hu-
man to perform the desired activity, but has no abil-
ity to act without accompanying human input. An ex-
ample is automobile automatic transmission and anti-
skid brakes.
0 Human operated All activity within the system is the direct result of
human- initiated control inputs. The system has no
autonomous control of its environment, although it may
have information-only responses to sensed data.
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develop a mission instruction set that contains all the needed hight level commands.
The architecture was divided into high-level and low-level control layers. Also, in
[31], an autonomous underwater vehicle (AUV) was developed to inspect dams. The
idea was to develop several actions to be executed and the tasks execution flow was
defined to fulfill the mission. Finally, in [43], a maneuvers library was developed
to contain all the possible maneuvers an unmanned combat aerial vehicle (UCAV)
may be able to perform. Then, a human operator or a decision machine selects the
best maneuver based on the considered situation.
2.3 Expert System
The focus of this thesis is on the mission control level. Usually, the mission control
level is handled by an expert human operator who makes the required decisions to
fulfill the target mission. However, the mission control level can also be executed
autonomously which enables the UAV to perform more efficiently and reliably espe-
cially in performing tedious and dangerous missions.
To achieve the autonomy of a UAV, there are two main alternatives that can be
considered. Both of the alternatives are Artificial Intelligence technologies. The
first is using machine learning algorithms (e.g., neural network) while the other
alternative is using expert system.
Machine learning is the technology used to enable computers to learn from the
training samples without explicitly being programmed. For example, a computer
program can be learned how to recognize cats in pictures by providing thousands
of pictures of cats and telling the program that “these are cats” and providing
thousands of pictures of non-cats and telling the program that “these are not cats”.
While doing so, the machine learning algorithm concludes the common features
among the pictures of cats. Afterwards, when the program sees a picture, even
for the first time, it should be able to say if it is a cat or not, based on what it
learned. Machine learning technology can be used if the solution is difficult to be
explicitly programmed such as face recognition, voice recognition and many others.
It’s very difficult, if not impossible, to explicitly program a computer to recognize
faces because the range of variety between faces’ features is endless. To be able to
use machine learning technology to solve a problem, a sufficient set of training and
testing samples should be provided. If this is not the case, the program will not be
efficient in solving the problem. From UAV perspective, machine learning technology
has been used to enable a UAV to navigate through a forest autonomously [22].
Expert system is computer system that emulates the ability of human experts to
make decisions. Expert system consists mainly of three components. The first is a
set of rules that states what decision should be taken in which case. The second is
a set of facts describing the current status of the environment. The last component
is an inference engine which compares the facts against the rules to find out which
rule is fulfilled by which facts and then execute the decision (i.e., action part) of
this satisfied rule. Expert system can be used if the solution of the problem can
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be explicitly written in IF .. THEN .. statements. A common example of expert
systems is the vehicle self-maintenance system. In such a system, the set of rules
would state IF so and so are true THEN the problem would be so. One of the main
advantages of expert systems compared to machine learning is that there is no need
to provide training and testing samples. There are different tools to design expert
systems. One of the most powerful, lightweight and very well documented tools is
CLIPS. CLIPS stands for C Language Integrated Production System. Production
system and rule base system are alternative names for expert system.
Expert systems have the following advantages [21]:
• Availability: Humans experts are not available all the time. For example, to
make an appointment with an expert doctor, it may take 3 months. On the
other hand, expert systems that have the experience of human experts in form
of rules are available all the time to give advice or decision.
• Reliability: Human experts may make mistakes, be under stress or be ill. On
the other hand, expert systems are computer programs, therefore, they don’t
suffer from these situations.
• Cost: To have an appointment with an expert doctor may cost a lot of money.
On the other hand, dealing with an expert system reduces cost per user.
• Multiple expertises: To make a committee of doctors to check a serious
case is very time and money consuming. On the other hand, an expert system
can collect the expertises of many exerts once and afterwards, the expertises
will be available permanently.
• Safety: Expert systems can be available in dangerous zones without putting
humans’ lives in hazard.
• Maintainability: Having the rules in natural-like language makes them easier
to be checked and reviewed by non-technical domain experts.
Expert system has started to be used to provide vehicles with autonomous beha-
viour long time ago. For instance, in 1990, S. H. Kwak and et al have developed an
expert system using KEE expert system shell for autonomous mission planning [28]
for an autonomous underwater vehicle (AUV). A human operator choses a mission
to be executed and then enters parameters related to the mission, such as the start-
ing coordinations and the end coordinations. After the operator chooses a mission
and enters its parameters, an off-line mission planners starts to make decisions to
provide the best path the AUV. The made decisions are then sent to the on-board
computer, which actually controls the AUV, to execute the mission. The system
was successfully tested in a simulation environment.
Also in 1990, A. Niehaus and R. F. Stengel have conducted a study for the applic-
ability of expert system-based approaches for the guiding of vehicles in a highway
[30]. Two conclusions have been drawn out of this study. The first is that using
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expert system provided the advantages of ease of programming and debugging and
the breakdown of the problem into sub-problems which made the finding the solu-
tion easier. The second conclusion is the capability of expert system to handle the
automated driving tasks in spite of the relative complexity of the target mission [30].
Kemal Kaplan et al have used expert system for an autonomous driver evaluation
system (ADES) in 2011 [27]. ADES aimed to autonomously evaluate the commit-
ment of the driver to the traffic rules. Two different expert systems were used in that
work, Prolog based and Bayesian Network based, to achieve the objective of ADES.
The probability of the accuracy of the provided information (i.e., facts) was con-
sidered by the expert system in the decision making process. The proposed ADES
system was tested in simulation environment and expert system showed a proper
handling for uncertainty [27].
In 2005, F. Y. Zhou et al have developed an autonomous inspection robot for
110KV power transmission lines based on expert system [45]. The robot was con-
trolled by control commands coming from a ground station running the expert sys-
tem. A three-layer control system was used. In the highest layer, the supervision
and system management was running on the ground stations, making high level
decisions based on the images received from the robot, sending them to the middle
layer component. The ground station also executes the image processing tasks. The
middle layer component interprets the high level commands to a lower level, ex-
ecutable commands to send them to the microprocessors controlling the actuators
in the lowest layer. The middle layer can also make its own decision based on the
measurement information of the sensors received from the ground station. Two
layer distributed expert system has been used. One expert system is based in the
ground station (the highest layer) while the other is on-board (the middle layer).
In the complex situations, the two expert systems cooperate to make the right de-
cision. CLIPS was used for the development of the expert systems. The system was
successfully tested in lab.
the previously mentioned systems used ground control stations for controlling.
Including the ground control station in the control of the robot such as in [45] and [28]
has the risk of losing the connection between the ground station and the controlled
entity (AUV or robot). In addition, having the mission controller exclusively on-
board improves the system quality and makes it more robust. None of the previously
mentioned works used expert system for autonomous mission control system in UAV
context. Therefore, the focus of this work is to design and implement an on-board
expert system-based autonomous mission control system for UAV.
2.4 Summary
The main different definitions of autonomy as well as the different classifications of
the levels of autonomy were introduced. The definition of ALFUS for what fully
autonomous means is the most accurate any yet simple definition from the author’s
point of view. Regarding the autonomy levels, the author thinks that the definition
12
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of US Navy Office for the autonomy level is the most accurate one. Those selected
definition of autonomy and levels of autonomy are considered in this work.
The target of this work is to design, implement and test a fully autonomous
system, which means that the system should independently execute an assigned
mission and adapt and react to unplanned events without any intervention of the
human operator. The designed system should be autonomous only in the planned
range of environmental conditions.
The generic architecture of a mission control system was introduced. Three-level
control architecture is used; organization level, coordination level and execution
level. Them main rule of each of these levels was explain.
Finally, the concept of expert system was introduced with a brief definition. Ex-
pert system was compared to machine learning, both are AI technologies, and it was
clear that expert system is more suitable for missions that can be described in if-
then rules which are the type of missions the proposed system targets. The different
overviewed previous works showed the efficiency of expert system in handling the
uncertainty in the mission and the environment. This made it more clear that it is
a good decision to use expert system technology in order to achieve the autonomy
of the mission control system.
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Expert system is the AI technology used to achieve the objectives of the proposed
system. In this chapter, the fundamentals and the components of expert system
are explained in detail. Understanding these fundamentals are necessary for under-
standing the rest of the thesis. This chapter is mainly based on [21].
3.1 Overview
An expert system is a system that emulates the ability of making decision of a
human expert. As an example for a human expert, let’s consider an expert doctor.
The doctor gets some information about his patient like his medical history, what
symptoms does he have, since when does he have these symptoms. Afterwards, the
doctor compares these information against what he learned and experienced during
his career to decide what can be the diagnosis of these symptoms. Finally, the
doctor tells the patient what the diagnosis is and what should be done for healing.
This procedure is depicted in figure 3.1. This expert doctor example consists of
three main components. The first is the input which is a set of facts describing
the environment, i.e., the symptoms the patient has. The second main component
exists inside the head of the doctor which is the experience and knowledge he gained
during his professional life. This knowledge and experience can be presented in form
of rules. The third main component is the output, in other words, the decision or
the diagnosis that the doctor deduce after comparing the facts against the rules. An
expert system works the same way as an expert human does. It consists mainly of
three components; the working memory, the production memory and the inference
engine. A typical expert system is depicted in figure 3.2.
  
Expert Human
(Doctor)   Facts           (Symptoms)               
  Decision 
(Diagnosis)
Rules
(Experience)
Figure 3.1: Human Expert Diagram
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Figure 3.2: Expert System Diagram
3.2 Working Memory
The working memory (WM) contains a number of working memory elements (WMEs),
each of which represents a piece of information, i.e., a fact, about the current status
of environment. A WME is a pair of attribute-value. For sake of organization, every
related subset of the WM’s attributes belong to unique type (i.e., template). Listing
3.1 illustrates a set of facts of different templates. Facts in a WM can be asserted,
deleted or modified.
(Navigation (FlightStatus Auto) (FlightMode GUIDED) (FlightAction TakeOff ))
(Detection (ObjectDetected True) (DetectionTimedOut False))
(Safety (SafetyStatus False) (DistanceToObject 3.0))
(Inspection (InspectionStatus Stopped) (CaptureStatus False) (NoOfPics 0))
Listing 3.1: Working Memory Sample
3.3 Production Memory
The production memory (PM) contains a set of condition-action statements (i.e.,
rules). Another name for a rule is a production as it is used to produce new facts
as explained later. A rule is an IF (Condition) THEN (Action) statement as
illustrated in listing 3.2.
IF
(Condition Element 1) (Condition Element 2) ..
THEN
(Action 1) (Action 2) ..
Listing 3.2: Expert System Rule
The part of the rule that comes after the if keyword is called the LHS or condition
part. The condition part consists of a set of condition elements (CEs). A CE is a
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pair of attribute-value. Condition elements are organized according to their type
(i.e., template). CEs are similar to WMEs in that both of them are type-specific
attribute-value pairs. However, a CE is not the same as a WME. CE only specifies
a pattern for ‘when a WME can fulfill a rule’. Therefore, sometimes a CE can be
referred to as a pattern. The part of the rule that comes after the then keyword is
called the RHS or the action part. A rule states that if all the condition elements of
the condition part are fulfilled (i.e., and relationship), then the action part should
be executed. Actions is the action part can be to assert, delete or modify one or
more fact(s) or to execute some action, like printing some message on the screen.
Listing 3.3 illustrates an example of a rule. This rule states that if FlightStatus is
Auto, FlightMode is GUIDED and ObjectDetected is true then, assert a new fact
stating that FlightAction should be FlyToObject. This rule has produced a new fact,
therefore, it is called a production rule.
IF
(Navigation (FlightAction Auto) (FlightMode GUIDED ))
(Detection (ObjectDetected True))
THEN
(assert (Navigation (FlightAction FlyToObject )))
Listing 3.3: Rule Example
The development of the PM so that the rules cover all the possible situations
without any conflicting each other is the main effort made in developing an expert
system. Normally, to develop a proper PM, the developer should interview an expert
who tries to provide his experience in the domain in form of IF..THEN.. statements.
Proving the completeness and the confliction-freedom of the PM is a big challenge
that faces any expert system developer.
Coupling
‘If the firing of one rule is guaranteed to make another rule fire, that is strong-
coupling’ [21, p. 356]. This means that there is no need to make a decision, as
there is no options to choose between. This is the case in procedural programming
languages, where the execution is sequential unless conditional statements appear
(if, while). On the other hand ‘if one rule firing leads to multiple rules being available
for triggering, that is weak-coupling’ [21, p. 356]. This means that the system has
many options to choose between, therefore, it has to make a decision. Expert system
can be used typically for the systems that have mixed strong-coupled rules as well
as weak-coupled rules.
3.4 Inference Engine
The inference engine is brain of any expert system. It operates in the recognize-act
cycle. It performs a set of three phases repeatedly. Briefly, the inference engine
matches, resolves conflict, acts. The first phase is the pattern matching. In this
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phase, the inference engine matches the rules’ CEs from PM against facts’ WMEs
from WM. The inference engine check for each rule in the PM if its CEs are fulfilled
with WMEs in the WM. If this is the case, then the inference engine saves a pair of
the fulfilled rule and the WMEs that fulfilled it. This pair is called an activation or
an instantiation and has the following form [19]:
< Rule, List of elements matched by its conditionpart >
A rule is not allowed to be activated by the same set of facts more than once. This
prevents the inference engine from entering an infinite loop. If more than one rule are
fulfilled in one cycle, the result activations are saved in the conflict set or the agenda.
The second phase is the conflict resolution. Since there are many fulfilled rules and
their action parts are ready to be executed and only on rule can be executed at the
same time, then in this phase the inference engine picks only one rule for execution
according to the conflict resolution strategy. There are different types of strategies
available and they are discussed later in this subsection. If the conflict set is empty,
then the inference engine breaks the three-phase-cycle and waits for a change to
happen in the WM to start again from phase one. The third phase is rule firing. In
this phase, the action part of the rule picked from phase two is executed. It’s said
that the rule is fired. As mentioned before, the executed action(s) can be updating
the WM by asserting, deleting or modifying. The action(s) can also be reading from
the user or another program or writing some data on the screen. Expert system
program usually runs repeatedly. Probably, in each cycle the contents of the WM is
changed by the rule fired from the previous cycle, therefore, the pattern matching
process should run repeatedly. The behaviour of the inference engine is illustrated
in figure 3.3 [35].
  
Match
Select
ExecuteChanges
Facts Rules
Conflict Set
Figure 3.3: Inference Engine Cycle
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Conflict Resolution Strategies
When more than one rule are activated, i.e., their condition parts are fulfilled, they
are added to the conflict set. As the action part of only one rule can be executed at a
time, the inference engine uses the confliction resolution strategies to select one rule
between the available rules candidates to be fired. Following are these strategies:
1. Priority (of rules): In this strategy, the priorities of the activated rules decide
which activation is chose to fire. The priority of a rule can be set implicitly
by its order among the other rules in the PM. Otherwise, the priority can be
set explicitly by setting an explicit priority variable.
2. Recency (of facts): In this strategy, the inference engine chooses the activation
in which, the condition part of the rule has been fulfilled by the most recent
facts in the WM. This means that the most ‘fresh’ facts have more influence
than the old ones.
3. Specificity (of rules): In this strategy, the activation whose rule has the largest
number of CEs. This means that the most specific rule is chose to be fired.
4. Recency (of activations): In this strategy, the most recent activation is chose
over the older ones. This mean that the latest decision (i.e., activation) made
by the pattern-matching phase is chose as the correct one.
5. Arbitrary choice: In this strategy, no specific criteria is used in choosing
between the activations. The result is random and unpredictable.
  
Conflict Resolution
Explicit 
Priority of Rules
Implicit
Priority of Rules
Speciality
of Patterns
Recency
of Facts Matching
Patterns
Recency
of Facts Matching
Patterns
Recency
of Activation
Figure 3.4: Conflict Resolution Strategies [21]
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3.5 Pattern Matching Algorithm
Naive Approach
A naive implementation of an expert system simply iterates over the rules in each
pattern matching cycle. A rule is considered. Each CE of this rule is compared
against all the WMEs in the WM. If all the CEs of the considered rule are fulfilled,
an activation is created and added to the conflict set. If any of the CEs of the
rule is not fulfilled, the rule is not fulfilled. Afterwards, do the same with the next
rule, and so on. If the pattern matching process should be done once, then this
naive approach is fine as it does the job. But, apparently, this is not the case.
This naive approach works and does the job but very slowly. The obvious reason
is that in every pattern matching cycle, each rule should be compared against all
the WMEs which consumes a lot of time. Specifically speaking, pattern matching
process consumes more than 90% of the total execution time of the expert system
program [18]. The larger the number of rules and WMEs, the longer the runtime
of the pattern matching process. Naive pattern matching approach is illustrated in
figure 3.5 [21], where the shaded area represents the changed facts since the last
cycle. For now, notice that in figure, the changed facts are few compared to the
whole number of facts. Assume W is the number of WMEs in the WM, P is the
number rules (i.e., productions) in the PM and Cmax is the maximum number of
CEs in the condition part of any rule in the PM. Then, the runtime complexity of
a naive implementation of the pattern matching process [37] is expressed by:
runtime = O(PWCmax) (3.1)
  
RulesFacts
Conflict Set
Figure 3.5: Naive Pattern Matching Approach [21]
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RETE Algorithm
If the pattern matching process should be done only once, then there should be no
problem, as the naive approach does the job. However, the pattern matching process
should run repeatedly. Normally the working memory is changed every cycle by
asserting new facts or deleting or modifying old facts. Therefore, using the naive
approach will consume a lot of time and the whole process will run slowly. Many
researches have been conducted in order to improve the pattern matching process
and to reduce its execution time. One of the most common researcher who worked
on this topic is Charles L. Forgy. Forgy has noticed that expert systems in general
have two common features, temporal redundancy and structural similarity.
First, lets consider Temporal redundancy. Usually, the number of changes in the
WM done by executing the action part of a fired rule is small compared to the
total number of facts in the WM. This means that the WM changes slowly between
consecutive cycles. Therefore, there is no need to compare the rules against the
whole WM, as the naive approach does (figure 3.5). As not all the WM changed
since the last cycle, only the .changed facts may affect the pattern matching process
by making an unfulfilled rule fulfilled or vice versa. Therefore, it makes more sense
to compare only the new/changed facts against the rules as shown in figure 3.6.
  
RulesFacts
Conflict Set
Figure 3.6: RETE Pattern Matching Approach [21]
When the rules search for the facts that fulfill its condition part, a lot of unneces-
sary computations should take place because most of the facts remain unchanged
between consecutive cycles. As mentioned before, the WM changes slowly over
time, with small number of facts change between consecutive cycles. In addition,
the rules remain static while the facts change over time. Therefore, a better ap-
proach would be that the changed facts should search for the rules to check if there
are any rules influenced by those changed facts, i.e., there may be unfulfilled rules
that get fulfilled, or vice versa. Figure 3.6 illustrates, with the arrows’ directions,
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this approach. The bottom line here is that ‘the facts should find the rules and not
the other way around’ [21]. Now, as only the changed facts in each cycle should
be compared against the rules, RETE algorithm saves the result (i.e.,the state) of
the comparison between the rules and the rest of unchanged facts. For example, if
a rule has three CEs, and two of these CEs are fulfilled with WMEs in the WM.
In the next cycle, there is no need to re-compare those two satisfied CEs against
the WMEs that fulfilled them before, as long as these WMEs have not changed.
It’s only needed to check the fulfillment of the third CE. It’s needed to check this
missing fulfillment only if the facts in the WM changed by asserting or deleting. If
the number of changed facts is small compared to the size of the WM, then a lot
of computations will be saved by following this approach. The worst case will be if
all the facts changed at once, therefore, the comparison of all the rules is required
against all the facts. If the rule with three CEs found the missing WME that fulfills
the third CE, then the whole rule is fulfilled now and it should be added to the
conflict set. It should be remembered by the system which CEs have already been
matched and which are not matched yet. ‘This type of state information indicating
the facts that have matched previous patterns in a rule is called a partial match.
A partial match for a rule is any set of facts that satisfy the rule’s patterns (i.e.,
CEs), beginning with the first pattern of the rule and ending with any pattern up to
and including the last’ [21]. This means that a rule with three CEs may have partial
matches for the first CE, the first and the second CEs and all the three CEs. A par-
tial match for the three CEs is also an activation. The main disadvantages of RETE
algorithm is that it may have large memory consumption. Simply comparing all the
facts against all the rules may not be a time-efficient approach, however, it doesn’t
require a big memory to do the job. On the other hand, RETE algorithm requires
a large memory in order to save the results (i.e., states) of the pattern matching
process (e.g., the partial matching). Writing the rules in an efficient way may save
a lot of memory. For example, when a rule is written, the specific CEs should be
written before the general CEs. Following this guideline significantly decreases the
number of partial matches, thus the required memory. The second feature Forgy
noticed to be common between expert systems is the structural similarity. This
means that usually different rules in the PM may have similar CEs, therefore, there
is no need to check the fulfillment of these common CEs more than once. RETE
algorithm check only once if the common CE is satisfied or not and then it shares
the result of the comparison between the involved rules. This approach saves time
and memory. Figure 3.7 illustrates the workflow of RETE algorithm.
RETE Decision Network
The main feature that makes RETE pattern-matching algorithm better that the
other alternatives is that it saves the state of the pattern-matching process in each
cycle (i.e., it remembers which facts have matched which rules and which facts have
not matched any). This saves a lot of computation time needed to re-compare the
whole WM against the whole PM in each cycle. Otherwise, only the changed facts
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Update old facts 
with new values
and assert them
Run CLIPS 
inference engine
Read (new) facts
Perform required
actions
Figure 3.7: Expert System Control Flow
in the WM are needed to be compared against the rules in the PM. RETE saves
these states by compiling the production memory into a network. RETE network
is divided into two main sub-networks, pattern network and join network. Each
sub-network has its unique processing and storage units.
Pattern Network
The first sub-network is called pattern network or alpha network. The pro-
cessing units of pattern network are one-input nodes [37]. In the pattern network
RETE checks the fulfillment of each type-specific set of CEs (i.e., pattern). The
type (aka, template) of a CEs set acts as the first filter. If the type of a fact is the
same as the type of the pattern, RETE moves downwards in the network to check
the CEs of the pattern one by one. RETE does not proceed to check a CE unless the
previous CE is fulfilled by a WME. If all the CEs of a pattern are fulfilled, RETE
saves the set of WMEs that fulfilled the pattern in alpha memory. By using al-
pha memories, RETE algorithm ‘remembers’ which facts fulfilled each pattern and
therefore, eliminate the need to re-compare the whole facts against this pattern in
the next cycle. To make it clear, the rule example in listing 3.4 is consider.
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Figure 3.8: Basic RETE Network [24]
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IF
(Navigation (FlightStatus Auto) (PosReached False))
(Detection (ObjectDetected True) (DistanceToObject ?x))
(Safety (SafetyStatus False) (SafetyDistance ?x))
THEN
(Navigation (FlightMode PosHold ))
Listing 3.4: Variable Binding Example
To check the fulfillment of the condition part of this rule, RETE compile the rule
into a network as illustrated in figure 3.8 [24]. In the first cycle of the program,
RETE compares all the facts in the WM against each pattern in the rule. RETE
starts with the first pattern, (i.e., the .first pattern after IF ). If the type of the fact
is Navigation, then the first filter is passed, therefore, RETE proceeds downwards
in the network. If the FlightStatus attribute of the considered fact is Auto, then
the second filter is passed. Otherwise, this fact is not matching this pattern, thus
RETE skips it to the next fact, and so on. If the considered fact fulfills this pattern,
then RETE saves it in the alpha memory at the end of this pattern. Then, RETE
compares the next fact in the WM against this pattern until all the facts in the
WM are compared against this pattern. At the end of this process, alpha memory
should have a list of all the facts that fulfill the pattern. In the next cycle, only the
changed facts in the WM will be checked against this pattern. Maybe a fact that
have fulfilled the pattern has changed and became no longer satisfying, therefore,
it should be removed from alpha memory. Maybe a fact that have not fulfilled the
pattern has changed to be fulfilling and therefore, it should be added to the alpha
memory. RETE does the same comparison process with the second and the third
pattern in the considered rule. In the second pattern, DistanceToObject should
be the same as SafetyDistance attribute in the third pattern. As pattern network
only checks each individual pattern alone, it can not be decided yet whether this
condition is fulfilled or not until the two patterns are considered which is done in
join network.
Join Network
The second sub-network of RETE network is called join network or beta network.
The processing units of joint network are two-input nodes. The two inputs of a beta
node are always memory nodes [37]. If there is a rule whose condition part consists
of more than one pattern, RETE checks in the join network that all the pattern are
matched together. In other words RETE ‘joins’ together the results of the pattern
matching of the individual patterns from pattern network to make sure that they
are all fulfilled. In the first beta node, RETE starts by joining two patterns, if they
are both fulfilled, it saves a list with the facts that fulfill the two patterns in beta
memory attached to this node. Afterwards, RETE joins the third pattern in the
next beta node to check that all the three patterns are fulfilled. If this is the case, it
saves a list with all the facts that fulfill the three patterns in beta memory attached
to this beta node, and so on. In the join network, if there are binding variables that
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should be consistent between two patterns, RETE checks their consistency. Again,
let’s make the picture clear by considering the rule example in listing 3.4. In the first
beta node, RETE starts by joining the second and the third pattern as they have
a binding variable. In this rule, it’s stated that DistanceToObject from the second
pattern should have the same value as SafetyDistance from the third pattern. If
this condition is fulfilled, then joining the two patterns succeeds and RETE saves
the list of facts that fulfilled the two patterns together in the beta memory attached
to this node. In the next beta node, RETE joins the first pattern with the result
of joining the second and third patterns. If all the three patterns are fulfilled, then
the condition part of this rule is fulfilled and the rule is activated, i.e., added to the
conflict set. The beta network of this rule is illustrated in figure 3.8 [24].
3.6 CLIPS
‘A rule based expert system written in CLIPS is a data-driven program where the
facts are the data that stimulate execution via the inference engine’ [20]. CLIPS
stands for C Language Integrated Production System. CLIPS is an expert system
tool developed by NASA-Johnson Space Center in 1986. CLIPS itself is written
in C language and it has a notation like LISP. ‘CLIPS is designed to facilitate
the development of software to model human knowledge or expertise’ [20]. CLIPS
can be integrated with other programming languages such as C, C++ and Java.
CLIPS can be used in two ways. In the first way, it can be used as a stand alone
tool to develop an expert system. In the second way, a CLIPS functions can be
called from a procedural language (e.g., C++), then perform the desired task and
finally give control back to the calling program [20]. Also, a user can define his/her
own functions in CLIPS. CLIPS supports object oriented programming. In the rest
of this section, the background about CLIPS required to understand the project
implementation is covered.
Templates
CLIPS organizes information about the environment into templates (i.e., categor-
ies) where each template contains the related pieces of information. To define a
template in CLIPS, deftemplate keyword is used. After deftemplate comes a unique
meaningful name of the template and then an optional comment describing the tem-
plate. Pieces of information in a template are called attributes (or slots in CLIPS
terminology). A template has pairs of attribute-value. To define an attribute in a
template in CLIPS, slot keyword is used. For each individual slot of a template, the
data type and the default value can be defined. CLIPS supports a variety of data
types. The most common data types are symbol, integer, float. If the data type is
not explicitly defined, CLIPS implicitly deduces the data type from the data saved
in the slot. The values allowed to be saved in each slot can also be defined using the
allowed-values argument. allowed-symbols can be a list of allowed values or a range
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of values as illustrated in listing 3.5.
(allowed -symbols GUIDED CIRCLE RTL AUTO LAND)
(allowed -numbers 2 10.3 14 -30.2 -50)
(allowed -integers 0 15)
(allowed -floats -15.6 30.4)
Listing 3.5: CLIPS Allowed Values
Listing 3.6 illustrates an example of a template definition. In CLIPS, anything
after the semicolon symbol is a comment that is not compiled by CLIPS.
(deftemplate Navigation "Navigation related attributes"
(slot FlightStatus (type SYMBOL) (default Manual)
(allowed -symbols Auto Manual )) ; Read -Write
(slot FlightMode (type SYMBOL) (default LAND)
(allowed -symbols LAND GUIDED POSHOLD CIRCLE ))
(slot FlightAction (type SYMBOL) (default None)
(allowed -symbols TakeOff ChangeAlt ChangePos Yaw))
(slot FlightActionArg (type FLOAT) (default 0.0))
(slot CurrentHeight (type FLOAT) (default 0.0))
(slot PosReached (type SYMBOL) (default FALSE)
(allowed -symbols TRUE FALSE )))
Listing 3.6: CLIPS Template Example
Variables
As any other programming languages, CLIPS can store values in variables. Variables
are dynamic compared to facts. When a fact is modified, the old fact is totally
deleted and a new fact with the new values is asserted. On the other hand, the
value of a variable can be modified without deleting and re-creating the variable
again. In CLIPS, a variable starts with a question mark then the variable name.
Assigning a value to a variable is called binding.
? < variable name >
There are two types of variables, local and global. Local variables are defined and
used only within a rule. Local variables are usually used to bind values from the
condition part of the rule and compare it against some value using test statement or
use it in the action part of the rule. Notice that a variable can also saves a reference
(i.e., pointer) to a fact in the condition part of a rule using the ‘<-’ symbol. Then
this variable can be used to modify or delete the fact in the action part of the rule.
Listing 3.7 illustrates a rule that uses local variables (and global variable).
(defrule FlyToObj -1 "Flying to the detected object"
?m <- (Mission (MissionStatus FlyToObject ))
?f <- (Navigation (FlightStatus Auto) (CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
?i <- (Inspection (CapturedPictures ?pics))
=>
(modify ?m (MissionStatus Yaw))
(modify ?f (FlightAction Yaw) (FlightActionArg (* ?pics 30.0))))
Listing 3.7: CLIPS Local Variables
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Global variables are defined out of all rules and can be used within any rule.
Global variables are used to declare constants used by all the rules or declare a
global variable that all the rules can read or write. To declare a global variable,
defglobal keyword is used. Listing 3.8 illustrates examples of global variables.
(defglobal ?* MaxHeight* = 15)
(defglobal ?* SafetyDistance* = 3)
(defglobal ?* TargetPictures* = 3)
(defglobal ?* LastFlightMode* = LAND)
(defglobal ?* LastFlightAction* = TakeOff)
(defglobal ?* LastMissionStatus* = OnGround)
Listing 3.8: CLIPS Global Variables
Rules
In CLIPS, a rule definition starts with defrule keyword. Afterwards, comes a unique,
describing name of the rule. Then, comes an optional comment describing the rule.
Normally, rules check attribute-value pairs organized in templates. The condition
part (i.e., the LHS) ends by the => symbol (which means THEN ), and then starts
the action part (i.e., the RHS). In the action part, new facts can be asserted into
the WM using assert keyword, old facts can be deleted using retract keyword, or an
old fact can be modified using modify keyword. Actually, when modifying an old
fact, CLIPS retracts the old fact and asserts a new fact with the new values. It is
also possible to do other actions in the action part like printing a message on the
monitor. This can be done using the printout keyword, followed by t letter which
tells CLIPS to print the message on the standard output device, then comes the
message itself in quotation marks. crlf keyword can be used at the end of printout
command to move the cursor to a new line. To retract (i.e., delete) or modify an
old fact in CLIPS, a pointer (variable) to that fact should passed as an argument
to the retract command. A pointer to a fact can be defined in the condition part of
the rule. To compare the value of an attribute against another value, test statement
can be used. The value of the attribute should be saved in a variable, then this
variable should be compared to the other value in test statement. Note that, in
CLIPS, variables start with question mark. Listing 3.9 shows an example of rule
definition in CLIPS.
(defrule CircleDetection "Start flying in circles to detect objects"
(Mission (MissionStatus CircleDetect ))
(Navigation (FlightStatus Auto) (CurrentHeight ?h))
(test (< ?h 15))
?s <- (Safety (DistanceToObject 3))
?i <- (Inspection (CaptureStatus True))
=>
(assert (Navigation (FlightMode Circle )))
(retract ?s)
(modify ?i (CaptureStatus False))
(printout t "Flight mode changed to Circle" crlf))
Listing 3.9: CLIPS Rule Example
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Watching
Debugging is a very essential task in developing any software. In CLIPS, debugging
is possible using many commands. One important debugging command is watch
facts. This commands enables displaying what facts are asserted in the WM and
what facts are retracted (i.e., deleted) from the WM. Asserted facts are proceeded
with ‘==>’ while retracted facts are proceeded with ‘<==’. To disable watch facts,
unwatch facts should be used. Listing 3.10 illustrates what is explained so far.
CLIPS > (watch facts)
CLIPS > (assert (FlightMode GUIDED ))
==> f-1 (FlightMode GUIDED)
<Fact -1>
CLIPS > (retract 1)
<== f-1 (FlightMode GUIDED)
Listing 3.10: Watch Facts
Watch command can be used with other constructs beside facts. For example,
watch activations command is show activations entering and leaving the conflict set.
3.7 Summary
In this chapter, the fundamentals of expert system which are required to understand
the rest of this thesis were explained. The components of expert system, including
production memory, working memory and inference engine were covered. The RETE
matching algorithm was explained in detail. Finally, CLIPS expert system tool used
in the development of the proposed system was briefly introduced.
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ESBAMC stands for Expert System-based Autonomous Mission Control. ESBAMC
is used in the rest of this work to refer to the proposed system. In this chapter,
the requirements of the target system are discussed. Afterwards, it is explained in
detail how expert system can be used to fulfill these requirements. The workflow of
the system is then described and finally the main challenges in using this approach
are described in addition to how these challenges have been faced.
4.1 System Requirements
The main objective of this work is to design and implement an autonomous mission
control system (MCS) for UAVs. This can be interpreted into requirements as
following.
The first requirement of the target system is to have the ability to make decisions
in realtime fully autonomously. This means being in the fourth level of autonomy
according to DoD classification (table 2.2).
The second requirement is that the human operator should always be able to give
over control to the expert system as well as taking back control from it regardless
the current phase of the program. This requirement is safety-critical because the
expert system should not start unless the human operator makes this decision. Also,
the human operator should be able to take over control anytime if he founds that
the UAV is misbehaving.
The third requirement is that the expert system should handle all the possible
situation that may occur during the mission. Whether the situation is expected to
occur or should not happen at all, our system should handle it by making the right
decision. This means that the production memory should be proved to be complete
and conflict-free.
The fourth requirement is that the system should be easily adaptable to any
mission that can be described in form of rules. To adapt the system to execute a
new mission, only the CLIPS production memory should be modified while the rest
of the project should remain untouched.
4.2 System Architecture
Generally, for a UAV to be autonomous, sense-think-act closed loop control paradigm
is used [36]. The mission control system (MCS) collects the informations about its
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environment, including external environment, such as the current location and ob-
ject detection status, as well as internal environment, such as the battery level.
Having the target mission pre-programmed in form of a production memory, the
MCS ‘thinks’ what is the right decision to make next in order to fulfill the assigned
mission. After making the right decision based on the production memory, the MCS
execute the decision in form of low level actions, such as setting the flight mode or
changing the UAV location by flying to a new location. After performing these
actions, the MCS waits for feedback from its environment to check the influence of
the performed actions and what is the right decision to make next, and so on.
A generic mission control architecture was introduced in chapter 2 (figure 2.1).
The proposed ESBAMC adapts this architecture as well. The control architecture
consists of three levels of control. Each of these levels has a specific rule and are
developed in different way compared to the other levels. The higher the level of
control, the higher the level of intelligence and the lower the level of precision which
follows the Increase Precision with Decreased Intelligence (IPDI) approach. Figure
4.1 depicts the software architecture of the system.
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Figure 4.1: System Software Architecture
In the highest control level, the organization level, the expert system is running.
The expert system consists mainly of constructs (production memory + working
memory) and inference engine. The production memory is a static base developed
in CLIPS code which is then interpreted into C code in the development time. The
working memory, on the other hand, is a dynamic base which is updated during
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runtime. The facts are asserted in CLIPS code either by the expert system itself or
by the coordinator. The coordinator can assert facts using CLIPS C++ APIs. The
expert system receives updated facts from the lower layer and makes decisions ac-
cordingly. It compares the updated working memory against the production memory
using RETE inference engine, the fulfilled rules are asserted into the conflict set, a
conflict resolution strategy is used to choose one rule to be fired and the selected
rule is fired by execution its action part which usually updates the working memory.
The made decisions (i.e., the updated facts) are then read by the coordinator.
In the intermediate control level, the coordination level, the coordinator receives
the UAV status and the inspection unit status from the execution level and use this
data to update its local variables. The coordinator interpret these local variables
into facts which are then asserted into the expert system’s working memory. After
asserting the facts, the coordinator runs the expert system’s inference engine. Typ-
ically, when the inference engine is run, the working memory will be changed, by
the fired rule(s), having new facts asserted or old facts modified or deleted. After
running the inference engine, the coordinator reads the working memory and inter-
prets the facts into sequence of actions. The coordinator is implemented in C++. It
uses CLIPS C++ APIs to assert and read facts to/from the expert system’s working
memory. The coordinator communicates with the UAV’s autopilot over UART in
MAVLink protocol.
As an example, the coordinator reads the FlightAction attribute and checks its
value. If the FlightAction is TakeOff, the coordinator calls a specific function and
passes the value of FlightActionArg as the target altitude argument to the called
function. The called function prepares and sends a MAVLink message with the
TakeOff command and the target altitude as an argument. All this happens in one
iteration. In the following iterations, the coordinator monitors the current altitude
of the UAV by reading the UAV status sent by ArduCopter. The coordinator also
updates the PosReached attribute in the expert system working memory based on
whether or not the target altitude has been reached. The default value of PosReached
is false, therefore, coordinator keeps setting PosReached to false. As soon as the
coordinator finds that the target altitude is reached, it sets PosReached attribute to
true and update the working memory with the new attribute’s value.
As another example, consider the FlightMode attribute. The coordinator reads
this attribute in each iteration. In the first iteration, the coordinator calls a function
that prepares a MAVLink message with SetMode command and the target flight
mode as an argument. When the MAVLink message is prepared, the called function
sends it via UART to ArduCopter. In the next iteration, coordinator checks if the
flight mode assigned by the expert system (i.e., FlightMode attribute) is not the
same as the current flight mode of the UAV. If this is the case, the coordinator calls
the function again to set the flight mode to the target mode. Figure 4.2 illustrates
this procedure.
In the lowest control level, the execution level, the concrete actions received from
the coordinator are executed by the actuators of the UAV (e.g., rotors) and the
inspection unit (i.e., the camera). The status of the UAV and the inspection unit
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are then collected and sent to the coordinator regularly.
System Threads
ESBAMC program is designed in a multi-threaded paradigm. There are three main
threads controlling the flow control. Each thread executes one specific function then
sleeps for the defined interval, then wakes up, executes the function, sleeps again
and so on.
The first executes the function which receives and interprets messages coming
from autopilot (flight controller). The messages received from the autopilot mostly
contain the latest UAV status, such as flight mode, altitude, longitude, latitude,
battery level and others. When a message is received and interpreted, the coordin-
ator updates its local variables with the received UAV status values. This thread
wakes up each 10 milliseconds.
The second main thread handles CLIPS software component. It calls the function
which creates new CLIPS facts with the updated local variables that have been
updated by the first thread. After updating the facts with the latest values of the
local variables, the old facts are retracted (i.e., deleted) while the new facts are
asserted. In CLIPS’s C++ APIs, there is no way to modify facts except for deleting
the old facts and asserting new facts with the desired modifications. After asserting
the new facts, CLIPS’s inference engine is allowed to run. Running the inference
engine usually causes some modifications in the working memory. After running the
inference engine, the fact base is read and the attributes’ values are interpreted into
actions. The actions that can be initiated by CLIPS’s facts will be converted in a
later section. This thread wakes up every 500 milliseconds. This thread starts only
when the human operator gives the green light to the expert system to start taking
over the control of the UAV. The thread halts when the human operator take back
control from the expert system in order to control the UAV manually.
The third main thread handles the gimbal control software component. It calls
the function which receives frames captured by ESBAMC main sensor (camera),
run the color detection algorithm to detect any target with the specified color. If
an object is detected, based on its location, the gimbal pitch and yaw angles are
updated and sent to the gimbal controller. Also, two local variables are updated
which are used in the second thread, i.e., updateClips. The first is states whether or
not an object is detected while the second saves the distance to the detected object
which can be calculated according to the area of the detected color. This thread
wakes up every 10 milliseconds.
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4.3 Expert System Design
ESBAMC Templates
As previously explained, templates are used to categorize the attributes describing
the surrounding environment to the expert system. ESBAMC expert system has four
templates, navigation, detection, inspection and safety. Each template’s attribute
has a type that can be symbol, float, integer. Also, each template’s attribute has
allowed values that it can contain. A template’s attribute can be read-only, write-
only or read-write attribute. If the expert system only reads this attribute’s value
from the working memory without manipulating it, i.e., the attribute appears only
in the condition part of a rule and does not appear in the action part, then this is a
read-only attribute. The read-only attributes are usually the readings of the sensors
of the UAV and inspection unit. On the other hand, if the expert system writes the
value of an attribute in the action part of the rules while this attribute does not
appear in the condition part, then this is a write-only attribute. Some attributes
can be both read-write attributes.
Figure 4.3 illustrates ESBAMC expert system’s templates and their attributes.
Navigation template contains all the attributes that are related to the UAV status
and control. AdaptiveMission is a read-write attribute of type symbol. The allowed
values for this attribute are running if the expert system is autonomously con-
trolling the UAV, or interrupted if the UAV is in safety critical situation and the
expert system is not controlling the UAV anymore while the human operator is
controlling the UAV manually. FlightMode attribute obviously describes the flight
mode of the UAV. FlightMode is a write-only attribute and its allowed values are
Guided, PosHold, Circle or Land. Generally, the UAV can have many other flight
modes but those are the only fight modes used in ESBAMC system. FlightAction
attribute is a write-only attribute of type symbol. It describes the actions that the
expert system can command the UAV to do. To add more information about the
desired action, FlightActionArg is used. FlightActionArg is a write-only attribute
of type float. FlightAction attribute has six allowed values. NoAction specifies
that the UAV should not be doing any action at the moment. FlightAction can
be TakeOff to command the UAV to take off to the altitude specified in FlightAc-
tionArg. FlyToObject flight action commands the UAV to fly toward the detected
object.ChangePos flight action commands the UAV to navigate to the coordina-
tions specified in FlightActionArg attribute. ChangeAlt flight action, on the other
hand, commands the UAV to change its current altitude to the altitude specified in
FlightActionArg. Finally, Yaw fight action commands the UAV to yaw right or left
and with the distance specified in FlightActionArg attribute. The next attribute in
Navigation template is CurrentAlt. It is a float read-only attribute that states the
current altitude of the UAV in meters. Finally, PosReached attribute is a read-only
symbol attribute that states whether or not the target position required from the
UAV to fly to is reached.
Detection template gathers the attributes related to object detection process. This
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Navigation
- AdaptiveMission   Symbol [Running, Interrupted]
- FlightMode       Symbol [Guided, PosHold, Land, Circle]
- FlightAction Symbol [NoAction, TakeOff, FlyToObject, 
Yaw, ChangePos, ChangeAlt]
- FlightActionArg Float
- CurrentAlt Float
- PosReached Symbol [True, False]
Detection
- ObjectDetected Symbol [True, False]
- TimedOut Symbol [True, False]
Inspection
- InspectionStatus Symbol [Running, Stopped]
- CaptureStatus Symbol [True, False]
- PictureCaptured Symbol [True, False]
- CapturedPictures Integer [ 0 : 3 ]
Safety
- SafetyStatus Symbol [True, False]
- DistanceToObject Float
Environment 
Status
Figure 4.3: Environment Information Categories
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includes ObjectDetected and TimedOut. ObjectDetected is a read-only attribute of
type symbol. It states whether an object is detected , i.e. true, or not, i.e. false.
TimedOut attribute is also a read-only attribute of type symbol that tells whether
the process of looking for an object has exceeded the maximum allowed time, i.e.
true, or not, i.e. false.
Inspection template contains the attributes related to object inspection process.
InspectionStatus is a write-only attribute of type symbol. It should be running if the
UAV in the right range of distance from the object in order to start inspecting the
object in focus. When the inspection process is finished, InspectionStatus should be
set to stopped. CaptureStatus is a symbolic write-only attribute. If CaptureStatus is
set to true, it is a signal from the expert system to the camera to capture a picture.
This attribute is automatically reset to false in the next iteration. PictureCaptured
attribute is read-only of type symbol. If PictureCaptured is true, it is a signal from
the camera system to the expert system that a picture has been captured successfully,
otherwise, false. The last attribute in Inspection template is CapturedPictures which
is a read-only attribute of type integer. It saves the number of pictures captured for
the considered object.
Safety template contains two safety related attributes. The first is SafetyStatus
which of type symbol. It is a read-write attribute that should be true if the UAV is
in a dangerous situation that requires the interference of the human operator. For
example, if the UAV has exceeded the maximum allowed height, or if the UAV has a
distance to an object less than the safe distance. Otherwise, SafetyStatus should be
false. DistanceToObject is a read-only attribute of type float. As the name suggests,
it states the distance between the UAV and the detected object.
ESBAMC Production Memory
An alternative name for expert system is rule based system. This illustrates the signi-
ficance of the production memory as the main part of any expert system. Generally
speaking, to create a production memory, an information engineer should interview
an expert in the domain of the problem and try to extract his experience in form
of rules. One advantage of expert systems, is that the rules are not hard-coded
inside the C/C++ code. Instead, they are written in a kind of high level natural
language which simplifies the process of reviewing the production memory by the
domain experts and increases the maintainability of the expert system as well as the
adaptability of the expert system. The rest of this section is based on [21].
Saying that the production memory is the core of the expert system, there are
many challenges that the information engineer may face. To conclude them in
one expression, it would be uncertainty. There are many reasons that increase
the uncertainty while developing an expert system. One of the main sources of
uncertainty is the incompatibility of rules which can be divided into different reasons
as shown in figure 4.4.
The first source of uncertainty is the rules confliction. Rules may conflict with
each other, leading to uncertain decision as in the following two rules:
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Figure 4.4: Rules Uncertainty Sources [21]
IF (FlightMode Guided) THEN (FlightAction FlyToObj)
IF (FlightMode Guided) THEN (FlightAction Yaw)
This is a very simple and obvious example, however, in complex production
memories, such contradiction may be overseen which leads to uncertain decision.
This leads to the case where one situation can be handled by more than one rule. It
will not be sure which rule will be fired. This contradiction results from ambiguity
of the rules, i.e., the rules are not enough specific.
Another source of uncertainty is subsumption of rules. This means that one rule
may be a subset of another rule as in the following two rules:
IF (ObjectDetected True) THEN (CaptureStatus True)
IF (ObjectDetected True) AND (DistanceToObject 2) THEN (SafetyStatus True)
In the previous two rules, the first rule is a subset of the second one. If an object
is detected and the distance to the object is not equal to two, then only the first
rule is fired. However, if both the conditions of the second rule are fulfilled, then it
is not certain which rule will be fired.
In designing the production memory, an attribute named MissionStatus has been
used. This attribute is mainly used to distinguish between the different mission
phases the system may exist in. This significantly reduces the conflicts between the
rules. Rule confliction describes the situation where there are more than one rule
with the same condition part and different action part. This means that when the
condition part is fulfilled, two decisions should be executed. This situation should
never happen in the production memory. This situation is illustrated in listing 4.1.
However, using MissionStatus attribute, the condition parts are no longer the same
as illustrated in listing 4.2.
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(defrule OnGround -1 "Triger Taking off process"
?f <- (Navigation (FlightStatus Auto) (FlightAction None)
(CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
(Detection (ObjectDetected FALSE))
(Safety (SafetyStatus FALSE))
=>
(modify ?m (MissionStatus TakeOff ))
(modify ?f (FlightMode GUIDED) (FlightAction TakeOff)
(FlightActionArg 5.0)))
(defrule CircleDetect -1 "Fly in circles to detect an object"
?f <- (Navigation (FlightStatus Auto) (FlightAction None)
(CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
?c <- (Detection (ObjectDetected FALSE))
(Safety (SafetyStatus FALSE))
=>
(modify ?m (MissionStatus ScanNewLevel ))
(modify ?f (FlightMode GUIDED) (FlightAction ChangeAlt)
(FlightActionArg (+ ?currH 3))))
Listing 4.1: Conflicted rules
(defrule OnGround -1 "Triger Taking off process"
?m <- (Mission (MissionStatus OnGround ))
?f <- (Navigation (FlightStatus Auto) (FlightAction None)
(CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
(Detection (ObjectDetected FALSE))
(Safety (SafetyStatus FALSE))
=>
(modify ?m (MissionStatus TakeOff ))
(modify ?f (FlightMode GUIDED) (FlightAction TakeOff)
(FlightActionArg 5.0)))
(defrule CircleDetect -1 "Fly in circles to detect an object"
?m <- (Mission (MissionStatus CircleDetect ))
?f <- (Navigation (FlightStatus Auto) (FlightAction None)
(CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
?c <- (Detection (ObjectDetected FALSE))
(Safety (SafetyStatus FALSE))
=>
(modify ?m (MissionStatus ScanNewLevel ))
(modify ?f (FlightMode GUIDED) (FlightAction ChangeAlt)
(FlightActionArg (+ ?currH 3))))
Listing 4.2: Conflict-free rules
Redundancy of rules is the next source of uncertainty. This happens when more
than one rule have the same condition elements and the same action part. Usually,
this happens because of the careless modifying of the rule set by adding or deleting
condition elements. This eventually leads to two similar rules.
The last, and maybe the most important and difficult to avoid, source of uncer-
tainty is the missing rules. As the name suggests, this happens when there is one
or more situations that are not covered in the production memory. This means that
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the coverage of the production memory is not 100%. Missing rules are not easy
to be recognized. It may be easier to find a problem in the rules already included
in the production memory more than finding rules that have been forgotten to be
included in the first place.
ESBAMC system faces the main two sources of uncertainty, namely, completeness
and confliction freedom. Completeness means that the introduced system can handle
any possible situation, whether it is expected to happen or not. Conflict freedom
means that each and every situation should be handled by one and only rule.
The appropriate way the author found to visualize the target mission that the
expert system should control the UAV to accomplish is by a finite state machine. A
FSM is easy to read, design and modify and it can visualize all the possible situations
a system can exist it. Figure 4.5 depicts a sample FSM, with five different states,
for a simple mission.
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Figure 4.5: Sample FSM
Having the FSM of the target mission designed, the next step would be to prove
that all the possible situations are covered by this FSM. This can be done analytically
using a kind-of truth table. Recall that ESBAMC expert system has input (i.e., read-
only), output (i.e., write-only) and input-output (i.e., read-write) attributes. Table
4.1 shows the environment’s attributes and show whether they are input attributes,
output attributes or both.
As table 4.1 shows, there are nine input attributes and eight output attributes.
Eight of the nine input attributes may have one of two values while the ninth may
have one of three values. To calculate the number of possible combinations of the
input attributes, we use the following equation:
n = 28 ∗ 31 = 768 (4.1)
The UAV performing the sample mission may be in any one of five different
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Table 4.1: Environment Variables
Category Variable I/O Allowed Values
Navigation
Adaptive Mission I/O Running, Interrupted
Flight Mode O
Guided, PosHold,
Circle, Land
Flight Action O
TakeOff, ChangePos,
ChangeAlt, Yaw
Flight Action Arg O Varies
PosReached I True, False
Current Height (ch) I ch ≤ Max. Height, ch > Max. Height
Detection
Object Detected I True, False
TimedOut I True, False
Safety
Safety Status I/O True, False
Distance to Object (do) I do < 3, 3 ≤ do ≤ 5, 5 < do
Inspection
Inspection Status O Running, Stopped
Capture Status O True, False
Picture Captured I True, False
Captured Pictures (cp) I/O cp < 3, cp = 3
states depicted in figure 4.5. Starting with Start state, the expert system decides,
according to the current status of the environment (i.e., the input attributes), which
state should be the next.
Having in mind that the UAV at each point of time can be in any of the 768
possible situations as illustrated in equation 4.1. As the considered FSM sample has
five states, then the total number of possible situations a UAV can exist in is:
N = 768 ∗ 5 = 3840 (4.2)
Therefore, the target truth table as well as the production memory for the sample
mission should cover 3840 unique situations. The table should be divided into 4
main columns, CurrentStatus, Input, NextStatus, Output. In the CurrentStatus, all
the states in the FSM should be considered, because the UAV can exist in any of
these states. Under the Input column, each one of the input (i.e., read-only or read-
write) attributes should have a separate column. Under the Output column, each
one of the output (i.e., write-only or read-write) attributes should have a separate
column. It should be calculated in the designed table how many possibilities each
row of the table covers. The total number of covered situations in all the rows should
sum up to the total number of situations specified by equation 4.2, i.e., 3840. Table
4.2 illustrates an empty sample truth table for the sample mission.
So far, a FSM for the target mission has been designed, the number of possible
situations the expert system should cover has been calculated, a truth table for the
FSM has been designed and filled in and it was checked that it covers all the number
of possibilities as calculated. The next step would be to write the expert system
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production memory. Each row in the truth table should be covered by one rule in the
production memory. In other words, the number of rules in the production memory
should be exactly the same number of rows in the truth table. After writing the
production memory, these rules are interpreted by RETE algorithm into a decision
network. Figure 4.6 illustrates a sample RETE decision network.
4.4 Summary
In this chapter, the design of the proposed system has been covered in detail. The
system requirements were introduced. Afterwards, the software architecture of the
system and the threads used to fulfill the system requirements were covered. The
design of the expert system knowledge base, i.e., the templates, as well as its in-
tegration with the rest of the mission control system were explained in detail. The
system was designed in a way that makes it application independent, i.e., adaptable
to different missions. It was also explained how the coverage of the designed rule
base can be analytically proved.
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5 Implementation
In this chapter, ESBAMC development platform is described in detail. This in-
cludes the gimbal control system that has been developed in a previous work [9].
Afterwards, the test mission used to test the feasibility of ESBAMC approach is
explained. Also, the production memory used for the test mission is covered. Fi-
nally, the integration of expert system into the whole system to accomplish the test
mission is addressed.
5.1 Target System
AREIOM stands for Adaptive Research Multicopter Platform. It is a research plat-
form created and adapted by Computer Science professorship in Chemnitz Technical
University (TU Chemnitz). Many multi-copter-based projects are running under
AREIOM, including this thesis. AREIOM multicopter used to demonstrate the
proposed approach is a Y6 hexacopter. As the name suggests, it has six rotors in a
Y configuration. On each arm of the UAV there are two motors, one facing upward
and the other downwards. Using a hexacopter increases the allowed payload the
UAV can lift in the air. Figure 5.1 illustrates the used UAV.
Figure 5.2 illustrates the hardware architecture for ESBAMC system. AREIOM
development platform consists of an autopilot of type Pixhawk which is an alternat-
ive to Pixhawk. ArduCopter flight stack runs on the autopilot. MAVLink commu-
nication protocol is used for the communication between the companion computer
and the autopilot. In addition, the ODroid-XU4 companion computer from Hard
Kernel is mounted on the computer to provide it with more intelligence and decision-
making capability. InfinityMR-S gimbal from HD Air Studio has a Basler industrial
camera mounted on as the main navigation sensor. In the rest of this section, these
components are explained in a bit more detail.
Ground Control Station
A GCS, as the name implies, is a means used by the human operator to control
a UAV remotely. A GCS can be a software application running on a laptop and
communicates with the autopilot via telemetry (UART) or a remote control (RC)
sending the commands to the UAV via PWM signals. Both of these two means can
be called a GCS. In figure 5.2, the RC is label ground control station. The GCS is
also used to monitor the UAV status while flying. Another function for a GCS is to
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Figure 5.1: AREIOM Y6 Hexacopter
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Figure 5.2: ESBAMC System Hardware Architecture
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load firmware on the autopilot, configure the flight stack parameters, calibrate the
UAV sensors and configure the RC.
Pixhawk
An autopilot is an embedded computer that controls the different components and
subsystems of the UAV. For instance, rotors, parameter, compass and magneto-
meter. Pixhawk from 3DR was used as the autopilot in the research platform (fig-
ure 5.3) [6]. Afterwards, Holy Bro has been used as a substitute for Pixhawk. Both
Pixhawk and Holy Bro are exactly the same. In the rest of this work, Pixhawk will
be considered.
Figure 5.3: Pixhawk Autopilot [6]
Pixhawk has many interfaces that can be used to communicate with the other
hardware components on the UAV, such as the compass, the transceiver and the
rotors. Figure 5.4 illustrates Pixhawk’s interfaces.
The autopilot can be controlled using three approaches. In the first approach,
a human operator controls the autopilot by sending the flight commands using a
remote control (RC). The autopilot receives these commands via a RC transceiver
and execute the assigned commands. In the second approach, the autopilot can be
controlled by sending the control commands from the ground control station (GCS).
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Figure 5.4: Pixhawk Interfaces [6]
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The third approach to control the autopilot is by sending the flight commands from
the mounted companion computer. The commands are sent in MAVLink messages
over UART protocol.
FrSky Remote Control
The FrSky Taranis X9D remote control is used to control the UAV manually (figure
5.5). The RC sends commands to the autopilot via PWM signals. The switches
of the RC are configurable using any ground control station application running on
the PC. In the proposed system, the human operator uses the RC only to give the
ESBAMC system the green light to autonomously control the UAV as well as to
halt the execution of ESBAMC system.
Figure 5.5: FrSky Taranis X9D [7]
ArduCopter
The software running on an autopilot is called a flight stack. A flight stack is a col-
lection of navigation and control algorithms which navigate and control the UAV.
There are two main flight stacks used in the UAV community. The first is Ardu-
pilot or APM (Ardupilot Mega) while the other is PX4. Ardupilot (ArduCopter)
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flight stack is used in AREIOM platform. Figure 5.6 illustrates the architecture of
Ardupilot [1].
  
Ardupilot
Vehicle Specific Flight Code
Shared Libraries (Sensors, EKF)
Hardware Abstraction Layer (HAL)
PX4Firmware
NuttX
Pixhawk
MAVLink
Companion 
ComputerGCS
External Sensors
Flight Code
OS
Hardware
Communication 
Layer
                             SPI, I2C, UART
Figure 5.6: Ardupilot Architecture [1]
MAVLink & MAVProxy
MAVLink (Micro Aerial Vehicle Link) is the most common communication protocol
used in the communications between different UAVs or subsystems of a single UAV.
It is lightweight, platform-independent and reliable.
‘MAVProxy is a fully functioning GCS (Ground Control Station) for UAVs. It
is a minimalist, portable and extendible GCS for any UAV supporting MAVLink
protocol’ [3]. A GCS can be used to send commands to the autopilot as well as
monitoring the status of the UAV (including coordinates, altitude, flight mode,
etc.).
ODroid-XU4
In the third approach, the autopilot is controlled by a companion computer. A com-
panion computer is an onboard computer that mounted on the UAV and performs
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high-level operations like decision making or image processing. The proposed ES-
BAMC system runs on the companion computer which provides real-time on-board
decision making capability to the UAV. ODroid-XU4 from HardKernel is used as a
companion computer. Figure 5.7 illustrates ODroid-XU4 [4].
Figure 5.7: ODroid-XU4 Companion Computer [4]
ODroid-XU4 runs Linux operating system. It has octa core which provides the
required computation power for ESBAMC implementation. ODroid-XU4 has been
chosen as a companion computer due to its high computation power and other high
specifications considering its low price. Table 5.1 summarizes the main specs of
ODroid-XU4 [9].
Feature
Processor
Samsung Exynos5 Octa ARM Cortex-A15 Quad
2Ghz and Cortex-A7 Quad 1.3GHz CPUs
Memory
2Gbyte LPDDR3 RAM at 933MHz (14.9GB/s
memory bandwidth) PoP stacked
3D Accelerator
Mali-T628 MP6(OpenGL ES 3.0/2.0/1.1 and
OpenCL 1.1 Full profile)
Storage
MicroSD Card Slot, eMMC module socket :
eMMC 5.0 HS4000 Flash Storage
Gigabit Ethernet LAN
10/100/1000Mbps Ethernet with RJ-45 Jack
(Auto-MDIX support)
HDD/SSD SATA
interface [optional]
SuperSpeed USB (USB 3.0) to Serial ATA3
adapter for 2.5/3.5 HDD and SSD storage
Power 5V 4A Power
Table 5.1: ODroid-XU4 Specifications [9]
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ODroid-XU4 companion computer has 40-pins GPIO port. All of the pins are 1.8
Volt. Therefore, in order to connect ODroid-XU4 to other hardware components in
ESBAMC, such as SBGC gimbal controller, a shifter shield is needed to level up
the voltage of the pins from 1.8 to 3.3 V or to 5 V. Figure 5.8 illustrates the shifter
shield while figure 5.9 depicts the shifter shield mounted on ODroid-XU4.
Figure 5.8: ODroid-XU4 Shifter Shield [5]
Figure 5.9: ODroid-XU4 + Shifter Shield [5]
Infinity MR-S
A gimbal is a mechatronic device on which a camera is mounted and it is used for two
main purposes. The first is to automatically keep the camera level which significantly
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improves the quality of the captured images/videos. The second purpose is to orient
the camera toward the desired point of view. This can be done by sending commands
from the RC by the human operator or by sending the commands from the onboard
companion computer. As a gimbal, InfinityMR-S from HDAirStudio is used (figure
5.10) [9].
Figure 5.10: Infinity MR-S Gimbal [9]
The hardware component that directly controls a gimbal is the gimbal controller.
InfinityMR-S has tiny Simple Brushless Gimbal Controll (SBGC) controller (figure
5.11) [2].
Figure 5.11: Simple Brushless Gimbal Controller [2]
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Gimbal Control System
One main component of ESBAMC system is the gimbal control system. The camera
is the main sensor in ESBAMC system. The gimbal control system integrates the
camera with the gimbal (which is a mechatronic device responsible for stabilizing
and controlling the camera orientation). It is responsible for detecting the object
and tracking it. The gimbal control system is working autonomously. Figure 5.12
illustrates the main components in the gimbal control system and how they interact
with each other. This sub-section is based on a previous work by the author [9].
The main sensor, acA1300-30gc Basler camera, sends the raw captured frames to
ODroid-XU4 which perform the image processing on the frames. The used object
detection algorithm is based on the color. The algorithm is able to detect all the
objects with the specified color. The user can configure the color of the target
objects. The used algorithm is based on [16]. Using this algorithm, it is also possible
to decide what is the distance to the detected object based on the detected area of
the object. In ESBAMC implementation, the size of the object has been fixed to be
a 30 cm x 50 cm blue card. When the detected area decreases, this means that the
distance between the detected object and the camera increases and vice versa. The
possible distances have been categorized into three possible values. If the detected
area is more than 70000, then the object is closer than 3 meters to the camera. If the
detected area is between 70000 and 20000, then the object is between 3 meters and
5 meters far from the camera. If the detected area is less than 20000, the distance
between the object and the camera is more than 5 meters.
  
ODroid-XU4
Image 
Processing
Frames
New angles 
of gimbal
Serial 
Protocol
SimpleBGC
Gimbal 
Controlling
BWM values
Figure 5.12: Gimbal Control System
The algorithm updates the gimbal angles according to the current location of the
object. For instance, if the object is above the desired area, the pitch angle should be
increased with 2 degrees. While if the object is on the right hand of the target area,
the yaw angle should be changed. The new angles are then sent to the SBGC gimbal
controller which operates the brushless motors of the gimbal to set the gimbal to
the desired angle. In the next iteration, the algorithm process the captured frame
to check if the object now is in the desired area. If yes, then do nothing. Else,
update the gimbal’s yaw and/or pitch angles and so on. This process of detecting
and tracking the object is illustrated simply in figure.
53
5 Implementation
  xMinThreshold xMaxThreshold
yMaxThreshold
yMinThreshold
Tracked object
(Blue card)
Desired areaThe whole 
Frame
Figure 5.13: Object Tracking Frame
The objective of the project is to autonomously track an object based on its color
using the gimbal on which the camera is mounted. In each frame captured by the
camera, there is a specific area, defined by threshold lines, in which the object to be
tracked should be located as illustrated in figure 5.13.
When an object is detected, the algorithm checks if the detected object exists in
the area where it should exist. The desired area is bounded by a virtual threshold
as illustrated in figure 5.13. If the object is located in the desired area, then nothing
should happen.
On the other hand, if the object is not located in the desired area, the gimbal
should move in the right way to bring it back inside this area. The following work
flow explains how the system achieves this target.
1. The camera captures a frame in pylon format and sends it to ODroid-XU4
board via Ethernet.
2. ODroid converts the received frame from pylon format into OpenCV format.
3. Using OpenCV library, the received frame is converted into HSV format and
then thresholds the image to detect the object of desired color (in this case,
blue). The desired color can be configured by changing the HSV parameters
in the code, as explained later on this chapter.
4. If the object was detected and it was inside the desired area, then nothing
should change and thus go to step 1. On the other hand, if the object was
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not inside this desired area (i.e., it exceeded the threshold borders of the
area), ODroid update the current pitch and/or yaw angle of the gimbal by
pre-defined steps (in this case, 2-degree step for pitch and 2-degree step for
yaw). For example, if the object was on the left side of the frame and it was
out of the desired area, yaw angle will decreased by 2 degrees to make the
gimbal moves toward the left in order to bring the object in the desired area.
5. ODroid then sends the new desired angles to SimpleBGC via UART using
serial protocol.
6. SimpleBGC interprets the received angles’ values into PWM values and send
them to the servo motors in order to move the gimbal to the new desired pitch
and yaw angles.
7. Go to step 1.
Figure 5.14 illustrates simply this work flow. Image processing can be done in the
future using FPGA-based approach as done before by Stephan Blokzyl for different
application [11].
  
Capture frame
Detect object
Is the object
in the desired 
area?
      Yes
Update angles   No
Figure 5.14: Gimbal Control Flowchart
As mentioned before, the gimbal control system is integrated with the expert
system as illustrated in figure 5.22. The gimbal control system provides the expert
system with two attributes as facts. Whether an object is detected or not as well
as what is the distance to the detected object. The expert system, in return, sends
inspection commands to the gimbal control. In ESBAMC implementation, the only
command the expert system directly sends to the gimbal control system is Capture
Picture.
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5.2 Target Mission
Power Pole Inspection
High voltage power lines are used all over the world to transfer the electricity power
from the generation station to the cities. Afterwards, the voltage is down trans-
formed to be distributed to the consumers. The reliability and efficiency of these
power lines as well as power poles should be regularly checked in order to decide
if potential problems can happen and repairs are required. The potential problems
should be founded before really occurring, otherwise, the power transformation can
be suddenly interrupted leading to cutting the power to the cities including hospit-
als, banks and other consumers. Different kinds of failures can occur because of the
weather conditions and usage time.In some countries, like Bulgaria, the insulators
(connector between the power lines and the power pole) are made of glass. Over
time, and because of weather conditions, these glass insulators get cracks that, if
not fixed early enough, may lead to disconnecting the power line from the power
pole (figure 5.15 [15]). The application used to prove the efficiency of the introduced
approach is to optically inspect power line insulators. TU Chemnitz has initiated
a research program under the name of APOLI (Automated Power Line Inspection)
under the supervision of Professor Wolfram Hardt. This thesis is a part of this
research project.
Figure 5.15: Insulator Faults Example [15]
Long time ago, the inspection process used to be performed by a human expert
on the ground. Inspecting long distances of power lines in feet/car patrols is a really
difficult, tedious and time-consuming approach. Therefore, helicopters started to be
used in the inspection mission. The human expert inspects the power lines from the
copter instead of the ground. This approach is time-saving and efficient, however,
it is too expensive to hire a helicopter to inspect hundreds of kilometers of power
lines and power poles.
Afterwards, different approaches have been developed to perform the inspection
task with lower costs and, yet, efficiently. One of these approaches is using a climbing
robot as in [44, 42]. The main disadvantage of this approach is that, usually, it is
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difficult to avoid the obstacles while performing the inspection process. Even if the
robot was able to avoid the obstacles, it proceeds very slowly while avoiding an
obstacle. The main alternative approach to avoid using a helicopter is using a UAV
as in [26]. This approach has the advantages of being fast, cheap and efficient. UAVs
have been proved to be able to inspect a wind turbine in 1.5 to 3 hours which is 3
to 4 times faster than the expert human-based inspection [15].
Some researchers have tried to reduce the interference of humans in the inspection
process. This target has been achieved by automating the inspection process.In this
approach, different structures of power poles are saved on the mission controller
computer. Before starting the inspection mission, the operator chooses the structure
of the power pole to be inspected. In each saved structure on the mission controller,
a pre-defined waypoints are programmed. When starting the mission, the UAV
automatically fly to these waypoints and capture pictures in each waypoint, then
flies to the next waypoint and so on until finishing the mission. This approach
is automated and not autonomous as the waypoints are pre-programmed for each
different power pole structure. The problem of this approach is that it is not adaptive
to the unseen situations. For instance, if the UAV lost the power pole, that is it
is not in its vision range anymore, or if the UAV gets malfunctioned and fly away
exceeding the maximum allowed height, in such unseen situations, the UAV will not
react efficiently. Figure 5.16 [15] illustrates the previously mentioned techniques.
Figure 5.16: Inspection Techniques [15]
The target of this work is to inspect the power poles autonomously, without
having pre-programmed waypoints or choosing the structure of the power pole to be
inspected beforehand. The UAV should autonomously detects the power pole and
the insulators to be inspected and capture three pictures for each insulator from
three different points of view.
The proposed approach for the inspection mission is planned to be implied in a
real life use case in Mongolia.
Mission Scenario
A simplified power pole inspection mission is considered to check the feasibility of
the proposed mission control system. In brief, the UAV should autonomously take
off, look for the power pole, fly toward it, captures three picture for an insulator
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from three different point of view, cross over the power pole, fly away and land.
This target mission is described in figure 5.17.
Because of the limited measurement space and the limited number of used sensors,
only three situations that should not happen, but still may occur are considered in
this target mission. The first situation occurs if a detected object is lost while flying
to or inspecting it. The second situation that should not happen is that the UAV
comes to an object closer than 3 meters. The last not allowed situation is that the
UAV exceeds the maximum allowed height. The detailed description of the target
inspection mission is as following:
• The UAV takes off if no object is detected in the range of 3 meters.
• When the UAV reaches the target altitude, it rotates around its yaw axes
looking for the power pole.
• When a power pole is detect, if the distance to it is more than the inspection
distance, which ranges between 3 meters and 5 meters in this case, the UAV
should head to the pylon (i.e., the power pole). If, on the other hand, the
pylon is between 3 and 5 meters far from the UAV, the inspection process
should start. Finally, if the pylon is detected and it is closer than 3 meters to
the UAV, the UAV should switch to the SafeOn mode.
• When the inspection process starts, the UAV should capture three pictures
from three different point of views for each insulator. The UAV yaws 3 meters
right and captures the first picture, then yaws 3 meters left and captures the
second picture and finally yaw 3 meters left and capture the last picture.
• When 3 pictures for each insulator are captured, the UAV should climb up 3
meters then it should pass over the pylon, afterwards, it should descend, fly
away and, finally, land.
• If the detected object got lost while flying toward the pylon or inspecting the
object or passing over the pylon, the UAV should rotates around its axes again
looking for the object.
• If in any state of the mission, an object is detected and it is closer than 3
meters to the UAV, the system should switch to SafeOn mode, in which the
UAV stay in PosHold flight mode and gives the control back to the operator.
• Also, if the UAV exceeded the maximum allowed height, it should also switch
to SafeOn mode.
Figure 5.18 illustrates a simplified FSM for the target mission while figures 5.19
and 5.20 illustrate the detailed FSM of the inspection mission after considering the
safety-critical states and the detailed inspection procedure. The detailed FSM shows
that there is 16 different states in the target mission.
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Figure 5.18: Simplified FSM of The Target Mission
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Figure 5.19: Detailed FSM of The Target Mission - 1
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    ObjectLostKey
DistanceToObject < 3 | Max < CurrHeight | 
FliStatus = Man | SafetyStatus = True
Figure 5.20: Detailed FSM of The Target Mission - 2
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The UAV performing the inspection mission may be in one of sixteen different
states. Starting with OnGround state, the expert system decides, according to the
current status of the environment, which state should be the next. As explained
before in the previous chapter, there are 9 attributes that influence the decision
making process in the expert system. Eight may have one of two values while one
attribute may have one of three possible values. Equation 4.1 shows that the number
of combination of these attributes is 768 for each individual state. In other words,
in each state, a 768 different combinations can describe the current status of the
environment and the UAV itself. As the considered target mission has 15 different
states, excluding the Mission Succeed state, the total number of combinations that
an expert system should handle is:
N = 28 ∗ 31 ∗ 15 = 11520 (5.1)
For the expert system to perform efficiently, it should be able to make the right
decision in 11520 different situations. This shows the level of complexity the ES-
BAMC system has to handle.
5.3 Production Memory Design
The production memory should reflect the desired scenario in if-then statements.
As explained in the previous chapter, the FSM of the desired scenario should be
interpreted into a truth table to check its coverage. Figure 5.19, 5.20 illustrated the
FSM of the target mission. Each state in the FSM should appear at least once in
the Current Status column in the truth table. The number of the possible situations
that may occur has been calculated to be 11520 unique situation (equation 5.1).
Each row in the truth table should have the number of situations it cover calculated.
The total number of the covered situations for all the rows should sum up to 11520.
Table 5.2 is the designed table for the FSM of the target mission.
Every raw in the truth tables is interpreted into an expert system rule with the
current status and input attributes in the condition part while the next status and
the output attributes in the action part. To show how it works, a portion of the
target FSM is considered to illustrate how to create a truth table and a rule for a tar-
get mission. Figure 5.21 (in combination with figure 5.20) illustrate the considered
portion.
Now, let’s consider the Inspect state. While being in this state, five different
situations can occur. The first is that PictureCaptured attribute is set to true by
the inspection unit. The second possibility is that the PictureCapture attribute stay
false. The third situation is that the DistanceToObject exceeds the inspection range
of distance. The fourth possible situation is that the ObjectDetected is set to false,
i.e., the object to be inspected is lost. The last possible situation is that the UAV
comes too close to the inspected object, i.e., closer than the safety-critical distance
(3 meters in this case). The lost of the inspected object as well as the safety-critical
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Fly To Object
FlightMode = Guided
FlightAction = FlyToObject
Inspect
FlightMode = PosHold
InspectionStatus = Running
CaptureStatus = True
      3 ≤ DistanceToObject ≤ 5
  PosReached = True         
      3 ≤ DistanceToObject ≤ 5
5 < DistanceToObject          
Yaw
FlightMode = Guided
FlightAction = Yaw
FlightActionArg = no. x 30
            CapturedPictures < 3 Captured
CaptureStatus = False
CapturedPics = no. + 1
PictureCaptured = False
5 < DistanceToObject                 
PictureCaptured = True
Figure 5.21: Portion of Target Mission
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situations for the whole mission are covered with a common set of rules, therefore,
they will not be covered here. The other three possible situations will be covered.
The next step would be to create a truth table for the considered portion of the
mission (table 5.2). Because of the lack of space, shortcuts have been used instead
of the original words as following: F ->False, T ->True, A ->Adaptive, X ->Don’t
Care, Capt. ->Captured, Insp. ->Inspection, FTO ->FlyToObject, h ->hight, max
->maximum height, G ->Guided, P ->PosHold, R ->Running.
The number of covered situations by every rule is shown in the last column of
the table. When the first don’t care sign (i.e., x) for an attribute is countered, the
number of possible values for this attribute should multiplied by one. The next
don’t care sign should multiplied by the number represented by the previous don’t
care sign and so on. For example, in the third row in table 5.2, there are four don’t
cares. The attribute of each of them can have one of two values. Therefore, the
total number of situations covered by this row is:
2 ∗ 2 ∗ 2 ∗ 2 = 16 (5.2)
The next step after creating the FSM and the truth table is to interpret each row
in the truth table into a row. The attributes in the current status and the input
section of the table should be in the condition part of the rule while the next status
and the output section of the table should be in the action part of the rule. Listing
5.1 shows two CLIPS rules. Rule Inspect-1 covers the first row in the table while
rule Inspect-2 is the interpretation of the third row in the table. The second row in
the table does not need to be interpreted into a rule because it does not change the
current state.
(defrule Inspect -1 "Increase the number of caputred pictures"
?m <- (Mission (MissionStatus Inspect ))
?f <- (Navigation (FlightStatus Auto) (CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
(Detection (ObjectDetected TRUE))
(Safety (SafetyStatus FALSE) (DistanceToObject ?dist))
(test (and (<= ?dist ?* InspectionDistance *)
(>= ?dist ?* SafetyDistance *)))
?c <- (Inspection (PictureCaptured TRUE) (CapturedPictures ?pics))
=>
(modify ?m (MissionStatus Captured ))
(modify ?c (CaptureStatus FALSE) (PictureCaptured FALSE)
(CapturedPictures (+ ?pics 1))))
(defrule Inspect -2 "Fly to the object if the UAV gets far from it"
?m <- (Mission (MissionStatus Inspect ))
?f <- (Navigation (FlightStatus Auto) (CurrentHeight ?currH))
(test (< ?currH ?* MaxHeight *))
(Detection (ObjectDetected TRUE))
(Safety (SafetyStatus FALSE) (DistanceToObject ?dist))
(test (> ?dist ?* InspectionDistance *))
=>
(modify ?m (MissionStatus FlyToObject ))
(modify ?f (FlightMode GUIDED) (FlightAction FlyToObject )))
Listing 5.1: ESBAMC Inspect Rules
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ESBAMC production memory for the target mission has 33 rules that cover all
the possible situation that can occur during the execution of the mission.
In ESBAMC system, the production memory consists of 33 rule that cover all the
possible situations that can occur during the inspection mission. The completeness
of the production memory has been proved and it will be explained later in this
chapter.
5.4 Integrating Expert System
  
Rules
Inference
Engine
Agenda
       
      Fulfilled 
     Rules Facts
In
Out
            New
      Fact(s)
Inspection
Unit
Ardupilot
            Detection
             Status
     UAV
        Status
Navigation 
          Commands
Inspection
Commands
Expert System
Pixhawk
ODroid-XU4
Infinity Gimbal
Figure 5.22: Expert System Integration
Figure 5.22 illustrates how expert system is integrated into the system. Recall
that an expert system has three main components, production memory, working
memory and inference engine. The working memory is considered to consist of two
virtual sub bases. The first is the input working memory which receive the facts set
by the coordinator describing the current status of the UAV as well as the current
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status of the inspection component. The facts in the input working memory are
compared against the rue base by the inference engine and the matched rules are
add to the conflict set. The rule selected by the conflict resolution strategy is fired
which asserts new facts in the output fact base. The facts in the output working
memory are considered as the decisions made by the expert system based on the
input facts. These decisions are sent to the coordinator which interprets them into
flight commands and sends them to the flight controller and inspection commands
and send them to the inspection unit. In the next iteration, the coordinator reads
the current status of the UAV and the inspection unit, assert them as facts to the
input working memory.
When ESBAMC starts, the expert system is not initiated until the human op-
erator gives it the green light which can be done by setting the flight mode to
be GUIDED. To halt the expert system, the human operator should set the flight
mode to STABILIZE. In reality, this can be done using the remote control while in
simulation it can be done by using MAVProxy.
5.5 Summary
In this chapter, the implementation and realization of the solution concept covered
in the previous chapter was introduced. The target system was explained in detail
including the main hardware components and the gimbal control system which was
implemented in a previous work. The target mission used to prove the feasibility of
the proposed system was covered. The procedure of the system design explained in
the previous chapter was followed in this chapter which leads to the adaption of the
general concept to be used on the used platform to accomplish the target mission.
The design of the expert system production memory and its integration in the whole
system was finally covered.
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6.1 Simulation Environment
As it is known there are two main test approaches. The first is Software in The
Loop (STL) while the second is Hardware in The Loop (HTL). ArduPilot flight
stack supports only STL while PX4 flight stack supports both STL and HTL. As
ArduPilot is used in this project, STL is used to test the project in simulation. In
STL, the program, the simulated UAV and the ground control station are running
on the PC. While, in reality, the program runs on the ODroid-XU4 companion
computer, the function of the ground control station is done by the remote control
while the real UAV is represented by Pixhawk autopilot. Figure 6.1 illustrates the
difference between the real environment setup and the simulation environment setup.
Figure 6.1 (a), illustrates the simulation environment setup while (b) illustrates the
real-world environment setup.
  
Pixhawk
ArduCopter
                UART
Odroid-XU4
Expert System
MAVLink
Remote Control
     PWM
PC
Simulated UAV
                UDP
MAVProxy
     UDP
(a) (b)
Expert System
MAVLink
Figure 6.1: Simulation (a) and Reality (b) Setup
ArduPilot flight stack comes with a python script to start a simulated UAV on
the PC. This script is named sim vehicle.py. When this script is run, it starts the
simulated UAV as well as MAVProxy and establishes the connection between them.
The communication between MAVProxy, the simulated UAV as well as the expert
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system-based mission control system is accomplished via UDP. This script takes
many arguments to start, including the options to display a map, a console and to
select the home location of the UAV.
In reality, the flight commands are interpreted into MAVLink messages and sent
via UART to Pixhawk, while in simulation environment the commands are inter-
preted into MAVLink messages as well but are sent via UDP to the simulated UAV.
To visualize the system behaviour in the simulation environment, a graphical user
interface (GUI) has been developed using QT which is illustrated in figure 6.2. The
status of the UAV is presented including the current altitude, the battery status and
the current flight mode. Also, the detection status is illustrated including whether
an object is detected or not and if yes, what is the distance to the object. The
current status of the mission execution is also highlighted. Only one status should
be highlighted at a time out of 15 different possibilities. The number of captured
pictures is shown in the GUI as well. Finally, the progress in executing the mission
is presented on the side stack.
Figure 6.3 depicts the STL environment in more detail. The map started by Ar-
duPilot STL script, sim vehicle.py, in addition to the ESBAMC’s GUI are depicted.
6.2 Evaluation Scenarios
Testing a UAV system in reality may be dangerous and consuming. This is because
if the system misbehaved, which is very possible to happen especially in the first
trials, it can cause the UAV to fall, hit the ground/wall or hit humans or vehicles
which leads to damage of the UAV or the hurting humans. Therefore, testing a UAV
system is usually performed in simulation environment first and then in real flights.
ESBAMC system has been successfully tested in simulation environment.
As mentioned before, the test application of the system is to autonomously inspect
a power pole. When testing such a non-simple mission, it is a good idea to start
testing the simple functions of the system, then adding more complexity to the test
scenario until reaching the full mission. This full mission has been divided into three
simple missions.
The first mission is a very simple mission, in which the UAV takes off, fly forward
10 meters and then lands. The target from the first evaluation scenario is to make
sure that the expert system can control the basic UAV behavior in reality. The
first simple mission is illustrated in figure 6.4. This evaluation mission has been
successfully tested in simulation.
In the second mission, the gimbal control functionality is added to the test scen-
ario. This means that the UAV should behave according to the object detection
status and the distance to the detected object. The UAV takes off and then looks
for the object. If an object is detected and distance to the object is more than 5
meters, fly toward the object. If the distance to the object is less than 5 and greater
than 3 meters, the UAV lands. Also, in this second simple scenario, if the detected
object is lost, the UAV should looks for it again. If the distance to a detected object
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On Ground
PosReached = True Fly Forward 10 mFlightMode = Guided
FlightAction = FlyToObject
Mission 
Succeed   PosReached = True
PosReached = False
Take Off
FlightAction = TakeOff
FlightActionArg = 5
PosReached = False     
Landing
FlightMode = Land
PosReached = True
Figure 6.4: FSM of Simple Mission 1
is less than the safety distance (3 meters in ESBAMC implementation), the UAV
should got to SafeOn mode. The second simple test scenario is illustrated in figure
6.5.
In the third test scenario, the inspection functionality is tested. The same as in
the second test scenario, but instead of landing when the distance is less than 5 and
more than 3, the UAV should start inspecting the object by capturing a picture then
yaw 3 meters, capture another picture, yaw 3 meters and capture the third picture
and finally land. Also, during the mission, if the detected object is lost or the object
is in a safety-critical distance, the system should switch to SafeOn mode. This test
scenario is illustrated in figure 6.6.
6.3 Reality Testing
As mentioned before, the three evaluation scenarios have been tested in the simu-
lation environment. Testing ESBAMC system in reality, however, requires a lot of
work to be improved and to reach a point where it is safe enough to fly the UAV
controlled by ESBAMC. The system architecture, the code, and the hardware im-
plementation should be thoroughly reviewed to make sure that the developer of the
system has not overseen some potential problems. Testing the system in simulation
will not lead to any hardware problems or putting the human lives and assets in
danger. However, if a UAV controlled by ESBAMC behaved improperly, serious
consequences can happen including damaging the UAV or injuring or even killing
humans.
Trying to prove the reliability of ESBAMC system in a stage between STL test
and real flights, the author has started testing the system in the lab. Starting
with the UAV on the ground, the human operator sets the flight mode to GUIDED
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using the RC. The take off target height has been changed to be 1 meter in the
production memory. When the operator starts the mission by setting the flight
mode to guided, if an object is detected and the distance to the detected object
is more than 3 meters, the expert system should change the current status from
OnGround to TakeOff and the rotors should start to run to take off to the target
height. Afterwards, the tester holds the UAV and lay it on the table, which is
1 meter heigh from the ground, presuming that the UAV has reached the target
height. Doing this, the ESBAMC moved to the next phase of the mission, which
is looking for the object. The production memory has been modified so that, if an
object is detected and the distance to the detected object is less than 3 meters, the
UAV should land. The tester then shows the target, which is a blue card in this test
case, at a distance more than 3 meters and starts coming closer toward the UAV.
When the object is at a distance less than 3 meters from the UAV, ESBAMC makes
the decision to land the UAV and the tester holds the UAV and put it again on
the ground, presuming that the landing has accomplished. This simple test scenario
illustrated in figure 6.7 has been successfully performed in the lab which proves the
feasibility of ESBAMC in reality as well as in simulation. This in-lab real test makes
the developer more confident to test the developed system in reality after further
improvements.
6.4 Evaluation
ESBAMC system has been successfully tested in simulation environment. The sys-
tem fulfilled the requirements specified at the beginning of the project. The system
executes the inspection mission fully autonomously. The operator should give the
expert system the green light by setting the flight mode to GUIDED in order to
take over control. The operator can halt the expert system execution by setting
the flight mode to STABILIZE. The expert system’s production memory has been
analytically proved to be complete and conflict-free. This made the system able to
react correctly in all the possible situations during the mission execution considering
the limited measurement space. Few number of sensors were used to provide the
expert system with facts describing the surrounding environment and UAV status.
Production memory and working memory play strongly influences the efficiency
and reliability of the proposed system. The production memory is created in the de-
velopment time. The quality of the production memory (i.e., completeness, conflict-
freedom, correctness) strongly influence the result system. On the other hand, the
working memory (i.e., the working memory) is created and updated during the run
time. The quality of the asserted facts (e.g., correctness, accuracy, recency) influ-
ences the quality of the result system. In the current setup, a blue card has been
used as an object to be detected with a naive detection algorithm. This naive ap-
proach is OK to prove the feasibility of the mission control system. However, to
guarantee a reliable ESBAMC, a reliable detection algorithm should be used. The
bottom line in this regard is, assuming accurate and recent facts are asserted to
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the expert system as well as the production memory is healthy, the expert system-
based mission control system has been proved to succeed in providing the AUV with
decision making capability.
Adapting the system to execute another mission instead of the power pole inspec-
tion mission, only the production memory should be modified while the rest of the
system is fully independent of the target application.
Finally, ESBAMC has also been tested in a simple real in-lab scenario and it
was successful and showed the capability of the expert system to control the basic
behaviors of the UAV in reality.
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7.1 Conclusion
The state of the art showed that previous researchers have designed and implemented
similar expert system-based autonomous mission control systems for robots and
AUVs. However, these systems used ground control stations in controlling the target
robot or AUV which reduces the level of autonomy in the result system. This
approach have the disadvantages increasing the cost of the built system as well as
having the risk of losing the communication between the ground control station and
the robot/AUV. None of the systems proposed in the state of the art implemented
expert system-based autonomous control system for UAV.
In this thesis, an expert system-based autonomous mission control (ESBAMC)
system for unmanned aerial vehicles have been introduced. The ESBAMC system
runs on-board and makes the decision in real-time, eliminating the need for a ground
control station to control the UAV. The ESBAMC system has been designed in three
level architecture. In the highest control level, the organization level, the expert sys-
tem receives updated facts describing the current situation and environment status.
RETE algorithm is used to compare these facts to the production memory and fire
the right rule. The made decision is then sent to the intermediate, coordination,
control level which interprets this decision into flight commands which are sent to
the autopilot and inspection commands which are sent to the inspection unit in the
lowest, execution, level. This design increases the adaptability of ESBAMC system
to execute different missions without the need to modify the lower layer. Only the
production memory in the organization level should be modified to adapt executing
a new mission.
The production memory has been developed using the lightweight and platform-
independent CLIPS tool. Having a complete production memory means that the
proposed system can handle any possible situation that may occur during the ex-
ecution of the target mission. Conflict-freedom, on the other hand, means that
ESBAMC system will always make only one decision any any situation during the
mission execution and within the measurement space. As no formal method to prove
the completeness and conflict-freedom of the production memory was found by the
author, an analytical approach using a truth table is used. However, this proof is
not guaranteed to be 100% correct due to the probability of making mistakes by the
designer.
The target mission to prove the feasibility of the proposed control system is to
inspect an insulator on a power pole by capturing three pictures for it from three
79
7 Conclusion and Future Work
different points of view. The system has been successfully tested in simulation and
it is planned to test it in real flights soon. The main sensor used in the inspection
mission is an industrial Basler camera mounted on an Infinity gimbal. The gimbal
control system autonomously detects and tracks the detected object. The expert
system gets facts from two entities, the inspection unit including the camera and
Pixhawk autopilot. The expert system sends its decisions via the coordinator to the
inspection unit as inspection commands and as flight commands to the autopilot.
The system has been proved to handle simple inspection missions, whose number
of possible situations is less than 12000, like the one introduced in this work. For
more complex missions, the number of attributes describing the environment may
increase which leads to exponential increase in the number of possible situations
that the control system should handle. Analytically proving the completeness and
conflict-freedom of the production memory becomes more difficult and prone to
mistakes when the number of the situations to handle increases. Therefore, the
used approach to prove the completeness and conflict-freedom of the production
memory can not be used efficiently with the complex missions.
To guarantee a reliable and efficient mission control system, the facts asserted to
the expert system should be accurate and up-to-date. The more the measurement
space covered by the facts asserted to the expert system, the more accurate and
correct the decision will be made.
7.2 Future Work
As a future work, this system will be tested in real flights. To guarantee the re-
liability and efficiency of the proposed approach, more sensors, such as ultrasonic
sensor, will be used to provide the expert system with wider measurement space of
the environment and UAV status. The main limitation the proposed system has is
the difficulty of proving the completeness and the conflict-freedom of the production
memory. Doing this task analytically by hand is tedious and error-prone. Finding
or developing a formal methodology to prove the completeness and the conflict-
freedom of the rule base will tremendously increases the adaptability and scalability
of ESBAMC system to more complex missions.
The modifications to the RETE algorithm suggested by Jens Halbig et al in [24]
can also be considered to be implemented in the future. These modifications are
claimed to make the system have a-priori calculable execution time and memory
usage which makes the system certifiable according to avionic software standards
and architecture such as ARINC653. The modifications includes two sections. The
first section is changes for unification and simplification which includes two modi-
fications. The first modification is adding type-specific working memories instead of
generic working memories which eliminates the need for type checking. The second
modification is to conflate successive alpha nodes. The second section of modific-
ation includes changes for real-time capabilities which, in turn, includes: limiting
the size of alpha, beta and working memories as well as having static rule base at
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runtime, i.e., no modification to the production memory is allowed at runtime.
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