Abstract-In this paper, a new scaling-based image-adaptive watermarking system has been presented, which exploits human visual model for adapting the watermark data to local properties of the host image. Its improved robustness is due to embedding in the low-frequency wavelet coefficients and optimal control of its strength factor from HVS point of view. Maximum-likelihood (ML) decoder is used aided by the channel side information. The performance of the proposed scheme is analytically calculated and verified by simulation. Experimental results confirm the imperceptibility of the proposed method and its higher robustness against attacks compared to alternative watermarking methods in the literature.
I. INTRODUCTION

D
IGITAL watermarking is a process in which some information is embedded within a digital media so that the inserted data becomes part of the media. This technique serves a number of purposes such as broadcast monitoring, data authentication, data indexing and so forth [1] - [3] . A digital watermarking system must successfully satisfy trade-offs between conflicting requirements of perceptual transparency, data capacity and robustness against attacks [4] . These trade-offs are investigated in [5] and [6] from an information-theoretic perspective.
Watermarks have two categories of roles: In the first category, the watermark is considered as a transmission code and the decoder must recover the whole transmitted information correctly [7] , [8] . In the second category, the watermark serves as a verification code. In the latter system, the watermark detector must simply determine the presence of a specific pattern [9] . Since the footprint of the verification watermarking, that is, the number of pixels per watermark code bit is typically higher, this case has higher robustness as compared to the subliminal channel (transmission code) case. In watermarking schemes, the watermark message is embedded in the host signal in different ways, for example, additively or multiplicatively [10] . For additive case, the optimum detection has been investigated in [11] and [12] . Since the multiplicative watermarking approaches are image-content dependent [3] , they have higher robustness, and thus, they are preferred to additive watermarking methods for copyright protection [13] . The correlation detector has been used for multiplicative watermarking in [3] and [10] . However, since correlation detection is suboptimal for multiplicative watermarking in the transform domain, several alternative optimum and locally optimum decoders have been proposed [13] , [14] , [16] - [18] . In [13] , a robust optimum detector for the multiplicative rule in the DCT, DWT and DFT domains is proposed. The distribution of high frequency coefficients of DCT and DWT are assumed to be generalized Gaussian while the magnitude of DFT coefficients are modeled by Weibull distribution. A maximum-likelihood detector for the multiplicative rule using generalized gamma model has been presented in [16] . Solachidis et al. calculated the distribution of DFT coefficients analytically and showed that it is not exactly Weibull. They designed the optimum detector for multiplicative watermarks in DFT domain of nonwhite signals [17] . In [18] , the locally optimum detector for Barni's multiplicative watermarking scheme using human visual system (HVS) in the wavelet transform domain has been presented.
Notice that all the aforementioned methods [13] , [14] , [16] - [18] address 1-bit watermarking where the decoder has to verify the presence of a specific code word in the marked image. In contrast in the multi-bit watermarking schemes the decoder has to extract some hidden data without knowing it in advance. This is the major difference between 1-bit verification and multi-bit detection methods. In this latter category, Barni et al. [15] introduce a multiplicative watermarking while Perez-Gonzalez et al. [34] refer to additive watermarking. Recently, a heuristic multi-bit data hiding method based on the multiband wavelet transform and the empirical mode decomposition [35] is introduced in [31] .
In this paper, in order to achieve higher robustness against various attacks, a new scaling-based multi-bit watermarking approach in the wavelet transform domain is used. In our implementation, the host image is segmented into small blocks and high entropy blocks are chosen. In each block, low-frequency wavelet coefficients are scaled upward or downward by a constant factor depending on the value of the watermark bits. This constant value, named the strength factor, is optimized both to minimize the impact on the quality of the image [19] , [20] and to obtain the best detection performance. For data extraction, similar to [15] , [21] , and [22] , the ML detector is used. However, our decoder profits from the knowledge of certain characteristics of the original image, like variances of image blocks which makes the proposed decoder semi-blind. We model the low frequency wavelet coefficients of image blocks with Gaussian distribution. Under this assumption, the optimum threshold and error probability of the proposed scaling-based watermarking method are analytically calculated. Besides, analytical formulations of performance analysis for this decision-theoretic problem under Gaussian signal and Gaussian noise conditions are presented.
The rest of the paper is organized as follows. In Section II, the proposed scaling-based watermarking method using wavelet transform domain and HVS characteristic are introduced. In this section, the optimum threshold in the ML detector is analytically investigated. Performance analysis of the proposed method is also presented in Section III. The multiobjective optimization approach to find the best value for the strength factor is elaborated in Section IV. Section V contains simulation results and discussions about the robustness of the proposed approach against common attacks and the comparison of its performance over other watermarking techniques and finally Section VI concludes the paper.
II. PROPOSED METHOD
A. Watermark Embedding
Imperceptibility of watermarking is based on the judicious exploitation of the characteristics of the HVS. According to the entropy masking of Watson's visual model [23] , we utilize high entropy blocks of an image to insert our image-dependent watermarking scheme. That is, we segment the host image into non-overlapping blocks and choose the higher ranking blocks in estimated entropy measure for watermarking purposes.
We apply the 2-D discrete wavelet transform (DWT) to each selected block. Then we embed a single bit of "0" or "1" in each block by manipulating the wavelet coefficients in the last approximation scale based on the following strategy:
(1) (2) where is called the strength factor and is larger than 1.
Any visible effect, such as blocking, due to the manipulation of wavelet coefficients is controlled using a parameter optimization method as in Section IV. As shown in this section, we tend to use very small values of the strength factor . In the experiments, we observed this factor to be smaller than 1.05. The watermarked image is obtained by inverse DWT of the blocks whose coefficients are scaled according to (1) and (2) . The block diagram of the proposed watermarking method is shown in Fig. 1(a) .
Notice that this watermarking method differs from any multiplicative watermark, where one would have or in fact from any quantization-based method where one would write , where is a quantization factor. Therefore we call the proposed method as "scaling watermarking."
B. Watermark Decoding
Our decoder, as shown in Fig. 1 (b), is equipped with the side information channel which bears three types of information. These are: 1) The positions of the blocks that qualify for embedding a bit in virtue of their entropy level; 2) The mean and variance of the low-pass scale of these blocks; and 3) The embedding strength factor . As discussed in Section V-A, this side information is compressed to less than 1.7 Kbits using a proper compression technique.
To extract the hidden bit in each block, we implement an optimum decoder as follows. Mihcak et al. [24] have assumed that high-pass wavelet coefficients possessed Gaussian distribution. In the same way, we show experimentally that the approximation coefficients could be well approximated by a Gaussian distribution. Fig. 2 shows this issue for different blocks of Baboon test image. We can see that the distribution of approximation coefficients can well be modeled by Gaussian distribution function. Besides, we perform Kolmogorov-Smirnov test [36] to compare the values of approximation coefficients with a standard normal distribution. The test shows that for 75% of image blocks, this test confirms that the approximation coefficients are Gaussian at the significance level of 5%. Therefore, we implement this distribution to develop our decoder.
We consider a generic block chosen for watermarking and let represent the wavelet coefficients of the approximation band used for watermark embedding with mean and variance . After data embedding, depending on the message bit (0/1), these coefficients are multiplied or divided by the strength factor .
At the receiver, we receive the coefficients which are the coefficients contaminated by zero mean AWGN. In other words, we model the effect of attacks simply as AWGN. Since both wavelet approximation band coefficients and noise are independent from each other and independent identically Gaussian distributed, the distribution of for "1" or "0" embedding can be written as (3) Similarly, for "0" embedding, we have (4) where and . Furthermore, is the variance of the noise in the related subband, which can be estimated as follows. If we denote the noise standard deviation in the image by , it can be estimated from the wavelet subband, the diagonal subband in the first level of decomposition, by the robust median estimator, as suggested in [25] :
This estimator is given by the median value, which is the value that is the middle one in a set of values ranked in size, of the absolute values of the wavelet coefficients in the HH1 band. By estimating , we can find the noise standard deviation in the last lowpass scale as (6) where is the unit sample response of the filter that generates the approximation band. Moreover, is the norm operator: . Since the wavelet coefficients are decimated in each level of decomposition, they are assumed to be i.i.d. in our model. Therefore, the distribution of these coefficients in a specific block with coefficients for "1" embedding is (7) and for "0" embedding, we have (8) For the maximum-likelihood (ML) decision, we must have (9) Thus, by substituting (7) and (8) in (9), we have (10) We take the logarithm of both sides (11) Then, after some simplifications, (11) is converted to (12) Through (3), (4), and (12), the best decision depends obviously on the estimate of the noise variance . If we can obtain an appropriate estimation of the noise, the decision is made according to (12) . Consider the decoder at the limiting values for high SNR, that is , one has (13) Moreover, if we let , (13) can be reduced to (14) We can see that for high SNR and values of close to 1, the decoder is strength factor independent.
III. PERFORMANCE ANALYSIS
We start by deriving the error probability of the proposed watermarking technique in the presence of AWGN. The error occurs whenever data bit one is embedded in an image block while zero is decoded at the receiver end and vice versa. Now assume that one is embedded. According to (12) , the error occurs when (15) where According to (3) , has a Gaussian distribution of . Thus, if we define , we conclude that . Therefore, we can write in (15) as (16) Now, we define . Since has normal distribution, will have a chi-square distribution of order ; i.e., . Moreover, if we define , it will have a normal distribution; i.e., . Thus, we can rewrite (15) as (17) where Thus (18) where and are the probability density function (pdf) for and , respectively. In addition, is the cumulative distribution function for . Since has a chisquare distribution, its pdf is .
If we integrate by parts to simplify (18), we get (20) where is the cumulative distribution function for and is defined as (21) where is called the lower incomplete Gamma function and is defined as (22) The first term in (20) is equal to zero because is zero in (for ) and is zero at . Therefore, the error probability in case of embedding 1 is as follows: (23) Similar approach can be used to compute . For the case of '0' embedding, we have: (24) where Then, using integrating by parts, we simplify (25) as (25) Because for the value of is equal to zero in and , the first term in the last conclusion in (25) is equal to 1. Therefore, the error probability in case of embedding 0 is as follows: (26) In conclusion, as the data bits "0" or "1" are embedded in the host image with the same probability, the total error probability is shown in (27) at the bottom of the page.
We utilize the above error probability function in optimizing the parameter as discussed in Section IV.
IV. PARAMETER OPTIMIZATION
The parameter has a critical effect on the performance of the watermarking scheme. Its value affects two conflicting factors in the watermarked image: 1) Visibility: increasing causes more distortion to the image and the watermark may become noticeable; 2) Robustness: as increases, greater robustness can be achieved against various attacks.
Since there is a trade-off between visibility and robustness, we utilize a multi-objective optimization technique to select an appropriate value for which ensures imperceptibility with acceptable robustness.
To show the effect of the parameter on the distortion occurring in the image, we use the image quality index suggested in [19] and [20] . In this quality assessment method, any image distortion is modeled as a combination of three factors considering the properties of the HVS: loss of correlation, luminance distortion, and contrast distortion. This image quality index outperforms traditional quality assessment methods such as MSE due to its conformity to HVS and subjective tests.
If we denote the original and the manipulated watermarked images with and , respectively,the quality index is defined as (28) Since image signals are generally non-stationary and image quality is often spatially variant, it is reasonable to measure statistical features locally and then combine them together. Wang et al. [19] suggested to apply the quality measurement to nonoverlapping block segments of the image, calculate a local index for each block, and find the overall quality index for blocks by arithmetic averaging as (29) However, as humans judge the image quality based on the worse blocks, we decided to use the geometric averaging instead. This way a single low-quality block can effectively reduce the overall Q. Thus, we calculate the quality index as (30) Therefore, we have two objective functions:
, which reveals the effect of on the distortion and is calculated as , and , which exhibits the robustness and is calculated as the error probability function in (27) . The first objective function is monotonically increasing with , while the second one is monotonically decreasing. Our goal is to find an optimum value of alpha which minimizes both these objective functions. However, given the very different nature of the two objective functions, we cannot sum them. Therefore, we treat it as a multiobjective optimization problem. To solve this problem, we use the goal attainment method of Gembicki [26] .
In this method, to optimize a set of objective functions which have some tradeoffs, a set of design goals, and a set of weights, are considered. Then, the goal attainment problem can be formulated as (31) where is the feasible region in the parameter space and is an auxiliary variable unrestricted in sign. The weight vector, , enables the designer to select trade-offs between the objectives. That is, if we can tolerate an objective to be under-attained, a smaller weight is assigned to it; conversely if we require objective to be over-attained, then a larger weight must be assigned to it. Fig. 3 illustrates geometrically the goal attainment method for two objective functions. In this figure, is the feasible region in the objective function space. The minimum value of occurs in where vector intersects the lower boundary of the objective space . In our problem we have two competitive objective functions and . Using the goal attainment method, we can find the optimum value of according to the image quality metric in (30) which yields acceptable robustness. As an example, Fig. 4(a) and (b) shows the two objective functions and versus different values of for Barbara test image of size 512 512. Fig. 4(c) illustrates the goal attainment optimization method for this test case, where has been plotted versus , with parametrically varying. As we see the optimum value of is obtained as 1.0218. In this experiment, the weights are considered to be 0.6 and 0.4 for and , respectively. The same strategy is implemented for each image to find the optimum parameter.
V. EXPERIMENTAL RESULTS
We have performed several experiments to test the proposed algorithm and evaluate its performance against various kinds of attacks. Throughout our experiments, we use the Daubechies length-8 Symlet filters with three levels of decomposition to compute the 2-D DWT. The watermark data is embedded in the third level approximation coefficients of each block. The results are obtained by averaging over 100 runs with 100 different pseudorandom binary sequences as the watermarking signal.
For this study, we use six natural images (Barbara, Boat, Baboon, Plane, Peppers, and Goldhill) of size 512 512. The original test images and their watermarked version using the proposed method with 16 16 block size and 128 bits message length are shown in Fig. 5 . As we can see, the watermark invisibility is satisfied. The mean peak signal-to-noise-ratio (PSNR) of the watermarked images are 48.15, 47.14, 46.65, 45.61, 47.08, and 47.26 dB, respectively. Notice that the optimum value of the embedding strength factor is unique for each image and the above PSNR figures are calculated accordingly. This embedding strength factor is a compromise between distortion averaged over the blocks as in (30) and the error probability. We calculate the error probability as follows: the error probability in each block of image is computed for the given using (27) and then is computed by averaging over the error probabilities in all the image blocks.
A. Setting of Decoder Parameters
First, we run a limited set of experiments to determine the appropriate block size and the watermark message length. BER results after different attacks for different images are given in Table I . Recall that our watermarking scheme allows for message lengths between 1 and for an image itself segmented to -sized blocks. For any block length, the number of engaged blocks can be varied by setting the block entropy threshold. In this experiment, we have varied the block size from 8 to 32, and the number of blocks engaged, that is the message length, from 128 to 2048. Whatever the block size and the payload, that is, the number of bits embedded, the multiobjective optimization balances the distortion and the error probability effects by adapting the strength parameter, as described in Section IV. In other words, the strength parameter decreases for longer codes by the optimization method to satisfy the quality criterion, which is inversely related to robustness. That is, as we see in Table I , longer message length results in lesser robustness.
As in Table I , the experiments consists of a limited set of attacks, namely, JPEG compression (Q-factor 10%), white Gaussian noise , median filter and Gaussian filter both with 3 3 window size. Our experiments on various block sizes and watermark message lengths indicated that the case of 16 16 block size and 128 bit message length was the best compromise. The watermarked images shown in Fig. 5 are achieved with these selections.
A typical side information bit budget needed for an image of 512 512 pixels and assuming 16 16 block size and 128-bit message length is as follows.
1) Block positions: 1 bit/block bits (we send "1" if a block is among the high entropy blocks and "0" otherwise).
2) 8-bit words for the mean and variance of the low-pass scale for each watermarked block: bits. 3) Strength factor : 8 bits. Thus, the raw side information necessitates 3080 bits/image. The block positions, however, can be compressed to near 512 Fig. 6 . Capacity of the proposed method for BER less than 2%. bits on the average using Arithmetic coding as a lossless coding. The block parameters (mean and variance of the third level approximation) are reduced with lossy coding to 1280 bits using VQ with consequent loss of 3% in BER. Thus in total the side information is reduced to 1700 bits on the average per image.
To show the capacity of the proposed scheme, a graph of capacity versus noise standard deviation is shown in Fig. 6 . In this graph, we have considered a fixed BER of 2% as a typical value and investigated the maximum message length in bits for 16 16 block size which gives a BER of less than this typical value. The average message length over six test images is shown in Fig. 6 .
B. Performance Under StirMark Attacks
Here, we test the performance using the well-known StirMark [27] attack set using the parameter settings obtained in the first experiment. These attacks include geometric distortion attacks, common signal processing attacks, or both. However, we assume that the loss of synchronization due to geometric attacks can be compensated for, so that we concentrate solely on the signal distortions due to attacks as in [28] - [30] . Tables II  and III show the BER results for scaling, median filtering, and Gaussian low-pass filtering attack with different test images. It can be seen that the proposed scheme is highly robust against various attacks. It is interesting to note that the scaling effect has bigger impact than the low-pass filtering attack as the downsampling and interpolation operations wipe out more of the high-fre- Moreover, it must be noted that for the scaling attack, we assumed that the detector knows that the original size of the image. The detector also can find the image size utilizing the side information. For example the first part of the side information, the block positions, reveals the image size. Thus, knowing the size of the original image we can resize the attacked image to its original size and then decode the watermark data.
The results of BER for JPEG compression attack are shown in Fig. 7(a) . This figure verifies that the scheme exhibits strong resistance against JPEG attack even with very low quality factors such as . Robustness against AWGN attack for various test images is shown in Fig. 7(b) . The robustness of the scheme against intense noise attacks even with is noticeable. To investigate the robustness in combinational attacks, the BER results for various distortions combined with JPEG com- pression with a quality factor of 20 is presented in Table IV . This table confirms the robustness of the proposed scheme against this kind of combinational attack. In the next experiment, we study the robustness against rotation attack. The proposed embedding approach is robust to rotation provided that one can compensate for the loss of synchronization. Thus, we propose a synchronization technique to estimate the rotation angle, rotate back the image, and then decode the watermark code. To find the exact rotation angle, we divide our range of acceptable rotation angles in to 20 small segments to find the rotation angle with the accuracy of 0.5 . For each fine estimation angle , we first rotate the received image by and then compute the following factor: (32) where is the number of blocks, and are, respectively, the standard deviation and mean of the coefficients in each block of the original image and and are the standard deviation and mean of the coefficients in each block of the reversely rotated image in the decoder. and are available at the receiver as a secret key and and are calculated in the receiver. The angle yielding the smallest MSE is considered as the estimated angle of rotation. The resulted performance is reported in Table V . The high robustness of the proposed method is obvious.
In the next experiment, we evaluate the probability of error calculated in (27) . As shown in Fig. 8 , we calculate and plot three BER curves: 1) BER for a Gaussian random variable watermarked by the proposed method to prove the validity of the Gaussian approximation in the approximation band; 2) the BER result averaged over 100 images; and 3) the analytical BER results in (27) . We can see that the theoretical and experimental results match perfectly. The good agreement between experimental BER results and the analytical BER figures proves the suitability of the Gaussian assumption for the approximation scale in the wavelet decomposition.
C. Comparison With Other Watermarking Schemes
We have compared our watermarking algorithm with its nearest competitors, namely the algorithms in [31] - [33] , which are blind, semi-blind, and non-blind techniques, respectively. The methods in [31] and [33] were chosen since they were the most recent multiplicative ones in the literature, and [32] was selected on the basis of its similarity to our method. The simulation experiments were run by embedding watermarks at the same bit rate and PSNR. The results are shown in Tables VI-X and Fig. 9 . In Tables VI-VIII and Fig. 9 , we compared our watermarking scheme with the MWT-EMD method [31] for the message length of 64 bits and PSNR (42 dB) for the watermarked image as used in [31] with the Baboon, Peppers, and Goldhill images against JPEG compression, median filtering, rotation, and AWGN attacks. The results confirm that our watermarking method has better performance than the MWT-EMD method [31] .
The comparison with Wang's wavelet-based method [32] is shown in be a verification watermark since they insert a known 256-bit logo. On the other, it can also be interpreted as a transmission watermark where logo has to be detected bit-by-bit, hence a case of multi-bit watermarking. In Table IX , we did the experiments by embedding the same watermark length of 256 bits at PSNR of 42.2 dB after watermarking as in [32] into the Barbara Baboon, Peppers, and Goldhill images. Again, we see that our method outperforms Wang's method against JPEG compression, AWGN and median filtering attacks.
Finally, we compare the proposed method with Tsai's Wavelet Tree Group Modulation (WTGM) method [33] in Table X . In this table, we embed 512 data bits in Peppers and Goldhill images with respective PSNR (39.8 dB) and (38.7 dB) for the watermarked image as in [33] . The superiority of our method over [33] is obvious. Fig. 9 . Comparison between our watermarking method and MWT-EMD method [31] for different images: BER (%) under AWGN attack. In this experiment, the message length is 64 bits and PSNR of the watermarked image is 42 dB as used in [31] .
VI. CONCLUSION
We have presented a new robust semi-blind scaling-based watermarking technique in the wavelet domain. The method embeds the watermark information in high-entropy blocks under Watson's HVS criterion. For watermark decoding, the maximum-likelihood decoder is optimized for each block, and which utilizes side information consisting of block positions and block parameters. Both the embedding in the low-pass wavelet coefficients and the informed ML decoder contribute to the robustness of the method against JPEG compression and additive noise. The probability of error is analytically investigated and a close form solution is achieved which well agrees with the experimental results.
The trade-off of imperceptibility and robustness has been elegantly solved via the multi-objective optimization approach. Extensive experiments have indicated that the proposed watermarking method resists to a host of attacks significantly better than its competitors in the multiplicative watermark category. Future work may be performed by developing the proposed idea in other transform domains such as contourlets and also extending the ML decoder to correlated coefficients.
