We describe an application of the expectation-maximization (EM) algorithm to obtain maximum likelihood estimates of the distribution of ages in fish egg samples. To compare this method with another one based on a non-linear regression of age as a function of development stage and water temperature, which is also suitable for asynchronous spawners, we applied both to simulated and real datasets. The estimates of egg abundance-at-age obtained with the traditional method were biased upwards, compared with estimates obtained with the proposed EM algorithm. The EM method also provided the most accurate and precise estimates, in terms of fitting an exponential-decay, egg-mortality model and the back-calculation of the time of spawning for two datasets used as examples. Besides the ageing of fish eggs, the method described here can be used for any analysis involving the fitting of multinomial models to age and stage classified data, such as the ageing of post-ovulatory follicles.
Introduction
In the past few decades, the daily egg production method (DEPM) has been used to estimate the abundance of many fish populations around the world (Stratoudakis et al., 2006) . This wide use may be due to the potential of the method to provide robust estimates of spawning-stock biomass when applied adequately (Alheit, 1993; Hunter and Lo, 1997) . In-depth reviews on the DEPM (Stratoudakis et al., 2006) and its application to Atlantic sardine (Sardina pilchardus) and anchovy (Engraulis encrasicolus) stocks (ICES, 2004) have recently been carried out, reporting the latest developments in DEPM methodologies.
When applying the DEPM, there is a need to classify the eggs sampled at sea into age classes, so that an egg mortality rate and the number of eggs spawned in a given batch can be estimated . This has led to the development of different methods to attribute ages to eggs (Lo, 1985; Stauffer and Picquelle, 1985; Bernal et al., 2001; ICES, 2004) . These methods have different data requirements (e.g. data on egg development rate from incubation experiments, a priori probability distributions of spawning time) and provide different amounts of information on the age distribution of the eggs in a given sample.
Certain fish species, such as sardine (ICES, 2004) , anchovy (Somarakis et al., 2002; ICES, 2004) , and snapper (Zeldis and Francis, 1998) , have a well defined spawning peak, at a certain time of the day. This information can be taken into account, together with the sampling hour, to increase the accuracy of the age-estimation procedure Bernal et al., 2001; ICES, 2004) . Other species, such as some from the family Carangidae (McBride et al., 2002) , do not show this type of synchronicity, and methods that do not assume a spawning time must be applied instead.
A popular method applicable to asynchronous spawners is that described by Lo (1985) , which has been used for many fish stocks.
To age a stage-classified vector with egg abundances, this method uses information from incubation experiments, which gives the average age of the eggs at each development stage and water temperature, and takes into account the variability in stage duration by assuming that age given stage and temperature follows a normal distribution (see Bernal et al., 2008, for details) . However, the method models age as a function of stage and temperature, when in fact the actual response variable is the stage observed given age and temperature, which were fixed by the observer in the incubation experiments (Ibaibarriaga et al., 2007) . Hence, the method fails to take into account the main source of uncertainty in the incubation experiment data, which is the distribution of stages at each age.
Here, we describe an application of the expectationmaximization (EM) algorithm (Dempster et al., 1977; Schafer, 1997) to obtain maximum likelihood estimates of the age distribution in a sample of fish eggs. The method has the same data requirements as other egg-ageing methods described in the literature, but is simpler, with fewer statistical assumptions, and it may be applied to species with or without spawning synchronicity. The method is compared here with the one described by Lo (1985) , by applying both methods to the same datasets.
Material and methods

Method description
The EM procedure followed here was adapted from a method previously described by Kimura and Chikuni (1987) , which was originally developed to apply inverse age -length keys to fish length distributions. An age -length key (Fridriksson, 1934) can be used to estimate the conditional probability of a fish being from a certain age class j given that it belongs to a certain length class i: p( jji). This age -length key can then be applied to other samples of fish, to estimate their age distributions. Such age -length keys can only be applied to samples from populations that have the same age distribution at each length class as the population from which the age -length key was built (Kimura, 1977; Westrheim and Ricker, 1978; Clark, 1981) . This restriction does not apply when using an inverse age -length key, which gives the inverse conditional probability p(ijj). The application of inverse age -length keys has instead the less demanding assumption that the length distribution at age in the samples is the same as that in the population from which the inverse age -length key was derived (for details, see Hoenig and Heisey, 1987; Kimura and Chikuni, 1987) .
For the particular purpose of ageing eggs, the method is applied with the replacement of fish length by egg development stage (e.g. Stauffer and Picquelle, 1985) , and fish age classes with egg age classes. Given the availability of data from egg incubation experiments, the probability of an egg being at stage i given it is in age class j can be estimated by p(ijj) ¼ e ij / P i e ij , where e ij is the number of eggs counted at time j after incubation (hence of age j) that were at stage i. These probabilities are here treated as if they were exactly known, not subject to any sources of error. The incubation data can then be used to estimate age frequency distributions from the stage frequency distributions of eggs sampled at sea. These samples are here represented as vectors whose elements, f i , are the number of eggs observed at each development stage i. Each sample usually corresponds to one plankton net haul. The algorithm EM applied to this problem can be described in a few steps:
(i) Attribute initial values to the estimates of the probability of each age in each egg sample: p( j) 0 ¼ 1/J, where J is the total number of age classes in the incubation data, and start iteration count l ¼ 1.
(ii) Start iterations:
1. Calculate p( jji) l using Bayes' formula (Mood et al., 1974) :
pð jjiÞ l ¼p ð jÞ lÀ1 pðijjÞ P j ðpð jÞ lÀ1 pðijjÞÞ :
2. E step: calculate the estimated number of eggs by stage and age in the sample data as
3. M step: calculate the multinomial maximum likelihood estimatesp
jpð jÞ l Àpð jÞ lÀ1 j ! 0:001; make l ¼ l þ 1, and repeat step (ii).
This procedure usually converges after a few iterations, and from the matrices with elements n ij , it is then possible to have the estimates of the number of eggs in each stage and age class for each sample and of the frequency distribution of eggs at each stage and age class, across samples, for the whole dataset. The mean and variance of the joint or marginal distributions can then be estimated easily. The only assumption of this method is that the development rate of the eggs sampled at sea is the same as that of the eggs in the incubation experiment, for a given temperature. Therefore, it is necessary to associate an average water temperature with each plankton-net sample collected at sea, and there must be data available from an incubation experiment carried out at a similar temperature.
Simulated data
To compare this method, referred to as the "EM method" herein, with the method described by Lo (1985) , which we designate the "regression method", we applied both methods to a simulated set of eggs classified into different development stages and age classes, assuming a constant water temperature. Both ageing methods use as input data the distribution of egg development stages at a given age, usually obtained from an incubation experiment, and a set of vectors, each corresponding to the abundance of stage-classified eggs in each sample. The methods differ in the way these two sources of information are combined. For both methods, the incubation experiment data are assumed to be accurate, and the main source of variability is the egg sampling at sea. Therefore, in this simulation procedure, we assumed that the incubation data described accurately the actual development of the eggs, and allocated all uncertainty to the simulated sampling of egg abundance at each development stage. Suppose that successive spawning events have been taking place in an area of 100 m 2 and that there is no net loss or gain of eggs from/to this area. Assuming that each batch has 1000 eggs and that the eggs are evenly distributed across the area, a vertical haul with a plankton net with an opening of 1 m 2 will have the chance of catching 1% of the eggs present in the area. The proportion of eggs at each age and stage in the whole area depends on the egg mortality rate and on the development stage distribution at each age. The first step to simulate our egg population was to create a frequency distribution for the egg age classes, following the expression
where j is the age in hours, P the production of eggs per m 2 in each batch, and Z the egg mortality rate per h (Lo, 1985; Gunderson, 1993) . For simulation purposes, the parameters were set as P ¼ 1000 and Z ¼ 0.1. The obtained frequency distribution is shown in Figure 1 . The number of eggs (F ij ) by age ( j) and development stage (i) for the whole area was then obtained by multiplying F j by p(ijj). These probabilities (Table 1) were taken from an incubation experiment carried out for horse mackerel, Trachurus trachurus (Cunha et al., 2008; ICES, 2008) . Non-parametric bootstrap procedures were carried out with eight different sampling efforts, by taking 1000 random egg samples with size corresponding to 1%, 5%, 10%, 15%, 20%, 30%, 40%, and 50% of the total number of eggs present in the area at any given time. A sample size of, for example, 20% corresponds to a situation in which, in each bootstrap replicate, 20% of the total area would have been sampled, given our initial assumption that, in this simulated scenario, the eggs are evenly distributed. These simulations with variable sampling effort are meant to quantify the effect of sample size on the accuracy and variability of the estimates for the eggproduction and mortality parameters. Geographical variability and patchiness in the egg distribution are expected to have a similar effect on both methods compared here, so those factors were not included in this study.
Each stage-classified bootstrap replicate was then aged with both methods, using as incubation data the probability matrix of Table 1 . The regression method was simplified by removing the parameter for temperature, given that it is assumed, for the sake of simplicity, that all samples were collected at the same water temperature. Also for that method, to calculate mean age at stage, the joint probabilities p(i, j) had to be calculated from Table 1 as if the same number of eggs had been sampled at each age during the incubation experiment. An exponential decay model identical to the one given by Expression (1) was then fitted, as a generalized linear model (GLM) with a negative binomial distribution with log link (ICES, 2002) , to each age-classified bootstrap replicate, using as response the number of eggs at each age and as covariate the age (h). With this procedure, we obtained, for each level of sampling effort, 1000 bootstrap estimates for the parameters P and Z.
Practical application
Both ageing methods were also applied to a real dataset for horse mackerel, which included the results from a set of incubation experiments (Cunha et al., 2008) and egg number-at-stage data from a survey carried out in 2007 in ICES Division IXa (ICES, 2008) . P and Z were estimated for this dataset as described above, and the time of spawning was estimated for each egg by subtracting the age of the egg from the time of day at which the egg was sampled. The fact that the EM method is appropriate for asynchronous spawners does not mean that it cannot be applied to species with spawning synchronicity. To compare these methods in terms of their ability to find a daily spawning peak in the data, and given that there is no evidence of a welldefined spawning hour for horse mackerel (McBride et al., 2002) , both methods were also applied to incubation and egg abundance data from a sardine DEPM survey (García et al., 1992) , sardine spawning peaking at dusk (Ré et al., 1988; Bernal et al., 2001) around 19:00 (Cunha et al., 1992; García et al., 1992) .
All data analyses, including the programming of the method based on the EM algorithm, were done with the R statistical computing language (R Development Core Team, 2007) . All scripts used in this work are freely available on request from the authors.
Results
One would expect the P estimate to be close to 10 eggs m
22
, given that the real production was 1000 eggs h 21 for the 100 m 2 area. Although the EM method provided estimates close to that value, the regression method produced estimates more than three times higher (Figure 2) . Therefore, the comparison of the two egg ageing methods using simulated data shows that the P estimates obtained with the regression method are extremely biased upwards, whereas the EM method produced less biased estimates at most sampling intensities (Figure 2) .
Regarding the mortality parameter, Z, both methods produced biased estimates when sampling small proportions of the total area. However, as the sampling intensity increases, the EM method tended to give estimates close to the true value, whereas the regression method tended to give estimates with a 20% upward bias (Figure 2) . Figure 3 shows the distribution of horse mackerel eggs through the 11 development stages in the dataset from the 2007 survey (ICES, 2008) . The variability observed in this distribution can be explained by several factors, e.g. the greater aggregation of eggs at early stages, which make them hard to find, the lesser abundance of eggs at later stages because of mortality and hatching, and the different duration of each stage. After the application of both ageing methods to the horse mackerel data, the age distributions shown in Figure 4 were obtained. The number of age classes in the data was much higher for the EM method than for the regression one, although the total number of eggs was the same for both datasets.
The mean age at each development stage, and respective confidence intervals, estimated with the two ageing methods is shown in Figure 5 . Mean age estimates are similar for both methods, but the confidence intervals seem to be slightly wider for the EM method than for the regression one. This can be explained by the number of age classes associated with each development stage, which is higher for the EM than for the regression method. An obvious example is stage 11, which has a wide confidence interval for the average age estimated with the EM method, but no confidence interval for the estimate obtained with the regression method, because just one age was associated with that development stage.
When comparing the mortality curves fitted to horse mackerel data (Figure 6 ), estimates for both egg mortality and egg production are lower for the data obtained with the EM method (lower panel, log P ¼ 1.68, Ẑ ¼ 20.0049) than with the regression method (upper panel, log P ¼ 3.57, Ẑ ¼ 20.0056). The EM method also provided estimates with lower coefficients of variation (CV) than the regression method: CV(log P) ¼ 0.048 and CV(Ẑ) ¼ 0.388 for the former, CV(log P) ¼ 0.072 and CV(Ẑ) ¼ 1.156 for the latter. The better fitting of the model to the EM method data is confirmed by the plots in Figure 7 . In those plots, it is clear that the sum of squares surface obtained with the data from the EM method has a better defined minimum, especially regarding the egg production parameter, whereas the Figure 1 . Number of eggs at each sampling age simulated according to the egg mortality curve with a production of P ¼ 1000 eggs at age 0 and an hourly mortality rate of Z ¼ 0.1.
Using the EM algorithm to age fish eggs sum of squares surface obtained with the data from the regression method is flatter.
Regarding the back-calculated time of spawning for horse mackerel, the pattern in Figure 8b , obtained with the EM method data, seems more well-defined than the pattern in Figure 8a . There seems to be a daily peak of spawning, although with a high variability around it, which does not take place at the same hour every day. This is a clearly different pattern from the one obtained for sardine (Figure 9 ). In the sardine example, the peaks of spawning according to the data produced with the EM method (Figure 9b ) are better defined than those for horse mackerel or for sardine obtained with the data from the regression method. Moreover, those peaks seem to take place around the same hour each day, slightly after dusk (Figure 9 ).
Discussion
Spawning synchronicity may play an important role in the reproductive success of a species, by ensuring an abundance of eggs and sperm in the water at a given time. Such synchronicity is likely within a shoal, as suggested by data from research surveys that show that in a fishing haul there is usually a large proportion of fish at the same maturity stage. However, different shoals may spawn at different times, which seems to be the case for horse mackerel, given the lack of a defined spawning hour, and the dispersion of spawning events throughout a day. The absence of a spawning time that could be set a priori prevents the use of methods for ageing eggs that take into account the most probable time of spawning (e.g. Bernal et al., 2001) . Here, we have described an application of the EM algorithm currently used to age fish in data-poor situations (when lengthstructured samples from a given time or location have to be aged using age data from a different time or location). With a small modification, the same method can be used to provide maximum likelihood estimates of the age distribution of an egg sample. The assumption behind this method is simple and realistic in that the rate of development of the eggs at sea is the same as in the incubation experiments, for a given water temperature. The method can also provide estimates, not just of the age distribution, but also of the conditional distributions of ages at a given development stage, and of stages at a given age.
Although the method described here is suitable for species with or without spawning synchronicity, it can be also applied to species with a well-defined peak in spawning, as shown in the application to sardine data. In fact, the method can even be used Table 1 . Probability of an egg of a horse mackerel being in a development stage, given it is in a certain age class (h). Data obtained from an incubation experiment conducted at 168C (Cunha et al., 2008) . During the incubation experiment, sampling was carried out every hour for the first 19 h, and with larger time intervals (usually of 2 h) thereafter. Each sample was taken after stirring the water in the incubation tank to scatter the eggs. The eggs were caught randomly by extracting sufficient water to have at least five eggs in each sample.
to investigate whether or not a species has a fixed spawning time, by analysing the probability distribution function of spawning time calculated from the age estimates. This distribution function can also be used in other ageing methods only suitable for synchronous spawners, such as that described by Bernal et al. (2001) , in which a probability distribution for the time of spawning is needed. There are basic differences between the method of Lo (1985) , the regression method, and that based on the EM algorithm. The former models the time of development of the eggs as a function of water temperature and development stage. However, the exact water temperatures experienced by each egg at each development stage are obviously unknown. Also, it is assumed that the whole development time of each egg was spent at the temperature observed at the moment the egg was sampled. This assumption is also made in the EM method, but in that case, the method does not try to include temperature in the model as a continuous variable. Instead, egg number-at-age estimates are obtained separately for each sample, using incubation data associated with a given temperature, or a range of temperatures. However, no information is lost by not using temperature as a continuous variable, given the type of data usually available (an approximate water temperature during Using the EM algorithm to age fish eggs . Sum of squares surfaces from the fitting of the mortality curves. The x-axis corresponds to the egg production parameter and the y-axis to the mortality parameter.
Using the EM algorithm to age fish eggs the development time at sea). Also, as pointed out by Ibaibarriaga et al. (2007) , age is modelled in other methods as a function of stage and temperature (Lo, 1985; Bernal et al., 2001) , whereas the actual response variable is the stage observed given age and temperature, which were fixed a priori in the incubation experiments. That is how those variables are included with this method. A comparison of the EM method with the regression method described by Lo (1985) , using simulated data, found in this instance that the estimates of the latter are biased upwards. These results are not surprising, given that the possible number of age classes resulting from the regression method is limited. Each combination of a development stage and a water temperature corresponds just to a single age class in that method. Fish eggs are typically classified into a small number of development stages, and during an egg survey, most samples are collected at a limited range of water temperatures. Given that the maximum possible number of age classes is defined, in the regression method, by the product of the number of development stages and the number of different water temperatures, it is to be expected that a limited number of age classes would be obtained with the regression method from any given dataset. The total number of eggs in each sample is then distributed by this small number of age classes, each of which may contain a large number of eggs. This will increase the intercept of the exponential decay mortality curve, although keeping a similar shape (similar mortality rate) and yielding higher estimates of egg production per unit area. The regression method did not just overestimate P, but also provided a flatter surface of the loss function, especially along the P dimension of the parameter space, which is reflected in the higher CVs obtained for the estimates.
The EM method, on the other hand, takes into account the stage distribution at each age, not just the mean age at each stage. Each stage may then be distributed across several ages, and each age across several stages, which allows as many age classes in the estimates as those in the incubation data. Given that there is no aggregation of the basic data (such as calculating mean ages, as for the regression method), the accuracy of the EM method depends only on the accuracy of the incubation data in describing the egg development process. In the planning of incubation experiments, it is therefore very important to take into account the time-scale of the process we are measuring. When studying egg development across stages, each of which can last just a few hours, it is important to define a time-step for sampling that may allow a good description of the process, i.e. it must be shorter than the shortest stage duration. This time-step and the overall time the eggs take to hatch will define the number of age classes present in the incubation data, and therefore the maximum possible number of age classes in the estimates obtained with the EM method. In the incubation data used here as an example (Cunha et al., 2008) , the time-step chosen was 1 h, although for practical reasons those authors could not keep to regular sampling over time during their whole experiment (Table 1) . This choice has defined the units of the parameter estimates and, together with the overall egg development time, defined the total number of age classes in the incubation data.
In our simulated dataset, assuming that the incubation data described egg development perfectly, the EM method provided more precise and accurate estimates of egg production. Except for relatively high sampling effort, the EM method provided biased estimates of Z, although less biased than those of the regression method. Figure 7 illustrates a common problem when fitting egg mortality curves: there is no optimum clearly corresponding to a single estimate of P and Z, but there is instead a wide range of possible estimates for Z that correspond to a single estimate for P. This is due to a typical lack of information in the data regarding the shape of the mortality curve (but not its intercept). Nevertheless, our simulation showed that, with the EM method, the bias in the Z estimate shrinks as the sampling intensity increases, whereas with the regression method, the estimates tend to a value 20% higher than the real one. The EM method, when compared with the regression one, also provided slightly smoother and better-defined plots, indicating the backcalculated peak of spawning. This was especially evident for sardine, in which the spawning peak observed matched the spawning time reported in the literature (Ré et al., 1988; Cunha et al., 1992; García et al., 1992; Bernal et al., 2001) .
Incubation data are used in two very different ways in the ageing methods compared here, with some advantages of the EM method over the regression method. However, the way in which those data are treated in the EM method could still be improved by modelling the probability of an egg being at a certain stage, given them being of a certain age (p(ijj)), as described by Ibaibarriaga et al. (2007) . This general approach for modelling stage-classified data, using GLMs with conditional probabilities, is a step further in the way incubation data are treated. In this approach (Ibaibarriaga et al., 2007) , there is no assumption of the stage distribution at age being exactly the same as that observed in the incubation experiment, as we do in our simulation and application to real data. Instead, the approach of Ibaibarriaga et al. (2007) allows the modelling of that probability as a function of any number of relevant covariates (age, temperature, etc.) and their interactions and takes into account observation errors in the incubation experiment. Ibaibarriaga et al. (2007) also refer to the possibility of including their approach in a Bayesian framework, to obtain the posterior distribution of ages at given stages. That distribution is given in the approach described here by the first expression in step (ii) in the description of the algorithm. It is in fact the expression for the inverse probability given by Bayes theorem, so putting this method in a Bayesian framework is straightforward. In fact, the Bayesian approach to the type of problem described here (multivariate incomplete data problems) is considered a step forward from the EM algorithm for data-rich situations (Schafer, 1997) .
The application of the method described here is not restricted to the egg-ageing problem. It can also be used to assign ages to post-ovulatory follicles, once there is a matrix giving the age distribution of follicles at each follicle-degradation stage (e.g. Gonçalves et al., 2009) . Therefore, two of the most important problems of the DEPM (the ageing of eggs and the ageing of post-ovulatory follicles) can be dealt with appropriately using the same simple methodology.
