Let H be a triple system with maximum degree d > 1 and let r > 10 7 √ d log 2 d.
Introduction
One of the basic facts of graph coloring is that every graph G with maximum degree d has chromatic number at most d + 1. An equitable r-coloring of G = (V, E) is proper coloring with r-colors for which each color class has size ⌊|V |/r⌋ or ⌈|V |/r⌉. A much deeper result is:
Theorem 1 (Hajnal-Szemerédi [8] ). For every integer r and graph G with maximum degree d, if d < r then G has an equitable r-coloring.
The original proof was quite complicated, and did not yield a polynomial time algorithm for producing the coloring, but recently Mydlarz and Szemerédi [15] , and independently Kierstead and Kostochka [9] , found simpler proofs that did yield polynomial time algorithms. See [11] for an even simpler proof. These ideas were combined in [12] to obtain an O(r|V | 2 ) time algorithm. Kierstead and Kostochka [10] also strengthened the Hajnal-Szemerédi Theorem by weakening the degree constraint-if d(x) + d(y) ≤ 2r + 1 for every edge xy then G has an equitable (r + 1)-coloring.
A k-uniform hypergraph (k-graph for short) is a hypergraph whose edges all have size k. A proper coloring of a hypergraph is a coloring of its vertices with no monochromatic edge. Hypergraph coloring has a long history beginning with the seminal results of Erdős [2, 3] about the minimum number of edges in a k-graph that is not 2-colorable. Apart from giving rise to many of the (still open) major problems in combinatorics, attempts to answer questions in this area have led to fundamental new proof methods, most notably the semi-random or nibble method and the Lovaśz Local Lemma [4] . In [4] , Erdős and Lovász obtained, as a corollary to the Local Lemma, that every k-graph with maximum degree d has chromatic number at most 3d 1/(k−1) .
In this paper we merge these two important areas of research by studying equitable colorings of hypergraphs. The situation for hypergraphs is much more complicated. First, we do not even know sharp bounds for chromatic number in terms of maximum degree. Our results deal only with 3-graphs. An easy consequence of the Local Lemma is that every 3-graph with maximum degree d has a proper coloring with at most √ 3ed = (2.85..) √ d colors. There appears to be no proof of this that does not use the Local Lemma. On the other hand, complete 3-graphs show that one needs at least d/2 > (0.707..)
It remains an open problem to obtain the best constant here.
As the above discussion indicates, it is premature to hope for a tight analogue of the HajnalSzemerédi theorem for 3-graphs. Nevertheless, we begin to address the question in this paper. We prove: It remains an open problem to find a deterministic polynomial time algorithm above.
The bound on t in the theorem is likely not best possible, and we make the following conjecture. Our approach does not seem to extend to k-graphs for k ≥ 4. Nevertheless, we believe a conjecture similar to the one above holds for k ≥ 4 as well (see Conjecture 10).
Notation and terminology. A k-edge or k-set, is an edge or set of size k. We associate a hypergraph with its edge set, and refer to 3-edges as triads. Fix a hypergraph H on a vertex set V . A cover of H is a graph H such that every triad of H contains an edge of H. In this case, every proper coloring of H is a proper coloring of H. For any v ∈ V , let L v = {xy : vxy ∈ H} be the link graph of v, and set L = v∈V L v . For a graph G let
denote the set of edges of G with one end in A and the other end in B. If G is a digraph E G (A, B) denotes the set of diedges with tail in A and head in B.
Probabilistic tools
We will use the Local Lemma [4] in the (standard) form below:
. . , A n be events in an arbitrary probability space. Suppose that each event A i is mutually independent of a set of all the other events A j but at most d, and that P (A i ) < p for all 1 ≤ i ≤ n. If ep(d + 1) < 1, then with positive probability, none of the events A i holds.
Our second tool is the Kim-Vu inequality [13] . This is needed to obtain exponential bounds for sums of not necessarily independent random variables. Let Υ = (W, F ) be a hypergraph of rank 2, meaning that each f ∈ F satisfies |f | ≤ 2. Let z v for v ∈ W be independent indicator random variables. Set
where we allow f = ∅ in which case the empty product is 1. For A ⊆ W, |A| ≤ 2 let
Then for any λ > 0,
3 Proof of Theorem 2
In this section we prove the existence of the r-coloring guaranteed by Theorem 2. In the next section we will prove the algorithmic part of the theorem. has an equitable r coloring. To further simplify matters, first assume that r divides n = |V | and set s = n r .
At the end of this section we will discuss the minor modification that is required in the general case. Our goal is to color H with r colors so that every class has size s. This is accomplished in three steps. Throughout the rest of the proof, set
Step 1. First we partition V into t sets X 1 , . . . , X t and define a graph H so that
, and H[X i ] has maximum degree less than
Actually, we will need the more technical statement of Proposition 7. If |X i | ≥ ps and s | |X i | then we can use the Hajnal-Szemerédi Theorem to partition X i into independent s-sets of H i ; since H i is a cover of H i , these are also independent s-sets of H i . So we are left with two problems: either X i is small or s ∤ |X i | for some i.
Step 2. In the second step we move vertices from small X i to large X j , preserving our ability to partition all but less than s vertices of X j into independent s-sets. This leaves us with no small parts X i .
Step 3. Finally in the last step we shift a small number of vertices from one class to the next so that all X i are divisible by s.
In the next three subsections, we carry out the details.
Step 1.
Set a = t and note that r = 10
Definition. An edge xy ∈ L is strong if
otherwise it is weak. A triad vxy ∈ H is strong if it contains a strong edge of L; otherwise it is weak.
Let G ⊆ L be the subgraph of L consisting of strong edges. Later we will view G as a digraph with edges oriented in both directions. Bound on P (A v,i ): We use Kim-Vu concentration, where Υ is the set of edges xy such that vxy is a weak triad, and z x is the indicator random variable for vertex x receiving color i. Clearly E(z x ) = 1/t for each vertex x. Note that the Kim-Vu setting is consistent with our probability space, as we assign each vertex color i with probability 1/t independently of all other vertices. Moreover, Z = f ∈Υ v∈f z v is the random variable that counts the number of edges xy ∈ Υ such that f (x) = f (y) = i. Hence A v,i is precisely the event that Z ≥ 10 4 log 2 d. For adjacent edges f, f ′ ∈ Υ, the events v∈f z v and v∈f ′ z v are not independent, and so we do need the Kim-Vu concentration.
Let d v be the number of edges in Υ. For any vertex subset A of size two, Z A = 1 by definition of the empty product. Therefore
If Υ has a vertex x of degree at least a, then there are at least a edges of H containing both v and x. This implies that vx is a strong edge and hence all triads of the form vxy where xy ∈ Υ are strong. This contradicts the definition of Υ. We conclude that Υ has maximum degree less than a and consequently,
Set λ = 10 log d. Since µ = 1, we have
Inequality (1) yields
The crucial observation here is that the graph G has maximum degree at most 2d/a. This is true because every edge of G is contained in at least a edges of H.
So if a vertex v is incident to more than 2d/a edges of G,
as long as no edge containing w or x shares a point with an edge containing v. So we may apply the Local Lemma with dependency degree at most 5d 2 . Since e(5d 2 )(1/d 9 ) < 1, the Local Lemma implies that there is a vertex partition
with color classes X i := {x : f (x) = i} as in the lemma. Viewing G as a digraph, let H ⊃ G be the digraph formed from G by adding the diedges (v, x) and (v, y)
for each weak triad vxy ∈ H with f (x) = f (y). Occasionally we will view H as a (simple) graph by replacing the diedges (x, y) or (y, x) by the (undirected) edge xy.
Proof. Let xyz be a triad in H[X i ∪ X j ]. If xyz is strong then it contains a strong edge from
Otherwise xyz is weak, but has two vertices from the same class, say x and y. Then (z, x), (z, y) ∈ E(H). 
, and so u has already been counted as an out-neighbor of v.
and so again u has been counted as an out-neighbor of v.
By Proposition 7 part (b), the graph H[X i ] has maximum degree less than p for each i ∈ [t]. ( * )
By the Hajnal-Szemerédi Theorem, for every p
has an equitable p ′ -coloring with color classes of size s. To finish the argument we would like to partition each X i into blocks whose sizes are at least ps and is divisible by s, but this may not be possible. So we may need to make some adjustments to the X i 's. This is not too difficult if all the X i 's have size at least 12ps, but first we must arrange that none of the X i have size less than 12ps. This is done in Step 2 by distributing all vertices in small X i to big X j . Doing so may corrupt the nice properties of the remaining big X i , so we must preserve a reasonably large uncorrupted segment of each big X i .
Step 2.
First we get organized. Let J = {i : |X i | ≥ 12ps} and S = V \ i∈J X i . Then |S| < 12pst.
We may assume that
Set Z = i∈ Recalling that n = rs and dividing by s yields
This also implies that r − t 1 ≤ 25pt ≤ r/4 and hence t 1 ≥ 3r/4. Let us rename the Y i,j 's, to obtain a vertex partition
For v ∈ S, define
As the W i 's were formed by refining the partition given by the X j 's, and | E H (v, X j )| < p by Proposition 7, we obtain from (3)
Now for each v ∈ S, pick one of the elements i ∈ I(v), where each i has probability 1/|I(v)| of being picked, and assign v the color i, calling this assignment χ(v) = i. In this way each W i is enlarged to a set W Proof. For each triad e = vxy ∈ H, with v ∈ S, let B e be the event that e becomes monochromatic after these random choices have been made, i.e., e ⊂ W + i for some i ∈ [t 1 ]. By the choice of χ(v) ∈ I(v), {x, y} W i . If v, x ∈ S and y ∈ W i , then
otherwise v, x, y ∈ S, and so again
.
In both cases P (B e ) ≤ p = 1/100d. The event B e is mutually independent of all other events B f for which e ∩ f = ∅, so the dependency degree in the Local Lemma is at most 3d − 1.
Since ep(3d) < 1, the Local Lemma implies that there is a partition W 
. This is possible because |W j | = s. Note also that these s-sets have been shown to be independent sets of H in Lemma 8.
We have partitioned H[V \ U] into independent s-sets. Moreover, we have a partition of U into large subsets U i ⊆ X i , each with size at least 12ps, as U i ⊃ Z i . This completes Step 2.
Step 3.
We have already colored all of H[V \U] using classes of size s. The following lemma completes
Step 3 and the proof of the theorem. Otherwise, for all i ∈ [t 0 − 1] we plan to shift small subsets Q i ⊆ U i from U i to U i+1 so that (i) |Q i | < s, and
The choice of Q i must be made with some care; since Q i ∪ U i+1 contains vertices from X i and X i+1 , the degree bound of Proposition 7(b) does not hold for this set. However the outdegree bound (a) does hold for both X i and X i+1 . So we will be able to choose
We do this recursively. Initialize by setting Q 0 = ∅ = P 1 . Now suppose we have constructed Q j ⊆ U j and P j+1 ⊆ U j+1 for all j < i so that (i-iv) hold. Set
Let P be an (8ps)-subset of U i \ P i and P ′ be a (8ps)-subset of U i+1 . By Proposition 7, each vertex v ∈ P has at most p neighbors in P and at most p out-neighbors in P ′ . Since in H every vertex of P ′ has at most p out-neighbors in P ,
we can choose a ρ-subset Q i ⊆ P so that every vertex v ∈ Q i has in-degree from P ′ satisfying | E(P ′ , v)| < 2p; so (i) and (ii) are satisfied. Similarly, we can choose P i+1 ⊆ P ′ such that |P i+1 | = 4sp − ρ and every vertex v ∈ P i+1 has in-degree from Q i satisfying | E(Q i , v)| < 2p; so (iii) is satisfied. It follows that the maximum degree of H[Q i ∪ P i+1 ] is less than 4p − 1; so (iv) is satisfied.
By (i,iii,iv) and the Hajnal-Szemerédi Theorem, we can color H[Q i ∪ P i+1 ] so that every class has size s.
Proposition 6. Similarly, by (ii), we can color each H[Q i−1 ∪ U i \ Q i ] so that each class has size s.
The procedure terminates when we have constructed P t 0 ⊂ U t 0 . By the above, we may equitably color H[Q t 0 −1 ∪ P t 0 ] and so it remains to equitably color H[U t 0 \ P t 0 ]. Since s divides n and the remaining vertices have been partitioned into s-sets, we conclude that s also divides |U t 0 \ P t 0 |. Also, |U t 0 \ P t 0 | ≥ 12ps − 4ps = 8ps and by Proposition 7 (b), the graph H[U t 0 \ P t 0 ] has maximum degree less than p. Therefore, we can once again use the Hajnal-Szemerédi Theorem to equitably color H[U t 0 \ P t 0 ] into s-sets.
Finally, we consider the case that n = qr + b, 0 < b < r, and set s = q + 1. So we need to partition V into b independent s-sets and r − b independent (s − 1)-sets. There is no change in Step 1. In Steps 2 and 3 we begin constructing independent s-sets, but after we have constructed b of them, we build blocks with parts divisible by s − 1. We apply the Hajnal-Szemerédi Theorem in exactly the same way, and it even does not matter if the switch comes in the middle of a block.
A randomized algorithm
In this short section we prove that the r-coloring of the previous section can be found via a randomized algorithm whose expected running time is polynomial in n.
The r-coloring is obtained in the following sequence of steps: 3) apply the Local Lemma to insert the vertices of S = V \ i∈J X i into the sets W i , and 4) deterministically color U as in Lemma 9 repeatedly using the Hajnal-Szemerédi Theorem.
By the results of Mydlarz-Szemerédi and Kierstead-Kostochka [9, 15, 12] , we have deterministic polynomial time procedures for steps 2) and 4) above. Consequently, it suffices to provide randomized algorithms for Steps 1) and 3), which essentially boils down to derandomizing the Local Lemma in these two instances. This is obtained by applying the recent algorithmic version of the Local Lemma due to Moser and Tardos (Theorem 1.2 in [14] ).
Concluding remarks
• As mentioned in the introduction, it remains an open question to modify the above algorithm to make it deterministic. This boils down to obtaining deterministic versions of the Local Lemma applications in the proof. Moser and Tardos ( [14] , Theorem 1.4) give a deterministic version of their algorithm with two additional technical assumptions. The first is that one should be able to efficiently evaluate the conditional probabilities of bad events
given the values of the random variables on a subset of vertices. The second is that the maximum degree in the dependency graph for the Local Lemma is bounded by a constant.
Subsequently, Chandrasekaran, Goyal, and Haeupler [1] have removed the second assumption above, so it suffices to efficiently compute conditional probabilities given partial information on the values of random variables.
In the case of 3) above, we are able to do this, as it suffices to determine the size of I(v) which amounts to looking at the diedges (v, w) in H. In the case of 1), we are also able to do this for the events D v,i as this amounts to just checking if vertex x such that vx ∈ G, has color i.
However, we are not able to compute this conditional probability for the events A v,i efficiently, due to lack of independence. This is precisely where we needed the Kim-Vu inequalities, and it remains the only bottleneck that prevents us from obtaining a deterministic polynomial time algorithm.
• Surprisingly, our results do not extend to k-graphs when k > 3. Here the number of colors we would expect to use is d 1/(k−1)+o (1) . The technical reason why our proof doesn't seem to work is the following: Assume that k = 4. In the first application of the Local Lemma, we would need at least t = d 1/3+o(1) colors in order to guarantee that the X i were close to being independent sets. On the other hand, in the second application of the Local Lemma (Lemma 8) one would have to consider the case that we have edge e = vwxy ∈ H where v, w ∈ S and x, y ∈ W i . Then Consequently, the probability is not small enough to apply the Local Lemma. Nevertheless, we conjecture the following: the following holds: Every k-graph with maximum degree d and n vertices has an equitable r-coloring. Such a coloring can be found in deterministic polynomial time in n.
• With the recent activity [9, 10, 11, 12] on results about equitable colorings, it seems appropriate to study the question of obtaining equitable colorings in other contexts where coloring problems were explored. One active area of research is to obtain good upper bounds for the chromatic number of graphs that have local constraints. In particular, a deep theorem of Johansson [7] that culminated many years of research is that every triangle-free graph with maximum degree d has chromatic number at most O(d/ log d). We conjecture the following: 
