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Summary 
We show that as the sample size goes to infinity the Kullback-Leibler 
divergence between the posterior and predictive distributions corresponding to 
different prior distributions goes to zero, almost surely. We also show that 
the Kullback-Leibler divergence between two posterior distributions is greater 
than the Kullback-Leibler divergence between the corresponding predictive 
distributions. 
1. Introduction 
It is well known that as the sample size gets large the 
importance of the prior distribution diminishes. Blackwell and 
Dubins(1962) show that almost surely as the sample size goes to 
infinity the L1 norm between two predictive densities corresponding 
to two different priors goes to O. Edwards, Lindman and 
Savage(1963) give conditions under which the L1 norm between 
posteriors is small. These conditions will hold in large samples. 
In this paper we show that the Kullback-Leibler divergence. 
between posterior and predictive distributions which correspond to 
different priors goes to O, almost surely, as the sample size goes 
to infinity. Kullback(1967) has shown that if the Kullback 
divergence between two densities goes to O then the L1 norm goes to 
0. Thus the result given in this paper is stronger than those Just 
cited. However, the assumptions are stronger as well. 
The relevance of the Kullback-Leibler divergence to statistical 
problem has been discussed by many authors. In particular 
Kullback(1959) shows that many statistical procedures may be 
motivated by the KLD. Also Akaike(1973) points cut the very strong 
relation between the KLD and the likelihood. Bayesian statisticians 
use the Kullback-Leibler divergence in small sample procedures. See 
for example Johnson and 6eisser(1983). 
1 
We also show that the KLD between two predictive densities is 
less than the KLD between the corresponding posterior distributions. 
This result is used in proving the asymptotic result but is also of 
interest in that it indicates that the predictive distribution is 
less sensitive than the posterior to specification of the prior. 
2. Notation and Basic Assumptions 
The asymptotics in this paper will be based on Fraser and 
. 
McDunnough(1984), which will hereafter be referred to as FM. FM 
give a relatively simple and elegant proof of the asymptotic 
normality of posterior distributions based on reasonably simple and 
intuitively acceptable assumptions. 
We now discuss notation and assumptions which will be identical 
to those of FM. For the convenience of the reader we reproduce the 
assumptions given in FM here. 
Let x 1 ,x?, ••• x be indep~ndent and identically distributed with ... n 
density function f(xf8), where the parameter 8 takes on values in 
the real line R. The case where the parameter space is an open 
interval can be included by reparametrization. The observed 
likelihood function is given by 
and the log-likelihood function by 1 (8) = lnL (8). 
n n 
* We shall denote the 11 true 11 value of 8 by 8. 
We use the following basic three assumptions throughout: 
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(I) lim sup 
n + • 
1 
n 
sup 
{8: 18 
n <8> - 1 ca*> 1 < o 
0*1~8) n n 
for any 8 > O, almost surely. 
(II> 1 1 (8) is twice continuously differentiable with 
I I 
0 < E < -1 1 C 8 » < •. 
I I I I 
Let a-2 ce> = EC-1 
n n 
(8)). Note that a-2 <e> 
n 
= n E <-1 1 (8 ) > 
so that a-2 + •. 
n 
<III> For each & > o, there exists 8 > 0 such that 
I I 
' ' 
lim sup a2 ce*> sup * 11 (8) - 1 <0*> I < c. 
n + • 
n {8: ,a - 8 1<8} n n 
almost surely. 
In the above the expectations are with respect to the 
distribution corresponding to a* and the almost sure refers to 
independent replications of this distribution. 
For discussion of these assumptions see FM. The first ensures 
consistency of the maximum likelihood estimator, the second states 
that the Fisher information exists, and the third gives sufficient 
continuity of the second derivative of I with respect toe. 
n 
In the following expressions J f(8) will mean the integral off 
over the entire real line with respect to Lesbesgue measure. 
A 
Let 8 be the maximum likelihood estimator and 
n 
Let 8 be a real random variable having the 
n 
probabilty density function p (8) = 
n 
p(8) L (8) 
n 
J p L 
n 
where p(8) 
the prior density. 8 has the posterior distribution. 
n 
is 
If we let T = 
n 
a 
n 
..... 
a 
n then the probability density function 
a 
n 
3 
.. , A .. , .. , ...... 
<1 p(8 + (1 t) L (0 + <1 ) 
corresponding to T is h (t) n n n n n n = n n / p L 
n 
FM show that if p is continuous at e* , p<e*> > o, and j p L :$ 
then h <t>-+ 
n 
2 (1/~2n> exp(-t /2) (the standard normal density> 
pointwise and uniformly fort belonging to a bounded set 
almost surely. They also show that 
·"·· (1 
n 
almost surely, a result which we will find useful below. 
It follows from the above result that the distribution of T 
n 
goes weakly to the standard normal distribution almost surely. 
Thus the distribution of 0 goes weakly to a point mass at a* 
n 
since we have assumed that 8 is consistent. Consequently for 
n 
any bounded continuous function g of a, .J g(8) p <8> ~ g<e*>. 
n 
However many functions of interest such as g(8) = 8 are not 
bounded. 
3. Asymptotic Results for Posteriors 
Dur first result modifies the proof in FM slightly to 
accomodate unbounded g. In all our work we assume I, II, and 
III above hold so that the results of FM are available. 
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• 
* Result 1: Suppose g is continuous at 8 and the prior 
* density pis continuous and postivive at 8. 
Then,· is sufficient for J g(8) pn(8) ~ gee*> 
almost surely as n ~•,and Jg L 1 S • is sufficient for 
.. , ...... 
A .,.. L (8 + a t) n n n J g(8 + (1 t) < 1 /-l'21T) .,, .. n n L (8 ) 
n n 
~ gee*> almost surely as n· ~ 
Proof: 
_ •..,_ A 
Let 8 = 8 + at. Then 
n n 
j g (8) pn (8) = at> h <t>. 
Let A= la,-al, B = {t:1 
n 
Recall that assumptions I, 
an~ a ~ 0 almost surely. 
n 
...... .. .... 
_., .. 
8 
..... 
J g(8 + (f t) h (t) = J g(8 n n n A 
..... A 
+ J g(8 + (f t) h (t) 
Acn B n n n 
n 
n n 
.~ .. 
- e* + <I t I < 8) n n 
..... 
II, and III imply that e ~ 
n 
...... 
+ (1 t) h Ct) 
n n n 
..... ..... 
+ I g(8 + (1 t) h (t). 
BC n n n 
n 
... 
a* 
We will show that for large a the first term is virtually 
* . g(8) and that the other terms are negligable. 
Almost surely there exists N such that for all n ~ N, 
...... ..... 
g<e*> t EA, g(8 + f1 t) I < & by the continuity of n n 
g at a*. 
..... ..... 
g<e*> So, for n ~ N, J g(8 + (f t) h (t) 
A n n n 
..... . ..... 
* :$ J g(8 + (f t) - g(8) h ( t j 
A n n n 
5 
S c J h <t> -;. 1: ( t (a) - t <-a) ) 
A n 
almost surely, as n-;. •. 
Here t stands for the standard normal c.d.f. 
Now note that for all a , < +<a> 
A ,-._ 
Hence, limit 
n -+ • 
J g<a +at> h <t> = 
A n n n 
t <-a> > = S 1. 
* g(8 > almost surely, 
fer all a> O. 
New we need only show: 
..... ...... 
(i) limit limit J g<e + (1 ) h (t) = 0 a.s. 
-+ • -+ • Acn B n 
n n 
a n 
n 
A A (ii) limit J g<8 + (1 t) h (t) = 0 a.s. 
-+ • 8
c n n n 
n 
n 
..... .. .... ..... 
(i): Fort EB we can make g(8 +at) and p(8 +at) 
n n n n n 
as close as we like to gee*> and pea*> by cur choice 
of 8. Thus it is sufficient to show that 
= 
(1 
n 
C 
n 
A _. . ._ 
A 
p (8 ) 
n 
L (8 + a t> 
n n n 
. J p L 
A A 
L (8 + a t) 
n n n 
...... 
L (8 > 
n n 
n 
has the desired limiting property where 
C 
n 
..... 
a 
n 
A ..... 
p<8 > L (8 > 
n n n 
J p L 
n 
6 
, C 
n 
< 1/.Z-211> a. s. 
Bu~ FM show that limit limit 
a+•n+• 
so (i > holds. 
A A 
...... .. ... 
L (8 + a t> 
n n n 
...... 
L (8 > 
n n 
= 0 almost surely 
L (8 + a t> 
(ii>: Now FM show that n n n 
.,, .. 
..... 
L (8 > 
n 11 
.,, .. 
Ll <en + at> 
:S n A 
Ll (8n) 
almost surely, for all t E BC 
n' 
.,, .. .,, .. 
Hence, Jc g(8 + a t) h (t) 
B n n n 
n 
..... ..... 
..... .., a p(8 n n 
= Jc g(8 + (f t) n n B 
n 
C 
...... ...... 
-dn 
e 
and some d > o. 
..... . .... ., ... 
+ a t) L (8 + a t) 
n n n n 
J L p n 
.... ..... 
A A L (8 + at> n 
Jc g(8 (f t) p (8. + (j t) n n n = + ........ n n n n . .... p(8 ) B L (8 ) 
n n n n 
-dn .,, .. 
C e .,, .. 
·"'"· 
.,, .. .,, .. L1 (8n + (f t) 
:S n Jc g(8 + at> p(8 + <1 t) n .,, .. ., .. 
p(8) B n n n n L1 (8n) n n 
-dn ..... .,, 
C e 
..... ..... ..... .. ~ . L1 (8n + (f t) 
:S n J g(8 + <1 t) p(8 + <1 t) n ...... 
p(8 ) R n n n n L1 can> n 
7 
= 
-dn 
C e 
n 
,., ,., .,,._ 
p<e > a L1 <en> .n n 
J g<8> p<8> L1 <e>. 
"' -dn .. , Now (1/a > is O(~n> so e / a ~ o, the integral in less 
n n 
,, , .. 
than infinity by assumption and c /(p(8 > L1 <e >> is n n n 
bounded for n large as long as L 1 is bounded away from 0 
f 8 * . or 8 near Thus (ii) holds and the result is proved. 
The second part of the result follows from a similar 
argument. a 
We use the above result to show that the Kullback divergence 
between two posteriors corresponding to two different priors goes to 
0 as the sample size goes to infinity. 
We start with a lemma. 
Lemma 1: Suppose p and q are two prior densities which are 
continuous and positive ate* and both! p L 1 and J q L1 
are less than infinity. 
almost surely. 
Then CJ p L )/(J-q L > ~ 
n n 
* * p(8 )/q(8 > 
Proof: As above we assume that the parameter space is the real 
•• , A 
line. Let 8 = 8 +at. Then, 
n n 
8 
.. 
/ p L 
n 
/ q L 
n 
= 
= 
.,,.., ~ "'"· 
+ a t> L (8 
n n n 
A A .A. 
+ a t> L (8 
n n n 
A .,, .. _L 
I p(8 + at> .f211 n n 
.,,... .,, .. 1 
I q(8 + at> .f211 n n 
+ at> 
n 
.,. .. 
+ at> 
n 
A 
L (8 + 
n n 
A 
L (8 
n n 
A 
L (8 + 
n n 
..... 
L (8 
n n 
...... 
at> 
n 
) 
.. , 
at> 
n 
) 
* * ~ p(8 )/q(8) almost surely by the previous 
result. a 
Result 2: Suppose p and q are two prier densities which are 
* continuous and positive at 8. Suppose J p L 1 , J q L 1 , and 
2 
J....J!_ L are all S *• q 1 Then the Kullback divergence between pn 
and qn gees tc O almost surely, where pn = p Ln /Ip Ln, 
qn = q Ln / J q Ln, and the Kullback divergence between pn and 
qn equals I pn lcg<p I qn ) . n 
Proof: 
It is easy tc shew that leg <'x> s; X 
J Pn lcg(p /q) s; I Pn (p n n 
I 2 I = pn 
Sc it sufficient to shew 
2 Now, Pn / qn = (p / q > p 
n n n 
I 
n 
qn 
= 
j q L 
n 
Ip L 
n 
p/q p • 
n 
qn 
- 1. 
J q L 
n 
J p L 
n 
J p/q p • 
n 
Let g<8> = p(8) / q(8) • 
9 
1 sc, 
1) 
1. 
/ g p L1 I 
2 
Ll :S by assumption. We have also = p /q • 
assumed that p and q are continuous and non zero at e* 
so that g is continuous and non zero at a*. Thus by 
result 2 above, we have / p/q Pn = / g Pn 
* * * + g(8 > = p(8 )/q(8 ). 
By the lemma 2 above 
I 2 q Hence, I Pn / q = n I p 
/ q L 
n 
* * + · q (8 > /p (8 ) • 
/ p L 
n 
L 
n I g P + 
n L 
n 
* q(8) p<a*> 
* p(8) * q(8) 
and the result is proved. 
4. An Inequality 
= 1 , 
D 
In this section we prove an inequality which relates predictive 
distributions to corresponding posterior distributions. The basic 
intuition behind the result is that if you take two different 
posteriors, arising from two different priors, the corresponding 
predictive distributions tend to be "closer together" than the 
poster~ors. We use the Kullback-Leibler divergence to measure how 
close together distributions are. The mathematical tools used are 
Jensen·s inequality and Fubini's theorem. 
The result of this section tells us that, given a choice for the 
distribution of the observable quantity conditional an the parameter 
value, the predictive distribution is less sensitive to the choice 
of the prior than the posterior distribution~ Thus if the 
predictive distribution is the desired output less care is needed in 
10 
. 
choosing the prior than if the posterior distribution is the output. 
On the other hand, there is a sense in which the predictivist has a 
tougher job than someone making inferences about parameters. Since 
he makes statements about variables which are potentially observable 
his claims may be directly refuted by experience. 
Many authors have stressed the importance of the pr~dictive 
distribution. While parameters may in some cases be useful devices 
for describing the structure of a model, their values and the model 
itself are ultimately only of interest if they make useful 
predictions about potentially observable quantities. See for 
example Geisser(1971), Geisser(19BO>, and Zellner(1985). 
We develop the inequality of this section in a more general 
framework than that of the previous sections. We now introduce the 
notation that will be used throughout this section. 
First we have the parameter space 8 with sigma field B. All 
probability measures on 8 will be absolutely continuous with respect 
to the measure V and hence representable by densities with respect 
to v. As usual this underlying structure is summarized by the 
triplet <B,B,v>. 
Second we have the observation space z. Again we have an 
underlying structure for probability statements summarized by 
<Z,C,p) where C is a sigma field andµ is a measure on <Z,C). The Z 
space lists the possible observable outcomes as apposed to the 8 
space which lies entirely within the realm of our imagination (or 
beyond). 
Third we have the model which specifies a distribution on Z for 
each 8 E 8. The model is described by means of a function f:BxZ ~ R 
with f(zf8) being a density with respect toµ for each 8. Since 
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many of the arguments use Fubini's theorem we note the product space 
czxe,cxe,~xv>. We assume that f is measurable with respect to the 
space (ZXS,cxg). 
Let p be a density for a probability distribution on 8. 
We then let f <z> = J f(z18> p(8) dV(8). If we are thinking of 
p 8 
pas a posterior distribution on 8 we often call f the density p 
of the predictive distribution. If pis the density for a prior on 
8 then f is the no-data predictive density or simply the marginal p 
density where we think of the model f and the prior pas having 
induced a joint distribution on (ZXS,CxB). 
measureable. 
Note that f is C · p 
Result 3: Let a(z) = J f(z18> dV(8). If O < a(z) <•for all 
8 
z E Z then KC f ,f > ~ K < p, q > where K is the Kullback p q 
divergence. 
Proof: 
If K<p,q) =•then the result is obvious. 
Hence we may assume that K(p,q) < •. 
Now plog(p/q) = p(-log(q/p)) 
~ p( 1 - (q/p) ) 
= p - q 
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Also/ (p - q)-dV SI 
B B 
p - q I dV SI (p + q) dV = 2 < * 
B 
sa (pl~g(p/q)) S (p -q) and I (plog(p/q))-dV < •. 
B 
Thus K<p,q> = I plag(p/q) dV <•implies/ I plog(p/q) 1 dV 
B 8 
< •• 
We now use JI plog(p/q) I dV <•to show that 
B 
I I I f<z1e> p(8)lag<p<8>Jq<8>> 
zxa 
dVXJI (8,z) ( * 
a fact which justifies a future use of fubini's theorem. 
I I 
zxe 
f<z18> p(8)log(p(8)/q(8)) dVXJJ(8,z) 
= I I f < z I e > 1 p < e > 1 cg < p < e > / q < e > > dVXJJ(8,z) 
zxa 
= I I 
8 Z 
p < e > 1 og < p < e > / q <a> > 1 f < z I e > d JJ < z > d v c e > 
(applying Fubini to a positive function) 
= I I plog(p/q) I dV < •. 
B 
We now proceed to the main part of the proof. 
f <z) = p J f(zt8) p(8) dV(8) 8 
= a (z) f f (z I 8) (8) d (8) 
- a(z > P V 
- a(z) Ez(p(8)) 
Where E means expectation with respect to the probability 
z 
measure an 
f(zl8) 
<B,B> having density a(z) supported by the 
measure v. Similarly we have f <z> = a(z) E (q(8)). q z 
2 Now for~ convex on R+ we have ~<E p,E q) SE ~<p,q) 
z z z 
by an application of Jensen·s inequality. 
2 The function ~(x,y) = xlog(x/y) is convex on R+ so 
<E p)log( (E p)/CE q) ) S E plog(p/q), which implies 
z z z z 
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f <z > f. (z > f f <z I 8) a(z) 
B 
p 1 ( p ) 
a(z) cg f <z> p(8)log(p(8)/q(8)) dY(8) 
So 
q 
/ fCz18> p(8)log((p(8)/q(8)) dY(8) 
B 
/ f ( z > 1 cg ( f < z ) / f ( z > > d JI < z ) :S 
z p p q . 
·/ I f<z18> p(8)log(p(8)/q(8)) dV(8> dµ(z> 
Z 8 
=II p(8)log(p(8)/q(8)) f<z18> dp(z) d1'(8) 
B Z 
= I plog<plq> dll 
8 
5. Asymptotics for Predictive Distributions 
D 
Our final result is an immediate consequence of the last two. 
The Kullback divergence between the posteriors goes to O almost 
surely and the Kullback divergence between the predictives is less 
than that between the posteriors. Hence the Kullback divergence 
between ·the predictives goes to O. Nate that the f of section 4 
which relates 8 to distributions on the observable quantity need not 
be the same of the f of the previous sections which relates the 
sample information to the parameter 8 providing us with the 
posterior. The quantities x. which make up our sample need not even 
1 
be restricted to the same set as the quantities which are trying to 
predict. Since we refer to result from all the previous sections 
let F<zt8> be the denstity of the distribution for the quantity z 
14 
which we wish to predict and f(x. 10> be the density of our sample 
l 
quantities. 
Result 4: Assume that the conditions of Result 2 hold and that 
/ F<z18> d8 is between O and• for all z in the prediction 
space. Let FP<z> = / F<z18> p (8) 
n n 
and Fq<z> = / F<z18> q <e>, 
n n 
where, as before pn and qn are the posteriors corresponding 
to the priors p and q given a sample of size n. 
Then the Kullback divergence between Fp and Fq goes to 0 
n n 
almost surely as n + •. 
proof: 
Let KCf,g) = / f log(f/g), the Kullback divergence. 
By result 3 we have, K(Fp,Fq> ~ K<p ,q ). By result 2 
n n n n 
K(p ,q > + 0 almost surely as n + •. Hence, 
n n 
0 $ KCFP Fq> ~ K(p ,q) + 0 almost surely. 
n' n n n 
6. Conclusion 
D 
The framework of Fraser and McDunnough provides a powerful tool 
for Bayesian asymptotics. Note that while the development of this 
paper assumes 8 to be a real number the results easily extend to the 
case where 8 is a vector. The results may also be easily extended 
to the case where the observations are not independent. Again, both 
of these extentions are straightforward because Fraser and 
McDunnough provide simple extensions of their results to these 
cases. 
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