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Abstract
This paper mainly dedicates to prove a plethora of weighted estimates on Morrey
spaces for bilinear fractional integral operators and their general commutators with
BMO functions of the form
Bαpf, gqpxq “
ˆ
Rn
fpx´ yqgpx` yq
|y|n´α dy, 0 ă α ă n.
We also prove some maximal function control theorems for these operators, that is,
the weighted Morrey norm is bounded by the weighted Morrey norm of a natural
maximal operator when the weight belongs to A8. As a corollary, some new weighted
estimates for the bilinear maximal function associated to the bilinear Hilbert transform
are obtained. Furthermore, we formulate a bilinear version of Stein-Weiss inequality
on Morrey spaces for fractional integrals.
Key Words: Weighted estimates, bilinear fractional integral operators, commutators,
Stein-Weiss inequality, Morrey spaces.
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1 Introduction
In the paper, we will consider the family of bilinear fractional integral operators that
first was introduced by Kenig and Stein [13], and its formula is as follows:
Bαpf, gqpxq :“
ˆ
Rn
fpx´ yqgpx` yq
|y|n´α dy, 0 ă α ă n. (1.1)
∗
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In fact, in 1992, Grafakos [5] extended Adams’s result to cover a multilinear analog of
classical fractional integral operator. He studied a class of multilinear operators Iα,k (as
general case for Bα) which was defined by
Iα,kpf1, . . . , fkqpxq “
ˆ
Rn
f1px´ θ1yq ¨ ¨ ¨ fkpx´ θkyq|y|α´ndy,
where θj P Rz0, 1 ď j ď k. The following two theorems are owning to Grafakos [5].
Theorem A. Let 0 ă α ă n, 1 ă p1 . . . , pk ă 8 and 1{s “ 1{p1 ` ¨ ¨ ¨ ` 1{pk, and r be
such that the identity 1{r ` α{n “ 1{s holds. Then Iα,k maps Lp1 ˆ ¨ ¨ ¨ ˆ Lpk into Lr for
n{pn` αq ď s ă n{α (equivalently 1 ď r ă 8).
Theorem B. Let p P p1,8q, 1{p “ řkj“1 1{pj , pj P p1,8s and α “ n{p. Assume the real
numbers θj are distinct. Let B be a ball in R
n and let fj P Lpj be supported in B. Then
for any γ ă 1, there exists a constant C0pγq depending only on n, α, θj and γ such that
1
|B|
ˆ
B
exp
˜
n
ωn´1
γ
ˇˇˇˇ
LIα,kpf1 . . . , fkqpxq
}f1}Lp1 ¨ ¨ ¨ }fk}Lpk
ˇˇˇˇp1¸
dx ď C0pγq, (1.2)
where L “ śkj“1 |θj | npj . Furthermore, (1.2) fails if γ ą 1. In [5], Grafakos leaves an
open problem for γ “ 1 in Theorem B. Later, Bak [1] proved this open problem due
to Grafakos [5]. In [7, 13], Grafakos-Kalton and Kenig-Stein showed by very elementary
considerations that Bα is bounded from L
p1 ˆ Lp2 to Lr for the full range 1 ă p1, p2 ă 8
and 1{r “ 1{p1 ` 1{p2 ´ α{n with r ă 8 instead of the crucial condition 1 ď r ă 8 for
boundedness of Iα,k. In [14], Kuk and Lee proved that the endpoint weak boundedness of
Iα,k in L
r,8 pr “ n
2n´αq. To be more specific, they extended the index of Theorem A to
r ą n
2n´α . In [18], Moen studied a plethora of new weighted estimates for Bα in Lebesgue
spaces. In [8], Hoang and Moen proved several weighted estimates for bilinear fractional
integral operators and their commutators with BMO functions. Recently, the authors [9]
obtained weighted estimates for Bα on Morrey spaces.
To make the present paper more readable, we announce some standard notations. For
a measurable function f the average of f over a set E is given by
mEpfq “
 
E
fdx “ 1|E|
ˆ
E
fdx.
The Euclidian norm of a point x “ px1, . . . , xnq P Rn is given by |x| “ px21 ` ¨ ¨ ¨ ` x2nq1{2.
We also use the ℓ8 norm |x|8 “ maxp|x1|, . . . , |xn|q. It is clear that |x|8 ď |x| ď
?
n|x|8
for all x P Rn. A cube with center x0 and side length d, denoted by Q “ Qpx0, dq, will
be all points x P Rn such that |x ´ x0|8 ď d2 . For an arbitrary cube Q, cQ will be its
center and ℓpQq its side length, that is, Q “ QpcQ, ℓpQqq. Given λ ą 0 and a cube Q,
we let λQ “ QpcQ, λℓpQqq. The set of dyadic cubes, denoted D, is all cubes of the form
2kpm ` r0, 1qnq where k P Z and m P Zn. Finally, for k P Z we let Dk denote the cubes
of level 2k, that is, Dk “ tQ P D : ℓpQq “ 2ku. Throughout this paper, the letter C will
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always denote a constant which may be different in each occasion, but is independent of
the essential variables.
We first recall the definition of the Morrey (quasi-)norms [23]. For 0 ă q ď p ă 8, the
Morrey norm is given by
}f}Mpq “ sup
QPDpRnq
|Q|1{p
ˆ 
Q
|fpxq|qdx
˙ 1
q
. (1.3)
The two-weight norm inequality for Bα on Morrey spaces were unknow untill the authors
made some progress in [9]. This paper aim to study weighted norm inequalities for Bα
and its commutators on Morrey spaces. Given a linear operator T and a function b, the
commutator rb, T s is defined by
rb, T sf “ bT pfq ´ T pbfq.
Coifman, Rochberg and Weiss [2] introduced commutators of singular integral operators
as a tool to extend the classical fractorization theory of Hp spaces. They proved that if
b P BMO and T is a singular operator, then rb, T s in bounded on Lp for 1 ă p ă 8.
For a locally integrable function b, the BMO norm is defined by
}b}BMO “ sup
Q
 
Q
|bpxq ´mQpbq|dx ă 8,
where the supreme is taken from all cubes with sides parallel to the axises. Let ~b “
pb1, ¨ ¨ ¨ , bN q and ~b “ pβ1, ¨ ¨ ¨ , βN q P t1, 2uN , and then the iterated product commutators
of Bα is given by
r~b,Bαs~β “ rbN , rbN´1 ¨ ¨ ¨ , rb2, rb1, Bαsβ1sβ2 ¨ ¨ ¨ sβN´1sβN . (1.4)
It should be pointed out that in [19] Pe´rez and Rivera-Rios studied these commutators in
the linear case.
2 The two-weight inequalities for bilinear fractinal integral
operators and its commutators
In the whole paper, we will work with two different cases. The first case is when t ď 1,
while the second case is when t ą 1. Our departure is the following result inspired by the
first and third author [9].
Theorem 2.1. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ă α ă n, ~q “ pq1, q2q, 1 ă q1, q2 ă 8, 0 ă q ď p ă 8, 0 ă t ď s ă 8, 0 ă r ď 8
3
and 1 ă a ă minpq1, q2q. Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
α
n
ą 1
r
,
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
, 0 ă t ď 1
and the weights v and ~w satisfy the following two conditions:
(i) If 0 ă s ă 1,
rv, ~wsr,as
t,~q{a :“ sup
Q,Q1PDpRnq
QĂQ1
ˆ |Q|
|Q1|
˙ 1´s
as
|Q1| 1r
ˆ 
Q
v
at
1´t
˙ 1´t
at
2ź
i“1
ˆ 
Q1
w
´pqi{aq1
i
˙ 1
pqi{aq
1
ă 8.
(2.1)
(ii) If s ě 1,
rv, ~wsr,as
t,~q{a
:“ sup
Q,Q1PDpRnq
QĂQ1
ˆ |Q|
|Q1|
˙ 1´as
as
|Q1| 1r
ˆ 
Q
v
at
1´t
˙1´t
at
2ź
i“1
ˆ 
Q1
w
´pqi{aq1
i
˙ 1
pqi{aq
1
ă 8.
(2.2)
In the above inequaity, we denote
´ffl
Q
v
at
1´t
¯ 1´t
at “ }v}L8pQq when t “ 1. Then we have
}Bαpf, gqv}Mst ď Crv, ~wsr,ast,~q{a sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
By using a different technique, we are able to prove a similar result in the case t ą 1.
Theorem 2.2. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ă α ă n, 0 ă q ď p ă 8, 1 ă t ď s ă r ď 8, ~q “ pq1, q2q, 1 ă ri ă qi ă 8, i “ 1, 2
and 1 ă a ă minpq1, q2q. Here, r1, r2 satisfy condition 1{r1 ` 1{r2 “ 1 and q is given by
1{q “ 1{q1 ` 1{q2. Suppose that
α
n
ą 1
r
,
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
and the weights v and ~w satisfy the following condition
rv, ~wsr,as
t,~q{a :“ sup
Q,Q1PDpRnq
QĂQ1
ˆ |Q|
|Q1|
˙ 1
as
|Q1| 1r
ˆ 
Q
vat
˙ 1
at
2ź
i“1
ˆ 
Q1
w
´pqi{aq
1
i
˙ 1
pqi{aq
1
ă 8. (2.3)
Then we have
}Bαpf, gqv}Mst ď Crv, ~wsr,ast,~q{a sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
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For the commutators for Bα define as (1.4), we have the following theorems.
Theorem 2.3. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ă α ă n, ~q “ pq1, q2q, 1 ă q1, q2 ă 8, 0 ă q ď p ă 8, 1{2 ď t ď s ă r ď 8
and 1 ă a ă minpq1, q2q. Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
α
n
ą 1
r
,
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
, 0 ă t ď 1, ~b P BMON
and the weights v and ~w satisfy the conditions (2.1) and (2.2). Then we have
}r~b,Bαs~βpf, gqv}Mst ď C}~b}BMON rv, ~wsr,ast,~q{a sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
Theorem 2.4. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ă α ă n, 0 ă q ď p ă 8, 1 ă t ď s ă r ď 8, ~q “ pq1, q2q, 1 ă ri ă qi ă 8, i “ 1, 2
and 1 ă a ă minpq1, q2q. Here, r1, r2 satisfy condition 1{r1 ` 1{r2 “ 1 and q is given by
1{q “ 1{q1 ` 1{q2. Suppose that
α
n
ą 1
r
,
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
, ~b P BMON
and the weights v and ~w satisfy the condition (2.3). Then we have
}r~b,Bαs~βpf, gqv}Mst ď C}~b}BMON rv, ~wsr,ast,~q{a sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
We note here that the Ho¨lder pairs pr1, r2q in Theorems 2.2 and 2.4 exist and there are
many such pairs. To name a few, we can start with r1 “ q1q and r2 “ q2q , and then we use
the facts that r1 ă q1 and r2 ă q2 to obtain more choices by considering either r1 “ q1q ` ε
or r2 “ q2q ` ε, for small ε ą 0.
While studying Bα and r~b,Bαs~β, we need the following maximal operators which is
defined by
M
α, ~R
pf, gqpxq “ sup
DpRnqQQQx
|Q|αn
ˆ 
Q
|fpyq|r1dy
˙ 1
r1
ˆ 
Q
|gpzq|r2dz
˙ 1
r2
, (2.4)
for a given vector ~R “ pr1, r2q. When α “ 0 we write M~R “Mα, ~R for short. The controls
that we have mentioned above are stated in the theorems below.
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Theorem 2.5. Assume that 0 ă α ă n, 0 ă q ă 8, 0 ă q ď p ă 8 and pr1, r2q is a
Ho¨lder pair. If the weight w P A8, then
}Bαpf, gq}Mpq pwq ď C}Mα, ~Rpf, gq}Mpq pwq,
whenever the left-hand side is finite.
Furthermore, if w P RHν and q ď p ď qν, we have
}Bαpf, gq}Mpq pwq ď C}Mα, ~Rpf, gq}Mpq pwq,
whenever the left-hand side is finite.
Theorem 2.6. Assume that 0 ă α ă n, 0 ă q ă 8, 0 ă q ď p ă 8, ϑ1, ϑ2 ą 1 and
pr1, r2q is a Ho¨lder pair. If the weight w P A8, then
}r~b,Bαpf, gqs~β}Mpqpwq ď C}~b}BMON }Mα, ~Rϑpf, gq}Mpq pwq,
whenever the left-hand side is finite. Here, ~Rϑ is given by ~Rϑ “ pϑ1r1, ϑ2r2q.
Furthermore, if w P RHν and q ď p ď qν, we have
}r~b,Bαpf, gqs~β}Mpqpwq ď C}~b}BMON }Mα, ~Rϑpf, gq}Mpq pwq,
whenever the left-hand side is finite. Here, ~Rϑ is given by ~Rϑ “ pϑ1r1, ϑ2r2q.
Similar to (2.3) in Theorem 2.2, we define another condition for the weights pv, ~wq by
rv, ~wsr,s
t,~q
“ sup
Q,Q1PDpRnq
QĎQ1
ˆ |Q|
|Q1|
˙ 1
s
|Q1| 1r
ˆ 
Q
vt
˙ 1
t
2ź
i“1
˜ 
Q1
w
´ri
´
qi
ri
¯1
i
¸ 1
rip qiri q1 ă 8, (2.5)
where ˜ 
Q1
w
´ri
´
qi
ri
¯1
i
¸ 1
rip qiri q1 “ }w´1i }L8pQ1q
when qi “ ri, i “ 1, 2.
It turns out that condition (2.5) can be characterized via the weak type and the strong
type weighted boundedness of the maximal operator M
α, ~R
, not only for 0 ă α ă n but
also for α “ 0. These results are stated in the following theorems.
Theorem 2.7. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ď α ă n, 0 ă q ď p ă 8, 0 ă t ď s ă r ď 8, ~q “ pq1, q2q and 0 ă ri ď qi ă 8, i “ 1, 2.
Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
α
n
ě 1
r
,
1
s
“ 1
p
` 1
r
´ α
n
and
1
t
“ 1
q
` 1
r
´ α
n
.
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Then, for every Q0 P DpRnq, the weighted inequality
sup
λą0
|Q0|
1
s
´ 1
t λpvtptx P Q0 : |Mα, ~Rpf, gqpxq| ą λuqq
1
t
ď Crv, ~wsr,s
t,~q
sup
QPDpRnq
QĚQ0
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
(2.6)
holds if and only if the weights v and ~w satisfy the condition (2.5).
The corresponding strong type result appears in following theorem, but we only obtain
the sufficient conditions.
Theorem 2.8. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ď α ă n, 0 ă q ď p ă 8, 0 ă t ď s ă r ď 8, ~q “ pq1, q2q, 0 ă ri ă qi ă 8, i “ 1, 2
and 1 ă a ă minpq1{r1, q2{r2q. Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
α
n
ě 1
r
,
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
.
and the weights v and ~w satisfy the condition
rv, ~wsr,s
t,~q{a “ sup
Q,Q1PDpRnq
QĎQ1
ˆ |Q|
|Q1|
˙ 1
s
|Q1| 1r
ˆ 
Q
vt
˙ 1
t
2ź
i“1
˜ 
Q1
w
´ri
´
qi
ari
¯1
i
¸ 1
rip qiari q1 ă 8. (2.7)
Then we have
}M
α, ~R
pf, gqv}Mst ď Crv, ~wsr,st,~q{a sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
Taking v “ u
1
q1
1
u
1
q2
2
in Theorem 2.8, we have the following theorem for two weights
case.
Theorem 2.9. Let u1 and u2 are two weights on R
n. Assume that
0 ď α ă n, 0 ă q ď p ă 8, 0 ă t ď s ă 8, ~q “ pq1, q2q and 0 ă ri ă qi ă 8, i “ 1, 2.
Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
and the weights u1 and u2 satisfy the condition
ru1, u2ss~q :“ sup
QPDpRnq
ˆ 
Q
u
s
q1
1
u
s
q2
2
˙ 1
s
ˆ 
Q
u
´
r1
q1´r1
1
˙ q1´r1
r1q1
ˆ 
Q
u
´
r2
q2´r2
2
˙ q2´r2
r2q2 ă 8. (2.8)
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Then we have
}M
α, ~R
pf, gqu
1
q1
1
u
1
q2
2
}Mst ď Cru1, u2ss~q sup
QPDpRnq
|Q|1{p
ˆ 
Q
|f |q1u1
˙1{q1 ˆ 
Q
|g|q2u2
˙1{q2
.
Using Theorem 2.5 and Theorem 2.9, we can immediately obtain the following corol-
lary.
Corollary 2.1. Let the indexs be as same as in Theorem 2.9, then the condition (2.8)
implies the following inequality
}Bαpf, gqu
1
q1
1
u
1
q2
2
}Mst ď Cru1, u2ss~q sup
QPDpRnq
|Q|1{p
ˆ 
Q
|f |q1u1
˙1{q1 ˆ 
Q
|g|q2u2
˙1{q2
.
Finally, we end this section by giving an application of our estimates. The associated
maximal operator to the bilinear Hilbert transform is defined as
BHpf, gqpxq “ sup
rą0
1
p2rqn
ˆ
r´r,rsn
|fpx´ yqgpx` yq|dy.
For the 1-dimensional case, Lacey [15] proved the boundedness of BH. He show that for
1
p
“ 1
p1
` 1
p2
and p ą 3{2, there holds
BH : Lp1pRq ˆ Lp2pRq Ñ LppRq.
Surprisingly, and contrary to usual paradigm in harmonic analysis, the boundedness of
the bilinear Hilbert transform was shown first and used to proved the boundedness of
Hilbert transform. For the n-dimensional case, Hoang and Moen [8] obtained new weighted
estimates for this operator. By means of the inequality (see [8])
BHpf, gqpxq ďM~Rpf, gqpxq for any 1{r1 ` 1{r2 “ 1,
we have the following corollary.
Corollary 2.2. Let v be a weight on Rn and ~w “ pw1, w2q be a collection of two weights
on Rn. Assume that
0 ă q ď p ă 8, 0 ă t ď s ă 8, ~q “ pq1, q2q, 1{r1 ` 1{r2 “ 1, 1 ă ri ă qi ă 8, i “ 1, 2
and 1 ă a ă minpq1{r1, q2{r2q. Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
1
s
“ 1
p
´ α
n
,
t
s
“ q
p
.
and the weights v and ~w satisfies condition
rv, ~wsst,~q{a “ sup
Q,Q1PDpRnq
QĎQ1
ˆ |Q|
|Q1|
˙ 1
s
ˆ 
Q
vt
˙ 1
t
2ź
i“1
˜ 
Q1
w
´ri
´
qi
ari
¯1
i
¸ 1
rip qiari q1 ă 8.
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Then we have
}BHpf, gqv}Mst ď Crv, ~wsst,~q{a sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
Next, we consider a vector weight theorem. In this case, we choice r1 “ q1q and r2 “ q2q .
Corollary 2.3. Let u1 and u2 are two weights on R
n. Assume that
0 ă q ď p ă 8, 0 ă t ď s ă 8 and 0 ă ri ă qi ă 8, i “ 1, 2.
Here, q is given by 1{q “ 1{q1 ` 1{q2. Suppose that
1
s
“ 1
p
` 1
r
´ α
n
,
t
s
“ q
p
and the weights u1 and u2 satisfy the condition
ru1, u2ssq :“ sup
QPDpRnq
ˆ 
Q
u
s
q1
1
u
s
q2
2
˙ 1
s
ˆ 
Q
u
´ 1
1´q
1
˙ 1´q
q1
ˆ 
Q
u
´1
1´q
2
˙ 1´q
q2 ă 8. (2.9)
Then we have
}BHpf, gqu
1
q1
1
u
1
q2
2
}Mst ď Cru1, u2ss~q sup
QPDpRnq
|Q|1{p
ˆ 
Q
|f |q1u1
˙1{q1 ˆ 
Q
|g|q2u2
˙1{q2
.
Remark 2.1. In [8], Hoang and Moen shown that the condition (2.9) is more general
than classical weight condition pu1, u2q P Ap ˆAp.
In the forthcoming sections of this paper, we mainly give proofs of Theorems 2.3, 2.4,
2.6, 2.7, 2.8 and 2.9. Theorems 2.2 and 2.5 can be proved using similar techniques as those
in the proof of Theorems 2.4 and 2.6, respectively. At the end of this paper, we show an
application of our results: a bilinear Stein-Weiss inequality.
3 Preliminaries and some lemmas
In this section, we present some preliminaries and lemmas for proving main results.
We may rearrange the commutators in any order as the following Proposition states, which
can be found in the paper [8].
Proposition 3.1. For any permutation σ on t1, ¨ ¨ ¨ , Nu,
rσp~bq, Bαsσp~βq “ r~b,Bαs~β , (3.1)
where σp~bq “ pbσp1q, ¨ ¨ ¨ , bσpNqq and σp~βq “ pβσp1q, ¨ ¨ ¨ , βσpNqq. In particular, equality (3.1)
is valid for any permutation σ0 be such that σ0p~βq “ p1, ¨ ¨ ¨ , 1, 2, ¨ ¨ ¨ , 2q.
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For simplicity in the notation and proof, from now on we will always assume that
~β “ p1, ¨ ¨ ¨ , 1, 2, ¨ ¨ ¨ , 2q
and reserve the notation m “ mp~βq to denote the number of 1’s in ~β.
We recall the following John-Nirenberg inequality (see [3, 6, 16]).
Lemma 3.1. Let 1 ď p ă 8. Assume that Q be a cube and b P BMO. Thenˆ 
Q
|bpxq ´mQpbq|pdx
˙ 1
p
ď C}b}BMO.
A dyadic grid DpRnq is a countable collection of cubes that satisfies the following
properties:
(1) Q P DpRnq ñ ℓpQq “ 2k for some k P Z.
(2) For each k P Z, the set tQ P DpRnq : ℓpQq “ 2ku forms a partition of Rn.
(3) Q,R P DpRnq ñ QXR P tH, P,Ru.
One very clear point for this concept is the dyadic grid that is formed by translating
and then dilating the nuit cube r0, 1qn all over Rn. More precisely, it is formulated as
DpRnq “ t2´kpr0, 1qn `mq : k P Z,m P Znu.
We invoke the following decomposition which is derived in [20–22].
Fix a cube Q0 P DpRnq. Let DpQ0q be the collection of all dyadic subcubes of Q0, that
is, all those cubes obtained by dividing Q0 into 2
n congruent cubes of half its side-length,
dividing each of those into 2n congruent cubes, and so on. By convention, Q0 itself belongs
to DpQ0q.
Lemma 3.2. For θ1, θ2 ą 1, let A “ p4 ¨ 18nq
1
θ1
` 1
θ2 and
γ :“
ˆ 
3Q0
|fpyq|θ1dy
˙ 1
θ1
ˆ 
3Q0
|gpzq|θ2dz
˙ 1
θ2
.
For k “ 1, 2, ¨ ¨ ¨ , we take
Dk :“
ď#
Q P DpQ0q :
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ 1
θ2 ą γAk
+
.
Considering the maximality cube, we have
Dk “
ď
j
Qkj .
Then we have
γAk ă
˜ 
3Qkj
|fpyq|θ1dy
¸ 1
θ1
˜ 
3Qkj
|gpzq|θ2dz
¸ 1
θ2
ď 2np 1θ1` 1θ2 qγAk.
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Let E0 :“ Q0zD1 and Ekj :“ Qkj zDk`1. Moreover we obtain
|Q0| ď 2|E0| and
ˇˇˇ
Qkj
ˇˇˇ
ď 2
ˇˇˇ
Ekj
ˇˇˇ
.
P roof . By the maximality of Qkj , we obtain the following:
γAk ă
˜ 
3Qkj
|fpyq|θ1dy
¸ 1
θ1
˜ 
3Qkj
|gpzq|θ2dz
¸ 1
θ2
ď 2np 1θ1` 1θ2 qγAk. (3.2)
Let E0 “ Q0zD1 and Ekj “ Qkj zDk`1. Then tE0u and tEkj u are disjoint and satisfy
E0
ď´ď
k,j
Ekj
¯
“ Q0.
For any fix fixed Qkj , we set
A1 :“
»–˜ˆ
3Qkj
|fpyq|θ1dy
¸ 1
θ1
˜ˆ
3Qkj
|gpzq|θ2dz
¸ 1
θ2
fifl´
θ2
θ1`θ2
pγAk`1q
θ2
θ1`θ2
˜ˆ
3Qkj
|fpyq|θ1dy
¸ 1
θ1
and
A2 :“
»–˜ˆ
3Qk
j
|fpyq|θ1dy
¸ 1
θ1
˜ˆ
3Qk
j
|gpzq|θ2dz
¸ 1
θ2
fifl´
θ1
θ1`θ2
pγAk`1q
θ1
θ1`θ2
˜ˆ
3Qk
j
|fpyq|θ2dy
¸ 1
θ2
.
Observe that A1A2 “ γAk`1. Define
Mθ1pfqpxq :“ sup
DpRnqQQQx
ˆ 
Q
|fpyq|θ1dy
˙ 1
θ1
and Mθ2pgqpxq :“ sup
DpRnqQQQx
ˆ 
Q
|gpzq|θ2dz
˙ 1
θ2
and
Mθ1,θ2pf, gqpxq :“ sup
DpRnqQQQx
ˆ 
Q
|fpyq|θ1dy
˙ 1
θ1
ˆ 
Q
|gpzq|θ2dz
˙ 1
θ2
.
By (3.2) we see that
Qkj XDk`1 Ă
!
x P Qkj : Mθ1,θ2pχQkj f, χQkj gqpxq ą γA
k`1
)
Ă
!
x P Qkj : Mθ1pχQkj fqpxqMθ2pχQkj gqpxq ą γA
k`1
)
Ă
!
x P Qkj : Mθ1pχQkj fqpxq ą A1
)ď!
x P Qkj : Mθ2pχQkj gqpxq ą A2
)
Ă
!
x P Rn : MpχQkj f
θ1qpxq ą Aθ1
1
)ď!
x P Rn : MpχQkj g
θ2qpxq ą Aθ2
2
)
.
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Owning to the weak-p1, 1q boundedness of M , we haveˇˇˇ
Qkj XDk`1
ˇˇˇ
ď
ˇˇˇ!
x P Rn : MpχQkj f
θ1qpxq ą Aθ1
1
)ˇˇˇ
`
ˇˇˇ!
x P Rn : MpχQkj g
θ2qpxq ą Aθ2
2
)ˇˇˇ
ď 3
n
Aθ1
1
ˆ
3Qkj
|fpyq|θ1dy ` 3
n
Aθ2
2
ˆ
3Qkj
|fpzq|θ2dz
“ 2 ¨ 3n
»– 1
γAk`1
˜ˆ
3Qkj
|fpyq|θ1dy
¸ 1
θ1
˜ˆ
3Qkj
|gpzq|θ2dz
¸ 1
θ2
fifl
θ1θ2
θ1`θ2
,
where we have used the defintions of A1 and A2. From (3.2) we further have
ˇˇˇ
Qkj XDk`1
ˇˇˇ
ď 2 ¨ 3n
»– 1
γAk`1
˜ 
3Qkj
|fpyq|θ1dy
¸ 1
θ1
˜ 
3Qkj
|gpzq|θ2dz
¸ 1
θ2
fifl
θ1θ2
θ1`θ2 ˇˇˇ
3Qkj
ˇˇˇ
ď 1
2
ˇˇˇ
3Qkj
ˇˇˇ
.
Similarly, we can get
|Q0| ď 2|E0|,
ˇˇ
Q10
ˇˇ ď 2 ˇˇE10 ˇˇ and ˇˇˇQkj 1 ˇˇˇ ď 2 ˇˇˇEkj 1 ˇˇˇ .
This finishes the proof of Lemma 3.2. ✷
The following two lemmas are essentially due to Iida [12].
Lemma 3.3. Let q1, q2 and a satisfy the conditions of Theorem 2.3, and then we can
choose auxiliary indices θ1, θ2, θ3, θ4 and θ5 so that the following conditions hold:
1. θ1, θ4 P p1, q1q, θ2, θ5 P p1, q2q and θ3 ą 1.
2. For the indices θ1 P p1, q1q and θ2 P p1, q2q, we can choose a˚ ą 1 such that
a˚θ1 ă q1 and a˚θ2 ă q2.
Assume in addition that, for these indices,
a ě max
#
θ3,
q1
pθ1p q1a˚θ1 q1q1
,
q2
pθ2p q2a˚θ2 q1q1
,
q1
pθ4p q1θ4 q1q1
,
q2
pθ5p q2θ5 q1q1
+
ą 1.
Then we obtain
max
"
θ1
ˆ
q1
a˚θ1
˙1
, θ4
ˆ
q1
θ4
˙1*
ď
´q1
a
¯1
and max
"
θ2
ˆ
q2
a˚θ2
˙1
, θ5
ˆ
q2
θ5
˙1*
ď
´q2
a
¯1
.
Lemma 3.4. Let a ą 1, 1 ă r1 ă q1, 1 ă r2 ă q2, 1{r1 ` 1{r2 “ 1 and 1 ă t ă r, and
then we can choose auxiliary indices ϑ1, ϑ2, ϑ3, ϑ4 and ϑ5 so that the following conditions
hold:
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1. ϑ1r1, ϑ4r1 P pr1, q1q, ϑ2r2, ϑ5r2 P pr2, q2q and ϑ3 ą 1.
2. Let L ą 1 and e P pt, rq such that eϑ3 ă Lt and e1ϑ3 ă t1.
3. For the indices ϑ1r1 P pr1, q1q and ϑ2r2 P pr2, q2q, we can choose a˚ ą 1 such that
a˚ϑ1r1 ă q1 and a˚ϑ2r2 ă q2.
Assume in addition that, for these indices,
a ě max
#
θ3, L,
q1
pϑ1r1p q1a˚ϑ1r1 q1q1
,
q2
pϑ2r2p q2a˚ϑ2r2 q1q1
,
q1
pϑ4r1p q1ϑ4r1 q1q1
,
q2
pϑ5r2p q2ϑ5r2 q1q1
+
ą 1.
Then we obtain
max
"
ϑ1r1
ˆ
q1
a˚ϑ1r1
˙1
, ϑ4r1
ˆ
q1
ϑ4r1
˙1*
ď
´q1
a
¯1
and
max
"
ϑ2r2
ˆ
q2
a˚ϑ2r2
˙1
, ϑ5r2
ˆ
q2
ϑ5r2
˙1*
ď
´q2
a
¯1
.
The following lemma is a simple property for BMO functions.
Lemma 3.5. Let b P BMO. Then for Q0, Q P DpRnq and Q Ľ Q0, these exists a natural
number k such that
|mQ0pbq ´mQpbq| ď k2n}b}BMO.
Proof. Since Q Ľ Q0, then there exists k “ 1, 2, ¨ ¨ ¨ such that
Qk :“ Q, Qj P DpRnq, Qj Ľ Qj´1 and |Qj | “ 2n|Qj´1|, j “ 1, 2, ¨ ¨ ¨ , k.
By triangle inequality, we obtain
|mQ0pbq ´mQpbq| “
ˇˇˇ kÿ
j“1
pmQj´1pbq ´mQjpbqq
ˇˇˇ
ď
kÿ
j“1
|mQj´1pbq ´mQjpbq|.
Moreover, we have
|mQ0pbq ´mQpbq| ď
kÿ
j“1
ˇˇˇˇ
ˇ
 
Qj´1
bpyqdy ´mQjpbq
ˇˇˇˇ
ˇ
ď
kÿ
j“1
 
Qj´1
|bpyq ´mQjpbq|dy
ď
kÿ
j“1
2n
|Qj |
ˆ
Qj
|bpyq ´mQj |dy
ď k2n}b}BMO.
This completes the proof of Lemma 3.5. ✷
To prove the results in Section 2, we also need the following lemma.
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Lemma 3.6. Let 0 ď α ă 2n and ~R “ pr1, r2q. Assume that 0 ă ri ă qi ă 8, i “ 1, 2. If
0 ă t ď s ă 8 and 0 ă q ď p ă 8 satisfy
1
s
“ 1
p
´ α
n
and
t
s
“ q
p
, (3.3)
where q is given by 1{q “ 1{q1 ` 1{q2, then
}M
α, ~R
pf, gq}Mst ď C sup
QPDpRnq
|Q| 1p
ˆ 
Q
|fpyq|q1dy
˙ 1
q1
ˆ 
Q
|gpzq|q2dz
˙ 1
q2
.
Finally we define A8 as the union of all Ap classes for p ą 1. From [3], we know the
following facts.
Lemma 3.7. If w P A8, then the following hold:
i) For every η P p0, 1q, there exists κ P p0, 1q such that: given a cube Q and E Ď Q
with |E| ď η|Q|, we will also have wpEq ď κwpQq.
ii) There exist an ϑ3 ą 1 such thatˆ 
Q
wpxqϑ3dx
˙ 1
ϑ3 ď C
 
Q
wpxqdx.
Let a nonnegative locally integrable function w on Rn belong to the reverse Ho¨lder
class RHν for 1 ă ν ă 8 if it satisfies the reverse Ho¨lder inequality with exponent ν, i.e.ˆ 
Q
wpxqνdx
˙ 1
ν
ď C
 
Q
wpxqdx,
where the constant C is universal for all cubes Q Ă Rn.
Duoandikoetxea and Rosenthal [4] proved an extrapolation theorem for A8 weights.
Namely,
Lemma 3.8. Let 0 ă q0 ă 8 and let F be a collection of nonnegative measurable pairs
of functions. Assume that for every pf, gq P F every w P A8, we haveˆ
Rn
|f |q0w ď C
ˆ
Rn
|g|q0w,
whenever the left-hand side is finite. Then for every 0 ă q ă 8, every 0 ă q ď p ă 8 and
every w P A8, we have
}f}Mpqpwq ď C}g}Mpqpwq,
whenever the left-hand side is finite.
Furthermore, if w P RHν and q ď p ď qν, we have
}g}Mpqpwq ď C}f}Mpqpwq,
whenever the left-hand side is finite.
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We also need the following a characterization of a multiple weights given by Iida [10].
Lemma 3.9. Let 1 ă q1, q2 ă 8 and tˆ ě q with 1{q “ 1{q1 ` 1{q2. Then, for two weights
w1, w2, the inequality
sup
QPDpRnq
ˆ 
Q
pw1w2qtˆ
˙1{tˆ 2ź
i“1
ˆ 
Q
w
´q1i
i
˙1{q1i
ă 8
holds if and only if $&% pw1w2q
tˆ P A
1`tˆp2´1{qq,
w
´q1i
i P Aq1ip1{tˆ`2´1{qq, i “ 1, 2.
4 The proof of Theorem 2.3
Without loss of generality, we may assume that f and g are nonnegative, bounded and
compactly supported. By induction, it is obvious that
r~b,Bαs~βpf, gqpxq “
ˆ
Rn
mź
i“1
pbipxq ´ bipx´ yqq
Nź
i“m`1
pbipxq ´ bipx` yqqfpx´ yqgpx ` yq|y|n´α dy.
(4.1)
Fix a dyadic cube Q P DpRnq. Let Dν be the collection of dyadic cubes and the volume
of the elements of Dν is 2
nν . For x P Q0, we have
|r~b,Bαs~βpf, gqpxq| ď C
ÿ
νPZ
ÿ
QPDpRnq
|Q|“2nν
2´νpn´αqχQpxq
ˆ
|y|ďℓpQq
mź
i“1
|bipxq ´ bipx´ yq|
ˆ
Nź
i“m`1
|bipxq ´ bipx` yq|fpx´ yqgpx` yqdy
“ C
ÿ
νPZ
´ ÿ
QPDν
Q0ĎQ
`
ÿ
QPDν
QĽQ0
¯
2´νpn´αqχQpxq
ˆ
|y|ďℓpQq
mź
i“1
|bipxq ´ bipx´ yq|
ˆ
Nź
i“m`1
|bipxq ´ bipx` yq|fpx´ yqgpx` yqdy “: CpT1pxq `T2pxqq.
(4.2)
For each Q P DpRnq, let
λi “ λipQq “
 
3Q
bipxqdx, (4.3)
where i “ 1, ¨ ¨ ¨ , N , and then we have
mź
i“1
pbipxq ´ bipx´ yqq “
mź
i“1
rpbipxq ´ λiq ` pλi ´ bipx´ yqqs
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“
ÿ
AĎt1,¨¨¨ ,mu
ź
iPA
pbipxq ´ λiq
ź
iPA¯
pλi ´ bipx´ yqq. (4.4)
Similarly, there holds
Nź
i“m`1
pbipxq ´ bipx` yqq “
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iPB
pbipxq ´ λiq
ź
iPB¯
pλi ´ bipx` yqq. (4.5)
Now, we start to estimate T1pxq and T2pxq.
Estimate of T1. By the defintion of T1, trangle inequality, the equalities (4.3), (4.4) and
(4.5), we obtain
T1pxq ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|αn´1
ˆ
|y|8ďℓpQq
ź
iPAYB
|bipxq ´ λi|
ź
iPA¯
|bipx´ yq ´ λi|
ˆ
ź
iPB¯
|bipx` yq ´ λi|fpx´ yqgpx` yqdyχQpxq. (4.6)
Since t ď 1, we have
ˆ
Q0
p|T1pxq|vpxqqtdx À
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|pαn´1qt
ˆ
Q
«ˆ
|y|8ďℓpQq
ź
iPA¯
|bipx´ yq ´ λi|
ˆ
ź
iPB¯
|bipx` yq ´ λi|fpx´ yqgpx` yqdy
fft « ź
iPAYB
|bipxq ´ λi|
fft
vpxqtdx.
If we use Ho¨lder’s inequality with the pair p1
t
, 1
1´tq, we will arrive at the inequality
ˆ
Q0
p|T1pxq|vpxqqtdx À
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|pαn´1qt
«ˆ
Q
ˆ
|y|8ďℓpQq
ź
iPA¯
|bipx´ yq ´ λi|
ˆ
ź
iPB¯
|bipx` yq ´ λi|fpx´ yqgpx` yqdydx
fft «ˆ
Q
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
ff1´t
.
By a change of variables, we obtain
ˆ
Q0
p|T1pxq|vpxqqtdx ď C
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|αn t`1
« 
3Q
ź
iPA¯
|bipyq ´ λi|fpyqdy
ˆ
 
3Q
ź
iPB¯
|bipzq ´ λi|gpzqdz
fft « 
Q
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
ff1´t
.
(4.7)
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Now by using Ho¨lder’s inequality for θ1 ą 1 and Lemma 3.1, we obtain the following
estimates:
II0 :“
 
3Q
ź
iPA¯
|bipyq ´ λi|fpyqdy ď
˜ 
3Q
ź
iPA¯
|bipyq ´ λi|θ11dy
¸ 1
θ1
1
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ď
ź
iPA¯
ˆ 
3Q
|bipyq ´ λi||A¯|θ11dy
˙ 1
|A¯|θ1
1
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ď C
ź
iPA¯
}bi}BMO
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
.
For θ2 ą 1, similar to the estimate for II0, we have
 
3Q
ź
iPB¯
|bipzq ´ λi|gpzqdz ď C
ź
iPB¯
}bi}BMO
ˆ 
3Q
|gpzq|θ2dz
˙ 1
θ2
.
Then we obtain
 
Q
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx ď
˜ 
Q
ź
iPAYB
|bipxq ´ λi|
θ1
3
t
1´t dx
¸ 1
θ1
3
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1
θ3
ď
ź
iPAYB
}bi}
t
1´t
BMO
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1
θ3
,
where this estimate is based on the facts θ3 ą 1 and t ě 12 .
Substituting these estimates into (4.7), we come up with the following estimates:
ˆ
Q0
p|T1pxq|vpxqqtdx ď C}~b}tBMON
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|αn t`1
ˆ
ˆ 
3Q
|fpyq|θ1dy
˙ t
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ t
θ2
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3
.
(4.8)
From here, it suffices to estimate inner most sum of the last expression in (4.8) for a
general dyadic grid DpRnq. We denote this sum as
S :“
ÿ
QPDpQ0q
|Q|αn t`1
ˆ 
3Q
|fpyq|θ1dy
˙ t
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ t
θ2
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3
.
Nxet we will estimate for S. Let
D0pQ0q :“
#
Q P DpQ0q :
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ 1
θ2 ď γA
+
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and
D
k
j pQ0q :“
#
Q P DpQ0q : Q Ď Qkj , γAk ă
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ 1
θ2 ď γAk`1
+
,
where Qkj is as in Lemma 3.2. Then we have
DpQ0q “ D0pQ0q
ď´ď
k,j
D
k
j pQ0q
¯
.
From the definition of S, we obtain
S “
´ ÿ
QPDpQ0q
`
ÿ
k,j
ÿ
QPDkj pQ0q
¯
|Q|αn t`1
ˆ 
3Q
|fpyq|θ1dy
˙ t
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ t
θ2
ˆ 
Q
vpxq θ3t1´t dx
˙ 1´t
θ3
“: S0 `
ÿ
k,j
S
k
j .
Now we begin to evaluate Skj . If Q P Dkj pQ0q, we haveˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ 1
θ2 ď γAk`1.
Therefore, we obtain
S
k
j ď pγAk`1qt
ÿ
QPDkj pQ0q
|Q|αn t`1
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3
.
Since ÿ
QPDkj pQ0q
“
ÿ
QPDkj pQ0q
QĎQkj
andÿ
QPDkj pQ0q
QĎQkj
|Q|αn t`1
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3
“
8ÿ
i“0
ÿ
QPDkj pQ0q, QĎQ
k
j
ℓpQq“2´iℓpQkj q
|Q|αn t`1´
1´t
θ3
ˆˆ
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3
“ |Qkj |
α
n
t`1´ 1´t
θ3
8ÿ
i“0
2
´α
n
t´1` 1´t
θ3
ÿ
QPDkj pQ0q, QĎQ
k
j
ℓpQq“2´iℓpQkj q
ˆˆ
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3
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ď |Qkj |
α
n
t`1´ 1´t
θ3
8ÿ
i“0
2
´α
n
t´1` 1´t
θ3
»—————–
ÿ
QPDkj pQ0q, QĎQ
k
j
ℓpQq“2´iℓpQkj q
ˆ
Q
vpxq
θ3t
1´t dx
fiffiffiffiffiffifl
1´t
θ3
»—————–
ÿ
QPDkj pQ0q, QĎQ
k
j
ℓpQq“2´iℓpQkj q
1
fiffiffiffiffiffifl
1´ 1´t
θ3
“ |Qkj |
α
n
t`1´ 1´t
θ3
˜ˆ
Qkj
vpxq
θ3t
1´t dx
¸ 1´t
θ3 8ÿ
i“0
2´αti “ 2
αt
2αt ´ 1 |Q
k
j |
α
n
t`1
˜ 
Qkj
vpxq
θ3t
1´t dx
¸ 1´t
θ3
,
we get
S
k
j ď CpγAk`1qt|Qkj |
α
n
t`1
˜ 
Qkj
vpxq
θ3t
1´t dx
¸ 1´t
θ3
ď CA|Qkj |
α
n
t`1
˜ 
3Qkj
|fpyq|θ1dy
¸ t
θ1
˜ 
3Qkj
|gpzq|θ2dz
¸ t
θ2
˜ 
Qkj
vpxq θ3t1´t dx
¸ 1´t
θ3
,
where we have used the inequality˜ 
3Qkj
|fpyq|θ1dy
¸ 1
θ1
˜ 
3Qkj
|gpzq|θ2dz
¸ 1
θ2
ą γAk
in the last step. By Lemma 3.2, we have
S
k
j ď C|Qkj |
α
n
t
˜ 
3Qkj
|fpyq|θ1dy
¸ t
θ1
˜ 
3Qkj
|gpzq|θ2dz
¸ t
θ2
˜ 
Qkj
vpxq
θ3t
1´t dx
¸ 1´t
θ3
|Qkj |
ď C
ˆ
Ek
j
|Mθ1,θ2α,θ3tpf, g, vqpxq|tdx,
where
M
θ1,θ2
α,θ3t
pf, g, vqpxq “ sup
QQx
|Q|αn
ˆ 
3Q
|fpyq|θ1dy
˙ 1
θ1
ˆ 
3Q
|gpzq|θ2dz
˙ 1
θ2
ˆ 
Q
vpxq
θ3t
1´t dx
˙ 1´t
θ3t
.
A similar argument gives us the following estimate:
S0 ď C
ˆ
E0
|Mθ1,θ2α,θ3t pf, g, vqpxq|tdx.
Summing up S0 and S
k
j , we obtain
S “ S0 `
ÿ
k,j
S
k
j ď C
ˆ
Q0
|Mθ1,θ2α,θ3tpf, g, vqpxq|tdx.
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By using Ho¨lder’s inequality for q1
a˚θ1
ą 1, q2
a˚θ2
ą 1 and θ3 ď a as in Lemma 3.3, it yields
M
θ1,θ2
α,θ3t
pf, g, vqpxq ď C sup
QQx
|Q|αn
ˆ 
3Q
|fpyqw1pyq|
q1
a˚ dy
˙ a˚
q1
ˆ 
3Q
|gpzqw2pzq|
q2
a˚ dz
˙ a˚
q2
ˆ
ˆ 
3Q
w1pyq´θ1
´
q1
a˚θ1
¯1
dy
˙ 1
θ1
ˆ
q1
a˚θ1
˙1 ˆ 
3Q
w2pzq´θ2
´
q2
a˚θ2
¯1
dz
˙ 1
θ2
ˆ
q2
a˚θ2
˙1 ˜ 
Qkj
vpxq at1´t dx
¸ 1´t
at
.
From Lemma 3.3, we have θ1
´
q1
a˚θ1
¯1 ď ` q1
a
˘1
and θ2
´
q2
a˚θ2
¯1 ď `q2
a
˘1
.
Utilizing Ho¨lder’s inequality, we obtain
M
θ1,θ2
α,θ3t
pf, g, vqpxq ď C sup
QQx
|Q|αn
ˆ 
3Q
|fpyqw1pyq|
q1
a˚ dy
˙ a˚
q1
ˆ 
3Q
|gpzqw2pzq|
q2
a˚ dz
˙ a˚
q2
ˆ |3Q|
|Q|
˙ 1´s
as
ˆ |3Q| 1r
ˆ |Q|
|3Q|
˙ 1´s
as
|3Q|´ 1r
ˆ 
3Q
w1pyqp
q1
a q1dy
˙ 1
p q1a q1
ˆ 
3Q
w2pzqp
q2
a q1dz
˙ 1
p q2a q1
˜ 
Qkj
vpxq at1´t dx
¸ 1´t
at
ď Crv, ~wsq,as
t,~q{aMα´n{r,~q{a˚pfw1, gw2qpxq, (4.9)
where we have used the condition (2.1) in the last step. For 1 ď s ă 8, by condition
(2.2), we obtain an estimate which is similar to (4.9)
M
θ1,θ2
α,θ3t
pf, g, vqpxq ď Crv, ~wsq,as
t,~q{aMα´n{r,~q{a˚pfw1, gw2qpxq. (4.10)
From Lemma 3.5, the inequalities (4.9) and (4.10), it yields that
|Q0|
1
s
ˆ 
Q0
|Mθ1,θ2α,θ3tpf, g, vqpxq|tdx
˙ 1
t
ď Crv, ~wsq,as
t,~q{a}Mα´n{r,~q{a˚pfw1, gw2q}Mst
ď Crv, ~wsq,as
t,~q{a sup
QPDpRnq
|Q| 1p
ˆ 
Q
pfw1qq1
˙ 1
q1
ˆ 
Q
pfw2qq2
˙ 1
q2
,
where
α
n
ą 1
r
,
1
s
“ 1
p
´ α´ n{r
n
and
t
s
“ q
p
.
Therefore we have
}T1v}Mst ď Crv, ~wsq,ast,~q{a sup
QPDpRnq
|Q| 1p
ˆ 
Q
pfw1qq1
˙ 1
q1
ˆ 
Q
pfw2qq2
˙ 1
q2
. (4.11)
Estimate of T2pxq. A normalization allows us to assume that
sup
QPDpRnq
|Q| 1p
ˆ 
Q
|fpyqw1pyq|q1dy
˙ 1
q1
ˆ 
Q
|gpzqw2pzq|q2dz
˙ 1
q2 “ 1. (4.12)
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Combining the equalities (4.3)-(4.5), Ho¨lder’s inequality with the definition of T2pxq, we
have the following estimate:
ˆ
Q0
p|T2pxq|vpxqqtdx ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QĽQ0
QPDpRnq
|Q|pαn´1qt
«ˆ
Q
ˆ
|y|8ďℓpQq
ź
iPA¯
|bipx´ yq ´ λi|
ˆ
ź
iPB¯
|bipx` yq ´ λi|fpx´ yqgpx` yqdydx
fft «ˆ
Q0
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
ff1´t
ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QĽQ0
QPDpRnq
|Q|pαn`1qt
« 
3Q
ź
iPA¯
|bipyq ´ λi|fpyqdy
 
3Q
ź
iPB¯
|bipzq ´ λi|gpzqdz
fft
ˆ
«ˆ
Q0
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
ff1´t
.
Using Ho¨lder’s inquality for θ4 ą 1 and q1θ4 ą 1 as in Lemma 3.3, we obtain
 
3Q
ź
iPA¯
|bipyq ´ λi|fpyqdy ď
˜ 
3Q
ź
iPA¯
|bipyq ´ λi|θ14dy
¸ 1
θ1
4
ˆ 
3Q
|fpyq|θ4dy
˙ 1
θ4
ď
ź
iPA¯
}bi}BMO
ˆ 
3Q
|fpyqw1pyq|q1dy
˙ 1
q1
ˆ 
3Q
w1pyq´θ4
´
q1
θ4
¯1
dy
˙ 1
θ4
ˆ
q1
θ4
˙1
.
Similarly, we have
 
3Q
ź
iPB¯
|bipzq´λi|gpzqdz ď
ź
iPB¯
}bi}BMO
ˆ 
3Q
|gpzqw2pzq|q2dz
˙ 1
q2
ˆ 
3Q
w2pzq´θ5
´
q5
θ5
¯1
dz
˙ 1
θ5
ˆ
q2
θ5
˙1
.
By (4.12), we obtain
 
3Q
ź
iPA¯
|bipyq ´ λi|fpyqdy
 
3Q
ź
iPB¯
|bipzq ´ λi|gpzqdz
ď C|3Q|´ 1p
ź
iPA¯YB¯
}bi}BMO
ˆ 
3Q
w1pyq´θ4
´
q1
θ4
¯1
dy
˙ 1
θ4
ˆ
q1
θ4
˙1 ˆ 
3Q
w2pzq´θ5
´
q5
θ5
¯1
dz
˙ 1
θ5
ˆ
q2
θ5
˙1
.
Since we have the assumption that a ě
!
q1
pθ4pq1{θ4q1q1 ,
q2
pθ5pq2{θ2q1q1
)
ą 1, it can be inferred
from the Ho¨lder’s inequality that
ˆ 
3Q
w1pyq´θ4
´
q1
θ4
¯1
dy
˙ 1
θ4
ˆ
q1
θ4
˙1
ď
ˆ 
3Q
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
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and ˆ 
3Q
w2pzq´θ5
´
q2
θ5
¯1
dz
˙ 2
θ5
ˆ
q2
θ5
˙1
ď
ˆ 
3Q
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1 .
Then we have 
3Q
ź
iPA¯
|bipyq ´ λi|fpyqdy
 
3Q
ź
iPB¯
|bipzq ´ λi|gpzqdz
ď C|3Q|´ 1p
ź
iPA¯YB¯
}bi}BMO
ˆ 
3Q
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆ 
3Q
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1 . (4.13)
By Ho¨lder’s inequality for a ě θ3 ą 1 as in Lemma 3.3, we obtain˜ˆ
Q0
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
¸1´t
ď
˜ˆ
Q0
ź
iPAYB
|bipxq ´ λi|
θ1
3
t
1´t dx
¸ 1´t
θ1
3
ˆˆ
Q0
vpxq
tθ3
1´t dx
˙ 1´t
θ3
ď C
ź
iPAYB
ˆ 
3Q0
|bipxq ´ λi|
θ1
3
t|AYB|
1´t dx
˙ 1´t
θ1
3
|AYB|
ˆ 
Q0
vpxq
tθ3
1´t dx
˙ 1´t
θ3 |Q0|1´t
ď C
ź
iPAYB
ˆ 
3Q0
|bipxq ´ λi|
θ1
3
t|AYB|
1´t dx
˙ 1´t
θ1
3
|AYB|
ˆ 
Q0
vpxq at1´t dx
˙ 1´t
a
|Q0|1´t.
We now evaluate |bi ´ λi|. If Q Ľ Q0 and Q P DpRnq, then there exists k “ 1, 2, ¨ ¨ ¨ such
that Qk :“ Q, Qj P DpRnq, Qj Ľ Qj´1 and |Qj| “ 2n|Qj´1| pj “ 1, 2, ¨ ¨ ¨ , kq. By Lemma
3.5, we have
|bi ´ λi| ď |bipxq ´m3Q0pbiq| ` k2n}bi}BMO. (4.14)
Using the inequality (4.14), Minkowski’s inequality and Lemma 3.1, we obtainˆ 
3Q0
|bipxq ´ λi|
θ1
3
t|AYB|
1´t dx
˙ 1´t
θ1
3
|AYB|
ď
ˆ 
3Q0
p|bipxq ´m3Q0pbiq| ` k2n}bi}BMOq
θ1
3
t|AYB|
1´t dx
˙ 1´t
θ1
3
|AYB|
ď
ˆ 
3Q0
|bipxq ´m3Q0pbiq|
θ1
3
t|AYB|
1´t dx
˙ 1´t
θ1
3
|AYB| ` k2n}bi}BMO
ď Cp1` k2nq}bi}BMO.
Hence,˜ˆ
Q0
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
¸1´t
ď Ckt
ź
iPAYB
}bi}t˚
ˆ 
Q0
vpxq at1´t dx
˙ 1´t
a
|Q0|1´t.
(4.15)
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Next, we consider the Morrey norm of T2pxq as follows,
|Q0|
1
s
ˆ 
Q0
|T2pxqvpxq|tdx
˙ 1
t
“
ˆ
|Q0|
t
s
 
Q0
|T2pxqvpxq|tdx
˙ 1
t
.
Combining the inequalities (4.13), (4.15) with the condition (2.1), we have
|Q0|
t
s
 
Q0
|T2pxqvpxq|tdx ď C
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iPA¯YB¯
}bi}t˚
ÿ
QĽQ0
QPDpRnq
|Q|pαn`1qt|Q0|
t
s
´1|3Q|´ tp
ˆ
ˆ 
3Q
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆ 
3Q
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1
˜ˆ
Q0
ź
iPAYB
|bipxq ´ λi|
t
1´t vpxq t1´t dx
¸1´t
ď C
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iPA¯YB¯
}bi}t˚
ź
iPAYB
}bi}t˚
8ÿ
k“1
kt
ÿ
QkPDpRnq
QkĚQ, |Qk|“2kn|Q0|
|Qk|p
α
n
`1qt|Q0| ts´t
ˆ |3Qk|´
t
p
ˆ 
3Qk
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆ 
3Qk
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1
ˆ 
Q0
vpxq at1´t dx
˙ 1´t
a
ď C}~b}t
BMO
N
8ÿ
k“1
kt
ÿ
QkPDpRnq
QkĚQ, |Qk|“2kn|Q0|
«ˆ |Q0|
|3Qk|
˙ 1´s
as
|3Qk|
1
r
ˆ 
3Qk
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆ
ˆ 
3Qk
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1
ˆ 
Q0
vpxq at1´tdx
˙ 1´t
at
fftˆ |Q0|
|3Qk|
˙ p1´sqt
s
p1´ 1
a
q
ď C}~b}t
BMO
N
´
rv, ~wsr,as
t,~q{a
¯t 8ÿ
k“1
kt
ÿ
QkPD
QkĚQ, |Qk|“2kn|Q0|
2
p1´sqntk
s
p1´ 1
a
q
ď C}~b}t
BMO
N
´
rv, ~wsr,as
t,~q{a
¯t 8ÿ
k“1
kt2
p1´sqntk
s
p1´ 1
a
q
ď C}~b}t
BMO
N
´
rv, ~wsr,as
t,~q{a
¯t
.
Then for 0 ă s ă 1, there holds
|Q0|
1
s
ˆ 
Q0
|T2pxqvpxq|tdx
˙ 1
t
ď C}~b}
BMON
rv, ~wsr,as
t,~q{a. (4.16)
For 1 ď s ă 8, applying condition (2.2), the inequality (4.16) also holds.
Combining (4.11) with (4.16), it yields that
}Bαpf, gqv}Mst
ď C}~b}
BMO
N rv, ~wsr,ast,~q{a sup
QPDpRnq
|Q| 1p
ˆ 
Q
|fpyqw1pyq|q1dy
˙ 1
q1
ˆ 
Q
|gpzqwzpzq|q2dz
˙ 1
q2
.
This completes the proof of Theorem 2.3. ✷
23
5 The proof Theorem 2.4
Let us keep using the notations T1 and T2 as in Theorem 2.3.
Eestimate of T1. By the duality argument, we haveˆˆ
Q0
|T1pxqvpxq|tdx
˙ 1
t
“ sup
}h}
Lt
1
pQ0q
“1
ˆˆ
Q0
T1pxqvpxqhpxqdx
˙
.
Without loss of generality, we may still assume that f and g are nonnegative, bounded
and compactly supported. From (4.6), we have
ˆ
Q0
T1pxqvpxqhpxqdx ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|αn´1
ˆ
Q
ˆ
|y|8ďℓpQq
ź
iPA¯
|bipx´ yq ´ λi|
ˆ
ź
iPB¯
|bipx` yq ´ λi|fpx´ yqgpx ` yqdy
ź
iPAYB
|bipxq ´ λi|vpxqhpxqdx.
If we use Ho¨lder’s inequality with the pair pr1, r2q for the inner integral, and then perform
a change in variables, we will arrive at
ˆ
Q0
T1pxqvpxqhpxqdx ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QPDpQ0q
|Q|αn´1
«ˆ
3Q
ź
iPA¯
p|bipyq ´ λi|fpyqqr1dy
ff 1
r1
ˆ
«ˆ
3Q
ź
iPB¯
p|bipzq ´ λi|gpzqqr2dz
ff 1
r2
ˆ
Q
ź
iPAYB
|bipxq ´ λi|vpxqhpxqdx.
We now use Ho¨lder’s inequality for ϑ1, ϑ2, ϑ3 ą 1 as in Lemma 3.4 and Lemma 3.2 to get
the following estimates,
 
3Q
ź
iPA¯
p|bipyq ´ λi|fpyqqr1dy ď
ź
iPA¯
ˆ 
3Q
|bipyq ´ λi|ϑ11r1|A¯|dy
˙ 1
ϑ1
1
|A¯|
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1
ď C
ź
iPA¯
}bi}r1BMO
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1
, (5.1)
 
3Q
ź
iPB¯
p|bipzq ´ λi|gpzqqr2dz ď
ź
iPB¯
ˆ 
3Q
|bipzq ´ λi|ϑ12r2|B¯|dz
˙ 1
ϑ1
2
|B¯|
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2
ď C
ź
iPB¯
}bi}r2BMO
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2
(5.2)
and  
Q
ź
iPAYB
|bipxq ´ λi|vpxqhpxqdx
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ď
ź
iPAYB
ˆ 
Q
|bipxq ´ λi|ϑ13|AYB|dz
˙ 1
ϑ1
3
|AYB|
ˆ 
Q
pvpxqhpxqqϑ3dx
˙ 1
ϑ3
ď C
ź
iPAYB
}bi}BMO
ˆ 
Q
pvpxqhpxqqϑ3dx
˙ 1
ϑ3
. (5.3)
By the above three estimates (5.1), (5.2) and (5.3), we come up with the following estimate:
ˆ
Q0
T1pxqvpxqhpxq ď C}~b}BMON
ÿ
QPDpQ0q
|Q|αn`1
ˆ
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1r1
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2r2
ˆ 
Q
pvpxqhpxqqϑ3dx
˙ 1
ϑ3
. (5.4)
To estimate (5.4), we will consider DpQ0q divided into two parts. Let
D
1
0pQ0q :“
#
Q P DpQ0q :
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1r1
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2r2 ď γ1A1
+
and Dkj
1pQ0q denote the following family of cubes Q:#
Q P DpQ0q : Q Ď Qkj
1
, γ1A1
k ă
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1r1
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2r2 ď γ1A1k`1
+
,
where Qkj
1
is as in Lemma 3.2. Then we have
DpQ0q “ D10pQ0q
ď´ď
k,j
D
k
j
1pQ0q
¯
. (5.5)
By the inequality (5.4) and the equality (5.5), we obtain
ˆ
Q0
T1pxqvpxqhpxq ď C}~b}BMON
´ ÿ
QPD1
0
pQ0q
`
ÿ
k,j
ÿ
QPDkj
1
pQ0q
¯
|Q|αn`1
ˆ
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1r1
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2r2
ˆ 
Q
pvpxqhpxqqϑ3dx
˙ 1
ϑ3
“: C}~b}
BMON
´
T0 `
ÿ
k,j
T
k
j
¯
.
Next, we will estimate for T kj . If Q P Dkj 1pQ0q, one hasˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1r1
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2r2 ď γ1A1k`1.
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Hence, we obtain
T
k
j ď γ1A1k`1
ÿ
QPDkj
1
pQ0q
|Q|αn`1
ˆ 
Q
pvpxqhpxqqϑ3dx
˙ 1
ϑ3
ď γ1A1k`1|Qkj
1|αn
ÿ
QPDkj
1
pQ0q
|Q|
ˆ 
Q
pvpxqhpxqqϑ3dx
˙ 1
ϑ3
ď γ1A1k`1|Qkj
1|αn
ÿ
QPDkj
1
pQ0q
ˆ
Q
ˆ 
Q
pvpyqhpyqqϑ3dy
˙ 1
ϑ3
dx.
Since
γ1A1
k ă
˜ 
3Qkj
1
|fpyq|ϑ1r1dy
¸ 1
ϑ1r1
˜ 
3Qkj
1
|gpzq|ϑ2r2dz
¸ 1
ϑ2r2
,
we have
T
k
j ď A1|Qkj
1|αn
˜ 
3Qk
j
1
|fpyq|ϑ1r1dy
¸ 1
ϑ1r1
˜ 
3Qk
j
1
|gpzq|ϑ2r2dz
¸ 1
ϑ2r2
ˆ
ÿ
QPDkj
1
pQ0q
ˆ
Q
M rpvkj hqϑ3spxq
1
ϑ3 dx,
where vkj “ vχQkj 1 and the symbol M is the ordinary Hardy-Littlewood maximal operator.
By Lemma 3.2, we obtain the following estimate for T kj
T
k
j ď A1|Qkj
1|αn`1
˜ 
3Qkj
1
|fpyq|ϑ1r1dy
¸ 1
ϑ1r1
˜ 
3Qkj
1
|gpzq|ϑ2r2dz
¸ 1
ϑ2r2
 
Qkj
1
M rpvkj hqϑ3 spxq
1
ϑ3 dx
ď 2A1|Ekj
1||Qkj
1|αn
˜ 
3Qkj
1
|fpyq|ϑ1r1dy
¸ 1
ϑ1r1
˜ 
3Qkj
1
|gpzq|ϑ2r2dz
¸ 1
ϑ2r2
 
Qkj
1
M rpvkj hqϑ3 spxq
1
ϑ3 dx
“ 2A1
ˆ
Ekj
1
|Qkj
1|αn
˜ 
3Qkj
1
|fpy1q|ϑ1r1dy1
¸ 1
ϑ1r1
˜ 
3Qkj
1
|gpzq|ϑ2r2dz
¸ 1
ϑ2r2
 
Qkj
1
M rpvkj hqϑ3 spxq
1
ϑ3 dxdy.
We may take c P pt, rq and L ą 1 as in Lemma 3.4. Using Ho¨lder’s inequality for c ą 1,
we have
M rpvkj hqϑ3 spxq
1
ϑ3 ďM rpvkj qcϑ3spxq
1
cϑ3M rhc1ϑ3spxq
1
c1ϑ3 .
By Ho¨lder’s inequality for Lt ą 1, we obtain the following inequality:
 
Qkj
1
M rpvkj hqϑ3 spxq
1
ϑ3 dx ď
˜ 
Ekj
1
M rpvkj qcϑ3spxq
Lt
cϑ3 dx
¸ 1
Lt
˜ 
Ekj
1
M rhc1ϑ3spxq
pLtq1
c1ϑ3 dx
¸ 1
pLtq1
.
26
Since cϑ3 ă Lt, the boundedness of M : L
Lt
cϑ3 Ñ L Ltcϑ3 gives us the following inequality
 
Qkj
1
M rpvkj hqϑ3spxq
1
ϑ3 dx ď
˜
1
|Qkj 1|
ˆ
Rn
pvkj pxqqLtdx
¸ 1
Lt
˜ 
Ekj
1
M rhc1ϑ3spxq
pLtq1
c1ϑ3 dx
¸ 1
pLtq1
.
Since a ě L ą 1, it follows from Ho¨lder’s inequality for a
L
ě 1 that
 
Qkj
1
M rpvkj hqϑ3spxq
1
ϑ3 dx ď C
˜ 
Qkj
1
vpxqatdx
¸ 1
at
˜ 
Ekj
1
M rhc1ϑ3spxq
pLtq1
c1ϑ3 dx
¸ 1
pLtq1
.
By Lemma 3.4, it implies that
T
k
j ď 2A1
ˆ
Ekj
1
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ¨M rM rhc
1ϑ3s
pLtq1
c1ϑ3 spxq
1
pLtq1 dx,
where rϑ1 “ r1ϑ1, rϑ2 “ r2ϑ2 and
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq
“ sup
QQx
|Q|αn
ˆ 
3Q
|fpyq|ϑ1r1dy
˙ 1
ϑ1r1
ˆ 
3Q
|gpzq|ϑ2r2dz
˙ 1
ϑ2r2
ˆ 
Q
vpxqatdx
˙ 1
at
.
A similar argument gives us the following estimate
T0 ď 2A1
ˆ
E0
1
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ¨M rM rhc
1ϑ3s
pLtq1
c1ϑ3 spxq
1
pLtq1 dx.
Summing up T0 and T
k
j , one can obtain
T0 `
ÿ
k,j
T
k
j ď 2A1
ˆ
Q0
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ¨M rM rhc
1ϑ3s
pLtq1
c1ϑ3 spxq
1
pLtq1 dx.
By Ho¨lder’s inequality for t ą 1, we have
ˆ
Q0
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ¨M rM rhc
1ϑ3s
pLtq1
c1ϑ3 spxq
1
pLtq1 dx
ď
ˆˆ
Q0
M
rϑ1 ,rϑ2
α,at pf, g, vqpxqtdx
˙ 1
t
ˆˆ
Q0
M rM rhc1ϑ3s
pLtq1
c1ϑ3 spxq
t1
pLtq1 dx
˙ 1
t1
.
Since pLtq1 ă t1, the boundedness of M : L
t1
pLtq1 Ñ L
t1
pLtq1 tells us thatˆˆ
Q0
M rM rhc1ϑ3s
pLtq1
c1ϑ3 spxq
t1
pLtq1 dx
˙ 1
t1
ď C
ˆˆ
Rn
M rhc1ϑ3spxq
pLtq1
c1ϑ3
¨ t
1
pLtq1 dx
˙ 1
t1
“ C
ˆˆ
Rn
M rhc1ϑ3spxq
t1
c1ϑ3 dx
˙ 1
t1
.
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Noting c1ϑ3 ă t1 and the boundedness of M : L
t1
c1ϑ3 Ñ L
t1
c1ϑ3 , we getˆˆ
Rn
M rhc1ϑ3spxq
t1
c1ϑ3 dx
˙ 1
t1 ď C
ˆˆ
Q0
|hpxq|c1ϑ3¨
t1
c1ϑ3 dx
˙ 1
t1 “ C
ˆˆ
Q0
|hpxq|t1dx
˙ 1
t1 ď C.
Therefore, we have
ˆ
Q0
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ¨M rM rhc
1ϑ3s
pLtq1
c1ϑ3 spxq
1
pLtq1 dx ď C
ˆˆ
Q0
M
rϑ1 ,rϑ2
α,at pf, g, vqpxqtdx
˙ 1
t
.
Applying Ho¨lder’s inequality for q1
rϑ1a˚
ą 1 and q2
rϑ2a˚
ą 1 as in Lemma 3.4, we conclude
that
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ď C sup
QQx
|Q|αn
ˆ 
3Q
|fpyqw1pyq|
q1
a˚ dy
˙ a˚
q1
ˆ 
3Q
|gpzqw2pzq|
q2
a˚ dz
˙ a˚
q2 ˆ
˜ 
3Q
w1pyq
´rϑ1
`
q1
rϑ1
a˚
˘1
dy
¸ 1
rϑ1
`
q1
rϑ1
a˚
˘1 ˜ 
3Q
w2pzq
´rϑ2
`
q2
rϑ2
a˚
˘1
dz
¸ 1
rϑ2
`
q2
rϑ2
a˚
˘1 ˆ 
Q
vpxqatdx
˙ 1
at
.
By Lemma 3.4, we have rϑ1
`
q1
rϑ1a˚
˘1 ď ` q1
a
˘1
and rϑ2
`
q2
rϑ2a˚
˘1 ď `q2
a
˘1
. If we use Ho¨lder’s
inequality and we have
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ď C sup
QQx
|Q|αn
ˆ 
3Q
|fpyqw1pyq|
q1
a˚ dy
˙ a˚
q1
ˆ 
3Q
|gpzqw2pzq|
q2
a˚ dz
˙ a˚
q2
ˆ |3Q|
|Q|
˙ 1
as
ˆ |3Q|´ 1r
ˆ |Q|
|3Q|
˙ 1
as
|3Q| 1r
ˆ 
3Q
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆ 
3Q
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1
ˆ 
Q
vpxqatdx
˙ 1
at
.
By condition (2.3), we obtain
M
rϑ1 ,rϑ2
α,at pf, g, vqpxq ď Crv, ~wsr,ast,~q{aMα´n{r,~q{a˚pfw1, gw2qpxq,
which implies that
|Q0| 1s
ˆ 
Q0
M
rϑ1 ,rϑ2
α,at pf, g, vqpxqtdx
˙ 1
t
ď Crv, ~wsr,as
t,~q{a}Mα´n{r,~q{a˚pfw1, gw2q}Mst .
Since
1
s
“ 1
p
´ α´ n{r
n
and
t
s
“ q
p
,
by Lemma 3.5, we get
}Mα´n{r,~q{a˚pfw1, gw2q}Mst ď C sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
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Therefore we have
}T1v}Mst ď Crv, ~wsr,ast,~q{a}~b}BMON sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
Estimate of T2. Keeping on assuming that (4.12) holds. By the defintion of T2, trangle
inequality, the equalities (4.3), (4.4) and (4.5), we obtain
T2pxq ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QĽQ0
QPDpRnq
|Q|αn´1
ˆ
|y|8ďℓpQq
ź
iPAYB
|bipxq ´ λi|
ź
iPA¯
|bipx´ yq ´ λi|
ˆ
ź
iPB¯
|bipx` yq ´ λi|fpx´ yqgpx` yqdyχQpxq.
Using Ho¨lder’s inequality with the pair pr1, r2q and making a change viariables, we will
obtain the following inequality
T2pxq ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ÿ
QĽQ0
QPDpRnq
|Q|αn´1
˜ ź
iPAYB
|bipxq ´ λi|
¸«ˆ
3Q
ź
iPA¯
p|bipyq ´ λi|fpyqqr1dy
ff 1
r1
ˆ
«ˆ
3Q
ź
iPB¯
p|bipzq ´ λi|gpzqqr2dz
ff 1
r2
χQpxq.
For ϑ1 ą 1 and ϑ2 ą 1, using Ho¨lder’s inequality for q1rϑ1 ą 1 and
q2
rϑ2
ą 1 as in Lemma
(3.4), the inequalities (5.1) and (5.2), and the assumption (4.12), we have
T2pxq ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iA¯YB¯
}bi}BMO
ÿ
QĽQ0
QPDpRnq
|Q|αn
„ 
3Q
|fpyq|rϑ1dy
 1
rϑ1
„ 
3Q
|gpzq|rϑ2 dz
 1
rϑ2
ˆ
˜ ź
iPAYB
|bipxq ´ λi|
¸
χQpxq
ď
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iA¯YB¯
}bi}BMO
ÿ
QĽQ0
QPDpRnq
χQpxq|Q|αn
„ 
3Q
|fpyqw1pyq|q1dy
 1
q1
„ 
3Q
|gpzqw2pzq|q2dz
 1
q2
ˆ
˜ ź
iPAYB
|bipxq ´ λi|
¸˜ 
3Q
w1pyq
´rϑ1
`
q1
rϑ1
˘1
dy
¸ 1
rϑ1
`
q1
rϑ1
˘1 ˜ 
3Q
w2pzq
´rϑ2
`
q2
rϑ2
˘1
dz
¸ 1
rϑ1
`
q2
rϑ1
˘1
ď C
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iA¯YB¯
}bi}BMO
ÿ
QĽQ0
QPDpRnq
|Q|αn |3Q|´ 1p
˜ ź
iPAYB
|bipxq ´ λi|
¸
χQpxq
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ˆ
˜ 
3Q
w1pyq
´rϑ1
`
q1
rϑ1
˘1
dy
¸ 1
rϑ1
`
q1
rϑ1
˘1 ˜ 
3Q
w2pzq
´rϑ2
`
q2
rϑ2
˘1
dz
¸ 1
rϑ2
`
q2
rϑ2
˘1
.
By Minkowski’s inequality for t ą 1, we obainˆ 
Q0
pT2pxqvpxqqtdx
˙ 1
t
ď C
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iA¯YB¯
}bi}BMO
ÿ
QĽQ0
QPDpRnq
|3Q|αn´ 1p
˜ 
Q0
ź
iPAYB
|bipxq ´ λi|tvpxqtdx
¸ 1
t
ˆ
˜ 
3Q
w1pyq
´rϑ1
`
q1
rϑ1
˘1
dy
¸ 1
rϑ1
`
q1
rϑ1
˘1 ˜ 
3Q
w2pzq
´rϑ2
`
q2
rϑ2
˘1
dz
¸ 1
rϑ1
`
q2
rϑ1
˘1
ď C
ÿ
AĎt1,¨¨¨ ,mu
ÿ
BĎtm`1,¨¨¨ ,Nu
ź
iA¯YB¯
}bi}BMO
8ÿ
k“1
ÿ
QkPDpRnq
QkĚQ0, |Qk|“2kn|Q0|
˜ 
Q0
ź
iPAYB
|bipxq ´ λi|tvpxqtdx
¸ 1
t
ˆ |3Qk|
α
n
´ 1
p
˜ 
3Qk
w1pyq
´rϑ1
`
q1
rϑ1
˘1
dy
¸ 1
rϑ1
`
q1
rϑ1
˘1 ˜ 
3Qk
w2pzq
´rϑ2
`
q2
rϑ2
˘1
dz
¸ 1
rϑ2
`
q2
rϑ2
˘1
.
For a ě ϑ3 ą 1, similar to the estimate (4.15), we have˜ 
Q0
ź
iPAYB
|bipxq ´ λi|tvpxqtdx
¸ 1
t
ď Ck
ź
iPAYB
}bi}BMO
ˆ 
Q0
vpxqatdx
˙ 1
at
. (5.6)
Again using Ho¨lder’s inequality for rϑ1
`
q1
rϑ1
˘1 ď `q1
a
˘1
and rϑ2
`
q2
rϑ2
˘1 ď ` q2
a
˘1
as in Lemma
3.4, one has˜ 
3Qk
w1pyq
´rϑ1
`
q1
rϑ1
˘1
dy
¸ 1
rϑ1
`
q1
rϑ1
˘1
ď
ˆˆ
3Qk
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1 (5.7)
and ˜ 
3Qk
w2pzq
´rϑ2
`
q2
rϑ2
˘1
dz
¸ 1
rϑ2
`
q2
rϑ2
˘1
ď
ˆˆ
3Qk
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1 . (5.8)
Combining (5.6) with (5.7) and (5.8), it yields that
|Q0|
1
s
ˆ 
Q0
pT2pxqvpxqqtdx
˙ 1
t
ď C}~b}
BMON
8ÿ
k“1
k
ÿ
QkPDpRnq
QkĚQ0, |Qk|“2kn|Q0|
|Q0|
1
s |3Qk|
α
n
´ 1
p
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ˆ
ˆ 
Q0
vpxqatdx
˙ 1
at
ˆˆ
3Qk
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆˆ
3Qk
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1
“ C}~b}
BMO
N
8ÿ
k“1
k
ÿ
QkPDpRnq
QkĚQ0, |Qk|“2kn|Q0|
|Q0| 1s |3Qk|
1
r
´ 1
s
ˆ |3Qk|
|Q0|
˙ 1
as
ˆ |Q0|
|3Qk|
˙ 1
as
ˆ
ˆ 
Q0
vpxqatdx
˙ 1
at
ˆˆ
3Qk
w1pyq´p
q1
a q1dy
˙ 1
p q1a q1
ˆˆ
3Qk
w2pzq´p
q2
a q1dz
˙ 1
p q2a q1 .
By condition (2.3), we get
|Q0| 1s
ˆ 
Q0
pT2pxqvpxqqtdx
˙ 1
t
ď Crv, ~wsr,as
t,~q{a}~b}BMON
8ÿ
k“1
k
ÿ
QkPDpRnq
QkĚQ0, |Qk|“2kn|Q0|
ˆ |Q0|
|3Qk|
˙p1´ 1
a
q 1
s
ď Crv, ~wsr,as
t,~q{a}~b}BMON
8ÿ
k“1
k
ÿ
QkPDpRnq
QkĚQ0, |Qk|“2kn|Q0|
2´
kn
s
p1´ 1
a
q
ď Crv, ~wsr,as
t,~q{a}~b}BMON .
Therefore, we have
}T2v}Mst ď Crv, ~wsr,ast,~q{a}~b}BMON sup
QPDpRnq
|Q|1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
We obtain the desired result. ✷
6 The proof of Theorem 2.6
Again, without loss of generality, we may restrict ourselves onto working with f and
g that are non-negative, bounded and compactly supported. Thanks to Theorem 3.8, we
only need to verify the inequality for a certain q0 P p0,8q and an arbitrary weight w P A8.
We will work with q0 “ 1. By mimicking what we did in the proof of Theorem 2.4, we
haveˆ
Rn
|r~b,Bαs~βpf, gqpxq|wpxqdx (6.1)
À }~b}
BMON
ÿ
k,j
|Qkj |
α
n
`1
˜ 
3Qkj
|fpyq|rϑ1dy
¸ 1
rϑ1
˜ 
3Qkj
|gpzq|rϑ2 dz
¸ 1
rϑ2
˜ 
Qkj
wpxqϑ3dx
¸ 1
ϑ3
.
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Since w P A8, there exist, by Lemma 3.7, a index ϑ3 ą 1 such that˜ 
Qkj
wpxqϑ3dx
¸ 1
ϑ3
ď C
 
Qkj
wpxqdx.
Substituting this result into (6.1), we have
ˆ
Rn
|r~b,Bαs~βpf, gqpxq|wpxqdx
À }~b}
BMON
ÿ
k,j
|Qkj |
α
n
˜ 
3Qkj
|fpyq|rϑ1dy
¸ 1
rϑ1
˜ 
3Qkj
|gpzq|rϑ2 dz
¸ 1
rϑ2
wpQkj q
À }~b}
BMON
ÿ
k,j
|Qkj |
α
n
˜ 
3Qkj
|fpyq|rϑ1dy
¸ 1
rϑ1
˜ 
3Qkj
|gpzq|rϑ2 dz
¸ 1
rϑ2
wpEkj q
À }~b}
BMO
N
ÿ
k,j
ˆ
Ekj
M
α, ~Rϑ
pf, gqpxqwpxqdx
ď }~b}
BMO
N
ˆ
Rn
M
α, ~Rϑ
pf, gqpxqwpxqdx,
where ~Rϑ “ prϑ1 , rϑ2q, and the second inequality is due to Lemma 3.7 and the fact that
w P A8. ✷
7 The proof of Theorem 2.7
rCondition (2.5) ñ the weak type boundednesss
For a fixed cube Q0 P DpRnq, let pf0, g0q “ pχ3Q0f, χ3Q0gq. A normalization allows us
to assume that
sup
QPDpRnq
QĚQ0
|Q|1{p
ˆ 
Q
p|fpyq|w1pyqqq1dy
˙1{q1 ˆ 
Q
p|gpzq|w2pzqqq2dz
˙1{q2
“ 1. (7.1)
Then by a standard argument we have, for x P Q0,
M
α, ~R
pf, gqpxq ďM
α, ~R
pf0, g0qpxq ` Cc8, (7.2)
where
c8 “ sup
QPDpRnq
QĄQ0
|Q|αn
ˆ 
Q
|fpyq|r1dy
˙ 1
r1
ˆ 
Q
|gpzq|r2dz
˙ 1
r2
. (7.3)
For x P Q0, we notice that the following pointwise equivalence holds:
M
α, ~R
pf0, g0qpxq « Mˆ
α, ~R
pf, gqpxq, (7.4)
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where
Mˆ
α, ~R
pf, gqpxq “ sup
DpQ0qQQQx
|Q|αn
ˆ 
Q
|fpyq|r1dy
˙ 1
r1
ˆ 
Q
|gpzq|r2dz
˙ 1
r2
.
Combining (7.2) with (7.4), it yields that
tx P Q0 : Mα, ~Rpf, gqpxq ą λu Ď tx P Q0 : Mˆα, ~Rpf, gqpxq ą λ{2u
ď
tx P Q0 : Cc8 ą λ{2u.
Define
E1λ :“ tx P Q0 : Mˆα, ~Rpf, gqpxq ą λ{2u and E2λ :“ tx P Q0 : Cc8 ą λ{2u. (7.5)
By performing the Caldero´n-Zygmund decomposition algorithm, we have
E1λ “
ď
j
Qj, (7.6)
where Qj’s are pairwise disjoint maximal dyadic cubes that satisfy
|Qj |
α
n
˜ 
Qj
|fpyq|r1dy
¸ 1
r1
˜ 
Qj
|gpzq|r2dz
¸ 1
r2
ą λ{2. (7.7)
Using the usual notation for weight, we write
vtpEq “
ˆ
E
vpxqtdx. (7.8)
From (7.6) and (7.7) we have
vtpE1λq “
ÿ
j
ˆ
Qj
vpxqtdx “
ÿ
j
|Qj|
 
Qj
vpxqtdx
ď 2
t
λt
ÿ
j
|Qj|αtn `1
˜ 
Qj
vpxqtdx
¸˜ 
Qj
|fpyq|r1dy
¸ t
r1
˜ 
Qj
|gpzq|r2dz
¸ t
r2
.
Using Ho¨lder’s inequality for the second and the third dashed integrals, we obtain
vtpE1λq ď
2t
λt
ÿ
j
|Qj|
αt
n
`1
˜ 
Qj
vpxqtdx
¸
2ź
i“1
˜ 
Qj
wipyq´ri
`
qi
ri
˘1
dy
¸ t
ri
`
qi
ri
˘1
ˆ
˜ 
Qj
p|fpyq|w1pyqqq1dy
¸ t
q1
˜ 
Qj
p|gpzq|w2pzqqq2dz
¸ t
q2
.
By condition (2.5), we have
c1 “ sup
QPDpRnq
|Q| 1r
ˆ 
Q
vpxqtdx
˙ 1
t
2ź
i“1
ˆ 
Q
wipyq´ri
`
qi
ri
˘1
dy
˙ 1
ri
`
qi
ri
˘1
ď rv, ~wsr,s
t,~q
.
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Therefore,
vtpE1λq ď C
c1
λt
ÿ
j
|Qj|
t
p
´ t
s
`1´ t
q
˜ˆ
Qj
p|fpyq|w1pyqqq1dy
¸ t
q1
˜ˆ
Qj
p|gpzq|w2pzqqq2dz
¸ t
q2
dx
ď C c1
λt
ÿ
j
˜ˆ
Qj
p|fpyq|w1pyqqq1dy
¸ t
q1
˜ˆ
Qj
p|gpzq|w2pzqqq2dz
¸ t
q2
ď C c1
λt
»–ÿ
j
˜ˆ
Qj
p|fpyq|w1pyqqq1dy
¸ q
q1
˜ˆ
Qj
p|gpzq|w2pzqqq2dz
¸ q
q2
dx
fifl tq
ď C c1
λt
˜ÿ
j
ˆ
Qj
p|fpyq|w1pyqqq1dy
¸ t
q1
˜ÿ
j
ˆ
Qj
p|gpzq|w2pzqqq2dz
¸ t
q2
ď C c1
λt
ˆˆ
Q0
p|fpyq|w1pyqqq1dy
˙ t
q1
ˆˆ
Q0
p|gpzq|w2pzqqq2dz
˙ t
q2
,
where the condition 1
p
´ 1
s
“ 1
q
´ 1
t
is used in the second step. Noting the assumption
(7.1), we have
|Q0|
1
s
´ 1
t λ
`
vtpE1λq
˘ 1
t
ď Cc1|Q0|
1
p
´ 1
q
ˆˆ
Q0
p|fpyq|w1pyqqq1dy
˙ 1
q1
ˆˆ
Q0
p|gpzq|w2pzqqq2dz
˙ 1
q2 ď Crv, ~wsr,s
t,~q
. (7.9)
Next we estimate for E2λ. In the case λ ą 0, by Chebyshev’s inequality, we have
sup
λą0
|Q0| 1s´ 1t 1
λ
pvtpE2λqq
1
t “ sup
λą0
|Q0| 1s´ 1t 1
λ
˜ˆ
E2
λ
vpxqtdx
¸ 1
t
ď C|Q0|
1
s
ˆ 
Q0
vpxqtdx
˙ 1
t
c8 “: CK.
By the definition of c8 and the assumption (7.1) , we can estimate
K ď |Q0|
1
s
ˆ 
Q0
vpxqtdx
˙ 1
t
sup
QPDpRnq
QĄQ0
|Q|αn
ˆ 
Q
p|fpyq|w1pyqq1dy
˙ 1
q1
ˆ 
Q
p|gpzq|w2pzqq2dz
˙ 1
q2
ˆ
ˆ 
Q
w1pyq´r1
`
q1
r1
˘1
dy
˙ 1
r1
`
q1
r1
˘1 ˆ 
Q
w2pzq´r2
`
q2
r2
˘1
dz
˙ 1
r2
`
q2
r2
˘1
ď sup
QPDpRnq
QĄQ0
ˆ 
Q
vpxqtdx
˙ 1
t
ˆ 
Q
w1pyq´r1
´
q1
r1
¯1
dy
˙ 1
r1
`
q1
r1
˘1 ˆ 
Q
w2pzq´r2
`
q2
r2
˘1
dz
˙ 1
r2
`
q2
r2
˘1
34
ˆ
ˆ |Q0|
|Q|
˙ 1
s
|Q| 1r ď Crv, ~wsr,s
t,~q
. (7.10)
Combining (7.2), (7.3), (7.4), (7.5), (7.9) with (7.10) and Minkowski’s inequality, we con-
clude that for every Q0 P DpRnq,
sup
λą0
|Q0| 1s´ 1t λpvtptx P Q0 : |Mα, ~Rpf, gqpxq| ą λuqq
1
t
ď Crv, ~wsr,s
t,~q{a sup
QPDpRnq
QĚQ0
|Q1{p
ˆ 
Q
p|f |w1qq1
˙1{q1 ˆ 
Q
p|g|w2qq2
˙1{q2
.
[The weak boundedness ñ condition (2.5)]
We assume to the contrary that
rv, ~wsr,s
t,~q{a “ sup
Q,Q1PDpRnq
QĎQ1
ˆ |Q|
|Q1|
˙ 1
s
|Q1| 1r
ˆ 
Q
vpxqtdx
˙ 1
t
2ź
i“1
ˆ 
Q1
wipyq´ri
´
qi
ri
¯1
dy
˙ 1
rip qiri q1 “ 8.
(7.11)
By (7.11) we can select two cubes Q Ě Q1 such that for a large N ,ˆ |Q|
|Q1|
˙1
s
|Q1| 1r
ˆ 
Q
vpxqtdx
˙ 1
t
2ź
i“1
ˆ 
Q1
wipyq´ri
´
qi
ri
¯1
dy
˙ 1
rip qiri q1 ą N. (7.12)
Select a smaller cube Q1 in (7.12) (if necessary). Without loss of generality, we may assume
that Q1 is minimal in the sense that
sup
RPDpRnq
QĎRĎQ1
 
R
wipyq´li
`
qi
ri
˘1
dy “
 
Q1
wipyq´ri
`
qi
ri
˘1
dy for i “ 1, 2. (7.13)
By noticing 1
p
´ 1
q
“ 1
p
´ 1
q1
´ 1
q2
ď 0, the equality (7.13) yields
sup
RPDpRnq
RĚQ
|R| 1p
2ź
i“1
ˆ 
R
χQ1wipyq´ri
`
qi
ri
˘1
dy
˙ 1
qi “ |Q1| 1p
2ź
i“1
ˆ 
Q1
wipyq´ri
`
qi
ri
˘1
dy
˙ 1
qi
. (7.14)
For the cube Q1, let
f “ χQ1w
´
q1
q1´r1
1
and g “ χQ1w
´
q2
q2´r2
2
.
Then by choosing
λ “ 1
2
|Q1|αn
ˆ 
Q1
fpyqr1dy
˙ 1
r1
ˆ 
Q1
gpzqr2dz
˙ 1
r2
,
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from the weak type boundedness of (2.6) we have
|Q| 1s´ 1t
ˆˆ
Q
vpxqtdx
˙ 1
t
|Q1|αn
ˆ 
Q1
fpyqr1dy
˙ 1
r1
ˆ 
Q1
gpzqr2dz
˙ 1
r2
ď 2C sup
RPDpRnq
RĚQ
|R| 1p
ˆ 
R
p|fpyq|w1pyqqq1dy
˙ 1
q1
ˆ 
R
p|gpzq|w2pzqqq2dz
˙ 1
q2
.
Now, if we substitute our specific choices of f and g into the expression, we have
|Q| 1s
ˆ 
Q
vpxqtdx
˙ 1
t
|Q1|αn
ˆ 
Q1
w1pyq´
q1r1
q1´r1 dy
˙ 1
r1
ˆ 
Q1
w2pzq´
q2r2
q2´r2 dz
˙ 1
r2
ď 2C sup
RPD
RĚQ
|R| 1p
ˆ 
R
χQ1w1pyq´
q1r1
q1´r1 dy
˙ 1
q1
ˆ 
R
χQ1w2pzq´
q2r2
q2´r2 dz
˙ 1
q2
“ 2C|Q1| 1p
ˆ 
Q1
w1pyq´
q1r1
q1´r1 dy
˙ 1
q1
ˆ 
Q1
w2pzq´
q2r2
q2´r2 dz
˙ 1
q2
,
which yields a contradiction
N ă
ˆ |Q|
|Q1|
˙ 1
s
|Q1| 1r
ˆ 
Q
vpxqtdx
˙ 1
t
ˆ
ˆ 
Q1
w1pyq´
q1r1
q1´r1 dy
˙ q1´r1
q1r1
ˆ 
Q1
w2pzq´
q2r2
q2´r2 dz
˙ q2´r2
q2r2 ď 2C.
This produces the desired results. ✷
8 The proof of Theorem 2.8
In what follows we always assume that (4.12) holds. Let B “ p4 ¨ 18nq 1r1` 1r2 and
γ0 :“ |Q0|
α
n
ˆ 
3Q0
|fpyq|r1dy
˙ 1
r1
ˆ 
3Q0
|gpzq|r2dz
˙ 1
r2
.
For k “ 1, 2, ¨ ¨ ¨ , we set
Dk “
ď
tQ : Q P DpQ0q, |Q|
α
n
ˆ 
3Q
|fpyq|r1dy
˙ 1
r1
ˆ 
3Q
|gpzq|r2dz
˙ 1
r2 ą γ0Bku.
Considering the maximal cubes with respect to inclusion, we can write, with nonoverlap-
ping cubes
Dk “
ď
j
Qkj .
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By the maximality of Qkj , we have
γ0B
k ď |Qkj |
α
n
˜ 
3Qk
j
|fpyq|r1dy
¸ 1
r1
˜ 
3Qk
j
|gpzq|r2dz
¸ 1
r2
ď 2np 1r1` 1r2 qγ0Bk. (8.1)
Let E0 “ Q0zD1 and Ekj “ Qkj zDk`1 as before, and then we have to check
|Q0| ď 2|E0| and |Qkj | ď 2|Ekj |. (8.2)
For fixed Qkj , we take
B1 :“
»–˜ˆ
3Qkj
|fpyq|r1dy
¸ 1
r1
˜ˆ
3Qkj
|gpzq|r2dz
¸ 1
r2
fifl´
r2
r1`r2
˜
γ0A
k`1
|Qkj |
α
n
¸ r2
r1`r2
˜ˆ
3Qkj
|fpyq|r1dy
¸ 1
r1
and
B2 :“
»–˜ˆ
3Qkj
|fpyq|r1dy
¸ 1
r1
˜ˆ
3Qkj
|gpzq|r2dz
¸ 1
r2
fifl´
r1
r1`r2
˜
γ0A
k`1
|Qkj |
α
n
¸ r1
r1`r2
˜ˆ
3Qkj
|gpzq|r2dz
¸ 1
r2
.
Observe that B1B2 “ γ0Bk`1. If Qkj1 Ă Qkj , then
γ0B
k`1 ă |Qk`1j1 |
α
n
˜ 
3Qk`1
j1
|fpyq|r1dy
¸ 1
r1
˜ 
3Qk`1
j1
|gpzq|r2dz
¸ 1
r2
ă |Qkj |
α
n
˜ 
3Qk`1
j1
|fpyq|r1dy
¸ 1
r1
˜ 
3Qk`1
j1
|gpzq|r2dz
¸ 1
r2
. (8.3)
The inequalities (8.1) and (8.3) tell us
Qkj XDk`1 Ă
#
x P Qkj : M~RpχQkj f, χQkj gqpxq ą
γ0B
k`1
|Qkj |
α
n
+
Ă
#
x P Qkj : Mr1pχQkj fqpxqMr2pχQkj gqpxq ą
γ0B
k`1
|Qkj |
α
n
+
Ă
!
x P Rn : MpχQkj f
r1qpxq ą Br1
1
)ď!
x P Rn : MpχQkj g
r2qpxq ą Br2
2
)
Using the weak-p1, 1q boundedness of M , we obtain
|Qkj XDk`1| ď
ˇˇˇ!
x P Rn : MpχQkj f
r1qpxq ą Br1
1
)ˇˇˇ
`
ˇˇˇ!
x P Rn : MpχQkj g
r2qpxq ą Br2
2
)ˇˇˇ
ď 3
n
Br1
1
ˆ
3Qkj
|fpyq|r1dy ` 3
n
Br2
2
ˆ
3Qkj
|gpzq|r2dz
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“ 2 ¨ 3n
»– |Qkj |αn
γ0Bk`1
˜ˆ
3Qkj
|fpyq|r1dy
¸ 1
r1
˜ˆ
3Qkj
|gpzq|r2dz
¸ 1
r2
fifl
r1r2
r1`r2
,
where we have used the definitions of B1 and B2. It follows from (8.1) that
|QkjXDk`1| ď 2¨3n
»– |Qkj |αn
γ0Bk`1
˜ 
3Qkj
|fpyq|r1dy
¸ 1
r1
˜ 
3Qkj
|gpzq|r2dz
¸ 1
r2
fifl
r1r2
r1`r2
|3Qkj | ď
1
2
|Qkj |.
(8.4)
Similary, we can show that
|D1| ď 1
2
|Q0|. (8.5)
Consequently, we deduce (8) from (8.4) and (8.5).
We now return to the proof of Theorem 2.8. Keeping in mind (7.2)-(7.4) and (7.8), it
follows thatˆ
Q0
Mˆ
α, ~R
pf, gqpxqtvpxqtdx
“
ˆ
E0
Mˆ
α, ~R
pf, gqpxqtvpxqtdx`
ÿ
k,j
ˆ
Ekj
Mˆ
α, ~R
pf, gqpxqtvpxqtdx
ď vtpE0qpγ0Bqt `
ÿ
k,j
vtpEkj qpγ0Bk`1qt
ď C
#
|Q0|
α
n
ˆ 
3Q0
|fpyq|r1dy
˙ 1
r1
ˆ 
3Q0
|gpzq|r2dz
˙ 1
r2
ˆ 
Q0
vpxqtdx
˙ 1
t
+t
|Q0|
` C
$&%|Qkj |αn
˜ 
3Qkj
|fpyq|r1dy
¸ 1
r1
˜ 
3Qkj
|gpzq|r2dz
¸ 1
r2
˜ 
Qkj
vpxqtdx
¸ 1
t
,.-
t
|Qkj |.
Using the properties (8), we see further that
ˆ
Q0
Mˆ
α, ~R
pf, gqpxqtvpxqtdx
ď C
¨˝ˆ
E0
ĂM t
α, ~R
pf0, g0qpxqtdx`
ÿ
k,j
ˆ
Ekj
ĂM t
α, ~R
pf0, g0qpxqtdx‚˛
ď C
ˆ
Q0
ĂM t
α, ~R
pf0, g0qpxqtdx, (8.6)
where
ĂM t
α, ~R
pf0, g0qpxq “ sup
DpRnqQQQx
|Q|αn
ˆ 
Q
|f0pyq|r1dy
˙ 1
r1
ˆ 
Q
|g0pzq|r2dz
˙ 1
r2
ˆ 
Q
vpxqtdx
˙ 1
t
.
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By condition (2.7), we show that
c0 “ sup
QPDpRnq
|Q| 1r
ˆ 
Q
vpxqtdx
˙ 1
t
2ź
i“1
ˆ 
Q
wipyq´ri
´
qi
ari
¯1
dy
˙ 1
rip qiari q1 ď rv, ~wsr,s
t,~q{a
.
For any Q P DpRnq, we can calculate thatˆ 
Q
|fpyq|r1dy
˙ 1
r1
ˆ 
Q
|gpzq|r2dz
˙ 1
r2
ˆ 
Q
vpxqtdx
˙ 1
t
ď
ˆ 
Q
p|fpyq|w1pyqq
q1
a dy
˙ a
q1
ˆ 
Q
p|gpzq|w2pzqq
q2
a dz
˙ a
q2
ˆ 
Q
vpxqtdx
˙ 1
t
ˆ
2ź
i“1
ˆ 
Q
wipyq´ri
´
qi
ari
¯1
dy
˙ 1
rip qiari q1
ď c0|Q|´
1
r
ˆ 
Q
p|fpyq|w1pyqq
q1
a dy
˙ a
q1
ˆ 
Q
p|gpzq|w2pzqq
q2
a dz
˙ a
q2
,
which implies, for x P Q0,ĂM t
α, ~R
pf0, g0qpxq ď C0Mα´n{r,~q{apf, gqpxq. (8.7)
The inequalities (8.6), (8.7) and Lemma 3.6 yield
|Q0| 1s
ˆ 
Q0
M
α, ~R
pf0, g0qpxqtvpxqtdx
˙ 1
t
ď Cc0}Mα´n{r,~q{apf, gq}Mst ď Cc0, (8.8)
where we have used the assumption
1
s
“ 1
p
´ α´ n{r
n
,
t
s
“ q
p
and (4.12). From Ho¨lder’s inequality, (4.12) and the fact that
1
s
“ 1
p
` 1
r
´ α
n
,
it follows that
|Q0| 1s
ˆ 
Q0
vpxqtdx
˙ 1
t
c8
ď |Q0|
1
s
ˆ 
Q0
vpxqtdx
˙ 1
t
sup
QPDpRnq
QĄQ0
|Q|αn
ˆ 
Q
p|fpyq|w1pyqq
q1
a dy
˙ a
q1
ˆ
ˆ 
Q
p|gpzq|w2pzqq
q2
a dz
˙ a
q2
2ź
i“1
ˆ 
Q
wipyq´ri
´
qi
ari
¯1
dy
˙ 1
rip qiari q1
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ď sup
QPDpRnq
QĄQ0
ˆ |Q0|
|Q|
˙ 1
s
|Q| 1r` 1p
ˆ 
Q0
vpxqtdx
˙ 1
t
2ź
i“1
ˆ 
Q
wipyq´ri
´
qi
ari
¯1
dy
˙ 1
rip qiari q1
ˆ
ˆ 
Q
p|fpyq|w1pyqqq1dy
˙ 1
q1
ˆ 
Q
p|gpzq|w2pzqqq2dz
˙ 1
q2
ď sup
QPDpRnq
QĄQ0
ˆ |Q0|
|Q|
˙ 1
s
|Q| 1r
ˆ 
Q0
vpxqtdx
˙ 1
t
2ź
i“1
ˆ 
Q
wipyq´ri
´
qi
ari
¯1
dy
˙ 1
rip qiari q1 ď rv, ~wsr,s
t,~q{a.
(8.9)
Combining (8.8) together with (8.9), we obtain the desired result. ✷
9 The proof of Theorem 2.9
Using the condition t ă s and Ho¨lder’s inequality, the weight condition (2.7) holds
only if
sup
QPDpRnq
|Q| 1r
ˆ 
Q
vs
˙ 1
s
2ź
i“1
˜ 
Q
w
´ri
´
qi
ari
¯1
i
¸ 1
rip qiari q1 ă 8 (9.1)
holds. Taking v “ u
1
q1
1
u
1
q2
2
and r “ 8, the condition (9.1) becomes as
sup
QPDpRnq
ˆ 
Q
u
s
q1
1
u
s
q2
2
˙ 1
s
2ź
i“1
˜ 
Q
u
´
ri
qi
´
qi
ari
¯1
i
¸ 1
rip qiari q1 ă 8. (9.2)
Now, we assume that the weight condition (2.8) holds. By Lemma 3.9, we give the following
relationship
u
s
q1
1
u
s
q2
2
P A2s, u
´
r1
q1´r1
1
P A 2q1r1
q1´r1
and u
´
r2
q2´r2
2
P A 2q2r2
q2´r2
.
By means of Lemma 3.7, there exists a ą 1 such that˜ 
Q
u
´
r1
q1
´
q1
ar1
¯1
1
¸ 1
r1p q1ar1 q1 ď
ˆ 
Q
u
´
r1
q1´r1
1
˙ q1´r1
r1q1
and ˜ 
Q
u
´
r2
q2
´
q2
ar2
¯1
2
¸ 1
r2p q2ar2 q1 ď
ˆ 
Q
u
´
r2
q2´r2
2
˙ q2´r1
r2q2
.
This implies that (9.2) holds. In other words, the weight condition (2.7) holds. Hence, it
is direct to imply Theorem 2.9 from Theorem 2.8.
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10 Applications and examples
7.1. A bilinear Stein-Weiss inequality. Given 0 ă α ă n, let Tα be define by
Tαfpxq “ In´αfpxq “
ˆ
Rn
fpyq
|x´ y|n´αdy.
Stein and Weiss [25] proved the following weighted inequality for Tα:˜ˆ
Rn
ˆ
Tαfpxq
|x|β
˙t
dx
¸1{t
ď
ˆˆ
Rn
pfpxq|x|γqq
˙1{q
,
where α, β, γ are positive numbers that depend on p and q. Below, we consider a bilinear
Stein-Weiss inequality on Morrey spaces for case 1 ă t ď s ă 8. For 0 ă α ă n, let BTα
be the bilinear operator defined by
BTαpf, gqpxq “ Bn´αpf, gqpxq “
ˆ
Rn
fpx´ yqgpx` yq
|y|α dy.
The case for 0 ă t ď s ď 1 was obtained by the authors [9].
Theorem 10.1. Assume that 1 ă q1 ď p1 ă 8, 1 ă q2 ď p2 ă 8 and 1 ă t ď s ă 8,
n
n´α ă r ď 8. Here, p and q are given by
1
p
“ 1
p1
` 1
p2
and
1
q
“ 1
q1
` 1
q2
.
Suppose that
1
s
“ 1
p
` 1
r
´ n´ α
n
,
1
t
“ 1
q
` 1
r
´ n´ α
n
and α, β, γ1, γ2 satisfy the conditons$’’’’&’’’’%
β ă n
s
, γ1 ă n
q1
1
, γ2 ă n
q1
2
,
α` β ` γ1 ` γ2 “ n` n
t
´ n
q
,
β ` γ1 ` γ2 ě 0.
(10.1)
Then the following inequality holds for all f, g ě 0,
sup
QPDpRnq
|Q| 1s
˜ 
Q
ˆ
BTαpf, gqpxq
|x|β
˙t¸ 1t
ď C sup
QPDpRnq
|Q| 1p1
ˆ 
Q
pfpxq|x|γ1qq1
˙ 1
q1
sup
QPDpRnq
|Q| 1p2
ˆ 
Q
pgpxq|x|γ2qq2
˙ 1
q2
.
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Remark 10.1. The first condition of (10.1) corresponds to the condition of Theorem 6.1
β ă p1´ sqn
s
, γ1 ă n
q1
1
, γ2 ă n
q1
2
as in [9]. The interesting phenomenon here is that the factor 1´ s (for the case t ď s ď 1)
has become 1 (for the case 1 ă t ď s). This may reveal some clues about the case t ď 1 ă s.
Remark 10.2. If we consider the bilinear case on Lebesgue space, Hoang and Moen [8]
obtain that the conditions (10.1) can be reduced to$’’’’&’’’’%
β ă n
s
, γ1 ă pq ´ 1q n
q1
, γ2 ă pq ´ 1q n
q2
,
α` β ` γ1 ` γ2 “ n` n
t
´ n
q
,
β ` γ1 ` γ2 ě 0.
For the linear case, Stein and Weiss [25] obtained the conditions (10.1) which can just
drop q2 and γ2.
Proof of Theorem 10.1. Taking
1 ă t0 ď s ă 8 and t0
s
“ q1
p1
“ q2
p2
.
Similar to the estimate for Theorem 1.4 in [9], we have
sup
QPDpRnq
|Q| 1s
˜ 
Q
ˆ
BTαpf, gqpxq
|x|β
˙t
dx
¸ 1
t
ď sup
QPDpRnq
|Q| 1s
˜ 
Q
ˆ
BTαpf, gqpxq
|x|β
˙t0
dx
¸ 1
t0
.
(10.2)
Using Theorem 2.2, Ho¨lder’s inequality, (2.3) and (10.2), we only need to prove that there
exists 1 ă a ă minpq1, q2q such that
sup
QPDpRnq
|Q| 1r
ˆ 
Q
|x|´aβsdx
˙ 1
as
2ź
i“1
ˆ 
Q
|x|´γipqi{aq1dx
˙ 1
pqi{aq
1
ă 8. (10.3)
For any cube Q, we set Q0 “ Qp0, ℓpQqq, and then there holds either of the two cases:
QXQ0 “ H and QXQ0 ‰ H.
First we consider the case for Q X Q0 “ H. By geometry property, we have |x| „
|x|8 ě ℓpQq for all x P Q, which implies that the left hand side of (10.3) can be estimated
as
sup
QPDpRnq
|ℓpQq|n´α`nt ´nq |ℓpQq|´β´γ1´γ2 “ 1.
Next, we consider the case for Q X Q0 ‰ H. Let 1 ă aminpq1, q2q be such that
β ă 1{as, γ1 ă 1{pq1{aq1 and γ2 ă 1{pq2{aq1. If Q X Q0 ‰ H, by geometry property,
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we have |x| ď ?n|x|8 ď 2
?
nℓpQq for all x P Q. This implies Q Ă B “ Bp0, 2?nℓpQqq.
Hence, the left hand side of (10.3) can be estimated as
sup
QPDpRnq
|Q| 1r
ˆ 
Q
|x|´aβsdx
˙ 1
as
2ź
i“1
ˆ 
Q
|x|´γipqi{aq1dx
˙ 1
pqi{aq
1
ď C sup
QPDpRnq
|ℓpQq|β`γ1`γ2
ˆ 
B
|x|´aβsdx
˙ 1
as
2ź
i“1
ˆ 
B
|x|´γipqi{aq1dx
˙ 1
pqi{aq
1
ď C.
This completes the proof of Theorem 10.1. ✷
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