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7Abstract
Dissipative systems can be quantized by taking the
environment into consideration. This is illustrated by
damped simple harmonic oscillators and leaky cavities. In
the former case, the environmental effects are expressed via
a damping force and a fluctuating force (related by the
fluctuation-dissipation theorem). Langevin type equations
are obtained for the Heisenberg operators and it is
explicitly verified that the canonical commutation relations
are preserved for all times.
For leaky cavities, the normal modes of the whole
universe (the cavity plus its environment) are applied to
define the local density of states, which is used to study
the decay of an excited atom inside the leaky cavity. The
leakage strongly affects both the decay rate and the
spectral line shape.
Finally, the thermal resistance at the boundary between
two dissimilar harmonic solids is exactly evaluated using
the Kubo formula. Conventional results are then recovered
more rigorously in addition, transient effects are
predicted for short times. The formalism illustrates how
dissipation arises in a quantum system, with emphasis on the
role of coarse graining.
Chapter 1
Introduction to dissipative quantum systems
1.1 Irreversible processes
It is well known that all fundamental physical laws are
time-reversible. However, dissipation, which is
characterized by irreversibility, plays a central role in
many processes. It provides an arrow of time describing the
degradation of usable energy on the one hand and the
evolution and self-organization of complex systems on the
other. The following question must then be faced: how do
time-reversible fundamental laws give rise to
time-irreversible phenomena? Or more simply, how does
dissipation really arise?
To answer this question one may start by examining the
ordinary description of dissipative processes in terms of
phenomenological laws, for example, Ohm's law for electrical
conduction and Fourier's law for thermal diffusion, which
are irreversible since they are first order differential
equations in time. These phenomenological laws are in turn
explained by suitable kinetic equations such as Boltzmann
transport equations which again lack time reversal symmetry.
Therefore, the problem now becomes: on what grounds are
these kinetic equation based? There are many attempts to
derive these equations from fundamental physical laws, but
extra assumptions are always involved in the proofs. In
deriving the Boltzmann equation which describes the behavior
of a classical gas, the stosszahl ansatz (assumption for
the collision frequency) was made, which essentially amounts
to introducing time irreversibility by hand. Similarly,
the random phase approximation was used to prove the Pauli
master equation (Pauli, 1928), which is the foundation of
the quantum kinetic equation. Owing to these extra
assumptions, it is believed that the kinetic equation can
only provide us with the coarse grained behavior or the most
probable result. Information about correlation amongI
particles and phase coherence is completely lost. More
importantly, it is not clear whether in the absence of
artificially introduced irreversibility, dissipation does or
does not occur.
1.2 Dissipative quantum systems
The problem of dissipation is particularly acute in
quantum mechanics since the standard formalism (with a
hermitian hamiltonian) does not permit the introduction of
dissipation (e.g. a frictional coefficient) in a
phenomenological way. However, there are a lot of phenomena
which are quantum mechanical in nature and at the same time
strongly affected by dissipation. A famous example raised by
Caldeira and Leggett (1983) is the quantum tunneling of a
particle interacting with the environment, which has
important application in SQUID devices. Moreover, recently
many physicists believe that dissipation plays a key role in
relating quantum objects with the macroscopic world- the so
called problem of measurement (see, for example, Savage
and Walls, 1985).
For these reasons, there has been Increasing Interest
in dissipative quantum systems since the early 1980s. In
this thesis, various dissipative systems, especially their
quantum nature, are studied and much attention is devoted to
the problem of how irreversibility enters the system. Three
kinds of systems have been investigated, namely,
(I) the damped harmonic oscillator (chapter 2);
(II) leaky cavities and its application to optical
phenomena in dielectric microspheres (chapters 3 and
4); and
(III) thermal boundary resistance (chapters 5 and 6).
Each system is treated quantum mechanically ando
interesting results are found. Comparison is made with other
treatments based on intuitive argument. The more rigorously
derived results agree well with the conventional wisdom and
moreover predict low temperature anomalies, transient and
finite size effects. A summary and conclusion is given in
chapter 7.
2.1 Introduction
Many physical systems are in fact equivalent to
collections of simple harmonic oscillators (SHO), e.g.,
electromagnetic waves (photons), elastic waves (phonons) and
other bosonic particles. These SHOs are usually damped due
to interaction with the environment. For example, the photon
field inside a maser cavity decays gradually because of
resistance of the cavity walls or leakage of the cavity;
phonons in anharmonic solids acquire a finite lifetime
through the 3-phonon scattering process. The property of
damped oscillators thus deserves intensive investigation and
its classical behavior is commonly known. However, in
dealing with low temperature phenomena, quantum mechanics
must be used and a serious problem arises. There does not
exist a hamiltonian for a dissipative system and hence
quantization cannot proceed in the usual way. Several
mathematical tricks have been proposed in an attempt to
quantize a damped SHO. To name a few, Kanai (1948)
introduced an explicitly time—dependent hamiltonian; Kostin
(1972) invented a nonlinear Schrodinger equation and Dekker
(1977) developed a formal quantization scheme using complex
canonical coordinates and momenta. The methods mentioned
above have several shortcomings; for example, they lead to
violation of the uncertainty principle or the principle of
superposition.
Damped Simple Harmonic Oscillators
Chapter 2
Another stream of thought, based more on physical
grounds, treats the oscillator and its environment as a
single entity. Since there is no dissipation of energy for
the whole system, quantization then becomes obvious.
However, the next problem immediately to be faced is how to
describe the environment. The physical environment is often
too complicated to handle and various simplified models are
employed. The central idea is to replace the environment
under consideration with a bath, such that it produces the
same dissipative effect on the oscillator. Although there
are many different models, one common feature is that the
bath should possess infinite degrees of freedom. This is
essential, for otherwise energy will flow back to the
oscillator after a certain time, usually called the
recurrence time, and the bath is no longer dissipative.
We shall consider in this chapter the most popular
model, namely, the oscillator bath, proposed long ago
(Feynman and Vernon, 1963; Senitzsky, 1960; Ullersma, 1966),
which represents the environment as a set of bath
oscillators. The hamiltonian H of the entire system is given
by:'
(2.1)
where P, Q and 0q are respectively the canonical momentum,
coordinate and bare frequency of the damped oscillator in
question, i.e. the central oscillator; Pn' snd are
the momentum, coordinate and natural frequency of the n
oscillator in the bath. The last term in H is the
interaction between the central oscillator and the bath with
coupling constant given by X. One can apply the above modelf t
to study the quantum mechanical behavior of a damped
oscillator and various techniques have been developed to
tackle this problem. Ullersma (1966); Ford, Kac and Mazur
(1965) used the normal modes expansion. Feynman and Vernon
(1963) constructed an effective action for the damped
oscillator in the language of path integrals. Riseborough,
Hanggi and Weiss (1985) studied the dynamic susceptibility
and correlation function of the central oscillator.
In the following sections we shall derive the quantum
mechanical equation of motion of a damped SHO starting from
(2.1) and show that it leads to dissipation. The equation is
solved in terms of initial conditions of the damped
oscillator and the bath. The canonical commutation relation
between P and Q at any time t is then explicitly verified
and consistency is shown.
2.2 Equation of motion of a damped SHO
The equations of motion of the Heisenbrg operators
and o





Since (2.2b) and (2.3b) are linear inhomogeneous
differential equation, we can solve them with Green's
function technique. The Green's function of (2.3b) is found
to be
(2.4)




is the solution of (2.3b) in the absence of coupling.
From (2.2b) and (2.5) one can obtain an
integro-differential equation for Q{t):
(2.
The first term on RHS of (2.7) depends solely on the
dynamics and initial condition of the bath and is
independent of the motion of the central oscillator. It can
be conceived as a force
(2.8)
which is fluctuating since qnQ(t) is oscillatory. The second
term, usually involving the past history of Q(t), stands for
the damping force. This is a quantum mechanical Langevin
type equation. Note that the unknown 0(t) and q (t) are now
operators. If one defines a c-number function
otherwise, (2,9)
then, upon integration by parts, (2.7) can be rewritten as
(2.10)
with the renormalized frequency
To proceed further, the so called Markovian
approximation is often made by assuming that
(2.11)
and hence for t0 the equation of motion reduces to
(2.12)
The damping force is now proportional to the instantaneous
velocity and independent of past history. Baths possessing
this property are usually called the Ohmic bath or white
bath. (Note that in evaluating the second term on the RHS of
(2.10) we have set for reasons which will
become obvious in the next section.)
One may question the validity of assumption (2.11)
since R(t) is a sum of cosine terms and should be periodic.
However, as mentioned before, the number of oscillators in
the bath must be very large and hence the bath modes are
dense enough to be described by a continuous spectrum P(«).




a constant independent of frequency, then (2.11) will hold
and a white bath is successfully constructed. In reality, of
course, a bath can be white only to the extent that
is nearly constant up to(»« oc, the cutoff
frequency of the bath, beyond which it becomes negligible.
The delta-function in (2.11) must then be replaced by a
function of finite width in time of the order° 1. This
does no harm to (2.12) as long as o» 0. In other words,
though the Markovian assumption (2.11) is seldom achieved
literally, the equation of motion (2.12) holds nicely if the
period of the central oscillator is much longer than the
response time of the bath, which is given by. In the
following sections, we shall see that a certain ambiguity
arises from assumption (2.11) and, instead, a bath with
finite cutoff frequency is applied to solve the problem.
Up to now nothing has been said about the initial
condition of the bath. If it is assumed to be in thermal
equilibrium at t=0 with temperature T, one can easily obtain
the following stochastic averages of the white bath noise
(2.15)
The fluctuating nature of (t) is demonstrated in (2.15).
Note that the correlation function ()(0) in (2.16) has
been shown to be proportional to the damping coefficient r,
which is a clear manifestation of the famous
fluctuation-dissipation theorem (Kubo, 1966). Besides, the
time scale in (2.16) is obviously given by, which is
quantum mechanical in nature. Therefore, the decay of
correlation function at low temperature is very slow while
in the other extreme high temperature case
(2.16)
(2.17)
In practical calculations (2.17) can be applied, with
negligible error, whenever much greater than hO.
A final remark is that, in the quantum treatment, both
Q, P and are operators; however, it is readily shown that
the following commutator is a c-number
(2.18a)
(2.18b)
and for a white bath
2.3 Commutation relation and Markovian description
One can apply the equation of motion to study the low
temperature anomalous behavior of a damped oscillator and
there are extensive studies in this direction (see, for
example, Aslangul, Pottier and Saint-James, 1985). In this
chapter we shall concentrate on the commutation relation
between its canonical momemtum P[t) and coordinate Q[t).
It is well known that time evolution generated by a
hermitian hamiltonian will preserve equal-time commutation
relations (ETCR); however, it is not so obvious for a
dissipative system not governed by a hermitian hamiltonian.
One might intuitively expect that, due to presence of
dissipation, would decay exponentially with
time. This then leads to violation of the uncertainty
principle, which is one of the founding stones of quantum
mechanics; thus the consistency between Markovian process
and quantum theory becomes rather controversial.
A careful examination of (2.12) reveals that the
stochastic force (t) plays an important role in this
problem. For a damped SHO, Q( t) or P(t) is the sum of a
homogeneous decaying solution, which depends on the initial
values Q(0), P(0), and an inhomogeneous solution involving
()• If the stochastic force were neglected, one would
arrive at the premature conclusion that [Q{t) fP{t)] vanished
for large enough t. it is precisely the
fluctuation-dissipation relation (2.16) which excludes this
possibility. On the other hand, for t» r, only the
inhomogeneous solution survives and it has been shown (Lax,
1966; and Milonni, 1981) that the ETCR is valid in this time
domain. Recently Eckhardt (1986) rightly pointed out that
the ETCR should be verified for t T 1 as well, but his
claim that in this domain the ETCR is violated, i.e.
[0(t),P(t)] ih, is extremely surprising since the system
in question has now a full quantum-mechanical basis.
Eckhardt even asserted that one could not expect complete
consistency between a reversible hamiltonian quantum theory
and strict irreversible dynamical behavior. We shall show in
the next section that his assertion is incorrect and ETCR is
still preserved in such systems (Leung and Young, 1987a).
The root of the problem is a mathematical ambiguity
which must be treated carefully by regularization. To solve
Q( i) and P {t) in terms of 12(0) and P( 0), one must integrate
(') from t 1 =0 to t as shown in the next section. In view
of (2.18b), it will be clear that IQ(t)will involve
ambiguous integrals over half a delta function: i
To make it more specific, we shall replace 6( t) by
function A(t) with a finite width s, with
(2.19)
In the next section we shall show that
(a) the canonical result[£()()]= is obtained under
the natural assumption that d+=d_=i;
(b) the Eckhardt's claim of deviation from this result
corresponds to taking d+=i, d_=o;
(c) moreover, by regulating the spectrum of bath modes at
high frequencies, the symmetric prescription d,=d_=4 is
derived.
This then completes the verification of the consistency of
Markovian description with quantum mechanics.
2.4 Evaluation of commutator
The solution to (2.12) is, for t0
(2.20'
where the Green's function is
(2.21)
and Assuming (a) 2.(0) and P (0) satisfy
canonical ETCR, (b) the stochastic force satisfies (2.18b)
with 6( t) replaced by A (t) and (c) 0.(0), (0) commute with
(T) (i.e. the bath and the central oscillator are
independent at t=0), it is then easy to verify that
(2.22)
Straightforward computation then gives, in the limit where
the width£ of A(t) vanishes,
(2.23)
The appearance of d+-d_ (rather than d++d_=i) can be traced
to the fact that the t and o integrals extend over a half
1 ine.
Therefore the symmetric prescription d+=d_ gives the
canonical result. The choice d =1, d_=0 gives
(2.24;
which is exactly Eckhardt's result. It shows deviation from
standard result for t r_1 and agreement is only obtained
either at t =0 or t=°°.
To justify the symmetric prescription, we have to




Except for the last factor which regulates the high
frequency end of the spectrum, (2.26) is the standard white
bath assumption necessary for arriving at the frequency
independent damping force. Putting (2.26) into (2.25) then
gives the symmetric function
(2.27)
which becomes a 6-function when 0. We shall take this
limit whenever it is not ambiguous to do so. With this
regularization, which gives the last term in
(2.10) is still negligible for and the damping force
is clearly given by -2TQ{t). Note that the symmetric
prescription is in fact independent of details of
regularization since by (2.25) R(t) and'A(t) are guaranteed
to be symmetric. The equation of motion, in the Markovian
limit, is thus proved with the ambiguity removed and this
completes the proof that [Q( t) ,P()]= for t» e (but
with no restrictions on t relative to r-1).
The dynamics on the transient time scale 0 t e is
more complicated, the full equation (2.10) should be applied
to find Q and P at t= 0, where£« 0+« r, and they are
then substituted back into (2.20) as the initial values.
Since the above proof relies on the assumption that
[Q()()]= and in the present situation the
corresponding ETCR at t=0+ must be checked with care.
Owing to the fact that (2.10) is a second order
integro-differential equation, the coordinate Q (t) must be
continuous. Therefore,
(2.28)
and upon integrating (2.10) from t=o to t=0+ one obtains
(2.29)
There is an extra term -2r£(0) arising from the transient
force -R(t)Q( 0). It has also been discovered by Haake and
Reibold (1985) using normal- mode expansion and they called
it the initial slips. In spite of the correction, one can
easily prove that
(2.30)
Hence we have verified that ETCR is still preserved even
when transient effect is included.
2.5 Summary
Quantization of a dissipative system can be achieved by
considering the system and its environment together as one
subject. Though it is difficult, in reality, to describe the
physical environment, various simplified models can be built
to mimic the dissipative effect, the most popular model is a
bath composed of an infinite number of simple harmonic
oscillators. When the bath modes are suitably distributed, a
frequency-independent damping force is obtained and it is
usually called the Markovian approximation. However, this
requires (unphysically) that the bath spectrum extends to
infinity, which then generates delta-function type
singularity at short time. When this singularity is treated
carefully by regularization, it is found (not surprisingly)
that the delta-function should be regarded as symmetric. As
a consequence, the Markovian description preserves the ETCR,




It has been commented that in order to quantize a
dissipative system one must take its environment into
consideration. Owing to the complexity of the physical
environment, various simplified models are built to mimic
its dissipative effect on the system. However, in some
cases, the physical environment is not too difficult to
handle in a realistic way and a direct approach seems more
appropriate. We shall now consider an example of this type,
namely a leaky cavity. It is a cavity C enclosed by a
boundary F with finite leakage. The environment or bath B
outside the cavity is usually of infinite extent and, as a
result, energy leaks gradually from the cavity and can no
longer return. For example, laser cavities are usually
bounded by mirrors of high reflectivity, but for the purpose
of light output, these mirrors must also have partial
transparency. The cavity C by itself is obviously
dissipative; however, the cavity C plus its environment B is
again conservative and canonical quantization applies. In
addition, the interaction between B and C is now achieved
via a boundary condition or constraint, namely the
requirement that the fields are suitably continuous. It is
difficult, if not impossible, to express such an interaction
hamiltonian in terms of coupling between the normal modes of
the decoupled systems (Lai, Leung and Young, 1987). In other
words the oscillator bath model described in previous
chapter cannot be applied directly to the present situation.
The nature of leaky cavities deserves intensive
investigation because of its wide application in physics.
Many optical phenomena involve the interaction of atoms (or
molecules) with the electromagnetic field in a resonant
cavity, such as a laser cavity, which is inevitably leaky. A
parallel experimental program has recently been initiated on
dielectric microspheres with radii 5-50 {Jtm (e.g., liquid
droplets) acting as optical cavities. Enhanced fluorescence
(Benner et al., 1980), stimulated Raman scattering (Snow,
Qian and Chang, 1985a; 1985b), and lasing (Tzeng et al.,
1984) have all been reported. Roughly speaking, rays
confined within the microsphere by total internal reflection
at near-glancing angle cause resonance when the
circumference and the wavelength are in suitable ratios. On
the other hand, rays near the radial direction leave the
microsphere quickly and hence dissipation is introduced.
In this chapter we shall formulate the generalized
density of states for a leaky cavity for a 1-dimensional
string model. A similar procedure has been carried through
to study dielectric spheres (Ching, Lai and Young, 1987a)
and the result is summarized in section 3.4.
3.2 Formulation
First consider in general a free field p confined
without leakage to a cavity C. The field is free in the
sense that the hamiltonian is quadratic in. Then there is
a complete set of cavity eigenfunction (x) with
c
frequencies q and normalized toI v
Note that dx here is understood to be the differential





is the Bose-Einstein factor and we take h= kg= 1.
When leakage is introduced we cannot simply perturb the
above solution. Rather it is necessary to consider the whole
system C+ B in a total volume A. Let the eigenstates be
with frequencies «n (essentially continuous when
and normalized to
where
is discrete. The subscript indicates zero leakage. The
spectral density (energy per unit frequency interval) of the
cavity at temperature T is then
From the above normalization it may be natural to assume
that ln (x) I is the probability density of finding
particles at x and the probability that they are found in
the cavity is
However, this interpretation is merely a choice among others
and its justification will involve the dynamics of the
particular system in consideration. We shall, for
convenience, adhere to it in this chapter. The proper choice
for the case of electromagnetic field is discussed in Ching
et al. (1987a).
The average number of bosonic excitations (e.g.
(x)
Tl
phonons) in mode n is N(—) and thus the spectral density
(i.e. energy per frequency interval) of the cavity is
(3.5)
where the generalized density of states for the leaky cavity
is defined to be
(3.6)
and
is the local density of states. We shall show in the next
section that pC(«) of a leaky string is essentially Pq(«)
with each 6-function given a width.
(3.7)
3.3 The string model
We now apply the above formulation to a leaky string
(unit linear density, unit tension). It is clamped at x=o
and x=A (eventually A-») and a mass M is attached at
x= a« A. The free field in consideration is the transverse
displacement The lagrangian of the whole system is
(3.8)
where the mass density is
and the boundary condition is












while normalization in the A- oo limit gives
Finally the boundary condition at x=A shows that
Therefore
In the A oo limit, the sum over n can be replaced by an
integral, so
For a large cavity (2» 1), we find
which is independent of A.
Figure 1 shows—~—- for 2= =0.5. There are sharp
peaks with almost constant spacing. The second sharp peak in
— for m-i and 771= 1.5 are shown in figure 2. Note that
peaks become higher and narrower if either fn or w increases.
It is readily shown that for large M, pc peaks at
(3.18)
which are essentially the frequencies «c of the case without
leaks. The tiny frequency shift is clearly shown in
figure 2. The peak value of p is(— )[(mnn)+ (9(1)] and its
minimum value is (—)[(mnn) 2+ 0 (m. 4)]. The HWHM is
= —(mriTT)+ (9(m) and the integral of p over each peak
is 1+ (9 (777). In this sense each peak approaches a unit
delta function and p-» PQ as M oo. Moreover, the quotient
approaches unity for wa» 1 as demonstrated clearly in
figure 3. We call it the asymptotic sum rule, which says
that the presence of the cavity merely redistributes the
density of states and the total number of states is almost
unaffected.
It should be stressed that p(o,x) and P°(«) are
independent of the quantization volume A when A—» oo; in this
sense these can be regarded respectively as local properties
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Fig. 1 Density of states p in units of a versus x =cua for a
leaky string with m= 0.5.
Fig. 2 The shape of one resonance for leaky strings wit
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.Fie. 3 The quotient
versus x= uj a for
a leaky string.
prove that p(«) has poles In the complex plane at
with residues t—7—. Such a pair of poles of course
correspond to lorentzian line shape (if other poles are
sufficiently far away to be neglected).
3.4 Application to dielectric microspheres
Based on the .idea sketched in section 3.2, Ching et al.
(1987a) evaluated the density of states pC(«) of a
dielectric microsphere (e.g. a liquid droplet). To
facilitate calculation, imagine the microsphere to be
enclosed by a large concentric conducting shell of radius A.
The shell is just an artifact to fix the boundary condition
and p() is in fact independent of A as it approaches
infinity. They found that p(«) consists of sharp peaks
superimposed on a smooth background as shown in figure 4.
- Each peak is well approximated by a lorentzian, which
corresponds to a resonant state of angular momentum. The
Q-factor of each resonance, which is defined by
_ frequency of resonance
~ FWHM of resonance
(3.20)
can be as high as 2.5x10 if the refractive index n of the
sphere is chosen to be 1.4 (Ching et al., 1987a). The area
under the lorentzian is approximately equal to+ 1, which
becomes obvious in the zero—leakage limit. Unlike the
Fig. 4 Normalized density of states- p (to) p yac (£9) versus size parameter




situation of the leaky string, the total contribution from
the smooth background, which arises from the near radial
rays, is fairly significant. The quantity
(3.21)
is about 0.16 for n= 1.4 (Ching et at., 1987a), which
demonstrates the significance of the background (i.e. 84% of
all modes).
The density of states of a dielectric microsphere is
drastically different from that in vacuum. The peak value of
p(«) at resonance can be hundred times the usual value. It
will be useful for understanding the various interesting
electromagnetic phenomena experimentally as mentioned in the
Introduction. Ching et al. (1987b) applied the Fermi golden
rule to study the decay of atoms (or molecules) embedded in
a dielectric microsphere. Since the decay rate is, by the
golden rule, proportional to the density of states,
enhancement (.or inhibition) of decay is predicted. However,
in the derivation of Fermi golden rule one has already
assumed that the density of states is smooth, the validity
of which is now questionable in view of the sharpness of
resonances. We shall devote Chapter 4 to study the
electromagnetic decay into a narrow resonance in an optical
cavity. It will be shown that the golden rule breaks down in
the so called strong-coupling case.
3.5 Conclusion
We have shown in a correct quantum treatment that the
spectral density of a leaky cavity C can be described in
terms of a generalized density of states pc(o). The full
system C+ B is treated together, yet the coordinates of B
do not appear in the end, but merely have the effect of
giving an imaginary part to the pole positions in p(«),
which is-a clear signal of dissipation.
Chapter 4
Electromagnetic decay into a narrow resonance
4.1 Introduction
The spontaneous electromagnetic decay of an excited
atom (or molecule) in unbounded free space is a well studied
textbook problem. Its solution is usually given by the Fermi
golden rule, which states that the decay is exponential with
rate constant r and
matrix element I x density of states of photons
(4.1)
The process is dissipative in the sense that energy goes
irreversibly from the atom to the electromagnetic field,
which can be considered as the bath in this problem. Atoms
placed in a cavity with perfectly absorbing (or leaking)
walls would behave similarly. On the other hand, if an
excited atom (or molecule) is placed in a lossless resonant
cavity, e.g., a cavity with a perfectly reflecting surface,
the photon emitted will be reflected from the boundary and
then eventually reabsorbed by the atom (or molecule). As a
result, energy oscillates continuously between the atomic
system and the electromagnetic field inside the cavity (see,
for example, Yoo and Eberly, 1985). This phenomenon is known
as the Rabi oscillation, which plays an important role in
the operation of maser cavities (Jaynes and Cummings, 1963).
Needless to say, the golden rule is inapplicable in this
situation.
However, cavities employed in practical applications
have walls which are neither perfectly absorbing nor
perfectly reflecting, but have a certain finite leakage. A
few important examples are as follows:
(a) A laser cavity leaks due to output coupling.
(b) As mentioned in chapter 3, resonant optical phenomena
have recently been observed in micrometer size
droplets, which is leaky due to the near radial rays
(see, for example, Benner et al., 1980).
(c) There is much current interest in studying highly
excited Rydberg atoms placed inside a millimeter size
cavity to observe enhancement or inhibition of decays
(Goy et al., 1983; Hulet, Hilfer and Kleppner, 1985).
Similar phenomena have also been observed at optical
frequencies by placing excited atoms between two
metallic mirrors spaced by a micrometer size gap (Jhe,
et al., 1987) or in a confocal resonator (Heinzen, et
al., 1987).
.The evolution of an excited atom depends critically on the
leakage of the cavity in which it is placed. A unified
approach which holds irrespective of the degree of
dissipation is therefore worth seeking.
It has been shown in the last chapter that the local
density of states can be defined even for a leaky cavity by
taking its environment into consideration. We shall apply
the above concept to study the spontaneous decay of a single
atom coupled to a leaky cavity. The results obtained, which
are valid for arbitrary degree of leakage, agree well with
those from conventional theories both in the large and small
dissipation limits. The formalism is general; however, for
concreteness, dielectric microspheres are employed as an
example of the leaky cavities. Firstly, due to the spherical
symmetry, the density of states of these spheres can be
obtained without too much difficulty (Ching, et al., 1987a).
Secondly, it can be readily applied to explain some of the
interesting optical phenomena observed in tiny liquid
droplets (Lai, Leung and Young, 1988).
The development of this chapter can be divided into two
parts. First of all one must solve for the electromagnetic
modes, leading to the local density of states p(«,r) or a
quantity S.. (cj,r) describing the vacuum fluctuation of the
' J
electric field (Ching et al., 1987a), as sketched in section
4.2. In almost all cases of interest, S can be represented
as a lorentzian, which is then the input to the
quantum-mechanical calculation of spontaneous decay process
in section 4.3 (Lai et al., 1988), in which one no longer
needs to know the details of the electromagnetic modes.
Analysis of the results obtained is presented in section 4.4
and finally in section 4.5 an alternate approach namely, the
quasimode method, is sketched.
The main purpose of this chapter is to illustrate the
influence of dissipation on electromagnetic decay of atoms
(or molecules). Other details, such as competition between
different atomic lines (as encountered in fluorescence), the
influence of several nearby cavity modes (encountered for
large dielectric microspheres with a large density of
resonances) and realistic numerical evaluation, are all
omitted. However, the omission mentioned above are discussed
extensively by Lai et al. (1988).
4.2 Electromagnetic eiqenfunctions
Consider an atom with a lower level a and an upper
level fc at position in a cavity. For dipole transitions,
the relevant perturbation is
(4.2)
where P is the electric dipole operator and E is the
electric field. A factor should be inserted if
the cavity consists of a dielectric of refractive index n
(Ching et al., 1987b). The field E can be expanded in terms
of a set of eigenfunctions e labelled by an index s, with
frequency o:i3
(4.3)
where the annihilation and creation operators satisfy
and the eigenfunctions are normalized to one
quantum per mode:
(4.4)
where the integral is over the universe£, say a sphere of
radius A. We shall concentrate on the quantity
(4.5)
which is similar to the local density of states defined in
chapter 3 and is independent of A as it approaches infinity.
The normalization of.. has been chosen so that in vacuum
(4.6)
where p is the density of states per unit volume in
vac
extended vacuum. This choice is convenient because, as wei
shall see, p will turn out to be the enhancement factor
vac
for spontaneous decay in the weak-coupling limit.
Since spontaneous emission is essentially stimulation
by vacuum fluctuations, (,r) is all we need. This
function, in particular its trace S, has been evaluated for
dielectric microspheres (Ching et al., 1987a, 1987b). It
shows sharp resonances superimposed on a smooth background.
For spheres with the dimensionless size parameter
x= 2rca 30, where a is the radius and X is the
electromagnetic wavelength in vacuum, they found that the
4
Q-factor of each narrow resonance can be 10 or higher.
Moreover, the quotient Sp is about 300 or even more atvac
the rim of the microsphere, where the internal fields are
concentrated. These resonances, due to simple poles close to




We shall only consider the state I b and I a,
where the latter denotes lower atomic state I a with one
photon in mode S, with amplitudes C(t) and D It) in the
interaction picture. The usual Weisskopf-Wigner(1930)














Since we are interested in the spontaneous decay of an
excited atom, the proper initial conditions are respectively
C(0)= 1 and D 10)= 0. After some arithmetic, one finds
(4.12)
and hence C(t) can, in principle, be obtained by performing
the inverse Laplace transform
(4.13)
The exact evaluation of the integral in (4.13) may be
very cumbersome. However, for weak coupling, i.e. if IY I
is sufficiently small, the dominant contr ibut ion of he
integral comes from the small p region and thus it is
reasonable to approximate C(t) by





where P in (4.15) denotes principal value part. This is
the standard golden rule result; besides, it gives the
correct level shift which agrees with Ching et al. (1987b).
However, as mentioned in the very beginning, it is valid
only in the weak coupling limit.
4.3.2 Electromagnetic decay into a narrow resonance
Now let us return to the exact evaluation of C(t) by
2
using (4.8) for V I and assuming that the atomic matrix
element is isotropic, i.e.
(4.17)
Then the sum in (4.12) can be rewritten as:
(4.18a)
and from the definition of S.. (4.18a) can be further
simplified,
(4.18b)
where£ is understood to be evaluated at r. We now assume
that£[) is a narrow lorentzian centered at o,
(4.19)
The first bracket is the value S(g )o in vacuum and hence K
is the enhancement factor. Straightforward integration shows
that
(4.20)
where A is the detuning parameter and ris the spontaneous
decay lifetime in vacuum,
(4.21)
(4.22)
In the derivation of (4.20) we have already assumed that
so that the integral can be evaluated by
extending the lower limit to -a.
Thus C(p) is obtained
(4.23)
and inverse Laplace transform gives
(4.24)
where p, p are in general complex with negative real1. 2
parts, and are the solutions to the secular equation
(4.25)
4.4 Analysis of results
4.4.1 Time scale





as the proper unit of time. The following dimensionless













is a complex number measuring both the dissipation and the
detuning effect.
It is instructive to consider the two limiting
situations as follows:
(a) 1Z!» 1, which is called the weak-coupling limit, we
have
(4.33)
(b) |ZI« 1, which corresponds to the strong-coupling
limit, we then have
We shall study, in details, the physical implications of
these two cases in the following subsections and the
influence of dissipation on the decay is then clearly shown.
(4.34)
4.4.2 Weak-coupling limit
The condition Z» 1 can be rewritten in a more
transparent way, namely,
(4.35)
The term inside the .square bracket is, from (4.19), the
enhancement factor of the density of states due to the
presence of the cavity. We expect intuitively that the decay
rate should also be enhanced by the same factor. In other
words, the physical meaning of the weak-coupling limit
condition (4.35) is that the cavity line width has to be
larger than the atomic line width, which is broadened due to
the enhancement. The above statement can be further
established by writing down the solutions p±, P2 in ordinary
units,
(4.36)
Since I P± I» IP21, for all but the shortest times (4.24) is
dominated by the second term, and
(4.37)
where the decay rate constant
where T is the decay rate constant in extended vacuum. This
o
result has first been obtained by Purcell (1946) using the
Fermi golden rule. As mentioned in section 4.2, the
enhancement can be 300 or higher for dielectric spheres with
x 30. However, one must be careful in applying (4.39)
since its validity depends on condition (4.35) which states
that
(4.40)
If the enhancement factor is too large, the golden rule
(4.39)
This is a direct verification of the validity of the
Fermi golden rule in the weak-coupling limit. More
generally, we may write
(4.38)
becomes invalid and one may even arrive at the
strong—coupling limit, which will be discussed in next
subsection.
Nevertheless, (4.37) is incorrect at short times
-i
t« 7, for which one has
(4.41)
The quadratic dependence on t, of course, follows from
4.4.3 Strong- coupling limit




The physical interpretation of (4.42) is that when the
broadened atomic line width is larger than the cavity line
width, the golden rule no longer holds. This is reasonable
since in the derivation of the golden rule it has always
been assumed that the density of states S (a) should be
nearly constant in an interval measured by the enhanced
transition rate.
The imaginary parts of p and p give rise to1 2 3
oscillations in IC(£)|, and the envelope decays at a rate
(4.44)
essentially independent of the detuning. The oscillatory
behavior may be interpreted as the emission and reabsorption
of the photon. The net decay rate is then determined by the
rate of leakage of the photon, i.e., y, which depends solely
on the property of the cavity. This phenomenon can be
considered as a damped Rabi oscillation.
4.4.4 Effect of. dissipation
We have learnt from the previous discussion that the
behavior of an excited atom inside a leaky cavity is
determined by the magnitude of Z, which is equal to
Since A is just the detuning effect, we
shall, for simplicity, set A~= 0 for the moment and
concentrate on the dissipative effect, which is measured in
terms of J. It has been mentioned that the area under each
narrow resonance of a dielectric microsphere is
approximately equal to 2+ 1, where is the angular
momentum quantum number of the resonance. As a result, the
quantity= Ky, which is defined in (4.27), will be
fixed for a given species of atoms as the factor of the
resonance is changed. Since y Q, we can conclude that
and
(4.45)
It is well known that Q decreases with dissipation of the
cavity. Hence, the golden rule applies when leakage is
significant while the strong-coupling limit is achieved for
a less lossy cavity.
4.4.5 Time dependence and effective decay rate
It is convenient to classify the decaying scheme by the
previously defined dimensionless quantity R. Figure 5 shows
versus t for both the tuned' (A =0) and the detuned
cases. Exponential relaxation in the weak-coupling
case (R« 1) is analogous to overdamping, underdamped
oscillations occur for strong coupling (R» 1). However, the
decay is most rapid for intermediate coupling (R 1),
analogous to critical damping.
To be more specific, consider the effective decay rate
(4.46)
Again it is convenient to deal with the dimensionless
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and in (4.47) we have used the fact that R oc Q. Thus, for
fixed A, T• has a maximum value of at R= R
decreases for both large and small R, and is symmetric under
RR RR. In other words, the most rapid decay occurs
when the cavity has an intermediate Q value. This can be
understood heuristically as follows. The decay involves two
processes:
(a) the emission of a photon at a rate as predicted by
the golden rule and
(b) the leakage of the resultant photon out of the cavity,
at a rate 7 Q 1.
The slower of the two processes is the rate-determining
step, so that the observed decay rate goes as Q for small
values of Q and as 2_1 for large values of Q.
4.4.6 Photon spectrum
The temporal evolution of C(t) also affects the photon
spectrum since the amplitude to find a photon in mode s at
(4.49)
which comes directly from (4.7b) and (4.9a). The intensity
spectrum, normalized to 1(«)= i, is
(4.50)
Using (4.19) for t and (4.23) for C then gives
(4.51)
where K=- w0 is the frequency shift.
Figure 6 shows I versus%= Kr for both the tuned
(A =0) and the detuned (A 0) cases. In the former case
the curve is symmetric with respect to f =0. It can also be
shown (Lai et at., 1988) that for R-, I consists of a
single peak, while for R—, I consists of two peaks. In
fact, for very strong coupling R» 1, the two peaks occur at
if=±—, which corresponds to the Rabi oscillation
frequency. The width of spectrum is largest for intermediate
values of R and it agrees with the discussion in previous
subsection.
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Fig. 6a Photon spectrum versus for tuned
case A= 0. Arrow indicates nominal position of atomic
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Fie. 6b Photon spectrum versus
detuned case Arrow indicates
for
nominal position of atomic line. Different curves are
labelled by values of R.
In the case A o, the curve is in general asymmetric.
For weak-coupling the spectrum is centred at the nominal
transition frequency co= 0. As the coupling increases, the
spectrum again shows a double-peak structure, with the peak
farther from the cavity resonance being stronger.
4.5 Quasi-mode approach
We shall now sketch the conventional approach (Sachdev,
1984; Agarwal and Puri, 1986) to the problem, namely, the
quasimode method. Consider a two-state system
(4.52)
i
where o indicates a photon in a single quasimode The
mode is quasi in the sense that it has a finite lifetime
given by r'1 due to the dissipation. As a result, its
2 y
eigenfrequency is complex and equal to (q-——). The
hamiltonian H of the system is thus non-hermitian and
(4.53)
where hQ is the energy of the upper level b and o represents
coupling between I b and a 4.
The eigenf requency of the coupled system, which is in
general complex—valued, satisfies the following secular
equation
(4.54)
The relation between the in the above equation and p in
(4.25) is
(4.55)
since the interaction picture has been used in section 4.3.
Therefore, (4.54) can be expressed in terms of p and it
gives
(4.56)
where A= Q- as defined in (4.21). The two descriptions
give the same time dependence if we identify
(4.57)
Though the equivalence of the two approaches has been
shown, the quasimode method has several drawbacks. Firstly,
, 7 and o are all phenomenological parameters, whose
values have to be determined from other calculations or
experiments. Secondly, the line shape of the quasimode is
restricted to be lorentzian; however, in reality, it may not
be the case. Moreover, as stated clearly in the
fluctuation-dissipation theorem (Kubo, 1966), a fluctuating
force term must be included in the equation of motion, which
hinders the calculations of products of operators, e.g., the
photon correlation function. On the contrary, the method
developed in this chapter starts from first principles and
the whole formalism relies on the concept of local density
of states. Since we have trea.ted the entire universe as a
single system, the effects of fluctuation and dissipation
are both naturally included in the formalism from the very
beginning.
4.6 Conclusion
The local density of electromagnetic modes inside a
cavity is radically different from that in extended free
space. It shows spatial variations; and there are also sharp
resonances in its frequency spectrum. Since the decay rates
of excited atoms (or molecules) are, in- the weak-coupling
limit, proportional to the density of states, enhancement or
inhibition of decays is predicted and observed (Goy et al.,
1983; Hulet et al., 1985). However, the decay rate is
obviously limited by the leakage rate of the cavity. In the
strong—coupling regime, there is a damped oscillation in
energy between the atom and the electromagnetic field inside
the cavity. Therefore, the decay is most rapid for cavities
having moderate dissipation.
Chapter 5
Exact evaluation of the Kubo formula for boundary resistance
5.1 Introduction
In thermal conduction, heat flows irreversibly from
high temperatures to low temperatures, as described by the
Fourier's law:
heat current density
= -(thermal conductivity) x (gradient of temperature)
In electrical insulators, energy flow is mainly carried by
phonons, whose dynamics (i.e. rate of change of occupation
number) is governed by the Boltzmann-Peierls equation
(Peierls, 1929). The thermal conductivity can, in principle,
be determined by solving the above equation though it is
never an easy task. However, a more challenging problem is
to derive the explicitly time-irreversible Boltzmann-Peierls
equation or to obtain the thermal conductivity from those
fundamental physical laws which possess time-reversibility.
There have been many attempts in this direction, e.g., van
Hove (1955; 1957), Kwok and Martin (1966), and also
Kirczenow (1980). They succeeded in proving the above master
equation under certain assumptions or approximations, such
as weak—coupling, coarse graining or by summing an infinite
subset of diagrams. It will then be instructive to study an
exactly solvable system so that the origin of
irreversibility becomes unambiguous.
Being motivated by this, we now focus on one particular
example of thermal resistance, namely at the boundary
between two dissimilar materials (Kapitza, 1941; Fairbank
and Wilks, 1955). This system is interesting because it is
described by a quadratic hamiltonian and can therefore be
solved exactly. Moreover, at low temperature T the umklapp
contribution vanishes exponentially (Peierls, 1955), so that
the boundary resistance, going roughly as T 3, is often an
important source of resistance, e.g., for the contact
between liquid helium and a solid sample (Kapitza, 1941;
Fairbank and Wilks, 1955), for semicrystalline materials
(Choy and Greig, 1975; Choy and Young, 1977), for composites
(Anderson and Rauch, 1970; Chen, Choy and Young, 1976), and
for samples of finite size (de Haas and Biermasz, 1935;
Berman, 1951). A theory was first developed by Little
(1959), who considered the scattering and transmission of
phonons at the interface.
It must be stressed that both the Bol tzmann-Peierls
equation and Little's treatment of boundary resistance deal
with the phonon occupation number. In this picture, all
informations about phases have been missed from the outset.
However, it is known from the studies of damped oscillators
that many low temperature anomalies arises from phase
coherence (see, for example, Riseborough et al., 1985; Haake
and Reibold, 1985). It is thus desirable to tackle the
problem in a more fundamental way.
In this chapter we (Leung and Young, 1987b) evaluate
the boundary resistance between two dissimilar harmonic
solids form the Kubo formula (Kubo, 1957); both the formula
and the evaluation are exact. Besides reproducing the well
accepted result of Little, it provides new views to the
problem. The origin of dissipation is clearly pointed out
and the transient effect (see Leung and Young, 1987c), which
is overlooked in the ordinary treatment, is discussed
extensively in chapter 6.
The rest of this chapter is organized as follows.
Section 5.2 outlines the derivation of the Kubo formula for
the case of response to a temperature step in a medium
consisting of two dissimilar solids. Section 5.3 presents
the exact evaluation of the formula, first of all in a
one-dimensional case, and then generalizing to
three-dimensions. The treatment refers to an infinite medium
(so that outgoing waves are not reflected) and standard
finite-temperature Green's function techniques (Zubarev,
1974) will be used. In section 5.4 we consider a finite
medium, from which the origin of dissipation or
irreversibility is most clearly seen, and finally the
physical implications of the obtained results are discussed
in section 5.5. We set h= kg= 1 throughout chapter 5 and
chapter 6.
5.2 Kubo formula for boundary resistance
Consider an infinite medium consisting of two solids:
Solid 1 (2) in the region Z 0 (Z 0). It will be useful
to calculate the heat current density 3 at time t and
position Z in response to an initial temperature step AT
imposed at position Z. We define the ratio
(5.1)
The surface conductance K (the inverse of the surface
resistance£) is obtained by setting Z== o and t oo.
In other words, the temperature step is imposed across the
interface, and the heat flux is also measured across the
interface when steady state is reached.
The temperature step at t- 0 is described by an
initial density matrix
(5.2)
where X is the hamiltonian density and N is a normalization
constant. The local inverse temperature' represents a
small step at Z:
(5.3)
where
density matrix can then be rewritten as
The
(5.4)
where is the hamiltonian of the system and
Since
order in B
it can be shown (see Appendix) that to first
(5.5)
(5.6)
From now on we denote Heisenberg operators by a prime, for
example,
and hence (5.6) reduces to
(5.7)




The average energy current density at Z= Z is given by
(5.10)
in which J is the transverse area of the sample, and the
energy current density operator J(r) satisfies
(5.11)
It is easy to argue that by time reversal symmetry P(0) does




it is then straightforward to show that
(5.14)
From (5.5), (5.11) and upon integrating by parts, one
arrives at the result
and hence
(5.15)
where we have changed the notation
(5.161
etc., and denotes thermal average. The
imaginary time integration over X in (5.16) can be removed
without too much difficulty and the surface conductance is
found to be
(5.17)
and only the part of the correlation function odd in r is to
be taken. This is the Kubo formula for boundary conductance
K, which is equal to £-1. For values of t so large that
steady state prevails, energy conservation implies
can be evaluated at any Z'.
Moreover, because of symmetry under 2 likewise
arbitrary. This freedom will be demonstrated explicitly for
a one-dimensional system and then exploited to simplify the
calculation for a three-dimensional solid by averaging over
Z and Z'.
5.3 Evaluation of Kubo formula for infinite systems
5.3.1 One-dimensional system
We shall now apply (5.17) to a one-dimensional system
(a string) with coordinate M Z) and position-dependent
density cr(Z) and modulus M(Z), described by the largrangian
density
(5.18)
Eventually we set for
The corresponding hamiltonian density and
energy current density are
(5.19)
(5.20)
in which it- a' is the conjugate momentum and normal
ordering is everywhere understood. When the expression of J
is substituted into (5.17), the current correlation function
can be separated into
(5.21)
by Wick's theorem (see, for example, Fetter and Walecka,
1971). The other contraction does not contribute, since each
J is normal ordered and there is no connected four-point
function since the hamiltonian is quadratic. If one defines
the correlation function
(5.22)
and makes use of the property
then it is straightforward to prove that
Since we wish to calculate$ when steady state is reached,
the time integral has been extended to infinity and for
one-dimension, A has been set to 1.
Secondly we introduce the Fourier transform
(5.23)
(5.24)
which is related to the retarded Green's function
(5.25)
by (see Zubarev, 1974)
c;
where G(Zt,Zro) is the Fourier transform of G{Zx,Z,t)%




with Note that in (5.28), the two
A
factors of G are forced to the same frequency by the
infinite time integral in (5.23).
The Green's function can be evaluated from the defining
equation, written in the frequency domain as
(5.29)
The function G has the interpretation of being a wave
produced by a harmonic point source at Z and observed at che
point Z'. The solution to (5.29) is just plane waves in each
region with a gradient discontinuity at Z«= Z and the
retarded nature selects outgoing waves at infinity. The wave
numbers for the plane waves are in the two
The solution of Gregions and
is then straightforward and G is found to be
(5.30)
where r is the amplitude reflection
coefficient and Z.= a .c. is the impedance in the twoV t V
2
regions. Since 1- r is just the energy transmission




linear in temperature T and agreeing with Little's theory
(Little, 1959) for such a one-dimensional system. Note that
K is independent of the positions of the temperature step
and the observation point, which agrees with the remark made
in the previous section.
5,3,2 Three-dimensional solid
A three—dimensional harmonic solid with displacement
xield u (r, t) is described by the largrangian density
(compare (5.18), where u is analogous to 0)
(5.33)
where the stiffness tensor is
(5.34)
with for The
calculation now involves the correlation function
. and the corresponding
retarded Green's function. While the details of the
calculation are in general quite cumbersome (but rendered
manageable by the freedom to average over Z and Z 1), the
result is simple and easily made plausible. First let
so that there are only compressional waves. Due
to the translational invariance in the x and y directions,
one of the transverse integral in (5.17), say a r, is
trivial and cancels the factor while the other, say a r|,
guarantees that waves with different transverse wave vectors
q's contribute to the heat flux independently. It is then
not surprising to find, in analogy to (5.31), that
(5.35)
Note that the energy transmission coefficient T is now
dependent on frequency and transverse wave vector and the cj
.integral is restricted to values such that the corresponding
longitudinal wave vectors on both sides are real. Physically
imaginary longitudinal wave vector represents total internal
reflection and hence zero energy transmission.
Mathematically this restriction may be seen from the freedom
to choose Z and Z' arbitrary: if they are far from the
interface and on opposite sides, waves with imaginary
longitudinal wave vector will not propagate from r to r' and
hence the Green's function vanishes.
When the explicit form of T(a,q) (see Leung and Young,
1987b) is inserted into (5.35), we find that
where 9 {0) are the angles of incidence (refraction) in2 1
the two media; c. is the velocity of sound in medium i,
i =l, 2, and we have assumed that c2 c1- It agrees with
3
Little's result, in particular, K cc T.
When the shear modulus is not zero, a similar
calculation shows that t(o,j) in (5.33) is replaced by
(5.36)
where T is the energy transmission coefficient for
polarization ct striking the interface and transmitted to the
other side as polarization 13. Again, for the same physical
reason, the different transverse momenta contribute
independently to K. Moreover, there is no interference
between waves with different polarizations due to the
freedom to average over Z and Z' in the steady state. K is
3
still proportional to T and the result agrees with Little
( 1959).
So far the evaluation has been made for an infinite
system. The fact that we obtain a finite K means that
dissipation has been derived' from a hermitian
time-reversible system. This issue becomes even clearer in
the next section, which deals with systems of' finite size
using the normal mode expansion.
5.4 Finite solid
The origin of dissipation becomes even clearer if we
consider a finite solid and express the calculation in terms
of normal modes. It suffices to illustrate the idea by the





Introduce normal coordinates qn by
(5.39)
and the corresponding momenta where




where normal ordering is implied, and the c-number function
(5.42)
which is continuous across the interface.
Putting all these into (5.17), we find
(5.34)
Here we have kept t finite; without the assumption of steady
state, Z and Z' are no longer arbitrary and for convenience
we choose Z- Z 1= o in the following calculation. The
correlation function in (5.43) can be broken into
where Pr= Pr(0), etc., are the Schrodinger operators. The r
dependence is now explicit, e.g.,
( 5. 4 4
The ensemble averages over the Schrodinger operators are
(5.45)
and is the Bose-Einstein occupation
number. When these are put into (5.43), the r integral leads
to
K, AG.
where ) mav be thought of as a 5 function
given a width of~ 1.
Now because of the first two factors in the above
summation, the tji— ti term clearly does not contribute, so
wher A is the size of the solid and c is a
typical phonon speed. On the other hand.
Thus so that the
literal interpretation of (5.17) with t—» oo is physically
incorrect. The reason is obvious: phonons are reflected at
the ends of the finite solid after a time~ Ac, so that the
heat flow caused by the original temperature step quenches
itself.
Hence we are led to consider (5.46) with finite t, in
particular
(5.47)
In other words, t is much smaller than the relaxation time
of the whole system, yet much larger than the period of
typical phonons, which is given by 1T. Owing to (5.47), the
first bracket in (5.46) has the most rapid fluctuation among
the factors, it can then be replaced by its average over
neighbouring modes, i.e.,
(5.48)
in which the long overbar denotes the averaging, and we have
already set«« =1 for the presence of A(«-«) in
(5.46). This is just the process of energy coarse graining
known to be necessary for deriving dissipative behavior
(Chester, 1963). After this averaging process the double sum
in (5.46) can be replaced by a double integral and the A,
function can be well approximated by the usual 5 function
since t» 17. We then obtain
(5.49)
where??(«) is the density of states. Note that one of the
frequency integral cancels with the 6 function and hence
interference between different frequencies again disappears.
In order to evaluate T (g) and also??(•), consider a
string extended from
this choice merely simplifies the arithmetic and is not
essential. The to-th eigenfunction is
Z 0
Z 0






which is zero unless to is odd and ti is even. Note that Qmn
changes rapidly with frequency and only after the coarse
graining process can it provide a smooth function r (o)
(5.51)
where
is the energy transmission
coefficient as before. The density of states in this case is
7?= 2Xtt and (5.49) finally gives
(5.52)
in agreement with (5.31), but now with the added insight
that it pertains to the thermal current at finite times.
5.5 Discussion
The thermal boundary resistance is exactly evaluated
using the Kubo formula and it agrees with Little's result.
In other words, the phonon master equation is rigorously
verified for this situation. Besides, irreversibility is
shown to occur only for a certain time domain. As remarked
before, for any finite system there exists a time beyond
which the system will recur and hence it is no longer
irreversible (Poincare, 1890). However, if one is only
interested in times much smaller than the recurrence time,
then it is permissible to make some approximations, such as
neglecting the reflected waves (see section 5.3) or coarse
graining quantities in the frequency space (see section 5.4)
and this is exactly the origin of irreversibility.
The question of the origin of irreversibility is
sometimes posed as: How does the arrow of time, as
determined by the increase of entropy (e.g. associated with
heat flow), arise in a system with microscopic time reversal
invariance? The answer is that entropy increases only for a
finite (though in practice extremely long) time. For
infinite time (or times on the Poincare recurrence time
scale) entropy does not increase (see, for example, Peierls,
1979).
On the other hand, the phonon master equation, in which
interference between different modes is neglected, is
demonstrated to be correct only for time much greater than
the response time of the system, e.g., the period of typical
thermal phonons. In the next chapter we shall show that if
the boundary has, its own response time, there is in general
a transient energy current which results from interference
between different modes.
In closing it should be remarked that we have neglected
the anharmonicity and lattice structure of the solids,
however, boundary resistance is important only at low
temperature and it is thus valid to make those
simplifications.
Transient effect in thermal conduction
Chapter 6
6.1 Introduction
The thermal boundary resistance between two harmonic
solids in direct contact has been evaluated exactly with the
Kubo formula in last chapter. The steady state energy
current so obtained is consistent with that from the
conventional approach (Little, 1959), which deals only with
%
the phonon occupation numbers. However, as remarked before,
interference between different modes is expected at short
times and it is no longer permissible to neglect the phonon
phases. Therefore we shall devote this chapter to study the
transient effect in thermal conduction across an arbitrary
junction, which is beyond the applicability of the
Boltzmann-Peierls equation. In this sense, the following
investigation serves as a supplement to the conventional
Taj i cHnm
6.2 The model
The model is essentially that studied in section
(5.3.1) and consists of a string-» Z a divided into
L (Z 0) and R (Z 0) by a junction at Z= 0 with linear
response. To save writing, we set the mass density and the
modulus of the string to 1. Therefore, for Z 0, the
vibration p {Z, t) is governed by the wave equation
The junction is described by a




up to normalization and interchange of two sides. In section
(5.3.1), the two parts of the string are in direct contact
then R and S are proved to be frequency independent; in
general this is not the case. Causality ensures that S and R
are analytic in the upper half plane; we assume that they
have simple poles at co= co, Jni 0. The transmission
n n
characteristic of the junction, S(t), is just the Fourier'
transform of S{o). It vanishes for t o and is small for
t» r, where the junction time scale is t= 0( l.o I 1). It
will be shown later that there is another time scale
-1
where T= 13 is the temperature of the system,
and it is quantum mechanical in nature.
Though the formulation can be carried through for an
arbitrary junction, we choose a specific one which consists
of a mass M connected to the string via springs (one on each
side) with spring constant K as shown in figure 7 (Leung and
Young, 1987c). If the length of the springs are neglected,
then it is easy to prove that
(6.2)
in which= 2KH, and S(t) t2 for t-» 0+. It will be
instructive to consider the limit K- 00; the mass is then
Fig. 7 The longitudinal spring- mass- spring junction.
Spring Spring
Mass StringString
connected directly to the string. The corresponding
transmission coefficient is
(6.3)
and there is an immediate response in the sense that
S(0+) 0• This model for the junction is simple yet
realistic since from microscopic point of view the string is
also composed of tiny springs and masses.
6.3 Formulation
The object of interest is the heat flux per unit
temperature step, Q(t), when a small temperature step
is imposed across the junction at t- 0;
intuitively Q is the time-dependent thermal conductance. It
can be evaluated exactly via the Kubo formula (5.16)
(6.4)
where J is the energy current operator in Heisenberg
representation, the temperature step is imposed at Z-» 0
and the current is measured at Z'-» 0+. The correlation
J J can be expressed in terms of the retarded Green's
function (see chapter 5 for details), which is given by
(6.5)
Some arithmetic then leads to
(6.6)
where is the Bose-Einstein occupation
number. Formally Q(0) =0, but this need not in fact be the
case because (6.6) may not converge uniformly.
First consider Q{t-n)=. in this limit,
so there is no interference between modes. It is readily
shown that
(6.7)
which is a direct generalization of (5.31) with T replaced
by the frequency dependent energy transmission coefficient
! S (o) 12. Interference at finite t is revealed by evaluating
(6.6) by contour integration. There are three types of
poles. Those at«+ a1 =0 exactly gives Q. Secondly, poles
in assumed to be
give
which is negligible for t» Tj. Finally, there are poles
due to N(?) at= imrq, where tti is positive integer.
These give
(6.8)
which is negligible for t» at fixed T (or even faster if
tjtq) an also for T oo at fixed t. Roughly speaking
is a junction effect while Qis a quantum correction.
(6.9)
6.4 Result and interpretation
The total energy flux Q{i) is the sum of Qf Q (t) and
Q( t), and it is evaluated for the junction described in
section 6.2. The numerical result for K= 21.2M at
several different temperatures is shown in figure 8. The
energy flux starts from zero, shows transients at short
times, and eventually approaches the steady state value Q.
The transient effect is, as expected, more pronounced at low
temperatures and it is most surprising that Q can be
negative during the transient. The physical explanation is
that heat, in fact, flows into the junction, e.g. into the











Fig. 8 Q(t) in units of 1M versus time t in units of M, with
K= 21.2 in units of 1M. The three curves are labelled
by values f MK= 0.1, 0.6, 2.2.
verified by calculating the heat flux to the left of the
junction and comparing it with Q(t) obtained above. The two
heat fluxes differ from each other at short times and hence,
obviously, energy is absorbed by the junction. The wrong
sign of Q(t) for short times is quite general, and will be
found whenever the junction has a finite response time.
The K® limit is even more interesting. The transient
energy flux is still negative, however, 2(-»0+) 0 as
illustrated by curve A in figure 9. One can compare curve A
with curve B, which is obtained with K- 21.2M 1 at the same
temperature. The two curves are quite similar except at
short times, especially at t= 0+. It can be understood
since physically the springs with finite stiffness softens
the high frequency response and affects only the small time
region. More mathematically, for t- 0 the integral (6.6) is
dominated by large!«!,!«'!, and we may replace
by +1, -1, 0 respectively if and 1 are both
positive, both negative or of opposite sign. Then
(6.10)
In particular, the t 0+ limit is controlled by the«- co










Fig. 9 Q(t) in units of 1M versus time t in units of M at a
low temperature £KK= 2.2, K =co for curve A while
for curve B K= 21.2.
in contrast to the formal value Q{ 0) =0 suggested
(6.10). Thus Q (0) 0 for junction with K-» oo becaus?
S (0) 0 as remarked before. Moreover, the existence oi
negative energy flux at short times is, to certain extent,
proved.
6.5 Conclusion
Early discussions of dissipative phenomena using master
equations addressed the question of whether phases are
automatically randomized, or whether this has to be done
by hand. Thermal conduction at low temperatures is an
important class of quantum dissipative phenomena, and we
have shown in exactly solvable models that the random phase
approximation is valid at large times, but that there are
nontrivial corrections at finite times and heat flows in the
wrong direction for a short time interval. The many modes




Three different types of dissipative systems have been
studied in this thesis, namely, damped simple harmonic
oscillators, leaky cavities and thermal conduction. Several
universal ingredients of dissipative processes are clearly
demonstrated by these system. First of all, in order to
obtain irreversibility from the fundamental physical laws
which possess time reversal symmetry, one is in fact
considering the finite time behavior of an infinite system.
Or, more precisely, if one is only interested in times much
shorter than the recurrence time of a system, then it is
permissible to perform several approximations, such as
converting summations into integrals, coarse graining in
frequency space, neglecting the reflected waves etc... This
is exactly the origin of irreversibility.
Secondly, in quantizing a dissipative system, one must
take its environment (the bath) into consideration. The
action of the bath on the system is always two-fold. On the
one hand it produces dissipative effect and on the other it
generates fluctuating forces (see chapter 2 and Kubo, 1966).
Meanwhile, for some cases, it is simpler to treat the whole
universe, which consists of the central system and its
environment, together and study the distribution of the
normal modes, i.e., the density of states (see chapters 3
and 4).
Finally, in the evaluation of thermal boundary
resistance using the linear response theory (chapters 5 and
6), the conventional approach based on phonon master
equation is proved to hold only in the steady state and, in
general, transient effects are expected at short times.
Since master equations are often the starting point of
treatments of dissipative phenomena, the example in chapter
6 urges us to re-examine the validity of these equations
with care. It will not be surprising to see that these
equations break down in other situations.
Appendix
Proof of the epilation (5.6)
(A. 1)
Consider the operator
where A and B are in general non-commuting operators and r
is a c-number parameter. Differentiating (A.l) with respect




Integrate (A.2) and note that £(0)- 1
then to first order in S, MT) can be approximated by
this then completes the proof of (5.6).
Therefore, from the definition of K[r) f
(A.5)
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