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Íñigo Alonso Ruiz
Directora: Ana Cristina Murillo Arnal
Co-directora: Ana Belén Cambra Linés
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Resumen
La segmentación semántica es un problema muy estudiado dentro del campo de la
visión por computador que consiste en la clasificación de imágenes a nivel de pı́xel.
Es decir, asignar una etiqueta o valor a cada uno de los pı́xeles de la imagen. Tiene
aplicaciones muy variadas, que van desde interpretar el contenido de escenas urbanas
para tareas de conducción automática hasta aplicaciones médicas que ayuden al médico
a analizar la información del paciente para realizar un diagnóstico o operaciones.
Como en muchos otros problemas y tareas relacionados con la visión por com-
putador, en los últimos años se han propuesto y demostrado grandes avances en los
métodos para segmentación semántica gracias, en gran parte, al reciente auge de los
métodos basados en aprendizaje profundo o deep learning.
A pesar de que en los últimos años se están realizando mejoras constantes, los mo-
delos de deep learning para segmentación semántica presentan un reto que dificulta su
aplicabilidad a problemas de la vida real: necesitan grandes cantidades de anotaciones
para entrenar los modelos. Esto es muy costoso, sobre todo porque en este caso hay
que realizarlo a nivel de pı́xel.
Muchos conjuntos de datos reales, por ejemplo datos adquiridos para tareas de
monitorización del medio ambiente (grabaciones de entornos naturales, imágenes de
satélite) generalmente presentan tan solo unos pocos pı́xeles etiquetados por imagen,
que suelen venir de algunos clicks de un experto, para indicar ciertas zonas de interés en
esas imágenes. Este tipo de etiquetado hace que sea muy complicado el entrenamiento
de modelos densos que permitan procesar y obtener de manera automática una mayor
cantidad de información de todos estos conjuntos de datos.
El objetivo de este trabajo es proponer nuevos métodos para resolver este problema.
La idea principal es utilizar una segmentación inicial de la imagen multi-nivel de la
imagen para propagar la poca información disponible. Este enfoque novedoso permite
aumentar la anotación, y demostramos que pese a ser algo ruidosa, permite aprender
de manera efectiva un modelo que obtenga la segmentación deseada. Este método es
aplicable a cualquier tipo de dispersión de las anotaciones, siendo independiente del
número de pı́xeles anotados. Las principales tareas desarrolladas en este proyecto son:
• Estudio del estado del arte en técnicas de segmentación semántica (la mayorı́a
basadas en técnicas de deep learning)
• Propuesta y evaluación de métodos para aumentar (propagar) las etiquetas de las
imágenes de entrenamiento cuando estas son dispersas y escasas
• Diseño y evaluación de las arquitecturas de redes neuronales más adecuadas para
resolver este problema
Para validar nuestras propuestas, nos centramos en un caso de aplicación en imágenes
submarinas, capturadas para monitorización de las zonas de barreras de coral. También
demostramos que el método propuesto se puede aplicar a otro tipo de imágenes, como




Semantic segmentation is a broadly studied problem in the field of computer vision. It
consists of pixel-level image classification. That is, a value or label will be assigned to
every pixel in the image. Semantic segmentation has a variety of applications such as
the understanding of urban scenarios for autonomous driving, or the understanding of
medical images to help doctors when diagnosing or even operating. As for many other
computer vision problems, in recent years, a lot of improvements have been made in
semantic segmentation approaches. These improvements are in big part thanks to deep
learning techniques.
In spite of this fact, deep learning models for semantic segmentation present some
challenges. This challenges hinder the real life applicability. The most important one is
the need of a large amount of labels to be able to train it. The labeling process implies
a very high cost, specially when the labels required are pixel-level.
Many datasets, such as those captured for environment monitoring (satellite im-
agery or natural environment) usually present only a few labeled pixels per image.
These labeled pixels are obtained by an expert specifying areas of interest of each im-
age with a few clicks. This kind of labeling makes the training process of dense models
more costly.
The goal of this project is to propose novel methods to solve this problem. The
main idea is to use a multi-level superpixel segmentation of the image to propagate the
available sparse labeling information. Our novel approach allows to augment the la-
beling. We demonstrate that this method allows to effectively learn the dense semantic
segmentation in spite of the noise the labeling may have. This method can be applied
to any kind of labeling sparsity, being independent on the number of labeled pixels.
The main tasks developed in this project are:
• The study of the state-of-the-art of semantic segmentation (most of them are deep
learning approaches)
• Proposal and evaluation of labeling augmentation methods when the labeling is
weak or sparse
• Design and evaluation of suitable neural network architectures for this problem
In order to validate our proposal, we focus the experimentation on underwater im-
agery, captured for coral reef monitoring. We also demonstrate the proposed approach
can be applied to other kind of images, such as aerial images, multi-spectral images





1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Task and Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Challenges and Related Work 5
2.1 Lack of training data and labeling . . . . . . . . . . . . . . . . . . . 5
2.2 Semantic image segmentation . . . . . . . . . . . . . . . . . . . . . 6
2.3 Coral detection and segmentation . . . . . . . . . . . . . . . . . . . . 7
2.4 Challenges and contributions. . . . . . . . . . . . . . . . . . . . . . . 7
3 Learning Semantic Segmentation From Weak Labeling 9
3.1 Summary of the pipeline . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 CNN architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 Labeling augmentation with multi-level superpixels . . . . . . . . . . 11
4 Experiments 14
4.1 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Comparison of CNN architectures . . . . . . . . . . . . . . . . . . . 15
4.3 Labeling augmentation with multi-level superpixels . . . . . . . . . . 17
4.4 Generalization to other datasets . . . . . . . . . . . . . . . . . . . . . 19
5 Conclusions 21
5.1 Technical conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.2 Personal conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Appendices 22
A IEEE ICCV-Workshop Publication 23
B Deep Learning and Semantic Segmentation 33
B.1 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
B.2 Semantic segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 35
iii
CONTENTS iv
C More detailed results 36
C.1 Superpixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36




This section introduces the motivation and the context of the project, as well as a sum-
mary of its content and scope.
1.1 Motivation
The field of deep learning has pushed the state of the art in plenty of computer vision
related applications in the last years, such as image classification, object detection and
recognition, image captioning, semantic segmentation, among a long list [LBH15].
A summary of the key ideas of deep learning, as well as its relation with semantic
segmentation, can be found in Appendix B.
This project works on improved techniques for the problem of semantic segmenta-
tion, or dense image labeling. This problem consists of assigning a label to each pixel
in the image giving a result of the same spatial dimensions as we can see in the example
of Fig. 1.1.
Typically, deep learning approaches to learn to perform semantic segmentation of
an image require a lot of densely labeled examples. This semantic segmentation labels
are really costly to collect, because every pixel of every image has to be labeled. The
Figure 1.1: Example of a scene image (left) and its corresponding dense labeling, or
semantic segmentation, (right) considering several class labels from urban areas, such
as person, sign, road, etc. (Image from [KVK16])
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Figure 1.2: Example of a coral images (a), (b) and the sparse labeling available (c).
This Original-GT is visually enhanced to be able to see the labeled pixels. There are
only 200 labeled pixels per image.
main challenge considered in this work is how to learn semantic segmentation models
when the available labels are not as dense as those need by existing deep learning
techniques. Figure 1.2 shows how this sparse labeling typically looks like: a sparse set
of labeled points, typically equally distributed across the image.
In particular, this work is focused on use cases where it is common to have a lot of
data, very sparse labels, but a dense labeling of the images is needed. The main case of
study of this work is imagery from coral reefs, due to three reasons:
• Biological datasets usually have this kind of labeling. Each image tends to have
between 20 and 500 labeled pixels.
• It is a significant environmental problem. Coral reefs are valuable ecology re-
gions in danger, and its careful surveillance requires creating automatic methods
for quick evaluation of reef health, that is currently done manually.
• The research group has access to plenty of coral datasets through a collaboration
with marine laboratories.
The challenges and the related work are further detailed in next chapter 2.
Personal motivation. Besides the technical challenges described, and the fact that
I really like Machine Learning and Data Analysis, before I get my degree and start
looking for a job, I wanted to try what academic/research life is like, and performing
this project was a good opportunity to do so.
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1.2 Context
This project has been carried out within the Robotics, Perception and Real time group
(RoPeRT), a research group in the Aragón Institute of Engineering Research (I3A). In
particular, the research of this project has been developed in collaboration with the two
thesis supervisors, Ana Cristina Murillo and Ana Belén Cambra, and the collaborators
with whom we have published the initial results of the work in this project (see Ap-
pendix A). The most recent results will be submitted to another conference in the near
future.
1.3 Task and Goals
The general goal of this project is to advance on new techniques for semantic segmen-
tation of images with deep learning techniques when the labeling is weak or sparse. In
order to get there, this project has covered the following tasks (their temporal extent is
summarized in the diagram from Fig. 1.3):
• Task 1. Learn about the tools and frameworks to use. This tools are mostly
Tensorflow, OpenCV. I have used this tools before but for very simple tasks.
This first step of the work is aimed to go deeper into their usage.
• Task 2. To study related works and current state of the art approaches: well
known semantic segmentation and superpixel techniques; deep learning for se-
mantic segmentation, with emphasis on approaches that work with weak label-
ing.
• Task 3. To propose and implement a an approach to train a dense semantic seg-
mentation model with sparse labeling. This task has started from earlier works
in the group on semantic segmentation. I will use some existing code for neural
networks and superpixels segmentation. The main sub-tasks here are
– to develop and evaluate new strategies to augment sparse training data.
– to design or adapt existing models which are more suitable for this problem
and type of data.
• Task 4. Carry out experiments with different real use-cases, with special focus
on the challenging underwater datasets for coral region monitoring, and evaluate
the different designed approaches.
• Task 5. Gather the conclusions and write the approach description and results in
a technical report.
Figure 1.3: This diagram summarizes the approximated temporal distribution of the
tasks in the project.
The more specific challenges considered in this work will be detailed in the next
chapter, with a more detailed discussion of the related works.
1.4 Outline
The remainder of this document contains, in chapter 2, the description of the challenges
to overcome, the contributions of this work and the related work; in chapter 3, the
details of the proposed approach specifying the summary of our pipeline; in chapter 4
the carried out experiments and the evaluation of every step of our pipeline in several
datasets; in chapter 5, we summarize the conclusions of this work.
Chapter 2
Challenges and Related Work
This chapter discusses the related work from the most relevant topics to this project,
emphasizing the challenges related to each of them. We discuss existing strategies
to deal with weak and sparse labeling and lack of training data and discuss state-of-
the-art methods on convolutional neural networks and more specifically for semantic
segmentation. Besides, we briefly mention the particularities of automatic semantic
segmentation of underwater imagery from coral reefs.
2.1 Lack of training data and labeling
As briefly mentioned in the introduction, the lack of labeled training data is a com-
mon issue when building and training deep learning based systems. We find several
strategies to overcome this problem in prior work, which we could organize in two big
groups.
Data augmentation, i.e., generating extra data by altering the original labeled data
keeping a realistic appearance, is a very common solution. Many works have followed
this strategy, including for example the well know Alexnet model [KSH12], that was
trained augmenting the training data by applying image translations and horizontal
reflections, altering the intensities of the RGB values. A more recent solution to aug-
ment the training data is to generate synthetic data [GVZ16, RSM+16]. This strategy
provides perfect ground-truth labels with only the cost of constructing the simulated
scenes on the simulation platform. Nevertheless, it is not a flawless solution. There
are several problems due to the difficulty of generating realistic images and with all the
variations and options real world has. Ros et al. [RSM+16] presented a large dataset
which includes lot of variations achieving impressive results on real images above all
when training synthetic and real data at the same time.
Another common strategy to deal with the lack of good training labeled data is
to build build approaches that can learn from weakly labeled data, which is much
easier to obtain[XSU15, PVK17]. Lu et at carried out a survey on different approaches
to train semantic segmentation from noisy and weakly labeled data [LFX+17], which
discusses these problems and presents many related solutions. This work covers the
augmentation of weak labeling focusing on detecting the noisy labels.
Sometimes weak labeling means per-image labels as opposed to per-pixel. Some
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works propose to modify the CNN architecture [PKD15, PC15]. Durand et al. [DMTC17]
propose to train a classification neural network to learn the features of the classes and
then to work with the feature maps to get an accurate segmentation results. Another
work, from Kolesnikov and Lampert [KL16], proposes a new composite loss function
that allows us to train CNN models for image segmentation using weakly labeled data
consisting of per-image class labels. Another approach is to turn the sparse pixel-level
labels into image-level labels cropping patches around the labeled pixels [BTK+16].
Other times, like in our case, weak label means that the labeling is very sparse,
as opposed to having a dense per pixel labeling. Uhrig et al [USS+17] propose a new
CNN architecture: Sparsity Invariant CNNs. This architecture is based on sparse con-
volutions. Sparse convolutions allow to learn from sparse labeling. This method has
been proved to work well between 5% and 70% of sparsity. This method focuses recon-
struct the depth map from a sparse LIDAR sensor information. Vernaza et al [VC17]
propose how to simultaneously learn a label-propagator and the image segmentation
model. This approach propagates the ground truth labels from a few traces, to estimate
the main object boundaries in the image and provide a label for each pixel. Alonso
et al [ACM+17] use superpixel segmentation methods to augment the sparse labeling
into a dense labeling allowing an usual encoder-decoder CNN to learn the semantic
segmentation. This work is the closest to ours and is one of the baselines we use to
evaluate our work.
2.2 Semantic image segmentation
Semantic segmentation is a topic with significant improvements in the recent years
[GGOEO+17]. Deep learning approaches have achieved state-of-the-art results on se-
mantic segmentation problems lately such us the Mask-RCNN [HGDG17] and Tiramisu
architecture [JDV+17]. This recent survey on image segmentation by Zhu et al [ZMCL16]
provides a more detailed discussion of solutions for this long studied problem. We
find numerous prior work based on superpixel segmentation approaches, such as PB
[ZHMB11] or SEEDs [VdBBR+12] algorithms, which have been the basis for ear-
lier works on semantic image segmentation, based on superpixel classification and
superpixel based label propagation. Focusing on the previously discussed challenge
of lack of dense training examples, we can find recent work specially relevant for our
work, which uses state-of-the-art CNN models to learn segmentation from partially
labeled training data, introducing a new partially supervised training paradigm and
weight transfer function [HDH+17].
Many prior work highlights the importance of modeling the context information
for different visual classification tasks, and so do many previous approaches on the
particular problem of semantic image segmentation. For instance, Yong et al [YDP12]
presented an method where modeling the semantic context helped visual recognition
task for novelty detection in wildlife scenes, or Mostajabi et al [MYS15] highlighted
the improvements obtained in superpixel classification by using superpixel context.
Our approach joins both recent CNN based semantic segmentation models and su-
perpixel segmentation algorithms as key ingredients. We compare several representa-
tive architectures used for this task [LSD15, JDV+17, HLWvdM17], making use of
the proposed superpixel-based methods to augmented the training data. Besides, it is
designed to implicitly consider the context information around each superpixel.
2.3 Coral detection and segmentation
The lack of good labeling is a common feature on lot of domains. A good example
are biological datasets, which is our main case of study, more specifically, coral reefs
monitoring and detection.
Automatic analysis of this type of underwater datasets is a real-life example of a
domain with weakly labeled data that needs dense segmentation. For instance, Coral-
Net1 is a collaboration project which focuses on coral reef analysis. It has a lot of
classification datasets from all over the world (half a million images spread across 632
sources with 1420 robots assisting the annotation work of the almost 20 Million point
locations). Unfortunately, this kind of datasets only provide a weakly labeled ground
truth (typically a few pixels labeled by an expert). Coral reefs have a high ecological
and economical value [Ces00], but in the past decades a variety of events are causing
a severe decline in coral coverage around the world [CCCM15]. This rapid change
rate requires creating automatic methods for quick evaluation of reef health, that is
currently done manually, making the process too slow and tedious.
Obtaining good quality images from coral natural scenarios and their annotations
is a challenging task, as well as automatically recognizing the corals on those im-
ages [BDLO, BTK+16]. Lots of efforts have being made to share datasets from all
over the world in order to improve methods on this kind of sparse labeled data such us
CoralNet2 ot The Aqua Project3.
Recent works have presented several approaches of both data collection using multi-
robot teams [SCH+17] and automated image analysis of coral reefs [MLD+17], with
the purpose of automatizing the detection and monitoring of the coral reefs health. Bei-
jbom et al. [BTK+16] show that CNN based approaches provide higher performance
than other methods, such as SVM based approaches [BEK+12]. We build upon these
conclusions, but instead of building a per-patch classifier, we work on a state-of-the-art
end-to-end segmentation model using our labeling augmentation strategy.
2.4 Challenges and contributions.
As previously mentioned, solutions for semantic segmentation have witnessed a sig-
nificant improvement in recent years thanks in big part to convolutional neural net-
works [GGOEO+17], and a lot of applications have seen the impact of these improve-
ments, such us autonomous driving or medical applications. Many other fields could
benefit from these improvements but it is not always feasible to obtain the large amount
of labeled training data required by the existing techniques. Semantic segmentation
models need pixel-level annotations in order to train, but this type of labeling is very
time consuming and often needs human experts. Therefore, in a lot of datasets there
are only available image-level annotations or a few pixels are labeled. This brings an
interesting challenge: how to train dense models with very sparse or weak labels. This
would allow a lot of domains to enhance their processes and help them to extract more
detailed information and conclusions from their data.
In this work, we work on this challenge, focusing our study in improving the auto-




truth augmentation using superpixels segmentation methods. We focus our efforts not
only on getting good results on the coral dataset but to create a method which can be
generalized to other domains and datasets.
Our work (summarized in next Chapter, in Fig. 3.1) addresses two challenges to
achieve this goal:
• Lack of large amounts of accurate labeled data. The available datasets do not
have detailed segmentation ground truth, but only a few sparse labeled points.
The purpose is to learn a good semantic segmentation given a very sparse ground-
truth using only RGB images and very few images.
• The labeling augmentation method has to be flexible on the amount of labeled
pixel as well as be able to work in different types of images and domains.
In this work, we are focusing on coral datasets (coral segmentation), although we also
demonstrate the proposed methods on other domains.
The main contribution of this work is a labeling augmentation method based on
superpixels, which allows to effectively train fully convolutional neural networks to
get accurate pixel-level classification when only very sparse ground truth labels are
available. We first study different CNN approaches to get dense segmentations from the
sparse ground-truth and then we study how different superpixels segmentation methods
perform on our multi-level superpixel algorithm. This enables us to get segmentations
results very similar as if training with fully-annotated ground-truths. We also perform
experiments on other different datasets to demonstrate this method also works in other
domains.
Our experimental results demonstrate how the proposed augmentation of ground
truth labels provides valuable and effective additional information to train an end-to-
end segmentation model. Our approach presents several advantages with respect to
prior work based on individual patch classification and based on more simple labeling
augmentations, getting better results and being more flexible on the sparse ground-truth





This section details the proposed pipeline to achieve dense semantic segmentation from
only RGB images and weak labeling.
3.1 Summary of the pipeline
The purpose of semantic segmentation is to get the corresponding per-pixel labeling of
a given image. In this section we summarize the pipeline proposed to overcome the
challenges detailed in previous chapters. Figure 3.1 presents a diagram of the main
steps in our approach, described next, an end-to-end CNN model for semantic segmen-
tation, which is trained with the augmented labeling we propose. Next we detail how
we have built these two parts of our system, and the options studied.
First, we study different CNN approaches applicable to this specific problem. This
problem can be treated as a semantic segmentation problem or as a classification prob-
lem. We study different neural networks and approaches in order to use the one which
fits better for this problem.
Then, we explain how the proposed multi-level superpixel augmentation works.
The most important challenge is to find how to augment a sparse and weak labeling into
a dense one to enable a convolutional neural network to properly train. This technique
has to be flexible on the number of labeled pixels. We show that this method is flexible
on the type of images and on the sparsity of the weak labeling carrying out experiments
on datasets of different domains and scenarios.
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Figure 3.1: Labeling augmentation and segmentation pipeline proposed. Given a RGB
image (a), the multi-level superpixels (c) are computed and then combined with the
original weak/sparse labeling (b) to get the augmented ground-truth (d). Then, a fully
convolutional neural network is trained with this, to get the final segmentation model
used for inference (e).
3.2 CNN architectures
Per-patch vs Per-Pixel Classification. The problem of having weak labeling can
be addressed using two different classification strategies based of convolutional neural
networks:
• The first strategy is training a classification model on patches cropped around
the labeled pixels. This strategy will have more samples to train (one sample per
patch, i.e., n times more, being n the number of crops per image) [BTK+16].
• The second strategy is augmenting the labeling in order to get a dense (but ap-
proximated) labeling (i.e., all the pixels are labeled, but may have noise) and to
train a dense model for semantic segmentation with the augmented labeling.
The first approach has only real labels (actually provided by the human expert)
whereas the second one has more labels although these labels are noisy, the augmented
labels are not going to be perfect. The second approach will lead to a more detailed
result (per pixel information). Other approaches such as training a dense model learn-
ing only from sparse ground-truth have also been evaluated, but they work worse than
augmenting the ground-truth, as can be seen in the preliminary results from [ACM+17]
(Appendix A shows this approach which is part of our work).
Both approaches consist of classification problems which can be formulated as a
minimization of the error between the expected result and the predicted classification
min(error(ŷ, y)). In the neural network, this means that both of them use the cross
entropy loss function 3.1 as a general rule.













N is the number of labeled pixels, y(i) is the label, ŷ(i) is the CNN predicted output.
Different architectures for semantic segmentation. Concerning the dense segmen-
tation strategy, we consider architectures from two different types: the FCN [LSD15],
which maps the encoder to the expected segmentation in only one step, and the sym-
metric encoder-decoders [BKC17], which may have shortcut connections.
We have built the three architectures (patch-classification, FCN, symmetric encoder-
decoder) on top of the same base model, DenseNet [HLWvdM17]. In particular, the
patch-classification architectures uses DenseNet-169 with k=24, the FCN architecture
uses the classification configuration (DenseNet-169) combined to an upsampling layer
and the symmetric encoder-decoder uses the Tiramisu architecture [JDV+17].
Section 4.2 shows the experiments comparing these architectures, trained from
scratch. We also show additional finetuning experiments with the purpose of study-
ing the potential benefits of using pre-trained models as initialization of our training.
3.3 Labeling augmentation with multi-level superpixels
This section describes the proposed strategy for sparse label augmentation. It is based
on superpixel segmentation and is able to adapt to any amount/density of labeled pixels.
Superpixel segmentation techniques. These techniques cluster the image pixels
creating groups of similar connected pixels (known as superpixels). Our labeling aug-
mentation is based on existing superpixel segmentation techniques. There are many
superpixel segmentation techniques using different strategies, as detailed below, but
our system is independent of them. The key idea of our augmentation strategy is sim-
ple, and follows these steps:
• First, we segment the image in superpixels (see Fig. 3.2).
• Then, we expand the labeled pixels. This expansion propagates the value of the
labeled pixels to the rest according to the superpixel segmentation, i.e., all pixels
in each superpixel get the label that appears the most within that superpixel.
In the section 4.3 we show some experiments comparing the effectiveness of dif-
ferent superpixel segmentation techniques to augment the sparse ground-truth, in order
to pick the one which fits better our purpose. We experiment on SEEDS [VdBBR+12],
CRS [CMM13], ERS [LTRC11], SLIC [ASS+10] and PB [ZHMB11]. Figure 3.3
shows some examples.
Figure 3.2: Superpixels obtained varying the number of superpixels (clusters) to get,
both obtained with SEEDs superpixel technique.
Figure 3.3: Comparison of the augmentation of the sparse labeling using different su-
perpixels segmentation techniques including our contribution, using a multi-level su-
perpixel segmentation. The top-left image is the original image, the rest are binary
coral/no-coral segmentation obtained with different techniques to augment the avail-
able ground truth (bottom-left). Note it is just a very sparse grid of annotated points.
Multi-level Superpixel Segmentation. The performance of the labeling augmenta-
tion depends on the number of labeled pixels and the number of superpixels. The more
labeled pixels and superpixels we have, the better performance on the augmentation.
Nevertheless, the standard superpixel segmentation techniques have some flaws and
drawbacks:
• The number of superpixels is usually fixed.
• Some superpixels may not have labeled pixels inside, thus, the augmented ground-
truth will have unknown regions.
A higher number of superpixels gives better results and it fits better actual shapes.
Nevertheless, it increases the number of superpixels with no labeled pixels. Our multi-
level technique solves this issue.
The multi-level superpixel segmentation proposed (see Algorithm 1) consists of
applying several times the superpixel segmentation techniques to the image, decreas-
ing the number of superpixels to generate in each iteration. In the first iteration, the
number of superpixels should be a very high number, leaving a lot of unlabeled pixels
in the augmented labeling. The following iterations continue increasing the size of the
superpixels until they manage to fill all the unlabeled pixels.
Algorithm 1: Multi-level Superpixels
1 function MLsuperpixels (SparseGT, image);
Input : The sparse ground-truth or weak labeling (SparseGT ) and the RGB
image (image)
Output: The augmented ground-truth (augmentedGT ) using multi-level
superpixels
2 nSuperpixels = getHighNumber();
3 augmentedGT = blankImage();
4 while augmentedGT.hasUnlabeledP ixels() do
5 sp = getSuperpixels(image, nSuperpixels);
6 aug = getAugmentedLabels(SparseGT, sp);
7 augmentedGT = mask(augmentedGT, aug);
8 nSuperpixels = decreased(nSuperpixels);
9 end
10 return augmentedGT ;
Chapter 4
Experiments
This chapter describes the different experiments performed to evaluate the proposed
approach for semantic segmentation.
4.1 Evaluation
First of all, this section explains the datasets considered and the evaluation metrics
used.
Datasets. The main dataset used in the following experiments is the Eilat Fluores-
cence Corals dataset [BTK+16].
This dataset has only 142 training images and 70 for validation. There are 200 la-
beled pixels per image, assigning to each of them a label from 4 coral and 6 non-coral
classes1.
The other datasets we use in the experiments allow us to demonstrate the general-
ization of the proposed methods. Besides, they have dense annotations, which allow us
to evaluate more accurately the results (Eilat dataset has not). We use three additional
datasets:
• Coral: Another coral dataset which has more classes and images.
• RIT: An aerial imagery dataset with multi-espectral information2.
• Pascal VOC 2012 [EVGW+10] for instance segmentation (Berkeley augmenta-
tion)3.
Ground-truth. Concerning the Eilat dataset, we use three different ground-truths
to evaluate the results of the segmentation:
• Original-GT: The original sparse ground-truth available with the dataset.





• Manual annotations: A few manual annotated images, performed by a marine
biologist collaborator, for coral vs non-coral segmentation.
The original sparse annotations are the least representative and reliable of this three
ground-truth with very few annotations but, on the other hand, they are all true. The
augmented ground-truth is an approximated labeling with some noise (94% accuracy
against the provided dense manual annotations). The dense manual annotations are the
best to compare, but, they are very few images.
The other datasets are evaluated with their corresponding available dense labeling.
The sparse ground-truth is generated specifying the number of labeled pixels to have.
Generating the simulated sparse ground-truth automatically has at least one important
drawback to take into account. As no human is involve on the labeling, the labels are
picked randomly or using a grid structure. Thus, some small shapes may not be se-
lected leading to its disappearance in the simulated sparse ground-truth.
For these experiments, the simulated ground-truth of the different ground-truth is gen-
erated with the 0.1% of the real ground-truth, i.e., for an image of 500x500 resolution,
the simulated sparse ground-truth will have 250 labeled pixels.
Metrics. We use the standard metrics for classification and semantic segmentation:
Accuracy(mean accuracy per pixel), mean accuracy per class, the mean IoU per class
and the DICE metric which is very similar to the IoU.
The IoU stands for Intersection over Union. It is also known as the Jaccard index.
Concerning semantic segmentation, this metric is aimed to measure how much of the
real/correct segmented object is actually being predicted.
Jaccard(X,Y ) =
|X ∩ Y |
|X ∪ Y |
The X is the real segmentation (the labeling) and the Y is the predicted segmentation.
The DICE metric, also known as Sørensen–Dice coefficient, is similar to the IoU.
Both of them imply the concept of the recall metric on their formulas.
DICE(X,Y ) =
2|X ∩ Y |
|X|+ |Y |
4.2 Comparison of CNN architectures
These experiments evaluate and compare the three approaches considered, explained
in Sec. 3.2. This experiment consists of training different models with our augmented
labels as input, to know which CNN architecture and approach gives better results when
trained with the sparse labeling.
Configuration of the experiments. The ground-truth augmentation for these exper-
iments is based on SEEDS superpixels [ACM+17] (see Appendix A). The training set
up for the three approaches has been the same: 500 epochs (all of them converge),
initial learning rate of 0.0005 with an exponential learning rate decay of 0.99. These
models are trained from scratch, using the training/test split of the data described in the
Section 4.1.
Table 4.1: CNN model comparison for binary classification (coral vs non-coral). In-
put: RGB images. Ground-truth: For FCN and Tiramisu, the Augmented-GT based
on [ACM+17]. For patch classification, each patch has only one label pixel which is
the label to train.
Avg. accuracy Avg. accuracy
Model per pixel per class Dice IoU
Evaluation: Manual annotation based dense scores.
Patch classif. 74.40 54.36 54.61 43.66
FCN 92.19 81.78 83.50 73.51
Symmetric enc-dec. 94.02 85.10 87.87 79.02
Evaluation: Augmented-GT based dense scores.
Patch classif. 89.11 76.11 75.92 64.58
FCN 90.33 70.83 74.27 63.34
Symmetric enc-dec. 92.32 82.07 82.77 73.01
Evaluation: Original-GT based sparse scores
Patch classif. 93.75 90.00 91.78 85.06
FCN 81.01 71.87 73.69 60.27
Symmetric enc-dec. 89.18 86.78 86.44 76.79
Results training from scratch. A summary of these results is shown in Table 4.1.
The segmentation approaches yield to better results than the patch-classification method
[BTK+16] according to the dense scores, as expected. This implies that the augmenta-
tion does its job and works fine. Although the augmented ground truth has some noise,
i.e., incorrect labeling of both positive and negative pixels, our results show that the
segmentation model is still learning effectively due to the huge increase in the number
of training data (labeled pixels). The Tiramisu architecture gets the best results, even
better than previous work on this dataset and problem [ACM+17]. The Tiramisu archi-
tecture is actually pretty suitable for this dataset due to the shortcuts connections which
allows to learn better even when training with a very few number of images. This archi-
tecture also is a more complex architecture than the FCN. Although the classification
approach gives good results on the sparse scores, one thing to point out is, that all the
pixels in its ground-truth patches, are treated as if they were of the same class when
they are not. Thus, the CNN learns to classify the center of the patch. Training with
patches which are not centered on a labeled pixels, leads to a drop of about 10% in all
the metrics concerning the sparse scores.
Results with Fine-tuning. In this experiment we only use the Tiramisu architecture.
We carried out finetuning experiments both on the binary and multiclass classification
with the purpose of answering three questions about the potential benefits of finetuning:
Does the training converge earlier? Can it learn with less amount of data? Does it
yield to better results?.
We use two different datasets to learn the base model, on top of which we will run
the finetuning. Moorea4 dataset, which is similar to the Eilat, and the Camvid dataset5
which is from a different domain. Concerning both datasets, the finetuning converge
earlier than a common inizialitation. Pretraining on the Moorea, a dataset from the
same domain, allows to train with less amount of images getting the same results.




4.3 Labeling augmentation with multi-level superpixels
The results of this section show the advantages of using the multi-level superpixels
approach for labeling augmentation with respect to the basic superpixels augmentation
from Alonso et al [ACM+17] as well as a comparison between different superpixels
segmentation methods applied to the labeling augmentation.
Table 4.2: Augmented ground-truth using superpixels using the augmented ground-
truth extracted with the superpixes using RGB or fluorescence. Evaluated with Coral
vs non-coral Eilat dataset.
Avg. accuracy Avg. accuracy
Augmentations per pixel per class Dice IoU
Using fluorescence Evaluation: Manual annotation, dense scores
SEEDS 1-level 93.38 86.86 86.78 77.86
SEEDS multi-level 94.20 87.50 88.18 79.88
SLIC multi-level 93.86 85.37 87.10 78.37
Using RGB Evaluation: Manual annotation, dense scores
SEEDS 1-level 92.21 80.20 82.48 72.90
SEEDS multi-level 93.23 84.91 86.03 75.37
SLIC multi-level 92.76 83.60 84.93 75.37
Multi-level vs 1-level. The Eilat dataset has multimodal information. It has RGB
and fluorescence images. The first experiment shows this method can work on differ-
ent types of images.
The table 4.2 shows the augmentation labeling results of the baseline (basic superpixel
augmentation) and the two best superpixels augmentations results using multi-level su-
perpixels augmentation. The rest of the superpixel methods we experimented on (PB,
ERS, CRS) got around 1% less in all the metrics with respect to SLIC. This methods
can work on different multimodal information using the best augmentation to train the
CNN. Nevertheless, we focus our efforts and experiments on the RGB information to
be able to generalize it to other domains and datasets. The multi-level superpixels aug-
mentation outperforms the baseline by 1-3% in all the metrics. SEEDS superpixels
works better for the labeling augmentation due to it fits better to the shapes.
Suerpixel post-processing. The next step is to train the Tiramisu CNN with this
augmented ground-truth. The results of training the CNN achieves betters scores (on
manual annotation scores) than the augmented ground-truth because the CNN learns
even when there is some noise in the labeling. Superpixels can be also used to enhance
the quality of the CNN output. Thus, the final result will fit better to the shape of
the image to be segmented. We applied SEEDS superpixels to the output to improve
it qualitatively and quantitatively (see Fig. 4.1). This idea can be also applied to the
manual annotations. Superpixels can fit better the shapes than manual annotations
made by human, which they are not perfect. Thus, we use here another metric based
on the manual annotations after applying them the SEEDS post-process. Tables 4.3 and
4.4 shows the results of training the Tiramisu CNN with our augmented ground-truths.
Conclusions. The multi-level superpixel augmentation allows the CNN to learn dense
predictions getting significant scores on the evaluation. The superpixel post-process,
Figure 4.1: A comparison between the result of our pipeline using the multi-level Su-
perpixels for labeling augmentation and the same output applying SEEDS superpixels
to enhance it.
Table 4.3: Segmentation results comparison for binary classification. Evaluation
of the usage of the SEEDS post-process to enhance the results. Tiramisu trained using
the augmented ground-truth extracted with the multi-level Superpixes. Input: RGB.
Augmentation using RGB. *pp: Post-process with SEEDS superpixels (see Fig. 4.1)
Avg. accuracy Avg. accuracy
CNN outputs per pixel per class Dice IoU
Evaluation: Manual annotation, dense scores.
Our pipeline 94.53 85.51 88.21 79.48
Our pipeline pp* 94.68 84.50 86.59 77.86
Evaluation: Manual annotation pp*, dense scores.
Our pipeline 96.53 91.45 91.97 85.72
Our pipeline pp* 97.71 93.72 94.65 90.42
Table 4.4: Segmentation results comparison for multiclass classification. Evalua-
tion of the usage of the SEEDS post-process to enhance the results. Tiramisu trained
using the augmented ground-truth extracted with the multi-level Superpixes. Input:
RGB. Augmentation using RGB. *Post-process with SEEDS superpixels (see Fig. 4.1)
Avg. accuracy Avg. accuracy
CNN outputs per pixel per class Dice IoU
Evaluation: Augmented-GT based dense scores.
Our pipeline 90.96 51.28 50.39 39.44
Our pipeline pp* 91.68 52.76 52.95 42.22
Evaluation: Augmented-GT pp* based dense scores.
Our pipeline 91.32 51.91 50.71 39.68
Our pipeline pp* 92.20 53.67 53.90 43.27
yields to better scores both on the non post-processed annotations and the post-processed
ones. This means it actually benefits the segmentation output.
One thing yet to solve is, to compare the results when training on the augmented
ground-truth versus training on the real annotations. For answering this question, as
this dataset has no dense manual annotations for all the images, in the next section, we
use other datasets.
4.4 Generalization to other datasets
This section is aimed to evaluate the proposed method and the conclusions of the pre-
vious experiments on different datasets (see Sec. 4.1).
Description. The problem of having good dense annotation data does not happen
only in a specific domain. Thus, although we focus our experiments on biological
datasets (coral reef’s datasets), the solution we propose to this widespread problem can
be applied to other domains and datasets.
To facilitate the evaluation, the datasets are densly labeled so that we can properly
evaluate the results. This way, we can also simulate the sparse ground-truth (explain in
previous Section 4.1) to apply the labeling augmentation proposed based on multi-level
superpixel.
Labeling comparison: Augmented vs real. The first experiments consist of com-
paring the real dense labeling and the augmentation of the simulated sparse labeling
through our proposed method. This is done with the three different datasets (see
Sec. 4.1). A summary of these results of the is shown in Table 4.5. Fig. 4.2 shows
visual examples of these experiments on the different datasets. For more results, please
go to the C.2.
The labeling augmentation strategy we propose relies on the labeling. This means,
that this method needs the sparse ground-truth to have at least one labeled pixel per
object. As we have simulated the sparse ground-truth, if the dataset has images with
small object or details and the sparse ground-truth does not cover it, it will not be in the
augmented ground-truth. This can be seen in the IoU or DICE metric. The RIT dataset
(see Fig. 4.2) is the dataset with more small details and the Table 4.5 shows how the
IoU drops when this happens. The proposed method benefits more from covering all
the labeled instances in the sparse ground-truth than having more labeled pixels.
Table 4.5: Comparison between the real dense manual annotations and the augmenta-
tion from the simulated sparse ground-truth.
Different Avg. accuracy Avg. accuracy
dataset per pixel per class Dice IoU
Evaluation: Manual annotation based dense scores.
Coral 89.08 85.04 82.20 73.63
RIT 97.44 60.64 61.64 54.28
VOC 2012 93.49 82.72 84.90 87.19
Table 4.6: Comparison between the results of training the CNN with real dense manual
annotations and the augmentation from the simulated sparse ground-truth.
Dataset and Avg. accuracy Avg. accuracy
labeling used per pixel per class Dice IoU
Evaluation: Manual annotation based dense scores.
Coral (with real labeling) 78.11 19.20 17.69 13.79
Coral (with augmented labeling) 74.03 19.57 18.02 14.54
RIT (with real labeling) 94.23 20.36 20.03 19.16
RIT (with augmented labeling) 89.30 19.65 19.29 17.85
Figure 4.2: Comparison examples between the real dense manual annotations and the
augmentation from the simulated sparse ground-truth. Image (a) is from the coral
dataset, (b) is an aerial image from the RIT multi-espectral dataset and (c) is an image
from PASCAL VOC 2012.
Training with different labeling: Augmented vs real. We also compare the results
of training on the real dense segmentation ground-truth and training on the augmented
ground-truth via multi-level superpixels. Table 4.6 shows the comparison between
training the CNN with the dense ground-truth and training it with the proposed aug-
mented ground-truth. Training with the original dense ground-truth yields to better
results as expected. Nevertheless, the results of training with the augmented ground-




Concerning the objectives of the project, all of them have been reached. Next we briefly
discuss the most important technical conclusions and possible future steps.
Discussion. We have presented a novel approach which makes up for the lack of
labeled data for semantic segmentation training. This has an important impact on se-
mantic segmentation scenarios where the available datasets present sparse and scarce
labels on the annotated images. We demonstrate that this augmented ground truth al-
lows us to effectively learn the segmentation through a econder-decoder CNN getting
results comparable to those obtained by training with the real dense ground-truth.
The experiments show the labeling augmentations via superpixel work better than
other more direct options. We have analyzed the influence of using different su-
perpixels segmentation methods on the augmentation as well as showed the benefits
of applying the proposed multi-level approach which is able to cope with a more vari-
ety of sparse labeling and images. Our results show the benefits of using the proposed
augmentation of sparse image labels on very different kinds of datasets and domains.
We also show how superpixels can enhance bot the outputs of the neural network and
the human manual annotations.
Future Work. As future steps, we plan to explore other state-of-the-art CNN archi-
tectures for semantic segmentation, as well as studying more sophisticated labeling
augmentation methods and probably, to extend these types of methods to 3D data.
.
5.2 Personal conclusions
I must say that this Christmas has been the one I have worked the most, but it has been
worth it. Thanks to this project I have learned a lot of things, the most significant are:
• About deep learning and other related topics reading articles.
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• How to write articles.
• The thinking process and valuable research knowledge
• New programming skills for Deep Learning and Computer Vision applications
(it is not the same to know about something than to code it).
As previously mentioned, the project still has a lot of parts that can be improved,
and I still have a lot of things to learn on these topics, but both technical and personal
goals with this project have been achieved by far. For me, this project and everyday in
this lab is really amazing. Working on what you love, surrounded by really amazing




Part of the work of this Master thesis has been published and presented in the Workshop
on Visual Wildlife Monitoring (held with the IEEE International Conference of Com-
puter Vision 2017, and published in the IEEExplorer conference proceedings). This
Appendix includes the whole publication.
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Abstract
Biological datasets, such as our case of study, coral seg-
mentation, often present scarce and sparse annotated image
labels. Transfer learning techniques allow us to adapt exist-
ing deep learning models to new domains, even with small
amounts of training data. Therefore, one of the main chal-
lenges to train dense segmentation models is to obtain the
required dense labeled training data. This work presents a
novel pipeline to address this pitfall and demonstrates the
advantages of applying it to coral imagery segmentation.
We fine tune state-of-the-art encoder-decoder CNN models
for semantic segmentation thanks to a new proposed aug-
mented labeling strategy. Our experiments run on a recent
coral dataset [4], proving that this augmented ground truth
allows us to effectively learn coral segmentation, as well as
provide a relevant score of the segmentation quality based
on it. Our approach provides a segmentation of compara-
ble or better quality than the baseline presented with the
dataset and a more flexible end-to-end pipeline.
1. Introduction
Semantic image segmentation, or dense image labeling,
assigns a category label to each image pixel. This problem
has been widely studied in the past and, as many other ap-
plications, it has achieved extraordinary results with deep
learning based approaches [22]. However, there are many
domains where obtaining large amounts of good quality
dense labeled segmentation data, which is required to train
such approaches, is highly costly and tedious to obtain.
Tasks to monitor different aspects of wildlife can highly
benefit of automatic semantic segmentation approaches,
from animal recognition in videos [18] to coral identifi-
cation in underwater survey imagery [4]. Unfortunately,
datasets of this kind often only provide a weakly labeled
ground truth. This is the case in our work, which is fo-
cused on quantifying coral abundance. Coral reefs have a
high ecological and economical value [6]. Sadly, in the past
Figure 1. Coral segmentation pipeline based on CNN segmenta-
tion model. Step 1: sparse ground truth available is augmented to
facilitate training. Step 2: input multimodal data is combined to
use the more discriminative channels. Step 3: fine-tuning.
decades a variety of anthropogenic stressors caused a severe
decline in coral coverage around the world [7]. This rapid
change rate requires creating automatic methods for quick
evaluation of reef health, that is currently done manually.
Recent work on this topic proposed a system to clas-
sify patches from underwater imagery into several classes
of common corals and other textures that occur frequently
in underwater scenarios [4]. This work highlights the ben-
efits of using fluorescence data to more easily discriminate
among coral and non coral regions. Following their con-
clusions, we explore the use of RGB combined with fluo-
rescence channels, but we target an end-to-end dense coral
segmentation per image, as opposed to training per-patch
classification. This problem can be formulated as an image
segmentation into coral/no-coral. Our work (summarized
in Fig. 1) addresses two challenges to achieve this goal:
• Lack of large amounts of accurate labeled data. The
available datasets do not have detailed segmentation
ground truth, but only a few sparse labeled points.
• How to use multimodal input (RGB + fluorescence)
with a state-of-the-art image segmentation model.
12874
The main contribution of our work is an effective ap-
proach to fine-tune state-of-the-art encoder-decoder CNN
models for semantic segmentation with a combination of
multi-modal data when only very sparse ground truth labels
are available. We first study and propose different strategies
to augment the sparse coral labeled data available into dense
labels. This enables us to fine-tune existing CNN models
even if there is not a large amount of labeled data. We also
perform an exhaustive evaluation of different ways to com-
bine the fluorescence and RGB information.
Our experimental results demonstrate how the proposed
simple augmentation of ground truth labels provides valu-
able and effective additional information to train an end-
to-end coral segmentation model. Our approach presents
several advantages with respect to prior work based on in-
dividual patch classification, such as a better fit to the coral
regions contours and a decoupled dependency on the ex-
istence of multimodal data. This is an important property
of our pipeline, that it allows us to take advantage of the
multi-modal data only during training to augment the la-
beled data, but still train a model that does not require those
input channels, i.e., accepts only RGB input. This is rele-
vant because often the fluorescence information is not avail-
able. This pipeline can also be applied to other multi-modal
information such as other multiespectral data the same way
we applied it to fluorescence information.
Another significant insight from the experiments on this
work is the effective and meaningful segmentation results
evaluation that can be obtained with the presented perfor-
mance scores based on the augmented ground truth.
2. Related Work
We next discuss the most relevant topics to the presented
approach are state-of-the-art methods on semantic segmen-
tation and strategies to deal with a lack of the required train-
ing data. Besides, we also comment on related works about
the particularities of automatic semantic segmentation of
underwater imagery from coral reefs.
Semantic image segmentation. Superpixel segmentation
approaches, such as SLIC [1] or SEEDs [17] algorithms,
typically provide an over-segmentation of the input im-
age, and have been the basis for earlier works on seman-
tic image segmentation based on superpixel classification
and superpixel based label propagation. On the other hand,
successful encoder-decoder CNN based segmentation ap-
proaches [2, 12] have achieved state-of-the-art results on
semantic segmentation problems lately. The recent survey
on image segmentation by Zhu et al [22] provides a more
detailed discussion of solutions for this long studied prob-
lem. Our approach takes both recent CNN based end-to-end
semantic segmentation models and superpixel segmentation
algorithms as important ingredients. Besides, it is designed
to implicitly consider the context information around each
superpixel. Many prior work highlights the importance of
modeling the context information for different visual clas-
sification tasks, and so do many previous approaches on the
particular problem of semantic image segmentation. For
example, Yong et al [20] presented an approach where se-
mantic context modeling helps a visual recognition task for
novelty detection in wildlife scenes, or Mostajabi et al [14]
highlighted the improvements obtained in superpixel classi-
fication by using superpixel context.
Working with biological imagery, it is very common to
find weakly labeled datasets. This presents a lot of chal-
lenges and opportunities to develop weakly labeled training
methods. For example, Venkitasubramanian at al [18] pro-
pose how to train animal recognition system in videos with
weak supervision, thanks to the use of multimodal data.
This lack of enough training data is specially crucial in se-
mantic segmentation approaches, because acquiring accu-
rate segmentation is a tedious task, often unfeasible.
Lack of training data. The lack of (good) labeled train-
ing data is a common issue when building and training deep
learning based systems. We can find multiple strategies to
overcome this problem, briefly discussed next.
Data augmentation, i.e., generating additional data by
altering the original labeled data, is a very common solu-
tion. Many works have used variations of this strategy, in-
cluding for example the well know Alexnet model [11], that
was trained augmenting the training data by applying im-
age translations and horizontal reflections and altering the
intensities of the RGB values. A more recent solution to
augment the training set, or to actually completely generate
an artificial data set, is to generate synthetic data [8, 15].
This strategy provides perfect ground truth labels of plenty
of concepts, as long as the image rendering or simulation
platform support that information. This type of methods
do not always transfer properly from data to real data, in
part because for many problems is hard to simulate the right
amount of variability needed for the training data. Other re-
cent work proposing how to deal with the fact of no labeled
data [16] at all, describes how to adapt an existing model
when there is no training data available for the new domain.
Other common strategy to deal with lack of good training
data is to build approaches that can learn from weakly la-
beled data, which is much easier to obtain. Lu et at recently
presented a survey on different approaches to train seman-
tic segmentation from noisy and weakly labeled data [13],
which discusses these problems and presents many related
solutions. This work covers the augmentation of weak la-
beling focusing on detecting the noisy labels. They propose
a pipeline which allows to segment the images with only
image-level labels introducing a intermediate labelling vari-
able so that they can learn which are noisy labels.
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Sometimes weak label means per-image label as op-
posed to per-pixel, e.g., in the work from Kolesnikov and
Lampert [10], that proposes a new composite loss function
that allows us to train CNN models for image segmentation
using weakly labeled data consisting of per-image class la-
bels. Other times, like in our case, weak label means that
the labeling is very sparse, as opposed to having a dense
per pixel labeling. Vernaza et al [19] propose how to si-
multaneously learn a label-propagator and the image seg-
mentation model. This approach propagates the ground
truth labels from a few traces, to estimate the main object
boundaries in the image and provide a label for each pixel.
This work is maybe the closest related to our approach in
the sense that they also demonstrate benefits when train-
ing CNN based segmentation using the propagated sparse
available labels. Differently from this work, we do not
have continuous traces as labels, but a sparse grid of points
equally spread over the image, as detailed in next section,
and we do not learn how to propagate the available labels.
Instead, we take advantage of the fluorescence data avail-
able to augment the labeled data. Our work is inspired by
the discussed prior work, but none of the existing examples
demonstrates how to train a dense semantic segmentation
model with such sparse and isolated labeled points as those
available for the coral datasets.
Coral imagery segmentation. Obtaining good quality
images from coral natural scenarios and their annotations
is a challenging task, as well as automatically recognizing
the corals on those images [4], [5].
As previously mentioned, our work studies and proposes
how to face the challenges to enable latest results on seman-
tic segmentation using CNNs to the segmentation of coral
imagery. Prior work has demonstrated how the use of multi-
modal data can facilitate this problem, in particular combin-
ing RGB images with fluorescence images [4]. This work
has shown that CNN based approaches provide a higher
performance than other methods evaluated in earlier works,
such us SVM approaches [3] concerning multi-modal data
in coral segmentation. We build upon these conclusions,
but instead of building a per-patch classifier, we work on an
end-to-end segmentation model based on fine-tuning state-
of-the-art models from other domains, such as [2], as de-
scribed in the next section.
3. Proposed Segmentation Approach
This section details the proposed approach to achieve
dense semantic segmentation using sparse ground truth.
3.1. Problem statement
The main challenge considered in this work is how to
learn a good semantic image segmentation given a very
sparse ground truth to learn the model.
(a) RGB (b) Fluorescence (c) Original-GT
Figure 2. Three examples of the input data available in the dataset.
Each row contains corresponding (a) original RGB image, (b) fluo-
rescence image and (c) available sparse ground truth labels. These
are single pixel labels, enlarged for visualization purposes. White
pixels are coral. Black pixels are non-coral.
The input for our particular problem is a set of multi-
modal image channels (in particular, RGB and fluorescence
images) and a sparse set of labels. The challenges from us-
ing the multi-modal inputs are not only about how to com-
bine them but also that the different sensor images can be
misaligned. As far as the ground truth is concerned, the
main challenge is to find how to augment a sparse ground
truth into a dense one. Fig. 2 shows some examples of the
input data, highlighting the very sparse labeled set of points
in the images. The images have 1078x976 resolution but the
ground truth has only 200 pixels labeled per image. Tak-
ing into account that the dataset has 142 training images,
we only have 28400 training pixels (much smaller than the
amount of pixels we have to classify in a single image).
The expected output for the semantic segmentation is a
matrix where each pixel of the input image is classified (in
our case into coral or no-coral classes).
3.2. Learning the coral segmentation model
Our proposed segmentation approach consists of the
three steps detailed next and summarized in Fig. 1.
3.2.1 Ground truth augmentation
The most relevant challenge is the very sparse ground truth,
because typically to train a CNN for semantic segmentation
dense ground truth is needed. We evaluate three strategies
to obtain this dense labeling, as shown in Fig. 3.
Patches-GT. This strategy is the more straightforward.
We expand the labeled ground truth pixels into labeled
patches around those pixels. This strategy assumes that
the surrounding pixels of a labeled one are the same kind.
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Figure 3. Ground truth augmentation methods that we considered.
(a) small patches around original-GT labeled pixels; (b) SLIC and
(c) SEEDS superpixels, computed on RGB or fluorescence im-
ages, used to expand the original-GT. SLIC and SEEDs can be
augmented using either RGB or fluorescence image superpixels
but fluorescence yields a much better segmentation.
Several patch sizes were tested and 25x25 pixel patches
gave the best results (using 1078 x 976 images) providing
125000 labeled pixels per image instead of 200.
Superpixels (SLIC-GT, SEEDS-GT). We apply these
superpixel segmentation methods to the images. This
allows us to match the original labeled pixels to each seg-
mentation. This method gives a better and more accurate
solution. The outcome augmentations of SLIC [1] and
SEEDS [17] superpixels are similar. Visually, SEEDS-GT
fits better to the shape of the coral. These methods can fail
specially when the corals are too small or the have holes.
The Fig. 4 shows some cases of failure of the SEEDS-GT.
Nevertheless, these approaches seem pretty similar to
the RGB images. These superpixel augmentation can be
obtained from any of the multi-modal images (see Fig. 3).
This step is independent from the segmentation predic-
tion. Therefore, this augmentation can be obtained with
fluorescence images and the segmentation output from the
RGB images. The experimental results from the next Sec. 4
analyze the differences of using with different augmented
ground truths in our pipeline.
3.2.2 Input channel combination
This step combines the available input channels. We evalu-
ate several combinations of the available multi-modal data
(as summarized in Fig. 5).
Using 3-channel input combination. First, since the
base CNN model we use for fine-tuning has a three channel
Input Image Augmented-GT Output
Figure 4. Even though the Augmented-GT (SEEDS-GT in these
images) used to train our system is noisy, these examples show
that the final segmentation obtained with our trained model de-
tects regions that are missed in the augmented GT computed for
those examples. We have manually highlighted incorrect predic-
tions with red squares and good predictions with green squares.
input [2], the intuitive approach is to select three out of the
available channels. The combinations considered are based
on previous studies on the different channels [4]. This study
concludes that the two first fluorescence channels are more
discriminating than the RGB channels and that within the
RGB channels, the red channel is the most important.
Other input combination. Another insight from prior
work we consider is that the different modalities available
may not be perfectly registered. Therefore, this may impact
the training if joining the inputs in earlier layers, as opposed
to later ones. Then, other strategies we have evaluated use
all the input channels available. They are based on com-
bining the output of two different CNNs (one trained with
fluorescence and other with RGB channels). This has been
implemented in two ways: training two CNNs separately
and then combining their outputs, or training them together.
3.2.3 Fine-tuning existing segmentation CNN model
The final step consists of training the model with the
augmented-GT. The state-of-the-art image segmentation
systems use CNN based models, which offer excellent ac-
curacy. Our goal is to adapt existing semantic segmentation
models to our target classes. In particular, we fine-tune Seg-
Net [2] model with the coral images.
Segnet is a well-known encoder-decoder CNN for se-
mantic segmentation, trained on urban scenes. It has a
symmetrical structure in terms of convolutions and decon-
volutions which allows to learn significantly well. Other
approaches use only one deconvolution layer at the end
of the network, as proposed in [12]. For example, good
results on ImageNet scene segmentation challenges [21]
were achieved applying this technique to the RESNET-50
model [9]. However, it performed worse (5% less accuracy)
than using SegNet for our problem, maybe due to the larger
number of deconvolutions applied in Segnet.
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Figure 5. Different strategies to combine available image channels
to train an end-to-end segmentation model: (a) fine-tuning with a
3-channel input using RGB data only; (c) using fluorescence data
only; (d) combination of both (Fluor1 + Fluor2 + Red); (b)
joining two of the fine-tuned models.
We keep the original SegNet for finetuning with three in-
put channel combinations, while we performed slight mod-
ifications to its original network design for the experiments
where we join two net structures. We also use the median
frequency balancing [2] in the loss function (1). We use the
cross-entropy loss [12] as the objective function for training
the network. Adding the median frequency balancing (φ) to
this function looks like this:











where m is the number of labeled pixels, y(i) is the label,
ŷ(i) is the CNN predicted output. This gives a better per-
formance on our data-set. Every class is weighted in the
loss function with the ratio of the median of class frequen-
cies computed on the entire training set divided by the class
frequency. This implies the classes with low number of la-
beled pixels will have a higher weight. Thus, the CNN is not
affected by the differences on the number of class samples.
4. Experiments
The following experiments analyze different aspects and
variations of our approach for coral segmentation and com-
pare the results obtained with prior work on the same data.
4.1. Set-up
Data-set. All the following experiments are run on the
Eilat Fluorescence Corals dataset [4]. The dataset consists
of 212 coral annotated multimodal image-pairs: RGB and
fluorescence images. There are 200 labeled pixels per im-
age, assigning to each of them a label from coral and non-
Augmented-GT Manual-GT Intersection
Figure 6. Examples of Augmented-GT and Manual-GT. The in-
tersection of both shows green/red/yellow pixels when labeled as
coral in both/only manual-GT/only augmented-GT respectively.
coral classes1. Note that this ground truth is very sparse,
since images have 1078 x 976 resolution. The data is split
into a training-set of 142 randomly selected image-pairs,
and a test-set with the remaining 70 image-pairs.
Evaluation. We use standard accuracy, recall and preci-
sion scores for the evaluation of the results computed ac-
cording to different strategies:
Original-GT based sparse scores. The scores computed
based on the original ground truth (Original-GT) are not
fully representative, as it will be shown next. Intuitively,
200 pixels labeled out of around a million per image are not
a dense ground truth for dense image labeling.
Superpixel-GT and Manual-GT based dense scores. The
augmented ground truth we generate based on superpix-
els (Superpixel-GT) is an approximated but dense labeling,
which as shown next gives a reliable evaluation. The fact
of having very sparse ground truth is a challenge not only
to train but also to evaluate in a meaningful way the dense
labeling results. The representativity of this augmented
ground truth can be seen in multiple visual results. Besides,
we include comparisons using a few (7% of the testing data)
detailed manual segmentations (Manual-GT) performed by
an expert. This helps to further validate the Augmented-
GT and the segmentation results. The average accuracy of
the values in the augmented-GT with respect to the Manual-
GT is of 93% (for the 5 images with Manual-GT available).
Fig. 6 shows examples comparing these two segmentations.
4.2. Ground truth augmentation
Our work copes with the challenge of having a very
sparse ground truth available to train a dense image label-
ing/segmentation model. The following results evaluate the
use of different augmented ground truth. Some examples
are shown in Fig. 7. All of them use the same model to be
fine-tuned (SegNet [2]) and the same three input channels
1http://datadryad.org/resource/doi:10.5061/dryad.t4362
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(a) (b) (c) (d) (e) (f)
Figure 7. Coral segmentation using different augmented ground truth strategies. Two examples of corresponding RGB (a) and fluorescence
(b) images and the coral segmentation obtained using a model trained with the sparse Original-GT (c) and with several augmented-GT:
Patches-GT (d), SEED-GT (e) and SLIC-GT (f). Superpixel ground truths yield more accurate results.
Table 1. Coral segmentation (average pixel classification accu-
racy). Training and evaluation with different ground truth (GT).
Evaluation: Original-GT Patches-GT SLIC-GT SEEDS-GT
Training: (sparse) (dense) (dense)
Original-GT 0.56 0.53 0.43 0.42
Patches-GT 0.77 0.80 0.67 0.67
SLIC-GT 0.81 0.80 0.89 0.90
SEEDS-GT 0.78 0.77 0.85 0.86
(two fluorescence channels and Red channel from RGB im-
age). Note how noisy the results are when training with
a sparse ground truth. The models trained with Original-
GT and Patches-GT also give inaccurate predictions on the
edges due to the lack of labeling on those regions, i.e., the
patches-GT provides a segmentation with squared artifacts.
Table 1 summarizes these experiments. Each row shows
the results for a different training option. Each column
shows the accuracy computed over different sets of pixels
(e.g., the evaluation with Original-GT means we compute
the accuracy considering only the 200 labeled pixels per im-
age). We can observe that the superpixel based approaches
present better quantitative and qualitative results. These re-
sults illustrate how the proposed augmented ground truth is
more suitable for training and more representative for the
evaluation, as we analyze further in the following subsec-
tion 4.4 experiments. Out of the box superpixel segmenta-
tion gives much better results when computed on the fluo-
rescence images, rather than on the RGB images, as it can
be seen in Fig. 8. This is expected, since the fluorescence
values are much higher on living beings in the scene images.
Our proposed pipeline allows us to take advantage of this
multimodal input for the ground truth augmentation but still
train the segmentation model with only one data modality.
Even though the augmented ground truth based on super-
pixels is approximated, the model can still learn the coral
regions very robustly. It even segments coral regions that
were not included correctly as coral ground truth (as it can
be seen in the examples in Fig. 4).
RGB Fluorescence
Figure 8. Superpixel segmentation of the image (red boundaries).
Segmentation on fluorescence images fits better the coral regions.
4.3. Input channel combinations
These experiments evaluate different ways to combine
the available input channels, i.e., RGB and fluorescence im-
age channels, as explained in Sec. 3. The best results were
obtained finetuning directly the original SegNet model, us-
ing the augmented ground truth. In particular, we consider
SEEDS-GT and SLIC-GT, since they performed clearly bet-
ter than the other options considered in previous subsection.
A summary of the results of the different three input
channel combinations experiments is shown in Table 2.
Fig. 9 shows visual examples of these experiments. Every
combination has been trained with varying hyperparame-
ters to get the best possible model. The configuration which
gives better results uses the median frequency balancing,
training 50k iterations with a learning rate of 2x10−4.
Additional experiments were carried out using all input
channels as described in previous section:
• Training a fine-tuned CNN for each modality and join-
ing the output of their probabilities for each class.
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RGB Fluorescence R+G+B F1 + F2 + F3 R+ F1 + F2 Gray + F1 + F2
Figure 9. Coral segmentation using the proposed augmented-GT and different input channel combinations. The results of the different
combinations are detailed in Table 2. The Gray + F1 + F2 combination yields the best qualitative results.
Table 2. Coral segmentation (classification results per pixel) with














Evaluation: Original-GT based sparse scores
RGB only 0.76 0.43 0.89 0.60 0.80
Fluor only 0.79 0.52 0.90 0.61 0.83
R+ F1 + F2 0.80 0.63 0.87 0.64 0.86
Gray +F1+F2 0.81 0.74 0.84 0.65 0.89
Evaluation: Superpixel-GT based dense scores.
RGB only 0.87 0.43 0.94 0.64 0.89
Fluor. only 0.89 0.44 0.96 0.67 0.91
R+ F1 + F2 0.90 0.52 0.96 0.66 0.92
Gray +F1+F2 0.91 0.61 0.96 0.66 0.95
R,G,B: RGB channels
F1, F2: Fluorescence channels 1, 2 respectively
Gray: The average of the RGB channels
• Fine-tuning a new CNN joining the two fine-tuned
SegNet models after their last convolutional layer.
We discarded to train a model with larger input size because
prior work showed better results with latter join of the data,
probably because the images are not perfectly registered.
We then combined two CNN models, one trained for RGB,
and other for fluorescence data. None of them explored
improved the performance, probably because of too large
of a network model and not enough data to train it.
Although using only RGB information does not achieve
the highest performance, it presents a promising direction.
Our approach can use the fluorescence information only for
the ground truth augmentation, and still train a model that
takes as input RGB only data.
As expected from the results in prior work running
patch classification [4], the best input combination con-
tains fluorescence and RGB channels. Using models trained
with a combination of both types of input data modalities
(Gray + F1 + F2 or R + F1 + F2) provides the highest
average accuracy and recall of the coral class (which is the
most significant for the application of interest).











Evaluation: Original-GT based sparse scores
Superpixel
based (Ours)
0.81 0.74 0.84 0.65 0.89
Patch based+ 0.94 0.87 0.96 0.87 0.96
Evaluation: Superpixel-GT based dense scores
Superpixel
based (Ours)
0.91 0.61 0.96 0.66 0.95
Patch based+ 0.90 0.59 0.94 0.63 0.95
* Evaluation: Manual-GT based dense scores
Superpixel
based (Ours)
0.92 0.79 0.93 0.69 0.97
Patch based+ 0.90 0.60 0.95 0.66 0.94
*Computed only over the 5 images with Manual-GT available
+Simulated result using [4] assuming 94% of patches correctly classified
4.4. Patch vs. Superpixel based segmentation
The following results demonstrate the differences and
advantages of the presented approach with respect to the
baseline presented with the studied dataset, a patched-based
classification approach. Table 3 shows comparable over-
all accuracy, recall and precision for both methods. Inter-
estingly, our approach outperforms the patch-based method
when evaluating on the Manual-GT, according to the dense
scores, while the sparse scores benefit the per-patch ap-
proach. A more qualitative analysis of this comparison is
shown in Fig. 10. We can see that superpixel-based ap-
proach produces more coral-like shapes in the segmenta-
tion and follows better the object contours. An important
drawback of the patch-based approach is an implicit lack of
per pixel precision, which does not happen in the presented
end-to-end pipeline. Additional segmentation examples of
the final pipeline configuration are shown in Fig. 11.
Another advantage of our superpixel based approach is
that it provides a more flexible pipeline, where we can take
advantage of valuable multimodal data only during training
(i.e., using it only for the data augmentation).
Moreover, using a metric based on sparse data labels,
when the output is dense, can be less representative than us-
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Figure 10. Coral segmentation with patch-based or superpixel-
based (ours) approaches compared to augmented ground truth
(SEEDS-GT). The patch-based shows the simulated output of re-
sults in [4]. Superpixel-based shows results using fine-tuned Seg-
Net using Gray+F1+F2 input channels. The intersection images
show coral pixels correctly (green) and incorrectly (red) labeled.
ing scores based on an approximate but dense ground truth,
as the one we use. The sparse scores are evaluating just
0.0002% of the pixels per image. Our results show the
scores based on the augmented ground truth serve as a good
quality evaluation for the segmentation. The last rows in
Table 3 show how the scores using the available Manual-
GT are closer to those using Superpixel-GT than to scores
obtained using the Original-GT. This verifies the good rep-
resentativity of the augmented ground truth, as shown in
previous Fig. 6.
Although the augmented ground truth has some noise,
i.e., incorrect labeling of both positive and negative pixels,
our results show that the segmentation model is still learned
effectively due to the huge increase in the number of train-
ing data (labeled pixels).
5. Conclusions
We have presented a novel pipeline which makes up for
the lack of labeled data for semantic segmentation training.
This has an important impact on semantic segmentation sce-
narios where the available datasets present sparse and scarce
labels on the annotated images. We demonstrate that this
augmented ground truth allows us to effectively learn the
coral segmentation when finetuning a state-of-the-art CNN
for semantic segmentation. Our results show the benefits
of using the proposed augmentation of sparse image labels.
We have analyzed the influence of variations in the label-
ing augmentation and the experiments show the superpixel
based methods work better than other more direct options.
Besides, we also show how the augmented ground truth can
serve as a more significant way to evaluate the dense seg-
Fluorescence Augmented-GT Segmentation
Figure 11. Coral segmentation results obtained from a model
trained with the augmented (dense) ground truth and Gray +
F1 + F2 input channels. Each row depicts the fluorescence im-
age, augmented ground truth with SEEDS-GT, and the respective
coral segmentation result.
mentation with dense scores.
Following previous results which highlight the benefits
of using fluorescence information to recognize corals in im-
ages, we study different ways of taking advantage of this
kind of multi-modal inputs. We have shown how useful
the multi-modal input is as well in the proposed end-to-end
dense labeling. Our flexible pipeline allows us to relax the
requirements of the multi-modal input, fluorescence in our
case. Since fluorescence data is not always available, a nice
property of our pipeline is that we can still benefit partially
of that type of input for the augmentation (during training),
and still train a segmentation model that does not require it.
As future steps, we plan to explore other state-of-the-art
CNN architectures for semantic segmentation, as well as
studying more sophisticated multi-modal combinations and
labeling augmentation methods.
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S. Süsstrunk. SLIC superpixels compared to state-of-the-art
superpixel methods. IEEE transactions on pattern analysis
and machine intelligence, 34(11):2274–2282, 2012. 2, 4
[2] V. Badrinarayanan, A. Kendall, and R. Cipolla. Segnet: A
deep convolutional encoder-decoder architecture for image
segmentation. arXiv preprint arXiv:1511.00561, 2015. 2, 3,
4, 5
[3] O. Beijbom, P. J. Edmunds, D. I. Kline, B. G. Mitchell, and
D. Kriegman. Automated annotation of coral reef survey im-
ages. In Computer Vision and Pattern Recognition (CVPR),
2012 IEEE Conference on, pages 1170–1177. IEEE, 2012. 3
[4] O. Beijbom, T. Treibitz, D. I. Kline, G. Eyal, A. Khen,
B. Neal, Y. Loya, B. G. Mitchell, and D. Kriegman. Im-
proving automated annotation of benthic survey images us-
ing wide-band fluorescence. Scientific reports, 6, 2016. 1, 3,
4, 5, 7, 8
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Appendix B
Deep Learning and Semantic
Segmentation
This appendix contains more detailed background on two important concepts in this
work: the Semantic Segmentation problem in computer vision, and a few concepts
from Deep Learning.
Artificial Intelligence is a branch of computer science dealing with the simulation
of intelligent behavior in computers, and Machine learning is a branch of Artificial
Intelligence which is based on statistics and tries to find patterns in data. Often machine
learning is divided in three subcategories depending on the particular problem and the
data considered:
• Supervised learning. When the data available has labels of the target classifica-
tion classes, i.e., the expected label of the data is known. For example, in the
case of image classification, the data is the images and the labels are what is in
the image (a dog, a cat...).
• Unsupervised learning. When only data is available. When the learning is based
on the data structure without having any prior information of its meaning. Clus-
tering is the most common example.
• Reinforcement learning. When there is neither data nor labels, but there is a goal.
Here the approach is learning by trial and error.
Deep learning is a machine learning technique now widely used because of the ex-
traordinary results demonstrated lately [LBH15], usually when there is a large amount
of data available.
B.1 Deep Learning
Deep Learning can be seen as a concatenation or composition of functions. The Deep
word mean the number of functions and transformations applied to the input is very
high (see Fig. B.1 1).
1 source: https://hackernoon.com/training-an-architectural-classifier-iii-84dd5f3cf51c
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Figure B.1: Simple architecture of a neural network. All neurons are connected with
all the neurons of neighbours layers. The common applied function to each relation
between two neurons is a weighted the multiplication.
Figure B.2: Encoder-decoder neural network. It has a convolutions part and a deconvo-
lution part. maxpooling layers decrease the size of the output meanwhile the unpooling
layers increase it. This is the general architecture for semantic segmentation. (source:
http://cvlab.postech.ac.kr/research/deconvnet/)
The learning method of Deep Learning is based on back-propagation. As in other
supervised learning techniques the learning consists of several steps:
• Given an model, an input and a expected output, compute the loss or error
• Compute the gradients, i.e., see how each learning weight affect to that loss
• Update the learning weights with a small step trying to reduce that loss.
• Repeat the three previous steps with all the dataset till convergence.
The update step is called learning rate. In Deep Learning there are a lot of impor-
tant steps to follow and which matters to properly train a neural net. This are some of
the most important steps:
• Find a good codification of the input
• Find a good loss function which really means the optimization you are looking
for (between the expected output and the output of the neural network).
• Find a good learning rate
• Select the types of layers and functions, i.e., for images, convolution layers.
The expected output of the network is usually called ground-truth or labeling.
A common problem of Machine Learning techniques is the overfitting. Deep Learn-
ing copes with this problem using regularization terms like other Machine Learning
techniques. But Deep Learning deals with overfitting also using finetune. Finetune
is to train a model with a very large amount of data and then, take that model as a
initialization of another training. Depending on the similarity between the pre-trained
dataset and the new dataset, you can also freeze the learning weights in order to take
advantages of the learned patters on a larger datasets which will generalize more and
work better on the majority of the cases.
B.2 Semantic segmentation
This project uses deep learning to solve a semantic segmentation problem. Semantic
segmentation (or pixel classification) associates one of the pre-defined class labels to
each pixel. The input image is divided into the regions, which correspond to the objects
of the scene. So the result of applying to an image semantic segmentation is another
image and each object or class of the image has the same values.
Deep Learning approaches try to learn convolutions and deconvolutions. Stacking
several layers of learnable convolutions (see Fig. B.2 ). This functions will learn how
to map the RGB image to the semantic segmentation classified image
Appendix C
More detailed results
In this section we show additional results for the experiments from the multi-level
superpixel augmentation from Sections 4.3 and 4.4.
C.1 Superpixels
Figure C.1: Example of diferent number of SEEDS superpixels applied to an image.
C.2 Multi-level superpixels augmentation results
Here there are some figures with the augmentation results of the section 4.4 using
different datasets.
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Figure C.2: Augmentations from sparse labeling. The images are from the VOC
dataset. Comparison between the iamges (A), the real labeling (B) and the multi-level
superpixel augmentation from the sparse labeling (C)
Figure C.3: Augmentations from sparse labeling. The images are from the RIT dataset.
Comparison between the iamges (A), the real labeling (B) and the multi-level super-
pixel augmentation from the sparse labeling (C)
Figure C.4: Augmentations from sparse labeling. The images are from the Coral reefs
dataset. Comparison between the images (A), the real labeling (B) and the multi-level
superpixel augmentation from the sparse labeling (C)
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