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RESUMO
Sistemas de Tempo Real (STRs) sa˜o sistemas computacionais que esta˜o
submetidos, ale´m de a requisitos lo´gicos, a requisitos de natureza tem-
poral. A especificac¸a˜o ARINC 653 descreve a interface funcional a ser
oferecida ao software de aplicac¸a˜o e os requisitos temporais a serem
atendidos por Sistemas Operacionais (SOs) sobre os quais sa˜o execu-
tados STRs avioˆnicos, ou seja, aplicac¸o˜es relacionadas aos sistemas
eletroˆnicos empregados em aeronaves. Uma das principais definic¸o˜es
dessa especificac¸a˜o e´ a utilizac¸a˜o de partic¸o˜es com isolamento temporal
e espacial, permitindo a execuc¸a˜o de mu´ltiplas aplicac¸o˜es com diferentes
objetivos e criticalidades numa mesma plataforma de hardware, e garan-
tindo, ainda, que eventuais falhas ocorridas em uma partic¸a˜o na˜o afe-
tem a execuc¸a˜o das demais. Este trabalho descreve a implementac¸a˜o de
um SO compat´ıvel com a especificac¸a˜o ARINC 653 destinado ao treina-
mento de profissionais e a` experimentac¸a˜o de novas aplicac¸o˜es avioˆnicas,
na˜o tendo por objetivo, portanto, a certificac¸a˜o para operac¸a˜o em voo,
executado sobre a plataforma de hardware comercialmente conhecida
como BeagleBone. Foi desenvolvido ainda um conjunto de ferramentas
de configurac¸a˜o destinadas a` validac¸a˜o de arquivos de configurac¸a˜o no
padra˜o exigido pela ARINC 653 e a` gerac¸a˜o de modelos de aplicac¸a˜o
para execuc¸a˜o no SO. O atendimento a`s exigeˆncias da ARINC 653 pelo
SO foi evidenciado atrave´s de um conjunto de casos de teste, que servem
tambe´m como exemplos de utilizac¸a˜o e auxiliam, ainda, no processo de
migrac¸a˜o do SO a outras plataformas.
Palavras-chave: Tempo real. Sistemas operacionais. ARINC 653.

ABSTRACT
Real-Time Systems (RTSs) are computer systems that are subject to,
in addition to logical requirements, temporal requirements. The
ARINC 653 specification describes the functional interface that must
be offered to the application software and the time requirements that
must be met by Operating Systems (OSs) on which avionics RTSs are
executed, i.e. applications related to electronic systems used on
aircrafts. One of the key definitions of this specification is the use of
temporally and spatially isolated partitions, allowing the execution of
multiple applications with different objectives and criticality levels on
the same hardware platform, and also ensuring that any failures in
one partition do not affect the execution of the others. This work
describes the implementation of an ARINC 653 compatible OS aimed
for professionals training and test of new avionics applications, and
thus does not aim certification for in-flight operation, which is
executed on the hardware platform commercially known as
BeagleBone. We also developed a set of configuration tools for the
validation of ARINC 653 standard configuration files and the
generation of application templates to be run in the OS. The
compliance of the OS with the ARINC 653 requirements is evidenced
through a set of test cases, which also serve as examples of use and
are useful in the process of migration of the OS to other platforms.
Keywords: Real-time. Operating systems. ARINC 653.
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1 INTRODUC¸A˜O
Define-se Sistemas de Tempo Real (STRs) como os sistemas
computacionais que esta˜o submetidos, ale´m de a requisitos de natu-
reza lo´gica, a requisitos de natureza temporal. Nesse tipo de sistema
os resultados devem estar corretos na˜o somente do ponto de vista
lo´gico, mas tambe´m devem ser gerados no intervalo de tempo correto.
Aplicac¸o˜es com requisitos de tempo real teˆm se tornado cada vez mais
comuns e variam muito em tamanho, complexidade e criticalidade; den-
tre elas encontram-se desde simples controladores embutidos em utili-
dades dome´sticas ate´ os complexos e cr´ıticos sistemas relacionados a`
aviac¸a˜o, por exemplo (FARINES; FRAGA; OLIVEIRA, 2000).
Os STRs podem ser classificados de acordo com a criticalidade
dos seus requisitos temporais. Nos STRs cr´ıticos ou hard real-time, o
na˜o atendimento a esses requisitos pode resultar em consequeˆncias ca-
tastro´ficas, tanto no sentido econoˆmico quanto no sentido de poder cau-
sar a perda de vidas. Em STRs na˜o cr´ıticos ou soft real-time, os requisi-
tos temporais descrevem o comportamento desejado, pore´m o na˜o aten-
dimento a eles na˜o invalida os resultados nem tem consequeˆncias ca-
tastro´ficas, apesar de reduzir a utilidade da aplicac¸a˜o (FARINES; FRAGA;
OLIVEIRA, 2000).
Uma das classes de STRs cr´ıticos mais importantes e´ a das
aplicac¸o˜es avioˆnicas, ou seja, das aplicac¸o˜es relacionadas aos siste-
mas eletroˆnicos empregados em aeronaves. A especificac¸a˜o ARINC 653
(ARINC, 2006a) descreve a interface funcional a ser oferecida ao soft-
ware de aplicac¸a˜o e os aspectos temporais a serem atendidos por Siste-
mas Operacionais (SOs) sobre os quais sa˜o executadas aplicac¸o˜es dessa
classe. Para operac¸a˜o nesse tipo de equipamento sa˜o utilizados SOs
comerciais compat´ıveis com a ARINC 653 que, por necessitarem de
certificac¸a˜o, apresentam custo financeiro bastante elevado (ROMANSKI,
2011); pore´m sa˜o tambe´m necessa´rios SOs desse tipo para treinamento
de engenheiros aerona´uticos especializados em avioˆnica e para experi-
mentac¸a˜o de novas aplicac¸o˜es, propo´sitos para os quais a certificac¸a˜o
na˜o e´ necessa´ria. Um dos pontos centrais da especificac¸a˜o ARINC 653
e´ a utilizac¸a˜o de partic¸o˜es com isolamento temporal e espacial, per-
mitindo a execuc¸a˜o de mu´ltiplas aplicac¸o˜es com diferentes objetivos e
criticalidades na mesma plataforma de hardware, e ainda garantindo
que eventuais falhas ocorridas em uma partic¸a˜o possam ser tratadas de
forma a na˜o afetar a execuc¸a˜o das demais (ARINC, 2006a; PRISAZNUK,
2008; VANDERLEEST, 2010; HAN; JIN, 2013).
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Este trabalho descreve a implementac¸a˜o de um SO compat´ıvel
com a parte 1 da especificac¸a˜o ARINC 653, que define o conjunto
mı´nimo de servic¸os por ela requeridos, sobre uma plataforma de hard-
ware de baixo custo. Esse SO destina-se exclusivamente ao treinamento
de pessoas envolvidas no desenvolvimento de sistemas empregados em
aeronaves e a` experimentac¸a˜o nesse mesmo contexto, e portanto na˜o
tem por objetivo a certificac¸a˜o para operac¸a˜o em voo.
1.1 TRABALHOS RELACIONADOS
Diversos Sistemas Operacionais de Tempo Real (SOTRs) de
licenc¸a livre, como o FreeRTOS (REAL TIME ENGINEERS LTD., 2014),
o RTEMS (OAR CORPORATION, 2014) e o EPOS (LISHA/UFSC,
2014), suportam va´rios dos recursos exigidos pela especificac¸a˜o
ARINC 653, como por exemplo o escalonamento de processos por
prioridade e sema´foros. Portanto, a implementac¸a˜o realizada neste
trabalho poderia ter sido feita com base em um desses SOs, atrave´s
da alterac¸a˜o ou da adic¸a˜o de recursos conforme as definic¸o˜es da
especificac¸a˜o, de forma semelhante ao proposto em (RUFINO; FILIPE,
2007). Pore´m, a maioria desses SOTRs na˜o oferece suporte a` execuc¸a˜o
particionada de processos e na˜o possui quaisquer mecanismos de
monitoramento semelhantes a`queles exigidos pela ARINC 653, de
forma que a implementac¸a˜o desses recursos sobre eles exigiria grandes
alterac¸o˜es infraestruturais. Alterac¸o˜es dessa magnitude podem
provocar a descaracterizac¸a˜o do software utilizado como base, e ainda
gerar produtos pouco esta´veis, dadas as restric¸o˜es impostas pela
infraestrutura reaproveitada. Por esses motivos, optou-se neste
trabalho pela implementac¸a˜o de um SO projetado exclusivamente
para atendimento a` ARINC 653, e portanto sobre o qual existe total
liberdade para elaborac¸a˜o dos mecanismos exigidos por ela, pore´m
valendo-se de SOTRs de licenc¸a livre como fonte de informac¸a˜o.
Alguns trabalhos recentes abordam e avaliam a utilizac¸a˜o de
SOs tradicionais (geralmente Linux) como base para o oferecimento
dos servic¸os exigidos pela ARINC 653, como (HAN; JIN, 2012) e (HAN;
JIN, 2013), tanto a n´ıvel de usua´rio (utilizando chamadas do SO
hospedeiro para gerenciamento de tarefas) quanto a n´ıvel de nu´cleo
(adaptando o kernel do SO hospedeiro). Outros trabalhos propo˜em a
implementac¸a˜o da ARINC 653 sobre uma plataforma de simulac¸a˜o,
como (PASCOAL, 2008), permitindo assim o desenvolvimento e teste
de aplicac¸o˜es avioˆnicas sem necessidade de acesso a` plataforma de
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hardware sobre a qual essas sera˜o executadas. Essas abordagens
eliminam desafios inerentes a` utilizac¸a˜o de sistemas particionados, por
exemplo quanto a` interac¸a˜o com elementos de hardware, que precisam
ser adequadamente inicializados e gerenciados para que possam ser
utilizados nesse tipo de ambiente. Dessa forma, o emprego dessas
abordagens mostra-se pouco vantajoso com finalidades dida´ticas e,
por esse motivo, elas na˜o foram utilizadas neste trabalho.
Existem tambe´m trabalhos que abordam a utilizac¸a˜o de recursos
de virtualizac¸a˜o para implementac¸a˜o de particionamento em SOs com-
pat´ıveis com a ARINC 653, como (HAN; JIN, 2011), (HAN; JIN, 2013) e
(VANDERLEEST, 2010), permitindo assim a execuc¸a˜o de um diferente
SO em cada partic¸a˜o. Pore´m, processadores utilizados em plataformas
de hardware de baixo custo geralmente na˜o oferecem esse tipo de re-
curso, e portanto seu emprego limitaria as plataformas sobre as quais
o SO poderia ser executado. Por esse motivo optou-se pela imple-
mentac¸a˜o do SO sem o emprego de virtualizac¸a˜o, maximizando assim
a gama de plataformas a`s quais o SO podera´ ser migrado futuramente.
Conforme citado anteriormente, existem diversos SOs
compat´ıveis com a especificac¸a˜o ARINC 653, pore´m sa˜o softwares
proprieta´rios e apresentam alto custo financeiro por necessitarem de
certificac¸a˜o para operac¸a˜o. Ale´m disso, esses SOs sa˜o usualmente
executados em plataformas de hardware cujo custo tambe´m e´ elevado,
e portanto sua utilizac¸a˜o para fins dida´ticos e experimentais e´ invia´vel
na existeˆncia de restric¸o˜es financeiras (ROMANSKI, 2011).
Dado esse panorama, justifica-se a realizac¸a˜o deste trabalho pela
inexisteˆncia de SOs compat´ıveis com a especificac¸a˜o ARINC 653 que
possam ser utilizados para fins dida´ticos e experimentais e que apre-
sentem baixo custo financeiro.
1.2 ORGANIZAC¸A˜O DO TRABALHO
Apresenta-se, a seguir, os assuntos abordados pelos pro´ximos
cap´ıtulos deste trabalho:
• No Cap´ıtulo 2 sa˜o apresentadas as principais definic¸o˜es da espe-
cificac¸a˜o ARINC 653;
• No Cap´ıtulo 3 sa˜o apresentadas as principais caracter´ısticas da
plataforma de hardware empregada neste trabalho;
• No Cap´ıtulo 4 sa˜o apresentadas as caracter´ısticas te´cnicas mais
relevantes da implementac¸a˜o do SO desenvolvido, sobre as quais
sa˜o apresentados maiores detalhes no Apeˆndice C;
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• No Cap´ıtulo 5 sa˜o apresentadas as ferramentas de configurac¸a˜o
desenvolvidas para utilizac¸a˜o em conjunto com o SO;
• No Cap´ıtulo 6 sa˜o apresentados os casos de teste elaborados para
validac¸a˜o do SO desenvolvido, cujos detalhes sa˜o fornecidos no
Apeˆndice D;
• No Cap´ıtulo 7 sa˜o apresentadas as principais concluso˜es obtidas
neste trabalho;
• No Apeˆndice A e´ apresentado o co´digo fonte de uma aplicac¸a˜o
executada no SO desenvolvido;
• No Apeˆndice B e´ apresentado um exemplo de execuc¸a˜o de uma
aplicac¸a˜o sobre o SO desenvolvido.
27
2 ARINC 653
Fundada em 1929 nos Estados Unidos com o objetivo de ser-
vir a`s necessidades da indu´stria de transporte ae´reo, a Aeronautical
Radio, Incorporated (ARINC ) e´, atualmente, propriedade da Rockwell
Collins e fornecedora de diversos servic¸os, como redes de comunicac¸a˜o,
infraestrutura em terra e processamento de informac¸o˜es para aviac¸a˜o,
transporte em trilhos e outros setores de infraestrutura cr´ıtica (ARINC,
2006a; ROCKWELL COLLINS, 2014).
A Airlines Electronic Engineering Committee (AEEC ) e´ um
comiteˆ internacional de profissionais te´cnicos de aviac¸a˜o que lidera
o desenvolvimento de padro˜es e soluc¸o˜es te´cnicas para equipamentos
eletroˆnicos utilizados em aeronaves. Esse comiteˆ estabelece padro˜es
baseados em consenso que sa˜o publicados pela ARINC , cuja utilizac¸a˜o
por parte de empresas de aviac¸a˜o representa benef´ıcios considera´veis
por permitir a padronizac¸a˜o e o intercaˆmbio de equipamentos avioˆnicos,
ale´m da reduc¸a˜o de custos atrave´s da promoc¸a˜o da competitividade en-
tre fornecedores (ARINC, 2006a; SAE ITC, 2014).
Dentre os padro˜es ARINC , e´ utilizado neste trabalho o
ARINC 653, que especifica o ambiente de operac¸a˜o para o
software de aplicac¸a˜o utilizado em equipamentos eletroˆnicos para
aeronaves. Essa especificac¸a˜o tem como principal objetivo o
estabelecimento de uma interface de propo´sito geral, denominada
APplication/EXecutive (APEX ), entre o SO e o software de aplicac¸a˜o
executado em equipamentos avioˆnicos, definindo o comportamento
desses servic¸os e os dados trocados de forma esta´tica ou dinaˆmica
(atrave´s de configurac¸a˜o ou de chamadas de servic¸o, respectivamente)
no sistema. Os benef´ıcios esperados da utilizac¸a˜o dessa especificac¸a˜o
sa˜o a portabilidade, a reusabilidade, a modularidade e a integrac¸a˜o do
software de aplicac¸a˜o. A especificac¸a˜o ARINC 653 e´ dividida em treˆs
partes (ARINC, 2006a):
Parte 1 Servic¸os requeridos – apresenta a APEX em seu formato
mı´nimo, incluindo por exemplo servic¸os de gerenciamento de pro-
cessos e de comunicac¸a˜o, e e´ utilizada extensivamente neste tra-
balho (ARINC, 2006a);
Parte 2 Servic¸os estendidos – apresenta servic¸os adicionais que po-
dem ser agregados a` APEX , incluindo por exemplo servic¸os de
gerenciamento de arquivos, e na˜o e´ abordada neste trabalho;
Parte 3 Especificac¸a˜o de testes de conformidade – apresenta o proce-
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dimento de teste para demonstrac¸a˜o e prova da adequac¸a˜o de um
SO a` ARINC 653 (ARINC, 2006b).
Apresenta-se, nas sec¸o˜es a seguir, a estrutura geral de sistemas
que fazem uso de um SO compat´ıvel com a especificac¸a˜o ARINC 653, a
forma como e´ realizada e mantida a configurac¸a˜o desses sistemas, assim
como o conjunto mı´nimo de servic¸os que devem ser disponibilizados pelo
SO para suporte a`s aplicac¸o˜es utilizadas nesse tipo de sistema.
2.1 ELEMENTOS DO SISTEMA
Os sistemas compat´ıveis com a especificac¸a˜o ARINC 653 sa˜o
compostos de um mo´dulo de execuc¸a˜o, que sera´ referenciado simples-
mente como mo´dulo, sobre o qual sa˜o escalonadas mu´ltiplas partic¸o˜es
que, do ponto de vista de isolamento, podem ser consideradas ana´logas
aos processos de um SO tradicional. Nessas partic¸o˜es sa˜o executados
processos, ana´logos a`s threads de SOs tradicionais desse mesmo ponto
de vista, sendo esses utilizados para a implementac¸a˜o do software de
aplicac¸a˜o (HAN; JIN, 2013). Um mo´dulo esta´ associado a um ou mais
nu´cleos de processamento, mas uma partic¸a˜o, assim como todos seus
processos, devem necessariamente ser executados sempre em um mesmo
nu´cleo. Pore´m, deve ser poss´ıvel a migrac¸a˜o em tempo de projeto do
software de aplicac¸a˜o entre diferentes mo´dulos da aeronave, ou dife-
rentes nu´cleos de processamento de um mesmo mo´dulo, sem alterac¸o˜es
na interface desse software com o SO (ARINC, 2006a). Ilustra-se, na
Figura 1, a hierarquia de elementos de um sistema de acordo com a
ARINC 653.
Figura 1 – Hierarquia de elementos de um sistema
A fim de assegurar a robustez para a execuc¸a˜o concorrente e/ou
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paralela de mu´ltiplos softwares de aplicac¸a˜o em um u´nico mo´dulo, e´ em-
pregada pela ARINC 653 uma abordagem de execuc¸a˜o particionada do-
tada de isolamento temporal e espacial. Nessa abordagem, as partic¸o˜es
sa˜o executadas em janelas de tempo alocadas dentro de um quadro
c´ıclico denominado major frame (isolamento temporal) e as regio˜es de
memo´ria utilizadas por cada uma delas sa˜o protegidas contra acesso
das demais (isolamento espacial). Ale´m disso, as excec¸o˜es ocorridas
durante a execuc¸a˜o de uma determinada partic¸a˜o sa˜o tratadas atrave´s
de mecanismos que na˜o violam o escalonamento, garantindo assim a na˜o
propagac¸a˜o de faltas entre partic¸o˜es (ARINC, 2006a; HAN; JIN, 2013).
Todo o software executado na plataforma de hardware sobre a
qual e´ utilizado um SO compat´ıvel com a especificac¸a˜o ARINC 653 esta´
enquadrado em uma das seguintes classes (ARINC, 2006a):
Partic¸o˜es de aplicac¸a˜o Partic¸o˜es utilizadas para execuc¸a˜o de pro-
cessos de aplicac¸a˜o, estando esses restritos a` utilizac¸a˜o da Applica-
tion Programming Interface (API ) compat´ıvel com a ARINC 653
fornecida pelo SO;
Partic¸o˜es de sistema Partic¸o˜es que utilizam recursos que va˜o ale´m
daqueles oferecidos pela API definida pela especificac¸a˜o, utiliza-
das, por exemplo, para o processamento de entrada e sa´ıda de
dados, mas que esta˜o sujeitas aos mesmos tipos de isolamento
aplicados a`s partic¸o˜es de aplicac¸a˜o;
Nu´cleo do SO Fornece os servic¸os definidos na especificac¸a˜o e su-
porta o ambiente no qual o software de aplicac¸a˜o executa, in-
cluindo, portanto, interfaces com a plataforma de hardware;
Func¸o˜es espec´ıficas do sistema Compostas por interfaces com a
plataforma de hardware como drivers de dispositivos ou
bootloaders, por exemplo.
2.2 CONFIGURAC¸A˜O
A fim de garantir a ma´xima portabilidade e reusabilidade das
aplicac¸o˜es utilizadas em sistemas avioˆnicos, e´ fundamental que as ca-
racter´ısticas da integrac¸a˜o dessas ao ambiente no qual sera˜o executadas
sejam definidas e gerenciadas de forma que na˜o sejam necessa´rias al-
terac¸o˜es em seu co´digo quando reutilizadas. Para SOs compat´ıveis com
a especificac¸a˜o ARINC 653, as principais caracter´ısticas do mo´dulo sa˜o
definidas atrave´s de um arquivo de configurac¸a˜o no formato Extensible
Markup Language (XML) cujo esquema ba´sico e´ definido na pro´pria
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especificac¸a˜o. Entre as informac¸o˜es fornecidas atrave´s do arquivo de
configurac¸a˜o destaca-se, por exemplo (ARINC, 2006a):
• A declarac¸a˜o das partic¸o˜es e processos do mo´dulo;
• A definic¸a˜o da escala temporal das partic¸o˜es;
• O mapeamento de erros detectados pelo SO aos n´ıveis (processo,
partic¸a˜o ou mo´dulo) nos quais devem ser tratados pelo mecanismo
de monitoramento, em func¸a˜o do estado do sistema no qual ocor-
rem;
• A definic¸a˜o das ac¸o˜es a serem executadas para erros mapeados
aos n´ıveis de partic¸a˜o e de mo´dulo, que sa˜o executadas automa-
ticamente pelo SO quando de sua ocorreˆncia;
• A configurac¸a˜o dos artefatos de comunicac¸a˜o utilizados pelas
partic¸o˜es do mo´dulo.
A definic¸a˜o e manutenc¸a˜o desses arquivos de configurac¸a˜o sa˜o
tarefas do integrador do sistema, que pode ser uma das organizac¸o˜es
envolvidas no projeto da aeronave ou uma combinac¸a˜o de algumas des-
sas organizac¸o˜es, e possui como principais responsabilidades (ARINC,
2006a):
Alocar partic¸o˜es a mo´dulos De forma que todas as partic¸o˜es te-
nham suas necessidades temporais, de memo´ria, de tratamento
de erros e de comunicac¸a˜o, assim como seus requisitos de dispo-
nibilidade e de integridade, satisfeitos;
Gerenciar a comunicac¸a˜o entre partic¸o˜es Garantindo que todas
as informac¸o˜es necessa´rias para a execuc¸a˜o das partic¸o˜es do
mo´dulo sejam corretamente fornecidas, gerenciando, inclusive,
as rotas de transmissa˜o de mensagens entre partic¸o˜es e mo´dulos
e a compatibilidade dessas mensagens;
Gerenciar o tratamento de erros Definindo o comportamento dos
mecanismos relacionados a essa tarefa para erros gerados a par-
tir de todos os poss´ıveis estados do sistema e levando em conta
aspectos intimamente ligados a` implementac¸a˜o da aplicac¸a˜o;
Realizar a verificac¸a˜o do sistema Com o objetivo de garantir que
o sistema todo atende a seus requisitos funcionais, de disponibi-
lidade e de integridade quando as aplicac¸o˜es trabalham de forma
integrada, na˜o incluindo, pore´m, a verificac¸a˜o das aplicac¸o˜es, que
deve ser realizada pelo desenvolvedor de cada uma delas.
Os desenvolvedores das aplicac¸o˜es que sera˜o executadas no
mo´dulo tambe´m teˆm participac¸a˜o fundamental no processo de
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definic¸a˜o de suas configurac¸o˜es, uma vez que muitos dos requisitos
que devem ser satisfeitos decorrem de caracter´ısticas das aplicac¸o˜es.
Os arquivos de configurac¸a˜o podem ainda precisar ser validados e/ou
traduzidos atrave´s de ferramentas fornecidas juntamente com o SO no
qual sera˜o empregados para que possam ser efetivamente utilizados
(ARINC, 2006a).
E´ tambe´m deseja´vel que os arquivos de configurac¸a˜o de mo´dulos
ARINC 653 sejam independentes de implementac¸a˜o, de forma que um
mesmo arquivo possa ser utilizado sem alterac¸o˜es, ou com o mı´nimo
poss´ıvel de alterac¸o˜es, em diferentes SOs e/ou sistemas. De qualquer
maneira, em alguns casos a utilizac¸a˜o de paraˆmetros espec´ıficos para de-
terminado SO ou plataforma de hardware mostra-se necessa´ria, motivo
pelo qual o esquema definido pela ARINC 653 para esses arquivos pos-
sui pontos de expansa˜o em todas as suas principais entidades (ARINC,
2006a).
A seguir sa˜o apresentados, de forma sucinta, os principais ele-
mentos do esquema ba´sico dos arquivos de configurac¸a˜o de mo´dulo de-
finidos pela especificac¸a˜o ARINC 653, devendo os detalhes sobre esses
elementos e sua utilizac¸a˜o ser consultados no documento da especi-
ficac¸a˜o (ARINC, 2006a):
System HM Table Possui uma entrada System State Entry
para cada estado do sistema, cada uma contendo uma entrada
Error ID Level para cada erro que pode ser gerado no estado
do sistema associado, sendo que cada uma dessas entradas
mapeia um erro ocorrido em um determinado estado do sistema
ao n´ıvel (processo, partic¸a˜o ou mo´dulo) no qual esse deve ser
tratado;
Module HM Table Possui uma entrada System State Entry
para cada estado do sistema no qual existe algum erro mapeado
para o n´ıvel de mo´dulo, cada uma contendo uma entrada
Error ID Action para cada erro mapeado a esse n´ıvel no
estado associado, sendo que cada uma delas define a ac¸a˜o a ser
executada pelo SO para o n´ıvel de mo´dulo quando da ocorreˆncia
do erro em questa˜o;
Partition Declara uma partic¸a˜o do mo´dulo (podendo, portanto,
ocorrer diversas vezes), e pode possuir entradas Process,
Sampling Port e Queuing Port, que declaram os processos
executados na partic¸a˜o e as portas de comunicac¸a˜o a`s quais a
partic¸a˜o esta´ conectada, respectivamente;
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Partition Memory Utilizada para declarac¸a˜o dos requisitos de
memo´ria de cada uma das partic¸o˜es do mo´dulo, possui uma
entrada Memory Requirements para cada regia˜o de memo´ria
reservada a` partic¸a˜o;
Module Schedule Utilizada para definir a escala temporal das
partic¸o˜es, indica o tamanho do major frame atrave´s do
atributo MajorFrameSeconds e possui uma entrada
Partition Schedule para cada partic¸a˜o, cada uma contendo
uma ou mais entradas Window Schedule que sa˜o utilizadas
para alocar janelas de tempo dentro do major frame para
execuc¸a˜o da partic¸a˜o em questa˜o;
Partition HM Table Possui uma entrada System State Entry
para cada estado do sistema no qual existe algum erro mapeado
para o n´ıvel de partic¸a˜o, cada uma contendo uma entrada
Error ID Action para cada erro mapeado a esse n´ıvel no
estado associado, sendo que cada uma delas define a ac¸a˜o a ser
executada pelo SO para o n´ıvel de partic¸a˜o quando da
ocorreˆncia do erro em questa˜o;
Connection Table Utilizada para declarar os canais de comunicac¸a˜o
do mo´dulo atrave´s de entradas Channel, sendo que cada uma
dessas possui uma entrada Source e uma ou mais entradas
Destination, que definem as partic¸o˜es de origem e de destino
do canal e que podem ser partic¸o˜es do mesmo mo´dulo
(Standard Partition) ou externas a ele (Pseudo Partition).
2.3 SERVIC¸OS
A especificac¸a˜o ARINC 653 define diversas categorias de
servic¸os, que representam as funcionalidades mı´nimas que devem ser
fornecidas pelo SO ao software de aplicac¸a˜o executado em uma
partic¸a˜o (ARINC, 2006a). Apresenta-se a seguir essas categorias de
servic¸os:
Gerenciamento de partic¸o˜es Fornece servic¸os relacionados a`
obtenc¸a˜o de informac¸o˜es e ao gerenciamento do estado da
partic¸a˜o;
Gerenciamento de processos Define servic¸os para obtenc¸a˜o de in-
formac¸o˜es e gerenciamento dos processos executados na partic¸a˜o;
Gerenciamento de tempo Oferece servic¸os para o gerenciamento do
tempo alocado aos processos da partic¸a˜o;
33
Comunicac¸a˜o interpartic¸a˜o Disponibiliza servic¸os para comunica-
c¸a˜o entre duas ou mais partic¸o˜es do mesmo mo´dulo ou de mo´dulos
diferentes (via rede);
Comunicac¸a˜o intrapartic¸a˜o Fornece servic¸os para comunicac¸a˜o e
sincronizac¸a˜o entre processos da partic¸a˜o;
Monitoramento (Health Monitoring) Define servic¸os para gera-
c¸a˜o de histo´ricos (logs) e para gerenciamento do mecanismo de
tratamento de erros.
As sec¸o˜es a seguir detalham as caracter´ısticas definidas pela es-
pecificac¸a˜o para cada uma dessas categorias, o comportamento do SO
com relac¸a˜o aos elementos do sistema que sa˜o controlados por cada
uma delas e, de forma sucinta, os servic¸os a elas relacionados que de-
vem ser fornecidos pelo SO. Maiores informac¸o˜es devem ser obtidas na
especificac¸a˜o ARINC 653 (ARINC, 2006a).
2.3.1 Gerenciamento de partic¸o˜es
Uma partic¸a˜o e´ uma unidade de software executada de forma
particionada, ou seja, compartilhando recursos de hardware com ou-
tras partic¸o˜es. As partic¸o˜es de um mo´dulo esta˜o sujeitas a restric¸o˜es
temporais, na˜o devendo portanto ser executada em momentos reserva-
dos a`s demais, e espaciais, tendo acesso somente a`s regio˜es de memo´ria
explicitamente reservadas para sua utilizac¸a˜o (ARINC, 2006a).
A escala temporal das partic¸o˜es e´ criada em tempo de confi-
gurac¸a˜o atrave´s da definic¸a˜o de um quadro de tempo denominado ma-
jor frame, que e´ repetido ciclicamente pelo SO, e da alocac¸a˜o de janelas
de tempo para cada partic¸a˜o do mo´dulo, que sa˜o intervalos de tempo
no major frame durante os quais uma determinada partic¸a˜o sera´ exe-
cutada. Essa abordagem garante o determinismo no escalonamento de
partic¸o˜es e, em consequeˆncia, o isolamento temporal delas. Partic¸o˜es
sa˜o usualmente escalonadas de forma perio´dica, pore´m o mecanismo
de configurac¸a˜o da escala permite a alocac¸a˜o de janelas de tempo que
na˜o correspondem ao per´ıodo nominal a elas atribu´ıdo. Por isso e´ ne-
cessa´rio que sejam indicadas na escala as janelas de tempo alocadas a`
partic¸a˜o que correspondem ao in´ıcio de seu per´ıodo, de forma que essa
informac¸a˜o possa ser levada em conta no escalonamento de processos
(apresentado na pro´xima sec¸a˜o). Assim como a escala temporal, sa˜o
definidas em tempo de configurac¸a˜o as regio˜es de memo´ria alocadas a
cada uma das partic¸o˜es do mo´dulo, devendo essas ser dimensionadas de
acordo com as necessidades das aplicac¸o˜es nelas executadas. Essa abor-
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dagem tem por objetivo garantir o isolamento espacial das partic¸o˜es, e
para obtenc¸a˜o efetiva desse isolamento e´ necessa´rio ainda que eventuais
tentativas de acesso a regio˜es de memo´ria a`s quais uma determinada
partic¸a˜o na˜o possui permissa˜o sejam detectadas e tratadas de forma
que o particionamento na˜o seja violado (ARINC, 2006a).
Cada partic¸a˜o possui um modo de operac¸a˜o que varia ao longo
de sua execuc¸a˜o, que pode ser (ARINC, 2006a):
Ocioso (IDLE) A partic¸a˜o na˜o e´ executada, de forma que as janelas
de tempo alocadas a ela sa˜o consideradas ociosas;
Inicializac¸a˜o a frio (COLD START) A partic¸a˜o e´ executada mas
a inicializac¸a˜o de seus elementos esta´ em progresso, e portanto o
escalonador de processos na˜o e´ executado;
Inicializac¸a˜o a quente (WARM START) Semelhante a
COLD START, pore´m a transic¸a˜o para o modo de
inicializac¸a˜o na˜o foi a frio (a partir do sistema desligado), e
portanto o contexto de hardware no qual a inicializac¸a˜o ocorre
pode ser diferente – por exemplo, o software pode ja´ estar
residente em memo´ria, na˜o sendo necessa´rio que seja carregado
para que seja executado;
Normal (NORMAL) A inicializac¸a˜o da partic¸a˜o foi conclu´ıda e o
escalonamento de processos esta´ ativo.
No mı´nimo os seguintes servic¸os devem ser oferecidos por SOs
compat´ıveis com a especificac¸a˜o ARINC 653 para o gerenciamento de
partic¸o˜es (ARINC, 2006a):
GET PARTITION STATUS Obte´m informac¸o˜es relacionadas ao
estado da partic¸a˜o atual (a partir da qual o servic¸o e´ invocado);
SET PARTITION MODE Possibilita a alterac¸a˜o do modo de
operac¸a˜o da partic¸a˜o atual, permitindo que essa entre em modo
de operac¸a˜o normal apo´s sua inicializac¸a˜o, que seja parada ou
que seja reinicializada.
Durante a inicializac¸a˜o de uma partic¸a˜o, todos os recursos por
ela utilizados a qualquer momento de sua execuc¸a˜o, como memo´ria e
quaisquer mecanismos fornecidos pelo SO, devem ser alocados e/ou
inicializados. Finalizada sua etapa de inicializac¸a˜o, a partic¸a˜o deve
solicitar transic¸a˜o para o modo de operac¸a˜o NORMAL atrave´s do
servic¸o SET PARTITION MODE, iniciando-se enta˜o o
escalonamento de processos e na˜o sendo mais permitida qualquer
alocac¸a˜o de recursos, nem a liberac¸a˜o daqueles ja´ alocados. Essa
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abordagem tem por objetivo garantir ma´ximo determinismo, ja´ que
uma vez em modo de operac¸a˜o NORMAL a partic¸a˜o possui
reservados todos os recursos de que fara´ uso durante sua execuc¸a˜o.
Uma partic¸a˜o pode ainda ser reinicializada atrave´s do servic¸o
SET PARTITION MODE, pore´m caso essa encontre-se em modo
COLD START enta˜o apenas a transic¸a˜o para esse mesmo modo
podera´ ser realizada, ja´ que considera-se que o estado do sistema no
modo de operac¸a˜o WARM START e´ mais completo que no
COLD START. O modo de operac¸a˜o atual da partic¸a˜o e
outras informac¸o˜es sobre seu estado, como por exemplo seu
n´ıvel de bloqueio, podem ser consultadas atrave´s do servic¸o
GET PARTITION STATUS (ARINC, 2006a).
2.3.2 Gerenciamento de processos
Um processo e´ uma unidade de software que e´ executada de
forma concorrente com outros processos da partic¸a˜o na qual esta´ con-
tida, mas que na˜o e´ vis´ıvel – e portanto na˜o pode ser controlada – a
partir de outras partic¸o˜es. Os servic¸os que devem ser oferecidos pelo
SO para realizac¸a˜o do gerenciamento de processos da partic¸a˜o atual (a
partir da qual os servic¸os sa˜o invocados) sa˜o (ARINC, 2006a):
GET PROCESS ID Obte´m o identificador de um processo a partir
de seu nome;
GET PROCESS STATUS Obte´m informac¸o˜es sobre o estado de
um processo a partir de seu identificador;
CREATE PROCESS Cria um processo a partir de um conjunto de
atributos, e fornece o identificador atribu´ıdo pelo SO ao processo
criado;
SET PRIORITY Altera a prioridade atual de um processo;
SUSPEND SELF Utilizado por processos aperio´dicos para solicitar
a pro´pria suspensa˜o por um determinado per´ıodo (ou indefinida-
mente);
SUSPEND Suspende a execuc¸a˜o de um processo aperio´dico;
RESUME Continua a execuc¸a˜o de um processo aperio´dico suspenso;
STOP SELF Permite que um processo pare sua pro´pria execuc¸a˜o;
STOP Permite que um processo pare a execuc¸a˜o de outro processo;
DELAYED START Utilizado para que um processo possa iniciar a
execuc¸a˜o de outro processo com atraso;
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START Equivalente a` chamada de DELAYED START com atraso
zero;
LOCK PREEMPTION Incrementa o contador de n´ıvel de bloqueio
da partic¸a˜o atual, inibindo o escalonamento de processos;
UNLOCK PREEMPTION Decrementa o contador de n´ıvel de blo-
queio da partic¸a˜o, retomando o escalonamento de processos caso
esse n´ıvel atinja zero;
GET MY ID Obte´m o identificador do processo atual (a partir do
qual o servic¸o e´ invocado).
Durante a etapa de inicializac¸a˜o de uma partic¸a˜o, o servic¸o
CREATE PROCESS pode ser utilizado para criac¸a˜o de mu´ltiplos
processos, cuja dinaˆmica combinada realiza a func¸a˜o – ou uma parte
da func¸a˜o – projetada para uma determinada aplicac¸a˜o. Apo´s cria-
dos, os processos devem ainda ser iniciados, durante a inicializac¸a˜o
ou a execuc¸a˜o normal da partic¸a˜o, atrave´s dos servic¸os START ou
DELAYED START. Cada processo e´ criado no ma´ximo uma vez
durante a execuc¸a˜o de uma partic¸a˜o e na˜o pode ser destru´ıdo; pore´m,
pode ser parado por si mesmo ou por outros processos atrave´s dos
servic¸os STOP SELF e STOP, respectivamente, e reiniciado sempre
que necessa´rio (ARINC, 2006a).
Cada processo possui uma prioridade base definida em tempo
de configurac¸a˜o, e uma prioridade atual que e´ utilizada no escalona-
mento de processos e recursos e que tem inicialmente o mesmo valor
que a prioridade base, mas que pode ser alterada por qualquer pro-
cesso da partic¸a˜o atrave´s do servic¸o SET PRIORITY. O processo
em execuc¸a˜o e´ sempre aquele que encontra-se pronto e possui a maior
prioridade atual, de forma que qualquer processo pode ser interrom-
pido a qualquer momento por um processo de maior prioridade, po-
dendo pore´m inibir essa interrupc¸a˜o em caso de necessidade atrave´s dos
servic¸os LOCK PREEMPTION e UNLOCK PREEMPTION.
Caso existam dois ou mais processos prontos de mesma prioridade
atual e essa prioridade seja a mais alta dentre os processos da partic¸a˜o,
o processo executado e´ o mais antigo, ou seja, aquele que tornou-se
pronto para execuc¸a˜o mais cedo em relac¸a˜o aos demais de mesma prio-
ridade. Um processo pode ainda ser interrompido a qualquer momento
pelo escalonador de partic¸o˜es, passando portanto a ser executada outra
partic¸a˜o; pore´m, quando a partic¸a˜o a` qual o processo pertence voltar
a ser executada, o processo retomado deve necessariamente ser aquele
anteriormente interrompido (ARINC, 2006a).
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Os processos de uma partic¸a˜o podem ser perio´dicos, quando
sua execuc¸a˜o ocorre repetidamente a cada intervalo fixo de tempo
(lac¸os de controle, por exemplo), ou aperio´dicos, quando sua execuc¸a˜o
ocorre em decorreˆncia de eventos externos cujo momento de disparo
na˜o e´ previs´ıvel (o acionamento de teclas, por exemplo). Uma mesma
partic¸a˜o pode conter processos de ambos os tipos executando de
forma concorrente, sendo esses diferenciados atrave´s da utilizac¸a˜o de
um valor de per´ıodo distinto para os aperio´dicos (zero, por exemplo).
Apo´s a execuc¸a˜o os processos perio´dicos devem utilizar o servic¸o
PERIODIC WAIT (apresentado na pro´xima sec¸a˜o) para aguardar
por sua pro´xima liberac¸a˜o, que e´ automaticamente disparada pelo SO
de acordo com o per´ıodo atribu´ıdo ao processo. Quando escalonados,
processos aperio´dicos executam ate´ que sejam interrompidos por um
processo de mais alta prioridade ou suspensos atrave´s de uma
chamada a SUSPEND por outro processo ou SUSPEND SELF
por si mesmos, tornando-se prontos novamente somente quando for
realizada uma chamada a RESUME por outro processo ou quando o
tempo de espera utilizado na chamada ao servic¸o SUSPEND SELF
expirar. Para processos perio´dicos, sua primeira liberac¸a˜o quando de
sua inicializac¸a˜o ocorre em relac¸a˜o ao in´ıcio do pro´ximo per´ıodo da
partic¸a˜o a` qual pertencem, conforme definido na escala de partic¸o˜es, e
para processos aperio´dicos a primeira liberac¸a˜o ocorre em relac¸a˜o ao
hora´rio no qual o processo foi iniciado (ARINC, 2006a).
O estado de um processo define sua situac¸a˜o em relac¸a˜o ao es-
calonamento de processos da partic¸a˜o a` qual pertence, e pode ser um
dos seguintes (ARINC, 2006a):
Dormente (DORMANT) O processo encontra-se inapto a ser exe-
cutado (antes de ser iniciado e apo´s ser parado);
Pronto (READY) O processo encontra-se pronto para ser execu-
tado, e sera´ escalonado caso seja o de maior prioridade atual da
partic¸a˜o;
Executando (RUNNING) O processo esta´ atualmente sendo exe-
cutado na partic¸a˜o – no ma´ximo um processo encontra-se neste
estado em cada partic¸a˜o a qualquer momento;
Esperando (WAITING) O processo encontra-se inapto a ser execu-
tado ate´ que um determinado evento ocorra, sendo os poss´ıveis
motivos pelos quais esse estado pode ser alcanc¸ado os seguintes:
• O processo foi iniciado, pore´m a partic¸a˜o a` qual pertence
ainda na˜o entrou em modo de operac¸a˜o NORMAL;
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• O processo e´ aperio´dico e foi suspenso por si mesmo ou por
outro processo;
• O processo e´ perio´dico e aguarda sua pro´xima liberac¸a˜o;
• O processo encontra-se bloqueado por um recurso do SO
(um sema´foro ou um servic¸o de espera, por exemplo).
Quando um processo aperio´dico bloqueado em uma chamada
a um servic¸o de espera ou em outro recurso do SO (um sema´foro,
por exemplo) e´ suspenso por outro processo atrave´s da chamada de
servic¸o SUSPEND, esse deve permanecer em estado de espera ate´ que
seja liberado por ambos os mecanismos, ou seja, so´ voltara´ ao estado
READY quando for liberado tanto da suspensa˜o quanto do bloqueio
(ARINC, 2006a).
Apresenta-se, na Figura 2, os poss´ıveis estados assumidos por
processos de SOs compat´ıveis com a ARINC 653, assim como os prin-
cipais eventos que disparam transic¸o˜es entre esses estados durante a
execuc¸a˜o do mo´dulo.
Figura 2 – Estados de processos
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2.3.3 Gerenciamento de tempo
Em STRs, especialmente naqueles que apresentam um certo n´ıvel
de criticalidade, o tempo alocado a` execuc¸a˜o das diversas tarefas pre-
cisa ser gerenciado de forma que os recursos de processamento sejam
utilizados de forma satisfato´ria, e que permita ainda o oferecimento de
garantias quanto a` escalonabilidade do sistema no pior caso. Os servic¸os
que devem fundamentalmente ser oferecidos por SOs compat´ıveis com
a especificac¸a˜o ARINC 653 para o gerenciamento de tempo sa˜o (ARINC,
2006a):
GET TIME Solicita o valor atual do relo´gio do mo´dulo;
TIMED WAIT Solicita o bloqueio do processo atual por, no mı´nimo,
um determinado per´ıodo;
PERIODIC WAIT Utilizado por processos perio´dicos para suspen-
sa˜o ate´ o momento de sua pro´xima liberac¸a˜o;
REPLENISH Utilizado por processos para solicitar a postergac¸a˜o de
seus deadlines.
O tempo do mo´dulo e´ medido atrave´s de um relo´gio u´nico, co-
mum a todas suas partic¸o˜es e processadores, e que na˜o e´ sincroni-
zado com qualquer relo´gio externo. Valores relacionados a esse relo´gio
sa˜o representados atrave´s do tipo de dados SYSTEM TIME TYPE,
que consiste em um nume´rico inteiro de 64 bits com sinal, que indica
durac¸o˜es de tempo em nanossegundos. O relo´gio do sistema, cujo va-
lor e´ obtido atrave´s do servic¸o GET TIME, indica o tempo decorrido
entre o momento de sua inicializac¸a˜o e o momento atual, e todas as
medidas de tempo sa˜o relativas a ele (ARINC, 2006a).
O servic¸o TIMED WAIT e´ utilizado para inserc¸a˜o de atra-
sos de tempo relativos ao hora´rio atual na execuc¸a˜o de processos. O
per´ıodo de atraso solicitado atrave´s desse servic¸o representa o tempo
mı´nimo durante o qual o processo permanecera´ bloqueado, ja´ que a es-
cala de partic¸o˜es pode tornar o atraso efetivo mais longo. A utilizac¸a˜o
do servic¸o TIMED WAIT com intervalo de tempo zero causa o re-
escalonamento de processos de mesma prioridade, ou seja, o processo
atual e´ removido e reinserido na fila de processos prontos e, caso exis-
tam outros processos prontos de mesma prioridade, o processo atual
deixara´ de ser o mais antigo entre eles e outro processo passara´ a ser
executado (ARINC, 2006a).
Cada processo de uma partic¸a˜o possui uma capacidade
de tempo associada, que pode ser finita ou infinita
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(INFINITE TIME VALUE), e que e´ utilizada para limitar o
tempo de processamento consumido pelo processo apo´s sua liberac¸a˜o.
Quando um processo e´ liberado seu deadline e´ atribu´ıdo para o
hora´rio atual do mo´dulo somado a` sua capacidade de tempo, e caso
um deadline seja perdido o SO e´ responsa´vel por disparar os
mecanismos de tratamento de erros conforme a configurac¸a˜o do
mo´dulo. Esse evento pode ocorrer durante a execuc¸a˜o da partic¸a˜o,
caso no qual e´ tratado imediatamente, ou durante a execuc¸a˜o de outra
partic¸a˜o, devendo ser tratado assim que a partic¸a˜o a` qual o processo
pertence entrar novamente em execuc¸a˜o. O deadline de um processo
pode tambe´m ser postergado pelo uso do servic¸o REPLENISH,
atrave´s do qual um processo solicita ao SO tempo adicional de
execuc¸a˜o, sendo o novo prazo calculado pela soma do hora´rio atual ao
tempo adicional solicitado pelo processo. Pore´m, na˜o e´ permitido que
processos perio´dicos posterguem seu deadline ale´m do momento de
sua pro´xima liberac¸a˜o (ARINC, 2006a).
2.3.4 Comunicac¸a˜o interpartic¸a˜o
Trata-se de uma classe de servic¸os que serve ao controle de
mecanismos destinados a` comunicac¸a˜o entre partic¸o˜es localizadas no
mesmo mo´dulo ou em mo´dulos diferentes (via rede), podendo ainda
suportar equipamentos externos ao mo´dulo que na˜o utilizam a espe-
cificac¸a˜o ARINC 653. Esse tipo de comunicac¸a˜o e´ realizada de forma
que o software de aplicac¸a˜o na˜o contenha informac¸o˜es sobre a loca-
lizac¸a˜o de quaisquer das partic¸o˜es, assegurando assim a portabilidade
das aplicac¸o˜es entre mo´dulos sem alterac¸o˜es de co´digo. Toda a co-
municac¸a˜o e´ realizada atrave´s da troca de mensagens perio´dicas ou
aperio´dicas de tamanho fixo ou varia´vel. Essas mensagens sa˜o transmi-
tidas entre uma partic¸a˜o de origem e uma ou mais partic¸o˜es de destino
de forma ordenada, ı´ntegra e atoˆmica, ou seja, as mensagens deixam
a partic¸a˜o de origem e alcanc¸am as partic¸o˜es de destino na mesma or-
dem, sem alterac¸o˜es (sem corrupc¸a˜o) e uma mensagem ou e´ transmitida
integralmente ou e´ considerada perdida (ARINC, 2006a).
O mecanismo que conecta uma partic¸a˜o de origem a uma ou mais
partic¸o˜es de destino e´ denominado canal, e define uma rota entre es-
ses elementos, as caracter´ısticas das mensagens transmitidas e o modo
como essa transmissa˜o e´ realizada. Canais sa˜o acessados por partic¸o˜es
atrave´s da utilizac¸a˜o de portas, que fornecem os recursos necessa´rios
para que essas possam enviar ou receber mensagens em um canal. Do
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ponto de vista de uma partic¸a˜o, portas sa˜o utilizadas de forma que a
rota utilizada por elas na˜o afete a aplicac¸a˜o nela executada, ou seja,
quaisquer mecanismos de fragmentac¸a˜o, sequenciamento, roteamento e
garantia de integridade de mensagens que forem exigidos pela infraes-
trutura de rede empregada sa˜o transparentes para a aplicac¸a˜o (ARINC,
2006a).
Apresenta-se, nas sec¸o˜es a seguir, as principais caracter´ısticas
e os servic¸os associados aos mecanismos de comunicac¸a˜o interpartic¸a˜o
exigidos pela especificac¸a˜o ARINC 653.
2.3.4.1 Portas de amostragem
Portas de amostragem (sampling ports) sa˜o utilizadas para a
troca de mensagens perio´dicas nas quais sa˜o toleradas eventuais perdas
(amostras de sensores, por exemplo). SOs compat´ıveis com a especi-
ficac¸a˜o ARINC 653 devem fornecer, no mı´nimo, os seguintes servic¸os
para a utilizac¸a˜o de portas de amostragem (ARINC, 2006a):
CREATE SAMPLING PORT Cria uma porta de amostragem va-
zia na partic¸a˜o atual;
WRITE SAMPLING MESSAGE Utilizado por processos da
partic¸a˜o de origem de uma porta de amostragem para escrita de
uma mensagem na porta;
READ SAMPLING MESSAGE Utilizado por processos das
partic¸o˜es de destino de uma porta de amostragem para leitura
da mensagem mais recentemente transmitida atrave´s da porta;
GET SAMPLING PORT ID Obte´m o identificador de uma porta
de amostragem com base em seu nome;
GET SAMPLING PORT STATUS Obte´m informac¸o˜es sobre o
estado de uma porta de amostragem com base em seu identifi-
cador.
Antes de ser utilizada, uma porta de amostragem precisa ser
criada atrave´s do servic¸o CREATE SAMPLING PORT, tanto na
partic¸a˜o de origem quanto nas partic¸o˜es de destino. Para isso e´ ne-
cessa´rio o fornecimento de atributos da porta, como o tamanho ma´ximo
das mensagens trocadas atrave´s dela, a direc¸a˜o na qual a porta operara´
(de acordo com a partic¸a˜o na qual esta´ sendo criada) e a taxa de atua-
lizac¸a˜o requerida para as amostras trocadas no canal. Uma mensagem
escrita em uma porta de amostragem de origem, atrave´s do servic¸o
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WRITE SAMPLING MESSAGE, e´ nela retida ate´ que seja so-
brescrita por outra mensagem, de forma que as partic¸o˜es de destino
sempre leem, atrave´s do servic¸o READ SAMPLING MESSAGE,
a mensagem mais recentemente escrita e transmitida no canal. Pro-
cessos que solicitam leitura ou escrita em uma porta de amostragem
nunca bloqueiam, ja´ que a mensagem atual sempre pode ser lida ou
sobrescrita, pore´m e´ fornecida uma propriedade de validade para as
mensagens lidas, que indica se a taxa de atualizac¸a˜o atribu´ıda a` porta
na sua criac¸a˜o esta´ ou na˜o sendo satisfeita (ARINC, 2006a).
2.3.4.2 Portas de enfileiramento
Portas de enfileiramento (queuing ports) sa˜o utilizadas para a
troca de mensagens sem toleraˆncia a perdas, cuja transmissa˜o e´ geren-
ciada atrave´s de filas (teclas pressionadas em um teclado, por exem-
plo). No mı´nimo os seguintes servic¸os devem ser fornecidos por SO
compat´ıveis com a ARINC 653 para a utilizac¸a˜o de portas de enfileira-
mento (ARINC, 2006a):
CREATE QUEUING PORT Cria uma porta de enfileiramento va-
zia na partic¸a˜o atual;
SEND QUEUING MESSAGE Utilizado por processos da
partic¸a˜o de origem de uma porta de enfileiramento para envio
de uma mensagem atrave´s da porta;
RECEIVE QUEUING MESSAGE Utilizado por processos das
partic¸o˜es de destino de uma porta de enfileiramento para
recepc¸a˜o de uma mensagem atrave´s da porta;
GET QUEUING PORT ID Obte´m o identificador de uma porta
de enfileiramento com base em seu nome;
GET QUEUING PORT STATUS Obte´m informac¸o˜es sobre o es-
tado de uma porta de enfileiramento com base em seu identifica-
dor.
Para portas de enfileiramento e´ exigido pela especificac¸a˜o ape-
nas o suporte a` transmissa˜o de mensagens entre uma partic¸a˜o de ori-
gem e uma partic¸a˜o de destino. Assim como as portas de amostra-
gem, antes que possam ser utilizadas as portas de enfileiramento preci-
sam ser criadas atrave´s do servic¸o CREATE QUEUING PORT,
tanto na partic¸a˜o de origem quanto nas partic¸o˜es de destino. En-
tre os atributos que devem ser fornecidos para sua criac¸a˜o esta˜o o
tamanho ma´ximo das mensagens transmitidas, o nu´mero ma´ximo de
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mensagens enfileiradas, a direc¸a˜o na qual a porta operara´ na partic¸a˜o
atual e a pol´ıtica de enfileiramento para os processos bloqueados. Nas
portas de enfileiramento, as mensagens enviadas atrave´s do servic¸o
SEND QUEUING MESSAGE na˜o sobrescrevem as anteriores, ao
inve´s disso elas sa˜o armazenadas em filas de pol´ıtica First In First
Out (FIFO), tanto na partic¸a˜o de origem quanto nas de destino, para
posterior transmissa˜o no canal (no caso de filas de envio) ou entrega
a` aplicac¸a˜o atrave´s do servic¸o RECEIVE QUEUING MESSAGE
(no caso de filas de recebimento) (ARINC, 2006a).
Caso a partic¸a˜o de origem de uma porta de enfileiramento envie
mensagens mais rapidamente do que essas podem ser transmitidas, a
fila de envio pode encher, causando o bloqueio do processo remetente
pelo tempo ma´ximo informado na chamada do servic¸o de envio ou ate´
que uma entrada da fila torne-se livre. De forma semelhante, caso a
partic¸a˜o de destino tente receber uma mensagem quando a fila de rece-
bimento da porta esta´ vazia o processo receptor sera´ bloqueado, sendo
liberado quando o tempo ma´ximo de espera expirar ou quando uma
mensagem tornar-se dispon´ıvel na fila de recebimento. Os processos
bloqueados nessas situac¸o˜es podem ser liberados em pol´ıtica FIFO ou
por prioridade (sendo processos de mesma prioridade sempre atendi-
dos em pol´ıtica FIFO), de acordo com a configurac¸a˜o informada na
criac¸a˜o da porta de enfileiramento. E´ ainda poss´ıvel que a partic¸a˜o
de destino trate mensagens em ritmo menor do que elas sa˜o enviadas
e transmitidas, de forma que a fila de recebimento pode encher, cau-
sando overflow (perda de mensagens) na porta de destino. Nesse caso,
essa ocorreˆncia e´ notificada a` partic¸a˜o receptora atrave´s do servic¸o de
recebimento, indicando que uma ou mais mensagens foram perdidas
desde a u´ltima leitura da fila, devendo pore´m quaisquer mecanismos de
retransmissa˜o ser implementados pela aplicac¸a˜o caso sejam necessa´rios
(ARINC, 2006a).
2.3.5 Comunicac¸a˜o intrapartic¸a˜o
Fornece servic¸os relacionados a mecanismos de comunicac¸a˜o e
sincronizac¸a˜o para processos de uma mesma partic¸a˜o, que esta˜o su-
jeitos a overheads muito menores que aqueles encontrados nos meca-
nismos de comunicac¸a˜o interpartic¸a˜o por na˜o empregarem recursos de
rede. Assim como nas portas de enfileiramento, processos bloqueados
por esses mecanismos podem ser atendidos em pol´ıtica FIFO ou por
prioridade, de acordo com a configurac¸a˜o informada em sua criac¸a˜o
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(ARINC, 2006a).
Apresenta-se, nas sec¸o˜es a seguir, as principais caracter´ısticas e
os servic¸os associados aos mecanismos de comunicac¸a˜o intrapartic¸a˜o
exigidos pela especificac¸a˜o ARINC 653.
2.3.5.1 Buffers
Buffers sa˜o elementos utilizados para a troca de mensagens de ta-
manho varia´vel (pore´m limitado) entre processos, com armazenamento
tempora´rio em uma fila de pol´ıtica FIFO , de forma similar a portas
de enfileiramento. Os seguintes servic¸os devem ser oferecidos para a
utilizac¸a˜o de buffers (ARINC, 2006a):
CREATE BUFFER Cria um buffer vazio na partic¸a˜o atual;
SEND BUFFER Envia uma mensagem em um buffer ;
RECEIVE BUFFER Recebe uma mensagem armazenada em um
buffer ;
GET BUFFER ID Obte´m o identificador de um buffer com base em
seu nome;
GET BUFFER STATUS Obte´m informac¸o˜es sobre o estado de um
buffer com base em seu identificador.
Antes de serem utilizados os buffers devem ser criados atrave´s
do servic¸o CREATE BUFFER, devendo para isso ser fornecidas in-
formac¸o˜es como o tamanho ma´ximo das mensagens transmitidas, o
nu´mero ma´ximo de mensagens armazenadas na fila e a pol´ıtica de en-
fileiramento de processos empregada. Caso um processo solicite o rece-
bimento de uma mensagem atrave´s do servic¸o RECEIVE BUFFER
em um buffer vazio ou o envio atrave´s do servic¸o SEND BUFFER em
um buffer cheio, esse sera´ bloqueado pelo tempo ma´ximo definido na
chamada do servic¸o ou ate´ que a execuc¸a˜o da operac¸a˜o seja realizada
com sucesso, ou seja, quando uma mensagem estiver dispon´ıvel para
recebimento ou uma posic¸a˜o da fila estiver dispon´ıvel para envio. Caso
uma mensagem seja enviada em um buffer vazio no qual um processo
encontra-se bloqueado para leitura, o servic¸o de envio copia a mensa-
gem enviada na˜o para a fila, mas para o enderec¸o indicado no servic¸o de
recebimento bloqueado, liberando o processo receptor. De forma seme-
lhante, caso uma mensagem seja recebida em um buffer cheio no qual
um processo encontra-se bloqueado para envio, apo´s remover a men-
sagem mais antiga o servic¸o de recebimento insere na fila a mensagem
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apontada pelo servic¸o de envio, liberando o processo emissor (ARINC,
2006a).
2.3.5.2 Blackboards
Blackboards permitem a troca de mensagens entre processos de
forma similar a portas de amostragem, diferindo portanto dos buffers
por na˜o permitirem o enfileiramento de mensagens. No mı´nimo os
seguintes servic¸os devem ser fornecidos para o suporte a` utilizac¸a˜o de
blackboards por SOs compat´ıveis com a ARINC 653 (ARINC, 2006a):
CREATE BLACKBOARD Cria uma blackboard vazia na partic¸a˜o
atual;
DISPLAY BLACKBOARD Exibe (escreve) uma mensagem em
uma blackboard ;
READ BLACKBOARD Leˆ a mensagem atualmente exibida em
uma blackboard ;
CLEAR BLACKBOARD Limpa a mensagem de uma blackboard ;
GET BLACKBOARD ID Obte´m o identificador de uma blackbo-
ard com base em seu nome;
GET BLACKBOARD STATUS Obte´m informac¸o˜es sobre o es-
tado de uma blackboard com base em seu identificador.
Blackboards devem ser criadas atrave´s do servic¸o
CREATE BLACKBOARD, devendo para isso ser fornecido o
tamanho ma´ximo das mensagens que sera˜o trocadas atrave´s delas.
Uma mensagem escrita em uma blackboard atrave´s do servic¸o
DISPLAY BLACKBOARD e´ retida ate´ que seja limpa atrave´s do
servic¸o CLEAR BLACKBOARD, tornando-se vazia, ou ate´ que
seja sobrescrita por outra mensagem, de forma que a mensagem lida
atrave´s do servic¸o READ BLACKBOARD e´ sempre a mensagem
mais recentemente escrita. Processos que escrevem em uma blackboard
ou a limpam nunca sa˜o bloqueados, ja´ que a mensagem atual pode
sempre ser alterada, mas aqueles que realizam sua leitura podem ser
bloqueados caso essa encontre-se vazia, ate´ que uma mensagem seja
escrita ou pelo tempo ma´ximo definido na chamada do servic¸o de
leitura. Quando processos que encontram-se bloqueados para leitura
de uma blackboard vazia sa˜o liberados pela escrita de uma mensagem,
esses acessam sempre a mensagem mais recentemente escrita. E´
poss´ıvel que a blackboard seja limpa ou novamente escrita antes que
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esses processos efetuem a leitura da mensagem cuja escrita causou sua
liberac¸a˜o, devendo mesmo nessa condic¸a˜o a mensagem mais
recentemente escrita ser por eles acessada (ARINC, 2006a).
2.3.5.3 Sema´foros
Sema´foros sa˜o mecanismos de sincronizac¸a˜o de processos geral-
mente empregados para controle de acesso a recursos que esta˜o dis-
pon´ıveis em nu´mero limitado ou que devem ser utilizados de forma mu-
tuamente exclusiva. SOs compat´ıveis com a especificac¸a˜o ARINC 653
devem fornecer no mı´nimo os seguintes servic¸os para a manipulac¸a˜o de
sema´foros (ARINC, 2006a):
CREATE SEMAPHORE Cria um sema´foro na partic¸a˜o atual;
WAIT SEMAPHORE Adquire (aguarda) um recurso de um
sema´foro;
SIGNAL SEMAPHORE Libera um recurso de um sema´foro;
GET SEMAPHORE ID Obte´m o identificador de um sema´foro
com base em seu nome;
GET SEMAPHORE STATUS Obte´m informac¸o˜es sobre o estado
de um sema´foro com base em seu identificador.
Sema´foros precisam ser criados atrave´s do servic¸o
CREATE SEMAPHORE antes que possam ser utilizados, sendo
para tanto necessa´rio o fornecimento de atributos como a pol´ıtica de
enfileiramento de processos (por prioridade ou FIFO), o valor ma´ximo
do sema´foro – que define qual o nu´mero total de recursos que podem
ser alocados –, e seu valor atual – que indica o nu´mero de recursos
que encontram-se inicialmente dispon´ıveis. O valor atual do sema´foro
e´ decrementado quando da aquisic¸a˜o de um recurso atrave´s do servic¸o
WAIT SEMAPHORE e incrementado quando de sua liberac¸a˜o por
uma chamada a SIGNAL SEMAPHORE. Quando um processo
solicita a aquisic¸a˜o de um recurso, se o valor do sema´foro e´ maior que
zero esse continua sua execuc¸a˜o, caso contra´rio o processo e´ bloqueado
pelo tempo ma´ximo definido na chamada do servic¸o ou ate´ que um
recurso seja liberado por outro processo (ARINC, 2006a).
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2.3.5.4 Eventos
Eventos sa˜o mecanismos de sincronizac¸a˜o que permitem que os
processos de uma partic¸a˜o notifiquem a ocorreˆncia de determinadas
condic¸o˜es aos demais, que podem aguardar em bloqueio por essa
ocorreˆncia a fim de executar procedimentos de tratamento. No
mı´nimo os seguintes servic¸os devem ser fornecidos por SOs
compat´ıveis com a especificac¸a˜o ARINC 653 para a utilizac¸a˜o de
eventos (ARINC, 2006a):
CREATE EVENT Cria um evento em estado down na partic¸a˜o
atual;
SET EVENT Atribui o estado de um evento para up, indicando que
o evento esta´ ocorrendo a partir do momento atual;
RESET EVENT Atribui o estado de um evento para down, indi-
cando que o evento na˜o esta´ ocorrendo a partir do momento atual;
WAIT EVENT Aguarda em bloqueio pela ocorreˆncia de um evento;
GET EVENT ID Obte´m o identificador de um evento com base em
seu nome;
GET EVENT STATUS Obte´m informac¸o˜es sobre o estado de um
evento com base em seu identificador.
Eventos devem ser criados atrave´s do servic¸o
CREATE EVENT durante a inicializac¸a˜o da partic¸a˜o na qual sera˜o
utilizados, e podem estar em estado up, indicando que o evento
ocorre, ou down, indicando que o evento na˜o ocorre no momento
atual. Quando um processo solicita a espera por um evento que
encontra-se em estado up atrave´s do servic¸o WAIT EVENT, sua
execuc¸a˜o na˜o e´ interrompida. Caso essa solicitac¸a˜o seja realizada para
um evento que encontra-se em estado down, o processo e´ bloqueado
durante o tempo ma´ximo indicado na chamada de espera ou ate´ que o
evento tenha seu estado alterado para up atrave´s do servic¸o
SET EVENT, quando todos os processos que aguardam pelo evento
sa˜o liberados simultaneamente. O estado do evento pode ainda ser
restaurado para down atrave´s do servic¸o RESET EVENT,
causando o bloqueio de todos os processos que solicitarem,
futuramente, o aguardo pelo evento (ARINC, 2006a).
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2.3.6 Monitoramento
Em SOs compat´ıveis com a especificac¸a˜o ARINC 653, a func¸a˜o
de monitoramento – Health Monitoring (HM ) – e´ responsa´vel pelo re-
porte e tratamento de erros atrave´s de mecanismos que na˜o violam
o isolamento de partic¸o˜es, ou seja, que permitem o controle da pro-
pagac¸a˜o de erros de forma a garantir sua contenc¸a˜o na partic¸a˜o cuja
execuc¸a˜o causou a falta. Erros podem ser gerados em decorreˆncia de
condic¸o˜es detectadas por mecanismos do processador (acessos inva´lidos
a` memo´ria, por exemplo), pelo nu´cleo do SO (perdas de deadline, por
exemplo) ou ainda podem ser lanc¸ados pela aplicac¸a˜o atrave´s de cha-
madas de servic¸o. Conforme citado anteriormente, os diversos tipos de
erro detectados por esses mecanismos sa˜o mapeados atrave´s de uma
tabela de configurac¸a˜o ao n´ıvel no qual sera˜o tratados (de processo, de
partic¸a˜o ou de mo´dulo), em func¸a˜o dos estados do sistema a partir dos
quais podem ser gerados. Existe ainda um n´ıvel ma´ximo, o n´ıvel de sis-
tema, ao qual erros na˜o podem ser mapeados atrave´s de configurac¸a˜o,
mas no qual sa˜o tratadas faltas geradas durante a execuc¸a˜o de rotinas
de tratamento a n´ıvel de mo´dulo, por exemplo (ARINC, 2006a).
Cada partic¸a˜o pode possuir, ale´m de seus processos de aplicac¸a˜o,
um processo tratador de erros. Esse processo e´ disparado com priori-
dade ma´xima quando da ocorreˆncia de erros mapeados ao n´ıvel de pro-
cesso, que podem assim ser tratados pelo desenvolvedor da aplicac¸a˜o.
Processos tratadores de erros na˜o podem invocar servic¸os bloqueantes
nem ser interrompidos, suspensos ou ter a prioridade modificada por
outros processos, e podem ser parados apenas por si mesmos atrave´s do
servic¸o STOP SELF. Como poss´ıveis ac¸o˜es que podem ser tomadas
pelo processo tratador de erros destaca-se a parada ou a reinicializac¸a˜o
de processos ou da partic¸a˜o, na˜o podendo pore´m ser utilizado para
correc¸a˜o de erros (atrave´s da alterac¸a˜o dos valores envolvidos em um
ca´lculo, por exemplo) (ARINC, 2006a).
Nas tabelas de configurac¸a˜o associadas aos n´ıveis de partic¸a˜o e
de mo´dulo podem ser definidos me´todos opcionais, denominados HM
callbacks, que sa˜o disparados pelo SO para tratamento dos erros mape-
ados a esses n´ıveis. Nessas tabelas sa˜o tambe´m determinadas as ac¸o˜es
de recuperac¸a˜o que devem ser executadas pelo SO apo´s a conclusa˜o da
execuc¸a˜o desses me´todos, levando em conta o erro detectado e o estado
do sistema no qual ele ocorreu. Entre as poss´ıveis ac¸o˜es de recuperac¸a˜o
esta˜o a parada do elemento afetado, a reinicializac¸a˜o desse elemento ou
ainda o erro pode ser ignorado, devendo ser tratado pelo HM callback
do n´ıvel ao qual foi mapeado. Como poss´ıveis ac¸o˜es executadas pe-
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los HM callbacks pode-se citar o reporte do erro detectado e a parada
ou reinicializac¸a˜o do(s) elemento(s) afetado(s), por exemplo (ARINC,
2006a).
E´ ainda poss´ıvel o emprego de partic¸o˜es de sistema para o tra-
tamento de erros, sendo que as aplicac¸o˜es localizadas em partic¸o˜es de
aplicac¸a˜o podem reporta´-los atrave´s dos mecanismos de comunicac¸a˜o
interpartic¸a˜o apresentados. A principal vantagem dessa abordagem
esta´ no fato de que o tratamento dos erros ocorre de forma isolada
em relac¸a˜o a` partic¸a˜o na qual foram gerados, permitindo portanto a
utilizac¸a˜o de toda a infraestrutura oferecida pelo SO para desempenho
dessa tarefa (ARINC, 2006a).
O conjunto mı´nimo de servic¸os que devem ser oferecidos por
SOs compat´ıveis com a ARINC 653 para gerenciamento da func¸a˜o de
monitoramento sa˜o (ARINC, 2006a):
REPORT APPLICATION MESSAGE Permite a transmissa˜o de
uma mensagem para gerac¸a˜o de relato´rios (logs);
CREATE ERROR HANDLER Utilizado para criac¸a˜o do processo
tratador de erros da partic¸a˜o atual (a partir da qual o servic¸o e´
invocado);
GET ERROR STATUS Deve ser utilizado pelo processo tratador
de erros para enumerac¸a˜o dos erros que causaram seu disparo,
permitindo a execuc¸a˜o de ac¸o˜es espec´ıficas para cada um deles;
RAISE APPLICATION ERROR Permite o lanc¸amento de um
erro de aplicac¸a˜o, disparando seu tratamento de acordo com a
configurac¸a˜o do mo´dulo.
Apresenta-se nas sec¸o˜es a seguir os tipos de erro compreendi-
dos em cada um dos n´ıveis de tratamento apresentados, assim como
as caracter´ısticas definidas pela especificac¸a˜o para os mecanismos de
tratamento empregados em cada um desses n´ıveis.
2.3.6.1 Nı´vel de processo
Compreende erros que impactam um ou mais processos
de uma partic¸a˜o, ou toda uma partic¸a˜o. Pode-se citar como
exemplo os erros lanc¸ados atrave´s de chamadas ao servic¸o
RAISE APPLICATION ERROR, erros nume´ricos (divisa˜o por
zero, por exemplo) e erros de acesso a` memo´ria (estouro de pilha, por
exemplo), todos ocorridos durante a execuc¸a˜o de processos. Na
ocorreˆncia de erros mapeados a este n´ıvel, o processo tratador de
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erros da partic¸a˜o na qual o erro ocorreu e´ iniciado, caso exista, ou, em
caso contra´rio, o erro e´ tratado no n´ıvel de partic¸a˜o. A execuc¸a˜o de
processos tratadores de erros e´ realizada de forma a na˜o violar o
particionamento, ou seja, ocorre exclusivamente durante as janelas de
tempo alocadas a` partic¸a˜o a partir da qual o erro foi gerado, e todas
as demais partic¸o˜es continuam executando normalmente. Entre as
ac¸o˜es que podem ser tomadas para tratamento de erros a n´ıvel de
processo esta˜o, por exemplo, a parada ou reinicializac¸a˜o do processo
no qual o erro se originou, a inicializac¸a˜o de outros processos, ou
ainda a parada ou reinicializac¸a˜o da partic¸a˜o afetada. A fim de
manter a portabilidade do co´digo utilizado para o tratamento de erros
no n´ıvel de processo, esses sa˜o agrupados atrave´s dos seguintes
co´digos de erro (ARINC, 2006a):
DEADLINE MISSED Perdas de deadline de processos;
APPLICATION ERROR Erros lanc¸ados atrave´s do servic¸o
RAISE APPLICATION ERROR;
NUMERIC ERROR Erros originados em operac¸o˜es nume´ricas;
ILLEGAL REQUEST Chamadas ilegais a servic¸os do SO;
STACK OVERFLOW Tentativa de acesso ale´m dos limites de
regio˜es de memo´ria utilizadas como pilha;
MEMORY VIOLATION Tentativas de acesso a enderec¸os de
memo´ria na˜o permitidos;
HARDWARE FAULT Erros originados na plataforma de hardware;
POWER FAIL Erros decorrentes de falhas no suprimento de energia.
2.3.6.2 Nı´vel de partic¸a˜o
Sa˜o erros que teˆm impacto sobre apenas uma partic¸a˜o do
mo´dulo, por exemplo aqueles que ocorrem durante a inicializac¸a˜o de
uma partic¸a˜o ou durante a execuc¸a˜o de seu processo tratador de
erros. Quando um erro deve ser tratado nesse n´ıvel, caso exista um
HM callback para a partic¸a˜o esse e´ disparado pelo SO e, quando sua
execuc¸a˜o e´ conclu´ıda ou caso esse na˜o exista, e´ executada a ac¸a˜o
especificada na tabela de configurac¸a˜o correspondente. Essa ac¸a˜o
pode ser ignorar o erro, devendo esse ser tratado no HM callback da
partic¸a˜o, parar a partic¸a˜o afetada ou reinicia´-la. Assim como para os
erros mapeados ao n´ıvel de processo, os mecanismos de tratamento de
erros a n´ıvel de partic¸a˜o na˜o violam o particionamento (ARINC,
2006a).
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2.3.6.3 Nı´vel de mo´dulo
Compreende erros que impactam todas as partic¸o˜es do sistema,
por exemplo aqueles ocorridos durante a inicializac¸a˜o do mo´dulo, erros
de configurac¸a˜o ou falhas no suprimento de energia. O processo de
tratamento de erros a n´ıvel de mo´dulo e´ ana´logo ao do n´ıvel de partic¸a˜o,
pore´m no n´ıvel de mo´dulo o particionamento e´ violado, ou seja, o HM
callback do mo´dulo e´ executado de forma exclusiva, ignorando-se a
escala de partic¸o˜es; a ac¸a˜o tomada ao fim de sua execuc¸a˜o pode ser
ignorar o erro, devendo esse ser tratado no HM callback do mo´dulo,
parar o mo´dulo ou reinicia´-lo (ARINC, 2006a).
2.3.6.4 Nı´vel de sistema
Sa˜o erros que impactam o sistema inteiro e para os quais a es-
pecificac¸a˜o na˜o define os mecanismos de tratamento a serem oferecidos
pelo SO, ja´ que esses podem variar muito em func¸a˜o da plataforma
de hardware utilizada, ficando portanto a cargo do desenvolvedor a
elaborac¸a˜o dos recursos adequados a esse fim (ARINC, 2006a).
2.4 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foi apresentada uma introduc¸a˜o a`s principais ca-
racter´ısticas exigidas pela especificac¸a˜o ARINC 653 para SOs empre-
gados em aeronaves, tendo como principal objetivo fornecer uma base
acess´ıvel para a compreensa˜o de sua estrutura e dos seus principais
elementos. Maiores informac¸o˜es sobre as definic¸o˜es da ARINC 653,
incluindo proto´tipos da interface APEX em diversas linguagens de
programac¸a˜o, uma implementac¸a˜o de refereˆncia de todos os servic¸os
oferecidos, o esquema dos arquivos de configurac¸a˜o de mo´dulo e um
exemplo desse tipo de arquivo devem ser consultadas no documento da
especificac¸a˜o (ARINC, 2006a).
No pro´ximo cap´ıtulo sera´ apresentada a plataforma de hardware
sobre a qual foi realizada a implementac¸a˜o do SO desenvolvido neste
trabalho.
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3 PLATAFORMA DE HARDWARE
O hardware sobre o qual e´ executado um SO compat´ıvel com a
especificac¸a˜o ARINC 653 em aeronaves deve oferecer recursos de pro-
cessamento e de temporizac¸a˜o determin´ısticos, que permitam a imple-
mentac¸a˜o do isolamento temporal de partic¸o˜es e, ainda, tornem fact´ıvel
o oferecimento de garantias quanto a` escalonabilidade do sistema no
pior caso. Ale´m disso, essas plataformas devem oferecer mecanismos de
protec¸a˜o de memo´ria que viabilizem o isolamento espacial das partic¸o˜es
do mo´dulo, assim como o tratamento das faltas detectadas por esses
mecanismos de acordo com os requisitos impostos pela especificac¸a˜o
(ARINC, 2006a). Entretanto, dados os objetivos secunda´rios deste tra-
balho relacionados a` utilizac¸a˜o de uma plataforma de hardware de baixo
custo financeiro e aos fins exclusivamente dida´ticos e experimentais al-
mejados, aliados ao fato de que as plataformas que atendem a esses
requisitos com a robustez exigida para aplicac¸o˜es cr´ıticas – sendo por-
tanto as mais adequadas a` utilizac¸a˜o em sistemas avioˆnicos – apresen-
tam alto custo financeiro, algumas dessas restric¸o˜es foram relaxadas na
escolha da plataforma empregada neste trabalho.
Figura 3 – Plataforma BeagleBone
Neste cap´ıtulo sera´ apresentada a plataforma de hardware mos-
trada na Figura 3, comercialmente conhecida como BeagleBone, sobre
a qual o SO desenvolvido neste trabalho e´ executado. Essa plataforma
consiste em um microcomputador de hardware aberto, ou seja, cuja do-
cumentac¸a˜o encontra-se dispon´ıvel publicamente sem custo financeiro
(BEAGLEBOARD.ORG, 2014), e que e´ equipado com, entre outros, os
seguintes recursos (TI, 2011; COLEY, 2012):
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• Processamento:
– Microprocessador Texas Instruments (TI ) AM335X
(AM3358/AM3359);
– Nu´cleo Advanced RISC Machines (ARMr) CortexTM-A8;
– 2 Programmable Real-time Units (PRUs).
• Memo´ria:
– Synchronous Dynamic RAM (SDRAM ) DDR2 de 256MB;
– Carta˜o Secure Digital (SD).
• Conectividade:
– Universal Serial Bus (USB):
∗ Alimentac¸a˜o;
∗ USB device;
∗ USB host ;
∗ Comunicac¸a˜o (porta serial virtual);
∗ Depurac¸a˜o (TI XDS100v2 na placa).
– Porta Institute of Electrical and Electronics
Engineers (IEEE ) 802.3 (Ethernet);
– 92 pinos externos, fornecendo recursos como General
Purpose Input/Output (GPIO), Analog-to-Digital
Converter (ADC ), Pulse-Width Modulation (PWM ),
Inter-Integrated Circuit (I2C ), Serial Peripheral
Interface (SPI ) e alimentac¸a˜o, atrave´s dos quais pode ser
interconectada a placas de expansa˜o.
Nas pro´ximas sec¸o˜es deste cap´ıtulo sera˜o apresentadas as prin-
cipais caracter´ısticas dessa plataforma de hardware, destacando suas
potencialidades e limitac¸o˜es e avaliando a compatibilidade de suas ca-
racter´ısticas ao tipo de sistema tratado neste trabalho.
3.1 PROCESSADOR
O microprocessador TI AM335X, que sera´ referenciado simples-
mente como processador, possui um nu´cleo ARMr baseado na ar-
quitetura ARMr versa˜o 7 (ARMv7 ). Essa arquitetura possui treˆs
diferentes perfis: o ARMv7-A para processadores de aplicac¸a˜o, o
ARMv7-R para processadores de tempo real e o ARMv7-M para
microcontroladores. Ela ainda define duas diferentes arquiteturas de
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gerenciamento de memo´ria: a Protected Memory System Architecture
versa˜o 7 (PMSAv7 ) – empregada nos perfis ARMv7-R e, com al-
gumas limitac¸o˜es, ARMv7-M – que oferece uma Memory Protec-
tion Unit (MPU ) apenas para protec¸a˜o de memo´ria, e a Virtual Me-
mory System Architecture versa˜o 7 (VMSAv7 ) – utilizada pelo per-
fil ARMv7-A – que possui uma Memory Management Unit (MMU )
com recursos para protec¸a˜o e virtualizac¸a˜o de memo´ria. O processador
TI AM335X possui um nu´cleo ARMr CortexTM-A8 baseado no perfil
ARMv7-A, e portanto suporta apenas a arquitetura de gerenciamento
de memo´ria VMSAv7 (ARM, 2012). Esse processador e´ equipado ainda
com, entre outros, os seguintes recursos (ARM, 2014), (TI, 2011):
• Pipeline superescalar de 13 esta´gios dual-issue com execuc¸a˜o em
ordem;
• Static Random Access Memory (SRAM ) de 64KB interna ao
nu´cleo;
• SRAM de 64KB interna ao processador;
• Cache L1 de instruc¸o˜es e de dados de 32KB com linhas de 16
palavras e interface de 128 bits;
• Cache L2 de 256KB com linhas de 16 palavras e interface com o
cache L1 de 128 bits;
• Coprocessador VFP baseado na arquitetura ARMr Vector
Floating-Point versa˜o 3 (VFPv3 ), compat´ıvel com o padra˜o
IEEE 754 de representac¸a˜o e operac¸a˜o de nu´meros bina´rios com
ponto flutuante;
• Memory Management Unit (MMU ) baseada na arquitetura
ARMr VMSAv7 , com suporte a pa´ginas de 4KB, 64KB, 1MB e
16MB e Translation Lookaside Buffers (TLBs) separadas para
dados e instruc¸o˜es de 32 entradas cada;
• Controlador de interrupc¸o˜es com ate´ 128 diferentes Interrupt Re-
quests (IRQs);
• 8 timers de modo dual.
E´ fundamental observar que processadores baseados nos perfis
ARMv7-R ou ARMv7-M da arquitetura ARMv7 sa˜o mais
adequados para operac¸a˜o nos sistemas cr´ıticos aos quais a ARINC 653
destina-se, se comparados a processadores baseados no perfil
ARMv7-A dessa mesma arquitetura. Isso porque a MPU da
PMSAv7 emprega registradores para definic¸a˜o dos mapeamentos de
memo´ria, enquanto a MMU da VMSAv7 utiliza tabelas de traduc¸a˜o
armazenadas em memo´ria e TLBs para esse mesmo fim, de forma que
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a VMSAv7 apresenta menor determinismo temporal se comparada a`
PMSAv7 . Ale´m disso, destaca-se que o processador empregado neste
trabalho na˜o e´ voltado a aplicac¸o˜es cr´ıticas, e possui recursos
temporalmente na˜o determin´ısticos, como branch prediction e
memo´ria cache, que comprometem sua previsibilidade temporal.
Essas caracter´ısticas tornam esse processador pouco adequado para a
execuc¸a˜o de aplicac¸o˜es cr´ıticas de tempo real, ja´ que inviabilizam o
oferecimento de garantias quanto a` escalonabilidade do sistema no
pior caso, pore´m na˜o desqualificam-no para fins dida´ticos e
experimentais nesse mesmo contexto (ARM, 2012), (ARM, 2014),
(WILHELM et al., 2008).
Nas pro´ximas sec¸o˜es sa˜o apresentadas caracter´ısticas e recursos
do processador empregado, cujo conhecimento e´ fundamental para a
compreensa˜o do funcionamento do SO desenvolvido. Informac¸o˜es
completas sobre as caracter´ısticas do nu´cleo de processamento devem
ser consultadas no manual de refereˆncia da arquitetura ARMv7
(ARM, 2012) e no manual de refereˆncia te´cnica da implementac¸a˜o
CortexTM-A8 (ARM, 2010), e informac¸o˜es sobre os demais recursos do
processador podem ser obtidas no manual de refereˆncia te´cnica da
linha de processadores TI AM335X (TI, 2011).
3.1.1 Modos de execuc¸a˜o
A execuc¸a˜o de software em diferentes modos e com n´ıveis de
privile´gio distintos permite a restric¸a˜o da utilizac¸a˜o de algumas ins-
truc¸o˜es (de manipulac¸a˜o de configurac¸o˜es do processador ou de entrada
e sa´ıda de dados, por exemplo), assim como a aplicac¸a˜o de controles
de acesso a` memo´ria de forma diferenciada para software de usua´rio,
que sa˜o executadas em modos na˜o privilegiados, e para o nu´cleo do SO,
executado com privile´gios (ARPACI-DUSSEAU, 2012). O nu´cleo ARMr
CortexTM-A8 do processador utilizado neste trabalho suporta dois di-
ferentes n´ıveis de privile´gio (ARM, 2012):
Sem privile´gios (PL0) Na˜o e´ permitido o acesso a alguns recursos
da arquitetura, em particular a` maioria das instruc¸o˜es que alte-
ram configurac¸o˜es do processador e a`s instruc¸o˜es que causam a
transic¸a˜o a outros modos de execuc¸a˜o (apresentados a seguir),
sendo a mudanc¸a de modo de execuc¸a˜o poss´ıvel apenas atrave´s
da gerac¸a˜o de excec¸o˜es;
Privilegiado (PL1) Permite o acesso a todos os recursos da arquite-
tura, inclusive a instruc¸o˜es de alterac¸a˜o de configurac¸o˜es do pro-
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cessador – como a desabilitac¸a˜o de interrupc¸o˜es – e de transic¸a˜o
a outros modos de execuc¸a˜o.
O modo de execuc¸a˜o do nu´cleo de processamento ARMr
CortexTM-A8 define, ale´m do n´ıvel de privile´gio no qual o software
executa, o conjunto dos registradores que podem ser acessados.
Alguns registradores, como os apontadores de pilha e de enderec¸o de
retorno, possuem re´plicas em cada modo de execuc¸a˜o suportado, de
forma que cada um desses modos possui um valor distinto para eles; o
registrador que armazena o estado de execuc¸a˜o do processador, por
sua vez, e´ salvo em uma re´plica pertencente ao modo de execuc¸a˜o de
destino quando da transic¸a˜o entre modos, sendo restaurado por
instruc¸o˜es espec´ıficas para retorno ao modo de origem. A transic¸a˜o
entre modos de execuc¸a˜o pode ocorrer tanto em decorreˆncia de
eventos de hardware, por exemplo interrupc¸o˜es externas, quanto por
eventos de software, como as chamadas de supervisor (interrupc¸o˜es
internas) ou atrave´s de instruc¸o˜es dedicadas a esse fim, desde que
executadas em modo privilegiado (ARM, 2012). Apresenta-se a seguir
os modos de execuc¸a˜o suportados pelo processador empregado,
associados ao n´ıvel de privile´gio utilizado por cada um deles (ARM,
2010):
User (PL0) Utilizado para execuc¸a˜o do software de usua´rio;
System (PL1) Equivalente ao modo de execuc¸a˜o user no que se re-
fere aos registradores acess´ıveis, pore´m privilegiado;
FIQ (PL1) Utilizado para tratamento de Fast Interrupt Requests
(FIQs);
IRQ (PL1) Utilizado para tratamento de Interrupt Requests (IRQs);
Supervisor (PL1) Utilizado para tratamento de chamadas de super-
visor, tambe´m conhecidas como interrupc¸o˜es internas ou inter-
rupc¸o˜es de software;
Abort (PL1) Modo para o qual o processador e´ levado quando da
ocorreˆncia de erros de acesso a` memo´ria ou de leitura/decodi-
ficac¸a˜o de instruc¸o˜es;
Undefined (PL1) Modo para o qual o processador e´ levado quando
da execuc¸a˜o de instruc¸o˜es inva´lidas.
A existeˆncia de diferentes modos de execuc¸a˜o com diferentes
n´ıveis de privile´gio permite a proibic¸a˜o da alterac¸a˜o das configurac¸o˜es
do processador pelo software de aplicac¸a˜o, de forma que apenas o nu´cleo
do SO tenha controle sobre elas. Ale´m disso, esse recurso permite a res-
tric¸a˜o da utilizac¸a˜o de determinadas instruc¸o˜es, causando a devoluc¸a˜o
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do controle do processador ao SO (atrave´s da gerac¸a˜o de excec¸o˜es) caso
uma instruc¸a˜o inva´lida seja executada pela aplicac¸a˜o. Esse tipo de me-
canismo e´ fundamental para a implementac¸a˜o de recursos requeridos
pela especificac¸a˜o ARINC 653 como o isolamento espacial e o controle
da propagac¸a˜o de erros (ARINC, 2006a). Detalhes sobre a forma como
esses diferentes modos de execuc¸a˜o sa˜o empregados no SO desenvolvido
neste trabalho sera˜o apresentados no Cap´ıtulo 4.
3.1.2 Memory Management Unit (MMU )
MMU s sa˜o empregadas para traduc¸a˜o de enderec¸os virtuais –
Virtual Addresses (VAs) –, utilizados pelo software de usua´rio, em en-
derec¸os f´ısicos – Physical Addresses (PAs) –, que sa˜o determinados pelo
SO, ale´m de permitirem o controle de acesso a` memo´ria atrave´s da res-
tric¸a˜o das regio˜es que sa˜o acess´ıveis a`s diferentes tarefas executadas, ge-
rando excec¸o˜es em caso de acessos inva´lidos (ARPACI-DUSSEAU, 2012).
Por tratar-se de um recurso fundamental para o desenvolvimento de
SOs robustos, as principais caracter´ısticas da MMU empregada neste
trabalho sera˜o abordadas em profundidade a seguir, limitando-se pore´m
a`s funcionalidades que sa˜o efetivamente utilizadas pelo SO desenvol-
vido.
A MMU da arquitetura VMSAv7 , implementada pelo nu´cleo
ARMr CortexTM-A8, faz uso de tabelas de traduc¸a˜o armazenadas na
memo´ria principal que permitem tanto o mapeamento de enderec¸os
quanto o controle de acesso sobre toda a memo´ria do processador. Es-
sas tabelas de traduc¸a˜o sa˜o formadas por um conjunto de descritores,
cada um relacionado a um determinado intervalo de enderec¸os virtuais
e associado, expl´ıcita ou implicitamente, a um intervalo de enderec¸os
f´ısicos, a um conjunto de atributos e ainda a`s permisso˜es de acesso nos
diferentes n´ıveis de privile´gio suportados pelo processador (ARM, 2010).
Se esses descritores fossem consultados na memo´ria principal toda vez
que uma instruc¸a˜o que realiza acesso a` memo´ria e´ executada, o tempo
consumido por esse tipo de operac¸a˜o seria proibitivo. Por esse motivo as
MMU s utilizam uma memo´ria cache, denominada TLB , que armazena
os descritores mais comumente utilizados e evita, assim, a consulta fre-
quente a`s tabelas de traduc¸a˜o na memo´ria principal (ARPACI-DUSSEAU,
2012).
Quando o processador gera um acesso a um enderec¸o de
memo´ria, a MMU realiza uma busca pelo enderec¸o virtual requisitado
na TLB de dados ou de instruc¸o˜es, de acordo com a operac¸a˜o que
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esta´ sendo realizada. Se nela existir um descritor compat´ıvel com a
requisic¸a˜o, esse e´ recuperado e determina se o acesso e´ permitido e,
caso seja, o enderec¸o virtual e´ traduzido para o enderec¸o f´ısico para
efetivac¸a˜o do acesso; caso essa verificac¸a˜o falhe e´ gerada uma excec¸a˜o
de acesso a` memo´ria. Caso a busca na TLB falhe, as tabelas de
traduc¸a˜o sa˜o acessadas na memo´ria principal, geralmente por
mecanismos implementados em hardware, que armazenam o descritor
correspondente na TLB . Em seguida a instruc¸a˜o que causou a falha e´
executada novamente, sendo enta˜o o descritor correspondente
recuperado da TLB (ARPACI-DUSSEAU, 2012).
Tabelas de traduc¸a˜o podem ser utilizadas na arquitetura
VMSAv7 em dois formatos distintos, sendo que a escolha do formato
empregado deve ser realizada levando em conta a aplicac¸a˜o a` qual a
MMU servira´. Os formatos de tabela de traduc¸a˜o suportados por essa
arquitetura sa˜o (ARM, 2012):
Descritores curtos Possuem descritores de 32 bits e mapeiam en-
derec¸os virtuais de 32 bits a enderec¸os f´ısicos de ate´ 40 bits, per-
mitindo regio˜es de 4KB, 64KB, 1MB ou 16MB;
Descritores longos Sa˜o formadas por descritores de 64 bits e ma-
peiam enderec¸os de ate´ 40 bits, tanto virtuais quanto f´ısicos, su-
portando regio˜es de 4KB, 2MB e 1GB.
Assume-se que, para as finalidades a`s quais o SO desenvolvido
neste trabalho destina-se, na˜o e´ necessa´ria a utilizac¸a˜o de mecanismos
de memo´ria virtual e, portanto, o emprego de enderec¸os virtuais longos
(maiores que 32 bits). Por isso, as informac¸o˜es apresentadas a seguir
supo˜em o emprego de tabelas de traduc¸a˜o de descritores curtos, as
quais sa˜o menores, cuja utilizac¸a˜o e´ mais simples e, ainda assim, sa˜o
suficientes nesse contexto. Tabelas de traduc¸a˜o de descritores curtos
podem ser de primeiro ou de segundo n´ıvel, e sa˜o compostas da seguinte
forma (ARM, 2012):
De primeiro n´ıvel Possui ate´ 4096 descritores associados a enderec¸os
virtuais alinhados a 1MB, e cada um deles pode ser, exclusiva-
mente, um descritor:
• De falha – a regia˜o (1MB) na˜o pode ser acessada;
• De propriedades da sec¸a˜o (1MB) associada;
• De propriedades de uma supersec¸a˜o (16MB), sendo que su-
persec¸o˜es devem estar alinhadas a 16MB e seus descrito-
res devem ser repetidos 16 vezes consecutivas na tabela de
traduc¸a˜o;
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• De tabela de segundo n´ıvel, com um ponteiro para a tabela
que define o mapeamento da regia˜o (1MB).
De segundo n´ıvel Possui 256 descritores associados a enderec¸os base
alinhados a 4KB dentro da sec¸a˜o de 1MB apontada pelo registro
da tabela de primeiro n´ıvel, e cada um deles pode ser, exclusiva-
mente, um descritor:
• De falha – a regia˜o (4KB) na˜o pode ser acessada;
• De propriedades da pa´gina pequena (4KB) associada;
• De propriedades de uma pa´gina grande (64KB), sendo que
pa´ginas grandes devem estar alinhadas a 64KB e seus des-
critores devem ser repetidos 16 vezes consecutivas na tabela
de traduc¸a˜o de segundo n´ıvel.
Na MMU da arquitetura VMSAv7 esta˜o dispon´ıveis dois
registradores apontadores de tabelas de traduc¸a˜o de primeiro n´ıvel:
TTBR0 e TTBR1. Usualmente, um deles e´ utilizado para apontar a
tabela de traduc¸a˜o que define os acessos a regio˜es globais (va´lidas
para qualquer tarefa do sistema), na˜o sendo portanto alterada
durante trocas de contexto, enquanto o outro e´ utilizado para apontar
a tabela de traduc¸a˜o que define as regio˜es de memo´ria acess´ıveis a`
tarefa atual, e que e´ portanto necessariamente alterada em trocas de
contexto. A regia˜o de memo´ria mapeada pela tabela de traduc¸a˜o
apontada por TTBR0 inicia no enderec¸o zero (0x00000000) e tem
tamanho varia´vel definido atrave´s do campo N do registrador de
controle TTBCR. Por sua vez, a tabela de traduc¸a˜o apontada pelo
registrador TTBR1 possui tamanho fixo de 4096 descritores (16KB),
cobrindo portanto todo o espac¸o de enderec¸os, pore´m e´ utilizada
apenas na porc¸a˜o que na˜o e´ mapeada por TTBR0 segundo o campo
TTBCR.N. A Tabela 1 apresenta como, de acordo com o valor
atribu´ıdo a TTBCR.N, as regio˜es mapeadas por TTBR0 e TTBR1
sa˜o delimitadas quando do uso de tabelas de traduc¸a˜o de descritores
curtos (ARM, 2012):
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Tabela 1 – Mapeamento TTBR0-TTBR1
TTBCR.N Regia˜o mapeada Regia˜o mapeada
por TTBR0 por TTBR1
0b000 0x00000000-0xFFFFFFFF Nenhuma
0b001 0x00000000-0x7FFFFFFF 0x80000000-0xFFFFFFFF
0b010 0x00000000-0x3FFFFFFF 0x40000000-0xFFFFFFFF
0b011 0x00000000-0x1FFFFFFF 0x20000000-0xFFFFFFFF
0b100 0x00000000-0x0FFFFFFF 0x10000000-0xFFFFFFFF
0b101 0x00000000-0x07FFFFFF 0x08000000-0xFFFFFFFF
0b110 0x00000000-0x03FFFFFF 0x04000000-0xFFFFFFFF
0b111 0x00000000-0x01FFFFFF 0x02000000-0xFFFFFFFF
Na Figura 4, adaptada de (ARM, 2012), representa-se a forma
como sa˜o apontadas e interpretadas as tabelas de traduc¸a˜o de descri-
tores curtos de primeiro e de segundo n´ıvel para o mapeamento de
sec¸o˜es (1MB), supersec¸o˜es (16MB), pa´ginas pequenas (4KB) e pa´ginas
grandes (64KB).
Figura 4 – Tabelas de traduc¸a˜o de descritores curtos
Conforme citado, na arquitetura VMSAv7 as tabelas de traduc¸a˜o
suportam a declarac¸a˜o de regio˜es de memo´ria globais, cujo mapea-
mento e´ va´lido para qualquer contexto de execuc¸a˜o, e de regio˜es de
memo´ria na˜o globais, cujo mapeamento e´ va´lido apenas para o con-
texto de execuc¸a˜o atual, o que torna necessa´ria a utilizac¸a˜o de um
mecanismo de distinc¸a˜o de contextos de execuc¸a˜o. Essa distinc¸a˜o e´
realizada atrave´s do registrador CONTEXTIDR da MMU , que deve
ser carregado com o identificador do contexto de execuc¸a˜o atual e,
assim como cada entrada das TLBs, possui um campo denominado
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Address Space Identifier (ASID). O campo ASID das TLBs arma-
zena o ASID contido no registrador CONTEXTIDR no momento
em que o descritor foi inserido na TLB , e uma entrada da TLB so´ e´ re-
cuperada se, ale´m de descrever os atributos da regia˜o de memo´ria que
esta´ sendo acessada, possuir o campo ASID igual ao do registrador
CONTEXTIDR no momento do acesso ou se o descritor armaze-
nado for global (ARM, 2012). Dessa forma evita-se que dois descritores
pertencentes a diferentes contextos de execuc¸a˜o sejam utilizados erro-
neamente por referirem-se a uma mesma regia˜o de memo´ria, e evita-se
ainda que as TLBs precisem ser completamente invalidadas quando
da troca de contexto de execuc¸a˜o, o que faria com que as tabelas de
traduc¸a˜o fossem sempre acessadas nessas ocasio˜es (ARPACI-DUSSEAU,
2012).
Os descritores de sec¸a˜o, supersec¸a˜o, pa´gina pequena e pa´gina
grande das tabelas de traduc¸a˜o de descritores curtos da arquitetura
VMSAv7 suportam, entre outros, os seguintes atributos para cada
regia˜o de memo´ria (ARM, 2012):
Tipo de memo´ria Define propriedades relacionadas ao
comportamento do processador no acesso a` regia˜o (quanto a`
memo´ria cache, por exemplo);
Permissa˜o de execuc¸a˜o Indica se e´ permitida ou na˜o a execuc¸a˜o de
instruc¸o˜es na regia˜o;
Permissa˜o de acesso Indica o tipo de acesso permitido a` regia˜o nos
diferentes n´ıveis de privile´gio suportados pelo processador;
Globalidade Define se o descritor e´ ou na˜o global, ou seja, se os atri-
butos por ele definidos sa˜o ou na˜o va´lidos para qualquer contexto
de execuc¸a˜o.
Quando utilizadas tabelas de traduc¸a˜o de descritores curtos da
VMSAv7 , a traduc¸a˜o de enderec¸os virtuais (VAs) para enderec¸os f´ısicos
(PAs), assim como a aplicac¸a˜o de restric¸o˜es no acesso a` memo´ria, ocorre
de acordo com o seguinte algoritmo (vale pore´m ressaltar que todo o
processo e´ realizado por elementos de hardware) (ARM, 2012):
1. O enderec¸o virtual e´ utilizado, inicialmente, para definic¸a˜o da
tabela de traduc¸a˜o de primeiro n´ıvel a ser utilizada (TTBR0 ou
TTBR1) de acordo com o valor atribu´ıdo a TTBCR.N;
2. Sa˜o utilizados os bits VA[31-N:20] (sendo N=0 caso seja utilizada
TTBR1) para definic¸a˜o da regia˜o de 1MB na qual o enderec¸o vir-
tual esta´ contido e, consequentemente, o descritor a ser acessado
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na tabela de primeiro n´ıvel; caso o descritor da tabela de primeiro
n´ıvel seja:
(a) De falta, e´ gerada uma falha de acesso a` memo´ria;
(b) De sec¸a˜o ou de supersec¸a˜o, o descritor determina o enderec¸o
f´ısico do mapeamento, e suas propriedades indicam se o
acesso e´ ou na˜o permitido;
(c) De tabela de traduc¸a˜o, o descritor determina o enderec¸o
base da tabela de traduc¸a˜o de segundo n´ıvel, e enta˜o os bits
VA[19:12] sa˜o utilizados para definic¸a˜o da regia˜o de 4KB
dentro da regia˜o de 1MB de primeiro n´ıvel na qual o en-
derec¸o virtual esta´ contido e, consequentemente, o descritor
a ser acessado na tabela de segundo n´ıvel; caso o descritor
da tabela de segundo n´ıvel seja:
i. De falta, e´ gerada uma falha de acesso a` memo´ria;
ii. De pa´gina pequena ou grande, o descritor determina
o enderec¸o f´ısico do mapeamento, e suas propriedades
indicam se o acesso e´ ou na˜o permitido.
No contexto deste trabalho, atrave´s da utilizac¸a˜o da MMU e´
poss´ıvel oferecer a garantia de que o software executado em uma deter-
minada partic¸a˜o na˜o acessara´ regio˜es de memo´ria pertencentes a`s de-
mais, garantindo assim o isolamento espacial exigido pela especificac¸a˜o
(ARINC, 2006a). Detalhes sobre a forma como esse recurso foi utilizado
no SO desenvolvido sera˜o apresentados no Cap´ıtulo 4.
3.1.3 Coprocessador VFP
O nu´cleo ARMr CortexTM-A8 do processador empregado esta´
equipado com um coprocessador que implementa a arquitetura ARMr
Vector Floating-Point versa˜o 3 (VFPv3 ), que e´ completamente
compat´ıvel com o padra˜o IEEE 754-1985 de aritme´tica sobre valores
bina´rios de ponto flutuante. Esse coprocessador suporta operac¸o˜es de
adic¸a˜o, subtrac¸a˜o, multiplicac¸a˜o, divisa˜o, multiplicac¸a˜o com
acumulac¸a˜o e raiz quadrada sobre dados de precisa˜o simples e dupla,
ale´m de instruc¸o˜es de conversa˜o entre os formatos de dados de ponto
fixo e de ponto flutuante (ARM, 2010).
A utilizac¸a˜o desse mecanismo na˜o e´ exigida pela ARINC 653,
mas pode ser considerada deseja´vel por acelerar a execuc¸a˜o de operac¸o˜es
nume´ricas que sa˜o muito comuns no processamento de informac¸o˜es de
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sensores, por exemplo (ARINC, 2006a). Outras informac¸o˜es sobre esse
coprocessador e sua utilizac¸a˜o no SO desenvolvido sera˜o apresentadas
no Cap´ıtulo 4.
3.1.4 Timers
Os timers de propo´sito geral oferecidos pelo processador TI
AM335X sa˜o utilizados para gerac¸a˜o de eventos temporalmente pre-
cisos, podendo ser vistos simplificadamente como registradores de con-
tagem crescente de 32 bits conectados a uma fonte de clock. Esses
contadores podem ser lidos e escritos em tempo real (durante a conta-
gem) e podem ser utilizados em treˆs diferentes modos (TI, 2011):
Temporizac¸a˜o A contagem pode ser iniciada ou parada a qualquer
momento, podendo ainda ser geradas interrupc¸o˜es e/ou reiniciada
a contagem (restaurando o valor inicial do contador) quando o
valor ma´ximo for excedido, ou seja, quando ocorrer overflow –
utilizado para gerac¸a˜o de interrupc¸o˜es perio´dicas, por exemplo;
Captura Copia o valor do contador para outro(s) registrador(es)
quando da ocorreˆncia de um evento (subida e/ou descida de
borda) em uma determinada entrada digital do processador –
utilizado para processamento de sinais digitais, por exemplo;
Comparac¸a˜o O valor do contador e´ continuamente comparado com
o valor de um segundo registrador, podendo ser geradas inter-
rupc¸o˜es e/ou pulsos em uma sa´ıda digital do processador quando
forem iguais – utilizado para gerac¸a˜o de sinais PWM , por exem-
plo.
A utilizac¸a˜o de timers alinha-se a` necessidade de fornecimento de
recursos de temporizac¸a˜o determin´ısticos pela plataforma de hardware
para atendimento a` especificac¸a˜o ARINC 653 (ARINC, 2006a). Outras
informac¸o˜es sobre a forma como esses perife´ricos foram empregados no
SO desenvolvido neste trabalho sera˜o apresentadas no Cap´ıtulo 4.
3.2 MEMO´RIA
O processador TI AM335X possui dois bancos de memo´ria
SRAM , sendo um interno ao nu´cleo do processador e outro interno ao
processador pore´m externo ao nu´cleo. O primeiro deles e´ mapeado na
faixa de enderec¸os de 0x402F0000 ate´ 0x402FFFFF, tendo portanto
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64KB, pore´m 1KB a partir de seu enderec¸o inicial sa˜o reservados,
podendo portanto ser utilizado apenas a partir do enderec¸o
0x402F0400. O segundo deles esta´ mapeado na faixa de enderec¸os de
0x40300000 ate´ 0x4030FFFF, tendo portanto 64KB, e pode ser
utilizado integralmente (TI, 2011).
Esse processador fornece ainda uma interface que permite a uti-
lizac¸a˜o de memo´ria Random Access Memory (RAM ) externa dos tipos
DDR2 , DDR3 ou Mobile DDR (mDDR) de ate´ 1GB, que e´ mapeada
na faixa de enderec¸os de 0x80000000 ate´ 0xBFFFFFFF. Na Beagle-
Bone encontra-se conectada a essa interface uma memo´ria SDRAM
do tipo DDR2 de 256MB, mapeada portanto na faixa de enderec¸os de
0x80000000 ate´ 0x8FFFFFFF (TI, 2011).
Informac¸o˜es relacionadas a` forma como a memo´ria da plataforma
e´ utilizada pelo SO desenvolvido e pelas aplicac¸o˜es sobre ele executadas
sera˜o apresentadas no Cap´ıtulo 4.
3.3 PERIFE´RICOS
O processador TI AM335X oferece uma grande variedade de
perife´ricos que servem a`s mais diversas finalidades, dentre os quais
destaca-se (TI, 2011):
General Purpose Input/Output (GPIO) Suporta
entradas/sa´ıdas digitais na maioria dos pinos;
Acelerador gra´fico Pode ser utilizado em aplicac¸o˜es que empregam
gra´ficos 2D e/ou 3D;
Controlador LCD Utilizado para controle de visores Liquid Crystal
Display (LCD);
Controlador touchscreen Subsistema de conversa˜o analo´gico/digi-
tal com suporte a paine´is resistivos sens´ıveis ao toque;
Subsistema ethernet Fornece comunicac¸a˜o segundo o padra˜o IEEE
802.3;
Subsistema PWM Possui mo´dulos para gerac¸a˜o, captura e trata-
mento de sinais;
Universal Serial Bus (USB) Oferece dois mo´dulos USB On-The-
Go (OTG) para comunicac¸a˜o a ate´ 480Mbps;
Multimedia Card (MMC ) Oferece treˆs controladores para acesso a
carto˜es de memo´ria;
Universal Asynchronous Receiver/Transmitter (UART)
Oferece seis controladores para comunicac¸a˜o serial ;
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Controller Area Network (CAN ) Possui dois controladores para
comunicac¸a˜o a ate´ 1Mbps.
Os registradores que permitem o controle desses perife´ricos sa˜o
mapeados nos enderec¸os de memo´ria 0x44000000 ate´ 0x7FFFFFFF, e
portanto a restric¸a˜o de sua utilizac¸a˜o pode ser realizada atrave´s do
controle de acesso a esse intervalo de enderec¸os atrave´s da MMU .
Ressalta-se que alguns desses registradores sa˜o acess´ıveis apenas em
modo privilegiado, impedindo que alguns dos perife´ricos sejam utiliza-
dos a partir do software de usua´rio mesmo que o acesso aos registradores
associados seja permitido pela configurac¸a˜o da MMU (TI, 2011). Vale
ressaltar ainda que nem todos os perife´ricos oferecidos podem ser uti-
lizados na plataforma BeagleBone em seu formato ba´sico (sem placas
de expansa˜o), ja´ que essa na˜o possui todos os elementos de hardware
externos ao processador que sa˜o necessa´rios para isso. Detalhes sobre
os elementos de hardware que esta˜o dispon´ıveis na plataforma em seu
formato ba´sico, assim como informac¸o˜es sobre algumas das placas de
expansa˜o que podem ser a ela conectadas, podem ser consultados no
manual de refereˆncia do sistema da BeagleBone (COLEY, 2012).
Maiores informac¸o˜es sobre a utilizac¸a˜o dos perife´ricos da pla-
taforma quando empregado o SO desenvolvido neste trabalho sera˜o
fornecidas no Cap´ıtulo 4.
3.4 INTERFACES DE COMUNICAC¸A˜O
Dentre as principais interfaces de comunicac¸a˜o oferecidas pela
plataforma BeagleBone, as quais destinam-se a` troca de informac¸o˜es
entre a plataforma e outros dispositivos, encontra-se a porta USB device
utilizada para conexa˜o da plataforma ao microcomputador. Essa porta
serve a`s seguintes finalidades (COLEY, 2012):
Alimentac¸a˜o O suprimento de energia de 5V fornecido atrave´s da in-
terface e´ utilizado para a alimentac¸a˜o da plataforma, descartando
a necessidade de uma fonte externa de energia;
Depurac¸a˜o A plataforma possui uma interface de depurac¸a˜o TI
XDS100v2, baseada no circuito integrado Future Technology
Devices International (FTDI ) FT2232 carregado com um
firmware especial fornecido pela TI ;
Porta serial virtual O circuito integrado FTDI FT2232 oferece
duas portas seriais virtuais, uma destinada a` interface de
depurac¸a˜o e a outra conectada diretamente a uma Universal
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Asynchronous Receiver/Transmitter (UART ) do processador;
Porta USB Tanto o circuito integrado FTDI FT2232 quanto a porta
USB0 do processador sa˜o conectados a um hub USB localizado
na placa da plataforma, e portanto essa porta tambe´m e´ acess´ıvel
a partir do microcomputador.
Destaca-se ainda a porta ethernet da plataforma, que pode ser
utilizada para acesso a redes de comunicac¸a˜o compat´ıveis com o padra˜o
IEEE 802.3 e, portanto, permite sua utilizac¸a˜o na construc¸a˜o de siste-
mas distribu´ıdos. O subsistema ethernet do processador consiste em um
switch de treˆs portas, das quais duas podem ser conectadas a portas
externas (na BeagleBone apenas uma delas encontra-se efetivamente
conectada) e a terceira e´ acessada atrave´s de uma interface Direct Me-
mory Access (DMA) a partir do processador. Esse switch pode ser con-
figurado para comutar pacotes entre as portas de acordo com crite´rios
diversos, como em func¸a˜o de enderec¸os MAC espec´ıficos ou atrave´s
da criac¸a˜o de Virtual Local Area Networks (VLANs), ou ainda pode
realizar e atualizar essa configurac¸a˜o de forma automa´tica atrave´s da
ana´lise do tra´fego de pacotes (TI, 2011).
Esta˜o ainda dispon´ıveis na plataforma de hardware utilizada uma
porta USB host, que e´ conectada a` interface USB1 do processador e
pode ser empregada na comunicac¸a˜o com dispositivos USB client exter-
nos, e uma porta MicroSD, que e´ conectada a uma das interfaces Mul-
timedia Card (MMC ) do processador e permite a utilizac¸a˜o de carto˜es
de memo´ria (COLEY, 2012).
A utilizac¸a˜o das interfaces de comunicac¸a˜o oferecidas pela plata-
forma BeagleBone em conjunto com o SO desenvolvido neste trabalho
permite a construc¸a˜o de sistemas complexos, levando a uma experieˆncia
realista no que compete a` interac¸a˜o com elementos de hardware a par-
tir de partic¸o˜es ARINC 653. Maiores informac¸o˜es sobre a utilizac¸a˜o
dessas interfaces em conjunto com o SO desenvolvido neste trabalho
sera˜o fornecidas no Cap´ıtulo 4.
3.5 FERRAMENTAS DE SOFTWARE
Conforme citado anteriormente, a BeagleBone dispo˜e de uma
interface de depurac¸a˜o denominada TI XDS100v2. Essa interface per-
mite, por exemplo, o controle do fluxo de execuc¸a˜o do software a n´ıvel
de instruc¸a˜o de ma´quina e a leitura da memo´ria do processador, sendo
portanto uma importante ferramenta para o desenvolvimento ou mi-
grac¸a˜o de SOs para essa plataforma. Essa interface e´ suportada apenas
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pela Integrated Development Environment (IDE ) Code Composer Stu-
dio, fornecida pela pro´pria Texas Instruments, que pode trabalhar em
conjunto com os compiladores TI ARM Compiler e GNU C Compiler
(GCC). Para suporte a` programac¸a˜o de processadores AM335X, e´ for-
necido ainda pela Texas Instruments um pacote denominado AM335X
StarterWare. Esse pacote conte´m, entre outros recursos, bibliotecas
para utilizac¸a˜o dos perife´ricos do processador, exemplos da utilizac¸a˜o
dessas bibliotecas e um conjunto de ferramentas auxiliares com finali-
dades diversas (COLEY, 2012; TI, 2013b, 2013c).
3.6 INICIALIZAC¸A˜O DA PLATAFORMA
O processador TI AM335X possui um bootloader esta´tico, ar-
mazenado em uma memo´ria Read-Only Memory (ROM ) interna, que
e´ responsa´vel pelos primeiros esta´gios de sua inicializac¸a˜o. Em func¸a˜o
de configurac¸o˜es aplicadas a determinados pinos do processador, esse
bootloader tenta obter o programa a ser executado a partir de diferentes
origens, armazena-o na memo´ria SRAM e dispara sua execuc¸a˜o. Na
plataforma BeagleBone, o processador esta´ configurado para que o pro-
grama seja buscado a partir das seguintes origens e na seguinte ordem
(TI, 2011):
1. A partir do carta˜o SD , no arquivo de nome MLO;
2. A partir da interface SPI ;
3. A partir da porta USB client da plataforma:
(a) Interface UART 0 do processador, acess´ıvel via porta serial
virtual, atrave´s do protocolo XMODEM;
(b) Porta USB0 do processador, sobre a qual e´ fornecida uma
interface de rede Remote Network Driver Interface Specifica-
tion (RNDIS ) e executado um servidor Trivial File Transfer
Protocol (TFTP).
Diferentemente da memo´ria SRAM , que esta´ dispon´ıvel a partir
do momento em que o suprimento de energia e´ fornecido ao processa-
dor, a memo´ria RAM externa precisa ser configurada antes que possa
ser utilizada. Por isso a inicializac¸a˜o da plataforma de hardware e´ ge-
ralmente realizada em duas etapas (TI, 2013c):
1. O bootloader esta´tico do processador e´ utilizado para carga de
um bootloader espec´ıfico (desenvolvido de acordo com as carac-
ter´ısticas da plataforma de hardware) na memo´ria SRAM ;
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2. Executando a partir da SRAM , o bootloader espec´ıfico configura a
interface de memo´ria RAM externa, carrega o co´digo da aplicac¸a˜o
nessa memo´ria e, enta˜o, dispara sua execuc¸a˜o.
Um bootloader espec´ıfico para a BeagleBone e´ fornecido no
pacote AM335X StarterWare. Esse bootloader inicializa a memo´ria
SDRAM externa, carrega nela a imagem de memo´ria da aplicac¸a˜o a
partir do arquivo APP contido no carta˜o SD e finalmente dispara sua
execuc¸a˜o a partir do enderec¸o indicado no cabec¸alho desse arquivo
(TI, 2013c). Essa abordagem garante que os enderec¸os de memo´ria
ocupados pelas informac¸o˜es do sistema sa˜o os mesmos em tempo de
depurac¸a˜o e em tempo de execuc¸a˜o, o que acaba por beneficiar o
aspecto dida´tico do SO desenvolvido. Um exemplo desse benef´ıcio fica
evidente no mecanismo de tratamento de erros, pelo qual sa˜o
fornecidos enderec¸os de memo´ria (de dados ou de instruc¸o˜es) aos
quais os erros esta˜o relacionados, tornando fundamental o
mapeamento desses enderec¸os a`s informac¸o˜es a`s quais eles se referem.
O processo de transformac¸a˜o dos arquivos gerados na compilac¸a˜o
de uma aplicac¸a˜o em imagens de memo´ria que podem ser carregadas
por esse bootloader espec´ıfico esta´ intimamente relacionado ao ambi-
ente de desenvolvimento utilizado, ja´ que geralmente depende de ferra-
mentas fornecidas em conjunto com o compilador. As instruc¸o˜es para
realizac¸a˜o dessa transformac¸a˜o no ambiente empregado neste trabalho
sera˜o apresentadas no Apeˆndice C e exemplificadas no Apeˆndice B.
3.7 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentadas as principais caracter´ısticas
da BeagleBone, a plataforma de hardware empregada neste trabalho,
assim como uma breve avaliac¸a˜o dos recursos oferecidos por ela frente
aos requisitos impostos pela especificac¸a˜o ARINC 653 no que se refere
ao equipamento sobre o qual SOs compat´ıveis devem ser idealmente
executados (ARINC, 2006a).
Observa-se que alguns dos recursos oferecidos por essa plata-
forma, como por exemplo branch prediction e memo´ria cache, na˜o aten-
dem a alguns dos requisitos impostos pelo tipo de sistema ao qual a
especificac¸a˜o ARINC 653 se destina. Isso a torna pouco adequada para
uso em aeronaves, mas na˜o impede sua utilizac¸a˜o com fins dida´ticos
e experimentais no contexto de sistemas avioˆnicos. Observa-se ainda
que a grande diversidade de dispositivos perife´ricos por ela fornecidos
oferece muitas possibilidades para a construc¸a˜o de experimentos, e e´
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portanto fundamental destacar que este trabalho explora apenas uma
pequena porc¸a˜o de suas potencialidades.
No pro´ximo cap´ıtulo sera´ apresentada a implementac¸a˜o do SO
desenvolvido, detalhando seu co´digo fonte e a forma como os recur-
sos da plataforma de hardware foram empregados para atendimento a`
especificac¸a˜o ARINC 653.
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4 IMPLEMENTAC¸A˜O
As ferramentas de software utilizadas neste trabalho para pro-
gramac¸a˜o da plataforma alvo foram a IDE TI Code Composer Studio
versa˜o 6.0.1.00039, em conjunto com o compilador TI ARM Compiler
versa˜o 5.1.6. Utilizou-se ainda, para obtenc¸a˜o de exemplos e de co´digo
para interac¸a˜o em baixo n´ıvel com os perife´ricos do processador, o pa-
cote de desenvolvimento TI AM335X StarterWare versa˜o 02.00.01.01
(TI, 2013b, 2013a, 2013c).
Neste cap´ıtulo sera˜o apresentados diversos aspectos da imple-
mentac¸a˜o realizada neste trabalho, destacando-se a organizac¸a˜o do
co´digo fonte produzido, a forma como os recursos da plataforma de
hardware escolhida foram utilizados, e as abordagens escolhidas para
a implementac¸a˜o dos recursos fundamentalmente empregados em SOs,
como filas de prioridades e algoritmos de escalonamento. Grande parte
dos detalhes te´cnicos dessa implementac¸a˜o (tipos de dados, estruturas,
servic¸os e me´todos empregados), assim como a descric¸a˜o dos processos
de migrac¸a˜o e execuc¸a˜o do SO, podem ser encontrados no Apeˆndice C.
4.1 ORGANIZAC¸A˜O DO CO´DIGO FONTE
O co´digo fonte do SO desenvolvido neste trabalho foi organizado
de forma que sua porc¸a˜o gene´rica, que na˜o varia em func¸a˜o da plata-
forma de hardware utilizada, permanec¸a isolada da porc¸a˜o espec´ıfica,
minimizando assim o esforc¸o necessa´rio para o suporte futuro a novas
plataformas. Tambe´m e´ objetivo da organizac¸a˜o de co´digo empregada
a expansibilidade futura dos elementos do SO, e por esse motivo foi re-
alizada uma separac¸a˜o criteriosa dos conceitos de sistema e de mo´dulo.
Essa separac¸a˜o, apesar de na˜o ser exigida pela especificac¸a˜o, permite
que futuramente seja utilizada uma plataforma de hardware multipro-
cessada para a execuc¸a˜o de mu´ltiplos mo´dulos sobre um u´nico sistema,
sendo necessa´rias para isso apenas alterac¸o˜es triviais. Ressalta-se ainda
que, uma vez que esse SO possui apenas finalidades dida´ticas e expe-
rimentais, diversos dos algoritmos utilizados na˜o encontram-se em sua
forma otimizada, ou seja, o co´digo fonte foi elaborado de forma a ser o
mais compreens´ıvel, e na˜o o mais veloz, quanto poss´ıvel.
Apresenta-se, na Figura 5, o conjunto de direto´rios e arquivos
que compo˜e um projeto que faz uso do SO desenvolvido neste trabalho,
representando tambe´m a divisa˜o e as relac¸o˜es de utilizac¸a˜o existentes
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entre as diferentes porc¸o˜es de co´digo contidas em cada direto´rio. Como
pode-se observar, a aplicac¸a˜o (direto´rio Application) deve acessar ex-
clusivamente a porc¸a˜o gene´rica do co´digo do SO (contida no direto´rio
ARINC653), que fornece a API definida pela ARINC 653, enquanto a
porc¸a˜o espec´ıfica do SO (localizada no direto´rio ARINC653 PORT)
e´ responsa´vel pelo acesso a`s bibliotecas de interac¸a˜o com o hardware
(armazenadas no direto´rio Hardware).
Figura 5 – Componentes do SO
Apresenta-se, a seguir, detalhes sobre o conteu´do de cada um dos
direto´rios e arquivos apresentados, citando de forma sucinta a func¸a˜o
de cada um desses elementos no SO desenvolvido. Vale ressaltar que,
para a migrac¸a˜o do SO a novas plataformas de hardware, podem ser
necessa´rios outros arquivos e/ou direto´rios ale´m destes, ou alguns deles
podem na˜o ser necessa´rios.
O direto´rio Application conte´m os arquivos relacionados ao
software de aplicac¸a˜o, que sa˜o apresentados a seguir:
module.c/module.h Conteˆm a implementac¸a˜o do mo´dulo, que e´
composta de sua partic¸a˜o padra˜o e de seu HM callback (caso
exista), ale´m de estruturas que definem os atributos de cada
uma de suas partic¸o˜es;
partitionX.c/partitionX.h Conteˆm a implementac¸a˜o da partic¸a˜o de
nome PartitionX, que e´ composta de seu processo padra˜o, seus
processos de aplicac¸a˜o, seu processo tratador de erros e seu HM
callback (caso esses existam), e conteˆm ainda as estruturas de
atributos de seus processos;
configuration.c/configuration.h Gerados com base no arquivo de
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configurac¸a˜o do mo´dulo, conteˆm as informac¸o˜es de configurac¸a˜o
de todos os elementos do sistema;
AM335X.cmd Arquivo de comandos do linker (espec´ıfico da pla-
taforma de hardware utilizada), que e´ gerado com base no ar-
quivo de configurac¸a˜o do mo´dulo e determina o mapeamento de
memo´ria do sistema.
O direto´rio ARINC653 conte´m a porc¸a˜o gene´rica do co´digo do
nu´cleo do SO, e e´ formado pelos seguintes arquivos:
arinc653.h Da´ acesso a todas as definic¸o˜es necessa´rias ao software de
aplicac¸a˜o, sendo o u´nico arquivo do SO que deve ser inclu´ıdo por
esse;
arinc653 clock.h Define macros de manipulac¸a˜o do relo´gio do
mo´dulo;
arinc653 common.c/arinc653 common.h Conteˆm func¸o˜es de
propo´sito geral empregadas pelo nu´cleo;
arinc653 configuration.c/arinc653 configuration.h Conteˆm
func¸o˜es de acesso a`s estruturas de configurac¸a˜o do sistema;
arinc653 core.c/arinc653 core.h Definem estruturas e func¸o˜es uti-
lizadas no nu´cleo do SO para controle dos elementos do sistema;
arinc653 priorityqueue.c/arinc653 priorityqueue.h Conteˆm a
implementac¸a˜o da fila de prioridades empregada pelo nu´cleo do
SO;
arinc653 scheduler.c/arinc653 scheduler.h Conteˆm o algoritmo
de escalonamento de partic¸o˜es e processos;
arinc653 heap.c/arinc653 heap.h Definem estruturas e func¸o˜es
para gerenciamento da alocac¸a˜o dinaˆmica de memo´ria;
arinc653 systemManagement.c Conte´m os servic¸os de
gerenciamento do sistema;
arinc653 moduleManagement.c Conte´m os servic¸os de gerencia-
mento do mo´dulo;
arinc653 partitionManagement.c Conte´m os servic¸os de gerencia-
mento de partic¸o˜es;
arinc653 processManagement.c Conte´m os servic¸os de gerencia-
mento de processos;
arinc653 timeManagement.c Conte´m os servic¸os de gerenciamento
de tempo;
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arinc653 healthMonitoring.c Conte´m os servic¸os do mecanismo de
monitoramento;
arinc653 interpartitionCommunication samplingPort.c
Conte´m os servic¸os de comunicac¸a˜o interpartic¸a˜o com portas de
amostragem;
arinc653 interpartitionCommunication queuingPort.c Conte´m
os servic¸os de comunicac¸a˜o interpartic¸a˜o com portas de
enfileiramento;
arinc653 intrapartitionCommunication buffer.c Conte´m os
servic¸os de comunicac¸a˜o intrapartic¸a˜o com buffers;
arinc653 intrapartitionCommunication blackboard.c Conte´m
os servic¸os de comunicac¸a˜o intrapartic¸a˜o com blackboards;
arinc653 intrapartitionCommunication semaphore.c Conte´m
os servic¸os de comunicac¸a˜o intrapartic¸a˜o com sema´foros;
arinc653 intrapartitionCommunication event.c Conte´m os
servic¸os de comunicac¸a˜o intrapartic¸a˜o com eventos.
O direto´rio ARINC653 PORT conte´m a porc¸a˜o espec´ıfica do
co´digo do nu´cleo do SO para a plataforma de hardware utilizada, que
e´ formada pelos seguintes arquivos:
arinc653 port types.h Conte´m definic¸o˜es de tipos de dados ba´sicos;
arinc653 port.c/arinc653 port.h Conteˆm a implementac¸a˜o em
linguagem C dos me´todos requeridos pelo nu´cleo do SO para
operac¸a˜o na plataforma de hardware;
arinc653 port asm.asm Conte´m a implementac¸a˜o em linguagem as-
sembly de me´todos requeridos pelo nu´cleo do SO;
arinc653 port reset asm.asm Conte´m a implementac¸a˜o em lingua-
gem assembly do procedimento de inicializac¸a˜o do processador;
arinc653 systempartition io.c Conte´m a implementac¸a˜o de uma
partic¸a˜o de sistema destinada ao tratamento da troca de dados
para mecanismos de comunicac¸a˜o interpartic¸a˜o, incluindo a
transmissa˜o dessas informac¸o˜es atrave´s de uma ou mais
interfaces de comunicac¸a˜o oferecidas pela plataforma de
hardware utilizada.
O direto´rio Hardware, por sua vez, conte´m diversas bibliotecas
para interac¸a˜o com a plataforma de hardware, e portanto seu conteu´do
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esta´ intimamente relacionado a ela. A maioria das bibliotecas en-
contradas nesse direto´rio foram obtidas do pacote de desenvolvimento
AM335X StarterWare, com excec¸a˜o da biblioteca de manipulac¸a˜o das
tabelas de traduc¸a˜o da MMU , que foi desenvolvida como parte deste
trabalho por na˜o possuir equivalente nesse pacote. As bibliotecas ob-
tidas a partir do AM335X StarterWare sofreram o mı´nimo poss´ıvel de
alterac¸o˜es, a fim de evitar sua descaracterizac¸a˜o, tendo sido apenas adi-
cionados ou complementados procedimentos cujo formato original na˜o
atendia a`s necessidades do SO desenvolvido.
Conforme pode-se observar nessa estrutura, o co´digo do nu´cleo
do SO e´ compilado em conjunto com o software de aplicac¸a˜o executado
sobre ele. Outras abordagens poderiam ser utilizadas, podendo por
exemplo o SO carregar o software de aplicac¸a˜o em tempo de execuc¸a˜o,
pore´m dessa forma a depurac¸a˜o do co´digo do nu´cleo em conjunto com
o da aplicac¸a˜o so´ seria poss´ıvel com a elaborac¸a˜o de elementos de ins-
trumentac¸a˜o de co´digo – o que na˜o pertence ao escopo deste trabalho.
Uma vantagem relevante dessa abordagem esta´ no fato de que, com
ela, o mapa de memo´ria completo do sistema e´ definido antes de sua
execuc¸a˜o, e portanto os enderec¸os e tamanhos das principais regio˜es de
memo´ria utilizadas por seus elementos sa˜o previamente conhecidos, o
que representa ganhos dida´ticos considera´veis.
Apresenta-se na Figura 6 uma representac¸a˜o em alto n´ıvel do
processo de compilac¸a˜o e execuc¸a˜o de uma aplicac¸a˜o sobre o SO desen-
volvido neste trabalho na plataforma de hardware empregada. Nesse
processo, que e´ detalhado e exemplificado no Apeˆndice B, o co´digo
fonte do SO e das aplicac¸o˜es sobre ele executadas e´ compilado e trans-
formado, atrave´s de um conjunto de ferramentas, para que possa ser
finalmente carregado por um bootloader para execuc¸a˜o na plataforma.
Figura 6 – Processo de compilac¸a˜o e execuc¸a˜o
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4.2 GEREˆNCIA DE PROCESSADOR: FILA DE PRIORIDADES
Filas de prioridades sa˜o estruturas de dados que teˆm como func¸a˜o
a selec¸a˜o de elementos de forma ordenada, ascendente ou descendente-
mente, com base em um atributo desses elementos – que pode variar
de acordo com o fim ao qual a estrutura serve – denominado priori-
dade. Por exemplo, para controle dos processos em espera por um
determinado recurso pode ser utilizada uma fila de prioridades na qual
seu atributo de ordenac¸a˜o (prioridade) indica, por exemplo, o tempo
ma´ximo durante o qual o processo utilizara´ o recurso. Nesse caso, a
ordenac¸a˜o da fila de prioridades definira´ se sera˜o atendidos antes pro-
cessos que utilizara˜o o recurso por pouco tempo ou antes aqueles que
demandam sua utilizac¸a˜o por um longo per´ıodo (WEISS, 2011). Esta
sec¸a˜o tem por objetivo apresentar a fila de prioridades implementada
para o SO desenvolvido neste trabalho, destacando algumas das func¸o˜es
nas quais essa foi empregada.
Diversos dos recursos bloqueantes oferecidos por SOs
compat´ıveis com a ARINC 653 devem suportar tanto o atendimento
de processos em ordem de prioridade quanto em ordem de chegada,
ou seja, em pol´ıtica FIFO (ARINC, 2006a). Por esse motivo, a fila de
prioridades desenvolvida neste trabalho pode ter a ordenac¸a˜o por
prioridades desabilitada, passando assim a apresentar comportamento
ideˆntico ao de uma fila FIFO . Essa fila de prioridades consiste
em uma lista duplamente encadeada de estruturas do tipo
priorityqueueENTRY que conteˆm dois campos principais: a
prioridade e o valor. A prioridade, conforme citado, define a
ordenac¸a˜o das entradas na fila, e o valor e´ um campo gene´rico
utilizado para identificar o elemento ao qual a entrada se refere. E´
definida ainda uma estrutura raiz do tipo priorityqueueRECORD
que aponta a cabeceira da fila, indica se a fila utiliza ou na˜o ordenac¸a˜o
por prioridades e, caso utilize, indica ainda o tipo de ordenac¸a˜o por
ela utilizado (ascendente ou descendente). Quando utilizada
ordenac¸a˜o por prioridades, a cabeceira da fila e´ o elemento de maior
ou menor prioridade nela contido segundo o tipo de ordenac¸a˜o
empregado, e quando utilizada ordenac¸a˜o FIFO a cabeceira e´ o
elemento mais antigo da fila (inserido ha´ mais tempo). Por tratar-se
de uma lista duplamente encadeada, as entradas possuem ponteiros
para os elementos anterior e posterior, e portanto uma entrada nunca
pode ser inserida em mais de uma fila de prioridades ao mesmo tempo.
O algoritmo de enfileiramento empregado itera sobre os elemen-
tos da fila ate´ a localizac¸a˜o da posic¸a˜o correta de inserc¸a˜o do elemento,
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apresentando portanto complexidade da ordem O(n). O algoritmo de
remoc¸a˜o, tanto para a cabeceira quanto para qualquer outro elemento
da fila, utiliza os ponteiros da lista duplamente encadeada, apresen-
tando portanto complexidade O(1). O acesso a` cabeceira da fila sem
removeˆ-la, que e´ a operac¸a˜o mais frequentemente realizada pelo SO de-
senvolvido sobre as filas de prioridade, e´ realizada diretamente atrave´s
do registro raiz e, portanto, tambe´m possui complexidade O(1). A uti-
lizac¸a˜o de um algoritmo de enfileiramento iterativo de complexidade
O(n) justifica-se pela necessidade de atendimento a` caracter´ıstica exi-
gida pela especificac¸a˜o para diversos elementos do SO de que, se inse-
ridas apenas entradas de mesma prioridade numa fila, o elemento da
cabeceira deve ser aquele mais antigo, ou seja, nessa situac¸a˜o a fila
de prioridades deve comportar-se como uma fila de pol´ıtica FIFO –
essa exigeˆncia pode ser verificada tanto para o escalonamento de pro-
cessos quanto para o tratamento de processos bloqueados em recursos
(ARINC, 2006a). Na auseˆncia dessa exigeˆncia seria poss´ıvel o emprego
de estruturas mais eficientes, como heaps bina´rias, que ofereceriam en-
fileiramento e remoc¸a˜o com complexidade O(log2n); pore´m, destaca-se
que os ganhos decorrentes da utilizac¸a˜o de uma fila de prioridades mais
eficiente seriam relevantes apenas para grandes sistemas (dezenas a
centenas de processos).
No SO desenvolvido neste trabalho, filas de prioridades sa˜o uti-
lizadas para desempenho de diversas tarefas, das quais destaca-se por
exemplo:
Escalonamento de partic¸o˜es Emprega uma fila de prioridades com
ordenac¸a˜o ascendente que tem como atributo de ordenac¸a˜o (pri-
oridade) o hora´rio de in´ıcio da janela de tempo das partic¸o˜es
prontas e como valor o identificador da partic¸a˜o, bastando para
realizac¸a˜o do escalonamento a escolha da partic¸a˜o da cabeceira
da fila ate´ que o hora´rio de fim de sua janela de tempo atual seja
alcanc¸ado;
Escalonamento de processos Emprega filas de prioridades com or-
denac¸a˜o descendente cujo atributo de ordenac¸a˜o e´ a prioridade
atual dos processos prontos e cujo valor e´ o identificador do pro-
cesso, sendo executado sempre o processo da cabeceira da fila, ou
seja, o de maior prioridade;
Bloqueio de processos Cada recurso bloqueante do SO possui uma
fila de prioridades com ordenac¸a˜o descendente que tem como va-
lor o identificador do processo e como atributo de ordenac¸a˜o a
prioridade atual do processo, sendo atendido primeiro sempre o
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processo que encontra-se na cabeceira da fila; caso o recurso opere
com atendimento de processos em pol´ıtica FIFO , a ordenac¸a˜o por
prioridade da fila e´ desabilitada.
Sa˜o apresentados a seguir os tipos de dados utilizados pela fila de
prioridades implementada, associados aos tipos gene´ricos aos quais sa˜o
mapeados no SO desenvolvido (cuja definic¸a˜o pode ser consultada no
Apeˆndice C). Observa-se que os tipos gene´ricos utilizados nesse mapea-
mento sa˜o os mais abrangentes dentre os suportados, para que a fila de
prioridades possa servir a diversos fins sem a necessidade de emprego
de diferentes tipos de dados.
priorityqueuePRIORITY (portUINT64) Armazena os atributos
de ordenac¸a˜o de elementos (prioridades);
priorityqueueVALUE (portUINT64) Armazena os atributos de
distinc¸a˜o de elementos (valores);
priorityqueueSIZE (portSIZE) Armazena o tamanho de uma fila,
ou seja, o nu´mero de elementos nela contidos.
Apresenta-se a seguir uma breve descric¸a˜o dos servic¸os fornecidos
ao nu´cleo do SO desenvolvido neste trabalho para manipulac¸a˜o de filas
de prioridades:
PRIORITYQUEUE STARTUP Inicializa uma fila de prioridades,
limpando-a e definindo se sera´ ordenada por prioridade e, em caso
positivo, seu tipo de ordenac¸a˜o;
PRIORITYQUEUE INITIALIZEENTRY Inicializa uma
entrada de fila de prioridades, considerando-a na˜o enfileirada;
PRIORITYQUEUE ENQUEUE Insere uma entrada em uma fila
de prioridades, falhando caso essa ja´ encontre-se enfileirada;
PRIORITYQUEUE REMOVE Remove uma entrada da fila de
prioridades na qual essa encontra-se enfileirada;
PRIORITYQUEUE CLEAR Limpa uma fila de prioridades, re-
movendo todos seus elementos e redefinindo seus paraˆmetros de
ordenac¸a˜o;
PRIORITYQUEUE GETCOUNT Retorna o nu´mero de entradas
existentes em uma fila de prioridades;
PRIORITYQUEUE ISEMPTY Retorna um valor lo´gico que in-
dica se uma determinada fila de prioridades encontra-se vazia;
PRIORITYQUEUE ISPRIORITIZED Retorna um valor lo´gico
que indica se uma determinada fila de prioridades utiliza or-
denac¸a˜o por prioridade;
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PRIORITYQUEUE ISASCENDING Retorna um valor lo´gico
que indica se uma determinada fila de prioridades utiliza
ordenac¸a˜o ascendente;
PRIORITYQUEUE ISENQUEUED Retorna um valor lo´gico que
indica se uma determinada entrada encontra-se enfileirada em
alguma fila de prioridades.
4.3 GEREˆNCIA DE PROCESSADOR: CONTEXTOS DE
EXECUC¸A˜O
SOs geralmente suportam a execuc¸a˜o de diversas tarefas de
forma concorrente, ou seja, executam tarefas de forma alternada sobre
um nu´cleo de processamento a fim de dar a impressa˜o de que esta˜o
sendo executadas de forma paralela. Essa abordagem exige que a
execuc¸a˜o de uma tarefa possa ser interrompida a um determinado
momento e retomada mais tarde, tornando necessa´rio que as
informac¸o˜es relacionadas ao estado do nu´cleo do processador (valores
de registradores) sejam armazenadas quando de sua interrupc¸a˜o, para
que possam ser restauradas no momento em que a execuc¸a˜o da tarefa
for retomada. A esse conjunto de informac¸o˜es da´-se o nome de
contexto de execuc¸a˜o, e o processo de interrupc¸a˜o de uma tarefa e
retomada de outra e´ chamado de troca de contexto de execuc¸a˜o
(ARPACI-DUSSEAU, 2012). A troca de contexto de execuc¸a˜o deve ser
realizada de forma que, do ponto de vista de uma tarefa, apo´s a
restaurac¸a˜o de seu contexto de execuc¸a˜o o estado do processador seja
exatamente o mesmo que era no momento em que essa foi
interrompida (TANENBAUM; WOODHULL, 2005). Diferentes
abordagens sa˜o poss´ıveis para o armazenamento e restaurac¸a˜o de
contextos de execuc¸a˜o, das quais duas sera˜o apresentadas a seguir:
Armazenamento na pilha da tarefa Quando uma tarefa e´
interrompida os valores dos registradores sa˜o salvos na pilha de
execuc¸a˜o da tarefa, e para restaurac¸a˜o esses sa˜o desempilhados e
transferidos de volta aos mesmos registradores; essa abordagem
oferece baixo custo computacional, ja´ que o topo da pilha de
execuc¸a˜o da tarefa e´ apontado por um registrador do
nu´cleo de processamento e muitas arquiteturas permitem o
empilhamento/desempilhamento de mu´ltiplos registradores
atrave´s de uma u´nica instruc¸a˜o, pore´m pode ser desvantajosa
em caso de estouro da pilha, ja´ que nesse caso se torna
imposs´ıvel o armazenamento do contexto de execuc¸a˜o da tarefa
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(REAL TIME ENGINEERS LTD., 2014);
Armazenamento em estrutura dedicada Quando uma tarefa e´
interrompida seu contexto de execuc¸a˜o e´ armazenado em uma
estrutura de dados dedicada a esse fim, que e´ alocada junto a`s
demais informac¸o˜es da tarefa; nesse caso sua pilha de execuc¸a˜o
na˜o e´ alterada, pore´m existe um overhead associado ao acesso a`
estrutura de dados na qual o armazenamento e´ realizado, ja´ que
seu enderec¸o encontra-se na memo´ria e na˜o em um registrador,
como e´ o caso da abordagem anteriormente apresentada (OAR
CORPORATION, 2014).
No SO desenvolvido neste trabalho utilizou-se a abordagem de
salvamento de contextos de execuc¸a˜o em estruturas de dados dedicadas.
Apesar de apresentar um custo de processamento ligeiramente maior em
relac¸a˜o a` outra abordagem apresentada, essa permite o salvamento do
contexto de execuc¸a˜o quando da ocorreˆncia de erros de estouro de pilha.
Isso acaba por tornar o tratamento desse tipo de erro (que e´ exigido
pela especificac¸a˜o ARINC 653) mais simples e direto, por garantir a
integridade das informac¸o˜es do contexto de execuc¸a˜o afetado (ARINC,
2006a).
Em SOs tradicionais as tarefas que concorrem por execuc¸a˜o no
processador sa˜o as threads, sendo que cada processo possui no mı´nimo
uma delas e pode realizar a criac¸a˜o de outras conforme a aplicac¸a˜o a`
qual serve (ARPACI-DUSSEAU, 2012). Por sua vez, SOs compat´ıveis com
a especificac¸a˜o ARINC 653 possuem mu´ltiplas tarefas ligadas aos di-
versos elementos do sistema, e o escalonamento de cada uma delas varia
de acordo com a func¸a˜o a` qual servem. Ilustra-se na Figura 7 a dis-
posic¸a˜o dessas tarefas (em linhas tracejadas) em relac¸a˜o aos elementos
do sistema aos quais esta˜o relacionadas, e ainda sua cardinalidade (en-
tre pareˆnteses), que indica o nu´mero de tarefas do tipo em questa˜o que
podem ser encontradas no elemento ao qual pertence (ARINC, 2006a).
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Figura 7 – Tarefas de sistemas ARINC 653
No SO desenvolvido neste trabalho, cada uma dessas tarefas
representa um diferente contexto de execuc¸a˜o. Para cada um deles e´
alocada uma regia˜o de memo´ria para utilizac¸a˜o como pilha e uma
estrutura do tipo CONTEXT TYPE, que armazena o estado do
nu´cleo de processamento enquanto esse na˜o estiver em execuc¸a˜o, ale´m
de outras porc¸o˜es de memo´ria utilizadas pelo nu´cleo do SO para
outras finalidades. Entre as informac¸o˜es armazenadas pela estrutura
CONTEXT TYPE encontram-se o identificador do contexto de
execuc¸a˜o, apontadores para o in´ıcio e o fim da regia˜o de memo´ria
utilizada por ele como pilha e um contador da profundidade de
chamadas de servic¸os do SO atualmente efetuadas – que e´ utilizado
para controle da habilitac¸a˜o de interrupc¸o˜es para que esses servic¸os
sejam executados atomicamente. Outro importante atributo dessa
estrutura e´ o enderec¸o PORT CONTEXT, que aponta uma
estrutura de dados do tipo PORT CONTEXT TYPE cuja
definic¸a˜o e´ espec´ıfica da plataforma de hardware utilizada, e e´
empregada para armazenamento do conteu´do dos registradores do
processador quando o contexto de execuc¸a˜o e´ salvo, podendo
armazenar tambe´m quaisquer outras informac¸o˜es que mostrarem-se
necessa´rias. Apresenta-se a seguir os atributos da estrutura
PORT CONTEXT TYPE empregados neste trabalho:
Identificador Identificador do contexto de execuc¸a˜o a ser atribu´ıdo ao
registrador CONTEXTIDR da MMU , que e´ utilizado para dis-
tinc¸a˜o dos contextos de execuc¸a˜o do sistema frente ao mecanismo
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de protec¸a˜o de memo´ria;
Enderec¸o da tabela de traduc¸a˜o Enderec¸o da tabela de traduc¸a˜o
utilizada pela MMU durante o processamento do contexto de
execuc¸a˜o;
Registradores R0-R15 e CPSR Sa˜o os registradores do nu´cleo do
processador, incluindo SP, LR e PC, e o registrador de estado
do nu´cleo CPSR;
Registradores D0-D15, FPSCR e FPEXC Sa˜o os registradores
do coprocessador VFP – observa-se que os registradores
D16-D31 desse coprocessador sa˜o desabilitados pelo SO, ja´ que
na˜o sa˜o necessa´rios para operac¸o˜es nume´ricas t´ıpicas, e portanto
na˜o precisam ser salvos no contexto de execuc¸a˜o.
Apresenta-se a seguir os contextos de execuc¸a˜o utilizados pelo
SO desenvolvido e suas func¸o˜es, associando ao nome de cada um deles
uma sigla que e´ empregada a seguir para refereˆncia resumida.
Partic¸a˜o padra˜o do mo´dulo (MOD.DEF) Contexto de execuc¸a˜o
espec´ıfico do SO implementado neste trabalho, ou seja, cuja
existeˆncia na˜o e´ exigida pela especificac¸a˜o ARINC 653, no qual o
mo´dulo e´ inicializado (suas partic¸o˜es sa˜o criadas e inicializadas);
apo´s a chamada ao servic¸o SET MODULE MODE para
transic¸a˜o ao modo de operac¸a˜o NORMAL, passa a ser
executado apenas durante as janelas de tempo do major frame
que na˜o foram alocadas a qualquer partic¸a˜o, passando enta˜o a
ser denominado partic¸a˜o ociosa do mo´dulo;
HM callback do mo´dulo (MOD.HMC) Contexto de execuc¸a˜o do
mecanismo de monitoramento que e´ disparado quando da
ocorreˆncia de erros mapeados em configurac¸a˜o para o n´ıvel de
mo´dulo;
HM callback de partic¸a˜o (PAR.HMC) Contexto de execuc¸a˜o do
mecanismo de monitoramento que e´ disparado quando da
ocorreˆncia de erros mapeados em configurac¸a˜o para o n´ıvel de
partic¸a˜o, ou na ocorreˆncia de erros mapeados para o n´ıvel de
processo quando da auseˆncia de um processo tratador de erros
na partic¸a˜o (ARINC, 2006a);
Tratador de erros de partic¸a˜o (PAR.EH) Contexto de execuc¸a˜o
do processo tratador de erros de uma partic¸a˜o, o qual e´ disparado
quando da ocorreˆncia de erros mapeados em configurac¸a˜o para o
n´ıvel de processo;
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Processo padra˜o de partic¸a˜o (PAR.DEF) Contexto de execuc¸a˜o
no qual uma partic¸a˜o e´ inicializada, ou seja, tem seus processos,
artefatos de comunicac¸a˜o e demais elementos criados e
inicializados; segundo a especificac¸a˜o, este contexto de execuc¸a˜o
pode ser ou na˜o mantido apo´s a transic¸a˜o da partic¸a˜o para o
modo de operac¸a˜o NORMAL por uma chamada ao servic¸o
SET PARTITION MODE (ARINC, 2006a); portanto, na
implementac¸a˜o realizada neste trabalho, esse contexto de
execuc¸a˜o e´ mantido e passa a ser executado durante os
intervalos de tempo alocados para a partic¸a˜o nos quais nenhum
processo esta´ pronto para execuc¸a˜o, passando enta˜o a ser
denominado processo ocioso da partic¸a˜o;
Processo (PRO) Contexto de execuc¸a˜o de um processo de uma
partic¸a˜o, utilizado para execuc¸a˜o do software de aplicac¸a˜o.
4.4 GEREˆNCIA DE PROCESSADOR: ESCALONAMENTO DE TA-
REFAS
Algoritmos de escalonamento de tarefas empregados em SOs sa˜o
responsa´veis por decidir qual (ou quais) dos contextos de execuc¸a˜o
dispon´ıveis deve(m) receber recursos de processamento em um deter-
minado momento, e a forma como eles sa˜o implementados influencia
diretamente no comportamento temporal do sistema. Em SOs tradi-
cionais, por exemplo, os algoritmos de escalonamento empregados teˆm
por objetivo alocar a execuc¸a˜o de processos de forma que nenhum deixe
de ser executado durante longos per´ıodos, a menos que encontrem-se
bloqueados (ARPACI-DUSSEAU, 2012). Em SOTRs o escalonamento e´
geralmente realizado com base em prioridades, ou seja, o processo es-
colhido e´ sempre o de maior prioridade que encontra-se pronto para
execuc¸a˜o, pore´m sa˜o poss´ıveis outras abordagens para obtenc¸a˜o de di-
ferentes caracter´ısticas temporais (ARPACI-DUSSEAU, 2012; WONG et al.,
2008; CARPENTER et al., 2004). Por sua vez, os algoritmos empregados
em SOs compat´ıveis com a especificac¸a˜o ARINC 653 devem realizar
o escalonamento de tarefas em dois n´ıveis: no primeiro n´ıvel ocorre o
escalonamento de partic¸o˜es, de acordo com a escala temporal esta´tica
definida no arquivo de configurac¸a˜o do mo´dulo, e no segundo n´ıvel e´
realizado o escalonamento dos processos de cada uma das partic¸o˜es com
base em suas prioridades atuais (ARINC, 2006a).
O escalonamento de partic¸o˜es e de processos do SO desenvol-
vido neste trabalho e´ realizado atrave´s de uma interrupc¸a˜o perio´dica
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disparada a cada 1ms (mas cujo per´ıodo pode ser ajustado) que salva
o contexto de execuc¸a˜o atual, atualiza o relo´gio do sistema, executa
o algoritmo de escalonamento e, finalmente, restaura o (possivelmente
novo) contexto de execuc¸a˜o. Para gerac¸a˜o dessa interrupc¸a˜o perio´dica
empregou-se o timer de propo´sito geral denominado DMTimer2, con-
figurado para operar em modo de temporizac¸a˜o com recarga automa´tica
do contador quando da ocorreˆncia de estouro (TI, 2011). Devido a`
frequeˆncia com que o algoritmo de escalonamento e´ executado, fica evi-
dente que a granularidade da escala de partic¸o˜es e dos atributos tem-
porais de processos e´ da ordem de milissegundos. Essa frequeˆncia pode
ser reduzida a fim de diminuir o overhead a ela associado, pore´m com
essa reduc¸a˜o a granularidade do escalonamento de partic¸o˜es e de pro-
cessos e´ diretamente afetada. Por exemplo, com a alterac¸a˜o do per´ıodo
de execuc¸a˜o do escalonador para dez milissegundos, todos os hora´rios
das janelas de tempo da escala de partic¸o˜es precisara˜o ser necessaria-
mente convertidos em mu´ltiplos desse valor, ou o escalonamento na˜o
sera´ realizado corretamente.
Para implementac¸a˜o do algoritmo de escalonamento do SO de-
senvolvido neste trabalho, tomou-se como base aquele utilizado pelo
FreeRTOS (REAL TIME ENGINEERS LTD., 2014) para escalonamento
de processos por prioridade, sendo portanto necessa´rio complementa´-
lo com o escalonamento de partic¸o˜es segundo uma escala esta´tica e,
ainda, o disparo de tarefas de alta prioridade para tratamento de erros
segundo as exigeˆncias da ARINC 653. A fim de facilitar a compreensa˜o
de seu funcionamento, o algoritmo foi dividido nas operac¸o˜es ba´sicas
apresentadas simplificadamente a seguir, nas quais foi omitido o esca-
lonamento de tarefas relacionadas ao mecanismo de monitoramento:
Escalonamento de sa´ıda de partic¸a˜o Caso haja uma partic¸a˜o em
execuc¸a˜o que, segundo a escala de partic¸o˜es, deve sair de
execuc¸a˜o no hora´rio atual, coloca em execuc¸a˜o a partic¸a˜o
padra˜o do mo´dulo;
Escalonamento de entrada de partic¸a˜o Caso na˜o haja partic¸a˜o
em execuc¸a˜o e haja uma partic¸a˜o pronta que, segundo a escala
de partic¸o˜es, deve entrar em execuc¸a˜o no hora´rio atual, coloca-a
em execuc¸a˜o;
Escalonamento de sa´ıda de processo Caso haja um processo em
execuc¸a˜o na partic¸a˜o que na˜o e´ o processo pronto de maior pri-
oridade, ou se na˜o houver nenhum processo pronto, coloca em
execuc¸a˜o o processo padra˜o da partic¸a˜o atual;
Escalonamento de entrada de processo Caso na˜o haja um pro-
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cesso em execuc¸a˜o na partic¸a˜o e existam processos prontos, co-
loca o processo pronto de maior prioridade atual em execuc¸a˜o na
partic¸a˜o atual;
Tratamento de eventos de processos Trata agendamentos de es-
pera e a detecc¸a˜o de perdas de deadline dos processos da partic¸a˜o
atual.
Apresenta-se no Trecho de Co´digo 4.1 uma simplificac¸a˜o do algo-
ritmo de escalonamento de tarefas empregado no SO desenvolvido, com
o objetivo de clarificar a forma como essas operac¸o˜es ba´sicas sa˜o imple-
mentadas e utilizadas para realizac¸a˜o do escalonamento de partic¸o˜es e
de processos. Essa simplificac¸a˜o omite diversos detalhes do algoritmo
completo, pore´m inclui o escalonamento das tarefas do mecanismo de
monitoramento exigido pela especificac¸a˜o ARINC 653, ou seja, dos pro-
cessos tratadores de erros e HM callbacks das partic¸o˜es e do HM callback
do mo´dulo.
Trecho de Co´digo 4.1 – Algoritmo de escalonamento
1 Procedimento ESCALONAR_SAIDA_PARTICAO:
2 Se o HM callback do mo´dulo esta´ em execuc¸~ao
3 Se o HM callback do mo´dulo deve ser parado
4 Escalona a partic¸~ao padr~ao do mo´dulo
5 Retorna
6 Se n~ao ha´ uma partic¸~ao em execuc¸~ao no mo´dulo
7 Retorna
8 Se o HM callback do mo´dulo deve ser iniciado
9 Escalona a partic¸~ao padr~ao do mo´dulo
10 Retorna
11 Se n~ao existe partic¸~ao pronta no mo´dulo
12 Escalona a partic¸~ao padr~ao do mo´dulo
13 Retorna
14 Se foi alcanc¸ado o fim da janela de tempo da partic¸~ao atual
15 Remove a partic¸~ao atual da fila de partic¸~oes prontas
16 Prepara a pro´xima janela de tempo da partic¸~ao atual
17 Insere a partic¸~ao atual na fila de partic¸~oes prontas
18 Escalona a partic¸~ao padr~ao do mo´dulo
19 Fim
20
21 Procedimento ESCALONAR_ENTRADA_PARTICAO:
22 Se ha´ uma partic¸~ao em execuc¸~ao no mo´dulo
23 Retorna
24 Se o HM callback do mo´dulo esta´ em execuc¸~ao
25 Retorna
26 Se o HM callback do mo´dulo deve ser iniciado
27 Escalona o HM callback do mo´dulo
28 Retorna
29 Se ha´ uma partic¸~ao pronta cuja janela de tempo foi alcanc¸ada
30 Coloca a partic¸~ao em execuc¸~ao
31 Fim
32
33 Procedimento TRATAR_EVENTOS_PROCESSOS:
34 Se n~ao ha´ uma partic¸~ao em execuc¸~ao no mo´dulo
35 Retorna
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36 Para processos cujo tempo de espera foi atingido
37 Termina a espera do processo
38 Para processos cujo deadline foi atingido
39 Gera erro do tipo DEADLINE_MISSED
40 Fim
41
42 Procedimento ESCALONAR_SAIDA_PROCESSO:
43 Se n~ao ha´ uma partic¸~ao em execuc¸~ao no mo´dulo
44 Retorna
45 Se o HM callback da partic¸~ao esta´ em execuc¸~ao
46 Se o HM callback da partic¸~ao deve ser parado
47 Escalona o processo padr~ao da partic¸~ao
48 Retorna
49 Se o tratador de erros da partic¸~ao esta´ em execuc¸~ao
50 Se o tratador de erros da partic¸~ao deve ser parado
51 Escalona o processo padr~ao da partic¸~ao
52 Retorna
53 Se n~ao ha´ um processo em execuc¸~ao na partic¸~ao
54 Retorna
55 Se o HM callback da partic¸~ao deve ser iniciado
56 Escalona o processo padr~ao da partic¸~ao
57 Retorna
58 Se o tratador de erros da partic¸~ao deve ser iniciado
59 Escalona o processo padr~ao da partic¸~ao
60 Retorna
61 Se o processo em execuc¸~ao n~ao e´ o pronto de maior prioridade
62 Escalona o processo padr~ao da partic¸~ao
63 Fim
64
65 Procedimento ESCALONAR_ENTRADA_PROCESSO:
66 Se n~ao ha´ uma partic¸~ao em execuc¸~ao no mo´dulo
67 Retorna
68 Se o HM callback da partic¸~ao esta´ em execuc¸~ao
69 Retorna
70 Se o HM callback da partic¸~ao deve ser iniciado
71 Escalona o HM callback da partic¸~ao
72 Retorna
73 Se o tratador de erros da partic¸~ao esta´ em execuc¸~ao
74 Retorna
75 Se o tratador de erros da partic¸~ao deve ser iniciado
76 Escalona o tratador de erros da partic¸~ao
77 Retorna
78 Se ha´ um processo em execuc¸~ao na partic¸~ao
79 Retorna
80 Se ha´ processos prontos
81 Escalona o processo pronto de maior prioridade
82 Fim
83
84 Procedimento ESCALONADOR:
85 // Na partic¸~ao atual
86 TRATAR_EVENTOS_PROCESSOS ()
87 ESCALONAR_SAIDA_PROCESSO ()
88 ESCALONAR_ENTRADA_PROCESSO ()
89 ESCALONAR_SAIDA_PARTICAO ()
90 // Se uma nova partic¸~ao sera´ executada
91 Se ESCALONAR_ENTRADA_PARTICAO ()
92 // Na nova partic¸~ao
93 TRATAR_EVENTOS_PROCESSOS ()
94 ESCALONAR_SAIDA_PROCESSO ()
95 ESCALONAR_ENTRADA_PROCESSO ()
96 Fim
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Apresenta-se a seguir os me´todos definidos no nu´cleo do SO
desenvolvido neste trabalho para utilizac¸a˜o do algoritmo de escalona-
mento de tarefas:
SCHEDULER SCHEDULEPARTITIONOUT Efetua o escalo-
namento de sa´ıda de partic¸a˜o;
SCHEDULER SCHEDULEPARTITIONIN Efetua o escalona-
mento de entrada de partic¸a˜o;
SCHEDULER STARTPARTITIONSCHEDULER Inicializa o
escalonamento de partic¸o˜es, ou seja, preenche a fila de
prioridades de partic¸o˜es prontas, inicializa o relo´gio do mo´dulo,
ativa a interrupc¸a˜o perio´dica de escalonamento e executa o
escalonador pela primeira vez, ativando o primeiro contexto de
execuc¸a˜o (que podera´ ser a partic¸a˜o padra˜o ou o processo
padra˜o de uma das partic¸o˜es);
SCHEDULER HANDLEPROCESSESEVENTS Efetua o
tratamento de eventos de processos;
SCHEDULER SCHEDULEPROCESSOUT Efetua o escalona-
mento de sa´ıda de processo;
SCHEDULER SCHEDULEPROCESSIN Efetua o
escalonamento de entrada de processo;
SCHEDULER STARTPROCESSSCHEDULER Inicializa o es-
calonamento de processos na partic¸a˜o atual, ou seja, calcula os
hora´rios de liberac¸a˜o e deadlines dos processos que foram inicia-
dos durante a inicializac¸a˜o da partic¸a˜o de acordo com as definic¸o˜es
fornecidas pela especificac¸a˜o (ARINC, 2006a), e solicita a execuc¸a˜o
do algoritmo de escalonamento para eventual troca do contexto
de execuc¸a˜o de acordo com o novo cena´rio;
SCHEDULER Executa o algoritmo de escalonamento conforme
apresentado no Trecho de Co´digo 4.1;
TICK Atualiza o relo´gio do sistema de acordo com o intervalo da
interrupc¸a˜o perio´dica, reinicializa a escala de partic¸o˜es caso o
hora´rio de fim do major frame tenha sido alcanc¸ado e, finalmente,
executa o algoritmo de escalonamento.
O algoritmo de escalonamento de tarefas mante´m uma varia´vel
global denominada CURRENT CONTEXT que aponta a estru-
tura que armazena o contexto de execuc¸a˜o que esta´ sendo proces-
sado no momento ou que devera´ ser retomado apo´s a conclusa˜o do
algoritmo de escalonamento, ou seja, o contexto de execuc¸a˜o e´ salvo
nessa estrutura antes da execuc¸a˜o do algoritmo e restaurado a partir
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dela apo´s sua conclusa˜o. E´ utilizada ainda uma varia´vel denominada
NEXT CONTEXT que, durante a execuc¸a˜o do algoritmo de escalo-
namento, aponta a estrutura que armazena o contexto de execuc¸a˜o que
deve ser retomado apo´s sua execuc¸a˜o, ou apresenta valor nulo (null)
caso o contexto de execuc¸a˜o na˜o deva ser alterado; quando o algoritmo
de escalonamento e´ conclu´ıdo, a varia´vel CURRENT CONTEXT
assume o valor da varia´vel NEXT CONTEXT.
Essa abordagem de escalonamento tem como principal vanta-
gem sua simplicidade de compreensa˜o e implementac¸a˜o, ale´m de exigir
a utilizac¸a˜o de uma u´nica interrupc¸a˜o perio´dica de frequeˆncia ajusta´vel,
desde que observada a granularidade das escalas. Como desvantagem
pode-se apontar o fato de que, com ela, o jitter causado pela desabi-
litac¸a˜o de interrupc¸o˜es afeta tanto o escalonamento de processos quanto
o de partic¸o˜es, na˜o violando pore´m o atendimento a` especificac¸a˜o, ja´
que essa admite a existeˆncia de jitter, desde que com mı´nimos efeitos
no processo de escalonamento (ARINC, 2006a). Outras abordagens sa˜o
poss´ıveis para o escalonamento de partic¸o˜es e processos em SOs com-
pat´ıveis com a ARINC 653, como por exemplo empregando recursos
de virtualizac¸a˜o de forma que cada partic¸a˜o seja executada em uma
ma´quina virtual distinta, permitindo inclusive que sejam utilizados di-
ferentes SOs nas partic¸o˜es (VANDERLEEST, 2010).
4.5 GEREˆNCIA DE PROCESSADOR: ESTADOS DO SISTEMA
Cada um dos diferentes contextos de execuc¸a˜o do SO desen-
volvido neste trabalho representa tambe´m um ou mais dos poss´ıveis
estados do sistema, que sa˜o utilizados para definic¸a˜o do n´ıvel no qual
os erros detectados devem ser tratados em func¸a˜o da tarefa que estava
sendo executada no momento de sua ocorreˆncia. Por exemplo, caso
um erro seja gerado durante a inicializac¸a˜o de uma partic¸a˜o isso signi-
fica, necessariamente, que nenhum de seus processos esta´ em execuc¸a˜o,
de forma que a partic¸a˜o toda encontra-se comprometida e na˜o podera´
ser executada. Em contrapartida, se um erro e´ causado durante a
execuc¸a˜o de um processo dessa mesma partic¸a˜o (ou seja, apo´s sua ini-
cializac¸a˜o ser conclu´ıda), os demais processos podem na˜o ser afetados,
continuando em execuc¸a˜o apo´s o tratamento do erro. Apresenta-se a
seguir os estados do sistema utilizados pelo SO desenvolvido neste tra-
balho, associados aos identificadores atribu´ıdos a cada um deles para
utilizac¸a˜o nos arquivos de configurac¸a˜o do mo´dulo e na enumerac¸a˜o
SYSTEM STATE TYPE, que e´ empregada no co´digo do SO para
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indicac¸a˜o desses estados.
HM callback do mo´dulo (1) Foi detectado um erro mapeado em
configurac¸a˜o para o n´ıvel de mo´dulo, e o HM callback do mo´dulo
foi disparado e esta´ em execuc¸a˜o;
Partic¸a˜o padra˜o do mo´dulo (2) A partic¸a˜o padra˜o do mo´dulo esta´
sendo executada, ou seja, o mo´dulo esta´ em inicializac¸a˜o e o es-
calonamento de partic¸o˜es encontra-se desabilitado;
Partic¸a˜o ociosa do mo´dulo (3) A inicializac¸a˜o do mo´dulo foi con-
clu´ıda e a partic¸a˜o ociosa esta´ sendo executada pois a janela de
tempo atual na˜o foi alocada a qualquer outra partic¸a˜o;
HM callback de partic¸a˜o (4) Foi detectado um erro mapeado em
configurac¸a˜o para o n´ıvel de partic¸a˜o, e o HM callback da partic¸a˜o
foi disparado e esta´ em execuc¸a˜o;
Tratador de erros de partic¸a˜o (5) Foi detectado um erro mapeado
em configurac¸a˜o para o n´ıvel de processo, e o processo tratador
de erros da partic¸a˜o foi disparado e esta´ em execuc¸a˜o;
Processo padra˜o de partic¸a˜o (6) O processo padra˜o de uma
partic¸a˜o esta´ sendo executado, ou seja, uma partic¸a˜o esta´ em
inicializac¸a˜o e o escalonamento de partic¸o˜es encontra-se
habilitado, pore´m o escalonamento de processos da partic¸a˜o
atual encontra-se desabilitado;
Processo ocioso de partic¸a˜o(7) A inicializac¸a˜o de uma partic¸a˜o foi
conclu´ıda e o processo ocioso dessa partic¸a˜o esta´ sendo executado
pois na˜o ha´ outro processo da partic¸a˜o pronto;
Processo (8) Um processo de uma partic¸a˜o esta´ sendo executado;
Sistema operacional (9) Um servic¸o do SO foi invocado e esta´ em
execuc¸a˜o.
4.6 GEREˆNCIA DE MEMO´RIA: ALOCAC¸A˜O DINAˆMICA
O tamanho de algumas informac¸o˜es manipuladas pelo SO de-
senvolvido neste trabalho pode variar de acordo com a configurac¸a˜o do
sistema, ou ate´ mesmo em func¸a˜o de paraˆmetros fornecidos atrave´s de
servic¸os. A utilizac¸a˜o de alocac¸a˜o esta´tica de memo´ria para armazena-
mento dessas informac¸o˜es obrigaria a reserva de regio˜es muito maiores
que aquelas estritamente necessa´rias, ou exigiria um grande esforc¸o de
configurac¸a˜o para o dimensionamento adequado delas. Por esse motivo
empregou-se neste trabalho regio˜es de memo´ria de alocac¸a˜o dinaˆmica,
nas quais segmentos de dados de tamanho varia´vel podem ser reserva-
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dos pelo nu´cleo do SO. Sa˜o utilizadas regio˜es de alocac¸a˜o dinaˆmica de
memo´ria em dois diferentes escopos, que sa˜o apresentados a seguir:
De sistema E´ empregada apenas uma regia˜o deste tipo, que na˜o per-
tence a qualquer partic¸a˜o e e´ utilizada para alocac¸a˜o de segmen-
tos de dados destinados ao armazenamento de estruturas gerenci-
ais relacionadas aos diversos elementos do sistema (contextos de
execuc¸a˜o, por exemplo);
De partic¸a˜o Sa˜o empregadas diversas regio˜es deste tipo, cada uma
pertencente exclusivamente a uma partic¸a˜o, que sa˜o utilizadas
para armazenamento de informac¸o˜es gerais de seus elementos
(como as mensagens manipuladas pelos mecanismos de comu-
nicac¸a˜o interpartic¸a˜o e intrapartic¸a˜o, por exemplo).
Para manipulac¸a˜o das regio˜es de alocac¸a˜o dinaˆmica de memo´ria
e´ definida uma estrutura do tipo heapRECORD, que possui um apon-
tador para o enderec¸o inicial da regia˜o e campos que indicam seu ta-
manho total, seu tamanho ja´ alocado e o alinhamento desejado para
os enderec¸os gerados (todos em bytes). Ale´m disso os seguintes tipos
de dados sa˜o definidos, mapeados aos tipos ba´sicos associados (cuja
definic¸a˜o pode ser consultada no Apeˆndice C):
heapPOINTER (portBYTE*) Utilizado para armazenar
enderec¸os de segmentos de memo´ria alocados dinamicamente;
heapSIZE (portSIZE) Utilizado para indicar tamanhos de segmen-
tos de memo´ria alocados dinamicamente.
Apresenta-se, a seguir, uma breve descric¸a˜o dos servic¸os disponi-
bilizados ao nu´cleo do SO desenvolvido neste trabalho para a alocac¸a˜o
dinaˆmica de memo´ria:
HEAP STARTUP Inicializa uma estrutura heapRECORD,
definindo uma regia˜o de memo´ria a ser utilizada para alocac¸a˜o
dinaˆmica;
HEAP ALLOCATE Realiza a alocac¸a˜o de um segmento de memo´ria
em uma regia˜o definida por uma estrutura heapRECORD; um
ponteiro para a varia´vel que armazenara´ o enderec¸o do segmento
alocado e´ fornecido a este servic¸o, e a alocac¸a˜o so´ e´ efetuada
caso o valor dessa varia´vel seja zero (null), sendo esse mantido
inalterado em caso contra´rio, evitando assim sua realocac¸a˜o; os
segmentos de memo´ria alocados por este servic¸o teˆm todos seus
bytes anulados (atribu´ıdos com valor zero).
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A utilizac¸a˜o de regio˜es de alocac¸a˜o dinaˆmica sugere o na˜o cum-
primento a`s exigeˆncias da especificac¸a˜o ARINC 653 no que diz res-
peito a` alocac¸a˜o de memo´ria, ja´ que segundo ela toda a memo´ria utili-
zada pelo sistema deve ser reservada durante sua inicializac¸a˜o, e nunca
deve ser liberada (ARINC, 2006a). Portanto, e´ fundamental ressaltar
que, no SO desenvolvido neste trabalho, a memo´ria das regio˜es de
alocac¸a˜o dinaˆmica e´ reservada na primeira vez em que e´ solicitada
alocac¸a˜o e na˜o ha´ realocac¸a˜o ou liberac¸a˜o em ocasio˜es posteriores,
como seria o caso da reinicializac¸a˜o de partic¸o˜es. Ao inve´s disso, to-
dos os ponteiros para memo´ria alocada dinamicamente sa˜o mantidos
inalterados nessas situac¸o˜es, conforme citado na descric¸a˜o do me´todo
HEAP ALLOCATE. E´ tambe´m fundamental ressaltar que, em de-
correˆncia dessa caracter´ıstica, na˜o e´ poss´ıvel a alocac¸a˜o de regio˜es mai-
ores que aquelas inicialmente alocadas quando da reinicializac¸a˜o de
quaisquer elementos do sistema.
4.7 GEREˆNCIA DE MEMO´RIA: PROTEC¸A˜O DE MEMO´RIA
A principal func¸a˜o dos mecanismos de isolamento espacial
(protec¸a˜o de memo´ria) em SOs compat´ıveis com a ARINC 653 e´ a
detecc¸a˜o de tentativas de acesso a regio˜es de memo´ria proibidas,
geralmente causadas por erros de programac¸a˜o ou de configurac¸a˜o,
permitindo que sejam disparados mecanismos para tratamento desses
eventos de forma controlada (sem comprometimento do sistema)
(ARINC, 2006a). Alguns tipos de erro de acesso a` memo´ria, como por
exemplo estouros de pilha, podem ser detectados atrave´s de
mecanismos implementados em software, conforme apresentado em
(REAL TIME ENGINEERS LTD., 2014) e (OAR CORPORATION, 2014).
Pore´m essas abordagens na˜o oferecem garantias quanto a` detecc¸a˜o
desses erros, ja´ que empregam verificac¸o˜es perio´dicas e, portanto, na˜o
sa˜o capazes de legitimar todas as instruc¸o˜es que acessam a memo´ria.
Soluc¸o˜es eficientes para protec¸a˜o de memo´ria empregam dispositivos
de hardware dedicados a esse fim, como MPU s e MMU s, que
permitem a especificac¸a˜o de permisso˜es de acesso que sa˜o verificadas a
cada instruc¸a˜o executada, garantindo assim a detecc¸a˜o de quaisquer
acessos indevidos (ARM, 2012).
Conforme citado anteriormente, a utilizac¸a˜o da MMU oferecida
pelo processador empregado neste trabalho na˜o e´ ideal para o tipo de
sistema ao qual a ARINC 653 destina-se, sendo prefer´ıvel nesse con-
texto o emprego de MPU s. Pore´m, uma vez que esse processador na˜o
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oferece uma MPU , empregou-se um subconjunto mı´nimo de recursos
da MMU por ele oferecida para implementac¸a˜o da protec¸a˜o de memo´ria
exigida pela especificac¸a˜o. Em outras palavras, a MMU do processa-
dor e´ utilizada pelo SO com tabelas de traduc¸a˜o constru´ıdas de forma
que sejam gerados enderec¸os f´ısicos iguais aos enderec¸os virtuais requi-
sitados pelo software, tendo portanto como u´nico efeito a aplicac¸a˜o de
permisso˜es de acesso.
Apresenta-se nas pro´ximas sec¸o˜es a forma como a memo´ria ofe-
recida pela plataforma de hardware empregada e´ dividida em regio˜es
para utilizac¸a˜o pelo SO desenvolvido e as aplicac¸o˜es sobre ele executa-
das, assim como as permisso˜es de acesso atribu´ıdas a cada uma dessas
regio˜es. E´ apresentada ainda a biblioteca desenvolvida para construc¸a˜o
das tabelas de traduc¸a˜o e interac¸a˜o do nu´cleo do SO com a MMU do
processador.
4.7.1 Regio˜es de memo´ria
A separac¸a˜o da memo´ria do sistema em regio˜es e´ fundamental
para que seja poss´ıvel o mapeamento de permisso˜es de acesso de forma
maximamente restritiva, permitindo o alcance de um isolamento es-
pacial de partic¸o˜es compat´ıvel com as exigeˆncias da ARINC 653. A
existeˆncia de algumas dessas regio˜es de memo´ria decorre de carac-
ter´ısticas exigidas pela pro´pria especificac¸a˜o, enquanto outras existem
devido a deciso˜es de projeto ou a caracter´ısticas da plataforma de hard-
ware empregada. Apresenta-se de forma sucinta na Tabela 2 as regio˜es
de memo´ria utilizadas pelo SO desenvolvido neste trabalho, atribuindo
a cada uma delas uma sigla para refereˆncia resumida, e destaca-se ainda
a cardinalidade dessas regio˜es, ou seja, quantas delas sa˜o alocadas no
sistema, sendo Pa o conjunto de partic¸o˜es do mo´dulo e Pr(X) o con-
junto de processos da partic¸a˜o X. Maiores detalhes sobre essas regio˜es
de memo´ria sera˜o apresentados juntamente com o mapeamento de per-
misso˜es a elas associado, que sera´ abordado na pro´xima sec¸a˜o.
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Tabela 2 – Regio˜es de memo´ria
Sigla Descric¸a˜o Cardinalidade
VECTBL Tabela de vetores de excec¸a˜o 1
PERPHR Registradores de perife´ricos 1
SYS.STK Pilha do sistema 1
SYS.COD Co´digo do sistema 1
SYS.DAT Dados do sistema 1
SYS.HP Alocac¸a˜o dinaˆmica do sistema 1
SYS.FLTT Tabelas de traduc¸a˜o de primeiro n´ıvel 1
SYS.SLTT Tabelas de traduc¸a˜o de segundo n´ıvel 1
MOD.COD Co´digo do mo´dulo 1
MOD.DAT Dados do mo´dulo 1
MOD.HMC.STK Pilha do HM callback do mo´dulo 0 a 1
PAR.COD Co´digo de partic¸a˜o |Pa|
PAR.DAT Dados de partic¸a˜o |Pa|
PAR.DAT.IMG Imagem de dados de partic¸a˜o |Pa|
PAR.HP Alocac¸a˜o dinaˆmica de partic¸a˜o |Pa|
PAR.DEF.STK Pilha do processo padra˜o de partic¸a˜o |Pa|
PAR.EH.STK Pilha do tratador de erros de partic¸a˜o 0 a |Pa|
PAR.HMC.STK Pilha do HM callback de partic¸a˜o 0 a |Pa|
PRO.STK Pilha de processo
∑ |Pr(X ∈ Pa)|
A separac¸a˜o dessas regio˜es e´ efetivada de duas formas principais:
atrave´s da gerac¸a˜o de um arquivo de comandos para o linker, que in-
dica a localizac¸a˜o das regio˜es nas quais as informac¸o˜es processadas pelo
compilador sera˜o alojadas (co´digo e dados, por exemplo), e atrave´s de
estruturas de configurac¸a˜o, que indicam ao SO a localizac¸a˜o das regio˜es
utilizadas como pilha e para alocac¸a˜o dinaˆmica, por exemplo. O pro-
cesso de definic¸a˜o dos enderec¸os e tamanhos efetivos desses segmentos
de memo´ria e´ realizado pelas ferramentas de configurac¸a˜o fornecidas em
conjunto com o SO desenvolvido, que sera˜o apresentadas no Cap´ıtulo 5,
e precisa levar em conta diversos crite´rios, dos quais destaca-se:
Configurac¸a˜o No arquivo de configurac¸a˜o do mo´dulo e´ poss´ıvel in-
formar o enderec¸o e/ou o tamanho desejado para as regio˜es de
memo´ria do sistema;
Alinhamento Algumas regio˜es de memo´ria precisam que seus en-
derec¸os e tamanhos estejam alinhados (sejam mu´ltiplos de de-
terminados valores) para o correto funcionamento do sistema;
Detecc¸a˜o de erros O funcionamento de alguns mecanismos de de-
tecc¸a˜o de erros associados a` protec¸a˜o de memo´ria depende que a
alocac¸a˜o de regio˜es seja feita de forma adequada, como por exem-
plo a abordagem de diferenciac¸a˜o de erros de estouro de pilha e de
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violac¸a˜o de memo´ria utilizada no SO desenvolvido neste trabalho,
que sera´ apresentada na Sec¸a˜o 4.8.1;
Execuc¸a˜o A forma como a imagem de memo´ria do sistema e´ trans-
portada ou constru´ıda para execuc¸a˜o na plataforma de hardware
pode estabelecer limitac¸o˜es na forma como as regio˜es de memo´ria
sa˜o dispostas; por exemplo, caso essa imagem seja transmitida
atrave´s de um meio relativamente lento e grandes regio˜es vazias
forem alocadas entre regio˜es na˜o vazias, o tamanho da imagem
pode tornar o processo de inicializac¸a˜o do sistema extremamente
lento; a alocac¸a˜o de regio˜es de memo´ria vazias (por exemplo pi-
lhas, que sa˜o utilizadas apenas em tempo de execuc¸a˜o) sempre ao
final do mapa de memo´ria e´ suficiente para o contorno desse tipo
de limitac¸a˜o.
4.7.2 Mapeamento de permisso˜es
Cada contexto de execuc¸a˜o do SO esta´ associado a`s regio˜es de
memo´ria apresentadas atrave´s de um mapeamento de permisso˜es de
acesso, que e´ empregado para a construc¸a˜o das tabelas de traduc¸a˜o
utilizadas pela MMU sempre que o contexto de execuc¸a˜o correspon-
dente estiver sendo processado. Esse mapeamento define a que regio˜es
de memo´ria cada contexto de execuc¸a˜o tera´ acesso, que operac¸o˜es po-
dera˜o ser realizadas por eles sobre essas regio˜es (leitura, escrita e/ou
execuc¸a˜o), e ainda em que n´ıveis de privile´gio essas operac¸o˜es podera˜o
ser executadas.
Uma vez que a especificac¸a˜o ARINC 653 exige o isolamento es-
pacial a n´ıvel de partic¸a˜o, deduz-se que a construc¸a˜o de uma tabela
de traduc¸a˜o por partic¸a˜o e´ suficiente para o mapeamento de todas
as regio˜es de memo´ria acess´ıveis pelos contextos de execuc¸a˜o de cada
partic¸a˜o. Pore´m, a detecc¸a˜o de determinados tipos de erro de acesso
a` memo´ria, como a diferenciac¸a˜o entre violac¸o˜es de memo´ria (acesso
a enderec¸os inva´lidos ou proibidos) e estouro de pilha (empilhamento
ou desempilhamento de dados ale´m dos limites da regia˜o de pilha),
pode tornar-se complexa ou invia´vel se empregada apenas uma tabela
de traduc¸a˜o por partic¸a˜o (ARINC, 2006a). Por esse motivo, assume-se
neste trabalho que e´ constru´ıda uma tabela de traduc¸a˜o para cada con-
texto de execuc¸a˜o do SO, o que gera overheads relacionados ao nu´mero
relativamente grande de tabelas empregadas, pore´m beneficia a de-
tecc¸a˜o de erros e facilita a compreensa˜o dos mecanismos de protec¸a˜o
de memo´ria, e esta´ portanto de acordo com a orientac¸a˜o dida´tica deste
95
trabalho.
Conforme citado anteriormente, a MMU do processador empre-
gado possui dois registradores apontadores de tabelas de traduc¸a˜o, de
forma que e´ poss´ıvel a definic¸a˜o de uma tabela global, utilizada por
todos os contextos de execuc¸a˜o do sistema, e uma local, que varia de
acordo com o contexto de execuc¸a˜o atual. No SO desenvolvido neste
trabalho, a tabela de traduc¸a˜o apontada pelo registrador TTBR0 e´
global e mapeia o intervalo de enderec¸os de memo´ria 0x00000000 a
0x7FFFFFFF, fornecendo acesso irrestrito a` regia˜o de registradores
de perife´ricos do processador (PERPHR) e permitindo a leitura e
execuc¸a˜o somente em modo privilegiado para a regia˜o da tabela de ve-
tores de excec¸a˜o (VECTBL) (ARM, 2012). Por sua vez, a tabela de
traduc¸a˜o apontada pelo registrador TTBR1 e´ local e mapeia os demais
enderec¸os de memo´ria, sendo constru´ıda de acordo com o contexto de
execuc¸a˜o pelo qual sera´ utilizada.
As permisso˜es utilizadas no mapeamento apresentado nesta
sec¸a˜o sa˜o expressas no formato PRV/NPR[*], onde PRV e NPR
sa˜o, respectivamente, as permisso˜es para modo privilegiado e na˜o
privilegiado, e podem assumir os valores NO (sem permissa˜o), RO
(somente leitura) ou RW (leitura e escrita). O indicador opcional [*]
denota que a execuc¸a˜o de co´digo e´ proibida na regia˜o em questa˜o.
Treˆs diferentes permisso˜es sa˜o utilizadas (padra˜o, partic¸a˜o e
processo), e sa˜o aplicadas da seguinte forma:
1. Se o contexto de execuc¸a˜o pertence ao mesmo processo ao qual
a regia˜o de memo´ria pertence e a permissa˜o de processo na˜o e´
vazia, e´ aplicada a permissa˜o de processo;
2. Se a condic¸a˜o anterior na˜o foi satisfeita, o contexto de execuc¸a˜o
pertence a` mesma partic¸a˜o a` qual a regia˜o de memo´ria pertence
e a permissa˜o de partic¸a˜o na˜o e´ vazia, e´ aplicada a permissa˜o de
partic¸a˜o;
3. Se as condic¸o˜es anteriores na˜o foram satisfeitas e a permissa˜o
padra˜o na˜o e´ vazia, e´ aplicada a permissa˜o padra˜o;
4. Se nenhum caso anterior foi satisfeito, o acesso a` regia˜o na˜o e´
permitido.
Este mapeamento de permisso˜es tem por objetivo atender a`s
definic¸o˜es de isolamento espacial da especificac¸a˜o ARINC 653, que in-
dica por exemplo que toda regia˜o de memo´ria so´ pode ser escrita por
contextos de execuc¸a˜o pertencentes a no ma´ximo uma das partic¸o˜es do
mo´dulo. A restric¸a˜o de operac¸o˜es de leitura em n´ıvel semelhante a esse,
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apesar de na˜o ser exigida pela especificac¸a˜o, tambe´m foi tida como ob-
jetivo para atribuic¸a˜o de permisso˜es (ARINC, 2006a). Apresenta-se nas
sec¸o˜es a seguir detalhes sobre as regio˜es de memo´ria utilizadas pelo SO,
assim como o mapeamento de permisso˜es atribu´ıdo a cada uma delas
para cada contexto de execuc¸a˜o do sistema e uma descric¸a˜o justificada
dessa atribuic¸a˜o.
4.7.2.1 Tabela de vetores de excec¸a˜o (VECTBL)
Armazena a tabela de vetores de excec¸a˜o que, na arquitetura
ARMv7 , consistem de instruc¸o˜es que desviam o fluxo de execuc¸a˜o
aos devidos procedimentos de tratamento quando da ocorreˆncia de
excec¸o˜es, tais como IRQs e Fast Interrupt Requests (FIQs), entre ou-
tras. A tabela de vetores de excec¸a˜o e´ copiada durante os primeiros
esta´gios da inicializac¸a˜o do sistema para a memo´ria SRAM interna ao
nu´cleo do processador, e seus vetores apontam para tratadores imple-
mentados no nu´cleo do SO.
Excec¸o˜es como a interrupc¸a˜o de escalonamento e erros de acesso
a` memo´ria podem ocorrer a partir de qualquer contexto de execuc¸a˜o, e
quando da ocorreˆncia de uma excec¸a˜o o modo do processador e´ alterado
para um modo privilegiado definido de acordo com a excec¸a˜o disparada.
Portanto, e´ suficiente para esta regia˜o a permissa˜o de leitura e execuc¸a˜o
apenas em modo privilegiado para todos os contextos de execuc¸a˜o. A
permissa˜o de execuc¸a˜o e´ necessa´ria, ja´ que os vetores de excec¸a˜o sa˜o
instruc¸o˜es. Apresenta-se na Tabela 3 o mapeamento de permisso˜es
desta regia˜o.
Tabela 3 – Permisso˜es para a regia˜o VECTBL
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RO/NO
MOD.HMC RO/NO
PAR.DEF RO/NO
PAR.EH RO/NO
PAR.HMC RO/NO
PRO RO/NO
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4.7.2.2 Registradores de perife´ricos (PERPHR)
Trata-se do intervalo de enderec¸os de memo´ria no qual sa˜o ma-
peados os registradores dos perife´ricos do processador, e portanto as
permisso˜es atribu´ıdas a esta regia˜o definem quais contextos de execuc¸a˜o
sera˜o capazes de utilizar esses perife´ricos de forma direta. Dada a ori-
entac¸a˜o dida´tica deste trabalho, optou-se por permitir o acesso a esses
perife´ricos a partir de qualquer contexto de execuc¸a˜o do sistema, e
portanto esta regia˜o possui permissa˜o de leitura e escrita em qualquer
n´ıvel de privile´gio a partir de todos os contextos de execuc¸a˜o, sendo
pore´m proibida a execuc¸a˜o por tratar-se de enderec¸os de registradores.
Ressalta-se que essa abordagem na˜o esta´ de acordo com a especificac¸a˜o
ARINC 653 no que se refere ao isolamento espacial de partic¸o˜es, ja´ que
com ela e´ poss´ıvel que contextos de execuc¸a˜o de partic¸o˜es diferentes efe-
tuem operac¸o˜es de escrita nesta regia˜o (ARINC, 2006a). Pore´m, a fim
de permitir que os perife´ricos do processador sejam facilmente explora-
dos decidiu-se por deixar a cargo do usua´rio do SO o correto controle
sobre os registradores de perife´ricos, ou seja, a garantia de que cada
um deles e´ acessado por uma u´nica partic¸a˜o. Apresenta-se na Tabela 4
o mapeamento de permisso˜es desta regia˜o.
Tabela 4 – Permisso˜es para a regia˜o PERPHR
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/RW*
MOD.HMC RW/RW*
PAR.DEF RW/RW*
PAR.EH RW/RW*
PAR.HMC RW/RW*
PRO RW/RW*
4.7.2.3 Pilha do sistema (SYS.STK)
E´ a regia˜o de memo´ria destinada a` utilizac¸a˜o como pilha du-
rante a execuc¸a˜o da partic¸a˜o padra˜o do mo´dulo (contexto de execuc¸a˜o
a partir do qual o sistema e´ inicializado) e das rotinas de tratamento
dos diversos tipos de excec¸a˜o, sendo portanto necessa´rio que seja sub-
dividida de forma que possa servir a todos esses diferentes modos de
execuc¸a˜o. Apresenta-se na Tabela 5 a subdivisa˜o aplicada sobre esta
regia˜o, sendo o enderec¸o de in´ıcio de cada parte calculado a partir do
enderec¸o f´ısico efetivo da regia˜o. Vale ressaltar que caso o tamanho
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desta regia˜o, atualmente fixado em 16KB, seja alterado, e´ necessa´ria a
adequac¸a˜o do co´digo de inicializac¸a˜o do processador para redimensio-
namento das sub-regio˜es.
Tabela 5 – Subdivisa˜o da regia˜o SYS.STK
Modo de execuc¸a˜o In´ıcio Tamanho
Undefined 0 3KB
Abort 3KB 3KB
IRQ 6KB 3KB
Supervisor 9KB 3KB
System/FIQ/User 12KB 4KB
Uma vez que excec¸o˜es utilizam esta regia˜o como pilha e ja´ que
essas executam em modo privilegiado e podem ocorrer em qualquer
contexto de execuc¸a˜o, esta regia˜o possui permissa˜o de leitura e escrita
para todos os contextos de execuc¸a˜o, pore´m apenas em modo privi-
legiado. Apenas para o contexto de execuc¸a˜o da partic¸a˜o padra˜o do
mo´dulo, que conforme citado utiliza a pilha do sistema, e´ dada per-
missa˜o de leitura e escrita em modo na˜o privilegiado. Por tratar-se
de uma regia˜o de pilha, a execuc¸a˜o na˜o e´ permitida. Apresenta-se na
Tabela 6 o mapeamento de permisso˜es desta regia˜o.
Tabela 6 – Permisso˜es para a regia˜o SYS.STK
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/RW*
MOD.HMC RW/NO*
PAR.DEF RW/NO*
PAR.EH RW/NO*
PAR.HMC RW/NO*
PRO RW/NO*
4.7.2.4 Co´digo do sistema (SYS.COD)
Armazena o co´digo do nu´cleo do SO, que deve ser acess´ıvel a
partir de todos os contextos de execuc¸a˜o ja´ que e´ nele que encontra-se
o co´digo dos servic¸os fornecidos ao software de aplicac¸a˜o. Os servic¸os
do SO sa˜o geralmente executados em modo privilegiado, pore´m na im-
plementac¸a˜o realizada neste trabalho esses servic¸os sa˜o inicialmente
executados em modo na˜o privilegiado e, assim que iniciados, solicitam
a transic¸a˜o para modo privilegiado atrave´s de uma chamada de super-
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visor (interrupc¸a˜o de software), realizando a operac¸a˜o inversa quando
do fim de sua execuc¸a˜o. Em virtude disso, atribui-se a esta regia˜o
permisso˜es de leitura em qualquer n´ıvel de privile´gio, ja´ que o co´digo
da chamada de sistema que solicita a entrada em modo privilegiado
encontra-se nela e executa em modo na˜o privilegiado, e com permissa˜o
de execuc¸a˜o por tratar-se de uma regia˜o de co´digo. Apresenta-se na
Tabela 7 o mapeamento de permisso˜es desta regia˜o.
Tabela 7 – Permisso˜es para a regia˜o SYS.COD
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RO/RO
MOD.HMC RO/RO
PAR.DEF RO/RO
PAR.EH RO/RO
PAR.HMC RO/RO
PRO RO/RO
4.7.2.5 Dados do sistema (SYS.DAT)
E´ a regia˜o que armazena os dados do nu´cleo do SO, que sa˜o
manipulados pelo co´digo contido na regia˜o SYS.COD. Uma vez que
o co´digo do SO pode ser executado a partir de qualquer contexto de
execuc¸a˜o e considerando que todo co´digo do nu´cleo do SO desenvol-
vido neste trabalho que manipula dados executa exclusivamente em
modo privilegiado, atribui-se a esta regia˜o permisso˜es de leitura e es-
crita apenas em modo privilegiado para todos os contextos de execuc¸a˜o,
pore´m com execuc¸a˜o proibida por tratar-se de uma regia˜o de dados.
Apresenta-se na Tabela 8 o mapeamento de permisso˜es desta regia˜o.
Tabela 8 – Permisso˜es para a regia˜o SYS.DAT
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/NO*
MOD.HMC RW/NO*
PAR.DEF RW/NO*
PAR.EH RW/NO*
PAR.HMC RW/NO*
PRO RW/NO*
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4.7.2.6 Alocac¸a˜o dinaˆmica do sistema (SYS.HP)
Utilizada para a alocac¸a˜o de segmentos de dados de tamanho
varia´vel utilizados para armazenamento de dados do nu´cleo do SO. Esta
regia˜o equivale, do ponto de vista de permisso˜es de acesso, a` regia˜o de
dados do SO (SYS.DAT), uma vez que destina-se ao armazenamento
de dados de finalidade semelhante mas que sa˜o alocados dinamicamente
(em tempo de execuc¸a˜o). Apresenta-se na Tabela 9 o mapeamento de
permisso˜es desta regia˜o.
Tabela 9 – Permisso˜es para a regia˜o SYS.HP
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/NO*
MOD.HMC RW/NO*
PAR.DEF RW/NO*
PAR.EH RW/NO*
PAR.HMC RW/NO*
PRO RW/NO*
4.7.2.7 Tabelas de traduc¸a˜o de primeiro n´ıvel (SYS.FLTT)
E´ utilizada para alocac¸a˜o de tabelas de traduc¸a˜o de primeiro
n´ıvel, que sa˜o empregadas para atribuic¸a˜o de permisso˜es de acesso a`
memo´ria atrave´s da utilizac¸a˜o da MMU do processador. Uma vez
que essas tabelas de traduc¸a˜o devem estar localizadas em enderec¸os
mu´ltiplos de 16KB, o enderec¸o inicial desta regia˜o deve possuir esse
alinhamento, e ja´ que essa e´ utilizada exclusivamente para alocac¸a˜o
desse tipo de tabela – cujo tamanho tambe´m e´ 16KB –, a alocac¸a˜o de
tabelas mante´m o alinhamento necessa´rio para novas alocac¸o˜es (ARM,
2012).
As tabelas de traduc¸a˜o sa˜o geralmente preparadas por servic¸os
do SO invocados a partir da partic¸a˜o padra˜o do mo´dulo (contexto de
execuc¸a˜o MOD.DEF) ou a partir do processo padra˜o da partic¸a˜o
a` qual pertencem (contexto de execuc¸a˜o PAR.DEF), pore´m podem
tambe´m ser preparadas a partir de processos (contextos de execuc¸a˜o
PRO) de partic¸o˜es de sistema em caso de necessidade. Sendo assim,
e´ conferida a esses contextos de execuc¸a˜o a permissa˜o de leitura e es-
crita apenas em modo privilegiado, com execuc¸a˜o proibida por tratar-se
de tabelas de traduc¸a˜o. Apresenta-se na Tabela 10 o mapeamento de
permisso˜es desta regia˜o.
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Tabela 10 – Permisso˜es para a regia˜o SYS.FLTT
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/NO*
PAR.DEF RW/NO*
PRO RW/NO*
4.7.2.8 Tabelas de traduc¸a˜o de segundo n´ıvel (SYS.SLTT)
Regia˜o utilizada para alocac¸a˜o de tabelas de traduc¸a˜o de segundo
n´ıvel. O mapeamento de permisso˜es desta regia˜o equivale ao da regia˜o
de tabelas de traduc¸a˜o de primeiro n´ıvel (SYS.FLTT), uma vez que
ambas servem a finalidades semelhantes e sa˜o manipuladas a partir
dos mesmos contextos de execuc¸a˜o. O enderec¸o inicial desta regia˜o
deve estar alinhado a 1KB, ja´ que as tabelas de traduc¸a˜o de segundo
n´ıvel (cujo tamanho e´ 1KB) exigem esse alinhamento (ARM, 2012).
Apresenta-se na Tabela 11 o mapeamento de permisso˜es desta regia˜o.
Tabela 11 – Permisso˜es para a regia˜o SYS.SLTT
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/NO*
PAR.DEF RW/NO*
PRO RW/NO*
4.7.2.9 Co´digo do mo´dulo (MOD.COD)
Armazena o co´digo do mo´dulo, que e´ composto pelo procedi-
mento de inicializac¸a˜o do mo´dulo (contexto de execuc¸a˜o MOD.DEF)
e pelo HM callback do mo´dulo (contexto de execuc¸a˜o MOD.HMC).
Esses contextos de execuc¸a˜o sa˜o, portanto, os u´nicos que teˆm permissa˜o
de acesso a esta regia˜o, e somente para leitura e execuc¸a˜o em qualquer
n´ıvel de privile´gio. Apresenta-se na Tabela 12 o mapeamento de per-
misso˜es desta regia˜o.
Tabela 12 – Permisso˜es para a regia˜o MOD.COD
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RO/RO
MOD.HMC RO/RO
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4.7.2.10 Dados do mo´dulo (MOD.DAT)
E´ a regia˜o que armazena os dados do mo´dulo e as estruturas de
configurac¸a˜o de todos os elementos do sistema, sendo portanto aces-
sada pelo co´digo do SO (contido na regia˜o SYS.COD) e pelo co´digo
do mo´dulo (contido na regia˜o MOD.COD). Uma vez que o co´digo
do SO pode ser executado a partir de qualquer contexto de execuc¸a˜o,
todos eles teˆm por padra˜o, no mı´nimo, permissa˜o para leitura e es-
crita em modo privilegiado. Por utilizarem esta regia˜o para armazena-
mento de dados e executarem em modo na˜o privilegiado, os contextos
de execuc¸a˜o MOD.DEF e MOD.HMC possuem, ainda, permissa˜o
padra˜o de leitura e escrita em modo na˜o privilegiado. Por tratar-se de
uma regia˜o de dados, a execuc¸a˜o e´ proibida. Apresenta-se na Tabela 13
o mapeamento de permisso˜es desta regia˜o.
Tabela 13 – Permisso˜es para a regia˜o MOD.DAT
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/RW*
MOD.HMC RW/RW*
PAR.DEF RW/NO*
PAR.EH RW/NO*
PAR.HMC RW/NO*
PRO RW/NO*
4.7.2.11 Pilha do HM callback do mo´dulo (MOD.HMC.STK)
Regia˜o utilizada como pilha pelo HM callback do mo´dulo (con-
texto de execuc¸a˜o MOD.HMC), que possui portanto permissa˜o total
sobre ela, pore´m com execuc¸a˜o proibida por tratar-se de uma regia˜o de
pilha. Apresenta-se na Tabela 14 o mapeamento de permisso˜es desta
regia˜o.
Tabela 14 – Permisso˜es para a regia˜o MOD.HMC.STK
Contexto de execuc¸a˜o Padra˜o
MOD.HMC RW/RW*
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4.7.2.12 Co´digo de partic¸a˜o (PAR.COD)
Armazena o co´digo de uma determinada partic¸a˜o, que e´ com-
posto por seu processo padra˜o (contexto de execuc¸a˜o PAR.DEF), seus
processos (contextos de execuc¸a˜o PRO), seu processo tratador de er-
ros (contexto de execuc¸a˜o PAR.EH) e por seu HM callback (contexto
de execuc¸a˜o PAR.HMC). Esses sa˜o, portanto, os u´nicos contextos de
execuc¸a˜o que teˆm permissa˜o de acesso a esta regia˜o, desde que perten-
centes a` partic¸a˜o a` qual a regia˜o esta´ associada, e somente para leitura
e execuc¸a˜o em qualquer n´ıvel de privile´gio. Apresenta-se na Tabela 15
o mapeamento de permisso˜es desta regia˜o.
Tabela 15 – Permisso˜es para a regia˜o PAR.COD
Contexto de execuc¸a˜o Partic¸a˜o
PAR.DEF RO/RO
PAR.EH RO/RO
PAR.HMC RO/RO
PRO RO/RO
4.7.2.13 Dados de partic¸a˜o (PAR.DAT)
Armazena os dados de uma determinada partic¸a˜o e e´ portanto
acessada pelo co´digo dessa partic¸a˜o (contido na regia˜o PAR.COD),
que compreende os contextos de execuc¸a˜o PAR.DEF, PAR.EH,
PAR.HMC e PRO. Esses contextos de execuc¸a˜o teˆm, portanto,
permissa˜o de leitura e escrita em qualquer n´ıvel de privile´gio, desde
que pertencentes a` partic¸a˜o a` qual a regia˜o esta´ associada. Por ser
restaurada pelo SO a partir da regia˜o de imagem correspondente
quando da reinicializac¸a˜o da partic¸a˜o, esta regia˜o possui ainda
permissa˜o padra˜o de leitura e escrita em modo privilegiado a partir de
qualquer contexto de execuc¸a˜o, pore´m sem permissa˜o de execuc¸a˜o por
tratar-se de uma regia˜o de dados. Apresenta-se na Tabela 16 o
mapeamento de permisso˜es desta regia˜o.
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Tabela 16 – Permisso˜es para a regia˜o PAR.DAT
Contexto de execuc¸a˜o Padra˜o Partic¸a˜o
MOD.DEF RW/NO* -
MOD.HMC RW/NO* -
PAR.DEF RW/NO* RW/RW*
PAR.EH RW/NO* RW/RW*
PAR.HMC RW/NO* RW/RW*
PRO RW/NO* RW/RW*
4.7.2.14 Imagem de dados de partic¸a˜o (PAR.DAT.IMG)
Regia˜o na qual e´ mantida a imagem (co´pia) da regia˜o de dados
da partic¸a˜o (PAR.DAT) no momento de sua criac¸a˜o, e que e´ utilizada
durante a reinicializac¸a˜o da partic¸a˜o para restaurac¸a˜o de seus dados
originais. Uma vez que essas operac¸o˜es sa˜o executadas pelo nu´cleo do
SO, e´ fornecida permissa˜o de leitura e escrita para todos os contextos
de execuc¸a˜o, pore´m somente em modo privilegiado e sem permissa˜o
de execuc¸a˜o por tratar-se de uma regia˜o de dados. Apresenta-se na
Tabela 17 o mapeamento de permisso˜es desta regia˜o.
Tabela 17 – Permisso˜es para a regia˜o PAR.DAT.IMG
Contexto de execuc¸a˜o Padra˜o
MOD.DEF RW/NO*
MOD.HMC RW/NO*
PAR.DEF RW/NO*
PAR.EH RW/NO*
PAR.HMC RW/NO*
PRO RW/NO*
4.7.2.15 Alocac¸a˜o dinaˆmica de partic¸a˜o (PAR.HP)
Equivale a` regia˜o de alocac¸a˜o dinaˆmica do sistema, pore´m e´
utilizada para armazenamento de informac¸o˜es pertencentes exclusiva-
mente a uma determinada partic¸a˜o. Do ponto de vista de permisso˜es
de acesso equivale a` regia˜o de dados de partic¸a˜o (PAR.DAT), uma
vez que destina-se ao armazenamento de dados de finalidade seme-
lhante mas que sa˜o alocados dinamicamente (em tempo de execuc¸a˜o).
Dessa forma, as permisso˜es atribu´ıdas sa˜o semelhantes a`s dessa regia˜o,
pore´m sem quaisquer permisso˜es em modo na˜o privilegiado, ja´ que na˜o
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destina-se a` utilizac¸a˜o pelo software de aplicac¸a˜o mas pelo nu´cleo do
SO. Apresenta-se na Tabela 18 o mapeamento de permisso˜es desta
regia˜o.
Tabela 18 – Permisso˜es para a regia˜o PAR.HP
Contexto de execuc¸a˜o Partic¸a˜o
PAR.DEF RW/NO*
PAR.EH RW/NO*
PAR.HMC RW/NO*
PRO RW/NO*
4.7.2.16 Pilha do processo padra˜o de partic¸a˜o (PAR.DEF.STK)
Utilizada como pilha pelo processo padra˜o de uma determinada
partic¸a˜o (contexto de execuc¸a˜o PAR.DEF), que possui portanto per-
missa˜o total sobre ela, pore´m com execuc¸a˜o proibida por tratar-se de
uma regia˜o de pilha. Apresenta-se na Tabela 19 o mapeamento de
permisso˜es desta regia˜o.
Tabela 19 – Permisso˜es para a regia˜o PAR.DEF.STK
Contexto de execuc¸a˜o Partic¸a˜o
PAR.DEF RW/RW*
4.7.2.17 Pilha do tratador de erros de partic¸a˜o (PAR.EH.STK)
E´ utilizada como pilha pelo processo tratador de erros de uma
determinada partic¸a˜o (contexto de execuc¸a˜o PAR.EH), que possui
portanto permissa˜o total sobre ela, pore´m com execuc¸a˜o proibida por
tratar-se de uma regia˜o de pilha. Apresenta-se na Tabela 20 o mapea-
mento de permisso˜es desta regia˜o.
Tabela 20 – Permisso˜es para a regia˜o PAR.EH.STK
Contexto de execuc¸a˜o Partic¸a˜o
PAR.EH RW/RW*
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4.7.2.18 Pilha do HM callback de partic¸a˜o (PAR.HMC.STK)
Reservada para utilizac¸a˜o como pilha pelo HM callback de uma
determinada partic¸a˜o (contexto de execuc¸a˜o PAR.HMC), que possui
portanto permissa˜o total sobre ela, pore´m com execuc¸a˜o proibida por
tratar-se de uma regia˜o de pilha. Apresenta-se na Tabela 21 o mapea-
mento de permisso˜es desta regia˜o.
Tabela 21 – Permisso˜es para a regia˜o PAR.HMC.STK
Contexto de execuc¸a˜o Partic¸a˜o
PAR.HMC RW/RW*
4.7.2.19 Pilha de processo (PRO.STK)
E´ a regia˜o utilizada como pilha por um processo de uma de-
terminada partic¸a˜o (contexto de execuc¸a˜o PRO), que possui portanto
permissa˜o total sobre ela. A fim de viabilizar otimizac¸o˜es empregadas
pelos mecanismos de comunicac¸a˜o intrapartic¸a˜o, especificamente buf-
fers, nos quais a co´pia de mensagens pode ocorrer diretamente entre
varia´veis locais (alocadas na pilha) de dois diferentes processos de uma
mesma partic¸a˜o, o contexto de execuc¸a˜o PRO dos demais processos
da partic¸a˜o a` qual o processo pertence possuem permissa˜o para lei-
tura e escrita nesta regia˜o, pore´m apenas em modo privilegiado e sem
possibilidade de execuc¸a˜o por tratar-se de uma regia˜o utilizada como
pilha (ARINC, 2006a). Apresenta-se na Tabela 22 o mapeamento de
permisso˜es desta regia˜o.
Tabela 22 – Permisso˜es para a regia˜o PRO.STK
Contexto de execuc¸a˜o Partic¸a˜o Processo
PRO RW/NO* RW/RW*
4.7.3 Atribuic¸a˜o de permisso˜es para depurac¸a˜o
A atribuic¸a˜o de breakpoints para depurac¸a˜o na plataforma de
hardware utilizada neste trabalho e´ feita atrave´s de operac¸o˜es de escrita
em enderec¸os de memo´ria nos quais localizam-se instruc¸o˜es (regio˜es de
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co´digo), e portanto a restric¸a˜o dessa operac¸a˜o nessas regio˜es impede
que os mecanismos de depurac¸a˜o funcionem corretamente. Para evi-
tar preju´ızos relacionados a` utilizac¸a˜o desse tipo de recurso, deve ser
atribu´ıda permissa˜o total para todos os contextos de execuc¸a˜o a todas
as regio˜es de memo´ria que conteˆm co´digo. Essas permisso˜es devem, pre-
ferencialmente, ser aplicadas apenas durante o processo de depurac¸a˜o
do sistema, ja´ que sua utilizac¸a˜o causa perdas significativas no que se
refere a` detecc¸a˜o de erros de violac¸a˜o de memo´ria.
4.7.4 Atribuic¸a˜o de permisso˜es para partic¸o˜es de sistema
Partic¸o˜es de sistema possuem uma atribuic¸a˜o diferenciada de
permisso˜es, de forma que seja poss´ıvel a partir delas uma ma´xima fle-
xibilidade de operac¸a˜o sobre o sistema, mantendo-se pore´m seu iso-
lamento temporal e espacial em relac¸a˜o a`s demais. As partic¸o˜es de
sistema possuem as seguintes caracter´ısticas especiais:
Execuc¸a˜o em modo privilegiado Diferentemente de todos os con-
textos de execuc¸a˜o das demais partic¸o˜es, os contextos de execuc¸a˜o
das partic¸o˜es de sistema executam sempre em modo privilegiado,
possuindo portanto total controle sobre o processador, seus pe-
rife´ricos e suas configurac¸o˜es;
Acesso a regio˜es de dados Possuem permissa˜o de leitura e escrita
em todas as regio˜es de memo´ria do sistema que conteˆm dados,
inclusive naquelas utilizadas para alocac¸a˜o dinaˆmica, podendo
portanto realizar a troca de informac¸o˜es entre partic¸o˜es.
4.7.5 Biblioteca da MMU
Com o objetivo de simplificar a interac¸a˜o com a MMU do proces-
sador utilizado, desenvolveu-se neste trabalho uma biblioteca que ofe-
rece me´todos para a alocac¸a˜o de tabelas de traduc¸a˜o (tanto de primeiro
quanto de segundo n´ıvel), preparac¸a˜o dos descritores nelas contidos e
ainda para controle (habilitac¸a˜o e desabilitac¸a˜o, por exemplo) desse
mecanismo. Apresenta-se a seguir os procedimentos oferecidos por essa
biblioteca para a execuc¸a˜o das tarefas mencionadas, categorizados pela
func¸a˜o a` qual servem.
• Manipulac¸a˜o de tabelas de traduc¸a˜o de primeiro n´ıvel:
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MMU FLTRANSLATIONTABLE ALLOCATE Aloca uma ta-
bela de traduc¸a˜o de primeiro n´ıvel e restaura todos seus descrito-
res para descritores de falta – caso o ponteiro de tabela fornecido
na˜o tenha valor nulo, apenas restaura os descritores da tabela ja´
alocada;
MMU FLTRANSLATIONTABLE MAPSECTION Mapeia
um descritor de sec¸a˜o (1MB) a partir de um enderec¸o alinhado a
1MB;
MMU FLTRANSLATIONTABLE MAPSECTIONS Mapeia
descritores de sec¸a˜o (1MB) em uma faixa de enderec¸os alinhados
a 1MB;
MMU FLTRANSLATIONTABLE MAPSUPERSECTION
Mapeia descritores de supersec¸a˜o (16MB) a partir de um
enderec¸o alinhado a 16MB;
MMU FLTRANSLATIONTABLE MAPSUPERSECTIONS
Mapeia descritores de supersec¸a˜o (16MB) em uma faixa de
enderec¸os alinhados a 16MB;
MMU FLTRANSLATIONTABLE MAPSLTRANSLA-
TIONTABLE Mapeia um descritor de tabela de traduc¸a˜o de
segundo n´ıvel.
• Manipulac¸a˜o de tabelas de traduc¸a˜o de segundo n´ıvel:
MMU SLTRANSLATIONTABLE ALLOCATE Aloca uma ta-
bela de traduc¸a˜o de segundo n´ıvel e restaura todos seus descrito-
res para descritores de falta – caso o ponteiro de tabela fornecido
na˜o tenha valor nulo, apenas restaura os descritores da tabela ja´
alocada;
MMU SLTRANSLATIONTABLE MAPSMALLPAGE
Mapeia um descritor de pa´gina pequena (4KB) a partir de um
enderec¸o alinhado a 4KB;
MMU SLTRANSLATIONTABLE MAPSMALLPAGES
Mapeia descritores de pa´gina pequena (4KB) em uma faixa de
enderec¸os alinhados a 4KB;
MMU SLTRANSLATIONTABLE MAPLARGEPAGE
Mapeia descritores de pa´gina grande (64KB) a partir de um
enderec¸o alinhado a 64KB;
MMU SLTRANSLATIONTABLE MAPLARGEPAGES
Mapeia descritores de pa´gina grande (64KB) em uma faixa de
enderec¸os alinhados a 64KB.
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• Construc¸a˜o de tabelas de traduc¸a˜o:
MMU MAPREGION Mapeia uma regia˜o de memo´ria demarcada
por enderec¸os de in´ıcio e de fim obrigatoriamente alinhados a
4KB, empregando os procedimentos de manipulac¸a˜o de tabelas
de traduc¸a˜o para mapear sec¸o˜es, supersec¸o˜es, pa´ginas grandes e
pa´ginas pequenas de forma a minimizar o nu´mero de descritores
utilizados no mapeamento da regia˜o.
• Gerenciamento da MMU :
MMU STARTUP Inicializa a biblioteca, garantindo que a MMU
encontra-se desabilitada e definindo os enderec¸os e tamanhos das
regio˜es de memo´ria utilizadas para a alocac¸a˜o das tabelas de
traduc¸a˜o de primeiro e de segundo n´ıvel;
MMU ENABLE Habilita a MMU , atribuindo o valor de
TTBCR.N, dos registradores apontadores de tabelas de
traduc¸a˜o (TTBR0 e TTBR1) e ainda o valor inicial do
registrador CONTEXTIDR.
4.8 TRATAMENTO DE ERROS
E´ fundamental que, quando da utilizac¸a˜o de um SO, as excec¸o˜es
geradas pelos diversos recursos de protec¸a˜o oferecidos pelo processador
sejam tratadas de forma a garantir a na˜o propagac¸a˜o de faltas entre
tarefas, ou seja, de forma que erros causados por uma delas na˜o afetem
a execuc¸a˜o das demais. Por isso, a ARINC 653 exige a implementac¸a˜o
de um conjunto de mecanismos de monitoramento e tratamento de erros
(health monitoring), que permitem a contenc¸a˜o de falhas de forma que
na˜o seja violado o escalonamento de partic¸o˜es (ARINC, 2006a).
No SO desenvolvido neste trabalho, a enumerac¸a˜o
ERROR IDENTIFIER TYPE e´ utilizada para identificac¸a˜o dos
erros detectados pelo mecanismo de monitoramento e tratamento de
erros. Nessa enumerac¸a˜o, os valores entre 1 e 99 sa˜o utilizados para
erros comuns (geralmente detecta´veis por qualquer plataforma de
hardware), enquanto valores maiores ou iguais a 100 sa˜o reservados
para identificac¸a˜o de erros espec´ıficos da plataforma de hardware
empregada. Os identificadores de erro definidos por essa enumerac¸a˜o
sa˜o prefixados por ERRORIDENTIFIER , resumido como EI , e
sa˜o apresentados a seguir associados aos valores atribu´ıdos a cada um
deles:
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• Erros comuns:
EI DEADLINEMISSED (1) Relacionado ao co´digo de erro
DEADLINE MISSED, indica perdas de deadline de
processos;
EI APPLICATIONERROR (2) Relacionado ao co´digo de erro
APPLICATION ERROR, indica erros lanc¸ados atrave´s do
servic¸o RAISE APPLICATION ERROR;
EI NUMERICERROR (3) Relacionado ao co´digo de erro
NUMERIC ERROR, indica erros originados em operac¸o˜es
nume´ricas;
EI ILLEGALREQUEST (4) Relacionado ao co´digo de erro
ILLEGAL REQUEST, indica chamadas ilegais a servic¸os do
SO;
EI STACKOVERFLOW (5) Relacionado ao co´digo de erro
STACK OVERFLOW, indica tentativa de acesso ale´m dos
limites de regio˜es de memo´ria utilizadas como pilha;
EI MEMORYVIOLATION (6) Relacionado ao co´digo de erro
MEMORY VIOLATION, indica tentativas de acesso a
enderec¸os de memo´ria na˜o permitidos;
EI HARDWAREFAULT (7) Relacionado ao co´digo de erro
HARDWARE FAULT, indica erros originados na plataforma
de hardware;
EI POWERFAIL (8) Relacionado ao co´digo de erro
POWER FAIL, indica erros decorrentes de falhas no
suprimento de energia.
• Erros espec´ıficos para processadores TI AM335X:
EI TRANSLATIONFAULT (100) Relacionado ao co´digo de erro
MEMORY VIOLATION, indica erros de traduc¸a˜o de
enderec¸os pela MMU ;
EI MEMORYALIGNMENTFAULT (101) Relacionado ao
co´digo de erro MEMORY VIOLATION, indica erros de
alinhamento de memo´ria;
EI MEMORYACCESSFAULT (102) Relacionado ao co´digo de
erro MEMORY VIOLATION, indica erros de acesso a`
memo´ria;
EI CACHEFAULT (103) Relacionado ao co´digo de erro
MEMORY VIOLATION, indica erros relacionados a`
memo´ria cache;
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EI UNDEFINEDINSTRUCTION (104) Relacionado ao co´digo
de erro MEMORY VIOLATION, indica tentativas de
execuc¸a˜o de instruc¸a˜o inva´lida.
Apresenta-se nas sec¸o˜es a seguir detalhes das abordagens
empregadas para detecc¸a˜o dos principais tipos de erro previstos pela
ARINC 653, ale´m de considerac¸o˜es sobre caracter´ısticas espec´ıficas de
seu tratamento no SO desenvolvido.
4.8.1 Erros de memo´ria
Um ponto fundamental da utilizac¸a˜o de mecanismos de protec¸a˜o
de memo´ria em SOs e´ o correto tratamento dos erros gerados quando da
ocorreˆncia de acessos indevidos, efetivando assim o isolamento espacial
de suas tarefas. Os seguintes erros de acesso a` memo´ria sa˜o tratados
pelo SO desenvolvido neste trabalho de acordo com as definic¸o˜es da
especificac¸a˜o ARINC 653 (ARINC, 2006a):
Estouro de pilha Ocorre quando um contexto de execuc¸a˜o empilha
(adiciona) elementos ale´m da capacidade da regia˜o de memo´ria
que utiliza como pilha (stack overflow), ou quando desempilha
(remove) mais elementos do que foram previamente adicionados
a essa regia˜o (stack underflow); isso pode ocorrer em contextos
de execuc¸a˜o que alcanc¸am uma grande profundidade de chamadas
de me´todos ou que invocam procedimentos que alocam grandes
volumes de dados em paraˆmetros ou em varia´veis locais (que sa˜o
geralmente armazenados na pilha), por exemplo;
Violac¸a˜o de memo´ria Ocorre quando um enderec¸o de memo´ria na˜o
permitido e´ acessado, o que pode ocorrer quando um procedi-
mento de uma tarefa acessa um ponteiro nulo (null) ou uma
regia˜o de memo´ria pertencente a outra tarefa, por exemplo.
Do ponto de vista da detecc¸a˜o desses erros, ambos geram um
mesmo tipo de excec¸a˜o no processador empregado neste trabalho (de
acesso a dados), e portanto e´ necessa´ria a utilizac¸a˜o de uma abordagem
que permita sua distinc¸a˜o com base nas informac¸o˜es disponibilizadas
pela MMU . Entre essas informac¸o˜es destaca-se o enderec¸o de memo´ria
cuja tentativa de acesso causou a excec¸a˜o, a operac¸a˜o que estava sendo
executada quando de sua ocorreˆncia (leitura ou escrita) e o co´digo do
erro detectado (espec´ıfico da arquitetura).
A estrate´gia de distinc¸a˜o empregada neste trabalho exige a ga-
rantia de que as regio˜es de memo´ria que precedem e sucedem a regia˜o de
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pilha utilizada por um determinado contexto de execuc¸a˜o na˜o possam
ser acessadas por ele, gerando assim excec¸o˜es em caso de tentativas de
acesso a enderec¸os pro´ximos pore´m externos a essa regia˜o. Conforme
pode ser observado no mapeamento de permisso˜es apresentado ante-
riormente, as regio˜es utilizadas como pilha sa˜o geralmente acessadas
exclusivamente pelo contexto de execuc¸a˜o ao qual pertencem, de forma
que essa garantia pode ser obtida parcialmente atrave´s da alocac¸a˜o des-
sas regio˜es de forma cont´ıgua. Pore´m, observa-se que essa caracter´ıstica
na˜o se sustenta nos seguintes casos:
• Se duas regio˜es de pilha de processo (PRO.STK) pertencentes
a` mesma partic¸a˜o forem alocadas de forma cont´ıgua – conforme
apresentado na Tabela 22 –, essas regio˜es sa˜o acess´ıveis em modo
privilegiado a partir dos demais processos da mesma partic¸a˜o;
• Se a primeira regia˜o de pilha for antecedida por uma regia˜o
acess´ıvel pelo contexto de execuc¸a˜o ao qual a pilha pertence;
• Se a u´ltima regia˜o de pilha for sucedida por uma regia˜o acess´ıvel
pelo contexto de execuc¸a˜o ao qual a pilha pertence.
Nesses casos e´ poss´ıvel que ocorram estouros de pilha que na˜o
sera˜o detectados, e que podem inclusive levar a` corrupc¸a˜o dos dados
contidos nas pilhas de outros contextos de execuc¸a˜o do sistema. Para
tratamento dessas condic¸o˜es e´ realizada a alocac¸a˜o de um conjunto
de regio˜es separadoras que na˜o sa˜o acess´ıveis por nenhum contexto de
execuc¸a˜o: uma antes da primeira regia˜o de pilha, uma apo´s a u´ltima
delas e uma entre todo par de regio˜es utilizadas como pilha de pro-
cesso (PRO.STK) pertencentes a` mesma partic¸a˜o e alocadas conti-
guamente. Essas regio˜es separadoras devem ser pequenas o suficiente
para minimizar o desperd´ıcio de memo´ria, pore´m devem tambe´m ser
suficientemente grandes para que estouros gerados durante operac¸o˜es
de pilha longas (alocac¸a˜o de vetores, por exemplo) possam ser detecta-
das. Neste trabalho foram utilizadas regio˜es separadoras de 4KB, por
serem as menores poss´ıveis frente a` MMU empregada e, ainda assim,
suficientes para a detecc¸a˜o de estouros de pilha em operac¸o˜es relativa-
mente longas. Dessa forma garante-se que quaisquer duas regio˜es de pi-
lha alocadas contiguamente na˜o sa˜o acess´ıveis por um mesmo contexto
de execuc¸a˜o, eliminando assim a possibilidade de ocorreˆncia de erros
de estouro de pilha na˜o detectados quando da execuc¸a˜o de operac¸o˜es
usuais sobre esse tipo de regia˜o de memo´ria (empilhamento/desempi-
lhamento de pequenas porc¸o˜es de dados). Uma vez que em modo na˜o
privilegiado toda regia˜o de pilha e´ acess´ıvel apenas por seu contexto de
execuc¸a˜o proprieta´rio, garante-se ainda que nesse modo, isso e´, durante
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a execuc¸a˜o do software de aplicac¸a˜o, todo erro de estouro de pilha sera´
detectado. Ilustra-se na Figura 8 a alocac¸a˜o das regio˜es de pilha e de
regio˜es separadoras utilizada pelo SO desenvolvido neste trabalho.
Figura 8 – Alocac¸a˜o das regio˜es de pilha
Uma vez aplicada essa alocac¸a˜o de regio˜es de memo´ria e em posse
do enderec¸o de memo´ria cuja tentativa de acesso gerou uma excec¸a˜o
de acesso a dados (fornecido pela MMU ), basta que esse enderec¸o seja
comparado com os enderec¸os de in´ıcio e de fim da a´rea de memo´ria que
conte´m todas as pilhas do sistema (indicados na Figura 8): se o en-
derec¸o cujo acesso gerou a excec¸a˜o encontra-se entre o enderec¸o de in´ıcio
e o enderec¸o de fim da a´rea de pilhas, considera-se que o erro foi um
estouro de pilha (STACK OVERFLOW), e em caso contra´rio o erro
e´ considerado uma violac¸a˜o de memo´ria (MEMORY VIOLATION)
(ARINC, 2006a).
4.8.2 Perda de deadline
Conforme apresentado anteriormente, em SOs compat´ıveis com
a especificac¸a˜o ARINC 653 devem ser gerados erros do tipo
DEADLINE MISSED quando um processo excede a capacidade de
tempo a ele alocada (perde seu deadline). Essa capacidade e´ alocada
a partir do momento em que o processo e´ liberado, e e´ realocada
sempre que o processo aguarda o per´ıodo (no caso de processos
perio´dicos), e´ suspenso e continuado (no caso de processos
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aperio´dicos), e´ parado e reiniciado, ou solicita a postergac¸a˜o de seu
deadline atrave´s do servic¸o REPLENISH (ARINC, 2006a).
A detecc¸a˜o de perdas de deadline no SO desenvolvido neste tra-
balho e´ realizada atrave´s de verificac¸o˜es perio´dicas, utilizando para isso
uma fila de prioridades de ordenac¸a˜o ascendente cujo atributo de or-
denac¸a˜o e´ o hora´rio de deadline e cujo valor e´ o identificador do processo
ao qual cada entrada se refere. O algoritmo de detecc¸a˜o, executado
a cada milissegundo juntamente com o algoritmo de escalonamento,
compara o hora´rio atual do mo´dulo com o deadline do processo loca-
lizado na cabeceira dessa fila de prioridades, gerando um erro do tipo
DEADLINE MISSED caso esse tenha sido excedido.
4.8.3 Erros nume´ricos
Coprocessadores aritme´ticos de ponto flutuante geralmente ofe-
recem, ale´m das funcionalidades relacionadas a operac¸o˜es nume´ricas,
abordagens para tratamento de erros decorrente dessas operac¸o˜es –
como a divisa˜o por zero e o estouro (overflow), por exemplo. Perante
a ARINC 653, a estrate´gia ideal para tratamento desse tipo de erro e´
atrave´s da gerac¸a˜o de excec¸o˜es, na qual o fluxo de execuc¸a˜o e´ desviado
para um procedimento de tratamento implementado pelo SO quando
de sua ocorreˆncia, o qual gera erros da classe NUMERIC ERROR e
dispara os mecanismos de tratamento adequados (ARM, 2012), (ARINC,
2006a).
Conforme citado anteriormente, e´ utilizado neste trabalho o co-
processador aritme´tico de ponto flutuante oferecido pelo nu´cleo ARMr
CortexTM-A8, baseado na arquitetura ARMr VFPv3 , que na˜o suporta
a gerac¸a˜o de excec¸o˜es para tratamento de erros nume´ricos. Ao inve´s
disso, esse coprocessador oferece um conjunto de configurac¸o˜es que per-
mitem determinar o comportamento da unidade quando da ocorreˆncia
de erros, efetuando o arredondamento ou atribuindo um determinado
valor ao resultado do ca´lculo afetado, por exemplo (ARM, 2010). Essa
caracter´ıstica inviabiliza a detecc¸a˜o e tratamento de erros nume´ricos
pelo SO desenvolvido neste trabalho atrave´s dos mecanismos previstos
pela especificac¸a˜o ARINC 653.
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4.8.4 Tratamento de erros a n´ıvel de sistema
A especificac¸a˜o ARINC 653 deixa a cargo do desenvolvedor do
SO a elaborac¸a˜o dos mecanismos empregados para tratamento de erros
no n´ıvel de sistema (ARINC, 2006a). No SO desenvolvido neste trabalho,
sa˜o considerados erros de sistema aqueles ocorridos durante a execuc¸a˜o
do HM callback do mo´dulo que, segundo a configurac¸a˜o do mecanismo
de tratamento de erros para esse n´ıvel, devem ser ignorados. Essa
caracter´ıstica se justifica pela auseˆncia de mecanismos de tratamento
de erros em n´ıvel superior ao do HM callback do mo´dulo, na˜o podendo
portanto a execuc¸a˜o do sistema ser mantida caso um erro ocorra nesse
contexto de execuc¸a˜o. Para tratamento, foi adicionada ao esquema de
configurac¸a˜o uma nova sec¸a˜o, que define as ac¸o˜es a serem tomadas pelo
mecanismo de monitoramento quando erros precisam ser tratados no
n´ıvel de sistema. As u´nicas ac¸o˜es poss´ıveis para tratamento de erros
nesse n´ıvel sa˜o o desligamento ou a reinicializac¸a˜o do mo´dulo.
4.9 CONFIGURAC¸A˜O
Esta sec¸a˜o tem por objetivo apresentar a forma como os arqui-
vos XML de configurac¸a˜o definidos pela especificac¸a˜o ARINC 653 sa˜o
empregados em conjunto com o SO desenvolvido neste trabalho, abor-
dando as extenso˜es do esquema ba´sico que foram utilizadas, algumas
convenc¸o˜es adotadas a fim de contornar limitac¸o˜es desse esquema, e
ainda a forma como as informac¸o˜es de configurac¸a˜o sa˜o traduzidas para
serem acessadas em tempo de execuc¸a˜o pelo SO.
4.9.1 Extensa˜o do esquema de configurac¸a˜o
Conforme citado anteriormente, o esquema ba´sico dos arquivos
de configurac¸a˜o de mo´dulo definidos pela especificac¸a˜o ARINC 653 per-
mite a incorporac¸a˜o de informac¸o˜es adicionais, sendo para isso empre-
gados esquemas secunda´rios oferecidos pelo esquema ba´sico em todas
suas principais entidades. Esses esquemas secunda´rios podem ser utili-
zados pelo desenvolvedor de SOs compat´ıveis com a especificac¸a˜o para
a introduc¸a˜o de paraˆmetros espec´ıficos, e devem necessariamente utili-
zar os espac¸os de nomes (namespaces) reservados pelo esquema ba´sico
a essa finalidade (ARINC, 2006a).
Neste trabalho, o esquema de arquivos de configurac¸a˜o foi expan-
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dido com o objetivo de comportar as especificidades da implementac¸a˜o
realizada e, ale´m disso, permitir a gerac¸a˜o de co´digo para modelos
completos de mo´dulos ARINC 653 com base nos arquivos de confi-
gurac¸a˜o correspondentes. A gerac¸a˜o automatizada de co´digo facilita
a preparac¸a˜o de uma estrutura ba´sica para o software de aplicac¸a˜o,
alinhando-se assim aos objetivos dida´ticos almejados. Apresenta-se
nas sec¸o˜es a seguir as extenso˜es criadas, associadas aos namespaces
aos quais pertencem, assim como os atributos definidos para cada uma
delas.
4.9.1.1 SysHM Ext:Extension
Entidade que estende as definic¸o˜es relacionadas a` func¸a˜o de mo-
nitoramento do SO para o n´ıvel de sistema, e deve portanto estar
contida na entidade System HM Table. Possui o atributo opcional
DisableHealthMonitoring, que permite a desabilitac¸a˜o completa da
func¸a˜o de monitoramento e tratamento de erros (para fins de teste)
atrave´s da supressa˜o da gerac¸a˜o do co´digo que serve a essa func¸a˜o.
Conte´m ainda entradas SysHM Ext:Error ID Action, cujo atri-
buto Action define a ac¸a˜o a ser tomada quando da necessidade de
tratamento de um determinado erro no n´ıvel de sistema. Esse erro
e´ identificado pelo atributo ErrorIdentifier e descrito pelo atributo
Description (opcional) dessas entradas, e as poss´ıveis ac¸o˜es sa˜o o des-
ligamento (SHUTDOWN) ou a reinicializac¸a˜o (RESET) do mo´dulo.
4.9.1.2 Mod HM Ext:Extension
Extensa˜o das definic¸o˜es da func¸a˜o de monitoramento do
SO para o n´ıvel do mo´dulo, que deve ser utilizada dentro da
entidade Module HM Table. Possui o atributo opcional
ModuleCallbackStackSize, que define o tamanho da pilha do HM
callback do mo´dulo em palavras, sendo utilizado o tamanho padra˜o
caso omitido.
4.9.1.3 PortExt:Extension
Extensa˜o da definic¸a˜o de portas (elementos de comunicac¸a˜o in-
terpartic¸a˜o) que e´ requerida apenas para portas de enfileiramento, ou
seja, deve estar contida apenas em entidades Queuing Port perten-
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centes a entidades Partition. Possui o atributo QueuingDiscipline,
que define a pol´ıtica de enfileiramento (FIFO ou por prioridade) a ser
utilizada para os processos bloqueados em uma determinada porta de
enfileiramento, e e´ utilizado para a gerac¸a˜o automatizada do co´digo de
inicializac¸a˜o desse tipo de elemento.
4.9.1.4 Proc Ext:Extension
Entidade que estende a definic¸a˜o de processos, devendo por-
tanto estar contida em entidades Process pertencentes a entidades
Partition. Possui os seguintes atributos, utilizados principalmente
para fins de gerac¸a˜o de co´digo:
EntryPoint Define o nome do me´todo que implementa o processo,
sendo utilizado o nome padra˜o caso suprimido;
BasePriority Define a prioridade base do processo (obrigato´rio);
PeriodSeconds Per´ıodo do processo em segundos caso esse seja
perio´dico, sendo considerado aperio´dico caso o per´ıodo seja
suprimido;
TimeCapacitySeconds Capacidade de tempo do processo em segun-
dos, que e´ considerada infinita caso suprimida;
Deadline Atributo obrigato´rio que define o tipo de deadline do pro-
cesso (SOFT ou HARD);
StartDelay Atraso opcional para a primeira liberac¸a˜o do processo du-
rante a inicializac¸a˜o da partic¸a˜o, considerado zero se omitido;
SuspensionTimeSeconds Tempo de suspensa˜o para processo
aperio´dico, considerado infinito se omitido;
SuppressStart Permite a supressa˜o da gerac¸a˜o do co´digo de
disparo do processo (chamada aos servic¸os START ou
DELAYED START) durante a inicializac¸a˜o da partic¸a˜o;
SuppressMainLoop Para fins de teste, permite a supressa˜o da
gerac¸a˜o do co´digo do lac¸o principal do processo;
SuppressSuspension Para fins de teste, permite a supressa˜o da
gerac¸a˜o do co´digo de suspensa˜o do processo (chamada aos
servic¸os PERIODIC WAIT ou SUSPEND SELF).
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4.9.1.5 PartitionExt:Extension
Utilizada dentro de entidades Partition para estender as de-
finic¸o˜es relacionadas a uma determinada partic¸a˜o. Oferece os seguintes
atributos, que atuam principalmente sobre o processo de gerac¸a˜o de
co´digo:
StackSize Define o tamanho da pilha do processo padra˜o da partic¸a˜o
em palavras, sendo utilizado o tamanho padra˜o caso omitido;
ErrorHandler Nome do me´todo que implementa o processo tratador
de erros da partic¸a˜o (caso exista);
ErrorHandlerStackSize Define o tamanho da pilha do processo tra-
tador de erros da partic¸a˜o em palavras, sendo utilizado o tama-
nho padra˜o caso omitido;
SuppressPartitionIdleProcessMainLoop Para fins de teste, per-
mite a supressa˜o da gerac¸a˜o de co´digo do lac¸o principal do pro-
cesso ocioso da partic¸a˜o;
SuppressErrorHandlerStopCall Para fins de teste, permite a su-
pressa˜o da gerac¸a˜o de co´digo da chamada de parada do processo
tratador de erros da partic¸a˜o;
MaximumErrorStatusCount Define o nu´mero ma´ximo de entra-
das de erro que podera˜o ser geradas para o tratador de erros da
partic¸a˜o, para fins de alocac¸a˜o de recursos (utilizado valor padra˜o
igual a duas vezes o nu´mero de processos se omitido);
MaximumBufferCount Define o nu´mero ma´ximo de buffers utili-
zados pela partic¸a˜o, para fins de alocac¸a˜o de recursos (utilizado
valor padra˜o zero se omitido);
MaximumBlackboardCount Define o nu´mero ma´ximo de blackbo-
ards utilizadas pela partic¸a˜o, para fins de alocac¸a˜o de recursos
(utilizado valor padra˜o zero se omitido);
MaximumSemaphoreCount Define o nu´mero ma´ximo de sema´foros
utilizados pela partic¸a˜o, para fins de alocac¸a˜o de recursos (utili-
zado valor padra˜o zero se omitido);
MaximumEventCount Define o nu´mero ma´ximo de eventos utili-
zados pela partic¸a˜o, para fins de alocac¸a˜o de recursos (utilizado
valor padra˜o zero se omitido);
PredefinedSystemPartition Indica que o co´digo fonte de uma de-
terminada partic¸a˜o de sistema e´ predefinido, ou seja, faz parte do
nu´cleo do SO e, portanto, na˜o deve ser gerado.
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4.9.1.6 Part HM Ext:Extension
Entidade para extensa˜o da definic¸a˜o da func¸a˜o de
monitoramento do SO para o n´ıvel de partic¸a˜o, utilizada em
entradas Partition HM Table. Possui o atributo opcional
PartitionCallbackStackSize, que define o tamanho da pilha do HM
callback de partic¸a˜o em palavras, sendo utilizado o tamanho padra˜o
caso omitido.
4.9.1.7 ModExt:Extension
Entidade que estende as definic¸o˜es do mo´dulo, e que deve ser
utilizada dentro da entidade raiz do arquivo de configurac¸a˜o
(ARINC 653 Module). Possui o atributo obrigato´rio
DefaultStackSize, que define o tamanho padra˜o a ser utilizado para
as regio˜es de memo´ria de pilha (em palavras), e o atributo opcional
SuppressModuleIdlePartitionMainLoop que, para fins de teste,
permite a supressa˜o da gerac¸a˜o de co´digo do lac¸o principal da
partic¸a˜o ociosa do mo´dulo.
4.9.1.8 ModExt:Extension AM335X
Assim como a entidade ModExt:Extension, estende as de-
finic¸o˜es do mo´dulo e deve, portanto, ser utilizada dentro da entidade
raiz do arquivo de configurac¸a˜o. Pore´m, esta possui configurac¸o˜es es-
pec´ıficas para o SO quando executado sobre processadores TI AM335X,
sendo obrigato´ria sua utilizac¸a˜o nesse contexto. Os seguintes pares de
atributos desta entidade definem enderec¸os e tamanhos (em bytes) das
regio˜es de memo´ria alocadas durante o processo de gerac¸a˜o de co´digo:
RAMMemoryPhysicalAddress/SizeBytes Ambos obrigato´rios,
definem o enderec¸o e o tamanho da memo´ria RAM dispon´ıvel
para o mo´dulo – definidos de acordo com a plataforma de
hardware utilizada;
SystemBootRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria do
co´digo de inicializac¸a˜o do sistema;
SystemStackRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria de
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pilha do sistema;
SystemCodeRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria de
co´digo do sistema;
SystemDataRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria de
dados do sistema;
SystemHeapRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria para
alocac¸a˜o dinaˆmica do sistema;
SystemFLTranslationTableRegionPhysicalAddress/SizeBytes
Enderec¸o (opcional) e tamanho (obrigato´rio) da regia˜o de
memo´ria de tabelas de traduc¸a˜o de primeiro n´ıvel do sistema;
SystemSLTranslationTableRegionPhysicalAddress/SizeBytes
Enderec¸o (opcional) e tamanho (obrigato´rio) da regia˜o de
memo´ria de tabelas de traduc¸a˜o de segundo n´ıvel do sistema;
ModuleCodeRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria de
co´digo do mo´dulo;
ModuleDataRegionPhysicalAddress/SizeBytes Enderec¸o
(opcional) e tamanho (obrigato´rio) da regia˜o de memo´ria de
dados do mo´dulo.
A entidade em questa˜o possui ainda o atributo obrigato´rio
ModuleNetworkPhysicalAddress, que define o enderec¸o f´ısico
de rede do mo´dulo e consiste em seus enderec¸os MAC e IP
concatenados e convertidos para hexadecimal. Por exemplo, para
atribuic¸a˜o dos enderec¸os MAC 00:00:01:01:02:02 e IP 1.2.3.4 a um
determinado mo´dulo, o valor do atributo em questa˜o deve ser
0x00000101020201020304.
4.9.2 Convenc¸o˜es
O esquema ba´sico dos arquivos de configurac¸a˜o de mo´dulo defi-
nido pela ARINC 653 exige que toda entrada Connection Table pos-
sua no mı´nimo uma entrada Channel, mesmo que o mo´dulo na˜o empre-
gue qualquer canal de comunicac¸a˜o. O mesmo ocorre para as entidades
Module HM Table e Partition HM Table, nas quais o esquema
exige que exista no mı´nimo uma entrada System State Entry mesmo
que nenhum erro seja mapeado aos n´ıveis de mo´dulo e de partic¸a˜o, res-
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pectivamente. Essa caracter´ıstica acaba por gerar erros quando da
validac¸a˜o de arquivos de configurac¸a˜o frente ao esquema ba´sico, in-
viabilizando sua utilizac¸a˜o mesmo que esses estejam semanticamente
corretos. Por esse motivo, as ferramentas de configurac¸a˜o desenvolvi-
das neste trabalho permitem a utilizac¸a˜o de entradas Channel com
atributo ChannelIdentifier igual a -1 e System State Entry com
atributo SystemState igual a -1 nas entidades citadas. Essas entra-
das sa˜o ignoradas pelas ferramentas de configurac¸a˜o, permitindo assim
que os arquivos de configurac¸a˜o de mo´dulo utilizados em conjunto com
o SO desenvolvido neste trabalho contenham apenas os elementos que
sa˜o estritamente necessa´rios aos objetivos pretendidos.
4.9.3 Traduc¸a˜o
Para que possam ser acessadas em tempo de execuc¸a˜o pelo SO
desenvolvido neste trabalho, as informac¸o˜es fornecidas atrave´s de
arquivos de configurac¸a˜o de mo´dulo no formato XML precisam ser
traduzidas para definic¸o˜es de estruturas na linguagem C. Essa
traduc¸a˜o e´ realizada automaticamente pelas ferramentas de
configurac¸a˜o fornecidas em conjunto com o SO, e sa˜o armazenadas
nos arquivos configuration.c e configuration.h que sa˜o
compilados junto ao sistema. Nesses arquivos sa˜o definidas as
estruturas globais SYSTEM CONFIGURATION, do tipo
SYSTEM CONFIGURATION TYPE, e MODULE CONFI-
GURATION, do tipo MODULE CONFIGURATION TYPE,
que armazenam a configurac¸a˜o do sistema e do mo´dulo (inclusive de
suas partic¸o˜es e processos), respectivamente. Apresenta-se a seguir as
estruturas de configurac¸a˜o utilizadas pelo SO, categorizadas de acordo
com os elementos aos quais servem.
4.9.3.1 Sistema
Sa˜o estruturas cujo nome possui o prefixo SYSTEM CONFI-
GURATION (resumido por S C ), destinadas ao armazenamento
das configurac¸o˜es globais do sistema, e sa˜o apresentadas a seguir:
S C TYPE Armazena as seguintes configurac¸o˜es do sistema:
• Enderec¸os e tamanhos efetivos das regio˜es de memo´ria de
pilha, co´digo, dados e alocac¸a˜o dinaˆmica do sistema;
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• Uma entrada do tipo S C HEALTHMONITO-
RING TYPE, que aponta a a´rvore de estruturas de nome
prefixado por S C HEALTHMONITORING
(resumido por S C HM ) apresentada a seguir;
• Um apontador gene´rico PORT SYSTEM CONFIGU-
RATION para configurac¸o˜es do sistema espec´ıficas da
plataforma de hardware – para a plataforma empregada
neste trabalho esse campo aponta uma estrutura do tipo
PORT SYSTEM CONFIGURATION TYPE, que
indica os enderec¸os e tamanhos efetivos de regio˜es de
memo´ria do sistema espec´ıficas do processador utilizado
(tabela de vetores de excec¸a˜o, registradores de perife´ricos,
co´digo de inicializac¸a˜o e de tabelas de traduc¸a˜o).
S C HM TYPE Armazena as informac¸o˜es de configurac¸a˜o do
mecanismo de monitoramento do SO para o n´ıvel de sistema –
conte´m um conjunto de entradas S C HM ERROR TYPE,
sendo que cada uma mapeia um identificador de erro (do tipo
ERROR IDENTIFIER TYPE) a` ac¸a˜o (enumerac¸a˜o
S C HM ERROR ACTION TYPE) a ser executada pelo
SO quando de seu tratamento no n´ıvel de sistema, que pode ser
parar o mo´dulo ou reinicia´-lo.
4.9.3.2 Mo´dulo
Trata-se de estruturas de nome prefixado por MODU-
LE CONFIGURATION (resumido por M C ), que destinam-se
ao armazenamento das configurac¸o˜es globais do mo´dulo e sa˜o
apresentadas a seguir:
M C TYPE Armazena as seguintes configurac¸o˜es do mo´dulo:
• O nu´mero ma´ximo de partic¸o˜es suportadas pelo mo´dulo
(para alocac¸a˜o de recursos);
• Os enderec¸os e tamanhos efetivos das regio˜es de memo´ria do
mo´dulo;
• A durac¸a˜o do major frame da escala de partic¸o˜es;
• Uma entrada do tipo M C CONNECTIONTA-
BLE TYPE, que aponta a a´rvore de estruturas de nome
prefixado por M C CONNECTIONTABLE (resumido
por M C CT ) apresentada a seguir;
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• Uma entrada do tipo M C HEALTHMONITO-
RING TYPE, que aponta a a´rvore de estruturas de nome
prefixado por M C HEALTHMONITORING
(resumido por M C HM ) apresentada a seguir;
• Uma entrada do tipo PARTITION CONFIGURA-
TION TYPE para cada partic¸a˜o do mo´dulo;
• Um apontador gene´rico PORT MODULE CONFIGU-
RATION para configurac¸o˜es do mo´dulo espec´ıficas da
plataforma de hardware – para a plataforma empregada
neste trabalho esse campo aponta uma estrutura do tipo
PORT MODULE CONFIGURATION TYPE, que
indica os enderec¸os de in´ıcio e de fim da a´rea de memo´ria
na qual foram alocadas as regio˜es de pilha de todos os
contextos de execuc¸a˜o do sistema (utilizados para
diferenciac¸a˜o entre erros de estouro de pilha e de violac¸a˜o
de memo´ria, conforme apresentado anteriormente), assim
como o enderec¸o f´ısico de rede do mo´dulo.
M C CT TYPE Armazena a tabela de conexo˜es do
mo´dulo, podendo conter um conjunto de entradas
M C CT SAMPLINGPORT TYPE e/ou
M C CT QUEUINGPORT TYPE;
M C CT SAMPLINGPORT TYPE Armazena informac¸o˜es
sobre uma porta de amostragem, contendo uma entrada
M C CT SAMPLINGPORTMAPPING TYPE para a
partic¸a˜o de origem e um conjunto delas para as partic¸o˜es de
destino, sendo que cada uma delas aponta ou uma estrutura que
conte´m as informac¸o˜es de uma partic¸a˜o local (executada no
pro´prio mo´dulo), ou uma estrutura espec´ıfica para a plataforma
de hardware empregada que conte´m o enderec¸o f´ısico de uma
partic¸a˜o externa (executada em outro mo´dulo);
M C CT QUEUINGPORT TYPE Armazena informac¸o˜es sobre
uma porta de enfileiramento, contendo uma entrada
M C CT QUEUINGPORTMAPPING TYPE para a
partic¸a˜o de origem e uma para a partic¸a˜o de destino, sendo que
cada uma delas aponta ou uma estrutura que conte´m as
informac¸o˜es de uma partic¸a˜o local (executada no pro´prio
mo´dulo), ou uma estrutura espec´ıfica para a plataforma de
hardware empregada que conte´m o enderec¸o f´ısico de uma
partic¸a˜o externa (executada em outro mo´dulo);
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M C HM TYPE Armazena as informac¸o˜es de configurac¸a˜o do meca-
nismo de monitoramento do SO para o n´ıvel de mo´dulo, contendo
o enderec¸o e o tamanho da pilha do HM callback desse n´ıvel e um
conjunto de entradas M C HM SYSTEMSTATE TYPE;
M C HM SYSTEMSTATE TYPE Mapeia um determinado
estado do sistema a um conjunto de entradas
M C HM ERROR TYPE, e cada uma dessas mapeia um
identificador de erro ao n´ıvel no qual seu tratamento deve ser
realizado (atrave´s da enumerac¸a˜o ERROR LEVEL TYPE);
para erros mapeados ao n´ıvel de mo´dulo, indica ainda a ac¸a˜o a
ser executada pelo SO quando de sua ocorreˆncia (atrave´s da
enumerac¸a˜o M C HM ERROR ACTION TYPE), e para
aqueles mapeados ao n´ıvel de processo indica tambe´m o co´digo
associado ao erro (do tipo ERROR CODE TYPE).
4.9.3.3 Partic¸a˜o
Sa˜o estruturas cujo nome e´ prefixado por PARTITION CON-
FIGURATION (resumido por P C ), destinadas ao armazenamento
das configurac¸o˜es de uma partic¸a˜o do mo´dulo, e sa˜o apresentadas a
seguir:
P C TYPE Armazena as seguintes configurac¸o˜es de uma partic¸a˜o:
• O identificador externo da partic¸a˜o (aquele definido no ar-
quivo de configurac¸a˜o);
• O nome da partic¸a˜o;
• O nu´mero ma´ximo de elementos (processos, portas,
sema´foros, entre outros) suportados pela partic¸a˜o (para
alocac¸a˜o de recursos);
• Os enderec¸os e tamanhos efetivos das regio˜es de memo´ria da
partic¸a˜o;
• Uma entrada do tipo P C SCHEDULE TYPE apresen-
tado a seguir;
• Uma entrada do tipo P C HEALTHMONITO-
RING TYPE, que aponta a a´rvore de estruturas de nome
prefixado por P C HEALTHMONITORING
(resumido por P C HM ) apresentada a seguir;
• Uma entrada PROCESS CONFIGURATION TYPE
para cada processo da partic¸a˜o;
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• Um apontador gene´rico PORT PARTITION CONFI-
GURATION para configurac¸o˜es da partic¸a˜o espec´ıficas
da plataforma de hardware – para a plataforma empregada
neste trabalho esse campo na˜o e´ utilizado.
P C SCHEDULE TYPE Armazena a escala de uma partic¸a˜o – in-
dica o per´ıodo e a durac¸a˜o nominais da partic¸a˜o e possui um
conjunto de entradas P C SCHEDULE WINDOW TYPE,
sendo que cada uma delas armazena uma janela de tempo alo-
cada dentro do major frame para a partic¸a˜o, definindo o tempo
de in´ıcio e a durac¸a˜o da janela e indicando se a janela e´ ou na˜o
um in´ıcio de per´ıodo da partic¸a˜o;
P C HM TYPE Armazena as informac¸o˜es de configurac¸a˜o do meca-
nismo de monitoramento do SO para o n´ıvel de partic¸a˜o, contendo
o enderec¸o e o tamanho da pilha do HM callback desse n´ıvel e um
conjunto de entradas P C HM SYSTEMSTATE TYPE;
P C HM SYSTEMSTATE TYPE Mapeia um determinado
estado do sistema a um conjunto de entradas P C HM ER-
ROR TYPE, e cada uma dessas mapeia um identificador de
erro a uma ac¸a˜o a ser executada pelo SO quando de sua
ocorreˆncia (atrave´s da enumerac¸a˜o P C HM ERROR AC-
TION TYPE).
4.9.3.4 Processo
Trata-se da estrutura denominada PROCESS CONFIGU-
RATION TYPE, que destina-se ao armazenamento das seguintes
configurac¸o˜es de um processo de uma partic¸a˜o:
• O nome do processo;
• O enderec¸o e o tamanho efetivos da regia˜o de memo´ria de pilha
do processo;
• Um apontador gene´rico PORT PROCESS CONFIGURA-
TION para configurac¸o˜es do processo espec´ıficas da plataforma
de hardware – para a plataforma empregada neste trabalho esse
campo na˜o e´ utilizado.
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4.10 PARTIC¸A˜O DE SISTEMA PARA ENTRADA/SAI´DA
Conforme citado anteriormente, partic¸o˜es de sistema podem ser
utilizadas em sistemas compat´ıveis com a especificac¸a˜o ARINC 653
para, entre outras tarefas, o processamento de entrada e sa´ıda de dados
(ARINC, 2006a). Algumas func¸o˜es relacionadas a essa tarefa sa˜o funda-
mentais para o correto funcionamento de sistemas desse tipo, como por
exemplo a transmissa˜o das mensagens manipuladas por elementos de
comunicac¸a˜o interpartic¸a˜o (portas de amostragem e de enfileiramento)
entre partic¸o˜es de um mesmo mo´dulo (via memo´ria) ou de mo´dulos
diferentes (atrave´s de interfaces de rede). Por esse motivo, foi im-
plementada neste trabalho uma partic¸a˜o de sistema que e´ responsa´vel
pelo repasse de mensagens nesse contexto, realizando tanto a trans-
missa˜o entre partic¸o˜es pertencentes a um mesmo mo´dulo (partic¸o˜es
locais) quanto a mo´dulos diferentes (partic¸o˜es externas). Para a trans-
missa˜o de mensagens entre partic¸o˜es externas e´ utilizada a interface
ethernet (IEEE 802.3) oferecida pela plataforma de hardware, que pode
tanto ser conectada diretamente a outro mo´dulo quanto a um switch
compat´ıvel com esse padra˜o, possibilitando assim a interconexa˜o de
mu´ltiplos mo´dulos.
A partic¸a˜o de sistema a` qual esta sec¸a˜o se refere e´ denominada
SYSTEMPARTITION IO e emprega processos aperio´dicos escalo-
nados de forma cooperativa (ARPACI-DUSSEAU, 2012), ou seja, apo´s a
realizac¸a˜o de uma etapa de sua execuc¸a˜o esses processos cedem o pro-
cessador de forma volunta´ria aos demais, utilizando para isso o servic¸o
TIMED WAIT com DELAY TIME igual a zero (ARINC, 2006a).
Apresenta-se a seguir os processos dessa partic¸a˜o e as func¸o˜es desem-
penhadas por cada um deles:
SAMPLINGPORTS Trata a troca de mensagens entre portas de
amostragem, ou seja, leˆ mensagens das portas de origem locais
e repassa-as para cada uma das portas de destino definidas na
configurac¸a˜o do mo´dulo; essa transmissa˜o e´ realizada atrave´s de
servic¸os internos do SO para partic¸o˜es de destino locais, e atrave´s
da interface ethernet para partic¸o˜es de destino externas;
QUEUINGPORTS Trata a troca de mensagens entre portas de en-
fileiramento, ou seja, leˆ mensagens das portas de origem locais
e repassa-as para a porta de destino definida na configurac¸a˜o do
mo´dulo; essa transmissa˜o e´ realizada atrave´s de servic¸os inter-
nos do SO para partic¸o˜es de destino locais, e atrave´s da interface
ethernet para partic¸o˜es de destino externas;
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ETHERNET Inicializa a interface ethernet da plataforma e efetua
o tratamento dos pacotes recebidos atrave´s dela, repassando as
mensagens neles contidas a`s portas de amostragem e/ou de enfi-
leiramento de destino definidas na configurac¸a˜o do mo´dulo.
Com o objetivo de oferecer um n´ıvel mı´nimo de compatibili-
dade dos pacotes transmitidos atrave´s da interface ethernet com as
exigeˆncias da parte 7 da especificac¸a˜o ARINC 664 (ARINC, 2005), que
define uma rede determin´ıstica para utilizac¸a˜o em aeronaves, a partic¸a˜o
em questa˜o utiliza os protocolos User Datagram Protocol (UDP) e In-
ternet Protocol (IP) no encaminhamento de mensagens. Ressalta-se,
pore´m, que na˜o faz parte dos objetivos deste trabalho a compatibi-
lizac¸a˜o da transmissa˜o de mensagens entre mo´dulos com os requisitos
dessa especificac¸a˜o, e esse e´ portanto um poss´ıvel assunto para traba-
lhos futuros.
A elaborac¸a˜o da partic¸a˜o apresentada teve como objetivo, ale´m
de permitir a troca de mensagens entre mo´dulos, a demonstrac¸a˜o
pra´tica das limitac¸o˜es impostas pela utilizac¸a˜o de SOs compat´ıveis
com a especificac¸a˜o ARINC 653 no que compete a` interac¸a˜o com
elementos de hardware. As seguintes caracter´ısticas precisaram ser
levadas em conta na implementac¸a˜o da partic¸a˜o de entrada/sa´ıda:
• A inicializac¸a˜o da interface ethernet da plataforma demora al-
guns segundos para ser completada, e portanto e´ necessa´rio que o
processo ETHERNET ceda o processador aos demais durante a
execuc¸a˜o dessa tarefa, permitindo assim que as outras operac¸o˜es
pelas quais a partic¸a˜o de entrada/sa´ıda e´ responsa´vel na˜o per-
manec¸am inoperantes durante longos per´ıodos;
• A utilizac¸a˜o de interrupc¸o˜es para o tratamento dos pacotes recebi-
dos atrave´s da interface ethernet causaria a violac¸a˜o do escalona-
mento de partic¸o˜es, ja´ que qualquer uma delas poderia ser inter-
rompida a qualquer momento e, em grande tra´fego, a frequeˆncia
de interrupc¸o˜es poderia ser extremamente alta; portanto, o pro-
cesso responsa´vel pelo tratamento desses pacotes deve utilizar pol-
ling (espera ocupada) para detecc¸a˜o de sua recepc¸a˜o, tratando-os
exclusivamente durante a execuc¸a˜o da partic¸a˜o de entrada/sa´ıda.
Conforme citado anteriormente, e´ utilizada uma pilha de proto-
colos UDP/IP/ethernet para a transmissa˜o de mensagens atrave´s da
interface de rede da plataforma, e portanto e´ necessa´ria a atribuic¸a˜o de
enderec¸os MAC e IP e de portas UDP de forma que a comunicac¸a˜o
possa ser efetivada. Esses atributos sa˜o definidos atrave´s do arquivo de
configurac¸a˜o do mo´dulo da seguinte forma:
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• Na entidade ModExt:Extension AM335X deve ser
informado o atributo ModuleNetworkPhysicalAddress, o
enderec¸o f´ısico de rede do mo´dulo, que consiste em seus
enderec¸os MAC e IP concatenados e convertidos para
hexadecimal; por exemplo, para atribuic¸a˜o dos enderec¸os MAC
00:00:01:01:02:02 e IP 1.2.3.4 a um determinado mo´dulo, o valor
do atributo em questa˜o deve ser 0x00000101020201020304;
• Nas entidades Pseudo Partition contidas em entidades Source
dos canais definidos na tabela de conexo˜es do mo´dulo, o atri-
buto PhysicalAddress deve ser utilizado para definic¸a˜o da porta
UDP (em hexadecimal) na qual sera˜o recebidas as mensagens
transmitidas aos destinos correspondentes; por exemplo, para
atribuic¸a˜o da porta UDP 1234 como origem de um canal o valor
do atributo em questa˜o deve ser 0x04D2;
• Nas entidades Pseudo Partition contidas em entidades
Destination dos canais definidos na tabela de conexo˜es do
mo´dulo, o atributo PhysicalAddress deve ser utilizado para
definic¸a˜o dos enderec¸os MAC e IP e da porta UDP que definem
um enderec¸o f´ısico ao qual as mensagens transmitidas no canal
devem ser encaminhadas, todos concatenados e convertidos para
hexadecimal; por exemplo, para atribuic¸a˜o dos enderec¸os MAC
00:00:01:01:02:02 e IP 1.2.3.4 e da porta UDP 1234 como
destino de um canal, o valor do atributo em questa˜o deve ser
0x0000010102020102030404D2.
Destaca-se que a partic¸a˜o em questa˜o na˜o implementa mecanis-
mos de ordenac¸a˜o ou de retransmissa˜o, e portanto as mensagens sa˜o
processadas na ordem em que sa˜o recebidas e aquelas contidas em pa-
cotes perdidos sa˜o ignoradas, tanto para portas de amostragem quanto
para portas de enfileiramento. Ressalta-se ainda que, por fazer uso de
recursos espec´ıficos da plataforma de hardware empregada (no caso a
interface ethernet), a partic¸a˜o de entrada/sa´ıda na˜o e´ gene´rica, e por-
tanto sua implementac¸a˜o deve ser considerada parte do processo de
migrac¸a˜o do SO. Guardadas as limitac¸o˜es apresentadas nesta sec¸a˜o,
com a partic¸a˜o apresentada e´ poss´ıvel a utilizac¸a˜o plena dos recursos
de comunicac¸a˜o interpartic¸a˜o exigidos pela especificac¸a˜o ARINC 653
no SO desenvolvido neste trabalho.
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4.11 CARACTERI´STICAS E LIMITAC¸O˜ES
Apresenta-se a seguir algumas caracter´ısticas e limitac¸o˜es encon-
tradas no SO desenvolvido neste trabalho, justificando sua existeˆncia
e, quando aplica´vel, indicando abordagens de contorno:
Bibliotecas A compilac¸a˜o do SO em conjunto com a aplicac¸a˜o exe-
cutada sobre ele impo˜e limitac¸o˜es na utilizac¸a˜o de bibliotecas, ja´
que essas passam a fazer parte do sistema como um todo, e na˜o
de uma partic¸a˜o espec´ıfica – isso faz com que as varia´veis decla-
radas por essas bibliotecas sejam globais, e portanto a utilizac¸a˜o
da mesma biblioteca a partir de duas partic¸o˜es distintas torna-se
invia´vel;
Flexibilidade de especificac¸a˜o/linguagem Segundo a
especificac¸a˜o ARINC 653 (ARINC, 2006a), as diferentes
aplicac¸o˜es executadas em um mesmo mo´dulo podem na˜o utilizar
a mesma especificac¸a˜o e/ou a mesma linguagem – essa
caracter´ıstica poderia ser alcanc¸ada, por exemplo, atrave´s do
suporte a` utilizac¸a˜o de diferentes SOs em cada partic¸a˜o do
mo´dulo, conforme apresentado em (VANDERLEEST, 2010);
pore´m, no SO desenvolvido neste trabalho, esse tipo de
flexibilidade na˜o e´ poss´ıvel;
Pol´ıticas de deadline No SO desenvolvido, a atribuic¸a˜o das pol´ıticas
de deadline dos tipos soft e hard aos processos de uma partic¸a˜o
na˜o tem efeito algum, ja´ que na˜o e´ citada pela especificac¸a˜o qual-
quer distinc¸a˜o em func¸a˜o desse paraˆmetro;
Validac¸o˜es Diversas das validac¸o˜es que a especificac¸a˜o ARINC 653
cita como tarefas do mecanismo de monitoramento (ARINC,
2006a) sa˜o executadas, no SO desenvolvido neste trabalho, ou
pelas ferramentas de configurac¸a˜o fornecidas conjuntamente –
por exemplo a validac¸a˜o da coereˆncia na declarac¸a˜o dos canais
de comunicac¸a˜o – ou pelo pro´prio processo de compilac¸a˜o – por
exemplo a garantia de que todas as partic¸o˜es existem; por esse
motivo, a utilizac¸a˜o do mecanismo de monitoramento para
detecc¸a˜o e tratamento dessas condic¸o˜es na˜o e´ necessa´ria, ja´ que
seu atendimento e´ garantido antes mesmo da compilac¸a˜o do
sistema;
Configurac¸a˜o A especificac¸a˜o ARINC 653 cita que deve ser sufici-
ente para a configurac¸a˜o de um SO compat´ıvel a utilizac¸a˜o ape-
nas dos paraˆmetros exigidos pelo esquema ba´sico dos arquivos
de configurac¸a˜o de mo´dulo (ARINC, 2006a) – no SO desenvol-
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vido neste trabalho, optou-se por exigir e/ou sugerir de forma es-
trita a declarac¸a˜o de diversos atributos, tanto do esquema ba´sico
quanto do esquema estendido; essa decisa˜o se justifica pela ori-
entac¸a˜o dida´tica do trabalho, devido a` qual considera-se que, para
o usua´rio em treinamento, e´ mais u´til a exigeˆncia estrita da cor-
retude e da completude da configurac¸a˜o do que a flexibilidade de
funcionamento quando informac¸o˜es incompletas sa˜o fornecidas;
Co´digo de erro POWER FAIL Em alguns locais da especificac¸a˜o
ARINC 653 o co´digo de erro que se refere a falhas no
suprimento de energia da plataforma de hardware e´ chamado
POWER FAIL, enquanto em outros locais e´ chamado
POWER FAILURE – foi utilizada a forma unificada
POWER FAIL em todos os locais, uma vez que o principal
objetivo da especificac¸a˜o ARINC 653 e´ a portabilidade de
co´digo e essa e´ a forma utilizada na definic¸a˜o da APEX ;
Modos de operac¸a˜o COLD START e WARM START No SO
desenvolvido neste trabalho, na˜o ha´ distinc¸a˜o alguma entre esses
modos de operac¸a˜o;
Erros na˜o tratados Os mecanismos definidos pela ARINC 653 per-
mitem que erros na˜o sejam tratados, ou seja, que o elemento
afetado por uma falha na˜o seja parado ou reiniciado – o compor-
tamento do SO desenvolvido neste trabalho quando erros na˜o sa˜o
tratados varia de acordo com o tipo de erro detectado:
• Para erros de aplicac¸a˜o gerados pelo servic¸o RAISE AP-
PLICATION ERROR, o contexto de execuc¸a˜o no qual
o erro ocorreu continua executando normalmente caso esse
seja ignorado;
• Para quaisquer outros erros, a execuc¸a˜o e´ retomada a partir
da instruc¸a˜o que gerou o erro (a instruc¸a˜o e´ repetida), e
possivelmente o erro sera´ novamente gerado.
Comunicac¸a˜o interpartic¸a˜o em HM callbacks A especificac¸a˜o
ARINC 653 define que devem existir mecanismos de
comunicac¸a˜o que possam ser utilizados a partir de HM callbacks
para o reporte de erros a partic¸o˜es de sistema responsa´veis por
trata´-los (ARINC, 2006a) – os mecanismos previstos pela
especificac¸a˜o (portas de amostragem e portas de enfileiramento),
conforme implementados neste trabalho, na˜o sa˜o capazes de
desempenhar essa tarefa;
Comunicac¸a˜o interpartic¸a˜o durante inicializac¸a˜o A
especificac¸a˜o ARINC 653 define que portas de amostragem e
131
portas de enfileiramento devem ser utiliza´veis em qualquer
modo de operac¸a˜o de uma partic¸a˜o, o que inclui sua etapa de
inicializac¸a˜o (ARINC, 2006a) – no SO desenvolvido neste
trabalho, o processo padra˜o de uma partic¸a˜o na˜o pode ser
bloqueado por esse tipo de mecanismo e, portanto, a utilizac¸a˜o
de portas de enfileiramento (as mais adequadas a esse tipo de
tarefa) na˜o e´ poss´ıvel;
Atraso do relo´gio do sistema Uma vez que o relo´gio do sistema
e´ atualizado pela interrupc¸a˜o perio´dica de escalonamento e os
servic¸os do SO sa˜o executados atomicamente (com interrupc¸o˜es
desabilitadas), e´ poss´ıvel que o relo´gio sofra atrasos caso um des-
ses servic¸os execute durante um intervalo maior que o per´ıodo da
interrupc¸a˜o;
Interface ethernet Diversas sa˜o as limitac¸o˜es relacionadas a`
utilizac¸a˜o de mecanismos de comunicac¸a˜o interpartic¸a˜o em
conjunto com a interface de rede ethernet da plataforma, dentre
as quais destaca-se seu na˜o determinismo temporal (pro´prio do
padra˜o IEEE 802.3), a potencializac¸a˜o do na˜o determinismo
temporal do processador imposto pela utilizac¸a˜o de DMA, e
ainda a impossibilidade de implementac¸a˜o de redundaˆncia, ja´
que a plataforma possui apenas uma porta ethernet.
4.12 COMENTA´RIOS GERAIS
Apresenta-se, a seguir, as principais deciso˜es de projeto tomadas
durante o desenvolvimento deste trabalho:
• Implementac¸a˜o em plataforma real Conforme apresentado
em (PASCOAL, 2008), podem ser empregados simuladores para
o desenvolvimento e teste de aplicac¸o˜es avioˆnicas, e portanto o
mesmo pode ser afirmado para fins dida´ticos e experimentais
nesse contexto; neste trabalho optou-se pela utilizac¸a˜o de uma
plataforma de hardware real, com o objetivo de oferecer ao usua´rio
uma experieˆncia o mais pro´xima quanto poss´ıvel do desenvolvi-
mento em um cena´rio real, ou seja, de forma que a utilizac¸a˜o do
SO apresente desafios semelhantes a`queles encontrados nas pla-
taformas empregadas em equipamentos avioˆnicos;
• Implementac¸a˜o ao inve´s de adaptac¸a˜o Conforme citado an-
teriormente, seria poss´ıvel a adaptac¸a˜o ou mapeamento dos re-
cursos de um SO de licenc¸a aberta a`s exigeˆncias da ARINC 653,
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de forma semelhante ao apresentado em (RUFINO; FILIPE, 2007)
e (HAN; JIN, 2012), evitando assim a implementac¸a˜o de um novo
nu´cleo; pore´m, as opc¸o˜es dispon´ıveis com licenc¸a aberta, como
o FreeRTOS (REAL TIME ENGINEERS LTD., 2014), o RTEMS
(OAR CORPORATION, 2014) e o EPOS (LISHA/UFSC, 2014), na˜o
oferecem suporte a diversos elementos exigidos pela ARINC 653,
como o escalonamento em dois n´ıveis e tarefas relacionadas a` de-
tecc¸a˜o e tratamento de erros (health monitoring); a adaptac¸a˜o
de um desses SOTRs a`s definic¸o˜es da especificac¸a˜o exigiria gran-
des alterac¸o˜es infraestruturais, descaracterizando o software origi-
nal e podendo comprometer sua estabilidade, motivos pelos quais
decidiu-se pela implementac¸a˜o de um novo nu´cleo;
• Na˜o utilizac¸a˜o de virtualizac¸a˜o Conforme apresentado em
(VANDERLEEST, 2010) e (HAN; JIN, 2011), a implementac¸a˜o do
escalonamento de partic¸o˜es ARINC 653 atrave´s da utilizac¸a˜o de
recursos de virtualizac¸a˜o oferece ganhos considera´veis, como por
exemplo o suporte a` execuc¸a˜o de um SO diferente em cada
partic¸a˜o; pore´m, a implementac¸a˜o CortexTM-A8 da arquitetura
ARMv7 , utilizada pelo processador da plataforma de hardware
empregada, na˜o oferece esse tipo de recurso;
• Fila de prioridades Conforme citado anteriormente, a forma
como a especificac¸a˜o ARINC 653 define que os processos devem
ser enfileirados acaba por exigir, tambe´m, que as filas de prio-
ridades empregadas funcionem como filas FIFO quando popula-
das apenas com entradas de mesma prioridade; por esse motivo,
desenvolveu-se neste trabalho uma fila de prioridades cuja com-
plexidade de enfileiramento e´ O(n) e que obedece a essa carac-
ter´ıstica, pore´m caso essa exigeˆncia na˜o existisse seria prefer´ıvel
a utilizac¸a˜o de estruturas mais eficientes, como as heaps bina´rias,
que apresentam complexidade de enfileiramento O(log2n) mas
cujo princ´ıpio de funcionamento na˜o garante o comportamento
citado;
• Alocac¸a˜o de memo´ria Optou-se por uma abordagem mista de
alocac¸a˜o de memo´ria, ou seja, parte realizada de forma esta´tica
e parte de forma dinaˆmica; isso porque a alocac¸a˜o de peque-
nas porc¸o˜es de dados (para estruturas gerenciais, por exemplo)
e´ prejudicada por uma abordagem esta´tica, por gerar um mapa
de memo´ria desnecessariamente extenso e complexo, enquanto a
alocac¸a˜o dinaˆmica de porc¸o˜es maiores (para pilhas, por exemplo)
na˜o mostra-se vantajosa por dificultar a protec¸a˜o dessas regio˜es
atrave´s da MMU e/ou a correta detecc¸a˜o de erros a elas relacio-
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nados, conforme apresentado na Sec¸a˜o 4.8;
• Desabilitac¸a˜o de memo´ria cache e branch prediction A
memo´ria cache e o mecanismo de predic¸a˜o de fluxo (branch pre-
diction) do processador utilizado neste trabalho sa˜o desabilita-
dos pelo SO; essa decisa˜o foi tomada com o objetivo de obter-se
ma´xima constaˆncia no tempo de execuc¸a˜o de instruc¸o˜es e, assim,
uma maior previsibilidade temporal (WILHELM et al., 2008); ape-
sar de impedir o usufruto do ma´ximo desempenho do processador,
essa caracter´ıstica e´ importante, por exemplo, para a execuc¸a˜o
dos casos de teste elaborados neste trabalho (apresentados a se-
guir), nos quais sa˜o utilizados lac¸os cuja constaˆncia no tempo
de execuc¸a˜o e´ fundamental; uma alternativa a` desabilitac¸a˜o da
memo´ria cache seria seu particionamento, conforme avaliado em
(ALTMEYER et al., 2014), pore´m no processador empregado essa
abordagem na˜o pode ser aplicada;
• Desabilitac¸a˜o dos registradores D16 a D31 do coproces-
sador VFP Por tratar-se de registradores utilizados principal-
mente para operac¸o˜es Single Instruction Multiple Data (SIMD)
(TI, 2013b), as quais na˜o sa˜o empregadas para operac¸o˜es de ponto
flutuante usuais, sua utilizac¸a˜o foi desabilitada a fim de minimi-
zar o tamanho das estruturas de armazenamento de contextos de
execuc¸a˜o;
• Gerac¸a˜o de co´digo a partir de arquivos de configurac¸a˜o A
utilizac¸a˜o dessa abordagem tem como principal vantagem reduzir
a complexidade do co´digo fonte do SO, por dispensar a utilizac¸a˜o
de mecanismos de transfereˆncia e leitura de arquivos de confi-
gurac¸a˜o, ale´m de permitir a validac¸a˜o desses arquivos antes que
esses sejam efetivamente utilizados;
• Na˜o utilizac¸a˜o de chamadas de supervisor (interrupc¸o˜es
de software) distintas para cada servic¸o do SO Essa decisa˜o
torna o co´digo fonte e sua depurac¸a˜o mais compreens´ıveis, ja´ que
diminui a complexidade percebida pelo usua´rio no que se refere a`
interface entre o software de aplicac¸a˜o e o nu´cleo do SO;
• Salvamento de contextos de execuc¸a˜o em estruturas dedi-
cadas Conforme citado anteriormente, alguns SOTRs efetuam o
salvamento de contextos de execuc¸a˜o na pro´pria pilha de execuc¸a˜o
das tarefas, como e´ o caso do FreeRTOS (REAL TIME ENGINE-
ERS LTD., 2014), enquanto outros, como o RTEMS (OAR CORPO-
RATION, 2014), armazenam essas informac¸o˜es em estruturas de-
dicadas; a decisa˜o pelo armazenamento de contextos de execuc¸a˜o
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em estruturas dedicadas se justifica principalmente por essa abor-
dagem permitir o salvamento do contexto de execuc¸a˜o mesmo
quando da ocorreˆncia de erros de estouro de pilha, o que na˜o e´
poss´ıvel na abordagem alternativa e acaba por comprometer os
contextos de execuc¸a˜o afetados por esse tipo de erro;
• Utilizac¸a˜o de tabelas de traduc¸a˜o de descritores curtos
Conforme apresentado no Cap´ıtulo 3, a MMU fornecida pelo pro-
cessador empregado permite a utilizac¸a˜o de dois formatos distin-
tos de tabelas de traduc¸a˜o: de descritores curtos e de descrito-
res longos; as tabelas de traduc¸a˜o de descritores longos sa˜o mais
adequadas em situac¸o˜es nas quais a memo´ria dispon´ıvel para o
sistema exige a utilizac¸a˜o de enderec¸os virtuais longos (de mais
de 32 bits), o que na˜o e´ o caso da plataforma de hardware empre-
gada;
• Elaborac¸a˜o de uma tabela de traduc¸a˜o para cada
contexto de execuc¸a˜o Conforme citado anteriormente, e´
poss´ıvel o atendimento aos requisitos de isolamento espacial
impostos pela ARINC 653 atrave´s da utilizac¸a˜o de uma u´nica
tabela de traduc¸a˜o por partic¸a˜o, ja´ que desse ponto de vista e´
exigida apenas a proibic¸a˜o do acesso a` memo´ria reservada a
outras partic¸o˜es; pore´m, essa abordagem na˜o e´ suficiente para a
detecc¸a˜o dos erros de memo´ria previstos por essa especificac¸a˜o
(violac¸a˜o de memo´ria e estouro de pilha), ja´ que a diferenciac¸a˜o
desses dois tipos de erro de forma eficiente depende da protec¸a˜o
individual da regia˜o utilizada como pilha por cada contexto de
execuc¸a˜o, exigindo assim a elaborac¸a˜o de uma tabela de
traduc¸a˜o para cada um dos contextos de execuc¸a˜o; apesar de
gerar um maior nu´mero de tabelas e de descritores, causando um
maior nu´mero de faltas nas TLBs da MMU (ARPACI-DUSSEAU,
2012), na auseˆncia de mecanismos alternativos para
diferenciac¸a˜o de erros de memo´ria utilizou-se neste trabalho
uma tabela de traduc¸a˜o para cada contexto de execuc¸a˜o;
• Utilizac¸a˜o de contextos de execuc¸a˜o distintos para as
tarefas do mecanismo de monitoramento Algumas tare-
fas do mecanismo de monitoramento do SO (health monitoring),
como os HM callbacks, podem tanto ser tratadas como contex-
tos de execuc¸a˜o distintos quanto executadas como invocac¸o˜es de
me´todos a partir de outros contextos de execuc¸a˜o; neste traba-
lho optou-se por trata´-las como contextos de execuc¸a˜o distintos,
sendo assim seu escalonamento incorporado ao algoritmo de es-
calonamento de partic¸o˜es e processos;
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• Desabilitac¸a˜o de interrupc¸o˜es aninhadas Apesar deste tra-
balho na˜o abordar questo˜es que tornam necessa´ria a utilizac¸a˜o de
interrupc¸o˜es aninhadas, observou-se que o tratamento desse tipo
de evento traria a necessidade de reorganizac¸a˜o da estrate´gia de
salvamento e restaurac¸a˜o de contextos de execuc¸a˜o empregada
no SO desenvolvido, pois exigiria o controle sobre o nu´mero de
interrupc¸o˜es que encontram-se em tratamento e a supressa˜o da
restaurac¸a˜o de contexto antes que o tratamento da de menor pri-
oridade fosse conclu´ıdo;
• Desenvolvimento de func¸o˜es comuns Bibliotecas
tradicionalmente utilizadas na linguagem C oferecem
func¸o˜es equivalentes a algumas desenvolvidas neste
trabalho, como COMMON COPYSTRING e
COMMON COMPARESTRINGS, pore´m por tratar-se de
um nu´mero reduzido de casos optou-se pela manutenc¸a˜o da
independeˆncia do SO em relac¸a˜o a bibliotecas externas, tendo
portanto essas sido desenvolvidas como parte do nu´cleo do SO.
Apresenta-se, a seguir, as principais facilidades encontradas du-
rante o desenvolvimento do SO apresentado neste trabalho:
• Especificac¸a˜o A especificac¸a˜o ARINC 653 apresenta em deta-
lhes o comportamento exigido para SOs compat´ıveis, ale´m de
trazer uma implementac¸a˜o de refereˆncia dos servic¸os que devem
ser por eles oferecidos ao software de aplicac¸a˜o;
• SOTRs de base A utilizac¸a˜o de SOTRs de co´digo e licenc¸a aber-
tos como fonte de informac¸a˜o proporcionou uma ra´pida evoluc¸a˜o
para elaborac¸a˜o do nu´cleo do SO, principalmente no que compete
ao escalonamento de tarefas;
• TI AM335X StarterWare A utilizac¸a˜o desse pacote permitiu
o desenvolvimento a partir de exemplos especificamente criados
para a plataforma de hardware escolhida, facilitando a preparac¸a˜o
do ambiente (projeto na IDE ) e a compreensa˜o do funcionamento
dessa plataforma;
• Documentac¸a˜o da arquitetura A documentac¸a˜o fornecida
pela ARMr, tanto para a arquitetura ARMv7 quanto para sua
implementac¸a˜o CortexTM-A8, conte´m todas as informac¸o˜es que
mostraram-se necessa´rias para o desenvolvimento do SO, tendo
sido especialmente u´til para a implementac¸a˜o dos procedimentos
escritos em linguagem assembly.
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Apresenta-se, a seguir, as principais dificuldades encontradas du-
rante o desenvolvimento do SO apresentado neste trabalho:
• Biblioteca da MMU O desenvolvimento da biblioteca de in-
terac¸a˜o com a MMU exigiu a compreensa˜o extensiva do funcio-
namento dos mecanismos de protec¸a˜o de memo´ria e da estrutura
das tabelas de traduc¸a˜o de descritores curtos suportadas pela
MMU utilizada; as maiores dificuldades nessa tarefa se referem a`
auseˆncia de mecanismos de depurac¸a˜o das tabelas de traduc¸a˜o, e
foi portanto necessa´rio o desenvolvimento de programas auxiliares
para confereˆncia das informac¸o˜es inseridas nessas tabelas;
• Tratamento de erros de memo´ria Todos os erros relacionados
ao acesso a memo´ria sa˜o reportados da mesma forma pela MMU
do processador empregado (como excec¸o˜es de acesso a memo´ria),
e portanto sem indicac¸o˜es sobre o tipo de operac¸a˜o que o gerou;
sendo assim, foi necessa´ria a elaborac¸a˜o de uma abordagem de di-
ferenciac¸a˜o de erros de estouro de pilha e de violac¸a˜o de memo´ria,
conforme apresentado na Sec¸a˜o 4.8, cujo desenvolvimento teve
como maiores dificuldades a previsa˜o de poss´ıveis falhas nos di-
ferentes modos de execuc¸a˜o do processador e a elaborac¸a˜o de
estrate´gias de tratamento dessas falhas;
• Obtenc¸a˜o do enderec¸o de retorno da func¸a˜o atual Essa
operac¸a˜o e´ necessa´ria para a determinac¸a˜o do enderec¸o de
origem de erros lanc¸ados atrave´s do servic¸o RAISE AP-
PLICATION ERROR; essa informac¸a˜o e´ geralmente
armazenada na pilha quando da chamada de func¸o˜es, pore´m
pode assumir diferentes posic¸o˜es na pilha dependendo do n´ıvel e
do tipo de otimizac¸a˜o utilizado pelo compilador; a recuperac¸a˜o
dessa informac¸a˜o com a utilizac¸a˜o de uma u´nica func¸a˜o tambe´m
pode mostrar-se invia´vel, ja´ que o enderec¸o de retorno e´ alterado
quando func¸o˜es sa˜o invocadas; a soluc¸a˜o utilizada neste trabalho
foi o fornecimento de dois procedimentos: um de preparac¸a˜o,
que armazena o enderec¸o de retorno atual em um enderec¸o de
memo´ria conhecido (geralmente escrito em linguagem assembly),
e um de recuperac¸a˜o, que o leˆ desse enderec¸o e fornece-o ao SO
(e pode ser escrito em linguagem C), ambos implementados
conforme as caracter´ısticas da plataforma de hardware utilizada;
• Configurac¸a˜o de clocks A configurac¸a˜o dos domı´nios de clock
do processador representou uma dificuldade devido a` grande
complexidade desse subsistema no processador empregado,
agravado pela auseˆncia de exemplos simples no pacote AM335X
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StarterWare para alguns perife´ricos; ale´m disso, essa
configurac¸a˜o era originalmente realizada pelos exemplos do
pacote AM335X StarterWare de forma diferente em tempo de
depurac¸a˜o e durante a execuc¸a˜o via bootloader, e foi portanto
necessa´ria a unificac¸a˜o desse procedimento;
• Implementac¸a˜o do algoritmo de escalonamento As mai-
ores dificuldades enfrentadas nessa etapa foram relacionadas ao
escalonamento em dois n´ıveis em conjunto com as tarefas de tra-
tamento de erros, ja´ que para algumas dessas tarefas o partici-
onamento na˜o pode ser violado (HM callbacks de partic¸a˜o, por
exemplo), enquanto para outras ele deve ser ignorado (como e´ o
caso do HM callback do mo´dulo);
• Alocac¸a˜o e protec¸a˜o de memo´ria Uma das maiores
dificuldades enfrentadas no desenvolvimento do SO apresentado
esta´ relacionada a` determinac¸a˜o das abordagens de alocac¸a˜o e
de protec¸a˜o da memo´ria do sistema atendendo a caracter´ısticas
como: mı´nimo desperd´ıcio (evitar a alocac¸a˜o ale´m da estrita
necessidade), ma´xima protec¸a˜o (utilizac¸a˜o de mecanismos de
protec¸a˜o da forma mais restritiva poss´ıvel) e ma´xima
compreensibilidade do mapa de memo´ria, sem preju´ızos a`
depurabilidade do nu´cleo do SO, da aplicac¸a˜o e de ambos em
conjunto.
Apresenta-se, a seguir, as principais lic¸o˜es aprendidas durante o
desenvolvimento realizado neste trabalho:
• Dados do nu´cleo Observou-se que uma das etapas mais impor-
tantes do desenvolvimento do SO foi a definic¸a˜o das estruturas
de informac¸o˜es empregadas em seu nu´cleo, ja´ que a forma como
essas informac¸o˜es sa˜o organizadas afeta diretamente a construc¸a˜o
de todos os servic¸os oferecidos ao software de aplicac¸a˜o, pode im-
por limitac¸o˜es a` sua evoluc¸a˜o ou adaptac¸a˜o e, ainda, gera grande
impacto caso precise ser alterada;
• Abordagens utilizadas em SOs tradicionais Foi poss´ıvel
compreender durante o desenvolvimento deste trabalho os mo-
tivos pelos quais os SOs tradicionais possuem determinadas ca-
racter´ısticas, por exemplo quanto a` forma como as aplicac¸o˜es sa˜o
compiladas para que possam ser neles executadas; foi poss´ıvel
perceber, inclusive, que muitas dessas caracter´ısticas precisariam
ser adotadas para contorno de algumas das principais limitac¸o˜es
conhecidas do SO desenvolvido;
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• Contextos de execuc¸a˜o Em processadores simples (microcon-
troladores, por exemplo), as informac¸o˜es que precisam ser salvas e
restauradas quando da troca de contexto de execuc¸a˜o sa˜o bem co-
nhecidas, limitando-se, geralmente, aos registradores de trabalho
e de controle do nu´cleo do processador; pore´m em processado-
res mais complexos, como aquele empregado neste trabalho, esse
conjunto de informac¸o˜es pode incluir outros elementos, como por
exemplo registradores de trabalho e de controle pertencentes a
coprocessadores;
• Implementac¸a˜o em plataforma real Foi poss´ıvel perceber
com clareza as vantagens da utilizac¸a˜o de SOs ARINC 653 imple-
mentados em plataformas reais, ao inve´s de simulac¸o˜es, quando
almejados objetivos dida´ticos; a principal vantagem percebida e´
que, quando utilizada simulac¸a˜o, todos os recursos do SO sobre o
qual o simulador e´ executado ja´ encontram-se dispon´ıveis e con-
figurados (como interfaces de rede, por exemplo), enquanto com
a utilizac¸a˜o de uma implementac¸a˜o em uma plataforma de hard-
ware real esses recursos precisam ser preparados e gerenciados sob
restric¸o˜es impostas tanto pelo SO quanto pela plataforma; essa
limitac¸a˜o impo˜e um desafio ao usua´rio que e´ necessariamente en-
contrado em plataformas avioˆnicas reais, mas que seria abstra´ıdo
por simuladores que rodam sobre SOs tradicionais.
4.13 CONSIDERAC¸O˜ES FINAIS
Foram apresentados de forma detalhada neste cap´ıtulo os ele-
mentos que compo˜em o co´digo fonte do SO desenvolvido neste trabalho,
os algoritmos nele empregados, os recursos da plataforma de hardware
utilizados e as abordagens de utilizac¸a˜o desses recursos a fim de atender
aos requisitos da especificac¸a˜o ARINC 653. Buscou-se ainda ressaltar e
justificar as principais deciso˜es de projeto tomadas, indicando ainda as
limitac¸o˜es impostas por caracter´ısticas da plataforma e/ou pelas abor-
dagens empregadas ao produto final obtido.
No pro´ximo cap´ıtulo sera˜o apresentadas as ferramentas de con-
figurac¸a˜o implementadas neste trabalho para utilizac¸a˜o em conjunto
com o SO desenvolvido, cujo emprego e´ fundamental para a validac¸a˜o
pre´via dos arquivos de configurac¸a˜o e da gerac¸a˜o automa´tica de co´digo
a partir deles.
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5 FERRAMENTAS DE CONFIGURAC¸A˜O
Os arquivos de configurac¸a˜o de mo´dulo definidos pela
ARINC 653 precisam ser pre´-processados para que possam ser
efetivamente utilizados pelo SO desenvolvido neste trabalho. Para isso
desenvolveu-se, ale´m do pro´prio SO, um conjunto de ferramentas que
auxiliam o usua´rio no processo de validac¸a˜o desse tipo de arquivo,
assim como na manutenc¸a˜o das aplicac¸o˜es pelas quais eles sa˜o
utilizados. Essas ferramentas foram desenvolvidas para a plataforma
Java versa˜o 1.8.0 25 utilizando a IDE Eclipse versa˜o Kepler, e suas
func¸o˜es na realizac¸a˜o dessas tarefas sera˜o apresentadas nas pro´ximas
sec¸o˜es.
5.1 GERENCIADOR DE MODELOS
Trata-se de uma ferramenta destinada a` manutenc¸a˜o dos mode-
los de aplicac¸a˜o gerados a partir de arquivos de configurac¸a˜o de mo´dulo
para execuc¸a˜o no SO pelo Gerador de modelos (apresentado a se-
guir), de forma que eventuais alterac¸o˜es nesses arquivos sejam propa-
gadas para os modelos correspondentes com o menor esforc¸o poss´ıvel.
Os modelos em questa˜o conteˆm demarcadores para as regio˜es de co´digo
destinadas ao software de aplicac¸a˜o, nas quais deve ser inserido o co´digo
do usua´rio e que devem, portanto, ser mantidas inalteradas quando da
regerac¸a˜o do modelo. Esta ferramenta suporta tanto arquivos de co´digo
fonte na linguagem C quanto arquivos de configurac¸a˜o no formato XML,
e demarca regio˜es de co´digo (snippets) com identificadores que devem,
preferencialmente, indicar sua func¸a˜o no modelo. Seu funcionamento
se baseia em duas operac¸o˜es principais:
Contrac¸a˜o Percorre os arquivos de um modelo buscando snippets e
armazenando-os em um arquivo externo ao modelo (denominado
arquivo de artefato), removendo o co´digo neles contido mas man-
tendo a demarcac¸a˜o de sua localizac¸a˜o para posterior restaurac¸a˜o;
Expansa˜o Percorre os arquivos de um modelo buscando demarcac¸o˜es
de localizac¸a˜o de snippets e as preenche com o conteu´do armaze-
nado em um arquivo de artefato, restaurando assim o conteu´do
das regio˜es de co´digo do usua´rio previamente armazenadas.
A chamada da ferramenta de gerenciamento de modelos e´ feita
atrave´s da seguinte linha de comando:
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TemplateManager <LANGUAGE> <OPERATION>
<PATH> <TEMPLATE> <INCLUDE PATTERN>
<EXCLUDE PATTERN> <WRITE>
Na qual sa˜o utilizados os seguintes argumentos:
LANGUAGE Define a linguagem do modelo – C ou XML;
OPERATION Define a operac¸a˜o a ser realizada – COLLAPSE para
contrac¸a˜o ou EXPAND para expansa˜o;
PATH Caminho do direto´rio (ou arquivo) sobre o qual a operac¸a˜o
deve ser executada;
TEMPLATE Arquivo no qual as regio˜es de co´digo sa˜o armazenadas
(escrito pela operac¸a˜o de contrac¸a˜o e lido pela operac¸a˜o de ex-
pansa˜o);
INCLUDE PATTERN Expressa˜o regular no padra˜o da classe
Pattern da linguagem Java (ORACLE, 2014) para selec¸a˜o dos
arquivos do modelo a serem processados – por exemplo “.*\.c”
(para arquivos de co´digo fonte em C) ou “.*\.xml” (para
arquivos no formato XML);
EXCLUDE PATTERN Expressa˜o regular no padra˜o da classe
Pattern da linguagem Java (ORACLE, 2014) para ignorar
arquivos do modelo – por exemplo “configuration\.c” para que o
arquivo “configuration.c” na˜o seja processado, mesmo se
inclu´ıdo pelo padra˜o INCLUDE PATTERN;
WRITE Define se a operac¸a˜o deve efetivamente alterar os arquivos do
modelo – YES para aplicar a operac¸a˜o aos arquivos do modelo,
ou NO para manteˆ-los inalterados.
5.2 PRE´-PROCESSADOR DE CONFIGURAC¸A˜O
E´ uma ferramenta integrada ao Gerador de modelos (apre-
sentado a seguir) responsa´vel pela validac¸a˜o sinta´tica e semaˆntica dos
arquivos de configurac¸a˜o de mo´dulo, ale´m da execuc¸a˜o de rotinas de
pre´-processamento dessas informac¸o˜es, como por exemplo a alocac¸a˜o de
regio˜es de memo´ria de acordo com as abordagens anteriormente apre-
sentadas. A validac¸a˜o sinta´tica dos arquivos de configurac¸a˜o e´ realizada
frente ao esquema ba´sico definido na especificac¸a˜o ARINC 653 (ARINC,
2006a) unido ao esquema estendido definido neste trabalho, e as va-
lidac¸o˜es semaˆnticas incluem verificac¸o˜es de consisteˆncia e de coesa˜o das
informac¸o˜es contidas em todas suas entidades, das quais destaca-se:
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Identificadores Verifica a consisteˆncia e unicidade dos identificadores
associados aos elementos do sistema;
Nomes Verifica a consisteˆncia e unicidade dos nomes atribu´ıdos aos
elementos do sistema;
Mapeamento de erros Garante que todos os erros sa˜o mapeados a
um dos n´ıveis de tratamento e que possuem entrada correspon-
dente na tabela do n´ıvel ao qual sa˜o mapeados (e apenas na tabela
desse n´ıvel);
Consisteˆncia de declarac¸o˜es Exige que na˜o sejam definidas carac-
ter´ısticas a elementos na˜o existentes no mo´dulo (atribuic¸a˜o de
tamanhos de pilha a HM callbacks na˜o declarados, por exemplo),
ale´m de verificar a consisteˆncia da tabela de conexo˜es do mo´dulo
quanto a` existeˆncia das partic¸o˜es e portas nela declaradas;
Recursos para testes Exibe avisos sobre a utilizac¸a˜o de recursos es-
pec´ıficos para testes (desabilitac¸a˜o do mecanismo de monitora-
mento, por exemplo);
Sugesto˜es de alterac¸o˜es Apresenta sugesto˜es de alterac¸o˜es no ar-
quivo de configurac¸a˜o para facilitar sua leitura (inclusa˜o de des-
cric¸o˜es de partic¸o˜es consistentes em todas as entidades relaciona-
das a partic¸o˜es, por exemplo);
Alocac¸a˜o de memo´ria Verifica as configurac¸o˜es de alocac¸a˜o de
memo´ria, apontando valores inadequados a` execuc¸a˜o do sistema
na plataforma alvo.
5.3 GERADOR DE MODELOS
E´ a ferramenta responsa´vel pela gerac¸a˜o, com base em um ar-
quivo de configurac¸a˜o de mo´dulo, de um modelo de aplicac¸a˜o que pode
ser compilado e executado sobre o SO desenvolvido neste trabalho em
uma determinada plataforma de hardware. O arquivo de configurac¸a˜o
fornecido e´ inicialmente submetido ao Pre´-processador de confi-
gurac¸a˜o, e a gerac¸a˜o do modelo so´ e´ efetivada caso na˜o sejam detec-
tados erros por essa ferramenta. A chamada da ferramenta de gerac¸a˜o
de modelos e´ feita atrave´s da seguinte linha de comando:
TemplateGenerator <CONFIGURATION FILE>
<TARGET PLATFORM> <OUTPUT DIRECTORY>
Na qual sa˜o utilizados os seguintes argumentos:
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CONFIGURATION FILE Arquivo de configurac¸a˜o de mo´dulo a
ser utilizado;
TARGET PLATFORM Define a plataforma alvo para a qual o mo-
delo deve ser gerado – DEFAULT para gerac¸a˜o de um modelo
gene´rico (pore´m na˜o executa´vel), ou AM335X para gerac¸a˜o de
um modelo destinado a processadores TI AM335X;
OUTPUT DIRECTORY Direto´rio no qual o modelo deve ser ge-
rado.
5.4 GERENCIAMENTO DE MODELOS
Conforme citado anteriormente, o modelo gerado pelo Gerador
de modelos possui regio˜es demarcadas para a inserc¸a˜o de co´digo do
usua´rio, de forma que, em caso de necessidade de regerac¸a˜o do modelo
em raza˜o de alterac¸o˜es de configurac¸a˜o, na˜o seja necessa´rio o reposi-
cionamento desse co´digo ou o rastreamento das alterac¸o˜es efetivas do
modelo. Geralmente o Gerenciador de modelos e o Gerador de
modelos sa˜o utilizados conjuntamente, da seguinte forma:
1. A operac¸a˜o de contrac¸a˜o do Gerenciador de modelos e´ uti-
lizada para armazenamento das regio˜es de co´digo do usua´rio de
um modelo num arquivo de artefato;
2. O modelo e´ regerado (sobrescrito) atrave´s do Gerador de mo-
delos – sugere-se a utilizac¸a˜o de um sistema de controle de verso˜es
a fim de evitar a eventual perda de informac¸o˜es em decorreˆncia
da regerac¸a˜o do modelo;
3. A operac¸a˜o de expansa˜o do Gerenciador de modelos e´ utili-
zada para restaurac¸a˜o das regio˜es de co´digo do usua´rio do modelo
a partir do arquivo de artefato gerado anteriormente.
Ilustra-se na Figura 9 o processo de gerac¸a˜o e atualizac¸a˜o de
modelos a partir de um arquivo de configurac¸a˜o de mo´dulo, indicando
os documentos necessa´rios para execuc¸a˜o de cada uma das operac¸o˜es
desse processo e aqueles gerados por cada uma delas.
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Figura 9 – Gerac¸a˜o e atualizac¸a˜o de modelos
5.5 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentadas as ferramentas elaboradas
neste trabalho para aux´ılio ao usua´rio nos processos de validac¸a˜o de
arquivos de configurac¸a˜o de mo´dulo e de manutenc¸a˜o das aplicac¸o˜es
pelas quais eles sa˜o utilizados. Sugere-se a utilizac¸a˜o dessas ferramen-
tas em conjunto com um sistema de controle de verso˜es que permita
a reversa˜o de eventuais alterac¸o˜es indesejadas, ja´ que o emprego de
ferramentas de gerac¸a˜o automatizada de co´digo insere se´rios riscos de
perda de informac¸o˜es.
Um exemplo completo das operac¸o˜es necessa´rias a` execuc¸a˜o de
aplicac¸o˜es sobre o SO desenvolvido neste trabalho e´ apresentado no
Apeˆndice B.
No pro´ximo cap´ıtulo sera˜o apresentados os casos de teste desen-
volvidos neste trabalho para evidenciar a adereˆncia do SO desenvolvido
a`s determinac¸o˜es da especificac¸a˜o ARINC 653.
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6 CASOS DE TESTE
Parte fundamental do processo de desenvolvimento de um SO
com base na ARINC 653, a demonstrac¸a˜o de sua compatibilidade com
as caracter´ısticas exigidas por essa especificac¸a˜o deve ser realizada, no
mı´nimo, atrave´s da execuc¸a˜o de testes que fornec¸am evideˆncias dessa
adereˆncia. Neste trabalho, um conjunto de casos de teste foi elabo-
rado com o objetivo de demonstrar o funcionamento dos servic¸os e
a adereˆncia das caracter´ısticas do SO desenvolvido a`s exigeˆncias da
especificac¸a˜o ARINC 653. Esses casos de teste apresentam n´ıveis de
complexidade e abrangeˆncia variados, e podem portanto ser tambe´m
utilizados no processo de migrac¸a˜o do SO para novas plataformas de
hardware, iniciando pela execuc¸a˜o dos mais simples e alcanc¸ando aque-
les mais completos e complexos, evidenciando assim o funcionamento
do sistema de forma progressiva.
A parte 3 da especificac¸a˜o ARINC 653 (ARINC, 2006b) define
um amplo conjunto de testes de conformidade, que teˆm por finalidade
demonstrar e provar que o comportamento de um SO esta´ de acordo
com a parte 1 dessa mesma especificac¸a˜o; pore´m, os casos de teste
elaborados neste trabalho na˜o incluem aqueles definidos por esse docu-
mento. Ao inve´s disso, decidiu-se pela criac¸a˜o de um conjunto reduzido
de testes, cuja execuc¸a˜o fosse ponto de partida para a compreensa˜o da
especificac¸a˜o e do funcionamento do SO e demonstrasse a utilizac¸a˜o
de todos seus servic¸os, estando assim alinhado tambe´m aos objetivos
dida´ticos do trabalho.
Os casos de teste desenvolvidos baseiam-se no acionamento de
sa´ıdas digitais do processador (GPIOs), por tratar-se uma forma de
sinalizac¸a˜o simples e de resposta ra´pida. A utilizac¸a˜o desse tipo de pe-
rife´rico permite tanto o emprego de um oscilosco´pio para ana´lise da tem-
porizac¸a˜o de eventos quanto a percepc¸a˜o visual do comportamento do
sistema atrave´s de pinos conectados a Light-Emitting Diodes (LEDs),
o que acaba por tornar a execuc¸a˜o dos procedimentos de teste mais
intuitiva em comparac¸a˜o ao emprego de recursos como interfaces de
depurac¸a˜o, por exemplo. Foram utilizadas as seguintes sa´ıdas digitais
da plataforma de hardware BeagleBone:
LED1 Atua sobre a porta GPIO1, bits 21 (LED USR0) e 2 (pino
externo P8.5);
LED2 Atua sobre a porta GPIO1, bits 24 (LED USR3) e 6 (pino
externo P8.3).
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Os seguintes me´todos sa˜o utilizados nos casos de teste para pre-
parac¸a˜o e manipulac¸a˜o dessas sa´ıdas digitais, e devem portanto ser
implementados especificamente para a plataforma de hardware empre-
gada:
TEST STARTUP Inicializa as sa´ıdas digitais utilizadas nos testes;
TEST LED1 ON Liga a sa´ıda digital LED1;
TEST LED2 ON Liga a sa´ıda digital LED2;
TEST LED1 OFF Desliga a sa´ıda digital LED1;
TEST LED2 OFF Desliga a sa´ıda digital LED2.
Os casos de teste desenvolvidos utilizam lac¸os que acionam as
sa´ıdas digitais do processador durante diferentes per´ıodos, com a finali-
dade de indicar a ocorreˆncia de diferentes eventos. Para temporizac¸a˜o
desses lac¸os sa˜o definidas as seguintes constantes, cujo valor deve ser
calibrado atrave´s da utilizac¸a˜o de um oscilosco´pio:
TEST COUNTER TINY Gera lac¸os de ≈1ms;
TEST COUNTER TINYSMALL Gera lac¸os de ≈5ms;
TEST COUNTER SMALL Gera lac¸os de ≈10ms;
TEST COUNTER SMALLMEDIUM Gera lac¸os de ≈25ms;
TEST COUNTER MEDIUM Gera lac¸os de ≈50ms;
TEST COUNTER MEDIUMLARGE Gera lac¸os de ≈100ms;
TEST COUNTER LARGE Gera lac¸os de ≈250ms;
TEST COUNTER LARGEHUGE Gera lac¸os de ≈750ms;
TEST COUNTER HUGE Gera lac¸os de ≈1s.
Apresenta-se nas pro´ximas sec¸o˜es uma visa˜o geral dos casos de
teste desenvolvidos neste trabalho, assim como informac¸o˜es referentes
ao ambiente no qual eles foram executados e os resultados obtidos a
partir de sua execuc¸a˜o sobre o SO desenvolvido.
6.1 VISA˜O GERAL
Os casos de teste desenvolvidos neste trabalho podem ser cate-
gorizados de acordo com a famı´lia de func¸o˜es do SO a` qual servem.
Apresenta-se a seguir de forma breve o objetivo de cada uma dessas
categorias, assim como a func¸a˜o de cada um dos casos de teste perten-
centes a cada uma delas. Detalhes sobre cada um desses casos de teste
podem ser consultados no Apeˆndice D.
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6.1.1 Escalonamento e execuc¸a˜o
Trata-se de testes que teˆm por objetivo demonstrar o funciona-
mento do escalonamento de partic¸o˜es (tanto de aplicac¸a˜o quanto de
sistema) e de processos, e ainda permitir a calibrac¸a˜o das constantes
de temporizac¸a˜o para os demais testes.
001 SLOWPARTITIONSCHEDULING Teste de escalonamento lento de par-
tic¸o˜es (com janelas de tempo da ordem de segundos);
002 FASTPARTITIONSCHEDULING Teste de escalonamento ra´pido de
partic¸o˜es (com janelas de tempo da ordem de milissegundos);
003 SLOWPROCESSSCHEDULING Teste de escalonamento lento de pro-
cessos perio´dicos (com per´ıodos da ordem de segundos);
004 FASTPROCESSSCHEDULING Teste de escalonamento ra´pido de pro-
cessos perio´dicos (com per´ıodos da ordem de milissegundos);
005 TESTCOUNTERCALIBRATION Utilizado para calibrac¸a˜o das cons-
tantes de temporizac¸a˜o utilizadas nos demais testes;
006 RETURNPOINT Teste de tratamento do retorno de todos os contextos de
execuc¸a˜o do SO;
007 SYSTEMPARTITION Teste de partic¸a˜o de sistema que acessa informac¸o˜es
contidas nas estruturas do nu´cleo do SO.
6.1.2 Servic¸os ARINC 653 ba´sicos
Sa˜o testes que demonstram o funcionamento dos servic¸os ba´sicos
oferecidos pelo SO, englobando tanto aqueles exigidos pela especificac¸a˜o
quanto aqueles desenvolvidos especificamente neste trabalho.
101 SETMODULEMODE IDLE Teste de parada do mo´dulo;
102 SETMODULEMODE COLDSTART Teste de reinicializac¸a˜o do mo´dulo;
103 GETPARTITIONID Teste de obtenc¸a˜o de identificador de partic¸a˜o;
104 GETPARTITIONSTATUS Teste de obtenc¸a˜o de estado de partic¸a˜o;
105 SETPARTITIONMODE IDLE PROCESS Teste de parada de partic¸a˜o
a partir de um de seus processos;
106 SETPARTITIONMODE IDLE PARTITIONERRORHANDLER
Teste de parada de partic¸a˜o a partir de seu processo tratador de erros;
107 SETPARTITIONMODE IDLE PARTITIONHMCALLBACK Teste
de parada de partic¸a˜o a partir de seu HM callback ;
108 SETPARTITIONMODE COLDSTART PROCESS Teste de reinicia-
lizac¸a˜o de partic¸a˜o a partir de um de seus processos;
109 SETPARTITIONMODE COLDSTART PARTITIONERRORHAN-
DLER Teste de reinicializac¸a˜o de partic¸a˜o a partir de seu processo
tratador de erros;
110 SETPARTITIONMODE COLDSTART PARTITIONHMCALL-
BACK Teste de reinicializac¸a˜o de partic¸a˜o a partir de seu HM callback ;
148
111 GETPROCESSID Teste de obtenc¸a˜o de identificador de processo;
112 GETPROCESSSTATUS Teste de obtenc¸a˜o de estado de processo;
113 SETPRIORITY Teste de alterac¸a˜o de prioridade de processo;
114 SUSPEND RESUME Teste de suspensa˜o e continuac¸a˜o de processo;
115 SUSPENDSELF RESUME Teste de auto-suspensa˜o e continuac¸a˜o de pro-
cesso;
116 SUSPENDSELF RESUME TIMEOUT Teste de auto-suspensa˜o com li-
mite de tempo e continuac¸a˜o de processo;
117 TIMEDWAIT Teste de bloqueio por tempo;
118 TIMEDWAIT SUSPEND RESUME Teste de suspensa˜o e continuac¸a˜o
de processo durante bloqueio por tempo;
119 TIMEDWAIT COOPERATIVESCHEDULING Teste de escalona-
mento cooperativo de processos atrave´s do servic¸o TIMED WAIT;
120 REPLENISH Teste de postergac¸a˜o de deadline de processos;
121 STOPSELF START Teste de auto-parada e rein´ıcio de processo;
122 STOPSELF DELAYEDSTART Teste de auto-parada e rein´ıcio de pro-
cesso com atraso;
123 STOP START Teste de parada e rein´ıcio de processo;
124 STOP START PERIODSTART Teste de parada e rein´ıcio de processo
perio´dico para verificac¸a˜o de sua primeira liberac¸a˜o, que deve ser a partir do
pro´ximo in´ıcio de per´ıodo da partic¸a˜o;
125 STOP DELAYEDSTART Teste de parada e rein´ıcio de processo com
atraso;
126 DELAYEDSTART Teste de inicializac¸a˜o de processo com atraso;
127 LOCKPREEMPTION UNLOCKPREEMPTION Teste de bloqueio
de interrupc¸a˜o de processos;
128 LOCKPREEMPTION STOPSELF PROCESS Teste de auto-parada
durante bloqueio de interrupc¸a˜o de processos;
129 LOCKPREEMPTION STOPSELF PARTITIONERRORHAN-
DLER Teste de auto-parada do processo tratador de erros da partic¸a˜o
durante bloqueio de interrupc¸a˜o de processos;
130 GETMYID Teste de obtenc¸a˜o de identificador do processo atual.
6.1.3 Servic¸os internos
Trata-se de testes que demonstram o funcionamento de alguns
dos principais servic¸os internos utilizados no SO desenvolvido, assim
como a interac¸a˜o desses com os servic¸os ba´sicos que influenciam sua
operac¸a˜o.
201 WAITRESOURCE SIGNALRESOURCE Teste de aquisic¸a˜o e liberac¸a˜o
de recurso;
202 WAITRESOURCE SETPRIORITY SIGNALRESOURCE Teste de
aquisic¸a˜o e liberac¸a˜o de recurso com alterac¸a˜o de prioridade de processo;
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203 WAITRESOURCE SIGNALRESOURCE TIMEOUT Teste de aqui-
sic¸a˜o e liberac¸a˜o de recurso com limite de tempo;
204 WAITRESOURCE SUSPEND TIMEOUT RESUME Teste de aqui-
sic¸a˜o e liberac¸a˜o de recurso com limite de tempo e intercalac¸a˜o da suspensa˜o
e continuac¸a˜o de processo;
205 WAITRESOURCE SUSPEND SIGNALRESOURCE RESUME
Teste de aquisic¸a˜o e liberac¸a˜o de recurso com suspensa˜o e continuac¸a˜o de
processo;
206 WAITRESOURCE SUSPEND RESUME SIGNALRESOURCE
Teste de aquisic¸a˜o e liberac¸a˜o de recurso com intercalac¸a˜o da suspensa˜o e
continuac¸a˜o de processo.
6.1.4 Servic¸os ARINC 653 de comunicac¸a˜o
Demonstram o funcionamento dos elementos de comunicac¸a˜o in-
trapartic¸a˜o e interpartic¸a˜o, explorando ao ma´ximo os servic¸os relacio-
nados e as possibilidades de uso de cada um desses elementos.
301 EVENT Teste de eventos;
302 SEMAPHORE FIFO Teste de sema´foro com atendimento em pol´ıtica
FIFO ;
303 SEMAPHORE PRIORITY Teste de sema´foro com atendimento por pri-
oridade;
304 SEMAPHORE DEADLOCK Teste de deadlock de sema´foros;
305 BLACKBOARD Teste de blackboard ;
306 BUFFER Teste de buffer ;
307 BUFFER FIFO Teste de buffer com atendimento em pol´ıtica FIFO ;
308 BUFFER PRIORITY Teste de buffer com atendimento por prioridade;
309 BUFFER TIMEOUT RECEIVE Teste de buffer com limite de tempo de
recebimento;
310 BUFFER TIMEOUT SEND Teste de buffer com limite de tempo de en-
vio;
311 BUFFER FULL EMPTY Teste de buffer com preenchimento e esvazia-
mento totais;
312 SAMPLINGPORT STANDARD Teste de portas de amostragem conec-
tadas a partic¸o˜es do mesmo mo´dulo;
313 SAMPLINGPORT PSEUDO MODULE1 Teste de portas de amostra-
gem conectadas a partic¸o˜es de mo´dulos diferentes (utilizado em conjunto com
o teste 314 SAMPLINGPORT PSEUDO MODULE2);
314 SAMPLINGPORT PSEUDO MODULE2 Teste de portas de amostra-
gem conectadas a partic¸o˜es de mo´dulos diferentes (utilizado em conjunto com
o teste 313 SAMPLINGPORT PSEUDO MODULE1);
315 QUEUINGPORT STANDARD Teste de portas de enfileiramento conec-
tadas a partic¸o˜es do mesmo mo´dulo;
316 QUEUINGPORT PSEUDO MODULE1 Teste de portas de enfileira-
mento conectadas a partic¸o˜es de mo´dulos diferentes (utilizado em conjunto
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com o teste 317 QUEUINGPORT PSEUDO MODULE2);
317 QUEUINGPORT PSEUDO MODULE2 Teste de portas de enfileira-
mento conectadas a partic¸o˜es de mo´dulos diferentes (utilizado em conjunto
com o teste 316 QUEUINGPORT PSEUDO MODULE1).
6.1.5 Monitoramento
Teˆm por objetivo demonstrar o funcionamento dos mecanismos
relacionados ao monitoramento (health monitoring) oferecidos pelo SO.
401 HEALTHMONITORING CURRENTSYSTEMSTATE Teste de de-
tecc¸a˜o dos estados do sistema pelo mecanismo de monitoramento;
402 HEALTHMONITORING PROPAGATION APPLICATIONERROR
Teste de propagac¸a˜o de erros de aplicac¸a˜o;
403 HEALTHMONITORING PROPAGATION STACKOVERFLOW
Teste de detecc¸a˜o e propagac¸a˜o de erros de estouro de pilha;
404 HEALTHMONITORING PROPAGATION MEMORYVIOLATION
Teste de detecc¸a˜o e propagac¸a˜o de erros de violac¸a˜o de memo´ria.
6.1.6 Especiais
Sa˜o testes que fazem uso de recursos encontrados apenas em
determinadas plataformas de hardware ou desenvolvidos de forma es-
pec´ıfica para uma determinada plataforma.
501 FLOATINGPOINT Demonstra o funcionamento do salvamento e da res-
taurac¸a˜o de contexto quando da utilizac¸a˜o de um coprocessador aritme´tico
de ponto flutuante;
502 SAMPLINGPORT SENSOR MODULE1 Teste de portas de amostra-
gem conectadas a partic¸o˜es de mo´dulos diferentes que realiza a transmissa˜o
de amostras de um sensor obtidas atrave´s de uma entrada ADC (utilizado em
conjunto com o teste 503 SAMPLINGPORT SENSOR MODULE2);
503 SAMPLINGPORT SENSOR MODULE2 Teste de portas de amostra-
gem conectadas a partic¸o˜es de mo´dulos diferentes que gera um sinal PWM
com base em amostras de um sensor (utilizado em conjunto com o teste
502 SAMPLINGPORT SENSOR MODULE1).
6.2 EXECUC¸A˜O DOS TESTES
Esta sec¸a˜o tem por objetivo apresentar o bootloader adaptado
para simplificac¸a˜o da execuc¸a˜o dos casos de teste, assim como o ambi-
ente no qual essa tarefa deve ser preferencialmente realizada e os resul-
tados obtidos pela utilizac¸a˜o desses testes durante o desenvolvimento
do SO.
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6.2.1 Bootloader
Para simplificac¸a˜o da execuc¸a˜o dos casos de teste apresentados,
foi realizado neste trabalho o desenvolvimento de uma versa˜o especial
do bootloader para a BeagleBone fornecido no pacote AM335X Star-
terWare. Esse novo bootloader tenta obter a aplicac¸a˜o a ser executada
a partir das seguintes origens e na seguinte ordem:
1. A partir do arquivo APP contido no direto´rio raiz do carta˜o SD ;
2. Caso o arquivo APP na˜o exista, aguarda o recebimento atrave´s
da interface UART 0 (conectada a uma porta serial virtual
acess´ıvel atrave´s da interface USB client da plataforma) do
nome do arquivo a ser carregado, que tambe´m deve estar
contido no carta˜o SD .
Esse bootloader simplifica a execuc¸a˜o de diferentes testes na pla-
taforma, ja´ que todos podem ser armazenados em um u´nico carta˜o
SD , e permite ainda que um programa padra˜o seja carregado auto-
maticamente quando a plataforma e´ inicializada, bastando para isso
armazena´-lo no carta˜o com o nome APP.
6.2.2 Ambiente
Para execuc¸a˜o dos casos de teste desenvolvidos neste trabalho e´
necessa´ria uma bancada composta de um microcomputador, um osci-
losco´pio e uma BeagleBone (para alguns dos testes sa˜o necessa´rias duas
delas). Esses elementos podem ser observados respectivamente nos des-
taques A, B e C da Figura 10, na qual e´ apresentada uma fotografia da
bancada de testes utilizada durante o processo de desenvolvimento do
SO.
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Figura 10 – Bancada de testes
Os elementos da bancada de testes devem ser preparados de
acordo com as seguintes instruc¸o˜es:
• Plataforma BeagleBone:
– Os pinos externos P8.5, P8.3 e P8.1 da placa devem ser ex-
postos atrave´s de uma barra de pinos, para que seja poss´ıvel
a conexa˜o do oscilosco´pio a eles (destaques A, B e C da
Figura 11, respectivamente);
– Antes de ser acionada, deve ser conectada a um carta˜o SD
que conte´m as imagens de memo´ria do bootloader (arquivo
MLO) e de todos os casos de teste, previamente preparadas
de acordo com o processo apresentado no Apeˆndice C e no
Apeˆndice B (destaque D da Figura 11);
– Deve ser conectada ao microcomputador atrave´s do cabo
USB , tanto para alimentac¸a˜o quanto para acesso a` porta
serial virtual e, se necessa´rio, para depurac¸a˜o (destaque E
da Figura 11).
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Figura 11 – Preparac¸a˜o da BeagleBone
• Oscilosco´pio:
– Duas de suas ponteiras devem ser conectadas aos pinos ex-
ternos P8.5 e P8.3 da BeagleBone, e a garra de aterramento
de uma ou de ambas as ponteiras deve ser conectada ao pino
P8.1 da placa (destaques F, G e H da Figura 11, respecti-
vamente);
– As escalas utilizadas podem variar de acordo com o teste
executado, pore´m em geral deve ser utilizada escala de am-
plitude de 5V (uma vez que as sa´ıdas digitais operam em
3.3V) e escalas de tempo da ordem de milissegundos (entre
10ms e 500ms, dependendo das caracter´ısticas do teste em
execuc¸a˜o).
• Microcomputador:
– Deve executar um terminal de acesso a` porta serial virtual
da BeagleBone que e´ conectada a` UART 0 do processador e
e´ acess´ıvel atrave´s da porta USB (destaque E da Figura 11).
6.2.3 Procedimento
Conforme citado anteriormente, os casos de teste desenvolvidos
baseiam-se no acionamento de sa´ıdas digitais do processador conecta-
das a LEDs e a pinos externos. O procedimento de execuc¸a˜o desses
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testes consiste no disparo do programa correspondente a cada caso de
teste seguido da observac¸a˜o visual dos LEDs da plataforma (para testes
simples), e/ou da captura atrave´s de oscilosco´pio e ana´lise do compor-
tamento das sa´ıdas digitais correspondentes.
Tomemos como exemplo o teste 001, denominado SLOW-
PARTITIONSCHEDULING, que tem por objetivo demonstrar a
corretude temporal do escalonamento de partic¸o˜es, e e´ executado
segundo o cena´rio apresentado na Tabela 23. Observa-se nesse cena´rio
a existeˆncia de treˆs diferentes partic¸o˜es e a auseˆncia de processos,
sendo portanto o sistema composto apenas dos processos padra˜o das
partic¸o˜es declaradas e da partic¸a˜o ociosa.
Tabela 23 – Cena´rio do teste 001
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 4s
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 2s/1s
Escala (0ms, 1s), (2s, 1s)
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 2s/500ms
Escala (1s, 500ms), (3s, 500ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 4s/250ms
Escala (1.5s, 250ms)
Nesse teste, os seguintes padro˜es sa˜o repetidamente atribu´ıdos
pelas tarefas do mo´dulo aos LEDs da plataforma de hardware, de forma
a permitir a identificac¸a˜o da tarefa que encontra-se em execuc¸a˜o a qual-
quer momento do teste:
• Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
• Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
• Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
• Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
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Espera-se, portanto, que durante a execuc¸a˜o do caso de teste em
questa˜o seja poss´ıvel a observac¸a˜o da seguinte sequeˆncia de padro˜es,
repetidamente, nas sa´ıdas digitais da plataforma:
• Apenas LED1 ligado durante 1s (PARTITION1);
• Apenas LED2 ligado durante 500ms (PARTITION2);
• Ambos LEDs ligados durante 250ms (PARTITION3);
• Ambos LEDs desligados durante 250ms (partic¸a˜o ociosa);
• Apenas LED1 ligado durante 1s (PARTITION1);
• Apenas LED2 ligado durante 500ms (PARTITION2);
• Ambos LEDs desligados durante 500ms (partic¸a˜o ociosa).
Conectando-se a` plataforma um oscilosco´pio e efetuando a cap-
tura da sequeˆncia de padro˜es gerados por esse caso de teste ao longo
de alguns segundos, obte´m-se uma sa´ıda semelhante a` apresentada na
Figura 12. Nessa captura, os canais de amostragem 1 e 2 encontram-
se conectados a`s sa´ıdas digitais correspondentes aos LEDs LED1 e
LED2, respectivamente, e pode-se observar assim a corretude tempo-
ral dos eventos analisados a partir do tempo zero (demarcado pela seta
no topo da imagem), observando-se pore´m que o tempo zero da amos-
tragem apresentada na figura na˜o corresponde ao tempo zero (in´ıcio da
execuc¸a˜o) do teste.
Figura 12 – Captura do teste 001
Segundo essa ana´lise, tem-se que o resultado do teste em questa˜o
e´ considerado aceito. A descric¸a˜o dos objetivos, cena´rios e resultados
esperados dos demais casos de teste desenvolvidos podem ser consulta-
dos no Apeˆndice D.
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6.2.4 Resultados e cobertura
A execuc¸a˜o dos casos de teste foi realizada em diversas ocasio˜es
durante o desenvolvimento deste trabalho, tanto para a depurac¸a˜o do
nu´cleo e dos servic¸os quando de sua implementac¸a˜o quanto para cer-
tificac¸a˜o da manutenc¸a˜o do funcionamento desses elementos apo´s al-
terac¸o˜es significativas. De fato o conjunto de casos de teste apresentado
foi constru´ıdo a partir da necessidade de depurac¸a˜o do SO durante seu
desenvolvimento, e foram portanto extensivamente verificados frente a`s
exigeˆncias da especificac¸a˜o ARINC 653. Certificou-se, portanto, que os
resultados esperados para cada caso de teste, conforme apresentado no
Apeˆndice D, sa˜o satisfeitos pelo SO.
Destaca-se que os casos de teste desenvolvidos cobrem o funcio-
namento dos servic¸os do SO apenas em sua utilizac¸a˜o normal, e na˜o
teˆm por objetivo a comprovac¸a˜o de sua robustez de forma semelhante
aos testes definidos na parte 3 da especificac¸a˜o ARINC 653 (ARINC,
2006b). Esses casos de teste simulam cena´rios que causam a execuc¸a˜o
de todos os servic¸os do SO em todas as principais condic¸o˜es que exi-
gem comportamentos alternativos desses servic¸os, cobrindo portanto as
principais porc¸o˜es do co´digo fonte desenvolvido.
6.3 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentados os casos de teste elaborados
neste trabalho, que teˆm a finalidade de demonstrar o funcionamento
dos servic¸os oferecidos e auxiliar no processo de migrac¸a˜o do SO a
outras plataformas de hardware. Apesar de na˜o englobar os testes defi-
nidos na parte 3 da ARINC 653 (ARINC, 2006b), o conjunto de casos de
teste apresentado demonstra a utilizac¸a˜o e o funcionamento de todos os
servic¸os oferecidos pelo SO e permitem, com certas limitac¸o˜es, a veri-
ficac¸a˜o da adereˆncia de seu comportamento a` parte 1 da especificac¸a˜o.
Conforme citado anteriormente, a descric¸a˜o completa desses casos de
teste pode ser encontrada no Apeˆndice D.
No pro´ximo cap´ıtulo sera˜o apresentadas as concluso˜es obtidas a
partir do desenvolvimento realizado neste trabalho.
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7 CONCLUSA˜O
A parte 1 da especificac¸a˜o ARINC 653 estabelece um ambiente
de operac¸a˜o padra˜o para o software de aplicac¸a˜o utilizado em equipa-
mentos eletroˆnicos para aeronaves, definindo caracter´ısticas funcionais
e temporais para SOs que operam nesse contexto. Os benef´ıcios es-
perados de sua utilizac¸a˜o sa˜o a portabilidade, a reusabilidade, a mo-
dularidade e a integrac¸a˜o do software de aplicac¸a˜o, ale´m da reduc¸a˜o
de custos atrave´s da promoc¸a˜o da competitividade entre fornecedo-
res. SOs compat´ıveis com essa especificac¸a˜o permitem que mu´ltiplas
aplicac¸o˜es com diferentes n´ıveis de criticalidade sejam executadas sobre
uma mesma plataforma de hardware, utilizando para isso partic¸o˜es iso-
ladas temporalmente, atrave´s do estabelecimento de uma escala esta´tica
de execuc¸a˜o, e espacialmente, por meio de mecanismos de protec¸a˜o de
memo´ria. Sobre essas partic¸o˜es sa˜o executados processos com esca-
lonamento por prioridade, que podem ser perio´dicos ou aperio´dicos e
que devem utilizar apenas os servic¸os oferecidos pelo SO. Os servic¸os
que devem necessariamente ser oferecidos por SOs compat´ıveis com
a ARINC 653 ao software de aplicac¸a˜o esta˜o divididos nas catego-
rias Gerenciamento de partic¸o˜es, Gerenciamento de processos,
Gerenciamento de tempo, Comunicac¸a˜o interpartic¸a˜o, Comu-
nicac¸a˜o intrapartic¸a˜o e Monitoramento (Health Monitoring)
(ARINC, 2006a).
Neste trabalho foi desenvolvido um SO compat´ıvel com as deter-
minac¸o˜es da parte 1 da especificac¸a˜o ARINC 653 para execuc¸a˜o na pla-
taforma de hardware comercialmente conhecida como BeagleBone, um
microcomputador de hardware aberto equipado com um processador
TI AM335X. Esse processador possui um nu´cleo ARMr CortexTM-A8,
baseado na arquitetura ARMv7 perfil ARMv7-A (para processadores
de aplicac¸a˜o), que oferece uma MMU com suporte ao mapeamento
de enderec¸os e ao controle de acesso, a qual foi utilizada para imple-
mentac¸a˜o do isolamento espacial de partic¸o˜es. O processador oferece
ainda timers capazes de gerar interrupc¸o˜es perio´dicas razoavelmente
precisas, dos quais um foi utilizado para a manutenc¸a˜o do relo´gio do
sistema e para o escalonamento de partic¸o˜es e de processos, garantindo
assim o isolamento temporal de partic¸o˜es (COLEY, 2012; TI, 2011; ARM,
2012; ARINC, 2006a).
Para utilizac¸a˜o da MMU oferecida pelo processador para efe-
tivac¸a˜o do isolamento espacial de partic¸o˜es foi necessa´rio um levanta-
mento dos contextos de execuc¸a˜o (tarefas) que sa˜o gerenciados pelo SO,
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das regio˜es de memo´ria que precisam ser utilizadas por cada um de-
les e das permisso˜es de acesso que cada contexto de execuc¸a˜o deve ter
a cada regia˜o de memo´ria alocada. Nesse processo foram levadas em
conta tanto caracter´ısticas comuns a todo SO, como a alocac¸a˜o de uma
regia˜o de pilha para cada contexto de execuc¸a˜o, como aspectos intima-
mente relacionados a`s definic¸o˜es da especificac¸a˜o, como a atribuic¸a˜o de
permisso˜es que permitam a transfereˆncia de informac¸o˜es entre pilhas de
processos por determinados servic¸os do SO. Como resultado, obteve-
se um mapeamento de permisso˜es de acesso que atende a`s restric¸o˜es
impostas pela ARINC 653 no que se refere ao isolamento espacial de
partic¸o˜es, como por exemplo a limitac¸a˜o da escrita a qualquer enderec¸o
de memo´ria a no ma´ximo uma partic¸a˜o (ARINC, 2006a).
O isolamento temporal exigido pela ARINC 653, que engloba
tanto o escalonamento de partic¸o˜es quanto o de processos, foi implemen-
tado atrave´s de um u´nico algoritmo que opera em dois diferentes n´ıveis:
o primeiro seleciona a partic¸a˜o a ser executada no momento atual de
acordo com a escala esta´tica definida em tempo de configurac¸a˜o, e o
segundo define o processo da partic¸a˜o selecionada que sera´ efetivamente
executado de acordo com as prioridades dos processos da partic¸a˜o que
encontram-se prontos. Esse algoritmo e´ disparado periodicamente por
uma interrupc¸a˜o de hardware, e emprega filas de prioridades tanto para
a selec¸a˜o de partic¸o˜es quanto para o escalonamento de processos. As
filas de prioridades utilizadas garantem que processos de mesma prio-
ridade sera˜o escalonados em pol´ıtica FIFO segundo o momento de sua
liberac¸a˜o, estando portanto de acordo com as exigeˆncias impostas pela
especificac¸a˜o com relac¸a˜o a essa ordem (ARINC, 2006a).
Por estar diretamente relacionado a` criticalidade dos sistemas
nos quais SOs compat´ıveis com a ARINC 653 operam, o subsistema de
monitoramento (health monitoring) pode ser considerado um dos re-
cursos mais importantes dentre aqueles exigidos por essa especificac¸a˜o.
Esse subsistema destina-se ao tratamento de erros detectados atrave´s
dos mecanismos de protec¸a˜o oferecidos pelo processador (erros de acesso
a memo´ria detectados pela MMU , por exemplo), pelo nu´cleo do SO
(perdas de deadline, por exemplo) ou pela pro´pria aplicac¸a˜o. O SO
desenvolvido neste trabalho suporta todas as tarefas de alta prioridade
definidas pela ARINC 653 para esse subsistema, como os processos tra-
tadores de erros (error handlers) e os HM callbacks de partic¸a˜o e de
mo´dulo, e realiza o escalonamento (disparo) dessas tarefas atrave´s do
mesmo algoritmo que escalona partic¸o˜es e processos (ARINC, 2006a).
Para tratamento de erros de acesso a` memo´ria atrave´s do sub-
sistema de monitoramento, a especificac¸a˜o ARINC 653 exige que esses
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sejam classificados em erros de violac¸a˜o de memo´ria (acesso a regio˜es
de memo´ria pertencentes a outras partic¸o˜es, por exemplo) ou erros de
estouro de pilha (empilhamento ou desempilhamento de dados ale´m dos
limites da pilha de um contexto de execuc¸a˜o), pore´m ambos sa˜o repor-
tados pela MMU utilizada de forma ideˆntica. Para diferenciac¸a˜o desses
tipos de erro, foi empregada uma abordagem que se baseia na alocac¸a˜o
das regio˜es de pilha de forma cont´ıgua e exige a garantia de que um
mesmo contexto de execuc¸a˜o na˜o tenha acesso a quaisquer duas regio˜es
de pilha consecutivas. Uma vez obtida essa garantia, a diferenciac¸a˜o
dos tipos de erro citados e´ realizada atrave´s de uma simples comparac¸a˜o
de enderec¸os.
Outro aspecto importante de SOs compat´ıveis com a ARINC 653
e´ sua configurac¸a˜o, que deve ser realizada de forma a permitir que uma
mesma aplicac¸a˜o possa ser executada em aeronaves diferentes sem al-
terac¸o˜es de co´digo. Isso e´ alcanc¸ado atrave´s do emprego de arquivos
de configurac¸a˜o de mo´dulo no formato XML, que conteˆm detalhes re-
ferentes a`s aplicac¸o˜es e ao acoplamento entre elas e a plataforma na
qual sa˜o executadas. Neste trabalho foi elaborada uma extensa˜o do es-
quema ba´sico de configurac¸a˜o fornecido pela especificac¸a˜o, suportando
assim as especificidades da plataforma de hardware utilizada, e foram
desenvolvidas ainda ferramentas destinadas ao pre´-processamento dos
arquivos de configurac¸a˜o e a` gerac¸a˜o, com base neles, de modelos de
aplicac¸a˜o para execuc¸a˜o no SO desenvolvido. A utilizac¸a˜o dessas fer-
ramentas tem como principais vantagens a detecc¸a˜o de erros de con-
figurac¸a˜o antes que esses afetem a aplicac¸a˜o, e ainda a atualizac¸a˜o
automatizada dos modelos de aplicac¸a˜o quando da alterac¸a˜o das confi-
gurac¸o˜es a eles associadas.
A fim de evidenciar o funcionamento do SO desenvolvido, a
adereˆncia de suas caracter´ısticas a`s exigeˆncias da especificac¸a˜o
ARINC 653 e demonstrar a utilizac¸a˜o de todos os servic¸os por ele
oferecidos ao software de aplicac¸a˜o, foi elaborado neste trabalho um
conjunto de casos de teste. Esses casos de teste apresentam n´ıveis de
complexidade e abrangeˆncia variados, e reproduzem tanto cena´rios
ordina´rios (execuc¸a˜o normal de aplicac¸o˜es, por exemplo) quanto
cena´rios nos quais e´ exigido pela especificac¸a˜o um comportamento
espec´ıfico por parte do SO (propagac¸a˜o de erros, por exemplo),
podendo portanto ser utilizados ainda como recurso dida´tico ou para
aux´ılio a` migrac¸a˜o do SO a novas plataformas de hardware.
Apresenta-se na Tabela 24 algumas estat´ısticas relacionadas ao
co´digo fonte do SO desenvolvido neste trabalho. Essas estat´ısticas sa˜o
separadas segundo as diferentes linguagens utilizadas (C e assembly)
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e porc¸o˜es (gene´rica, espec´ıfica e de uma aplicac¸a˜o simples). As es-
tat´ısticas obtidas se referem ao nu´mero de linhas de co´digo e ao nu´mero
de func¸o˜es declaradas em cada porc¸a˜o analisada.
Tabela 24 – Estat´ısticas de co´digo
Porc¸a˜o Linguagem Linhas de co´digo Func¸o˜es
Gene´rica C 7317 111
Espec´ıfica C 2091 36
Espec´ıfica Assembly 322 30
Aplicac¸a˜o C 583 6
O desenvolvimento deste trabalho forneceu subs´ıdios para a pu-
blicac¸a˜o do artigo intitulado “Mapeamento do isolamento espacial da
ARINC 653 para a arquitetura ARMv7-A” nos anais do IV Simpo´sio
Brasileiro de Engenharia de Sistemas Computacionais (SBESC), reali-
zado em Manaus/AM entre os dias 3 e 7 de novembro de 2014. Esse
artigo descreve o funcionamento da MMU oferecida pela arquitetura
ARMv7 perfil A, e apresenta o mapeamento de permisso˜es utilizado
para garantia do isolamento espacial exigido pela ARINC 653 no SO
desenvolvido neste trabalho.
Como poss´ıveis trabalhos futuros destaca-se a migrac¸a˜o do SO
desenvolvido para uma plataforma de hardware determinista, permi-
tindo assim o estudo do oferecimento de garantias de escalonabilidade
em sistemas baseados na ARINC 653, o tratamento das principais li-
mitac¸o˜es desse SO, alcanc¸ando assim ma´xima compatibilidade com essa
especificac¸a˜o, e ainda o desenvolvimento de artefatos que permitam a
utilizac¸a˜o do SO em conjunto com equipamentos compat´ıveis com a
especificac¸a˜o ARINC 664 (AFDX ), oferecendo determinismo temporal
na transmissa˜o de pacotes de rede e compondo, assim, uma plataforma
completa de experimentac¸a˜o de aplicac¸o˜es avioˆnicas compat´ıvel com os
padro˜es modernos de programac¸a˜o e comunicac¸a˜o.
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APEˆNDICE A -- Exemplo de co´digo de aplicac¸a˜o
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Este apeˆndice apresenta um exemplo do co´digo fonte de uma
aplicac¸a˜o executada sobre o SO desenvolvido neste trabalho, sendo
essa composta de uma u´nica partic¸a˜o que executa um u´nico processo
perio´dico. Destaca-se que sa˜o exemplificados apenas os arquivos de
usua´rio dessa aplicac¸a˜o, ou seja, apenas os arquivos nos quais o usua´rio
deve inserir co´digo. As sec¸o˜es a seguir apresentam, respectivamente, o
co´digo fonte do mo´dulo e da partic¸a˜o dessa aplicac¸a˜o.
A.1 MO´DULO
O co´digo fonte do mo´dulo engloba a inicializac¸a˜o do mo´dulo e a
criac¸a˜o das partic¸o˜es. O Trecho de Co´digo A.1 apresenta o cabec¸alho
do mo´dulo, no qual sa˜o declarados seus s´ımbolos globais e inclu´ıdos os
cabec¸alhos de cada uma das partic¸o˜es, e o Trecho de Co´digo A.2
apresenta o co´digo do mo´dulo, que conte´m os atributos das partic¸o˜es,
o co´digo de inicializac¸a˜o (preparac¸a˜o da plataforma e criac¸a˜o das
partic¸o˜es), e ainda o co´digo da partic¸a˜o padra˜o/ociosa do mo´dulo.
Trecho de Co´digo A.1 – Cabec¸alho de mo´dulo (module.h)
1 #ifndef MODULE_H_
2 #define MODULE_H_
3
4 // ARINC653 includes
5 #include "arinc653.h"
6
7 // Partitions includes
8 #include "partitionX.h"
9
10 // Module default partition
11 extern void MODULE_DEFAULTPARTITION(void);
12
13 #endif
Trecho de Co´digo A.2 – Co´digo de mo´dulo (module.c)
1 // Module include
2 #include "module.h"
3
4 // Configuration include
5 #include "configuration.h"
6
7 // PARTITIONX partition attributes
8 static PARTITION_ATTRIBUTE_TYPE PARTITIONX_PARTITION_ATTRIBUTE ={
9 /*NAME */( PARTITION_NAME_TYPE) "PARTITIONX",
10 /* ENTRY_POINT */( SYSTEM_ADDRESS_TYPE) &PARTITIONX_DEFAULTPROCESS ,
11 /* STACK_SIZE */( STACK_SIZE_TYPE) 256,
12 /* SYSTEMPARTITION */( BOOLEAN_TYPE) false };
13
14 // PARTITIONX partition identifier
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15 static PARTITION_ID_TYPE PARTITIONX_PARTITION_ID;
16
17 // Module default partition
18 void MODULE_DEFAULTPARTITION(void) {
19 RETURN_CODE_TYPE RETURN_CODE;
20
21 // Starts system up
22 STARTUP_SYSTEM (& RETURN_CODE);
23
24 // Starts module up
25 STARTUP_MODULE (& RETURN_CODE);
26
27 // Creates PARTITIONX partition
28 CREATE_PARTITION (& PARTITIONX_PARTITION_ATTRIBUTE ,
&PARTITIONX_PARTITION_ID , &RETURN_CODE);
29
30 // Sets module mode
31 SET_MODULE_MODE(NORMAL , &RETURN_CODE);
32
33 // Idle partition code
34 }
A.2 PARTIC¸A˜O
O co´digo fonte da partic¸a˜o engloba o co´digo de seus processos
e a inicializac¸a˜o da partic¸a˜o (criac¸a˜o e inicializac¸a˜o dos processos). O
Trecho de Co´digo A.3 apresenta o cabec¸alho da partic¸a˜o, no qual sa˜o
declarados seus s´ımbolos globais, e o Trecho de Co´digo A.4 apresenta o
co´digo da partic¸a˜o, que conte´m os atributos e o co´digo de seus processos
e o co´digo do processo padra˜o/ocioso da partic¸a˜o.
Trecho de Co´digo A.3 – Cabec¸alho de partic¸a˜o (partitionX.h)
1 #ifndef PARTITIONX_H_
2 #define PARTITIONX_H_
3
4 // ARINC653 includes
5 #include "arinc653.h"
6
7 // PARTITIONX partition default process
8 extern void PARTITIONX_DEFAULTPROCESS(void);
9
10 #endif
Trecho de Co´digo A.4 – Co´digo de partic¸a˜o (partitionX.c)
1 // Partition include
2 #include "partitionX.h"
3
4 // PROCESSY process identifier
5 static PROCESS_ID_TYPE PROCESSY_PROCESS_ID;
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6
7 // ------------------- PROCESSY PROCESS START -------------------
8
9 // PROCESSY process
10 static void PROCESSY(void) {
11 RETURN_CODE_TYPE RETURN_CODE;
12
13 // Main loop
14 while (true) {
15
16 // PROCESSY process code
17
18 // Waits for next period
19 PERIODIC_WAIT (& RETURN_CODE);
20 }
21 }
22
23 // PROCESSY process attributes
24 static PROCESS_ATTRIBUTE_TYPE PROCESSY_PROCESS_ATTRIBUTE = {
25 /*NAME */( PROCESS_NAME_TYPE) "PROCESSY",
26 /* ENTRY_POINT */( SYSTEM_ADDRESS_TYPE) &PROCESSY ,
27 /* STACK_SIZE */( STACK_SIZE_TYPE) 256,
28 /* BASE_PRIORITY */( PRIORITY_TYPE) 10,
29 /* PERIOD */( SYSTEM_TIME_TYPE) 500000000 ,
30 /* TIME_CAPACITY */( SYSTEM_TIME_TYPE) 250000000 ,
31 /* DEADLINE */( DEADLINE_TYPE) HARD };
32
33 // -------------------- PROCESSY PROCESS END --------------------
34
35 // PARTITIONX partition default process
36 void PARTITIONX_DEFAULTPROCESS(void) {
37 RETURN_CODE_TYPE RETURN_CODE;
38
39 // Creates PROCESSY process
40 CREATE_PROCESS (& PROCESSY_PROCESS_ATTRIBUTE ,
&PROCESSY_PROCESS_ID , &RETURN_CODE);
41
42 // Starts PROCESSY process
43 START(PROCESSY_PROCESS_ID , &RETURN_CODE);
44
45 // Sets partition mode
46 SET_PARTITION_MODE(NORMAL , &RETURN_CODE);
47
48 // Idle process code
49 }
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APEˆNDICE B -- Exemplo de execuc¸a˜o
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Este apeˆndice tem por objetivo fornecer um exemplo completo
das operac¸o˜es necessa´rias a` execuc¸a˜o de aplicac¸o˜es sobre o SO de-
senvolvido neste trabalho, assim como a` manutenc¸a˜o dos modelos de
aplicac¸a˜o utilizados nesse processo. Para isso, explica-se a utilizac¸a˜o
tanto das ferramentas oferecidas pelo fabricante do processador quanto
daquelas desenvolvidas neste trabalho, apresentadas respectivamente
no Apeˆndice C e no Cap´ıtulo 5. Apresenta-se a seguir os recursos que
sa˜o necessa´rios nos processos de preparac¸a˜o do ambiente, com-
pilac¸a˜o e execuc¸a˜o e de gerenciamento de modelos que sera˜o
exemplificados nas pro´ximas sec¸o˜es:
• A IDE TI Code Composer Studio versa˜o 6 ou posterior com com-
pilador TI ARM Compiler versa˜o 5.1 ou posterior e´ necessa´ria
para a compilac¸a˜o do SO e da aplicac¸a˜o;
• A plataforma Java versa˜o 8 ou posterior e´ necessa´ria para
execuc¸a˜o das ferramentas de configurac¸a˜o;
• O arquivo MLO contendo a imagem de memo´ria do bootloa-
der da BeagleBone, fornecido no pacote AM335X StarterWare, e´
necessa´rio para a execuc¸a˜o do SO e da aplicac¸a˜o na plataforma;
• A ferramenta de configurac¸a˜o TemplateGenerator e´ necessa´ria
para a gerac¸a˜o/regerac¸a˜o dos modelos de aplicac¸a˜o;
• A ferramenta de configurac¸a˜o TemplateManager e´ necessa´ria
para o gerenciamento de modelos de aplicac¸a˜o;
• Um modelo de arquivo XML de configurac¸a˜o de mo´dulo, que
pode ser obtido a partir de um dos casos de teste desenvolvidos
neste trabalho;
• O co´digo fonte do SO desenvolvido neste trabalho.
B.1 PREPARAC¸A˜O DO AMBIENTE
O processo de preparac¸a˜o do ambiente compreende os esta´gios
iniciais da utilizac¸a˜o do SO desenvolvido, ou seja, a preparac¸a˜o da IDE
e a gerac¸a˜o de um modelo de aplicac¸a˜o com base em um arquivo de con-
figurac¸a˜o. Esse processo e´ executado atrave´s das seguintes operac¸o˜es:
1. Criar um projeto vazio na IDE TI Code Composer Studio confi-
gurado para utilizar o compilador TI ARM Compiler e destinado
a processadores CortexTM-A8, ou importa´-lo a partir do co´digo
fonte do SO (se poss´ıvel);
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2. Se necessa´rio, copiar para dentro do projeto o co´digo fonte do
SO desenvolvido neste trabalho, que e´ composto dos direto´rios
ARINC653, ARINC653 PORT e Hardware;
3. Se necessa´rio, configurar os seguintes aspectos do projeto:
• Adicionar refereˆncias de inclusa˜o a todos os direto´rios
include do projeto;
• Habilitar o suporte ao coprocessador de ponto flutuante
VFPv3 ;
• Atribuir o tamanho da memo´ria de alocac¸a˜o dinaˆmica
(heap) da linguagem C para zero;
• Atribuir o tamanho da pilha do sistema para 16384 bytes
(16KB);
•Desabilitar a inicializac¸a˜o do ambiente de execuc¸a˜o (runtime
environment) da linguagem C;
• Incluir os s´ımbolos predefinidos am335x e beaglebone,
que sa˜o exigidos por algumas das bibliotecas fornecidas no
pacote AM335X StarterWare utilizadas pelo SO.
4. Criar um direto´rio chamado Application no projeto;
5. Executar a ferramenta TemplateGenerator sobre o arquivo
XML de configurac¸a˜o de mo´dulo, gerando o modelo inicial da
aplicac¸a˜o dentro do direto´rio Application do projeto, atrave´s
do seguinte comando:
TemplateGenerator module.xml AM335X Application
6. Executar a ferramenta TemplateManager sobre o direto´rio
Application, expandindo os demarcadores de regio˜es de co´digo
criados pelo processo de gerac¸a˜o do modelo para que possam ser
preenchidos, atrave´s do seguinte comando:
TemplateManager C EXPAND Application TEMPLATE.ART
“.*\.c” “” YES
B.2 COMPILAC¸A˜O E EXECUC¸A˜O
O processo de compilac¸a˜o e execuc¸a˜o compreende a gerac¸a˜o de
uma imagem de memo´ria a partir do arquivo ELF executa´vel gerado
pela compilac¸a˜o do projeto na IDE , assim como a execuc¸a˜o dessa ima-
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gem na plataforma de hardware. Esse processo e´ executado atrave´s das
seguintes operac¸o˜es:
1. Utilizar a IDE para efetuar a compilac¸a˜o do projeto, gerando o
arquivo ELF executa´vel denominado PROJETO.out;
2. Executar a ferramenta armofd sobre o arquivo
PROJETO.out, gerando o arquivo PROJETO.xml que
conte´m informac¸o˜es sobre os elementos do arquivo ELF , atrave´s
do seguinte comando:
armofd -x –obj display=none,header,sections,segments
PROJETO.out > PROJETO.xml
3. Executar a ferramenta mkhex4bin sobre o arquivo
PROJETO.xml, gerando o arquivo PROJETO.add que
conte´m o enderec¸o efetivo e o tamanho total da imagem de
memo´ria do programa, atrave´s do seguinte comando:
mkhex4bin PROJETO.xml > PROJETO.add
4. Executar a ferramenta armhex sobre os arquivos
PROJETO.out e PROJETO.add, gerando o arquivo
PROJETO.bin que conte´m a imagem de memo´ria do
programa, atrave´s do seguinte comando:
armhex -q -b -image -o PROJETO.bin PROJETO.add
PROJETO.out
5. Executar a ferramenta tiimage sobre o arquivo
PROJETO.bin, gerando o arquivo APP para carregamento e
execuc¸a˜o do programa atrave´s do bootloader da BeagleBone,
atrave´s do seguinte comando:
tiimage 0x80000000 NONE PROJETO.bin APP
6. Copiar o arquivo APP, gerado atrave´s da ferramenta tiimage,
para o direto´rio raiz de um carta˜o SD ;
7. Copiar o arquivo MLO do bootloader da BeagleBone, fornecido
no pacote AM335X StarterWare, para o direto´rio raiz do carta˜o
SD ;
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8. Inserir o carta˜o SD no conector da BeagleBone e aciona´-la, ini-
ciando a execuc¸a˜o do programa.
B.3 GERENCIAMENTO DE MODELOS
O processo de gerenciamento de modelos compreende a regerac¸a˜o
de modelos de aplicac¸a˜o, mantendo pore´m inalterado o co´digo inserido
pelo usua´rio nas regio˜es de co´digo demarcadas. Esse processo deve
ser executado sempre que forem necessa´rias alterac¸o˜es no arquivo de
configurac¸a˜o do mo´dulo, e e´ realizado atrave´s das seguintes operac¸o˜es:
1. Executar a ferramenta TemplateManager sobre o direto´rio
Application, armazenando as regio˜es de co´digo do modelo de
aplicac¸a˜o no arquivo de artefato TEMPLATE.ART, atrave´s
do seguinte comando:
TemplateManager C COLLAPSE Application
TEMPLATE.ART “.*\.c” “” YES
2. Executar a ferramenta TemplateGenerator sobre o arquivo
de configurac¸a˜o, regerando o modelo da aplicac¸a˜o, atrave´s do
seguinte comando:
TemplateGenerator module.xml AM335X Application
3. Executar a ferramenta TemplateManager sobre o direto´rio
Application, restaurando as regio˜es de co´digo anteriormente
armazenadas no arquivo TEMPLATE.ART, atrave´s do
seguinte comando:
TemplateManager C EXPAND Application TEMPLATE.ART
“.*\.c” “” YES
Ilustra-se na Figura 13 a integrac¸a˜o entre os processos de geren-
ciamento de modelos de aplicac¸a˜o e de compilac¸a˜o e execuc¸a˜o desses
modelos no SO desenvolvido neste trabalho, representando a utilizac¸a˜o
de todas as ferramentas neles envolvidas.
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Figura 13 – Gerenciamento, compilac¸a˜o e execuc¸a˜o de modelos de
aplicac¸a˜o
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APEˆNDICE C -- Implementac¸a˜o
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A apresentac¸a˜o de alguns aspectos do SO desenvolvido neste
trabalho considerados secunda´rios ou triviais para sua compreensa˜o e´
realizada neste apeˆndice, com o objetivo de tornar o Cap´ıtulo 4 mais
sucinto. Esses aspectos sa˜o, portanto, abordados nas pro´ximas sec¸o˜es.
C.1 TIPOS DE DADOS E CONSTANTES
Um conjunto de tipos de dados gene´ricos e´ definido a fim de
garantir a portabilidade do SO a diferentes arquiteturas, ale´m de tornar
expl´ıcito o fim ao qual as varia´veis empregadas servem e os valores que
podem ser por elas armazenados. Esses tipos gene´ricos sa˜o mapeados a
tipos espec´ıficos suportados pelo compilador utilizado, sendo que esses
podem eventualmente ser mais abrangentes (suportar uma faixa de
valores maior), mas nunca menos abrangentes, que os tipos gene´ricos
associados. Esses tipos gene´ricos sa˜o apresentados a seguir, juntamente
com o tipo espec´ıfico ao qual sa˜o mapeados no SO desenvolvido neste
trabalho.
portBOOLEAN (unsigned char) Armazena um valor lo´gico (ver-
dadeiro/falso);
portCHARACTER (unsigned char) Armazena um caractere de
um segmento de texto;
portBYTE (unsigned char) Armazena um byte de um segmento de
dados;
portINT8 e portUINT8 (signed char e unsigned char) Arma-
zenam valores inteiros de 8 bits com e sem sinal, nos intervalos
[−27, 27 − 1] e [0, 28 − 1], respectivamente;
portINT16 e portUINT16 (signed short e unsigned short) Ar-
mazenam valores inteiros de 16 bits com e sem sinal, nos intervalos
[−215, 215 − 1] e [0, 216 − 1], respectivamente;
portINT32 e portUINT32 (signed int e unsigned int) Armaze-
nam valores inteiros de 32 bits com e sem sinal, nos intervalos
[−231, 231 − 1] e [0, 232 − 1], respectivamente;
portINT64 e portUINT64 (signed long long int e unsigned
long long int) Armazenam valores inteiros de 64 bits com e
sem sinal, nos intervalos [−263, 263 − 1] e [0, 264 − 1], respec-
tivamente;
portINTBASE e portUINTBASE (signed int e unsigned int)
Armazenam valores inteiros de tamanho igual ao de uma palavra
de memo´ria na arquitetura empregada (no caso 32 bits) com e
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sem sinal, respectivamente;
portUINTPOINTER (unsigned int) Armazena um valor inteiro
sem sinal de tamanho igual ao de um enderec¸o de memo´ria (pon-
teiro) da arquitetura utilizada (no caso 32 bits), utilizado para
ca´lculo de enderec¸os;
portADDRESS (void*) Armazena um enderec¸o de memo´ria;
portSTACKROW (unsigned int) Armazena um valor inteiro de
tamanho igual a`quele empregado por operac¸o˜es de pilha na ar-
quitetura utilizada (no caso 32 bits);
portPARAMETER (unsigned int) Armazena um valor inteiro de
tamanho igual a`quele empregado para passagem de paraˆmetros
para me´todos na arquitetura utilizada (no caso 32 bits);
portSIZE (unsigned int) Armazena um valor inteiro sem sinal que
denota o tamanho de um vetor ou de um segmento de texto ou
de dados;
portINDEX (unsigned int) Armazena um valor inteiro sem sinal
que denota um ı´ndice de um vetor ou de um segmento de texto
ou de dados;
portIDENTIFIER (unsigned int) Armazena um valor inteiro sem
sinal que e´ utilizado para identificac¸a˜o de elementos do SO, e
portanto cujo tamanho limita o nu´mero de elementos suportados,
sendo que varia´veis deste tipo podem assumir o valor distinto
definido pela constante INVALID IDENTIFIER, que indica
que o identificador e´ inva´lido, foi omitido, ou que o elemento
correspondente na˜o existe.
A especificac¸a˜o ARINC 653 define tipos de dados que sa˜o em-
pregados tanto na interface com o software de aplicac¸a˜o quanto na
implementac¸a˜o dos servic¸os fornecidos atrave´s dela. Apresenta-se a se-
guir o mapeamento desses tipos de dados aos tipos gene´ricos definidos
pelo SO:
SYSTEM TIME TYPE Mapeado a portINT64;
LOCK LEVEL TYPE Mapeado a portUINTBASE;
STACK SIZE TYPE Mapeado a portSIZE;
SYSTEM ADDRESS TYPE Mapeado a portADDRESS;
PRIORITY TYPE Mapeado a portUINTBASE;
PARTITION ID TYPE Mapeado a portIDENTIFIER;
PARTITION NAME TYPE Mapeado a portCHARACTER[];
PROCESS ID TYPE Mapeado a portIDENTIFIER;
183
PROCESS NAME TYPE Mapeado a portCHARACTER[];
SAMPLING PORT ID TYPE Mapeado a portIDENTIFIER;
SAMPLING PORT NAME TYPE Mapeado a
portCHARACTER[];
QUEUING PORT ID TYPE Mapeado a portIDENTIFIER;
QUEUING PORT NAME TYPE Mapeado a
portCHARACTER[];
BUFFER ID TYPE Mapeado a portIDENTIFIER;
BUFFER NAME TYPE Mapeado a portCHARACTER[];
BLACKBOARD ID TYPE Mapeado a portIDENTIFIER;
BLACKBOARD NAME TYPE Mapeado a
portCHARACTER[];
SEMAPHORE ID TYPE Mapeado a portIDENTIFIER;
SEMAPHORE NAME TYPE Mapeado a
portCHARACTER[];
SEMAPHORE VALUE TYPE Mapeado a portUINTBASE;
EVENT ID TYPE Mapeado a portIDENTIFIER;
EVENT NAME TYPE Mapeado a portCHARACTER[];
MESSAGE RANGE TYPE Mapeado a portSIZE;
WAITING RANGE TYPE Mapeado a portSIZE;
MESSAGE ADDR TYPE Mapeado a portCHARACTER[];
MESSAGE SIZE TYPE Mapeado a portSIZE;
ERROR MESSAGE TYPE Mapeado a portCHARACTER[]
com tamanho MAX ERROR MESSAGE SIZE;
ERROR MESSAGE SIZE TYPE Mapeado a portSIZE.
A fim de manter-se um padra˜o de nomenclatura de tipos de dados
semelhante a esse utilizado pela especificac¸a˜o ARINC 653, os seguintes
tipos sa˜o definidos para utilizac¸a˜o na porc¸a˜o gene´rica do co´digo fonte
do SO:
BOOLEAN TYPE O mesmo que portBOOLEAN;
CHARACTER TYPE O mesmo que portCHARACTER;
UINTBASE TYPE O mesmo que portUINTBASE;
UINTPOINTER TYPE O mesmo que portUINTPOINTER;
STACKROW TYPE O mesmo que portSTACKROW;
PARAMETER TYPE O mesmo que portPARAMETER;
SIZE TYPE O mesmo que portSIZE;
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INDEX TYPE O mesmo que portINDEX;
IDENTIFIER TYPE O mesmo que portIDENTIFIER.
As seguintes constantes sa˜o definidas pela especificac¸a˜o
ARINC 653, e tiveram seus valores mantidos conforme a declarac¸a˜o
apresentada para a linguagem C na pro´pria especificac¸a˜o (ARINC,
2006a):
MAX NAME LENGTH (30) Comprimento ma´ximo dos nomes de
elementos;
MAX LOCK LEVEL (16) Valor ma´ximo que o n´ıvel de bloqueio
de uma partic¸a˜o pode assumir;
MIN PRIORITY VALUE (1) Valor mı´nimo das prioridades de
processos;
MAX PRIORITY VALUE (63) Valor ma´ximo das prioridades de
processos;
MAX ERROR MESSAGE SIZE (64) Comprimento ma´ximo das
mensagens de erro;
INFINITE TIME VALUE (-1) Valor distinto que indica um inter-
valo de tempo infinito, que pode tambe´m ser interpretado como
inva´lido.
Conforme apresentado no Cap´ıtulo 4 e nas demais sec¸o˜es deste
apeˆndice, ale´m desses tipos de dados simples e constantes sa˜o tambe´m
utilizadas no SO desenvolvido diversas enumerac¸o˜es. Destaca-se que
todas essas enumerac¸o˜es possuem valores definidos de forma que zero
(null) na˜o represente uma opc¸a˜o va´lida, e assim esse valor possa ser
utilizado para denotar a omissa˜o da informac¸a˜o correspondente. Ou
seja, todos os valores associados a`s enumerac¸o˜es declaradas no co´digo
fonte do SO desenvolvido neste trabalho devem ser maiores ou iguais
a um, pois o valor zero e´ considerado auseˆncia de informac¸a˜o nesse
contexto.
C.2 SERVIC¸OS INTERNOS
Alguns servic¸os sa˜o definidos para uso exclusivo no nu´cleo do
SO e/ou na implementac¸a˜o dos servic¸os exigidos pela ARINC 653, e
na˜o esta˜o portanto dispon´ıveis ao software de aplicac¸a˜o. Apresenta-se
a seguir esses servic¸os, categorizados de acordo com a func¸a˜o a` qual
esta˜o relacionados:
185
• Comuns:
COMMON COPYSTRING Efetua a co´pia de um segmento de
texto finalizado em caractere nulo de tamanho ma´ximo conhe-
cido de um enderec¸o de memo´ria para outro;
COMMON COMPARESTRINGS Efetua a comparac¸a˜o de dois
segmentos de texto finalizados em caractere nulo de tamanho
ma´ximo conhecido, retornando um valor lo´gico que indica sua
identidade.
• Configurac¸a˜o:
CONFIGURATION GETPARTITIONCONFIGURATION
Busca na estrutura de configurac¸a˜o do mo´dulo a configurac¸a˜o
de uma partic¸a˜o a partir de seu nome;
CONFIGURATION GETPROCESSCONFIGURATION
Busca em uma estrutura de configurac¸a˜o de partic¸a˜o a
configurac¸a˜o de um processo dessa partic¸a˜o a partir de seu
nome.
• Relo´gio:
CLOCK STARTUP Inicializa as varia´veis do relo´gio do mo´dulo com
hora´rio zero, e calcula o hora´rio de in´ıcio do pro´ximo major frame;
CLOCK TICKWINDOW E´ invocado pela interrupc¸a˜o perio´dica de
escalonamento para atualizac¸a˜o do relo´gio do mo´dulo, somando
ao hora´rio atual do mo´dulo o per´ıodo dessa interrupc¸a˜o;
CLOCK TICKMAJORFRAME Calcula o hora´rio de in´ıcio do
pro´ximo major frame;
CLOCK GETSYSTEMTIME Consulta o hora´rio atual do mo´dulo.
• Gerenciamento de partic¸o˜es:
GET PARTITION INTERNAL IDENTIFIER Partic¸o˜es
possuem um identificador interno, atribu´ıdo pelo SO no
momento de sua criac¸a˜o, e um identificador externo, que e´
aquele utilizado no arquivo de configurac¸a˜o do mo´dulo para
refereˆncia a` partic¸a˜o; este servic¸o e´ utilizado para obtenc¸a˜o do
identificador interno de uma partic¸a˜o a partir de seu
identificador externo.
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• Gerenciamento de processos:
WAIT RESOURCE E´ responsa´vel por efetuar o bloqueio de um
processo por tempo limitado ou ilimitado em um determinado
recurso do SO (sema´foro ou evento, por exemplo), ou seja, este
servic¸o remove o processo a partir do qual foi invocado da fila de
processos prontos, insere-o na fila do recurso e invoca o escalona-
dor; se for o caso, insere o processo na fila de bloqueio por tempo
limitado;
SIGNAL RESOURCE Libera um processo bloqueado atrave´s de
uma chamada ao servic¸o WAIT RESOURCE, ou seja,
remove o processo da cabeceira da fila do recurso e, caso esse
na˜o encontre-se suspenso, insere-o na fila de processos prontos e
invoca o escalonador; se for o caso, remove o processo da fila de
bloqueio por tempo limitado.
• Monitoramento (Health Monitoring):
RAISE ERROR Dispara os mecanismos de tratamento para um
determinado erro detectado pelo SO de acordo com a
configurac¸a˜o do mo´dulo, ou seja, consulta as estruturas de
configurac¸a˜o do mecanismo de monitoramento para determinar
em que n´ıvel (processo, partic¸a˜o ou mo´dulo) o erro deve ser
tratado em func¸a˜o do estado atual do sistema, delegando esse
tratamento aos servic¸os RAISE PROCESS ERROR,
RAISE PARTITION ERROR ou
RAISE MODULE ERROR, respectivamente;
RAISE PROCESS ERROR Dispara o mecanismo de tratamento
de erros para o n´ıvel de processo, ou seja, caso um processo tra-
tador de erros exista para a partic¸a˜o sua execuc¸a˜o e´ iniciada,
e em caso contra´rio o tratamento do erro e´ redirecionado para
o n´ıvel de partic¸a˜o (servic¸o RAISE PARTITION ERROR),
conforme definido pela especificac¸a˜o (ARINC, 2006a);
RAISE PARTITION ERROR Dispara o mecanismo de
tratamento de erros para o n´ıvel de partic¸a˜o, ou seja, caso um
HM callback exista para a partic¸a˜o sua execuc¸a˜o e´ iniciada, e
em caso contra´rio ou caso trate-se de um erro ocorrido durante
a execuc¸a˜o do HM callback da partic¸a˜o, a ac¸a˜o definida para o
erro no n´ıvel de partic¸a˜o e´ executada imediatamente atrave´s do
servic¸o RUN PARTITION ERROR ACTION;
RAISE MODULE ERROR Dispara o mecanismo de tratamento
de erros para o n´ıvel de mo´dulo, ou seja, caso um HM
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callback exista para o mo´dulo sua execuc¸a˜o e´ iniciada, e em
caso contra´rio a ac¸a˜o definida para o erro no n´ıvel de
mo´dulo e´ executada imediatamente atrave´s do servic¸o
RUN MODULE ERROR ACTION; caso trate-se de um
erro ocorrido durante a execuc¸a˜o do HM callback do mo´dulo, a
ac¸a˜o definida para o erro no n´ıvel de mo´dulo e´ imediatamente
executada e, caso essa defina que o erro deve ser ignorado, a
ac¸a˜o definida para o erro no n´ıvel de sistema e´ disparada atrave´s
do servic¸o RUN SYSTEM ERROR ACTION;
RUN PARTITION ERROR ACTION Executa a ac¸a˜o definida
para um determinado erro no n´ıvel de partic¸a˜o, ou seja, con-
sulta a ac¸a˜o a ser executada nas estruturas de configurac¸a˜o e, em
func¸a˜o dela, ignora o erro, para a partic¸a˜o ou a reinicializa;
RUN MODULE ERROR ACTION Executa a ac¸a˜o definida para
um determinado erro no n´ıvel de mo´dulo, ou seja, consulta a ac¸a˜o
a ser executada nas estruturas de configurac¸a˜o e, em func¸a˜o dela,
ignora o erro, para o mo´dulo ou o reinicializa;
RUN SYSTEM ERROR ACTION Executa a ac¸a˜o definida para
um determinado erro no n´ıvel de sistema, ou seja, consulta a ac¸a˜o
a ser executada nas estruturas de configurac¸a˜o e, em func¸a˜o dela,
para ou reinicializa o mo´dulo;
STOP MODULE HEALTHMONITORINGCALLBACK Ter-
mina a execuc¸a˜o do HM callback do mo´dulo, retomando o esca-
lonamento de partic¸o˜es;
STOP PARTITION HEALTHMONITORINGCALLBACK
Termina a execuc¸a˜o do HM callback de partic¸a˜o, retomando o
escalonamento dos processos da partic¸a˜o.
• Comunicac¸a˜o interpartic¸a˜o - Portas de amostragem:
GET PARTITION SAMPLING PORT ID Obte´m o identifica-
dor de uma porta de amostragem de uma determinada partic¸a˜o
com base no nome da porta;
WRITE PARTITION SAMPLING MESSAGE Escreve uma
mensagem em uma partic¸a˜o de destino de uma porta de
amostragem;
READ PARTITION SAMPLING MESSAGE Leˆ uma mensa-
gem da partic¸a˜o de origem de uma porta de amostragem para
que seja efetuada sua transmissa˜o.
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• Comunicac¸a˜o interpartic¸a˜o - Portas de enfileiramento:
GET PARTITION QUEUING PORT ID Obte´m o identificador
de uma porta de enfileiramento de uma determinada partic¸a˜o com
base no nome da porta;
SEND PARTITION QUEUING MESSAGE Adiciona uma
mensagem a` fila da partic¸a˜o de destino de uma porta de
enfileiramento, liberando um processo que eventualmente esteja
bloqueado a` espera de uma mensagem nessa porta;
RECEIVE PARTITION QUEUING MESSAGE Leˆ uma men-
sagem da fila da partic¸a˜o de origem de uma porta de enfileira-
mento para que seja efetuada sua transmissa˜o.
C.3 SERVIC¸OS ESPECI´FICOS
Trata-se de servic¸os que sa˜o disponibilizados ao software de
aplicac¸a˜o pelo SO desenvolvido e que na˜o fazem parte da ARINC 653,
pore´m cuja utilizac¸a˜o e´ fundamental para a inicializac¸a˜o e a
manutenc¸a˜o dos elementos do sistema. Esses servic¸os sa˜o apresentados
a seguir, categorizados de acordo com a func¸a˜o a` qual esta˜o ligados:
• Gerenciamento do sistema:
STARTUP SYSTEM Efetua a inicializac¸a˜o do sistema, ou seja, re-
aliza a configurac¸a˜o ba´sica da plataforma de hardware e prepara
a regia˜o de alocac¸a˜o dinaˆmica de memo´ria do sistema, e deve
portanto ser a primeira func¸a˜o chamada quando a plataforma e´
acionada.
• Gerenciamento do mo´dulo:
STARTUP MODULE Efetua a inicializac¸a˜o do mo´dulo, ou seja,
prepara o contexto de execuc¸a˜o inicial e aloca memo´ria para ar-
mazenamento das informac¸o˜es das partic¸o˜es;
SET MODULE MODE Efetua a transic¸a˜o de modos do mo´dulo de
forma ana´loga ao servic¸o SET PARTITION MODE definido
pela especificac¸a˜o para o gerenciamento de partic¸o˜es, podendo
portanto ser utilizado para inicializar o escalonamento de
partic¸o˜es do mo´dulo (modo NORMAL), assim como para
solicitar sua parada ou reinicializac¸a˜o (modos IDLE e
COLD START/WARM START, respectivamente).
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• Gerenciamento de partic¸o˜es:
GET PARTITION ID Obte´m o identificador de uma partic¸a˜o a
partir de seu nome, de forma ana´loga ao servic¸o GET PRO-
CESS ID definido pela especificac¸a˜o para o gerenciamento de
processos;
CREATE PARTITION Utilizado pela partic¸a˜o padra˜o do mo´dulo
durante sua etapa de inicializac¸a˜o para efetuar a criac¸a˜o de
partic¸o˜es, podendo portanto ser invocado apenas antes da
chamada ao servic¸o SET MODULE MODE para transic¸a˜o
ao modo de execuc¸a˜o NORMAL; as partic¸o˜es do mo´dulo sa˜o
criadas com base em um conjunto de atributos contidos em uma
estrutura do tipo PARTITION ATTRIBUTE TYPE,
ana´loga a` estrutura PROCESS ATTRIBUTE TYPE
definida pela especificac¸a˜o para o gerenciamento de processos,
que conte´m informac¸o˜es como o nome da partic¸a˜o, algumas
informac¸o˜es relacionadas ao seu processo padra˜o, e ainda um
campo que indica se a partic¸a˜o e´ ou na˜o uma partic¸a˜o de
sistema.
C.4 SERVIC¸OS ARINC 653
Apresenta-se a seguir alguns detalhes relevantes da implemen-
tac¸a˜o desenvolvida neste trabalho dos servic¸os definidos pela
ARINC 653, sendo pore´m omitidas todas as informac¸o˜es que
decorrem diretamente da especificac¸a˜o e que podem portanto ser nela
consultadas (ARINC, 2006a).
• Gerenciamento de partic¸o˜es:
CREATE PARTITION Antes de efetivar a criac¸a˜o da partic¸a˜o, este
servic¸o executa as seguintes operac¸o˜es:
1.Valida os atributos fornecidos (o nome da partic¸a˜o, por
exemplo);
2.Valida as configurac¸o˜es fornecidas (a coereˆncia da escala da
partic¸a˜o, por exemplo);
3.Inicializa os contextos de execuc¸a˜o da partic¸a˜o (do processo
padra˜o, do processo tratador de erros e do HM callback da
partic¸a˜o, caso existam);
4.Inicializa o mecanismo de alocac¸a˜o dinaˆmica de memo´ria da
partic¸a˜o;
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5.Aloca e inicializa as estruturas que armazenam informac¸o˜es
relacionadas a todos os elementos da partic¸a˜o (processos e
mecanismos de comunicac¸a˜o, por exemplo);
6.Armazena uma co´pia da regia˜o de memo´ria de dados da
partic¸a˜o, que e´ utilizada para restaurac¸a˜o dessa regia˜o em
caso de reinicializac¸a˜o da partic¸a˜o atrave´s do servic¸o
SET PARTITION MODE.
SET PARTITION MODE Este servic¸o apresenta diferentes com-
portamentos em func¸a˜o do modo ao qual e´ solicitada transic¸a˜o:
NORMAL Inicializa o escalonamento de processos da partic¸a˜o;
COLD START/WARM START A fim de realizar a reinicia-
lizac¸a˜o da partic¸a˜o, executa as seguintes operac¸o˜es:
1.Reinicializa as estruturas que armazenam informac¸o˜es
sobre os elementos da partic¸a˜o, pore´m mantendo inalte-
radas informac¸o˜es relacionadas a` memo´ria alocada para
esses elementos, evitando assim sua realocac¸a˜o;
2.Reinicializa o contexto de execuc¸a˜o do processo padra˜o
da partic¸a˜o;
3.Restaura a regia˜o de memo´ria de dados da partic¸a˜o
com base na co´pia armazenada pelo servic¸o CRE-
ATE PARTITION no momento de sua criac¸a˜o;
4.Redireciona o fluxo de execuc¸a˜o para o processo padra˜o
da partic¸a˜o, efetivando assim sua reinicializac¸a˜o.
IDLE Reinicializa as estruturas que armazenam as informac¸o˜es
da partic¸a˜o, removendo-a assim da fila de partic¸o˜es prontas,
e enta˜o invoca o algoritmo de escalonamento – a partic¸a˜o na˜o
e´ adicionada novamente a` fila por encontrar-se em modo de
execuc¸a˜o IDLE.
• Gerenciamento de processos:
CREATE PROCESS Processos aperio´dicos devem ser
diferenciados de processos perio´dicos atrave´s da utilizac¸a˜o de
um valor distinto de per´ıodo (ARINC, 2006a), que no SO
implementado neste trabalho e´ definido pela constante
APERIODIC PERIOD VALUE cujo valor e´ zero;
SET PRIORITY De acordo com a especificac¸a˜o, este servic¸o pode
ou na˜o reordenar as filas de prioridade associadas a recursos blo-
queantes do SO (sema´foros e eventos, por exemplo) caso a priori-
dade de um processo bloqueado seja alterada por outro processo
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(ARINC, 2006a), e portanto e´ fundamental ressaltar que no SO
desenvolvido neste trabalho essas filas sa˜o reordenadas nessa si-
tuac¸a˜o;
START A especificac¸a˜o define que este servic¸o equivale ao DE-
LAYED START invocado com DELAY TIME zero (ARINC,
2006a), e portanto sua implementac¸a˜o neste trabalho consiste
simplesmente de uma chamada a esse outro servic¸o.
• Comunicac¸a˜o interpartic¸a˜o:
CREATE SAMPLING PORT e CREATE QUEUING PORT
Estes servic¸os alocam dinamicamente porc¸o˜es de memo´ria
pertencentes a` partic¸a˜o para o armazenamento do nome dos
elementos de comunicac¸a˜o interpartic¸a˜o e das mensagens por
eles manipuladas; o nome desses elementos (recebido por
paraˆmetro pelos servic¸os) e´ copiado para uma regia˜o de
memo´ria de dados pro´pria da partic¸a˜o pois, em alguns casos,
pode estar localizado em uma regia˜o de memo´ria na˜o
pertencente a` partic¸a˜o – ate´ mesmo em uma regia˜o de co´digo –
e, portanto, o acesso direto pode ser considerado uma violac¸a˜o
do isolamento espacial de partic¸o˜es; ressalta-se ainda que estes
servic¸os na˜o verificam se os elementos correspondentes foram
declarados de forma consistente no arquivo de configurac¸a˜o do
mo´dulo, uma vez que considera-se que esse arquivo foi
devidamente validado antes de ser utilizado;
GET SAMPLING PORT ID e GET QUEUING PORT ID
Estes servic¸os fazem uso dos servic¸os internos GET PARTI-
TION SAMPLING PORT ID e GET PARTI-
TION QUEUING PORT ID, respectivamente;
SEND QUEUING MESSAGE e RECEIVE QUEUING MES-
SAGE Estes servic¸os utilizam os servic¸os internos
WAIT RESOURCE e SIGNAL RESOURCE para geren-
ciamento do bloqueio de processos em portas de enfileiramento.
• Comunicac¸a˜o intrapartic¸a˜o:
CREATE BUFFER, CREATE BLACKBOARD, CRE-
ATE SEMAPHORE e CREATE EVENT Estes servic¸os
alocam dinamicamente porc¸o˜es de memo´ria pertencentes a`
partic¸a˜o para o armazenamento do nome dos elementos
de comunicac¸a˜o intrapartic¸a˜o e das mensagens por eles
manipuladas, pelos mesmos motivos citados para os servic¸os
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CREATE SAMPLING PORT e CREATE QUE-
UING PORT;
SEND BUFFER, RECEIVE BUFFER, DISPLAY BLACK-
BOARD, READ BLACKBOARD, WAIT SEMAPHO-
RE, SIGNAL SEMAPHORE, SET EVENT e
WAIT EVENT Estes servic¸os utilizam os servic¸os internos
WAIT RESOURCE e SIGNAL RESOURCE para geren-
ciamento do bloqueio de processos pelos elementos de comu-
nicac¸a˜o intrapartic¸a˜o.
• Monitoramento (Health Monitoring):
REPORT APPLICATION MESSAGE O tamanho ma´ximo das
mensagens reportadas atrave´s deste servic¸o sa˜o definidas pela
constante MAX APPLICATION MESSAGE SIZE;
RAISE APPLICATION ERROR Este servic¸o obte´m o
enderec¸o a partir do qual foi invocado pela aplicac¸a˜o atrave´s
dos me´todos PORT PREPARECALLADDRESS e
PORT GETCALLADDRESS (apresentados a seguir), e em
seguida utiliza o servic¸o interno RAISE ERROR para
disparar o mecanismo de tratamento para erros de aplicac¸a˜o.
C.5 NU´CLEO
Esta sec¸a˜o tem por objetivo apresentar os elementos de co´digo
utilizados no nu´cleo do SO desenvolvido neste trabalho, e que assumem
portanto papel fundamental no desempenho de suas principais func¸o˜es.
Por ser necessa´ria a compreensa˜o extensiva desses elementos para fami-
liarizac¸a˜o com o funcionamento dos servic¸os oferecidos pelo SO, cada
um deles sera´ abordado em profundidade nas pro´ximas sec¸o˜es.
C.5.1 Estruturas de informac¸o˜es gerenciais
Trata-se de estruturas que armazenam informac¸o˜es gerenciais
do nu´cleo do SO, ou seja, nas quais sa˜o armazenadas as principais in-
formac¸o˜es sobre o estado dos elementos do sistema e que sa˜o, portanto,
utilizadas pela maioria dos servic¸os oferecidos ao software de aplicac¸a˜o.
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C.5.1.1 SYSTEM INFORMATION TYPE
Armazena informac¸o˜es gerenciais globais do sistema, e possui os
seguintes atributos:
SYSTEM CONFIGURATION Aponta a estrutura de configurac¸a˜o
do sistema;
REC HEAP Registro da regia˜o de alocac¸a˜o dinaˆmica de memo´ria do
sistema;
NEXT CONTEXT IDENTIFIER Armazena o pro´ximo identifica-
dor de contexto de execuc¸a˜o a ser alocado, e e´ utilizado somente
durante a inicializac¸a˜o do sistema.
C.5.1.2 MODULE INFORMATION TYPE
Armazena informac¸o˜es gerenciais globais do mo´dulo, e possui os
seguintes atributos:
MODULE CONFIGURATION Aponta a estrutura de confi-
gurac¸a˜o do mo´dulo;
OPERATING MODE Indica o modo de operac¸a˜o atual do mo´dulo
(ana´logo ao modo de operac¸a˜o de partic¸a˜o);
CONTEXT Estrutura que armazena o contexto de execuc¸a˜o da
partic¸a˜o padra˜o do mo´dulo;
PARTITION COUNT Indica quantas partic¸o˜es foram criadas no
mo´dulo atrave´s do servic¸o CREATE PARTITION;
PARTITION INFORMATION Vetor de estruturas de informac¸o˜es
das partic¸o˜es do mo´dulo (do tipo PARTITION INFORMA-
TION TYPE), cujo ı´ndice e´ o identificador dessas partic¸o˜es;
CURRENT PARTITION INFORMATION Aponta a estrutura
da partic¸a˜o que encontra-se atualmente em execuc¸a˜o no mo´dulo, e
assume valor nulo (null) caso na˜o haja uma partic¸a˜o em execuc¸a˜o,
ou seja, caso a partic¸a˜o padra˜o do mo´dulo esteja em execuc¸a˜o;
HEALTHMONITORINGCALLBACK INFORMATION
Aponta a estrutura de informac¸o˜es do HM callback do mo´dulo;
MAJOR FRAME START Indica o hora´rio no qual o major frame
atual do mo´dulo foi iniciado;
MAJOR FRAME TIME Indica o hora´rio atual dentro do major
frame atual do mo´dulo, sendo que o hora´rio do mo´dulo (re-
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tornado pelo servic¸o CLOCK GETSYSTEMTIME) pode ser
calculado por MAJOR FRAME START + MAJOR FRA-
ME TIME;
NEXT MAJOR FRAME START Indica o hora´rio de in´ıcio do
pro´ximo major frame do mo´dulo, que e´ utilizado no escalona-
mento de processos;
REC PARTITIONREADY Fila de prioridades de partic¸o˜es prontas
do mo´dulo – organiza as partic¸o˜es do mo´dulo que encontram-se
prontas para execuc¸a˜o em ordem ascendente de hora´rio de in´ıcio
da pro´xima janela de tempo na qual sera˜o executadas (segundo a
escala de partic¸o˜es configurada), e e´ utilizada no escalonamento
de partic¸o˜es.
C.5.1.3 PARTITION INFORMATION TYPE
Armazena informac¸o˜es gerenciais de uma partic¸a˜o do mo´dulo, e
possui os seguintes atributos:
INITIALIZED Campo que indica se a partic¸a˜o ja´ foi inicializada, e
e´ utilizado para que os recursos alocados a` partic¸a˜o na˜o sejam
realocados quando de sua reinicializac¸a˜o;
PARTITION ATTRIBUTE Aponta a estrutura de atributos da
partic¸a˜o;
PARTITION CONFIGURATION Aponta a estrutura de confi-
gurac¸a˜o da partic¸a˜o;
IDENTIFIER Identificador interno da partic¸a˜o;
OPERATING MODE Indica o modo de operac¸a˜o atual da partic¸a˜o;
START CONDITION Indica a condic¸a˜o de inicializac¸a˜o da
partic¸a˜o, diferenciando inicializac¸o˜es normais de reinicializac¸o˜es
em decorreˆncia de falhas, por exemplo;
LOCK LEVEL Indica o n´ıvel de bloqueio da partic¸a˜o, de forma que
o processo em execuc¸a˜o na˜o pode ser interrompido por outro pro-
cesso da partic¸a˜o caso este campo tenha valor maior que zero;
HEALTHMONITORING PARTITION RESTART Durante a
reinicializac¸a˜o da partic¸a˜o, indica se esse processo foi ou na˜o
disparado pelo mecanismo de monitoramento do SO (em
decorreˆncia de uma falha) – e´ utilizado na definic¸a˜o do atributo
START CONDITION;
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REC HEAP Registro da regia˜o de alocac¸a˜o dinaˆmica de memo´ria da
partic¸a˜o;
CONTEXT Estrutura que armazena o contexto de execuc¸a˜o do pro-
cesso padra˜o da partic¸a˜o;
PROCESS COUNT Indica quantos processos foram criados na
partic¸a˜o atrave´s do servic¸o CREATE PROCESS;
PROCESS INFORMATION Vetor de estruturas de informac¸o˜es
dos processos da partic¸a˜o (do tipo PROCESS INFORMA-
TION TYPE), cujo ı´ndice e´ o identificador desses processos;
CURRENT PROCESS INFORMATION Aponta a estrutura
do processo que encontra-se atualmente em execuc¸a˜o na
partic¸a˜o, assumindo valor nulo (null) caso na˜o haja um
processo em execuc¸a˜o, ou seja, caso o processo padra˜o da
partic¸a˜o esteja em execuc¸a˜o;
ERRORHANDLER INFORMATION Aponta a estrutura de in-
formac¸o˜es do processo tratador de erros da partic¸a˜o;
HEALTHMONITORINGCALLBACK INFORMATION
Aponta a estrutura de informac¸o˜es do HM callback da partic¸a˜o;
SCHEDULE WINDOW INDEX I´ndice da janela de tempo atual
da partic¸a˜o na escala de partic¸o˜es;
ENT PARTITIONREADY Entrada utilizada na fila de prioridades
de partic¸o˜es prontas;
REC PROCESSREADY Fila de prioridades de processos prontos
da partic¸a˜o – organiza os processos da partic¸a˜o que encontram-se
prontos para execuc¸a˜o em ordem descendente de prioridade, e e´
utilizada no escalonamento de processos da partic¸a˜o;
REC PROCESSDEADLINE Fila de prioridades de deadlines dos
processos da partic¸a˜o – organiza os processos liberados da
partic¸a˜o em ordem ascendente de deadline, e e´ utilizada na
detecc¸a˜o de perdas de deadline;
REC PROCESSWAITING TIMEOUT Fila de prioridades de es-
pera por timeout dos processos da partic¸a˜o – organiza os proces-
sos da partic¸a˜o em ordem ascendente de hora´rio de timeout, e e´
utilizada no bloqueio de processos por tempo limitado;
ERROR STATUS COUNT Indica o nu´mero de entradas de erro
atualmente armazenadas no vetor ERROR STATUS;
NEXT ERROR STATUS INDEX I´ndice da pro´xima entrada de
erro do vetor ERROR STATUS a ser lida;
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ERROR STATUS Vetor de entradas de erro a serem tratadas pelo
processo tratador de erros da partic¸a˜o, utilizado de forma circular;
SAMPLINGPORT COUNT Indica quantas portas de
amostragem foram criadas na partic¸a˜o atrave´s do servic¸o
CREATE SAMPLING PORT;
SAMPLINGPORT INFORMATION Vetor de estruturas de in-
formac¸o˜es das portas de amostragem da partic¸a˜o, cujo ı´ndice e´ o
identificador dessas portas;
QUEUINGPORT COUNT Indica quantas portas de
enfileiramento foram criadas na partic¸a˜o atrave´s do servic¸o
CREATE QUEUING PORT;
QUEUINGPORT INFORMATION Vetor de estruturas de
informac¸o˜es das portas de enfileiramento da partic¸a˜o, cujo
ı´ndice e´ o identificador dessas portas;
BUFFER COUNT Indica quantos buffers foram criados na partic¸a˜o
atrave´s do servic¸o CREATE BUFFER;
BUFFER INFORMATION Vetor de estruturas de informac¸o˜es dos
buffers da partic¸a˜o, cujo ı´ndice e´ o identificador desses buffers;
BLACKBOARD COUNT Indica quantas blackboards foram
criadas na partic¸a˜o atrave´s do servic¸o CREATE BLACK-
BOARD;
BLACKBOARD INFORMATION Vetor de estruturas de infor-
mac¸o˜es das blackboards da partic¸a˜o, cujo ı´ndice e´ o identificador
dessas blackboards;
SEMAPHORE COUNT Indica quantos sema´foros foram criados na
partic¸a˜o atrave´s do servic¸o CREATE SEMAPHORE;
SEMAPHORE INFORMATION Vetor de estruturas de informa-
c¸o˜es dos sema´foros da partic¸a˜o, cujo ı´ndice e´ o identificador desses
sema´foros;
EVENT COUNT Indica quantos eventos foram criados na partic¸a˜o
atrave´s do servic¸o CREATE EVENT;
EVENT INFORMATION Vetor de estruturas de informac¸o˜es dos
eventos da partic¸a˜o, cujo ı´ndice e´ o identificador desses eventos.
C.5.1.4 PROCESS INFORMATION TYPE
Armazena informac¸o˜es gerenciais de um processo de uma
partic¸a˜o, e possui os seguintes atributos:
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PROCESS ATTRIBUTE Aponta a estrutura de atributos do pro-
cesso;
PROCESS CONFIGURATION Aponta a estrutura de configu-
rac¸a˜o do processo;
IDENTIFIER Identificador do processo;
CURRENT PRIORITY Prioridade atual do processo;
PROCESS STATE Estado atual do processo;
DELAY TIME Tempo de atraso antes da primeira liberac¸a˜o do pro-
cesso, definido atrave´s do servic¸o DELAYED START;
RELEASE TIME Hora´rio da pro´xima (ou da u´ltima) liberac¸a˜o do
processo;
DEADLINE TIME Hora´rio do pro´ximo (ou do u´ltimo) deadline do
processo;
WAIT TIME Hora´rio no qual o processo entrou em espera pela
u´ltima vez;
WAKE TIME Hora´rio no qual o processo saiu de espera pela u´ltima
vez;
CONTEXT Estrutura que armazena o contexto de execuc¸a˜o do pro-
cesso;
ENT PROCESSREADY Entrada utilizada na fila de prioridades de
processos prontos da partic¸a˜o;
ENT PROCESSDEADLINE Entrada utilizada na fila de priorida-
des de deadlines dos processos da partic¸a˜o;
ENT PROCESSWAITING TIMEOUT Entrada utilizada na fila
de prioridades de espera por timeout dos processos da partic¸a˜o;
ENT PROCESSWAITING RESOURCE Entrada utilizada na
fila de prioridades de espera por recursos (sema´foros, por
exemplo) da partic¸a˜o;
SUSPENDED Indica se o processo encontra-se suspenso;
SUSPENDED TIMEOUT Indica se o processo encontra-se
suspenso por tempo limitado (com timeout);
BUFFER SEND ADDRESS/LENGTH Armazenam o enderec¸o
e o tamanho da mensagem fornecida por uma chamada pendente
em bloqueio ao servic¸o SEND BUFFER, de forma que a co´pia
da mensagem possa ser realizada durante uma chamada ao servic¸o
RECEIVE BUFFER por outro processo;
BUFFER RECEIVE ADDRESS/LENGTH Armazenam o
enderec¸o e o tamanho da mensagem fornecida por uma chamada
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pendente em bloqueio ao servic¸o RECEIVE BUFFER, de
forma que a co´pia da mensagem possa ser realizada diretamente
(sem enfileiramento) quando de uma chamada ao servic¸o
SEND BUFFER por outro processo.
C.5.1.5 HEALTHMONITORINGCALLBACK INFORMATION TYPE
Armazena informac¸o˜es gerenciais dos HM callbacks do mo´dulo e
das partic¸o˜es, e possui os seguintes atributos:
EXISTS Indica se o HM callback existe;
ENTRY POINT Indica o ponto de entrada do me´todo que imple-
menta o HM callback ;
STACK SIZE Indica o tamanho da pilha alocada para o HM callback ;
CONTEXT Estrutura que armazena o contexto de execuc¸a˜o do HM
callback ;
SYSTEM PARTITION CONTEXT Indica se o HM callback foi
disparado por um contexto de execuc¸a˜o pertencente a uma
partic¸a˜o de sistema, devendo portanto ser executado em modo
privilegiado;
START Indica se o escalonador deve iniciar a execuc¸a˜o do HM call-
back ;
STOP Indica se o escalonador deve parar a execuc¸a˜o do HM callback ;
RUNNING Indica se o HM callback esta´ em execuc¸a˜o;
SYSTEM STATE Armazena o estado do sistema no qual o erro que
causou o disparo do HM callback ocorreu;
ERROR IDENTIFIER Armazena o identificador do erro que cau-
sou o disparo do HM callback.
C.5.1.6 ERRORHANDLER INFORMATION TYPE
Armazena informac¸o˜es gerenciais dos processos tratadores de er-
ros das partic¸o˜es, e possui os seguintes atributos:
EXISTS Indica se o processo tratador de erros existe;
ENTRY POINT Indica o ponto de entrada do me´todo que imple-
menta o processo tratador de erros;
STACK SIZE Indica o tamanho da pilha alocada para o processo
tratador de erros;
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CONTEXT Estrutura que armazena o contexto de execuc¸a˜o do pro-
cesso tratador de erros;
SYSTEM PARTITION CONTEXT Indica se o processo tratador
de erros foi disparado por um contexto de execuc¸a˜o pertencente
a uma partic¸a˜o de sistema, devendo portanto ser executado em
modo privilegiado;
START Indica se o escalonador deve iniciar a execuc¸a˜o do processo
tratador de erros;
STOP Indica se o escalonador deve parar a execuc¸a˜o do processo tra-
tador de erros;
RUNNING Indica se o processo tratador de erros esta´ em execuc¸a˜o;
PREEMPTED PROCESS IDENTIFIER Armazena o identifica-
dor do processo que foi interrompido para disparo do processo tra-
tador de erros, e e´ utilizado pelos servic¸os STOP e SUSPEND
– maiores detalhes sobre o emprego dessa informac¸a˜o devem ser
consultados na especificac¸a˜o (ARINC, 2006a).
C.5.1.7 SAMPLINGPORT INFORMATION TYPE
Armazena informac¸o˜es gerenciais de uma porta de amostragem
de uma partic¸a˜o, e possui os seguintes atributos:
IDENTIFIER Identificador da porta de amostragem;
NAME Nome da porta de amostragem;
MAX MESSAGE SIZE Tamanho ma´ximo das mensagens trocadas
atrave´s da porta de amostragem;
PORT DIRECTION Indica se, na partic¸a˜o, a porta atua como ori-
gem ou como destino de mensagens;
REFRESH PERIOD Indica o per´ıodo de atualizac¸a˜o da porta de
amostragem;
UPDATED Indica se a mensagem da porta de amostragem foi atu-
alizada desde a u´ltima vez que foi transmitida a`s partic¸o˜es de
destino, devendo portanto ser transmitida novamente;
LAST READ Indica o valor do relo´gio do mo´dulo no momento em
que a mensagem da porta de amostragem foi lida pela u´ltima vez
– utilizado para controle das mensagens ja´ transmitidas atrave´s
do canal;
LAST WRITE Indica o valor do relo´gio do mo´dulo no momento em
que a mensagem da porta de amostragem foi escrita pela u´ltima
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vez – utilizado para controle da validade das mensagens transmi-
tidas no canal;
LAST VALIDITY Armazena o u´ltimo indicador de validade
retornado por uma chamada ao servic¸o READ SAM-
PLING MESSAGE;
EMPTY INDICATOR Indica se a mensagem da porta de amostra-
gem encontra-se vazia ou ocupada;
MESSAGE Armazena a mensagem atual da porta de amostragem;
LENGTH Armazena o tamanho da mensagem atual da porta de amos-
tragem.
C.5.1.8 QUEUINGPORT INFORMATION TYPE
Armazena informac¸o˜es gerenciais de uma porta de enfileiramento
de uma partic¸a˜o, e possui os seguintes atributos:
IDENTIFIER Identificador da porta de enfileiramento;
NAME Nome da porta de enfileiramento;
MAX MESSAGE SIZE Tamanho ma´ximo das mensagens trocadas
atrave´s da porta de enfileiramento;
MAX NB MESSAGE Nu´mero ma´ximo de mensagens armazenadas
na fila da porta de enfileiramento;
PORT DIRECTION Indica se, na partic¸a˜o, a porta atua como ori-
gem ou como destino de mensagens;
QUEUING DISCIPLINE Determina se os processos bloqueados
pela porta de enfileiramento sera˜o atendidos em pol´ıtica FIFO
ou por prioridade;
MESSAGE COUNT Nu´mero de mensagens atualmente armazena-
das na fila da porta de enfileiramento;
NEXT MESSAGE INDEX I´ndice da pro´xima mensagem da fila a
ser lida;
OVERFLOW Indica se ocorreu overflow na porta de enfileiramento
desde a u´ltima vez em que ela foi lida;
MESSAGES Aponta o enderec¸o inicial do segmento de dados de
tamanho MAX MESSAGE SIZE · MAX NB MESSAGE
que armazena a fila de mensagens da porta de enfileiramento;
MESSAGES LENGTH Vetor do tipo MESSAGE SIZE TYPE
de tamanho MAX NB MESSAGE que armazena o tamanho
das mensagens atualmente armazenadas na fila da porta de enfi-
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leiramento;
REC QUEUINGPORT Fila de prioridades da porta de enfileira-
mento, utilizada para bloqueio de processos de acordo com a
pol´ıtica indicada por QUEUING DISCIPLINE.
C.5.1.9 BUFFER INFORMATION TYPE
Armazena informac¸o˜es gerenciais de um buffer de uma partic¸a˜o,
e possui os seguintes atributos:
IDENTIFIER Identificador do buffer ;
NAME Nome do buffer ;
MAX MESSAGE SIZE Tamanho ma´ximo das mensagens trocadas
atrave´s do buffer ;
MAX NB MESSAGE Nu´mero ma´ximo de mensagens armazenadas
na fila do buffer ;
QUEUING DISCIPLINE Determina se os processos bloqueados
pelo buffer sera˜o atendidos em pol´ıtica FIFO ou por prioridade;
MESSAGE COUNT Nu´mero de mensagens atualmente armazena-
das na fila do buffer ;
NEXT MESSAGE INDEX I´ndice da pro´xima mensagem da fila a
ser lida;
MESSAGES Aponta o enderec¸o inicial do segmento de dados de
tamanho MAX MESSAGE SIZE · MAX NB MESSAGE
que armazena a fila de mensagens do buffer ;
MESSAGES LENGTH Vetor do tipo MESSAGE SIZE TYPE
de tamanho MAX NB MESSAGE que armazena o tamanho
das mensagens atualmente armazenadas na fila do buffer ;
REC BUFFER Fila de prioridades do buffer, utilizada para
bloqueio de processos de acordo com a pol´ıtica indicada por
QUEUING DISCIPLINE.
C.5.1.10 BLACKBOARD INFORMATION TYPE
Armazena informac¸o˜es gerenciais de uma blackboard de uma
partic¸a˜o, e possui os seguintes atributos:
IDENTIFIER Identificador da blackboard ;
NAME Nome da blackboard ;
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EMPTY INDICATOR Indica se a mensagem atual da blackboard
encontra-se vazia ou ocupada;
MAX MESSAGE SIZE Tamanho ma´ximo das mensagens trocadas
atrave´s da blackboard ;
MESSAGE Armazena a mensagem atual da blackboard ;
LENGTH Armazena o tamanho da mensagem atual da blackboard ;
REC BLACKBOARD Fila de prioridades da blackboard, utilizada
para bloqueio de processos.
C.5.1.11 SEMAPHORE INFORMATION TYPE
Armazena informac¸o˜es gerenciais de um sema´foro de uma
partic¸a˜o, e possui os seguintes atributos:
IDENTIFIER Identificador do sema´foro;
NAME Nome do sema´foro;
CURRENT VALUE Valor atual do sema´foro;
MAXIMUM VALUE Valor ma´ximo do sema´foro;
QUEUING DISCIPLINE Determina se os processos bloqueados
pelo sema´foro sera˜o atendidos em pol´ıtica FIFO ou por priori-
dade;
REC SEMAPHORE Fila de prioridades do sema´foro, utilizada
para bloqueio de processos de acordo com a pol´ıtica indicada
por QUEUING DISCIPLINE.
C.5.1.12 EVENT INFORMATION TYPE
Armazena informac¸o˜es gerenciais de um evento de uma partic¸a˜o,
e possui os seguintes atributos:
IDENTIFIER Identificador do evento;
NAME Nome do evento;
EVENT STATE Estado atual do evento (up ou down);
REC EVENT Fila de prioridades do evento, utilizada para bloqueio
de processos.
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C.5.2 S´ımbolos
Apresenta-se a seguir os s´ımbolos acessados e/ou manipulados
por todos os me´todos do nu´cleo do SO direta ou indiretamente, inclusive
pelos servic¸os por ele oferecidos ao software de aplicac¸a˜o.
SYSTEM INFORMATION Estrutura do tipo SYSTEM IN-
FORMATION TYPE que armazena informac¸o˜es gerenciais
do sistema;
MODULE INFORMATION Estrutura do tipo MODULE IN-
FORMATION TYPE que armazena informac¸o˜es gerenciais do
mo´dulo, das partic¸o˜es, dos processos e dos demais elementos do
sistema;
CURRENT CONTEXT Aponta a estrutura do tipo CON-
TEXT TYPE na qual o contexto de execuc¸a˜o atual e´
armazenado;
NEXT CONTEXT Aponta a estrutura do tipo CON-
TEXT TYPE do contexto de execuc¸a˜o que deve ser retomado
apo´s a conclusa˜o da execuc¸a˜o do escalonador, e e´ portanto
utilizada apenas durante a execuc¸a˜o do escalonador;
CURRENT PARTITION INFORMATION Aponta a
estrutura de informac¸o˜es da partic¸a˜o que esta´ atualmente em
execuc¸a˜o no SO, assumindo valor nulo (null) caso na˜o haja uma
partic¸a˜o em execuc¸a˜o;
CURRENT PROCESS INFORMATION Aponta a estrutura
de informac¸o˜es do processo que esta´ atualmente em execuc¸a˜o no
SO, assumindo valor nulo (null) caso na˜o haja um processo em
execuc¸a˜o na partic¸a˜o atual – pode ser utilizado apenas
quando ha´ uma partic¸a˜o em execuc¸a˜o, ou seja, quando
CURRENT PARTITION INFORMATION na˜o tem
valor nulo (null).
C.5.3 Me´todos
Apresenta-se a seguir os me´todos utilizados pelo nu´cleo do SO
para tarefas como o gerenciamento da execuc¸a˜o dos servic¸os oferecidos
ao software de aplicac¸a˜o em modo privilegiado, manipulac¸a˜o das es-
truturas de informac¸o˜es gerenciais, e ainda para tratamento do retorno
dos me´todos executados pelos diversos elementos do sistema.
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STARTUP CORE Utilizado pelo servic¸o espec´ıfico
STARTUP SYSTEM para inicializac¸a˜o dos s´ımbolos globais
do nu´cleo do SO;
ENTER CORE Me´todo invocado ao in´ıcio da execuc¸a˜o dos servic¸os
do SO que desabilita as interrupc¸o˜es, entra em modo de execuc¸a˜o
privilegiado e incrementa a profundidade de chamadas de servic¸os
do SO, garantindo assim que esses servic¸os sejam executados de
forma atoˆmica e privilegiada mesmo se invocados de forma ani-
nhada – este me´todo na˜o deve acessar quaisquer dados antes de
entrar em modo privilegiado;
EXIT CORE Me´todo invocado ao fim da execuc¸a˜o de servic¸os do SO
que decrementa a profundidade de chamadas de servic¸os do SO e,
caso essa alcance valor zero, habilita as interrupc¸o˜es e retorna ao
modo de execuc¸a˜o na˜o privilegiado (a menos que tenha sido in-
vocado por um contexto de execuc¸a˜o pertencente a uma partic¸a˜o
de sistema);
INITIALIZE SYSTEM INFORMATION Inicializa a estrutura
de informac¸o˜es gerenciais do sistema (SYSTEM INFORMA-
TION);
INITIALIZE MODULE INFORMATION Inicializa a estrutura
de informac¸o˜es gerenciais do mo´dulo e invoca o me´todo INITI-
ALIZE PARTITION INFORMATION para inicializac¸a˜o
equivalente das partic¸o˜es;
INITIALIZE PARTITION INFORMATION Inicializa a estru-
tura de informac¸o˜es gerenciais de uma determinada partic¸a˜o e in-
voca o me´todo INITIALIZE PROCESS INFORMATION
para inicializac¸a˜o equivalente dos processos – este me´todo trata
tambe´m a reinicializac¸a˜o de partic¸o˜es, operac¸a˜o na qual algumas
das informac¸o˜es gerenciais da partic¸a˜o sa˜o mantidas;
INITIALIZE PROCESS INFORMATION Inicializa a estrutura
de informac¸o˜es gerenciais de um processo de uma determinada
partic¸a˜o;
RETURNPOINT MODULE HEALTHMONITORINGCALL-
BACK Ponto de retorno do HM callback do mo´dulo, que
e´ alcanc¸ado quando esse me´todo retorna – executa a
ac¸a˜o de recuperac¸a˜o definida em configurac¸a˜o para o
n´ıvel de mo´dulo atrave´s do servic¸o interno RUN MO-
DULE ERROR ACTION, e enta˜o termina a execuc¸a˜o do
HM callback atrave´s do servic¸o interno STOP MODU-
LE HEALTHMONITORINGCALLBACK;
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RETURNPOINT PARTITION HEALTHMONITORING-
CALLBACK Ponto de retorno dos HM callbacks das
partic¸o˜es, que e´ alcanc¸ado quando um desses me´todos retorna –
executa a ac¸a˜o de recuperac¸a˜o definida em configurac¸a˜o para o
n´ıvel de partic¸a˜o atrave´s do servic¸o interno RUN PAR-
TITION ERROR ACTION, e enta˜o termina a execuc¸a˜o do
HM callback atrave´s do servic¸o interno STOP PAR-
TITION HEALTHMONITORINGCALLBACK;
RETURNPOINT PARTITIONERRORHANDLER Ponto de
retorno dos processos tratadores de erros das partic¸o˜es, que e´
alcanc¸ado caso um desses me´todos retorne – termina a execuc¸a˜o
do processo tratador de erros atrave´s do servic¸o STOP SELF;
RETURNPOINT PARTITIONDEFAULTPROCESS Ponto de
retorno dos processos padro˜es das partic¸o˜es, que e´ alcanc¸ado caso
um desses me´todos retorne – executa um lac¸o infinito, ja´ que
processos padro˜es de partic¸o˜es na˜o podem ser terminados;
RETURNPOINT PROCESS Ponto de retorno de processos, que e´
alcanc¸ado caso um desses me´todos retorne – termina a execuc¸a˜o
do processo atrave´s do servic¸o STOP SELF.
C.6 MIGRAC¸A˜O
Descreve-se nesta sec¸a˜o os elementos de co´digo que devem ser ela-
borados para a migrac¸a˜o do SO desenvolvido neste trabalho para uma
determinada plataforma de hardware. Juntamente com a apresentac¸a˜o
desses elementos, cita-se ainda a forma como esses foram desenvolvidos
neste trabalho para processadores TI AM335X.
C.6.1 S´ımbolos
Os s´ımbolos apresentados a seguir devem ser definidos de acordo
com as caracter´ısticas e configurac¸o˜es da plataforma de hardware sobre
a qual o SO sera´ executado:
PORT TICKWINDOW Indica o per´ıodo da interrupc¸a˜o de esca-
lonamento em nanossegundos, e e´ utilizado para atualizac¸a˜o do
relo´gio do mo´dulo – para processadores TI AM335X, assume va-
lor 1000000ns (1ms);
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PORT HEAP ALIGNMENT Indica o alinhamento de memo´ria
que deve ser fundamentalmente respeitado para as regio˜es de
alocac¸a˜o dinaˆmica de memo´ria – para processadores TI AM335X,
assume valor 4 por tratar-se de uma arquitetura de 32 bits.
C.6.2 Me´todos
A implementac¸a˜o dos me´todos apresentados a seguir e´ parte fun-
damental do processo de migrac¸a˜o do SO desenvolvido neste trabalho.
Esses me´todos podem ser implementados tanto como procedimentos
quanto como macros, e tanto em linguagem C quanto em assembly,
conforme os requisitos espec´ıficos impostos pela plataforma de hard-
ware utilizada.
PORT SHUTDOWNMODULE Utilizado pelo servic¸o espec´ıfico
SET MODULE MODE para interromper a execuc¸a˜o do
mo´dulo, e portanto de todas suas partic¸o˜es – para processadores
TI AM335X, desabilita as interrupc¸o˜es e entra em um lac¸o
infinito;
PORT RESTARTMODULE Utilizado pelo servic¸o espec´ıfico
SET MODULE MODE para reinicializac¸a˜o do mo´dulo –
para processadores TI AM335X, dispara a reinicializac¸a˜o do
processador;
PORT PREPARECALLADDRESS Prepara a leitura do
enderec¸o a partir do qual o me´todo atual foi chamado, que
representa o enderec¸o dos erros gerados atrave´s do servic¸o
RAISE APPLICATION ERROR – para processadores TI
AM335X, empilha o registrador LR;
PORT GETCALLADDRESS Recupera o enderec¸o a partir do qual
o me´todo atual foi chamado (preparado atrave´s de uma chamada
ao me´todo PORT PREPARECALLADDRESS) – para pro-
cessadores TI AM335X, desempilha o enderec¸o previamente em-
pilhado pelo me´todo PORT PREPARECALLADDRESS no
registrador de retorno da func¸a˜o;
PORT INITIALIZETICK Inicializa a interrupc¸a˜o perio´dica de
escalonamento, garantindo que a primeira interrupc¸a˜o ocorrera´
apo´s o primeiro per´ıodo e na˜o imediatamente apo´s a execuc¸a˜o
do me´todo – para processadores TI AM335X, invoca me´todos
do pacote AM335X StarterWare para configurac¸a˜o e
inicializac¸a˜o dessa interrupc¸a˜o;
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PORT INITIALIZECONTEXT Inicializa uma estrutura de arma-
zenamento de contexto de execuc¸a˜o, e e´ invocado apenas uma vez
para cada uma dessas estruturas;
PORT PREPARECONTEXT Prepara uma estrutura de armaze-
namento de contexto de execuc¸a˜o para sua efetiva utilizac¸a˜o, e
pode ser invocado diversas vezes (para processos que sa˜o parados
e reiniciados, por exemplo);
PORT ENTERCORE E´ invocado pelo me´todo ENTER CORE
para efetivac¸a˜o da desabilitac¸a˜o de interrupc¸o˜es e da entrada em
modo de execuc¸a˜o privilegiado – pode ser invocado mu´ltiplas ve-
zes para chamadas aninhadas de servic¸os, devendo surtir esse
efeito apenas na primeira chamada;
PORT EXITCORE E´ invocado pelo me´todo EXIT CORE para
efetivac¸a˜o da reabilitac¸a˜o de interrupc¸o˜es e retorno ao modo de
execuc¸a˜o na˜o privilegiado, mas deve manter a execuc¸a˜o em modo
privilegiado caso o contexto de execuc¸a˜o pertenc¸a a uma partic¸a˜o
de sistema – e´ invocado apenas uma vez, mesmo para chamadas
aninhadas de servic¸os;
PORT YIELD Solicita a execuc¸a˜o do algoritmo de escalonamento,
possivelmente causando a interrupc¸a˜o do contexto de execuc¸a˜o
atual;
PORT SWITCH Altera o contexto de execuc¸a˜o atual imediatamente
com base na estrutura global CURRENT CONTEXT, sem
salvar o contexto atual e sem executar o algoritmo de escalona-
mento – utilizado para parada de um contexto de execuc¸a˜o a
partir de servic¸os do SO;
PORT STARTSCHEDULER Responsa´vel pela primeira execuc¸a˜o
do algoritmo de escalonamento, podendo realizar configurac¸o˜es
finais se forem necessa´rias, e caso na˜o sejam necessa´rias pode
simplesmente invocar PORT YIELD;
PORT REPORTSYSTEMERROR Utilizado para o reporte (ge-
ralmente atrave´s de algum tipo de sa´ıda padra˜o) de erros no n´ıvel
de sistema – e´ executado com interrupc¸o˜es desabilitadas, e por-
tanto causa jitter ;
PORT REPORTMODULEERROR Utilizado para o reporte de
erros no n´ıvel de mo´dulo – e´ executado com interrupc¸o˜es desabi-
litadas, e portanto causa jitter ;
PORT REPORTPARTITIONERROR Utilizado para o reporte
de erros no n´ıvel de partic¸a˜o – e´ executado com interrupc¸o˜es de-
sabilitadas, e portanto causa jitter ;
208
PORT REPORTPROCESSERROR Utilizado para o reporte de
erros no n´ıvel de processo – e´ executado com interrupc¸o˜es desa-
bilitadas, e portanto causa jitter ;
PORT REPORTAPPLICATIONMESSAGE Utilizado para o re-
porte de erros no n´ıvel de aplicac¸a˜o – e´ executado com inter-
rupc¸o˜es desabilitadas, e portanto causa jitter.
Me´todos denominados hooks sa˜o invocados pelo SO a partir dos
principais servic¸os de gerenciamento dos elementos do sistema, e podem
portanto ser utilizados para configurac¸a˜o de mecanismos da plataforma
de hardware relacionados a eles. Apresenta-se a seguir esses me´todos,
que para processadores TI AM335X sa˜o utilizados para elaborac¸a˜o das
tabelas de traduc¸a˜o da MMU :
PORT HOOK BEFORE STARTUP SYSTEM Executado
pelo SO antes da inicializac¸a˜o do sistema (servic¸o
STARTUP SYSTEM) – para processadores TI AM335X,
efetua a preparac¸a˜o da tabela de vetores de excec¸a˜o (definida
pela constante global PORT VECTORTABLE), inicializa a
sa´ıda padra˜o de depurac¸a˜o (porta serial) e prepara a biblioteca
de interac¸a˜o com a MMU ;
PORT HOOK AFTER STARTUP SYSTEM Executado pelo
SO apo´s a inicializac¸a˜o do sistema – para processadores TI
AM335X, prepara a tabela de traduc¸a˜o global, que define as
permisso˜es para as regio˜es de memo´ria da tabela de vetores de
excec¸a˜o e dos registradores de perife´ricos;
PORT HOOK BEFORE STARTUP MODULE Executado
pelo SO antes da inicializac¸a˜o do mo´dulo (servic¸o
STARTUP MODULE) – para processadores TI AM335X,
na˜o executa qualquer ac¸a˜o;
PORT HOOK AFTER STARTUP MODULE Executado pelo
SO apo´s a inicializac¸a˜o do mo´dulo – para processadores TI
AM335X, prepara as tabelas de traduc¸a˜o da partic¸a˜o padra˜o e
do HM callback do mo´dulo, e finalmente habilita a MMU e
inicia a execuc¸a˜o em modo na˜o privilegiado;
PORT HOOK BEFORE CREATE PARTITION Executado
pelo SO antes da criac¸a˜o de uma partic¸a˜o (servic¸o
CREATE PARTITION) – para processadores TI AM335X,
na˜o executa qualquer ac¸a˜o;
PORT HOOK AFTER CREATE PARTITION Executado pelo
SO apo´s a criac¸a˜o de uma partic¸a˜o – para processadores TI
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AM335X, prepara as tabelas de traduc¸a˜o do processo padra˜o e
do HM callback da partic¸a˜o criada;
PORT HOOK BEFORE CREATE PROCESS Executado
pelo SO antes da criac¸a˜o de um processo (servic¸o
CREATE PROCESS) – para processadores TI AM335X, na˜o
executa qualquer ac¸a˜o;
PORT HOOK AFTER CREATE PROCESS Executado pelo
SO apo´s a criac¸a˜o de um processo – para processadores TI
AM335X, prepara a tabela de traduc¸a˜o do processo criado;
PORT HOOK BEFORE CREATE ERROR HANDLER Exe-
cutado pelo SO antes da criac¸a˜o de um processo tratador de erros
(servic¸o CREATE ERROR HANDLER) – para processado-
res TI AM335X, na˜o executa qualquer ac¸a˜o;
PORT HOOK AFTER CREATE ERROR HANDLER
Executado pelo SO apo´s a criac¸a˜o de um processo tratador de
erros – para processadores TI AM335X, prepara a tabela de
traduc¸a˜o do processo tratador de erros criado.
C.7 MIGRAC¸A˜O PARA TI AM335X
Descreve-se nesta sec¸a˜o os elementos do SO desenvolvido neste
trabalho que foram definidos exclusivamente para sua execuc¸a˜o na pla-
taforma de hardware empregada, que conforme citado anteriormente e´
equipada com processador TI AM335X.
C.7.1 Constantes
Apresenta-se a seguir as constantes definidas para controle de
aspectos espec´ıficos da execuc¸a˜o do SO em processadores TI AM335X:
Gerac¸a˜o de logs Devido ao fato de que a gerac¸a˜o de logs na sa´ıda
padra˜o (porta serial) causa jitter no escalonamento de partic¸o˜es
e processos, sa˜o definidas constantes cujo nome e´ prefixado por
PORT GENERATECONSOLEOUTPUT que indicam se
esses logs devem ou na˜o ser gerados quando da ocorreˆncia de
erros e da gerac¸a˜o de reportes;
Tamanhos de segmentos de dados Sa˜o definidas constantes que in-
dicam os tamanhos mı´nimos e ma´ximos das mensagens e das filas
empregadas pelos elementos de comunicac¸a˜o interpartic¸a˜o e in-
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trapartic¸a˜o, impondo assim limites globais para o tamanho dos
segmentos de dados alocados por esses elementos;
Tabela de vetores de excec¸a˜o As constantes PORT VECTOR-
TABLE ADDRESS e PORT VECTORTABLE SIZE indi-
cam respectivamente o enderec¸o de memo´ria a partir do qual deve
ser alocada a tabela de vetores de excec¸a˜o e o tamanho dessa ta-
bela em palavras.
C.7.2 Me´todos
Apresenta-se a seguir os me´todos definidos especificamente
para execuc¸a˜o do SO desenvolvido neste trabalho em processadores
TI AM335X:
PORT RESETHANDLER Procedimento de inicializac¸a˜o do pro-
cessador – subdivide a regia˜o de memo´ria utilizada como pilha
do sistema para os mu´ltiplos modos de execuc¸a˜o, limpa a regia˜o
de dados na˜o inicializados do sistema, limpa os registradores de
excec¸o˜es de acesso a dados e instruc¸o˜es, habilita o mecanismo de
branch prediction, habilita o coprocessador VFP e, finalmente,
desvia a execuc¸a˜o para a partic¸a˜o padra˜o do mo´dulo;
PORT DISABLEINTERRUPTS Desabilita interrupc¸o˜es;
PORT ENABLEINTERRUPTS Habilita interrupc¸o˜es;
PORT TICK Trata a interrupc¸a˜o perio´dica de escalonamento;
PORT IRQHANDLER Trata interrupc¸o˜es do tipo IRQ , no caso
apenas a interrupc¸a˜o perio´dica de escalonamento (invocando
PORT TICK);
PORT FIQHANDLER Trata interrupc¸o˜es do tipo FIQ , na˜o utili-
zadas neste trabalho;
PORT EXITPRIVILEGEDMODE Utilizado para sair do modo
de execuc¸a˜o privilegiado apo´s a inicializac¸a˜o do mo´dulo;
PORT ABORTERRORHANDLER Tratador de alto n´ıvel (em
linguagem C) para excec¸o˜es geradas por erros de acesso a da-
dos e instruc¸o˜es – reporta o erro, diferencia violac¸o˜es de memo´ria
e estouros de pilha (para erros de acesso a dados) e dispara o
tratamento do erro atrave´s de uma chamada ao servic¸o interno
RAISE ERROR;
PORT ABORTHANDLER Tratador de baixo n´ıvel (em linguagem
assembly) para excec¸o˜es geradas por erros de acesso a dados e
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instruc¸o˜es – salva o contexto de execuc¸a˜o atual, coleta as in-
formac¸o˜es necessa´rias para o tratamento do erro, invoca o me´todo
PORT ABORTERRORHANDLER, executa o algoritmo de
escalonamento e restaura o contexto de execuc¸a˜o;
PORT UNDEFINEDINSTRUCTIONERRORHANDLER
Tratador de alto n´ıvel (em linguagem C) para excec¸o˜es geradas
por erros de decodificac¸a˜o de instruc¸o˜es – reporta o erro
e dispara seu tratamento atrave´s de uma chamada a
RAISE ERROR;
PORT UNDEFINEDINSTRUCTIONHANDLER Tratador de
baixo n´ıvel (em linguagem assembly) para excec¸o˜es geradas por
erros de decodificac¸a˜o de instruc¸o˜es – salva o contexto de
execuc¸a˜o atual, coleta as informac¸o˜es necessa´rias para o
tratamento do erro, invoca o me´todo PORT UNDEFINED-
INSTRUCTIONERRORHANDLER, executa o algoritmo
de escalonamento e restaura o contexto de execuc¸a˜o;
PORT SVCHANDLER Tratador de chamadas de supervisor
(interrupc¸o˜es de software), que sa˜o utilizadas para a execuc¸a˜o
das operac¸o˜es PORT ENTERCORE, PORT EXITCORE,
PORT YIELD, PORT SWITCH, PORT START-
SCHEDULER, PORT DISABLEINTERRUPTS,
PORT ENABLEINTERRUPTS e PORT EXITPRIVI-
LEGEDMODE.
C.7.3 Partic¸a˜o de sistema para entrada/sa´ıda
Conforme citado no Cap´ıtulo 4, deve ser considerada parte do
processo de migrac¸a˜o do SO desenvolvido neste trabalho para uma nova
plataforma de hardware a implementac¸a˜o da partic¸a˜o de sistema que
realiza a transmissa˜o de informac¸o˜es para elementos de comunicac¸a˜o
interpartic¸a˜o.
C.8 MODELOS DE APLICAC¸A˜O
Descreve-se a seguir de forma aprofundada os modelos de
aplicac¸a˜o gerados pelas ferramentas de configurac¸a˜o apresentadas no
Cap´ıtulo 5. Destaca-se ainda as porc¸o˜es desses modelos que variam
em func¸a˜o da plataforma de hardware na qual eles sera˜o executados,
apresentando a forma como sa˜o elaboradas para processadores TI
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AM335X. Descreve-se nas pro´ximas sec¸o˜es a func¸a˜o dos arquivos
gerados nesse processo:
C.8.1 configuration.c/configuration.h
Conteˆm a definic¸a˜o das estruturas globais de configurac¸a˜o do
sistema e do mo´dulo (SYSTEM CONFIGURATION do tipo
SYSTEM CONFIGURATION TYPE e MODULE CONFI-
GURATION do tipo MODULE CONFIGURATION TYPE,
respectivamente), que armazenam todas as informac¸o˜es de
configurac¸a˜o necessa´rias para a execuc¸a˜o do sistema. O conteu´do
destes arquivos varia muito em func¸a˜o da plataforma de hardware a`
qual o modelo destina-se, ja´ que armazenam diversas informac¸o˜es
espec´ıficas dos elementos do sistema (como os enderec¸os e tamanhos
das regio˜es de memo´ria a eles alocadas, por exemplo).
C.8.2 module.c/module.h
Conteˆm a definic¸a˜o de estruturas PARTITIONX PARTI-
TION ATTRIBUTE do tipo PARTITION ATTRIBUTE TY-
PE, que armazenam os atributos das partic¸o˜es, e varia´veis PARTI-
TIONX PARTITION ID do tipo PARTITION ID TYPE,
utilizadas para armazenamento dos identificadores atribu´ıdos pelo SO
para cada uma das partic¸o˜es do mo´dulo. Conteˆm ainda o me´todo
MODULE DEFAULTPARTITION, que implementa a partic¸a˜o
padra˜o e a partic¸a˜o ociosa do mo´dulo, e podem conter tambe´m o
me´todo MODULE HMCALLBACK, que implementa o HM
callback do mo´dulo.
C.8.3 partitionX.c/partitionX.h
Conteˆm a implementac¸a˜o da partic¸a˜o de nome PartitionX.
Possuem estruturas chamadas PROCESSY PROCESS ATTRI-
BUTE do tipo PROCESS ATTRIBUTE TYPE, que arma-
zenam os atributos dos processos, e varia´veis chamadas PRO-
CESSY PROCESS ID do tipo PROCESS ID TYPE, uti-
lizadas para armazenamento dos identificadores atribu´ıdos pelo SO
para cada um dos processos da partic¸a˜o. Conteˆm ainda o me´todo
PARTITIONX DEFAULTPROCESS, que implementa o
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processo padra˜o e o processo ocioso da partic¸a˜o, um conjunto de
me´todos denominados PROCESSY, que implementam cada
um dos processos da partic¸a˜o, e podem conter os me´todos
PARTITIONX ERRORHANDLER e PARTITIONX HM-
CALLBACK, que implementam respectivamente o processo
tratador de erros e o HM callback da partic¸a˜o PartitionX.
C.8.4 AM335X.cmd
Conte´m a definic¸a˜o do mapeamento de memo´ria do sistema no
formato de um arquivo de comandos para o linker empregado neste tra-
balho, declarando os enderec¸os e tamanhos efetivos de todas as regio˜es
de memo´ria alocadas aos elementos do sistema e indicando a essa fer-
ramenta em quais dessas regio˜es o co´digo e os dados desses elementos
devem ser inseridos. O conteu´do deste arquivo varia (ou ele pode ate´
mesmo na˜o ser necessa´rio) em func¸a˜o da plataforma de hardware a` qual
o modelo se destina, e portanto todas as informac¸o˜es nele contidas
podem ser consideradas espec´ıficas para processadores TI AM335X.
Apresenta-se a seguir as regio˜es de memo´ria descritas neste arquivo
cuja localizac¸a˜o e´ fixa:
SRAM VECTORTABLE Localizac¸a˜o da tabela de vetores de
excec¸a˜o, alocada na SRAM interna do nu´cleo do processador a
partir do enderec¸o PORT VECTORTABLE ADDRESS =
0x40300000, e com tamanho reservado de 4KB para viabilizar o
controle de acesso pela MMU , pore´m dos quais sa˜o ocupadas
apenas PORT VECTORTABLE SIZE = 16 palavras = 64
bytes;
PERIPHERALS Regia˜o na qual esta˜o mapeados os registradores de
perife´ricos do processador, a partir do enderec¸o 0x44000000 e com
tamanho 0x3C000000 bytes;
DDR0 SYSTEM BOOT Regia˜o onde localiza-se o co´digo de inicia-
lizac¸a˜o do processador (me´todo PORT RESETHANDLER),
mapeada a partir do enderec¸o 0x80000000 e com tamanho defi-
nido em configurac¸a˜o, a partir da qual a execuc¸a˜o do software e´
iniciada.
Apresenta-se a seguir as demais regio˜es de memo´ria declaradas
neste arquivo, cuja func¸a˜o foi apresentada no Cap´ıtulo 4 e cuja alocac¸a˜o
de enderec¸os e tamanhos efetivos e´ realizada pelas ferramentas de con-
figurac¸a˜o apresentadas no Cap´ıtulo 5:
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DDR0 SYSTEM STACK Pilha do sistema;
DDR0 SYSTEM CODE Co´digo do sistema;
DDR0 SYSTEM DATA Dados do sistema;
DDR0 SYSTEM HEAP Alocac¸a˜o dinaˆmica do sistema;
DDR0 SYSTEM FLTRANSLATIONTABLE Tabelas de traduc¸a˜o de
primeiro n´ıvel;
DDR0 SYSTEM SLTRANSLATIONTABLE Tabelas de traduc¸a˜o de
segundo n´ıvel;
DDR0 MODULE CODE Co´digo do mo´dulo;
DDR0 MODULE DATA Dados do mo´dulo – armazena tambe´m as es-
truturas de configurac¸a˜o definidas pelos arquivos configuration.c e
configuration.h;
DDR0 MODULE HMCALLBACK STACK Pilha do HM callback do
mo´dulo;
DDR0 PARTITIONX HEAP Alocac¸a˜o dinaˆmica da partic¸a˜o
PartitionX;
DDR0 PARTITIONX PARTITION CODE Co´digo da partic¸a˜o
PartitionX;
DDR0 PARTITIONX PARTITION DATA Dados da partic¸a˜o
PartitionX;
DDR0 PARTITIONX PARTITION DATA IMAGE Imagem de da-
dos da partic¸a˜o PartitionX;
DDR0 PARTITIONX PARTITION DEFAULTPROCESS STACK
Pilha do processo padra˜o da partic¸a˜o PartitionX;
DDR0 PARTITIONX PARTITION ERRORHANDLER STACK
Pilha do processo tratador de erros da partic¸a˜o PartitionX;
DDR0 PARTITIONX PARTITION HMCALLBACK STACK
Pilha do HM callback da partic¸a˜o PartitionX;
DDR0 PARTITIONX PARTITION PROCESSY PROCESS STACK
Pilha do processo ProcessY da partic¸a˜o PartitionX;
Regio˜es separadoras de regio˜es de pilha Conforme descrito em sec¸a˜o
anterior deste cap´ıtulo.
C.9 EXECUC¸A˜O
Para execuc¸a˜o de uma aplicac¸a˜o no SO desenvolvido neste traba-
lho sem a conexa˜o da plataforma de hardware a um microcomputador,
ou sem a utilizac¸a˜o da interface de depurac¸a˜o para isso, e´ necessa´rio que
essa seja compilada e convertida para um formato a partir do qual possa
ser carregada pelos mecanismos de inicializac¸a˜o oferecidos pela plata-
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forma, conforme descrito no Cap´ıtulo 3. O compilador utilizado neste
trabalho gera como sa´ıda um arquivo executa´vel no formato Executable
and Linkable Format (ELF ) que precisa ser transformado, atrave´s de
ferramentas auxiliares, em um arquivo bina´rio que conte´m a imagem de
memo´ria a ser transferida para a plataforma. Apresenta-se a seguir as
ferramentas empregadas nesse processo, conforme apresentado tambe´m
em (TI, 2013c), sendo ARINC653 AM335X o nome do projeto na
IDE Code Composer Studio:
armofd Fornecida juntamente com o compilador, e´ utilizada para
gerac¸a˜o de um arquivo no formato XML que conte´m
informac¸o˜es sobre os elementos do arquivo ELF :
armofd -x –obj display=none,header,sections,segments
ARINC653 AM335X.out > ARINC653 AM335X.xml
mkhex4bin Fornecida juntamente com a IDE , e´ empregada na gerac¸a˜o
de um arquivo que conte´m o enderec¸o efetivo e o tamanho total
da imagem de memo´ria a ser gerada, com base no arquivo XML
gerado pela ferramenta armofd:
mkhex4bin ARINC653 AM335X.xml >
ARINC653 AM335X.add
armhex Fornecida juntamente com o compilador, gera a imagem de
memo´ria a ser carregada na plataforma, com base no arquivo ELF
e no arquivo gerado pela ferramenta mkhex4bin:
armhex -q -b -image -o ARINC653 AM335X.bin
ARINC653 AM335X.add ARINC653 AM335X.out
tiimage Fornecida no pacote AM335X StarterWare, prepara a imagem
de memo´ria para ser carregada pelo bootloader da plataforma –
adiciona um cabec¸alho que conte´m o tamanho da imagem e o
enderec¸o a partir do qual a execuc¸a˜o deve ser iniciada (que e´
fornecido na linha de comando):
tiimage 0x80000000 NONE ARINC653 AM335X.bin APP
O arquivo APP gerado pela ferramenta tiimage deve ser arma-
zenado no direto´rio raiz de um carta˜o SD , juntamente com o arquivo
MLO do bootloader espec´ıfico da plataforma BeagleBone que tambe´m
e´ fornecido no pacote AM335X StarterWare. Inserindo o carta˜o SD e
acionando a plataforma, o bootloader efetua a co´pia da imagem contida
no arquivo APP para a memo´ria da plataforma, e finalmente dispara
sua execuc¸a˜o a partir do enderec¸o indicado no cabec¸alho desse arquivo.
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Caso esses passos sejam seguidos e a execuc¸a˜o da aplicac¸a˜o na˜o
seja iniciada, deve-se verificar a sa´ıda padra˜o (porta serial) da plata-
forma BeagleBone para maiores informac¸o˜es. Pode ser necessa´ria a
formatac¸a˜o do carta˜o SD , nesse caso torna-se necessa´ria a consulta a`
documentac¸a˜o do pacote AM335X StarterWare (TI, 2013c) para ins-
truc¸o˜es detalhadas.
APEˆNDICE D -- Casos de teste
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Este apeˆndice apresenta detalhadamente os casos de teste de-
senvolvidos neste trabalho para demonstrac¸a˜o do funcionamento dos
servic¸os e da adereˆncia das caracter´ısticas do SO a`s exigeˆncias da espe-
cificac¸a˜o ARINC 653. Para cada um desses casos de teste apresenta-se
seu objetivo, o cena´rio no qual e´ executado, a descric¸a˜o de seu funcio-
namento e o comportamento esperado quando de sua execuc¸a˜o.
D.1 TESTE 001
Nome: SLOWPARTITIONSCHEDULING
Objetivo: Demonstrar a corretude temporal do escalonamento
de partic¸o˜es em velocidade visualmente observa´vel atrave´s de LEDs.
D.1.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 4s
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 2s/1s
Escala (0ms, 1s), (2s, 1s)
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 2s/500ms
Escala (1s, 500ms), (3s, 500ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 4s/250ms
Escala (1.5s, 250ms)
D.1.2 Descric¸a˜o
Os seguintes padro˜es sa˜o repetidamente atribu´ıdos pelas tarefas
do mo´dulo aos LEDs:
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
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D.1.3 Comportamento esperado
Os LEDs devem apresentar, repetidamente, o seguinte compor-
tamento:
•Apenas LED1 ligado durante 1s (PARTITION1);
•Apenas LED2 ligado durante 500ms (PARTITION2);
•Ambos LEDs ligados durante 250ms (PARTITION3);
•Ambos LEDs desligados durante 250ms (partic¸a˜o ociosa);
•Apenas LED1 ligado durante 1s (PARTITION1);
•Apenas LED2 ligado durante 500ms (PARTITION2);
•Ambos LEDs desligados durante 500ms (partic¸a˜o ociosa).
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D.2 TESTE 002
Nome: FASTPARTITIONSCHEDULING
Objetivo: Demonstrar a corretude temporal do escalonamento
de partic¸o˜es em velocidade adequada ao escalonamento de processos.
D.2.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.2.2 Descric¸a˜o
Os seguintes padro˜es sa˜o repetidamente atribu´ıdos pelas tarefas
do mo´dulo aos LEDs:
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.2.3 Comportamento esperado
Os LEDs devem apresentar, repetidamente, o seguinte compor-
tamento:
•Apenas LED1 ligado durante 25ms (PARTITION1);
•Apenas LED2 ligado durante 10ms (PARTITION2);
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•Ambos LEDs ligados durante 10ms (PARTITION3);
•Ambos LEDs desligados durante 5ms (partic¸a˜o ociosa);
•Apenas LED1 ligado durante 25ms (PARTITION1);
•Apenas LED2 ligado durante 10ms (PARTITION2);
•Ambos LEDs desligados durante 15ms (partic¸a˜o ociosa).
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D.3 TESTE 003
Nome: SLOWPROCESSSCHEDULING
Objetivo: Demonstrar a corretude temporal do escalonamento
de processos de uma partic¸a˜o em velocidade visualmente observa´vel
atrave´s de LEDs.
D.3.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 4s
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 2s/1s
Escala (0ms, 1s), (2s, 1s)
Processo PROCESS1 Per´ıodo/capacidade = 4s/4s
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 8s/4s
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 2s/500ms
Escala (1s, 500ms), (3s, 500ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 4s/250ms
Escala (1.5s, 250ms)
D.3.2 Descric¸a˜o
Os processos ociosos das partic¸o˜es e a partic¸a˜o ociosa repetida-
mente desligam ambos os LEDs, enquanto os processos da partic¸a˜o
PARTITION1, a cada liberac¸a˜o, atribuem os seguintes padro˜es aos
LEDs por um curto per´ıodo:
•PROCESS1: LED1 ligado, LED2 desligado;
•PROCESS2: LED1 desligado, LED2 ligado.
D.3.3 Comportamento esperado
A partir do in´ıcio do segundo per´ıodo da partic¸a˜o PARTITION1
(que inicia 2s apo´s a inicializac¸a˜o do sistema), os LEDs devem apre-
sentar repetidamente o seguinte comportamento:
•Apenas LED1 ligado por um curto per´ıodo (PROCESS1);
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•Apenas LED2 ligado por um curto per´ıodo (PROCESS2);
•Ambos LEDs desligados ate´ 4s a partir do in´ıcio da sequeˆncia;
•Apenas LED1 ligado por um curto per´ıodo (PROCESS1);
•Ambos LEDs desligados ate´ 8s a partir do in´ıcio da sequeˆncia.
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D.4 TESTE 004
Nome: FASTPROCESSSCHEDULING
Objetivo: Demonstrar a corretude temporal do escalonamento
de processos em velocidade adequada a` execuc¸a˜o de aplicac¸o˜es.
D.4.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.4.2 Descric¸a˜o
Os processos ociosos das partic¸o˜es e a partic¸a˜o ociosa repetida-
mente desligam ambos os LEDs, enquanto os processos da partic¸a˜o
PARTITION1, a cada liberac¸a˜o, atribuem os seguintes padro˜es aos
LEDs por um curto per´ıodo:
•PROCESS1: LED1 ligado, LED2 desligado;
•PROCESS2: LED1 desligado, LED2 ligado.
D.4.3 Comportamento esperado
A partir do in´ıcio do segundo per´ıodo da partic¸a˜o PARTITION1
(que inicia 50ms apo´s a inicializac¸a˜o do sistema), os LEDs devem apre-
sentar repetidamente o seguinte comportamento:
•Apenas LED1 ligado por um curto per´ıodo (PROCESS1);
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•Apenas LED2 ligado por um curto per´ıodo (PROCESS2);
•Ambos LEDs desligados ate´ 250ms a partir do in´ıcio da sequeˆncia;
•Apenas LED2 ligado por um curto per´ıodo (PROCESS2);
•Ambos LEDs desligados ate´ 500ms a partir do in´ıcio da sequeˆncia.
227
D.5 TESTE 005
Nome: TESTCOUNTERCALIBRATION
Objetivo: Simplificar o processo de calibrac¸a˜o das constantes
de temporizac¸a˜o utilizadas nos casos de teste.
D.5.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 4s
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 2s/1s
Escala (0ms, 1s), (2s, 1s)
Processo PROCESS1 Per´ıodo/capacidade = 4s/4s
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 2s/500ms
Escala (1s, 500ms), (3s, 500ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 4s/250ms
Escala (1.5s, 250ms)
D.5.2 Descric¸a˜o
Os processos ociosos das partic¸o˜es e a partic¸a˜o ociosa repeti-
damente desligam ambos os LEDs. A cada liberac¸a˜o o processo PRO-
CESS1 atribui um determinado padra˜o aos LEDs durante um diferente
per´ıodo, de acordo com as constantes de temporizac¸a˜o utilizadas nos
casos de teste.
D.5.3 Comportamento esperado
A cada liberac¸a˜o do processo PROCESS1 os LEDs devem apre-
sentar um dos seguintes padro˜es:
•Apenas LED1 ligado por ≈1ms;
•Apenas LED1 ligado por ≈5ms;
•Apenas LED1 ligado por ≈10ms;
•Apenas LED1 ligado por ≈25ms;
•Apenas LED1 ligado por ≈50ms;
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•Apenas LED1 ligado por ≈100ms;
•Apenas LED1 ligado por ≈250ms;
•Apenas LED1 ligado por ≈750ms;
•Apenas LED1 ligado por ≈1s.
229
D.6 TESTE 006
Nome: RETURNPOINT
Objetivo: Garantir que os pontos de retorno, que sa˜o func¸o˜es
alcanc¸adas quando os me´todos que implementam as tarefas do sistema
terminam ou retornam, sa˜o corretamente executados.
D.6.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.6.2 Descric¸a˜o
Os processos PROCESS1 e PROCESS2 piscam o LED1, dispa-
ram um erro de aplicac¸a˜o, desligam ambos os LEDs e enta˜o retornam.
O processo tratador de erros da partic¸a˜o PARTITION1 pisca o LED2,
leˆ todas as entradas de erro, dispara um erro de aplicac¸a˜o, desliga am-
bos os LEDs e enta˜o retorna. Os processos ociosos de partic¸o˜es, apo´s a
inicializac¸a˜o, disparam um erro de aplicac¸a˜o, desligam ambos os LEDs
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e enta˜o retornam. Os padro˜es de LEDs utilizados pelas tarefas sa˜o os
seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo tratador de erros da partic¸a˜o PARTITION1: LED1
desligado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo tratador de erros da partic¸a˜o PARTITION2: LED1
desligado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Processo tratador de erros da partic¸a˜o PARTITION3: LED1
desligado, LED2 ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.6.3 Comportamento esperado
O comportamento deste teste deve ser verificado atrave´s de de-
purac¸a˜o a n´ıvel de instruc¸o˜es de ma´quina. Todas as tarefas, ao retornar,
devem alcanc¸ar o ponto de retorno correspondente e, assim, executar
o tratamento adequado. Visualmente, os LEDs devem piscar rapida-
mente antes que todas as tarefas sejam conclu´ıdas, e enta˜o os LEDs
devem ficar permanentemente desligados.
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D.7 TESTE 007
Nome: SYSTEMPARTITION
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de partic¸o˜es de sistema que acessam dados do nu´cleo do SO.
D.7.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.7.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 escreve na sa´ıda padra˜o
informac¸o˜es sobre as partic¸o˜es e os processos do mo´dulo, e a cada li-
berac¸a˜o o processo PROCESS2 escreve nessa mesma sa´ıda o hora´rio
atual do mo´dulo. Os padro˜es de LEDs repetidamente atribu´ıdos pelas
demais tarefas sa˜o os seguintes:
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.7.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalo-
namento do mo´dulo. Na sa´ıda padra˜o deve ser exibido o hora´rio atual
do mo´dulo na frequeˆncia de liberac¸a˜o do processo PROCESS2, e in-
formac¸o˜es sobre as partic¸o˜es e processos a cada liberac¸a˜o do processo
PROCESS1.
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D.8 TESTE 101
Nome: SETMODULEMODE IDLE
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET MODULE MODE quando solicitada transic¸a˜o para o modo
de operac¸a˜o IDLE.
D.8.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.8.2 Descric¸a˜o
Apo´s um determinado nu´mero de liberac¸o˜es, o processo
PROCESS2 da partic¸a˜o PARTITION1 atribui o modo de operac¸a˜o do
mo´dulo para IDLE, parando sua execuc¸a˜o. Os padro˜es de LEDs
utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.8.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalona-
mento ate´ que o mo´dulo seja parado, sendo enta˜o exibido permanente-
mente o padra˜o do processo PROCESS2 ou ambos os LEDs desligados,
dependendo da forma como a parada do mo´dulo e´ implementada.
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D.9 TESTE 102
Nome: SETMODULEMODE COLDSTART
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET MODULE MODE quando solicitada transic¸a˜o para o modo
de operac¸a˜o COLD START.
D.9.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.9.2 Descric¸a˜o
Apo´s um determinado nu´mero de liberac¸o˜es, o processo
PROCESS2 da partic¸a˜o PARTITION1 atribui o modo de operac¸a˜o do
mo´dulo para COLD START, reiniciando sua execuc¸a˜o. Os padro˜es
de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.9.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalona-
mento, com pequenos intervalos durante os quais o mo´dulo e´ reiniciado.
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D.10 TESTE 103
Nome: GETPARTITIONID
Objetivo: Demonstrar o correto funcionamento do servic¸o
GET PARTITION ID.
D.10.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.10.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs, invoca GET PARTITION ID para todas as partic¸o˜es do
mo´dulo, verifica o resultado e, caso uma falha seja detectada, entra
em um lac¸o infinito. Os padro˜es de LEDs utilizados pelas tarefas sa˜o
os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.10.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalo-
namento (nenhum lac¸o infinito deve ser alcanc¸ado).
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D.11 TESTE 104
Nome: GETPARTITIONSTATUS
Objetivo: Demonstrar o correto funcionamento do servic¸o
GET PARTITION STATUS.
D.11.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.11.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs, invoca GET PARTITION STATUS, verifica o resultado e,
caso uma falha seja detectada, entra em um lac¸o infinito. Os padro˜es
de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
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•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.11.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalo-
namento (nenhum lac¸o infinito deve ser alcanc¸ado).
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D.12 TESTE 105
Nome: SETPARTITIONMODE IDLE PROCESS
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PARTITION MODE quando solicitada transic¸a˜o para o
modo de operac¸a˜o IDLE a partir de um processo.
D.12.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.12.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs. Apo´s algumas liberac¸o˜es o processo PROCESS2 atribui o
modo de operac¸a˜o da partic¸a˜o PARTITION1 para IDLE, parando
qualquer processamento nela. Mais tarde, os processos ociosos das
partic¸o˜es PARTITION2 e PARTITION3 tambe´m atribuem o modo de
suas partic¸o˜es para IDLE, nessa ordem e em momentos diferentes.
Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.12.3 Comportamento esperado
Os LEDs devem inicialmente apresentar repetidamente o padra˜o
de escalonamento. Apo´s algum tempo as partic¸o˜es PARTITION1,
PARTITION2 e PARTITION3 sa˜o paradas, nessa ordem e em dife-
rentes momentos. O padra˜o apresentado nos LEDs deve refletir esses
eventos, e finalmente apenas a partic¸a˜o ociosa deve permanecer em
execuc¸a˜o e, portanto, ambos os LEDs devem ficar permanentemente
desligados.
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D.13 TESTE 106
Nome:
SETPARTITIONMODE IDLE PARTITIONERRORHANDLER
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PARTITION MODE quando solicitada transic¸a˜o para o
modo de operac¸a˜o IDLE a partir de um processo tratador de erros.
D.13.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.13.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs. Apo´s algumas liberac¸o˜es o processo PROCESS1 entra em um
lac¸o infinito, perdendo assim seu deadline e fazendo com que o
processo tratador de erros da partic¸a˜o PARTITION1 seja iniciado. O
processo tratador de erros atribui o modo de operac¸a˜o da partic¸a˜o
244
para IDLE, parando qualquer processamento nela. Mais tarde, os
processos ociosos das partic¸o˜es PARTITION2 e PARTITION3
tambe´m atribuem o modo de suas partic¸o˜es para IDLE, nessa ordem
e em momentos diferentes. Os padro˜es de LEDs utilizados pelas
tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.13.3 Comportamento esperado
Os LEDs devem, inicialmente, apresentar repetidamente o
padra˜o de escalonamento. Apo´s algum tempo o padra˜o do processo
PROCESS1 deve ser exibido por um per´ıodo relativamente
longo (causando uma perda de deadline), e enta˜o as partic¸o˜es
PARTITION1, PARTITION2 e PARTITION3 sa˜o paradas, nessa
ordem e em diferentes momentos. O padra˜o apresentado nos LEDs
deve refletir esses eventos, e finalmente apenas a partic¸a˜o ociosa deve
permanecer em execuc¸a˜o e, portanto, ambos os LEDs devem ficar
permanentemente desligados.
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D.14 TESTE 107
Nome:
SETPARTITIONMODE IDLE PARTITIONHMCALLBACK
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PARTITION MODE quando solicitada transic¸a˜o para o
modo de operac¸a˜o IDLE a partir de um HM callback de partic¸a˜o.
D.14.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.14.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs. Apo´s algumas liberac¸o˜es o processo PROCESS1 entra em um
lac¸o infinito, perdendo assim seu deadline e fazendo com que o
processo tratador de erros da partic¸a˜o PARTITION1 seja iniciado. O
processo tratador de erros dispara um erro de aplicac¸a˜o, fazendo com
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que o HM callback da partic¸a˜o seja iniciado. O HM callback atribui o
modo de operac¸a˜o da partic¸a˜o para IDLE, parando qualquer
processamento nela. Mais tarde, os processos ociosos das partic¸o˜es
PARTITION2 e PARTITION3 tambe´m atribuem o modo de suas
partic¸o˜es para IDLE, nessa ordem e em momentos diferentes. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.14.3 Comportamento esperado
Os LEDs devem, inicialmente, apresentar repetidamente o
padra˜o de escalonamento. Apo´s algum tempo o padra˜o do processo
PROCESS1 deve ser exibido por um per´ıodo relativamente
longo (causando uma perda de deadline), e enta˜o as partic¸o˜es
PARTITION1, PARTITION2 e PARTITION3 sa˜o paradas, nessa
ordem e em diferentes momentos. O padra˜o apresentado nos LEDs
deve refletir esses eventos, e finalmente apenas a partic¸a˜o ociosa deve
permanecer em execuc¸a˜o e, portanto, ambos os LEDs devem ficar
permanentemente desligados.
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D.15 TESTE 108
Nome: SETPARTITIONMODE COLDSTART PROCESS
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PARTITION MODE quando solicitada transic¸a˜o para o
modo de operac¸a˜o COLD START a partir de um processo.
D.15.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.15.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs. Apo´s algumas liberac¸o˜es o processo PROCESS2 atribui o
modo de operac¸a˜o da partic¸a˜o PARTITION1 para COLD START,
reiniciando-a. Mais tarde, os processos ociosos das partic¸o˜es
PARTITION2 e PARTITION3 tambe´m atribuem o modo de suas
partic¸o˜es para COLD START, nessa ordem e em momentos
diferentes. Os processos padra˜o de todas as partic¸o˜es verificam se as
varia´veis globais da partic¸a˜o teˆm seus valores iniciais corretos,
alterando seus valores em caso positivo e entrando em um lac¸o infinito
em caso negativo, e verificando assim se os dados das partic¸o˜es sa˜o
corretamente restaurados pelo SO quando de sua reinicializac¸a˜o. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
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•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.15.3 Comportamento esperado
Os LEDs devem inicialmente apresentar repetidamente o padra˜o
de escalonamento. Apo´s algum tempo as partic¸o˜es PARTITION1,
PARTITION2 e PARTITION3 devem ser reiniciadas, nessa ordem e
em diferentes momentos, e continuar exibindo o mesmo padra˜o nova-
mente. Pequenas interrupc¸o˜es devem ser percebidas no padra˜o geral,
durante a reinicializac¸a˜o das partic¸o˜es, e nenhuma das partic¸o˜es deve
deixar de ser executada.
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D.16 TESTE 109
Nome: SETPARTITION-
MODE COLDSTART PARTITIONERRORHANDLER
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PARTITION MODE quando solicitada transic¸a˜o para o
modo de operac¸a˜o COLD START a partir de um processo tratador
de erros.
D.16.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.16.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs. Apo´s algumas liberac¸o˜es o processo PROCESS1 entra em um
lac¸o infinito, perdendo assim seu deadline e fazendo com que o
processo tratador de erros da partic¸a˜o PARTITION1 seja iniciado. O
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processo tratador de erros atribui o modo de operac¸a˜o da partic¸a˜o
para COLD START, reiniciando-a. Mais tarde, os processos ociosos
das partic¸o˜es PARTITION2 e PARTITION3 tambe´m atribuem o
modo de suas partic¸o˜es para COLD START, nessa ordem e em
momentos diferentes. Os processos padra˜o de todas as partic¸o˜es
verificam se as varia´veis globais da partic¸a˜o teˆm seus valores iniciais
corretos, alterando seus valores em caso positivo e entrando em um
lac¸o infinito em caso negativo, e verificando assim se os dados das
partic¸o˜es sa˜o corretamente restaurados pelo SO quando de sua
reinicializac¸a˜o. Os padro˜es de LEDs utilizados pelas tarefas sa˜o os
seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.16.3 Comportamento esperado
Os LEDs devem inicialmente apresentar repetidamente o padra˜o
de escalonamento. Apo´s algum tempo as partic¸o˜es PARTITION1,
PARTITION2 e PARTITION3 devem ser reiniciadas, nessa ordem e em
diferentes momentos, e continuar exibindo o mesmo padra˜o novamente.
Pequenas interrupc¸o˜es devem ser percebidas no padra˜o geral, durante
a reinicializac¸a˜o das partic¸o˜es, e nenhuma das partic¸o˜es deve deixar de
ser executada. Antes da reinicializac¸a˜o da partic¸a˜o PARTITION1, deve
ser poss´ıvel perceber que o padra˜o do processo PROCESS1 e´ exibido
por um per´ıodo relativamente longo, causando a perda de deadline que
leva a` reinicializac¸a˜o da partic¸a˜o.
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D.17 TESTE 110
Nome: SETPARTITION-
MODE COLDSTART PARTITIONHMCALLBACK
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PARTITION MODE quando solicitada transic¸a˜o para o
modo de operac¸a˜o COLD START a partir de um HM callback de
partic¸a˜o.
D.17.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.17.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs. Apo´s algumas liberac¸o˜es o processo PROCESS1 entra em um
lac¸o infinito, perdendo assim seu deadline e fazendo com que o
processo tratador de erros da partic¸a˜o PARTITION1 seja iniciado. O
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processo tratador de erros dispara um erro de aplicac¸a˜o, fazendo com
que o HM callback da partic¸a˜o seja iniciado. O HM callback atribui o
modo de operac¸a˜o da partic¸a˜o para COLD START, reiniciando-a.
Mais tarde, os processos ociosos das partic¸o˜es PARTITION2 e
PARTITION3 tambe´m atribuem o modo de suas partic¸o˜es para
COLD START, nessa ordem e em momentos diferentes. Os
processos padra˜o de todas as partic¸o˜es verificam se as varia´veis
globais da partic¸a˜o teˆm seus valores iniciais corretos, alterando seus
valores em caso positivo e entrando em um lac¸o infinito em caso
negativo, e verificando assim se os dados das partic¸o˜es sa˜o
corretamente restaurados pelo SO quando de sua reinicializac¸a˜o. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.17.3 Comportamento esperado
Os LEDs devem inicialmente apresentar repetidamente o padra˜o
de escalonamento. Apo´s algum tempo as partic¸o˜es PARTITION1,
PARTITION2 e PARTITION3 devem ser reiniciadas, nessa ordem e em
diferentes momentos, e continuar exibindo o mesmo padra˜o novamente.
Pequenas interrupc¸o˜es devem ser percebidas no padra˜o geral, durante
a reinicializac¸a˜o das partic¸o˜es, e nenhuma das partic¸o˜es deve deixar de
ser executada. Antes da reinicializac¸a˜o da partic¸a˜o PARTITION1, deve
ser poss´ıvel perceber que o padra˜o do processo PROCESS1 e´ exibido
por um per´ıodo relativamente longo, causando a perda de deadline que
leva a` reinicializac¸a˜o da partic¸a˜o.
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D.18 TESTE 111
Nome: GETPROCESSID
Objetivo: Demonstrar o correto funcionamento do servic¸o
GET PROCESS ID.
D.18.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.18.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs, invoca GET PROCESS ID para os processos PROCESS1 e
PROCESS2, verifica o resultado e, caso uma falha seja detectada,
entra em um lac¸o infinito. Os padro˜es de LEDs utilizados pelas
tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.18.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalo-
namento (nenhum lac¸o infinito deve ser alcanc¸ado).
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D.19 TESTE 112
Nome: GETPROCESSSTATUS
Objetivo: Demonstrar o correto funcionamento do servic¸o
GET PROCESS STATUS.
D.19.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.19.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs, invoca GET PROCESS STATUS para dois processos,
verifica o resultado e, caso uma falha seja detectada, entra em um lac¸o
infinito. Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
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•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.19.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalo-
namento (nenhum lac¸o infinito deve ser alcanc¸ado).
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D.20 TESTE 113
Nome: SETPRIORITY
Objetivo: Demonstrar o correto funcionamento do servic¸o
SET PRIORITY.
D.20.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.20.2 Descric¸a˜o
A cada liberac¸a˜o os processos PROCESS1 e PROCESS2 atri-
buem um diferente padra˜o aos LEDs por um curto per´ıodo. Apo´s
algumas liberac¸o˜es, o processo PROCESS1 atribui a prioridade do pro-
cesso PROCESS2 para um valor maior que sua prioridade, e apo´s mais
algumas liberac¸o˜es restaura a prioridade original desse processo. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.20.3 Comportamento esperado
Durante a execuc¸a˜o dos processos com as prioridades originais,
o LED1 deve piscar precisamente a cada 500ms e o LED2 deve piscar
uma vez logo apo´s o LED1 e outra 250ms apo´s o LED1 ser ligado.
Apo´s a alterac¸a˜o da prioridade do processo PROCESS2 o LED2 deve
piscar precisamente a cada 250ms, enquanto o LED1 deve piscar uma
vez sim e uma vez na˜o logo apo´s o LED2. Em outras palavras, a
ordem na qual os LEDs piscam quando os processos PROCESS1 e
PROCESS2 esta˜o em fase deve ser invertida quando a prioridade do
processo PROCESS2 e´ alterada.
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D.21 TESTE 114
Nome: SUSPEND RESUME
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os SUSPEND e RESUME.
D.21.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.21.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 liga o LED1 durante
um curto per´ıodo, e alternadamente suspende ou continua o processo
PROCESS2, que repetidamente liga o LED2. Os padro˜es de LEDs
utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
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•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.21.3 Comportamento esperado
O LED2 deve permanecer ligado durante todo o tempo alo-
cado a` partic¸a˜o PARTITION1 ate´ que o processo PROCESS1 seja libe-
rado, suspendendo o processo PROCESS2 e permanecendo, portanto,
o LED2 desligado ate´ que PROCESS1 seja liberado novamente, conti-
nuando PROCESS2 e reiniciando a sequeˆncia. Essa sequeˆncia deve ser
repetida indefinidamente.
NOTA: Quando o mo´dulo e´ ativado o processo PROCESS2 deve
iniciar sua execuc¸a˜o antes do processo PROCESS1, ja´ que proces-
sos aperio´dicos sa˜o liberados imediatamente que iniciados e proces-
sos perio´dicos sa˜o liberados apenas no in´ıcio do pro´ximo per´ıodo da
partic¸a˜o.
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D.22 TESTE 115
Nome: SUSPENDSELF RESUME
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os SUSPEND SELF (com suspensa˜o por tempo
indeterminado) e RESUME.
D.22.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.22.2 Descric¸a˜o
O processo PROCESS1 inicia e imediatamente solicita sua
pro´pria suspensa˜o por tempo indeterminado. A cada liberac¸a˜o o
processo PROCESS2 pisca o LED2, e apo´s algumas liberac¸o˜es
continua o processo PROCESS1. O processo PROCESS1 enta˜o
interrompe o processo PROCESS2, pisca o LED1 e suspende
novamente por tempo indeterminado, reiniciando a sequeˆncia. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.22.3 Comportamento esperado
O LED2 deve piscar precisamente a cada 250ms e, a cada n
liberac¸o˜es do processo PROCESS2, o LED1 deve piscar uma vez e
permanecer desligado o restante do tempo. Esse comportamento deve
ser repetido indefinidamente.
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D.23 TESTE 116
Nome: SUSPENDSELF RESUME TIMEOUT
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os SUSPEND SELF (com suspensa˜o por tempo
limitado) e RESUME.
D.23.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.23.2 Descric¸a˜o
O processo PROCESS1 inicia e imediatamente solicita sua
pro´pria suspensa˜o por no ma´ximo 500ms, enquanto a cada liberac¸a˜o o
processo PROCESS2 pisca o LED2. O processo ocioso da partic¸a˜o
PARTITION1 repetidamente aguarda um longo per´ıodo e enta˜o libera
o processo PROCESS1, que pisca o LED1 e suspende novamente por
no ma´ximo 500ms, reiniciando a sequeˆncia. Os padro˜es de LEDs
utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.23.3 Comportamento esperado
O LED2 deve piscar aproximadamente a cada 250ms, podendo
variar porque o processo PROCESS1 pode interromper o processo
PROCESS2, e a cada 500ms ou menos o LED1 deve piscar. Quando
o LED1 pisca precisamente 500ms apo´s a u´ltima vez em que foi
ligado o processo PROCESS1 foi continuado pela expirac¸a˜o do tempo
de suspensa˜o, e quando pisca em um tempo menor que esse o
processo PROCESS1 foi continuado pelo processo padra˜o da
partic¸a˜o PARTITION1. Esse comportamento deve ser repetido
indefinidamente.
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D.24 TESTE 117
Nome: TIMEDWAIT
Objetivo: Demonstrar o correto funcionamento do servic¸o TI-
MED WAIT.
D.24.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.24.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 aguarda por no mı´nimo
150ms e pisca o LED1. A cada liberac¸a˜o o processo PROCESS2 pisca
o LED2, aguarda por no mı´nimo 50ms e pisca o LED2 novamente.
Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
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•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.24.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar duas
vezes a cada 250ms com um intervalo de 50ms. Ja´ que o LED1 e´
ligado 150ms mais tarde em relac¸a˜o ao momento de liberac¸a˜o do pro-
cesso PROCESS1, durante esse atraso o processo PROCESS2 podera´
ser executado. Portanto, o LED2 deve piscar antes que o LED1 em
relac¸a˜o ao momento de liberac¸a˜o de ambos os processos quando esses
encontram-se em fase, ou seja, na ordem oposta a`quela esperada de
acordo com a atribuic¸a˜o de prioridades.
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D.25 TESTE 118
Nome: TIMEDWAIT SUSPEND RESUME
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os SUSPEND e RESUME quando invocados para
um processo que encontra-se bloqueado em uma chamada ao servic¸o
TIMED WAIT. Em outras palavras, demonstrar que chamadas aos
servic¸os SUSPEND e RESUME durante uma espera por tempo na˜o
causam a liberac¸a˜o prematura do processo.
D.25.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.25.2 Descric¸a˜o
O processo PROCESS1 repetidamente pisca o LED1, aguarda
2s, pisca o LED1 novamente e solicita sua pro´pria suspensa˜o por
500ms. A cada liberac¸a˜o o processo PROCESS2 pisca o LED2 e
enta˜o suspende e continua (imediatamente) o processo PROCESS1.
Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.25.3 Comportamento esperado
O LED2 deve piscar aproximadamente a cada 250ms, podendo
variar porque o processo PROCESS1 pode interromper o processo
PROCESS2. O LED1 deve piscar uma vez e, no mı´nimo 2s mais
tarde, comec¸ar a piscar duas vezes a cada aproximadamente 2s: uma
vez antes de suspender e uma depois que o processo PROCESS2
liberar o processo PROCESS1.
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D.26 TESTE 119
Nome: TIMEDWAIT COOPERATIVESCHEDULING
Objetivo: Demonstrar o funcionamento do servic¸o
TIMED WAIT para a realizac¸a˜o de escalonamento cooperativo, que
baseia-se na cessa˜o volunta´ria de recursos de processamento
(ARPACI-DUSSEAU, 2012) e que e´ poss´ıvel quando dois ou mais
processos possuem a mesma prioridade.
D.26.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.26.2 Descric¸a˜o
O processo PROCESS1 liga o LED1 por um longo per´ıodo e
enta˜o cede o processamento ao processo PROCESS2, que tambe´m liga
o LED2 por um longo per´ıodo e enta˜o cede o processamento ao pro-
cesso PROCESS1. Os padro˜es de LEDs utilizados pelas tarefas sa˜o os
seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.26.3 Comportamento esperado
A seguinte sequeˆncia de padro˜es de LEDs deve ser exibida repe-
tidamente:
•LED1 piscando de acordo com o padra˜o de escalonamento por
algum tempo;
•LED2 piscando de acordo com o padra˜o de escalonamento por
algum tempo.
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D.27 TESTE 120
Nome: REPLENISH
Objetivo: Demonstrar o funcionamento do servic¸o REPLE-
NISH.
D.27.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 1s/500ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
D.27.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 liga o LED1, aguarda
por 400ms, desliga o LED1, solicita postergac¸a˜o de seu deadline por
400ms, liga o LED1, aguarda por mais 300ms, desliga o LED1 nova-
mente e enta˜o aguarda por sua pro´xima liberac¸a˜o. A cada liberac¸a˜o,
o processo PROCESS2 liga o LED2, aguarda por 150ms, desliga o
LED2, solicita postergac¸a˜o de seu deadline por 300ms, liga o LED2,
aguarda por mais 200ms, desliga o LED2 novamente e enta˜o aguarda
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por sua pro´xima liberac¸a˜o.
D.27.3 Comportamento esperado
O LED1 deve permanecer ligado por aproximadamente 700ms
a cada 1000ms, e o LED2 por aproximadamente 350ms a cada 500ms.
Ou seja, ambos os processos executam por um per´ıodo maior que suas
capacidades de tempo nominais, pore´m nenhum deadline deve ser per-
dido pois ambos os processos solicitam postergac¸a˜o. Se um deadline for
perdido, o processo tratador de erros da partic¸a˜o PARTITION1 sera´
alcanc¸ado e ambos os LEDs permanecera˜o desligados indefinidamente.
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D.28 TESTE 121
Nome: STOPSELF START
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os STOP SELF e START.
D.28.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.28.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS2 pisca o LED2, e apo´s
n liberac¸o˜es invoca o servic¸o STOP SELF, terminando sua pro´pria
execuc¸a˜o. A cada liberac¸a˜o o processo PROCESS1 pisca o LED1,
e apo´s m liberac¸o˜es invoca o servic¸o START para o processo PRO-
CESS2, retomando sua execuc¸a˜o. Os padro˜es de LEDs utilizados pelas
tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.28.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar n
vezes a cada 250ms e enta˜o permanecer desligado. Apo´s m liberac¸o˜es
do processo PROCESS1, o LED2 deve voltar a piscar, reiniciando a
sequeˆncia.
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D.29 TESTE 122
Nome: STOPSELF DELAYEDSTART
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os STOP SELF e DELAYED START.
D.29.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.29.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS2 pisca o LED2, e apo´s
n liberac¸o˜es invoca o servic¸o STOP SELF, terminando sua pro´pria
execuc¸a˜o. A cada liberac¸a˜o o processo PROCESS1 pisca o LED1, e
apo´s m liberac¸o˜es invoca o servic¸o DELAYED START para o pro-
cesso PROCESS2, reiniciando sua execuc¸a˜o com um atraso de 100ms.
Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.29.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar n
vezes a cada 250ms e enta˜o permanecer desligado. Apo´s m liberac¸o˜es
do processo PROCESS1, o LED2 deve voltar a piscar, reiniciando a
sequeˆncia. Visualmente o atraso de in´ıcio do processo PROCESS2 e´
dificilmente percebido, portanto deve ser utilizado um oscilosco´pio a
fim de verificar que a cada vez que o processo PROCESS2 e´ reiniciado
ele e´ liberado com um atraso de 100ms em relac¸a˜o ao desligamento do
LED1.
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D.30 TESTE 123
Nome: STOP START
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os STOP e START.
D.30.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.30.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS2 pisca o LED2. A cada
liberac¸a˜o o processo PROCESS1 pisca o LED1 e, a cada n liberac¸o˜es,
invoca alternadamente os servic¸os STOP ou START para o processo
PROCESS2. Os padro˜es de LEDs utilizados pelas tarefas sa˜o os se-
guintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.30.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar algu-
mas vezes durante as primeiras n liberac¸o˜es do processo PROCESS1 e
permanecer desligado durante as pro´ximas n, voltando enta˜o a piscar
e reiniciando a sequeˆncia, que deve ser repetida indefinidamente.
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D.31 TESTE 124
Nome: STOP START PERIODSTART
Objetivo: Demonstrar a corretude do momento da primeira
liberac¸a˜o de processos perio´dicos, levando em conta as janelas de tempo
de in´ıcio de per´ıodo da partic¸a˜o.
D.31.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/36ms
Escala (0ms, 25ms), (35ms, 10ms)*, (45ms, 1ms)*,
(50ms, 25ms), (85ms, 10ms)*, (95ms, 1ms)*
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/10ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 50ms/4ms
Escala (46ms, 4ms), (96ms, 4ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.31.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 liga o LED1 e entra em
um lac¸o infinito, perdendo seu deadline e fazendo com que o processo
tratador de erros da partic¸a˜o PARTITION1 seja iniciado. O processo
tratador de erros liga o LED2 e reinicia o processo PROCESS1. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
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•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo tratador de erros da partic¸a˜o PARTITION1: LED1
desligado, LED2 ligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.31.3 Comportamento esperado
Um oscilosco´pio deve ser utilizado para verificar que o momentos
nos quais o LED1 e´ ligado esta˜o corretamente alinhados em relac¸a˜o a`
escala da partic¸a˜o PARTITION1, levando em conta as janelas de tempo
de in´ıcio de per´ıodo. Visualmente nenhuma observac¸a˜o e´ conclusiva.
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D.32 TESTE 125
Nome: STOP DELAYEDSTART
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os STOP e DELAYED START.
D.32.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.32.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS2 pisca o LED2. A cada
liberac¸a˜o o processo PROCESS1 pisca o LED1 e, a cada n liberac¸o˜es,
invoca alternadamente os servic¸os STOP ou DELAYED START
para o processo PROCESS2 com atraso de 100ms. Os padro˜es de LEDs
utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.32.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar algu-
mas vezes durante as primeiras n liberac¸o˜es do processo PROCESS1
e permanecer desligado durante as pro´ximas n, voltando enta˜o a pis-
car e reiniciando a sequeˆncia, que deve ser repetida indefinidamente.
Visualmente o atraso de in´ıcio do processo PROCESS2 e´ dificilmente
percebido, portanto deve ser utilizado um oscilosco´pio a fim de veri-
fica´-lo.
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D.33 TESTE 126
Nome: DELAYEDSTART
Objetivo: Demonstrar o correto funcionamento do servic¸o DE-
LAYED START.
D.33.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 1s
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 500ms/250ms
Escala (0ms, 250ms), (500ms, 250ms)
Processo PROCESS1 Per´ıodo/capacidade = 5s/1s
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 10s/1s
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 500ms/125ms
Escala (250ms, 125ms), (750ms, 125ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 1s/75ms
Escala (375ms, 75ms)
D.33.2 Descric¸a˜o
O processo PROCESS1 e´ iniciado com atraso de 2s, e o processo
PROCESS2 com atraso de 5s, evitando que esses sejam liberados em
fase. Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
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D.33.3 Comportamento esperado
A seguinte sequeˆncia de padro˜es deve ser exibida repetidamente,
iniciando a partir do in´ıcio do segundo per´ıodo da partic¸a˜o PARTI-
TION1 (que inicia 500ms apo´s a inicializac¸a˜o do mo´dulo):
•Ambos LEDs desligados por 2s (atraso de in´ıcio de PROCESS1);
•Apenas LED1 ligado por um curto per´ıodo (PROCESS1);
•Ambos LEDs desligados ate´ 5s a partir do in´ıcio da sequeˆncia
(atraso de in´ıcio de PROCESS2);
•Apenas LED2 ligado por um curto per´ıodo (PROCESS2);
•Ambos LEDs desligados ate´ 7s a partir do in´ıcio da sequeˆncia;
•Apenas LED1 ligado por um curto per´ıodo (PROCESS1);
•Ambos LEDs desligados ate´ 10s a partir do in´ıcio da sequeˆncia.
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D.34 TESTE 127
Nome: LOCKPREEMPTION UNLOCKPREEMPTION
Objetivo: Demonstrar o correto funcionamento da
utilizac¸a˜o conjunta dos servic¸os LOCK PREEMPTION e
UNLOCK PREEMPTION.
D.34.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 250ms/500ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/500ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.34.2 Descric¸a˜o
O processo PROCESS2, que tem a menor prioridade, executa
um lac¸o de durac¸a˜o maior que o per´ıodo do processo PROCESS1, mas
na˜o suficiente para causar uma perda de deadline. Durante a execuc¸a˜o
desse lac¸o, o processo PROCESS2 bloqueia a interrupc¸a˜o por outros
processos, e portanto o processo PROCESS1 – mesmo tendo maior
prioridade – na˜o deve interrompeˆ-lo. Os padro˜es de LEDs utilizados
pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.34.3 Comportamento esperado
A seguinte sequeˆncia de padro˜es deve ser exibida repetidamente:
•LED1 piscando (de acordo com a escala de partic¸o˜es) por um
curto per´ıodo;
•Ambos LEDs desligados por algum tempo;
•LED2 piscando (de acordo com a escala de partic¸o˜es) por um
intervalo mais longo que o per´ıodo do processo PROCESS1.
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D.35 TESTE 128
Nome: LOCKPREEMPTION STOPSELF PROCESS
Objetivo: Demonstrar o correto funcionamento do servic¸o
STOP SELF se utilizado por um processo enquanto sua interrupc¸a˜o
encontra-se bloqueada pelo servic¸o LOCK PREEMPTION.
D.35.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.35.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS2 pisca o LED2 com a in-
terrupc¸a˜o por outros processos bloqueada, e apo´s n liberac¸o˜es termina
sua pro´pria execuc¸a˜o (invoca STOP SELF) enquanto essa interrupc¸a˜o
ainda encontra-se bloqueada. A cada liberac¸a˜o o processo PROCESS1
pisca o LED1, e apo´s m liberac¸o˜es inicia novamente o processo PRO-
CESS2, reiniciando a sequeˆncia. Os padro˜es de LEDs utilizados pelas
tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.35.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar n
vezes a cada 250ms e enta˜o permanecer desligado. Apo´s m liberac¸o˜es
do processo PROCESS1, o LED2 deve voltar a piscar, reiniciando a
sequeˆncia.
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D.36 TESTE 129
Nome:
LOCKPREEMPTION STOPSELF PARTITIONERRORHANDLER
Objetivo: Demonstrar o correto funcionamento do servic¸o
STOP SELF se utilizado por um processo tratador de erros apo´s
uma chamada ao servic¸o LOCK PREEMPTION, situac¸a˜o na qual
o servic¸o STOP SELF deve continuar a execuc¸a˜o do processo
interrompido pelo processo tratador de erros (ARINC, 2006a).
D.36.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros sa˜o ignorados
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Desabilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.36.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 pisca o LED1. A cada
liberac¸a˜o o processo PROCESS2 pisca o LED2 com a interrupc¸a˜o por
outros processos bloqueada, e apo´s n liberac¸o˜es executa um lac¸o por
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tempo suficiente para causar uma perda de deadline – e portanto o dis-
paro do processo tratador de erros – enquanto essa interrupc¸a˜o ainda
encontra-se bloqueada. O processo tratador de erros leˆ as entradas de
erro e invoca STOP SELF, devendo enta˜o ser retomada a execuc¸a˜o
do processo PROCESS2. O processo tratador de erros e´ executado no-
vamente quando o processo PROCESS1 perde seu deadline, devendo
ser retomada mais uma vez a execuc¸a˜o do processo PROCESS2. O
processo PROCESS2 enta˜o termina a execuc¸a˜o do longo (mas na˜o in-
finito) lac¸o, desbloqueando a interrupc¸a˜o de processos e retornando ao
comportamento inicial. Os padro˜es de LEDs utilizados pelas tarefas
sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.36.3 Comportamento esperado
Os LEDs devem inicialmente piscar de acordo com a escala de
processos. Apo´s n liberac¸o˜es do processo PROCESS2 o LED2 deve
permanecer ligado durante todo o tempo alocado a` partic¸a˜o PARTI-
TION1, mesmo quando os deadlines dos processos PROCESS1 e PRO-
CESS2 forem perdidos, e apo´s o desligamento do LED2 a sequeˆncia
deve ser reiniciada.
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D.37 TESTE 130
Nome: GETMYID
Objetivo: Demonstrar o correto funcionamento do servic¸o
GET MY ID.
D.37.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.37.2 Descric¸a˜o
Cada tarefa repetidamente atribui um diferente padra˜o aos
LEDs, invoca GET MY ID, verifica o resultado e, caso uma falha
seja detectada, entra em um lac¸o infinito. Os padro˜es de LEDs
utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 ligado, LED2
desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 ligado, LED2
ligado;
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•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.37.3 Comportamento esperado
Os LEDs devem apresentar repetidamente o padra˜o de escalo-
namento (nenhum lac¸o infinito deve ser alcanc¸ado).
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D.38 TESTE 201
Nome: WAITRESOURCE SIGNALRESOURCE
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os internos WAIT RESOURCE (com espera por
tempo indeterminado) e SIGNAL RESOURCE.
D.38.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.38.2 Descric¸a˜o
O processo PROCESS1 repetidamente aguarda por um recurso
por tempo indeterminado, e enta˜o pisca o LED1. O processo
PROCESS2 repetidamente pisca o LED2 a cada 250ms e, a cada n
iterac¸o˜es, libera o recurso. Os padro˜es de LEDs utilizados pelas
tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.38.3 Comportamento esperado
O LED2 deve piscar aproximadamente a cada 250ms e, apo´s
n iterac¸o˜es do processo PROCESS2, o LED1 deve piscar uma vez,
reiniciando a sequeˆncia.
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D.39 TESTE 202
Nome:
WAITRESOURCE SETPRIORITY SIGNALRESOURCE
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os internos WAIT RESOURCE (com espera por
tempo indeterminado) e SIGNAL RESOURCE quando a prioridade
de um processo bloqueado e´ alterada antes de sua liberac¸a˜o, caso no
qual a ordem de atendimento dos processos bloqueados deve mudar de
acordo com essa alterac¸a˜o.
D.39.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.39.2 Descric¸a˜o
O processo PROCESS1 repetidamente aguarda por um recurso
por tempo indeterminado, e enta˜o pisca o LED1. O processo PRO-
CESS2 repetidamente aguarda pelo mesmo recurso por tempo indeter-
minado, e enta˜o pisca o LED2. O processo ocioso da partic¸a˜o PARTI-
TION1 aguarda durante um longo per´ıodo e enta˜o libera o recurso e,
alternadamente, atribui a prioridade do processo PROCESS2 para um
valor maior ou menor que a prioridade do processo PROCESS1. Os
padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
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•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.39.3 Comportamento esperado
Os LEDs devem piscar de forma alternada, indicando que a al-
terac¸a˜o da prioridade do processo PROCESS2 afeta sua ordem de aten-
dimento em relac¸a˜o ao processo PROCESS1.
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D.40 TESTE 203
Nome: WAITRESOURCE SIGNALRESOURCE TIMEOUT
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os internos WAIT RESOURCE (com espera por
tempo limitado) e SIGNAL RESOURCE.
D.40.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.40.2 Descric¸a˜o
O processo PROCESS1 repetidamente aguarda por um recurso
por no ma´ximo 500ms ou ate´ que seja liberado, e enta˜o pisca o LED1.
O processo PROCESS2 repetidamente pisca o LED2 a cada 250ms
e, apo´s n iterac¸o˜es, libera o mesmo recurso. Os padro˜es de LEDs
utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
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•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.40.3 Comportamento esperado
O LED2 deve piscar aproximadamente a cada 250ms, e o LED1
a cada 500ms ou menos. Quando o LED1 pisca exatamente 500ms
apo´s ser desligado, o processo PROCESS1 foi liberado pela expirac¸a˜o
do tempo limite de espera pelo recurso, e quando pisca em um intervalo
menor que esse o recurso foi liberado pelo processo PROCESS2.
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D.41 TESTE 204
Nome: WAITRESOURCE SUSPEND TIMEOUT RESUME
Objetivo: Demonstrar o correto funcionamento da utilizac¸a˜o
conjunta dos servic¸os WAIT RESOURCE (com espera por tempo
limitado), SUSPEND e RESUME quando o tempo limite de espera
por um recurso expira enquanto o processo encontra-se suspenso, si-
tuac¸a˜o na qual esse deve permanecer suspenso ate´ que seja continuado
por outro processo.
D.41.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.41.2 Descric¸a˜o
O processo PROCESS1 repetidamente aguarda por um recurso
por no ma´ximo 2s e, quando adquire o recurso ou quando o tempo limite
e´ excedido, pisca o LED1. A cada liberac¸a˜o o processo PROCESS2
pisca o LED2, apo´s n liberac¸o˜es suspende o processo PROCESS1 e
apo´s m ≈ 3n liberac¸o˜es continua esse mesmo processo. Os valores
de n, de m, do per´ıodo do processo PROCESS2 e do tempo limite
de espera pelo recurso sa˜o definidos de forma que o tempo limite de
espera expire enquanto o processo PROCESS1 encontra-se suspenso.
Os padro˜es de LEDs utilizados pelas tarefas sa˜o os seguintes:
•Processo PROCESS1 da partic¸a˜o PARTITION1: LED1 ligado,
LED2 desligado;
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•Processo PROCESS2 da partic¸a˜o PARTITION1: LED1 desli-
gado, LED2 ligado;
•Processo ocioso da partic¸a˜o PARTITION1: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION2: LED1 desligado,
LED2 desligado;
•Processo ocioso da partic¸a˜o PARTITION3: LED1 desligado,
LED2 desligado;
•Partic¸a˜o ociosa: LED1 desligado, LED2 desligado.
D.41.3 Comportamento esperado
O LED2 deve piscar aproximadamente a cada 250ms, e o LED1
deve piscar uma vez a cada m liberac¸o˜es do processo PROCESS2, per-
manecendo desligado quando o tempo ma´ximo de espera pelo recurso
expirar ja´ que nesse momento o processo PROCESS1 encontra-se sus-
penso.
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D.42 TESTE 205
Nome:
WAITRESOURCE SUSPEND SIGNALRESOURCE RESUME
Objetivo: Demonstrar o correto funcionamento da
utilizac¸a˜o conjunta dos servic¸os WAIT RESOURCE,
SIGNAL RESOURCE, SUSPEND e RESUME quando um
processo e´ liberado da espera pelo recurso enquanto encontra-se
suspenso, situac¸a˜o na qual esse deve permanecer suspenso ate´ que seja
continuado por outro processo.
D.42.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.42.2 Descric¸a˜o
O processo PROCESS2 repetidamente aguarda por um recurso
por tempo indeterminado (ate´ que seja liberado), e enta˜o pisca o LED2.
A cada liberac¸a˜o o processo PROCESS1 pisca o LED1 e, a cada n
liberac¸o˜es, alternadamente suspende o processo PROCESS2, libera o
recurso ou continua o processo PROCESS2 (nessa ordem).
D.42.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar a cada
3n liberac¸o˜es do processo PROCESS1. Em outras palavras, o LED2
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so´ deve piscar depois que o processo PROCESS1 continuar a execuc¸a˜o
do processo PROCESS2, pois quando o recurso e´ liberado esse processo
ainda encontra-se suspenso.
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D.43 TESTE 206
Nome:
WAITRESOURCE SUSPEND RESUME SIGNALRESOURCE
Objetivo: Demonstrar o correto funcionamento da
utilizac¸a˜o conjunta dos servic¸os WAIT RESOURCE,
SIGNAL RESOURCE, SUSPEND e RESUME quando um
processo e´ suspenso e continuado enquanto encontra-se bloqueado a`
espera de um recurso, situac¸a˜o na qual esse deve continuar sua
execuc¸a˜o apenas quando o recurso for liberado.
D.43.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.43.2 Descric¸a˜o
O processo PROCESS2 repetidamente aguarda por um recurso
por tempo indeterminado (ate´ que seja liberado), e enta˜o pisca o LED2.
A cada liberac¸a˜o o processo PROCESS1 pisca o LED1 e, a cada n
liberac¸o˜es, alternadamente suspende o processo PROCESS2, continua
o processo PROCESS2 ou libera o recurso (nessa ordem).
D.43.3 Comportamento esperado
O LED1 deve piscar a cada 500ms, e o LED2 deve piscar a cada
3n liberac¸o˜es do processo PROCESS1. Em outras palavras, o LED2
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so´ deve piscar depois que o processo PROCESS1 liberar o recurso, pois
quando o processo PROCESS2 e´ continuado o recurso ainda na˜o foi
liberado.
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D.44 TESTE 301
Nome: EVENT
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de eventos (mecanismo de comunicac¸a˜o intrapartic¸a˜o).
D.44.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.44.2 Descric¸a˜o
Os processos PROCESS1 e PROCESS2 repetidamente esperam
pelo evento, piscam o LED1 e o LED2 (respectivamente) e aguardam
500ms e 250ms (respectivamente). O processo ocioso da partic¸a˜o PAR-
TITION1 repetidamente obte´m o identificador do evento por seu nome,
aguarda durante um per´ıodo longo, alternadamente habilita ou desabi-
lita o evento (atribui seu estado para up ou down, respectivamente) e,
finalmente, obte´m e verifica o estado do evento.
D.44.3 Comportamento esperado
Inicialmente o evento encontra-se em estado down, portanto am-
bos os LEDs devem permanecer desligados. Apo´s algum tempo o
evento e´ ativado (assume estado up) e, portanto, o LED1 deve piscar
aproximadamente a cada 500ms e o LED2 aproximadamente a cada
250ms. Mais tarde o evento e´ restaurado, voltando ao estado down, e
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portanto ambos os processos devem terminar o processamento atual e
bloquear, reiniciando a sequeˆncia.
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D.45 TESTE 302
Nome: SEMAPHORE FIFO
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de sema´foros (mecanismo de comunicac¸a˜o intrapartic¸a˜o) quando em-
pregada pol´ıtica FIFO de enfileiramento de processos.
D.45.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.45.2 Descric¸a˜o
Os processos PROCESS1 e PROCESS2 repetidamente esperam
no sema´foro e enta˜o piscam o LED1 e o LED2 (respectivamente).
O processo ocioso da partic¸a˜o PARTITION1 repetidamente obte´m o
identificador do sema´foro por seu nome, aguarda durante um per´ıodo
curto, libera o sema´foro e, finalmente, obte´m e verifica o estado do
sema´foro.
D.45.3 Comportamento esperado
O sema´foro tem valor inicial 2, portanto espera-se que inicial-
mente o LED1 pisque duas vezes seguidas (visualmente percebido como
se piscasse apenas uma vez), ja´ que o processo PROCESS1 possui a
maior prioridade e, portanto, o processo PROCESS2 na˜o e´ iniciado ate´
que PROCESS1 seja bloqueado. Apo´s algum tempo o sema´foro e´ libe-
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rado e, assim, o LED1 deve piscar mais uma vez (ja´ que o processo
PROCESS1 consumiu os dois recursos iniciais do sema´foro e solicitou
aguardo por mais um, quando foi bloqueado). Mais tarde o sema´foro
e´ liberado novamente e, uma vez que sua pol´ıtica de enfileiramento e´
FIFO , desta vez o LED2 deve piscar. A partir deste ponto, os LEDs
devem piscar alternadamente a cada vez que o sema´foro e´ liberado.
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D.46 TESTE 303
Nome: SEMAPHORE PRIORITY
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de sema´foros (mecanismo de comunicac¸a˜o intrapartic¸a˜o) quando em-
pregado enfileiramento de processos por prioridade.
D.46.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.46.2 Descric¸a˜o
Os processos PROCESS1 e PROCESS2 repetidamente esperam
no sema´foro e enta˜o piscam o LED1 e o LED2 (respectivamente).
O processo ocioso da partic¸a˜o PARTITION1 repetidamente obte´m o
identificador do sema´foro por seu nome, aguarda durante um per´ıodo
curto, libera o sema´foro e, finalmente, obte´m e verifica o estado do
sema´foro.
D.46.3 Comportamento esperado
O sema´foro tem valor inicial 2, portanto espera-se que inicial-
mente o LED1 pisque duas vezes seguidas (visualmente percebido como
se piscasse apenas uma vez), ja´ que o processo PROCESS1 possui a
maior prioridade e, portanto, o processo PROCESS2 na˜o e´ iniciado ate´
que PROCESS1 seja bloqueado. Apo´s algum tempo o sema´foro e´ libe-
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rado e, assim, o LED1 deve piscar mais uma vez (ja´ que o processo
PROCESS1 consumiu os dois recursos iniciais do sema´foro e solicitou
aguardo por mais um, quando foi bloqueado). Mais tarde o sema´foro
e´ liberado novamente e, uma vez que sua pol´ıtica de enfileiramento e´
por prioridade, o LED1 deve piscar novamente. A partir deste ponto,
o LED1 deve piscar a cada vez que o sema´foro e´ liberado, e o LED2
nunca deve ser ligado.
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D.47 TESTE 304
Nome: SEMAPHORE DEADLOCK
Objetivo: Demonstrar a ocorreˆncia de deadlock atrave´s da uti-
lizac¸a˜o de sema´foros (mecanismo de comunicac¸a˜o intrapartic¸a˜o).
D.47.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.47.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS1 pisca o LED1, espera
pelo sema´foro SEMAPHORE1, cede o processamento (atrave´s do
servic¸o TIMED WAIT), espera pelo sema´foro SEMAPHORE2,
pisca o LED1 novamente e libera ambos os sema´foros. A cada
liberac¸a˜o o processo PROCESS2 pisca o LED2, espera pelo sema´foro
SEMAPHORE2, cede o processamento (atrave´s do servic¸o
TIMED WAIT), espera pelo sema´foro SEMAPHORE1, pisca o
LED2 novamente e libera ambos os sema´foros.
D.47.3 Comportamento esperado
Este exemplo causa um deadlock, pois o processo PROCESS1
adquire o sema´foro SEMAPHORE1 e o processo PROCESS2 adquire o
sema´foro SEMAPHORE2, e portanto o processo PROCESS1 aguardara´
por tempo indeterminado por SEMAPHORE2 e o processo PROCESS2
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aguardara´ por tempo indeterminado por SEMAPHORE1. Portanto,
inicialmente os LEDs devem piscar uma vez e, enta˜o, ambos devem
desligar permanentemente.
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D.48 TESTE 305
Nome: BLACKBOARD
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de blackboards (mecanismo de comunicac¸a˜o intrapartic¸a˜o).
D.48.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.48.2 Descric¸a˜o
Os processos PROCESS1 e PROCESS2 repetidamente leem a
blackboard, verificam a mensagem lida e enta˜o piscam o LED1 e
o LED2 (respectivamente). O processo ocioso da partic¸a˜o
PARTITION1 repetidamente obte´m o identificador da blackboard por
seu nome, aguarda durante um per´ıodo de durac¸a˜o me´dia,
alternadamente mostra uma mensagem na blackboard ou limpa-a, e
finalmente obte´m e verifica o estado da blackboard.
D.48.3 Comportamento esperado
A blackboard inicia vazia, portanto inicialmente nenhum dos
LEDs deve piscar. Apo´s algum tempo a blackboard e´ escrita e,
portanto, o LED1 e o LED2 devem piscar de acordo com a escala de
processos. Mais tarde, a blackboard e´ limpa e, portanto, ambos os
LEDs devem permanecer desligados, reiniciando a sequeˆncia.
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D.49 TESTE 306
Nome: BUFFER
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de buffers (mecanismo de comunicac¸a˜o intrapartic¸a˜o).
D.49.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 20
Processo PROCESS3 Per´ıodo/capacidade = 1s/100ms
Prioridade = 10
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.49.2 Descric¸a˜o
O processo PROCESS1 repetidamente obte´m o identificador do
buffer por seu nome, envia uma mensagem nele e, finalmente, obte´m e
verifica seu estado. Os processos PROCESS2 e PROCESS3 repetida-
mente recebem uma mensagem do buffer e enta˜o piscam o LED1 e o
LED2 (respectivamente).
D.49.3 Comportamento esperado
O seguinte comportamento deve ser observado ao longo dos pri-
meiros 2s de execuc¸a˜o:
•No tempo 0ms o processo PROCESS1 envia uma mensagem, que
sera´ consumida pelo processo PROCESS2 logo depois que o pro-
cesso PROCESS1 aguardar por seu pro´ximo per´ıodo (fazendo
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com que o LED1 pisque), e quando o processo PROCESS2 espe-
rar por seu pro´ximo per´ıodo o processo PROCESS3 tenta rece-
ber uma mensagem mas o buffer esta´ vazio, portanto o processo
PROCESS3 sera´ bloqueado;
•No tempo 250ms o processo PROCESS1 envia outra mensagem,
liberando o processo PROCESS3 (fazendo com que o LED2 pis-
que);
•No tempo 500ms o processo PROCESS1 envia uma nova mensa-
gem, que sera´ consumida pelo processo PROCESS2 logo depois
que o processo PROCESS1 aguardar por seu pro´ximo per´ıodo
(fazendo com que o LED1 pisque novamente);
•No tempo 750ms o processo PROCESS1 envia mais uma mensa-
gem, pore´m nenhum processo aguarda por ela e portanto nenhum
LED e´ acionado;
•No tempo 1000ms o processo PROCESS1 envia mais uma men-
sagem, e portanto os processos PROCESS2 e PROCESS3 conso-
mem mensagens (piscando o LED1 e, em seguida, o LED2);
•No tempo 1250ms o processo PROCESS1 envia mais uma men-
sagem;
•No tempo 1500ms o processo PROCESS1 envia mais uma men-
sagem e o processo PROCESS2 consome uma das mensagens en-
fileiradas (piscando o LED1);
•No tempo 1750ms o processo PROCESS1 envia mais uma men-
sagem;
•No tempo 2000ms mais uma mensagem e´ enviada e os processos
PROCESS2 e PROCESS3 consomem duas mensagens, piscando
o LED1 e, depois, o LED2.
Uma vez que o processo PROCESS1 envia uma nova mensagem a
cada 250ms e os processos PROCESS2 e PROCESS3, que as consomem,
teˆm per´ıodos mais longos que esse, o buffer ira´ em algum momento ser
completamente preenchido. Portanto, o comportamento a ser obser-
vado a longo prazo nos LEDs e´ o padra˜o imposto pelo escalonamento
do conjunto de processos da partic¸a˜o PARTITION1.
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D.50 TESTE 307
Nome: BUFFER FIFO
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento de
buffers (mecanismo de comunicac¸a˜o intrapartic¸a˜o) quando empregada
pol´ıtica FIFO de enfileiramento de processos.
D.50.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Processo PROCESS3 Per´ıodo/capacidade = -/-
Prioridade = 10
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.50.2 Descric¸a˜o
O processo PROCESS1 repetidamente obte´m o identificador do
buffer por seu nome, envia uma mensagem nele e, finalmente, obte´m e
verifica seu estado. Os processos PROCESS2 e PROCESS3 repetida-
mente recebem uma mensagem do buffer e enta˜o piscam o LED1 e o
LED2 (respectivamente).
D.50.3 Comportamento esperado
A cada 500ms o LED1 e o LED2 devem piscar alternadamente,
iniciando com o LED1 pois o processo PROCESS2 tem prioridade mais
alta que o processo PROCESS3 e a pol´ıtica de enfileiramento do buffer
e´ FIFO . Esse comportamento deve ser repetido indefinidamente.
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D.51 TESTE 308
Nome: BUFFER PRIORITY
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento de
buffers (mecanismo de comunicac¸a˜o intrapartic¸a˜o) quando empregado
enfileiramento de processos por prioridade.
D.51.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Processo PROCESS3 Per´ıodo/capacidade = -/-
Prioridade = 10
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.51.2 Descric¸a˜o
O processo PROCESS1 repetidamente obte´m o identificador do
buffer por seu nome, envia uma mensagem nele e, finalmente, obte´m e
verifica seu estado. Os processos PROCESS2 e PROCESS3 repetida-
mente recebem uma mensagem do buffer e enta˜o piscam o LED1 e o
LED2 (respectivamente).
D.51.3 Comportamento esperado
A cada 500ms o LED1 deve piscar, e o LED2 nunca deve ser
acionado, pois o processo PROCESS2 tem prioridade mais alta que o
PROCESS3 e a pol´ıtica de enfileiramento do buffer e´ por prioridade.
Esse comportamento deve ser repetido indefinidamente.
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D.52 TESTE 309
Nome: BUFFER TIMEOUT RECEIVE
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de buffers (mecanismo de comunicac¸a˜o intrapartic¸a˜o) com espera pelo
recebimento de mensagens por tempo limitado.
D.52.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = -/-
Prioridade = 20
Processo PROCESS3 Per´ıodo/capacidade = -/-
Prioridade = 10
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.52.2 Descric¸a˜o
O processo PROCESS1 repetidamente obte´m o identificador do
buffer por seu nome, envia uma mensagem nele e, finalmente, obte´m
e verifica seu estado. Os processos PROCESS2 e PROCESS3 repeti-
damente recebem uma mensagem do buffer com limite de tempo de
250ms e 100ms (respectivamente) e piscam o LED1 e o LED2 (res-
pectivamente).
D.52.3 Comportamento esperado
O LED1 deve piscar no mı´nimo a cada 500ms, podendo piscar
antes quando o processo PROCESS2 recebe uma mensagem. O LED2
deve piscar no mı´nimo a cada 250ms, podendo piscar antes quando
319
o processo PROCESS3 recebe uma mensagem. Esse comportamento
deve ser repetido indefinidamente.
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D.53 TESTE 310
Nome: BUFFER TIMEOUT SEND
Objetivo: Demonstrar a utilizac¸a˜o e o correto funcionamento
de buffers (mecanismo de comunicac¸a˜o intrapartic¸a˜o) com espera pelo
envio de mensagens por tempo limitado.
D.53.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = -/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 1s/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.53.2 Descric¸a˜o
O processo PROCESS1 repetidamente obte´m o identificador do
buffer por seu nome, envia uma mensagem nele com limite de tempo
de 250ms, pisca o LED1 e, finalmente, obte´m e verifica o estado do
buffer. O processo PROCESS2 repetidamente recebe uma mensagem
do buffer e enta˜o pisca o LED2.
D.53.3 Comportamento esperado
O LED2 deve piscar aproximadamente a cada 1000ms, enquanto
o LED1 deve piscar no mı´nimo a cada 250ms, podendo piscar antes
caso o processo PROCESS2 receba uma mensagem. Esse comporta-
mento deve ser repetido indefinidamente.
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D.54 TESTE 311
Nome: BUFFER FULL EMPTY
Objetivo: Demonstrar o correto funcionamento de buffers (me-
canismo de comunicac¸a˜o intrapartic¸a˜o) quando a fila de mensagens
encontra-se cheia ou vazia.
D.54.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 100ms/-
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/-
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.54.2 Descric¸a˜o
A cada liberac¸a˜o o processo PROCESS2 recebe uma mensagem
do buffer e pisca o LED2, podendo bloquear caso esse encontre-se
vazio. O processo PROCESS1 mante´m um contador de liberac¸o˜es, e
possui um diferente comportamento de acordo com o valor desse con-
tador:
•Nas 20 primeiras liberac¸o˜es, envia uma mensagem no buffer, po-
dendo bloquear caso esse encontre-se cheio, e pisca o LED1;
•Entre as liberac¸o˜es 20 e 99, na˜o executa qualquer ac¸a˜o;
•Na liberac¸a˜o de nu´mero 100, reinicia a sequeˆncia atribuindo zero
ao contador de liberac¸o˜es.
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D.54.3 Comportamento esperado
Inicialmente o LED1 deve piscar a cada 100ms e o LED2 a
cada 500ms ate´ que o buffer esteja cheio. Enta˜o ambos os LEDs devem
piscar a cada 500ms ate´ que o processo PROCESS1 pare de enviar
mensagens no buffer, quando o LED1 parara´ de piscar. Depois disso,
o LED2 deve piscar a cada 500ms ate´ que o buffer esvazie, quando
ambos os LEDs devem permanecer desligados ate´ que a sequeˆncia seja
reiniciada. Esse comportamento deve ser repetido indefinidamente.
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D.55 TESTE 312
Nome: SAMPLINGPORT STANDARD
Objetivo: Demonstrar o correto funcionamento de portas de
amostragem (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas a
partic¸o˜es do mesmo mo´dulo.
D.55.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.55.2 Descric¸a˜o
O processo PROCESS1 da partic¸a˜o PARTITION1 escreve em
uma porta de amostragem a cada 500ms, enquanto os processos PRO-
CESS1 das partic¸o˜es PARTITION2 e PARTITION3 leem de portas de
amostragem a cada 250ms e, se o valor e´ va´lido, piscam o LED1 e, se
inva´lido, piscam o LED2.
D.55.3 Comportamento esperado
Os LEDs devem piscar duas vezes alternadamente a cada 250ms
(uma vez para a partic¸a˜o PARTITION2 e outra para a partic¸a˜o PAR-
TITION3). Isso porque a porta e´ escrita a cada 500ms mas seu per´ıodo
de atualizac¸a˜o e´ de 250ms e, por isso, o valor lido apenas e´ considerado
va´lido a cada 500ms.
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D.56 TESTE 313
Nome: SAMPLINGPORT PSEUDO MODULE1
Objetivo: Demonstrar o correto funcionamento de portas de
amostragem (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas a
partic¸o˜es de dois mo´dulos diferentes (utilizado em conjunto com o teste
SAMPLINGPORT PSEUDO MODULE2).
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D.56.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.56.2 Descric¸a˜o
Os processos denominados PROCESS1 das partic¸o˜es PARTI-
TION1, PARTITION2 e PARTITION3 escrevem em portas de amos-
tragem a cada 250ms, enquanto os processos denominados PROCESS2
dessas mesmas partic¸o˜es leem de portas de amostragem a cada 500ms e,
se um valor va´lido e´ lido, piscam o LED1 e, em caso contra´rio, piscam
o LED2. As tabelas de conexa˜o dos mo´dulos envolvidos neste teste
definem que o processo PROCESS1 de todas as partic¸o˜es escreve na
porta que e´ lida pelo processo PROCESS2 da partic¸a˜o de mesmo nome
no mo´dulo oposto. Este teste deve ser utilizado em conjunto com o
teste SAMPLINGPORT PSEUDO MODULE2.
D.56.3 Comportamento esperado
Enquanto os mo´dulos estiverem desconectados, o LED2 deve
piscar treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois as
portas de destino na˜o estara˜o sendo atualizadas e, portanto, seus valores
sera˜o considerados inva´lidos.
Enquanto os mo´dulos estiverem conectados, o LED1 deve pis-
car treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois as
portas de destino estara˜o sendo atualizadas a cada 250ms e, portanto,
seus valores sera˜o considerados va´lidos.
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D.57 TESTE 314
Nome: SAMPLINGPORT PSEUDO MODULE2
Objetivo: Demonstrar o correto funcionamento de portas de
amostragem (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas a
partic¸o˜es de dois mo´dulos diferentes (utilizado em conjunto com o teste
SAMPLINGPORT PSEUDO MODULE1).
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D.57.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.57.2 Descric¸a˜o
Os processos denominados PROCESS1 das partic¸o˜es PARTI-
TION1, PARTITION2 e PARTITION3 escrevem em portas de amos-
tragem a cada 250ms, enquanto os processos denominados PROCESS2
dessas mesmas partic¸o˜es leem de portas de amostragem a cada 500ms e,
se um valor va´lido e´ lido, piscam o LED1 e, em caso contra´rio, piscam
o LED2. As tabelas de conexa˜o dos mo´dulos envolvidos neste teste
definem que o processo PROCESS1 de todas as partic¸o˜es escreve na
porta que e´ lida pelo processo PROCESS2 da partic¸a˜o de mesmo nome
no mo´dulo oposto. Este teste deve ser utilizado em conjunto com o
teste SAMPLINGPORT PSEUDO MODULE1.
D.57.3 Comportamento esperado
Enquanto os mo´dulos estiverem desconectados, o LED2 deve
piscar treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois as
portas de destino na˜o estara˜o sendo atualizadas e, portanto, seus valores
sera˜o considerados inva´lidos.
Enquanto os mo´dulos estiverem conectados, o LED1 deve pis-
car treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois as
portas de destino estara˜o sendo atualizadas a cada 250ms e, portanto,
seus valores sera˜o considerados va´lidos.
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D.58 TESTE 315
Nome: QUEUINGPORT STANDARD
Objetivo: Demonstrar o correto funcionamento de portas de
enfileiramento (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas a
partic¸o˜es do mesmo mo´dulo.
D.58.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 30
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.58.2 Descric¸a˜o
O processo PROCESS1 da partic¸a˜o PARTITION1 envia em duas
diferentes portas de enfileiramento a cada 500ms (uma conectada a`
partic¸a˜o PARTITION2 e outra a` partic¸a˜o PARTITION3). Os pro-
cessos chamados PROCESS1 das partic¸o˜es PARTITION2 e PARTI-
TION3 solicitam recebimento da porta de enfileiramento atribu´ıda a`s
suas partic¸o˜es a cada 250ms com limite de tempo de 100ms e, se uma
a mensagem e´ recebida corretamente, piscam o LED1 e, se o tempo de
espera expira ou a mensagem esta´ incorreta, piscam o LED2.
D.58.3 Comportamento esperado
Os LEDs devem piscar alternadamente a cada 250ms, ja´ que
os envios ocorrem a cada 500ms e os recebimentos a cada 250ms e,
portanto, os recebimentos expiram a cada 500ms.
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D.59 TESTE 316
Nome: QUEUINGPORT PSEUDO MODULE1
Objetivo: Demonstrar o correto funcionamento de portas de
enfileiramento (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas a
partic¸o˜es de dois mo´dulos diferentes (utilizado em conjunto com o teste
QUEUINGPORT PSEUDO MODULE2).
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D.59.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.59.2 Descric¸a˜o
Os processos denominados PROCESS1 das partic¸o˜es PARTI-
TION1, PARTITION2 e PARTITION3 enviam em portas de amos-
tragem a cada 500ms, enquanto os processos denominados PROCESS2
dessas mesmas partic¸o˜es solicitam recebimento em portas de amostra-
gem tambe´m a cada 500ms com limite de tempo de 100ms e, se um
valor va´lido e´ recebido, piscam o LED1 e, em caso contra´rio, piscam o
LED2. As tabelas de conexa˜o dos mo´dulos envolvidos neste teste defi-
nem que o processo PROCESS1 de todas as partic¸o˜es envia na porta
em que o processo PROCESS2 da partic¸a˜o de mesmo nome no mo´dulo
oposto solicita recebimento. Este teste deve ser utilizado em conjunto
com o teste QUEUINGPORT PSEUDO MODULE2.
D.59.3 Comportamento esperado
Enquanto os mo´dulos estiverem desconectados, o LED2 deve
piscar treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois
as portas de destino na˜o estara˜o sendo alimentadas e, portanto, as
solicitac¸o˜es de recebimento expirara˜o.
Enquanto os mo´dulos estiverem conectados, o LED1 deve pis-
car treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois as portas
de destino estara˜o sendo alimentadas e, portanto, as mensagens sera˜o
recebidas com sucesso.
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D.60 TESTE 317
Nome: QUEUINGPORT PSEUDO MODULE2
Objetivo: Demonstrar o correto funcionamento de portas de
enfileiramento (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas a
partic¸o˜es de dois mo´dulos diferentes (utilizado em conjunto com o teste
QUEUINGPORT PSEUDO MODULE1).
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D.60.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 500ms/100ms
Prioridade = 30
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.60.2 Descric¸a˜o
Os processos denominados PROCESS1 das partic¸o˜es PARTI-
TION1, PARTITION2 e PARTITION3 enviam em portas de amos-
tragem a cada 500ms, enquanto os processos denominados PROCESS2
dessas mesmas partic¸o˜es solicitam recebimento em portas de amostra-
gem tambe´m a cada 500ms com limite de tempo de 100ms e, se um
valor va´lido e´ recebido, piscam o LED1 e, em caso contra´rio, piscam o
LED2. As tabelas de conexa˜o dos mo´dulos envolvidos neste teste defi-
nem que o processo PROCESS1 de todas as partic¸o˜es envia na porta
em que o processo PROCESS2 da partic¸a˜o de mesmo nome no mo´dulo
oposto solicita recebimento. Este teste deve ser utilizado em conjunto
com o teste QUEUINGPORT PSEUDO MODULE1.
D.60.3 Comportamento esperado
Enquanto os mo´dulos estiverem desconectados, o LED2 deve
piscar treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois
as portas de destino na˜o estara˜o sendo alimentadas e, portanto, as
solicitac¸o˜es de recebimento expirara˜o.
Enquanto os mo´dulos estiverem conectados, o LED1 deve pis-
car treˆs vezes a cada 500ms (uma vez para cada partic¸a˜o), pois as portas
de destino estara˜o sendo alimentadas e, portanto, as mensagens sera˜o
recebidas com sucesso.
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D.61 TESTE 401
Nome: HEALTHMONITORING CURRENTSYSTEMSTATE
Objetivo: Demonstrar a corretude dos estados do sistema de-
tectados pelo nu´cleo do SO, que sa˜o empregados pelo mecanismo de
monitoramento (health monitoring) do SO.
D.61.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.61.2 Descric¸a˜o
A partic¸a˜o ociosa, os processos ociosos e os processos de aplicac¸a˜o
de todas as partic¸o˜es repetidamente verificam o estado atual do sistema.
Apo´s n liberac¸o˜es, o processo PROCESS1 lanc¸a um erro de aplicac¸a˜o
que faz com que o processo tratador de erros da partic¸a˜o PARTITION1
seja iniciado. O processo tratador de erros da partic¸a˜o PARTITION1
verifica o estado atual do sistema e lanc¸a um erro de aplicac¸a˜o, causando
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a inicializac¸a˜o do HM callback da partic¸a˜o. O HM callback da partic¸a˜o
PARTITION1 verifica o estado atual do sistema e lanc¸a um erro de
aplicac¸a˜o, fazendo com que o HM callback do mo´dulo seja iniciado. O
HM callback do mo´dulo verifica o estado atual do sistema e lanc¸a um
erro de aplicac¸a˜o, fazendo com que a ac¸a˜o definida para tratamento
desse tipo de erro a n´ıvel de sistema seja imediatamente executada,
no caso a reinicializac¸a˜o do mo´dulo, fazendo com que a sequeˆncia seja
repetida indefinidamente. Caso um estado inva´lido seja detectado por
qualquer uma das tarefas, a tarefa passa a executar um lac¸o infinito
ligando ambos os LEDs.
D.61.3 Comportamento esperado
Nenhum LED deve ser acionado durante a execuc¸a˜o do teste.
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D.62 TESTE 402
Nome:
HEALTHMONITORING PROPAGATION APPLICATIONERROR
Objetivo: Demonstrar o correto funcionamento do mecanismo
de monitoramento (health monitoring) do SO, utilizando para isso erros
de aplicac¸a˜o lanc¸ados a partir de todas as tarefas do mo´dulo.
D.62.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.62.2 Descric¸a˜o
A partic¸a˜o ociosa e os processos ociosos das partic¸o˜es repeti-
damente desligam ambos os LEDs. O processo PROCESS1 pisca o
LED1 e, apo´s n liberac¸o˜es, lanc¸a um erro de aplicac¸a˜o que faz com
que o processo tratador de erros da partic¸a˜o PARTITION1 seja ini-
ciado. O processo tratador de erros da partic¸a˜o PARTITION1 liga o
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LED1 por um longo per´ıodo e enta˜o lanc¸a um erro de aplicac¸a˜o, cau-
sando a inicializac¸a˜o do HM callback da partic¸a˜o. O HM callback da
partic¸a˜o PARTITION1 liga o LED2 por um longo per´ıodo e lanc¸a um
erro de aplicac¸a˜o, fazendo com que o HM callback do mo´dulo seja inici-
ado. O HM callback do mo´dulo liga ambos os LEDs durante um longo
per´ıodo e lanc¸a um erro de aplicac¸a˜o, fazendo com que a ac¸a˜o definida
para tratamento desse tipo de erro a n´ıvel de sistema seja imediata-
mente executada, no caso a reinicializac¸a˜o do mo´dulo, fazendo com
que a sequeˆncia seja repetida indefinidamente.
D.62.3 Comportamento esperado
O seguinte padra˜o deve ser apresentado repetidamente:
•O LED1 deve piscar algumas vezes, ate´ que o processo PRO-
CESS1 lance um erro;
•Apenas o LED1 deve permanecer ligado por algum tempo, RES-
PEITANDO O PARTICIONAMENTO (processo tratador
de erros da partic¸a˜o PARTITION1);
•Apenas o LED2 deve permanecer ligado por algum tempo, RES-
PEITANDO O PARTICIONAMENTO (HM callback da
partic¸a˜o PARTITION1);
•Ambos os LEDs devem permanecer ligados por algum tempo,
SEM RESPEITAR O PARTICIONAMENTO (HM call-
back do mo´dulo).
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D.63 TESTE 403
Nome:
HEALTHMONITORING PROPAGATION STACKOVERFLOW
Objetivo: Demonstrar o correto funcionamento do mecanismo
de monitoramento (health monitoring) do SO, utilizando para isso erros
de estouro de pilha gerados a partir de todas as tarefas do mo´dulo
atrave´s da chamada de uma recursa˜o infinita. Em conjunto com o
Teste 404, demonstra ainda o funcionamento da diferenciac¸a˜o entre
erros de estouro de pilha e de violac¸a˜o de memo´ria.
D.63.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.63.2 Descric¸a˜o
A partic¸a˜o ociosa e os processos ociosos das partic¸o˜es repetida-
mente desligam ambos os LEDs. O processo PROCESS1 pisca o LED1
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e, apo´s n liberac¸o˜es, gera um erro de estouro de pilha que faz com que
o processo tratador de erros da partic¸a˜o PARTITION1 seja iniciado.
O processo tratador de erros da partic¸a˜o PARTITION1 liga o LED1
por um longo per´ıodo e enta˜o gera um erro de estouro de pilha, cau-
sando a inicializac¸a˜o do HM callback da partic¸a˜o. O HM callback da
partic¸a˜o PARTITION1 liga o LED2 por um longo per´ıodo e gera um
erro de estouro de pilha, fazendo com que o HM callback do mo´dulo
seja iniciado. O HM callback do mo´dulo liga ambos os LEDs durante
um longo per´ıodo e gera um erro de estouro de pilha, fazendo com que a
ac¸a˜o definida para tratamento desse tipo de erro a n´ıvel de sistema seja
imediatamente executada, no caso a reinicializac¸a˜o do mo´dulo, fazendo
com que a sequeˆncia seja repetida indefinidamente.
D.63.3 Comportamento esperado
O seguinte padra˜o deve ser apresentado repetidamente:
•O LED1 deve piscar algumas vezes, ate´ que o processo PRO-
CESS1 lance um erro;
•Apenas o LED1 deve permanecer ligado por algum tempo, RES-
PEITANDO O PARTICIONAMENTO (processo tratador
de erros da partic¸a˜o PARTITION1);
•Apenas o LED2 deve permanecer ligado por algum tempo, RES-
PEITANDO O PARTICIONAMENTO (HM callback da
partic¸a˜o PARTITION1);
•Ambos os LEDs devem permanecer ligados por algum tempo,
SEM RESPEITAR O PARTICIONAMENTO (HM call-
back do mo´dulo).
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D.64 TESTE 404
Nome:
HEALTHMONITORING PROPAGATION MEMORYVIOLATION
Objetivo: Demonstrar o correto funcionamento do mecanismo
de monitoramento (health monitoring) do SO, utilizando para isso er-
ros de violac¸a˜o de memo´ria gerados a partir de todas as tarefas do
mo´dulo atrave´s do acesso a um ponteiro nulo. Em conjunto com o
Teste 403, demonstra ainda o funcionamento da diferenciac¸a˜o entre
erros de estouro de pilha e de violac¸a˜o de memo´ria.
D.64.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
D.64.2 Descric¸a˜o
A partic¸a˜o ociosa e os processos ociosos das partic¸o˜es repeti-
damente desligam ambos os LEDs. O processo PROCESS1 pisca o
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LED1 e, apo´s n liberac¸o˜es, gera um erro de violac¸a˜o de memo´ria que
faz com que o processo tratador de erros da partic¸a˜o PARTITION1
seja iniciado. O processo tratador de erros da partic¸a˜o PARTITION1
liga o LED1 por um longo per´ıodo e enta˜o gera um erro de violac¸a˜o
de memo´ria, causando a inicializac¸a˜o do HM callback da partic¸a˜o. O
HM callback da partic¸a˜o PARTITION1 liga o LED2 por um longo
per´ıodo e gera um erro de violac¸a˜o de memo´ria, fazendo com que o
HM callback do mo´dulo seja iniciado. O HM callback do mo´dulo liga
ambos os LEDs durante um longo per´ıodo e gera um erro de violac¸a˜o
de memo´ria, fazendo com que a ac¸a˜o definida para tratamento desse
tipo de erro a n´ıvel de sistema seja imediatamente executada, no caso
a reinicializac¸a˜o do mo´dulo, fazendo com que a sequeˆncia seja repetida
indefinidamente.
D.64.3 Comportamento esperado
O seguinte padra˜o deve ser apresentado repetidamente:
•O LED1 deve piscar algumas vezes, ate´ que o processo PRO-
CESS1 lance um erro;
•Apenas o LED1 deve permanecer ligado por algum tempo, RES-
PEITANDO O PARTICIONAMENTO (processo tratador
de erros da partic¸a˜o PARTITION1);
•Apenas o LED2 deve permanecer ligado por algum tempo, RES-
PEITANDO O PARTICIONAMENTO (HM callback da
partic¸a˜o PARTITION1);
•Ambos os LEDs devem permanecer ligados por algum tempo,
SEM RESPEITAR O PARTICIONAMENTO (HM call-
back do mo´dulo).
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D.65 TESTE 501
Nome: FLOATINGPOINT
Objetivo: Demonstrar a corretude do procedimento de salva-
mento e restaurac¸a˜o de contexto do coprocessador de ponto flutuante
(caso um esteja sendo utilizado).
D.65.1 Cena´rio
Sistema
Monitoramento Desabilitado
Mo´dulo
Major frame 100ms
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
Processo PROCESS1 Per´ıodo/capacidade = 500ms/250ms
Prioridade = 30
Processo PROCESS2 Per´ıodo/capacidade = 250ms/100ms
Prioridade = 20
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
D.65.2 Descric¸a˜o
Todas as tarefas do mo´dulo executam operac¸o˜es sobre varia´veis
nume´ricas de ponto flutuante (soma, subtrac¸a˜o, multiplicac¸a˜o e divisa˜o)
e, se algum erro for detectado no resultado dessas operac¸o˜es, essas
entram em um lac¸o infinito ligando ambos os LEDs.
D.65.3 Comportamento esperado
Nenhum LED deve ser acionado durante a execuc¸a˜o do teste.
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D.66 TESTE 502
Nome: SAMPLINGPORT SENSOR MODULE1
Objetivo: Demonstrar a utilizac¸a˜o pra´tica de portas de
amostragem (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas
a partic¸o˜es de dois mo´dulos diferentes para transmissa˜o de
amostras de um sensor (utilizado em conjunto com o teste
SAMPLINGPORT SENSOR MODULE2).
D.66.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 100ms/50ms
Prioridade = 10
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.66.2 Descric¸a˜o
O processo PROCESS1 da partic¸a˜o PARTITION1 inicializa a
entrada ADC do processador chamada AIN5 (pino P9.36 da plata-
forma BeagleBone) e enta˜o, a cada 100ms, leˆ uma amostra gerada por
esse dispositivo, escreve-a na porta de amostragem e pisca o LED1.
Este teste deve ser utilizado em conjunto com o teste SAMPLING-
PORT SENSOR MODULE2.
D.66.3 Comportamento esperado
O LED1 deve piscar a cada 100ms.
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D.67 TESTE 503
Nome: SAMPLINGPORT SENSOR MODULE2
Objetivo: Demonstrar a utilizac¸a˜o pra´tica de portas de
amostragem (mecanismo de comunicac¸a˜o interpartic¸a˜o) conectadas
a partic¸o˜es de dois mo´dulos diferentes para transmissa˜o de
amostras de um sensor (utilizado em conjunto com o teste
SAMPLINGPORT SENSOR MODULE1).
D.67.1 Cena´rio
Sistema
Monitoramento Habilitado
Tratamento de erros Erros reiniciam o mo´dulo
Mo´dulo
Major frame 100ms
HM callback Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION1
Per´ıodo/durac¸a˜o 50ms/25ms
Escala (0ms, 25ms), (50ms, 25ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Processo PROCESS1 Per´ıodo/capacidade = 100ms/50ms
Prioridade = 10
Partic¸a˜o PARTITION2
Per´ıodo/durac¸a˜o 50ms/10ms
Escala (25ms, 10ms), (75ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o PARTITION3
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (35ms, 10ms)
HM callback Habilitado
Processo tratador de erros Desabilitado
Tratamento de erros Erros sa˜o ignorados
Partic¸a˜o SYSTEMPARTITION IO
Per´ıodo/durac¸a˜o 100ms/10ms
Escala (85ms, 10ms)
HM callback Habilitado
Processo tratador de erros Habilitado
Tratamento de erros Erros sa˜o ignorados
Processo SAMPLINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo QUEUINGPORTS Per´ıodo/capacidade = -/-
Prioridade = 10
Processo ETHERNET Per´ıodo/capacidade = -/-
Prioridade = 10
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D.67.2 Descric¸a˜o
O processo PROCESS1 da partic¸a˜o PARTITION1 inicializa a
sa´ıda PWM do processador chamada EHRPWM1A (pino P9.14 da
plataforma BeagleBone) e enta˜o, a cada 100ms, leˆ a amostra atual da
porta de amostragem e, se va´lida, atribui o duty cycle da sa´ıda PWM
de acordo com a amostra e pisca o LED1, sena˜o atribui duty cycle zero
e pisca o LED2. Este teste deve ser utilizado em conjunto com o teste
SAMPLINGPORT SENSOR MODULE1.
D.67.3 Comportamento esperado
Enquanto os mo´dulos estiverem desconectados o LED2 deve
piscar a cada 100ms, pois a porta de amostragem na˜o estara´ sendo
atualizada e, portanto, seu valor sera´ considerado inva´lido.
Enquanto os mo´dulos estiverem conectados o LED1 deve pis-
car a cada 100ms e o duty cycle da sa´ıda PWM deve variar de acordo
com as amostras coletadas pelo mo´dulo emissor, pois a porta de amos-
tragem estara´ sendo atualizada e, portanto, seu valor sera´ considerado
va´lido.
