Learning from examples in feedforward neural networks is studied within a statistical-mechanical framework. Training is assumed to be stochastic, leading to a Gibbs distribution of networks characterized by a temperature parameter T. Learning of realizable rules as well as of unrealizable rules is considered. In the latter case, the target rule cannot be perfectly realized by a network of the given architecture. Two useful approximate theories of learning from examples are studied: the high-temperature limit and the annealed approximation.
I. INTRODUCTION
In recent years, many attempts have been made to train layered feedforward neural networks to perform computational tasks, such as speech recognition [1] and generation [2] , handwriting recognition [3] , and protein structure prediction [4] . These networks have also been used as models for neurobiological systems [5, 6] , and have been employed as metaphors for cognitive processes such as learning, generalization, and concept formation [7] Learning in neural networks, as well as in other parametric models [8] , has also attracted considerable theoretical interest. The activity in this area has centered on two issues. The first is the question of representation, or realizabihty. Given a network of some architecture and size, is there a set of weights that makes the network perform the desired task? The second is the question of learning. Given that such a network exists, can its structure and parameters be found with a reasonable amount of time, computational resources, and training data?
Here we focus on the question of learning. We further restrict our scope to supervised learning from examples, which relies on a training set consisting of examples of the target task. The training algorithm uses the examples to find a set of network weight values that perform the task well. The most widely used class of training algorithms works by optimizing a suitable cost function that quantifies the error on the training set.
Such learning algorithms have several potential difficulties. The algorithms may become trapped in local minima that are far from optimal. Furthermore, finding good minima may require prohibitively long convergence times. Finally, there is no guarantee that good performance on a training set also leads to good performance on novel inputs. This last issue, the ability of adaptive systems to generalize from a limited number of examples, is the focus of the present work. Understanding the determinants of generalization ability is crucial for devising machine learning strategies, as well as for obtaining insight into learning processes in biological systems.
Our study is based on a statistical-mechanical (SM) 45 6056 1992 [9, 10] . The main achievements of this approach are general bounds on the probability of error on a novel input for a given size of the training set [11, 12] , as well as classification of learning problems according to their time complexity [9, 13] . Most of these (sample complexity) combinatorial bounds depend on the specific structure of the model and the complexity of the task through only a single number, known as the Vapnik [12, 17] , most PAC theorems apply to realizable tasks, namely tasks that can be performed perfectly by the network, given enough examples. In many real life problems the target task can only be approximated by the assumed architecture of the network, so the task is unrealizable. In addition, many of the PAC learning results are limited to networks with threshold decision elements, although in many applications analog neurons are used. The SM approach is close in its spirit, though not in its scope and results, to the Bayesian informationtheoretic approach, recently applied also to continuous networks [17, 18] .
A SM approach to learning from examples was first proposed by Carnevali and Patarnello [19] , and further elaborated by Tishby, Levin, and Solla [20, 21] . Del Giudice, Franz, and Virasoro, and Hansel and Sompolinsky applied spin-glass theory to study perceptron learning of a classification task [22) . Gardner and Derrida [23] and
Gyorgyi and Tishby [24, 25] have used these methods for studying learning of a perceptron rule. Related models have been studied in Refs. [26, 27] . However the extent of applicability of results gained from these specific toy models to more general circumstances has remained unknown.
Recently an interesting attempt to characterize generic generalization performance has been put forward by Schwartz et al [28] . This wo.rk suffers from two basic deficiencies. First, the analysis relies on an approximation whose validity has not been addressed. In fact this approximation is closely related to the well-known annealed approximatiou (AA) in the statistical mechanics of random systems. Although the AA simplifies enormously the theoretical analysis of these complex systems, in most interesting cases it is known to be unreliable, sometimes even in its qualitative predictions. The second problem is that no attention has been given to the dependence of performance on system size. In fact, the behavior of large systems may be quite difFerent from that of smallsize ones, and its analysis is more involved.
In the present study we attempt to characterize the generic behaviors of learning from examples in large layered networks. In particular we investigate the expected rate of improvement of the generalization with an increasing number of examples, denoted by the generalization curve. The PAC theory bounds the generalization curve by an inverse power law. Such a gradual improvement has also been observed in computer experiments of supervised learning [20, 29] . In other cases, however, one observes a rather sharp improvement when a critical number of examples is reached [20, 28, 30] .
These seemingly conflicting behaviors have analogies in psychological studies of animal learning. The dichotomy between gradual and sudden learning is at the heart of the long-standing controversy between the behaviorist [31] and the gestalt [32] approaches to learning in the cognitive sciences. In this debate the underlying assumption has been that a learning process that is based on incremental modifications of the internal structure of the system can yield only gradual improvements in performance.
The sudden appearance of concept understanding was therefore related to preexisting strong biases towards the learned concept, or to mysterious holistic learning mechanisms.
In the present study we show that in large systems, a sudden emergence of good generalization ability can arise even within the framework of incremental microscopic training algorithms.
We analyze the conditions under which such discontinuous transitions to perfect learning occur. Also, we study the asymptotic forms of learning curves in cases where they are smooth. Other issues addressed in this work include (i) the consequences of the annealed approximation for learning in large networks and the scope of its validity, (ii) the properties of learning unrealizable rules, (iii) the possible emergence of spin-glass phenomena associated with the frustration and randomness induced by the random sampling of examples, (iv) how the nonlinearities inherent in the network operation affect its performance, and (v) the effect of stochastic training (noise in the learning dynamics) on generalization performance.
We address these issues by combining general results from the SM formulation of learning with detailed analytical and numerical studies of specific models. The specific examples studied here are all of learning in a single-layer perceptron models, which are significantly poorer in computational capabilities than multilayer networks. Even these simple models exhibit nontrivial generalization properties.
Indeed, even the realization of random dichotomies in a perceptron with binary weights is a hard problem both theoretically and computationally (see, e.g. , Krauth and Mezard [33] and also [34] ). Here we study learning from examples in a perceptron with real-valued weights as well as with binary weights. Some of the results found here for the perceptron models have been recently shown to exist in two-layer models also [35, 36] . Furthermore [24] and [25] . Here we will not address this case explicitly. A [38] .
In simulated annealing algorithms for optimization problems, thermal noise has been used to prevent trapping in local minima of the energy [39] . The 
The average training and generalization errors are given by (2.10) ((E(W) )) = P~(W). (2.18) and we have incorporated the contribution from V(W) into the a priori normalized measure in weight space, dp(W proportional to P (((bE)2)) NnP~. This is down by a.
factor of P compared to the contribution of the average term, which is of the order NnP Thus, in t. his limit, the equilibrium distribution of weights is given simply by Thus the properties of the system in the high-T limit are determined by the dependence of the entropy on generalization error.
From the theoretical point of view, the high-T limit simply characterizes models in terms of an efI'ective energy function e(W') which is often a rather smooth function of W. 
where P Z = dp(W) dp 
E. The replica method
To evaluate the correct behavior at all T one has to evaluate quenched averages such as Eq. (2.13) and its derivatives. Such averages are commonly studied using the replica method [40] . The average free energy is written as
The replica theory provides a simple derivation of the high-T limit described in Sec. IIC. Since g" is an intensive quantity independent of P, the high-T limit can be derived by simply expanding it in powers of P. (2.52) ((z" )) dp(W ) exp( -Nng"[W ]), (2.48) g(W, W~) = d)u(S)~(W; S)e(W~; S)
where the replicated Hamiltonian is -e(w )e(w~) . (2.53) g"[w ] = -ln dp(S)exp -P) e(w;S) ) ( neither the output neuron nor the hidden neurons are saturated at the optimal W'. We now use the replica formalism to derive the asymptotic shape of the learning curves in these networks.
As stated above, the integrals over the weight space are dominated, as o.~oo, by the optimal weight vector W, which minimizes both g"(in the n~0 limit) and e(W). At finite large n, the leading corrections to cc ome from the immediate neighborhood of W*. In a smooth network we can expand g" in powers of U~= dp S;~~W' )S (3 4) F. The large-n limit where we have already taken the n~0 limit. Equations (3.6) and (3.7) have a simple meaning in terms of the physical system. Equation (3.6) reads
The diagonal element (in the replica indices) of Eq. (3.7)
yields the average correlations
(3.9)
The first term, which is proportional to T, represents (((b~,)T(b%)~)) = N (U 'VV ') (3.10) dp(S)B;r(W";S) =8;e(W*) =0. The above results predict an important relationship between the expected training and generalization errors at T = 0. According to Eqs. (3.12) and (3.14) both errors approach the same limit c-;"with a 1/n power law. (4 2) dp(S) = DS;, (4 
(4.17)
The calculation of g", (2.49) , for perceptron learning is presented in Appendix D. The dependence of g"on the weights is through the order parameters Q"", Eq. (2.55), and which is normalized to J dp(W) = 1 
The additional order parameter A is the Lagrange multiplier associated with the spherical constraint. Extremizing f with respect to the order parameters and eliminat- If the system can be truly equilibrated then the transition to a state with high generalization will occur along the middle line in Fig. 1, which Fig. 2 where graphs of the free energy for T = 0.3 and various values of n are displayed. [38] . The simulations were performed for multiple samples, i.e. , difFerent training sets drawn randomly from a common input distribution.
Here the inputs were chosen to be S, = +I at random, i.e. , S was drawn randomly from the vertices of the N-dimensional hypercube. This discrete input distribution allowed us to take advantage of the speedup ofFered by integer arithmetic, yet leads to the same learning curves as the Gaussian input distribution (4.3) in the thermodynamic limit (see Appendix C).
The quenched average was performed over these samples, and error bars were calculated from the standard error of measurement of the sample distribution. In the figures of this paper, when a Monte Carlo data point lacks an error bar, it means that the error bar would have been smaller than the symbol used to draw that point. In general, fewer samples were required for larger N, because of self-averaging.
In Fig. 3 Fig. 3(a) ] the prominent feature is the rapid transition to R 1 near n 0.65. This is in agreement with the spinodal point n, = 0.66 for this temperature, which can be read from line b in Fig. 1 Fig. 1 ) is marked by an arrow on the a axis. The roundness of the transition in the simulations is consistent with the expected smearing of the discontinuity in a finite system. At T = 1.0 [ Fig. 3(b) [37, 53] . Unlike the linear-discrete perceptron discussed above, this model's transition persists at all temperatures. The occurrence of this remarkable transition can be understood using the high-temperature limit.
(5.54)
The high-temperutere limit and F has to be extremized with respect to z and y. Fig. 5 for various values of n/T. In contrast to previous models, the state R = 1 is a local minimum of f for all values of T and n. As a increases, the density of local minima decreases, until above a = 2.39 there are no local minima at all, except the isolated minimum at R = 1 (marked with a solid dot). and metastable spin-glass phase qo (T, n) = qo (T~(n), n), e, (T, a) = e, (Tg(n), n), R(T, n) = R(Tg(n), n), (5 In the one-step ansatz of replica symmetry breaking, the n x n order parameter matrix Q&"acquires two offdiagonal values qo andarranged in a block structure of m x m submatrices (see Appendix E). This block structure reflects the existence of many, almost degenerate, spin-glass (SG) states [45] . These states are valleys in the free-energy surface that are separated by barriers that diverge with the system size [43] . The parameterrepresents the overlap of each state with itself, i.e. , it is the order parameter q, Eq. A similar frozen SG phase exists in the perceptron model of Krauth and Mezard [33] , and was first discovered by Derrida in the random-energy model [54] . How The Metropolis algorithm produces a random walk through weight space that samples the Gibbs distribution. For small system sizes, we do not have to sample the weight space; we can explore it exhaustively. Gardner and Derrida [23] In the second and third models, the teacher's weight vector is not included in the weight space of the student. ;* = sgn(W; ), (6.22) which corresponds to the maximal overlap R = -) lw'l dW PW W = 27r. power law. This power law is not a consequence of the general results (3.12) and (3.14), since the present network is not smooth. Note that in the high-T limit, only the term T a survives. Thus for this unrealizable rule the behavior predicted by the high-T limit (as well as by the annealed approximation) does not reflect the correct behavior at large 0 for any fixed T.
In the T~0 limit with 1 -q finite the saddle-point equations reduce to The second equality holds in the thermodynamic limit. The minimal generalization error, achieved in the limit A~oo) ls R=0. , q(1 -q) = -n2+ n(1+ q), We define the optimal temperature T &t, (n) as the temperature that minimizes es(T, n). For our models of realizable rules, the optimal generalization error was at T = 0 for all values of n. But in general, T pt, may be greater than zero, although the convexity of the free energy guarantees that the training error is a nondecreasing function of T. This is the case in the present model, as can be seen from Eq. (6.29), which implies that (6.37)
Replica symmetry breaking
The above RS theory is not exact at low T First, .
the prediction of a finite value of o. , is probably incorrect. As in the corresponding realizable discrete model of Sec. V 8, we expect that n, =o, (6.38) i.e. , there is no vector of discrete weights that satisfies order N real, random linear equations. Second, the entropy of the RS solution becomes negative at low T, as shown in Fig. 10 . The asymptotic form of the zero-entropy line can be calculated by expanding the entropy in powers of as o.~oo. Note, however, that the leading term of Eq. (6.29) is independent of T, implying that in the present model the effect on es of optimizing with respect to T is relatively small. temperature gives a lower bound on the temperature at which replica symmetry is broken. Below this temperature, a spin-glass phase with replica symmetry breaking occurs. As T~0, the zero-entropy line approaches the origin, i.e. , the RS entropy is negative for all n at T = 0. This means that the RS solution is incorrect at T = 0 for any n, and in particular that the RS prediction (6.34) for n, is incorrect, which is consistent with our prediction, Eq. (6.38).
Below T = 0.242, the system never escapes from the spin-glass phase even as n~oo (see Fig. 10 ). Note This suggests that the eKects of RSB in this system are weak. The RS T = 0 learning curves are also plotted for comparison. Note that above n ) 0.6, the generalizat, ion error for T = 0.1 is less than that at T = 0. At least in this range, we may thus conclude that the optimal generalization temperature T pt-) 0, assuming that the RS theory is a good approximation for the true behavior in the RSB region. as n~oo. The full line is drawn in Fig. 10 for all o. . This
C. Boolean output with weight mismatch
As in the previous model, the teacher weights are again drawn from a continuous Gaussian distribution, whereas the student weights are constrained to +1. However, here we consider the case where the perceptron transfer functions of both the teacher and the student are Boolean.
The maximal overlap is still R = g2/s, but the optimal generalization error is now 1 ;"= -cos R = 0.206 . 7r (6.41) where the function H(z) is as defined in (5.54) above.
The saddle-point equations are
As in the previous model, both the high-T and the annealed approximations predict cs(n) -e~;"oc n, nõ o. Vk shall see below that the true asymptotics are quite de'erent.
f. Replicu symmetric theory For this model, Go is the same as that of the previous section, and G" is that of the previous Boolean models Kq. (5.17) . Hence the RS free energy is given by .23) above.
The large-n limit of the RS theory is derived by expansion in 1/~n keeping P fixed, However, as we will see below, this RS optimal temperature lies below the zero temperature line, i.e. , in the regime where the RS solution is unstable.
Spin-glass phase
The RS entropy vanishes on the line shown in Fig. 12 .
Here again the 8 On the basis of our general arguments in Secs. II and III, we expect that these approximations will also hold for realizable rules in the more complex cases of multilayer networks. This is borne out in recent, studies of tw~layer networks of local feature detectors [35] , and other multilayer systems [36] . Thus these approximations provide powerful theoretical tools for the study of learning from examples, at least for realizable rules.
Our treatment should be contrasted with the di%cult problems of the capacity of single-and multilayer networks [57 -59] . The capacity problems usually deal with loading random sets of data. In this case the system is highly frustrated and one has to employ the complex methods of spin-glass theory, such as replica symmetry breaking [33, 60] . In the learning problems of the present work, the training set consists of very structured data, generated by a well-defined rule. (Fig. 4) [24] or due to the random nature of the rule itself [22] .
The RS theory of perceptrons with unrealizable rules predicts that, for su%ciently large a, e& is nonmonotonic with T, but possesses a nonzero optimal temperature. Similar results have been obtained in [22, 24] . In the case of a Boolean perceptron with weight mismatch, where the corrections to RS theory could be calculated, it has been found that rather than having a minimum at finite T, e& is independent of T at low T; see Fig. 13 Define the function dp(W)e~'~b E dp(W)e-~~-~~~( A1) dp(W)e~' bE dp(W)e
This can be interpreted as the energy of a system at temperature I/P with Hamiltonian bE and measure dp(W)e~+ '. By the convexity of the free energy, the energy is a decreasing function of P. Hence (C5)
In the thermodynamic limit, this reduces to G = -RR+ -ln dp(W [45] we make the following "one-step" ansatz for the form of the order parameter Q» -I and Q", = q for p g v. The conjugate matrix Q&"has a similar block structure. The order parameters R" and R"are symmetric at the saddle point, i.e. , R"=R and R"=R, as before. Upon %'e have not attempted to search for other RSB solutions or to check the stability of this solution. However, this solution is probably exact both here and in the random perceptron problem of Krauth and Mezard. Similar completely frozen SG phases are known to exist in the REM, the "simplest spin glass" [54] , and the large-P Potts glass. Recently, they have also been found in learning of random mappings by two-layer networks [60, 62, 63] .
APPENDIX F: POWER COUNTING IN THE HIGH-TEMPERATURE EXPANSION
For the Boolean-mismatched model, the optimal generalization and zero entropy lines both follow power laws of the form T e", with 0 ( r & 1. The determination of this exponent requires the balancing of the two dominant terms in the asymptotic expansion. This is somewhat tricky, because determining which are the two dominant terms in turn depends on the exponent.
Since both T and n are diverging, it would seem natural to perform a double expansion around (1/T, I/cr) = (0, 0). Such an expansion is in fact ill defined, since the existence of a nontrivial high-temperature limit shows that the T, n~oo limit depends on the ratio T/cx. 
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