The consistency of law invariant general deviation measures, introduced by Rockafellar et al., with concave ordering has been used to generalize Rao-Blackwell theorem and to develop an approach for reducing minimization of law invariant deviation measures to minimization of the measures on subsets of undominated random variables with respect to concave ordering. This approach has been applied for constructing the Chebyshev and Kolmogorov inequalities with law invariant deviation measures, in particular with mean absolute deviation, lower semideviation and conditional value-at-risk deviation. Also, an advantage of the Kolmogorov inequality with certain deviation measures has been illustrated in estimating the probability of the exchange rate of two currencies to be within specified bounds.
Introduction
The notions of risk and deviation, particularly in finance literature, are often used interchangeably since Markowitz [9] , who was the first to suggest the use of variance as the measure of risk in portfolio analysis. The recently emerged theory of general deviation measures [10, 15] , relying on an axiomatic framework and dual characterization, generalizes the notion of standard deviation to measure "nonconstancy" in a random variable (r.v.). These measures possess all the main properties of the standard deviation, however, in contrast to the latter, are not necessarily symmetric with respect to the ups and downs of an r.v. Besides standard deviation as the originating example, the most well-known deviation measures include lower and upper semideviations, mean absolute deviation, median absolute deviation, conditional value-at-risk (CVaR) deviation, mixed CVaR deviation, and worst-case mixed-CVaR deviation. In Markowitz's portfolio selection problem [9] , Rockafellar et al. [11, 12] replaced standard deviation by a general deviation measure and generalized a number of results in classical portfolio theory including the one-fund theorem and the capital asset pricing model (CAPM); see also [10, 13, 14] .
The aim of this work is to generalize the well-known Chebyshev inequality for law invariant deviation measures, i.e. those which depend only on distributions of r.v.'s. This class includes all the aforementioned examples of deviation measures and is preferable in engineering applications. In decision making under uncertainty or in the case of limited information, the Chebyshev inequality is often used for estimating the probability of a dread event or disaster. For example, Roy [16] estimated the probability of an uncertain portfolio return X to be in default, i.e., less than a specified threshold ξ, in terms of the mean µ = EX and standard deviation σ = σ(X) of X via the classical two-sided (two-tailed) Chebyshev inequality:
,
the main motivation question is what if another deviation measure D(X) of X is either known or preferable in decision making -can we generalize (1) and (2) for an arbitrary law invariant deviation measure and what are the implications of this generalization? For example, Smith [17] generalized (1) in terms of certain moments of X (other than the mean and variance) and illustrated its advantage in various operations research problems including Bayesian statistics and option pricing. Chebyshev inequalities with general deviation measures would complement the recently developed mean-deviation framework [11, 12] for portfolio analysis and enrich decision making techniques. Their application is not, however, limited to the areas of finance and risk analysis where the choice of a particular deviation measure is dictated by agent's risk preferences. Generalized Chebyshev inequalities can be used in statistics to evaluate the probability of how significantly an r.v. deviates from its expected value in terms of customized measures of deviation. They could prove to be invaluable in engineering, in particular in reliability, safety, and quality control.
On an atomless (nonatomic) probability space, every law invariant lower-semicontinuous (l.s.c.) deviation measure is consistent with concave ordering, 1 i.e., if X c Y for two r.v.'s X and Y , then D(X) ≤ D(Y ) for every law invariant deviation measure D. This fact follows from the result of Dana [2] and means that decision making with law invariant deviation measures over random outcomes with equal means conforms with risk averse preferences (second order stochastic dominance (SSD)). However, significance of this result goes well beyond its implications in decision making and risk analysis. Based on this fact, we generalize Rao-Blackwell Theorem for law invariant deviation measures and, what is more important, develop an approach for minimizing law invariant deviation measures with chance constraints. In general, the approach reduces minimization of a law invariant deviation measure on a set U ⊆ L p (Ω) to minimization of the deviation measure on a set U c of undominated r.v.'s with respect to concave ordering:
where the set U c ⊆ U is called reduced set and is defined as the minimal set with the following property: for any Y ∈ U, there exists X ∈ U c such that X c Y . Obviously, the problems (3a) and (3b) are equivalent. The question of whether (3a) attains its minimum on U is not trivial. In certain cases, it can be readily answered based on the equivalence of (3a) and (3b): when the reduced set U c is bounded and weakly closed, a law invariant l.s.c.
deviation measure D attains its minimum on U c ; see [6, Theorem 9.2] and [7, Theorem 7.3.4] . However, the suggested approach is especially efficient when U is determined by chance constraints on L p (Ω). In this case, (3b) reduces to a finite parameter optimization problem.
We formulate Chebyshev inequalities with an arbitrary law invariant deviation measure D as the minimization problem (3a) with chance constraints and using the suggested approach, reduce the problem to (3b). In 1 If F X and F Y are cumulative distribution functions of r.v.'s X and Y with expected values EX and EY , respectively, then, X dominates Y with respect to second-order stochastic dominance (SSD), or X 2 Y , if
X dominates Y with respect to concave ordering, or X c Y , if X 2 Y and EX = EY ; see [8] . In particular,
for all concave utility functions (not necessarily increasing). particular, for the two-sided Chebyshev inequality, the set U c turns out to be a one-parameter family of discrete r.v.'s, and thus, (3b) becomes one-parameter optimization over that family of discrete r.v.'s., while for the one-sided Chebyshev inequality, U c consists only of a single r.v., which just solves (3b). As an illustration, onesided and two-sided Chebyshev inequalities are constructed for mean-absolute deviation, lower semideviation and CVaR deviation and are then specialized to the case when the distributions of r.v.'s belong to some set of distributions, e.g., when the distributions are symmetric. Based on the Chebyshev inequality with an arbitrary law invariant deviation measure D, we derive a Kolmogorov inequality, which estimates the probability of a discrete-time martingale S(t), 0 ≤ t ≤ T , to stay within specified bounds provided that D(S(T )) is given. The classical Kolmogorov inequality estimates the same probability in terms of standard deviation of S(T ). As an example, we show that for a discrete-time martingale with an approximately normal distribution, Kolmogorov inequalities with certain deviation measures provide better estimates for the probability in question than the classical Kolmogorov inequality does.
The paper is organized into six sections. Section 2 reviews main properties of deviation measures. Section 3 presents the technique for solving optimization problems with law invariant deviation measures based on the fact that these deviation measures are consistent with concave ordering. Through the suggested optimization approach, Section 4 generalizes the Chebyshev inequality for an arbitrary law invariant deviation measure and presents examples of the one-sided and two-sided inequalities for lower semideviation, mean absolute deviation, and CVaR deviation. Section 5 derives the generalized Kolmogorov inequality and presents an example illustrating advantage of certain deviation measures in estimating the probability of the exchange rate of two currencies to be within specified bounds. Section 6 concludes the paper.
Deviation Measures
This section reviews main properties of deviation measures.
Let (Ω, M , P) be a probability space, where Ω denotes the designated space of future states ω, M is a field of sets in Ω, and P is a probability measure on (Ω, M ). We assume that the probability space Ω is atomless, i.e., there exists an r.v. with a continuous cumulative distribution function (CDF). This implies existence of r.v.'s on Ω with all possible distribution functions (see, e.g., [3] ). We restrict our attention to
q X (α) = inf{z | F X (z) > α} denote the CDF and an α-quantile of an r.v. X, respectively. The relations between r.v.'s will be understood to hold in the almost sure sense, e.g., we write
The general deviation measures, introduced by Rockafellar et al. [10, 15] , are defined as follows.
for all X and all λ > 0 (positive homogeneity),
Axiom D1 has the consequence, shown in [10] , that D(X +C) = D(X) for all constants C (insensitivity to constant shift).
In general, for two r.v.'s with the same distribution, a deviation measure may assume different values. In this work, we consider only distribution-independent or so-called law invariant deviation measures [10] .
Definition 2 (law invariant deviation measures)
for any two r.v.'s X 1 and X 2 yielding the same distribution function on (−∞, ∞).
The most well-known examples of deviation measures are:
(ii) lower and upper semideviations σ − (X) = [X − EX] − 2 and σ + (X) = [X − EX] + 2 , where
(iii) mean absolute deviation MAD(X) = E|X − EX|;
(iv) conditional value-at-risk (CVaR) deviation defined for any α ∈ (0, 1) by
All these deviation measures are law invariant. See e.g. [10] for more examples. An important property of the class of law invariant deviation measures is its consistency with concave ordering. An r.v. X dominates Y with respect to second-order stochastic dominance (SSD), or X 2 Y , if
for all x ∈ R, and X dominates Y with respect to concave ordering, or X c Y , if The consistency of law invariant deviation measures with concave ordering has two implications. First is that decision making with law invariant deviation measures over random outcomes with the same mean conforms with risk-averse preferences (SSD) and second is that it plays a central role in generalizing a variety of classical results, e.g., Rao-Blackwell inequality, Chebyshev inequality, Kolmogorov inequality, for an arbitrary law invariant deviation measure.
The first result that immediately follows from the consistency of law invariant deviation measures with concave ordering is a generalization of Rao-Blackwell theorem 3 for an arbitrary law invariant deviation measure.
Proof. Since every law invariant deviation measure is consistent with concave ordering, the proof follows from the fact that Z c X (see, e.g., [3, Corollary 2.62]).
2
The consistency of law invariant deviation measures with concave ordering also plays a crucial role for solving optimization problems with deviation measures, in particular nonconvex problems with chance constraints. This is the subject of the next section.
Minimization of Law Invariant Deviation Measures
In this section, we develop an optimization technique for minimizing law invariant deviation measures and illustrate the technique in solving an optimization problem with a chance constraint.
be a law invariant deviation measure and let U be an arbitrary set of r.v.'s in L p (Ω).
For an optimization problem
we define a reduced set as a set with the following property.
Definition 3 A set U c ⊆ U is called a reduced set for the problem (7), if for every X ∈ U there exists Y ∈ U c ,
Clearly, if U c is a reduced set for (7), then (7) is equivalent to the following problem
Since D is consistent with concave ordering, a reduced set U c can be chosen as a set of undominated r.v.'s with respect to concave ordering.
be a law invariant deviation measure. Let U c ⊆ U be a set such that for every X ∈ U there exists Y ∈ U c , such that Y c X. Then U c is a reduced set for the problem (7).
Proof. Consistency of D with concave ordering implies D(X) ≥ D(Y ).
2 Proposition 3 reduces the minimization problem over a set U ⊆ L p (Ω) to the minimization problem over a set U c of undominated r.v.'s, which often has a simpler structure. In particular, the suggested approach is especially efficient when U is determined by chance constraints on L p (Ω). In this case, reduced set U c is often a one-parameter family, or even a singleton.
The following sufficient condition for concave ordering, established by Hanoch and Levy [4, Theorem 3] , is central for constructing reduced sets for different problems throughout the paper.
≥ β} with fixed a > 0 and β ∈ (0, 1). Then the reduced set for the problem (7) is a singleton U c = {X }, where X = −a with probability β aβ 1−β with probability 1 − β
Consequently, the optimal value of the problem is min
Detail. Since P[X ≤ −a] = β and EX = 0, we have X ∈ U. Next we show that for any X ∈ U, X dominates X with respect to concave ordering. Let X ∈ L p (Ω) be an r.v. such that EX = 0 and P[X ≤ −a] ≥ β for some fixed β ∈ (0, 1), and let F (x) and F(x) be CDFs of X and X, respectively. It follows from
. Thus, by Proposition 4, X c X, and Proposition 3 implies that U c = {X } is the reduced set for the problem (7). 2 Proposition 3 is a key element in our approach to the optimization problems throughout the paper. In particular, in the following section we use Proposition 3 to construct generalized Chebyshev inequalities with law invariant deviation measures.
Chebyshev Inequalities with Law Invariant Deviation Measures
The classical Chebyshev theorem estimates the probability of how significantly an r.v. deviates from its mean in terms of its standard deviation and is formulated as follows (see, e.g., [5] ).
Theorem 1 (Chebyshev Theorem for standard deviation) For any r.v. X ∈ L p (Ω) and any real number a > 0, the Chebyshev inequality holds
The question of interest is whether we can obtain probability estimates similar to (10) in terms of other deviation measures. We consider the following generalization for (10):
where D is an arbitrary law invariant deviation measure, the condition "X − EX ≤ −a or X − EX ≥ b" with a > 0 and b > 0 is an "asymmetric" generalization of the interval |X − EX| ≥ a, and the function g D is to be determined. Also, the Chebyshev inequality can be improved, if considered r.v.'s are from a subspace of L p (Ω), e.g., from a subspace of symmetric r.v.'s. We will derive improved generalized Chebyshev inequalities which hold only for r.v.'s from a cone V ⊂ L p (Ω) and will also derive one-sided versions of all these Chebyshev inequalities.
Problem Formulation in Optimization Framework
The problem that we address is formulated as follows.
λX ∈ V for λ > 0), and constants a > 0 and
under the following two requirements: In particular, the classical Chebyshev inequality (10) is a special case of (12) with D(X) = σ(X), b = a, and V = {X | EX = 0}. The Chebyshev inequality with general deviation measure (11) is a version of (12) with
To satisfy the condition (R2) in Problem I, we reformulate the inequality (12) as the maximization problem
and then proceed with the following complementary problem.
Problem III is an optimization problem with a chance constraint, and, in general, is nonconvex. For some β the feasible set C β can be empty, and in this case we define u D (β) = +∞. The function u D (β) in (14) is nondecreasing with respect to β, since C β 1 ⊇ C β 2 for any β 1 < β 2 . It can be shown that a solution to Problem I is an inverse to u D (β).
Proposition 5 Let u D (β) be the optimal value of Problem III. Then a solution to Problem I is the inverse function to u D (β) given by
Proof. We should prove that for the function (15), the inequality (12) holds. Let X be an arbitrary r.v. such
Thus, given an optimal value, u D (β), of Problem III, the function g D (d) defined by (15) solves (12) . Now, we establish a sufficient condition for g D (d) to satisfy the requirement (R2) in Problem I. 
, we have D( X) = d and X ∈ V , and since d/D(X * ) ≥ 1, we also obtain
where the last inequality follows from the fact that X * ∈ C β * . This implies that X yields equality in (12) , and the proof is finished. 2
The problem (14) has the form (7) and can be solved by the technique developed in Section 3.
Algorithm 1 (Constructing two-sided generalized Chebyshev inequality)
1. Given a, b > 0 and a cone V ⊂ L p (Ω), for the problem (14) , construct a reduced set U c , based on Proposition 3.
Given a deviation measure
3. Verify that u D (β) is l.s.c. and that the infimum in (16) is attained for all β ∈ [0, 1], i.e. all assumptions of Proposition 6 hold.
For the function u D (β), construct its inverse g D (d) according to (15).
Generalized two-sided Chebyshev inequality takes the form
The correctness of (17) follows from Proposition 5, the requirement (R1) is obviously holds, and the requirement (R2) follows from Proposition 6.
Similarly, one-sided version of the Chebyshev inequality can be formulated as follows.
, and constant
where g − D (D(X)) satisfies the requirements (R1) and (R2) for (18).
Similarly to Problem I, this one reduces to an optimization problem.
Problem V Given a law invariant deviation measure D, cone V , and a real number β ∈ (0, 1), find
Proposition 7 Let u − D (β) be the optimal value of Problem V for a given deviation measure D and cone V . Then
satisfies ( Proof. The proof of this fact follows from the proofs of Propositions 5 and 6.
To construct one-sided generalized Chebyshev inequalities, we use the following algorithm.
Algorithm 2 (Constructing one-sided generalized Chebyshev inequality)
1. Given a > 0 and a cone V ⊂ L p (Ω), for the problem (19), construct a reduced set U − c , based on Proposition 3. Generalized one-sided Chebyshev inequality takes the form
Proposition 7 guarantees that (22) is correct and satisfies the requirements (R1) and (R2) for Problem IV.
Chebyshev Inequalities with Law Invariant Deviation Measures
We begin with constructing two-sided generalized Chebyshev inequality (11) for any law invariant deviation measure D. By Proposition 5, the inequality reduces to the optimization problem (14) with V = {X | EX = 0}.
The following proposition constructs a reduced set for this problem.
Proposition 8 For the problem (14) with V = {X | EX = 0}, a reduced set is a one-parameter family
where
Proof. It follows from (23) that EX x = 0 and P[−a < X < b] ≤ 1 − β. Consequently, in (14) , X x ∈ C β for every
consider two cases.
In the first case, let
Also, it is straightforward to verify, that under these conditions we have
and F * (t) be the CDFs of X and X x , respectively. Then
. Thus, based on Proposition 4, we conclude that X x c X.
In the second case, let either
For the r.v. X 0 defined by
−a with probability b/(a + b), b with probability a/(a + b),
Consequently, as shown in the first case, X x c X 0 for some x.
Proposition 4 implies that X c X 0 and thus, X x c X 0 c X. Similarly, if P[X ≥ b] > a/(a + b), then F 0 (t) ≤ F(t) for t < −a, and F 0 (t) ≥ F(t) for t ≥ −a, whence X x c X 0 c X. It is left to apply Proposition 3, and (23) follows.
By Proposition 8, a solution to the problem (14) with V = {X | EX = 0} can be represented by
where h β (x) = D(X x ), with X x given by (23).
Similarly, constructing one-sided version of the Chebyshev inequality with law invariant deviation measures, namely,
reduces to the optimization problem (19) with V = {X | EX = 0}. By virtue of Example 1, a reduced set for this problem is a single r.v. X , determined by (9) . Thus, u
As an illustration for the developed optimization approach, we construct two-sided symmetric 4 and onesided Chebyshev inequalities for mean absolute deviation, lower semideviation, CVaR deviation, and a symmetrization of CVaR deviation given by D(X) = max CVaR Example 2 (mean absolute deviation) For MAD = E|X − EX| and a > 0, two-sided symmetric and one-sided Chebyshev inequalities take the form
respectively.
Detail. For X x , given by (23), the function h β (x) in (24) reduces to
It attains its minimum at x = β/2, and (24) implies that u D (β) = aβ. From (15), we obtain g D (d) = d/a. Consequently, the two-sided Chebyshev inequality reduces to the first formula in (26).
To construct a one-sided version of the inequality, we use Example 1 and obtain
where X is given by (9). Then we deduce from (20
, and consequently, the one-sided Chebyshev inequality is given by the second formula in (26).
Example 3 (lower semideviation) For lower semideviation σ 2 − (X) = [X − EX] − 2 and a > 0, the two-sided Chebyshev inequality takes the form
where k = σ 2 − (X)/a 2 . The one-sided version of the inequality is given by
Detail. For X x , defined by (23), the function h β (x) in (24) reduces to
The minimum of h β (x) over x ∈ [0, β] ∩ [β − 1/2, 1/2] is attained at x = (5β − 1)/8 if β ≥ 1/5 and at x = 0 if β < 1/5. Since (5β − 1)/8 ≤ β/2 for β ≤ 1, the value of the minimum is
Consequently, it follows from (15) that
With k = d 2 /a 2 = σ 2 − (X)/a 2 , we obtain the Chebyshev inequality (27). To construct a one-sided version of the inequality, we use Example 1 and obtain u − D (β) = σ − (X ) = a β. This together with (20) yields
and (28) follows.
Example 4 (conditional value-at-risk deviation) Let d = CVaR
∆ α (X)/a. Then for α ≤ 1/2, the two-sided Chebyshev inequality is represented by
For α ≥ 1/2, the two-sided Chebyshev inequality has similar form and can be obtained by using the relation
. The one-sided version of the inequality for all α ∈ (0, 1) takes the form
Detail. We only sketch the derivation of the Chebyshev inequality (29) for the case α ≤ 1/2. For X x , given by (23), the function h β (x) in (24) reduces to
It can be shown that the optimal value of the optimization problem (24) is determined by
Finally, we compute g D (d) according to (15) and obtain the two-sided Chebyshev inequality (29).
For a one-sided version of the inequality, we use Example 1 and obtain
.
, the above formula reduces to the right-hand side of (30). For d ≥ a, the best estimate is 1. 
Detail. For X x , defined by (23), the minimum of (24)) is attained at x = β/2. We have
Consequently, from (15) we obtain
Obviously, in all the examples above the assumptions in Propositions 6 and 7 hold. The following proposition guarantees that this will be the case for an arbitrary law invariant deviation measure D.
Proposition 9 Let D : L p (Ω) → R be a law invariant deviation measure, and let V = {X ∈ L p (Ω) : EX = 0}.
given by (19), is l.s.c.
(ii) for every β ∈ [0, 1], D in (14) attains its minimum on C β and u D (β) is l.s.c.
Proof. (i) For every β ∈ [0, 1], let X β be a solution to (19) determined by (9) . Let a sequence β n converge from the left to some fixed β ∈ (0, 1). Without loss of generality, we may assume that each X β n is comonotone 5 with X β (such r.v.'s exist by virtue of [2, Lemma 4.2]). In this case, (9) implies that the sequence X β n is uniformly bounded and converges to X β a.s. This implies convergence in L p (Ω), and D4 implies that u , we may assume that each X β n ,x n is comonotone with X β,x . In this case, (23) implies that X β n ,x n converges to X β,x a.s. Since the sequence X β n ,x n is uniformly bounded, this implies convergence in L p (Ω). Thus, lower semicontinuity D4 implies that
In turn, lower semicontinuity of h(β, x) implies that u D (β) = min x h(β, x) is l.s.c., and for every β, there exists x such that u D (β) = h(β, x). 2 Proposition 9 proves that for an arbitrary law invariant deviation measure all the assumptions in Propositions 6 and 7 hold. Thus, the developed approach can be used for constructing a generalized Chebyshev inequality for any law invariant deviation measure.
Chebyshev Inequalities for Special Distributions
It is known that the ordinary one-sided Chebyshev inequality can be improved for symmetric distributions. In this section, we apply the developed optimization technique to derive improved generalized one-sided and two-sided Chebyshev inequalities, if we know that distribution belongs to some class, such as symmetric, logconcave, etc. To construct two-sided and one-sided improved Chebyshev inequalities, we solve problems (14) and (19) with the corresponding set V .
Let us first consider the case when V is the set of all r.v.'s with symmetric distribution, i.e. X is such that
Proposition 10 Let V be the set of symmetric r.v.'s with zero mean.
(a) For any β ∈ [0, 1], a reduced set for the problem (14) is a one-parametric family U c = X x | max{0, β − 1/2} ≤ x ≤ β/2 , where
− max{a, b} with probability x, − min{a, b} with probability β − 2x, 0 with probability 1 − 2(β − x), min{a, b} with probability β − 2x, max{a, b} with probability x,
(b) In the problem (19), feasible set is empty for β > 1/2; otherwise a reduced set for the problem is the set U c consisting of a single r.v.
−a with probability β, 0 with probability 1 − 2β, a with probability β.
(33)
Proof. (a) The condition X ∈ C β in (14) implies that X is symmetric, EX = 0, and
It is straightforward to verify that U c ⊆ C β . We prove first that X x c X for any r.v. X ∈ C β and some x, and then apply Proposition 3. Without loss of generality, we can assume that a ≥ b. Then P[X ≥ b] ≤ 1/2 for X ∈ C β and c = − max{a, b} = −a, and thus,
Consequently, max{0, β − 1/2} ≤ x ≤ β/2 for x = min β/2, P[X ≤ c] , i.e., X x ∈ U c . Let F(t) and F * (t) be the CDFs of X and X x , respectively. Then
. Consequently, F * (t) ≤ F(t) for t < 0, and, using the symmetry condition, we obtain F * (t) ≥ F(t) for t ≥ 0. Thus, based on Proposition 4, we conclude that X x c X. It is left to apply Proposition 3. (b) It is straightforward to verify that X given by (33) satisfies X ∈ C β in (19), and that X c X for any X ∈ C β . It is left to apply Proposition 3.
2 Proposition 10 constructs the reduced sets for the problems (14) and (19) for the r.v.'s with symmetric distributions. As in Proposition 9, we can show that the solutions u D (β) and u − D (β) to these problems are l.s.c. and can be represented in an explicit form for any law invariant deviation measure D. This result paves the way for constructing two-sided and one-sided Chebyshev inequalities for the r.v.'s with symmetric distributions. We illustrate this approach for lower semideviation and CVaR deviation.
Example 6 (lower semideviation) For lower semideviation σ 2 − (X) = [X − EX] − 2 and a > 0, the two-sided Chebyshev inequality for the r.v.'s with symmetric distributions takes the form
Example 7 (conditional value-at-risk deviation) For CVaR deviation D(X) = CVaR ∆ α (X) and a > 0, the twosided and one-sided Chebyshev inequality for the r.v.'s with symmetric distributions are given by
The estimates for the probabilities in (34)-(36) are tighter than those (general ones) derived in Examples 3 and 4.
Next we derive the one-sided Chebyshev inequality for the r.v.'s with log-concave density. This means that X ∈ V if and only if X has the density f X (x), for which log f X (x) is a concave function.
Proposition 11 Let V be the set of r.v.'s X with EX = 0 and a log-concave density, and let a > 0. Then for the problem (19), a reduced set U c can be chosen as the set of r.v.'s X which satisfy the conditions: (i) EX = 0, (ii) P[X ≤ −a] ≥ β, and (iii) 1/q X (α) is a linear function of α, where q X (α) is the α-quantile of X.
Proof. Let us choose some X with a log-concave density such that EX = 0 and P[X ≤ −a] ≥ β, or q X (β) ≤ −a. Since the density of X is log concave, the function g
and let Y k be an r.v. such that q Y k (α) = q X (α) for α < β and such that 1/q Y k (α) = g k (α). For k = g X (β−) and all α ∈ (0, 1), g k (α) ≥ g X (α), whence q Y k (α) ≤ q X (α), and therefore, EY k ≤ EX. On the other hand, for k = g X (β)(β − 1), concavity of g X (α) implies g k (α) ≤ g X (α) for all α ∈ (0, 1), which implies q Y k (α) ≥ q X (α) and therefore, EY k ≥ EX. Thus, there exists some k 0 such that for the corresponding Y 0 , we have EY 0 = EX. Now concavity of g X (α) implies that there exists some α 0 ≥ β such that g k 0 (α) ≤ g X (α) for all α ≤ α 0 and g k 0 (α) ≥ g X (α) for all α ≥ α 0 . This implies that q Y 0 (α) ≥ q X (α) for all α ≤ α 0 and q Y 0 (α) ≤ q X (α) for all α ≤ α 0 . This, together with q Y 0 (α) = q X (α) for α < β, and EY 0 = EX implies that there exists some α 1 ≥ α 0 , such that q Y 0 (α) ≥ q X (α) for all α ≤ α 1 and q Y 0 (α) ≤ q X (α) for all α ≥ α 1 . Thus, based on Proposition 4, we conclude that Y 0 c X. Now let g (α) = g(β) + k 0 (α − β), and let Z 0 be an r.v. such that 1/q Z 0 (α) = g (α) and EZ 0 = EY 0 . Then g (α) ≥ g k 0 (α) for all α ≤ β, and g k 0 (α) = g X (α) for all α ≥ β. This implies q Z 0 (α) ≤ q Y 0 (α) for all α ≤ β and q Z 0 (α) = q Y 0 (α) for all α ≥ β. Thus, the condition EZ 0 = EY 0 implies q Z 0 (β) ≤ q Y 0 (β) = q X (β) ≤ −a, so that the probability constraint is satisfied for Z 0 . This implies that Z 0 ∈ U c . On the other hand, the condition q Z 0 (α) ≤ q Y 0 (α) for all α ∈ (0, 1) implies that there exists some α * , such that q Z 0 (α) ≥ q Y 0 (α) for all α ≤ α * and q Z 0 (α) ≤ q Y 0 (α) for all α ≥ α * . By Proposition 4, the last conditions together with EZ 0 = EY 0 guarantee that Z 0 c Y 0 c X, and the proof is finished.
Now Algorithm 2 can be used to construct the one-sided Chebyshev inequality for r.v.'s with log-concave distributions for any law invariant deviation measure. Indeed, Proposition 11 reduces (21) to a one-dimensional optimization problem, whose solution u − D (β) can be found numerically, and then the function inverse to u − D (β) provides the estimate for the probability in question.
Example 8 (standard deviation)
The one-sided Chebyshev inequality for standard deviation σ and the r.v.'s with log-concave distributions takes the form
where the function φ(t) is calculated numerically and is shown on Figure 1 . Obviously, for the class of r.v.'s with log-concave distributions, including uniform distribution, normal distribution, exponential distribution, Gamma distribution f X (x) = x m−1 θ m e −xθ /Γ(m) with m > 1, beta-distribution f X (x) = x a−1 (1 − x) b−1 /B(a, b), x ∈ (0, 1) with a ≥ 1, b ≥ 1, etc. (see [1] ), the Chebyshev inequality (37) significantly improves the estimate for the probability in question compared to the ordinary one-sided Chebyshev inequality P[X − EX ≤ −a] ≤ σ(X) 2 /(σ(X) 2 + a 2 ) (the reader may compare the function φ(t) in Figure 1 with t 2 /(t 2 + 1), corresponding to σ(X)).
Similarly, using Proposition 11, we can construct Chebyshev inequalities for the r.v.'s with log-concave distributions for an arbitrary law invariant deviation measure. Also, the suggested approach (Algorithms 1 and 2) encompasses constructing two-sided and one-sided versions of Chebyshev inequalities for r.v.'s with distributions from other families.
Kolmogorov Inequality with Law Invariant Deviation Measures
Let a sequence of r.v.'s S 1 , S 2 , . . . , S n be a discrete-time martingale, i.e., E[S i | S 1 , . . . , S i−1 ] = S i−1 for i = 2, . . . , n. In particular, if X 1 , X 2 , . . . , X n are independent r.v.'s with zero mean, the sum S k = ∑ k i=1 X i , k = 1, . . . , n is a martingale. Suppose that ES 1 = 0. The classical Kolmogorov inequality for martingales states that
It estimates the probability of large deviations of S 1 , S 2 , . . . , S n in terms of standard deviation of S n . The same inequality holds for continuous-time martingales S(t),t ∈ [t 0 ,t 1 ]
Generalized Kolmogorov Inequality
The following proposition generalizes (38) and (39) for an arbitrary law invariant deviation measure D. 
Similarly, if for nondecreasing function g − D (d), the one-sided Chebyshev inequality (18) holds, then
Proof. Let N = min{k | |S k | ≥ λ} ∧ n be the smallest index such that |S N | ≥ λ, or, if max
Then N is an r.v., and the event {N = k} depends only on values S 1 , . . . , S k . This r.v. is called a stopping time with respect to the sequence S 1 , S 2 , . . . , S n . Since N ≤ n, Doob's optional sampling theorem states that
Then from (11) , it follows that
Similarly, S N − c S n for the stopping time N − = min{k | S k ≤ −a} ∧ n, and thus,
For a continuous-time martingale with stopping times T = min{t | |S(t)| ≥ λ} ∧ t 1 and T − = min{t | S(t) ≤ −a} ∧ t 1 , the Kolmogorov inequalities are proved similarly. Observe that if (11) reduces to an equality for some r.v. X 0 , so does (40) for S 1 = S 2 = S 3 = . . . = S n = X 0 − EX 0 . This means that (40) cannot be tightened provided that g D (d) in (11) satisfies the requirement (R2).
The following examples are similar to those in Section 4.
Example 9 (two-sided Kolmogorov inequalities) Let S 1 , S 2 , . . . , S n be a martingale with ES 1 = 0. Then, for MAD, lower semideviation, CVaR deviation and the deviation measure in Example 5, the Kolmogorov inequalities are determined by (i) MAD:
(ii) lower semideviation:
(iii) CVaR deviation for α ≤ 1/2:
where d = CVaR ∆ α (S n )/λ. For α ≥ 1/2, the Kolmogorov inequality follows from (44) and the relation
Detail. These inequalities follow from (40) and the Chebyshev inequalities in Examples 2-5.
Similarly, the one-sided Chebyshev inequalities in Examples 2-5 result in the corresponding one-sided Kolmogorov inequalities. The same inequalities hold for continuous-time martingales.
Application of Generalized Kolmogorov Inequality
Application of the generalized two-sided Kolmogorov inequality can be illustrated by the following example. Let S(t) be a discrete-time martingale with t = 0, 1, 2, . . . such that S(0) = 0 and the increments X t = S(t) − S(t − 1) are independent and identically distributed r.v.'s with mean 0 and finite variance σ 2 . The process S(t) can be used to model various real-life processes, such as the logarithm of an exchange rate of two currencies or the logarithm of the rate of return of a stock.
Suppose S(t) is the logarithm of the exchange rate of two currencies, and we are interested in estimating P[|S(t)| < λ for all t ≤ n]. For illustrative purposes, let λ = σ √ n. When n is sufficiently large, we can assume the distribution of S(n) to be approximately normal, i.e. S(n) ∼ N 0, nσ 2 .
From the Kolmogorov inequality (38) with standard deviation, we obtain
which, in fact, provides no information. Similarly, from the Kolmogorov inequality (42) with MAD, we have
Indeed, since S(n)/λ ∼ N(0, 1), we can write
Thus, in this case, MAD is more informative than standard deviation. The question arises whether we can obtain a better estimate, using another deviation measure. The next example addresses this issue.
Example 10
The Kolmogorov inequality (45) with the deviation measure
where α 0 is such that CVaR
The estimate (46) cannot be improved by using another deviation measure in the two-sided Kolmogorov inequality.
Detail. To obtain a non-trivial estimate in (45), we require D α (S(n)) < λ. Equivalently, CVaR 
where Φ is the CDF of the standard normal distribution. From this equation, we find α 0 ≈ 0.382 numerically. Now, from the Kolmogorov inequality (45) for every α > α 0 , it follows that
which for α → α 0 and λ = σ √ n reduces to This approach can be readily extended to the case when X i are not identically distributed, or when S(n) is not normally distributed. We only need to assume that either the distribution of S(n) is known or α 1 and α 2 such that CVaR ∆ α 1 (S(n)) = λ and CVaR ∆ α 2 (−S(n)) = λ are available. As another illustration, suppose that X(t) is the rate of return of a portfolio at time t with S(t) = ln(X(t) + 1) to be a martingale process. If t 0 is the present time moment then the generalized Kolmogorov inequality (41) estimates the probability that X(t) ≤ −c at some t ∈ [t 0 ,t 1 ] for some c ∈ (0, 1): (t 1 )) ).
In particular, if ln(X(t 1 )+1) ∼ N(0, σ 2 0 ) and c = 1−e −σ 0 , then S(t 1 ) ∼ N(0, σ 2 0 ) and with the standard deviation, the above inequality reduces to The next example shows that this estimate can be improved.
Example 11
The one-sided Kolmogorov inequality with CVaR deviation provides 
where α 0 solves CVaR ∆ α 0 (Z) = 1 for Z ∼ N(0, 1). The estimate (48) cannot be improved by using another deviation measure in the one-sided Kolmogorov inequality.
Detail. By Proposition 12, the right-hand side in the above Kolmogorov inequality coincides with the one in the Chebyshev inequality (30). To obtain a non-trivial estimate in (30), we require CVaR 
Conclusions
We have observed that on an atomless probability space every law invariant deviation measure is consistent with concave ordering, i.e. X c Y implies D(X) ≤ D(Y ). An immediate consequence of this fact is that decision making with law invariant deviation measures over random outcomes with equal means conforms with risk-averse preferences. However, it also implies that Rao-Blackwell theorem holds for an arbitrary law invariant deviation measure and that minimization of law invariant deviation measures can be reformulated as minimization over sets of undominated r.v.'s with respect to concave ordering. Using the latter fact, we have developed an approach for reducing minimization of law invariant deviation measures with certain chance constraints to finite parameter optimization problems. We have applied this approach to obtain Chebyshev and Kolmogorov inequalities with an arbitrary law invariant deviation measure in two cases: (i) for r.v.'s with all possible distributions on L p (Ω), and (ii) for the r.v.'s with distributions from a given set, in particular for the r.v.'s with symmetric distributions. As an illustration, we have derived Chebyshev and Kolmogorov inequalities for mean-absolute deviation, lower semideviation, and conditional value-at-risk deviation. Also, we have demonstrated that in the example of a discrete-time martingale with an asymptotically normal distribution, the Kolmogorov inequality with deviation measures other than standard deviations, e.g., mean absolute deviation, provides better estimates for the probability in question.
