We present a new nonlinear optimization procedure for the computation of generalized Gaussian quadratures for a broad class of functions. While some of the components of this algorithm have been previously published, we present a simple and robust scheme for the determination of a sparse solution to an underdetermined nonlinear optimization problem which replaces the continuation scheme of the previously published works. The performance of the resulting procedure is illustrated with several numerical examples.
Introduction
Classical Gaussian quadrature rules are optimal formulas for the evaluation of integrals of the form (1.1) b a P (x)ω(x)dx where P (x) is a polynomial and ω : [a, b] → R + is an essentially arbitrary nonnegative weight function; they are optimal in sense that an n-point Gaussian quadrature rule integrates polynomials of degree n − 1 exactly with respect to the weight function ω. They are extremely efficient as long as functions to be integrated are smooth or of the form f (x) = g(x)w(x) where g(x) is smooth and w(x) is fixed and known a priori. However, they perform poorly in a number of instances of great importance in computational mathematics. Of particular interest is the integration of functions f which admit representations of the form
where the φ i are oscillatory, singular, or both and known a priori but the coefficients α i are not. Then each of the functions φ i (x) can exhibit a different type of singularity or a different frequency of oscillation, and classical Gaussian quadrature rules perform very poorly. Many such integrals arise in computational physics (see, for instance, [4] and [18] ). It has long been known that Gaussian quadratures admit generalization to a fairly broad class of systems of functions (see [11, 12, 15, 16, 13] ). We adopt the terminology of [14, 20, 3] , and say that a generalized Gaussian quadrature for a collection {φ 1 , . . . , φ 2n } of 2n functions and a nonnegative weight function ω is an n-point quadrature rule The constructions found in [11, 12, 15, 16, 13] do not lead readily to numerical algorithms for the design of generalized Gaussian quadrature rules. In [14] , a numerical algorithm is introduced for the construction of generalized Gaussian quadrature rules for a fairly broad class of functions. The approach is based on the observation that the nodes x j and weights w j of a generalized Gaussian quadrature satisfy a nonlinear system of equations. The procedure of [14] is a variant of Newton's algorithm coupled with a continuation scheme for the generation of a suitable initial point for the modified Newton iterations. In [20] and [3] , the continuation scheme of [14] is refined, improving the stability of the algorithm, and a new preprocessing step is added in [20] , greatly expanding its range of applicability.
The present paper introduces a new numerical procedure for obtaining generalized Gaussian quadrature rules. While we also use Newton-type iterations to solve nonlinear systems of equations, our scheme differs from the algorithm of [14, 20, 3] in that the continuation method is abandoned in favor of a simpler, more robust approach.
The paper is structured as follows. Section 2 contains mathematical and numerical preliminaries. In section 3, we describe certain standard numerical tools used by the algorithm. Section 4 describes the algorithm in detail. Section 5 contains several examples of quadratures we have obtained. Finally, in Section 6, we present conclusions and discuss several possible extensions of this work.
2. Mathematical and numerical preliminaries 2.1. Generalized Gaussian and Chebyshev quadratures. The quadrature formulas considered in this paper are of the form (2.1)
where the x j and ω j are real numbers. We will refer to the x j as the nodes and the w j as the weights of the quadrature formula (2.1). They will be used to approximate integrals of the form Quadratures are typically chosen so as to make (2.1) exact for some set of functions, commonly polynomials of a fixed order. Classical Gaussian quadrature rules consist of n nodes and n weights which integrate polynomials of order 2n − 1 exactly. In [14] , the notion of a Gaussian quadrature was generalized as follows: DEFINITION 2.1. A quadrature formula will be referred to as Gaussian with respect to a set of 2n functions φ 1 , . . . , φ 2n : [a, b] → R and a weight function ω : [a, b] → R + if it consists of n nodes and n weights and integrates exactly the functions φ i with respect to the weight function ω for all i = 1, . . . , 2n. The weights and nodes of a Gaussian quadrature will be referred to as Gaussian weights and nodes, respectively.
Although Chebyshev quadratures are classical Gaussian quadratures on the interval [−1, 1] with respect to the weight function ω(x) = (1−x 2 ) −1/2 , in practice, Chebyshev nodes and weights are often used to integrate functions on [−1, 1] with respect to the weight function ω(x) = 1. This practice leads to a 2n-point quadrature which integrates exactly polynomials of order 2n−1, and motivates the following definition: DEFINITION 2.2. A quadrature formula will be referred to as a Generalized Chebyshev quadrature for a set of 2n functions φ 1 , . . . , φ 2n : [a, b] → R and a weight function ω : [a, b] → R + if it consists of 2n nodes and 2n weights and integrates exactly the functions φ i with respect to the weight function ω for all i = 1, . . . , 2n. The weights and nodes of a Chebyshev quadrature will be referred to as Chebyshev weights and nodes, respectively.
2.2.
Quadrature rules and optimization. Let m, n be integers with m ≤ 2n and let x 1 , . . . , x n , w 1 , . . . , w n be a quadrature rule f (x j )w j which is exact for the functions φ 1 , . . . , φ m . Obviously, the weights w j and nodes x j of such a quadrature satisfy the (generally underdetermined) nonlinear system of equations F 1 (x 1 , . . . , x n ,w 1 , . . . , w n ) = b 1 F 2 (x 1 , . . . , x n ,w 1 , . . . , w n ) = b 2 (2.4) . . . When m = 2n, the nodes x j and weights w j in (2.4) form a generalized Gaussian quadrature for the functions φ 1 , . . . , φ 2n . In [11] and [13] , the existence of a unique solution of (2.4) is proven under certain conditions on the system of functions φ 1 , . . . , φ 2n . It is observed in [14, 20, 3] that solutions, or at least approximate solutions, of (2.4) exist for many systems of 2n functions not satisfying those conditions.
In this paper, we will encounter systems of the form (2.4) where m < 2n. Under these conditions, the system does not admit a unique solution. Non-uniqueness is not, however, an obstruction to the determination of a quadrature rule for the functions φ 1 , . . . , φ m since such a rule is given by any solution of the system (2.4). Indeed, even in the case when there is no exact solution of (2.4), it is often possible to construct an approximate quadrature for the functions φ 1 , . . . , φ m .
We close this section with the following definition: DEFINITION 2.3. Suppose φ 1 , . . . , φ m : [a, b] → R are square integrable with respect to the nonnegative integrable weight function ω. We say that a quadrature rule x 1 , . . . , x n , w 1 , . . . , w n integrates φ 1 , . . . , φ m with precision ǫ > 0 if
where (2.8)
for all i = 1, . . . , m.
2.3.
Quadrature and interpolation. It is well known that when Chebyschev nodes are used for polynomial interpolation on the interval [−1, 1], the procedure is numerically stable and the convergence properties are close to optimal (see [19] and [6] ). In this subsection, we prove that the nodes of any Gaussian quadrature and many generalized Gaussian quadratures lead to stable interpolation formulas. The principal analytic tool of this subsection is the following obvious theorem (see, for example, [20] ). THEOREM 2.1. Suppose that the weight function ω : [a, b] → R is nonnegative and the functions φ 1 , . . . , φ n : [a, b] → R are orthonormal with respect to ω. Suppose further that the n-point quadrature rule x 1 , . . . , x n , w 1 , . . . , w n is exact for all products of the form φ i (x)φ j (x) and w i > 0 for all 1 ≤ i ≤ n. Then the n × n matrix A with entries (2.10)
is orthogonal. Now let f be a function of the form
We would like to construct an interpolation formula on the interval [a,b] for functions of this form; that is, given the values f 1 , . . . , f n of a function of the form (2.11) at a collection of points x 1 , . . . , x n , we would like a formula for determining the coefficients α 1 , . . . , α n . Let α be the vector α = (α 1 , . . . , α n ), let F be the vector
. . , f n ), and finally, let B be the n × n matrix with entries (2.12)
and assuming that B is invertible, it follows that (2.14)
If the condition number of B is not too high, then (2.14) is a numerically stable formula for computing the coefficients α 1 , . . . , α n . The following observation is the principal observation of this subsection. Observation 2.1. Under the conditions of Theorem 2.1, the matrix B in the interpolation formula (2.14) is of the form
where D is a diagonal matrix with entries
and Q is orthogonal. Thus
In other words, the coefficients α can be obtained by applying a diagonal matrix followed by an orthogonal matrix.
2.4.
The damped Gauss-Newton method. The damped Gauss-Newton method is a well-known iterative technique for the solution of nonlinear least-squares problems. It converges under very general conditions, and does not require that the Jacobian of the system be nonsingular. Here we give only elementary details; a more thorough treatment can be found in [7] . Suppose that R : R n → R m is a continuously differentiable function of the form
and let J(x) be the Jacobian
The damped Gauss-Newton method is a numerical method for minimizing the function
It belongs to a broad class of numerical optimization methods which proceed from an initial guess x 0 by forming a sequence x 1 , x 2 , . . . of iterates via the formula (2.21)
where d k is referred to as the search direction at iteration k and α k is a carefully chosen step size. The primary purpose of this section is Theorem 2.2 below, which gives conditions under which an iteration of the form (2.21) converges. We start with the following definition: DEFINITION 2.4. Let f : R n → R be a continuously differentiable function and consider any iteration of the form (2.21). We say that the step length α k and step direction d k satisfy the Wolfe conditions at the point
for some constants λ ∈ (0, 1) and β ∈ (λ, 1).
The following theorem can be found in [7] : THEOREM 2.2. Suppose that f : R n → R is a continuously differentiable function bounded from below, and assume that there exists γ ≥ 0 such that
for every x and y in R n . Consider any iteration of the form (2.21) such that for each k = 0, 1, . . . the pair (d k , α k ) satisfies the Wolfe conditions. If, in addition, one of the conditions
holds for each k = 0, 1, . . ., then either
Remark 2.1. Theorem 2.2 states that either the sequence x k converges to a critical point for the function f or the direction d k become orthogonal to the gradient of f . In practice, it is easy to avoid the later condition, thus ensuring the convergence of ∇f (x k ) to 0.
Remark 2.2. Under mild conditions on the function f , given a sequence of {d k } satisfying condition (2.25), there exists a sequence of α k satisfying the Wolfe conditions (see, for example, [7] Theorem 6.3.2).
In the case of the damped Gauss-Newton method, the search direction d k is chosen as a solution to the least-squares problem
which is an affine approximation to the nonlinear least-squares problem
If we choose d k to be 0 in the event that ∇f (x k ), d k = 0, then we obtain the following theorem: THEOREM 2.3. Suppose that R : R n → R m is a continuously differentiable function of the form (2.18), f : R n → R is given by (2.20) , and the Jacobian, J(x), of R is given by (2.19) . Further suppose that J(x) 2 is bounded on R n and there exists a constant γ > 0 such that
for all x and y in R n . If x k is defined by the iteration
where, for each k = 1, 2, . . ., d k is a solution of the least-squares problem
and the sequence {α k } is chosen so that the pairs (d k , α k ) satisfy the Wolfe conditions for k = 0, 1, . . ., then either
2.5. Singular value decomposition. The SVD is a ubiquitous tool in numerical analysis (see, for instance, [8] ). Here we discuss it in the case of real matrices. LEMMA 2.1. (SVD). For any n × m real matrix A, there exist, for some integer k, an n × k real matrix U with orthonormal columns, an m × k real matrix V with orthonormal columns, and a k×k real diagonal matrix Σ with positive diagonal entries
The diagonal entries of Σ are called singular values, the columns of the matrix U are called the left singular vectors, and the columns of the matrix V are called right singular vectors.
One of the most common applications of the SVD is the approximation of matrices; if we let Σ p denote the diagonal matrix with entries
* is, in fact, the optimal rank p approximation of the matrix A (see, for instance, [8] ); that is, (2.35) min
where A k ranges over the set of all n × m matrices of rank k.
2.6. QR decompositions. The singular value decomposition provides the means to construct an optimal rank k approximation to a given matrix; however, the SVD can be expensive to form, and other less computationally expensive matrix factorizations can be used to compress matrices in lieu of the SVD. By a slight abuse of terminology, we will refer to the factorization in the following obvious lemma as a "QR decomposition." LEMMA 2.2. For any n × m real matrix A, there exist an integer k, an n × k real matrix Q with orthonormal columns, an m × m permutation matrix Π, and a k × m real matrix R with the block form
where T is a k × k upper triangular matrix with positive diagonal entries and M is a general k × (m − k) matrix, such that
Moreover, there is a one-to-one correspondence between m × m permutation matrices Π and decompositions of the form (2.36).
The following theorem can be found (in a stronger form) in [10] . THEOREM 2.4. Suppose that A is a real m × n matrix with singular values σ 1 ≥ σ 2 ≥ . . . ≥ σ r > 0. For any integer p, 0 < p ≤ r, there exists an m × m permutation matrix Π such that the QR decomposition uniquely determined by Π is of the form
where R 11 is a p × p upper triangular matrix with positive diagonal entries, and
Remark 2.3. Theorem 2.4 implies that given any real m × n matrix A with singular values σ 1 ≥ σ 2 ≥ . . . ≥ σ r > 0 and any integer 0 < k < r, there is a permutation matrix Π such that the well-known Gram-Schmidt orthogonalization procedure (see, for example, [8] ) applied to the matrix AΠ results in the approximate matrix factorization
where Q is an m×k matrix with orthonormal columns and S is a k×n matrix S. Note that the error bound (2.39) is close to the optimal error for rank k approximations to A. Remark 2.4. When properly implemented, the modified Gram-Schmidt algorithm with reorthogonalization is a reliable method for obtaining a QR decomposition (see, for instance, [2] ). While there are no guaranteed bounds of the form (2.39) for this algorithm, it does well in practice. In [10] , robust, provably stable algorithms are introduced for producing QR decompositions that satisfy bounds of the form (2.39).
2.7.
Analogs of matrix factorizations for finite sequences of functions. Here we introduce analogs of the matrix factorizations of the preceding two subsections for finite sequences of functions. We begin with the following obvious generalization of Lemma 2. where T is a k × k upper triangular matrix with positive diagonal entries and M is a general k × (m − k) matrix, such that
for all j = 1, . . . , m. Moreover, there is a one-to-one correspondence between decompositions of this form and permutations Π ∈ S m .
By analogy with the finite dimensional case, we will refer to decompositions of this type as QR decompositions. The functions q i (x) will be referred to as QR functions and we will call the diagonal entries r ii of R the normalizing factors of the decomposition.
As in the case of matrices, a common application of expansions of the form (2.40) is the "compression" of the functions φ j ; that is, often permutations Π ∈ S m can be found for which the truncated series
with p < k, provide good approximations to the functions φ Π(j) . Now, we restate a result found in [3] , generalizing the SVD to the case of a finite sequence of functions. 
for all x ∈ [a, b] and all j = 1, . . . , m. The sequence s 1 , . . . , s k is uniquely determined by k. By analogy with the finite-dimensional case, we will refer to this decomposition as the SVD of a finite sequence of functions. We call the functions u i the singular functions, the columns of V the singular vectors, and the values s i the singular values. The SVD is clearly a useful tool for the compression of the sequence φ 1 , . . . , φ m : if we letφ j (x) denote the p-term truncation
However it is obtained, using an approximate representation
integrals of the form
thus, a quadrature which is exact for the integrals
. . , p, can be used as an approximate quadrature for the integrals
2.8. Underdetermined systems. The purpose of this short subsection is the statement of two lemmas on the existence and behavior of sparse solutions of underdetermined systems.
We begin with the following result on the existence of well-behaved solutions to underdetermined least-squares problems, whose proof is an elementary exercise in linear algebra.
LEMMA 2.4. Suppose that A is an n × m matrix, n < m, with left singular vectors u 1 , . . . , u k and singular values σ 1 ≥ . . . ≥ σ k > 0. For 0 < p ≤ k, let U p be the subspace of R n spanned by u 1 , . . . , u p , and let Proj p : R n → U p denote the projection operator R n → U p . Then, given any vector b ∈ R n and any integer 0 < p ≤ k, there exists a vector x ∈ R m with no more than p nonzero entries such that
and (2.51)
Let A be an n × m matrix with n < m and consider the least-squares problem (2.52) min
where b is a given vector in R n . The problem is underdetermined and therefore the condition number of A is infinite. However, Lemma 2.4 implies that if b is in the span of a small number of singular vectors of A, then a well-behaved approximate solution x to the least-squares problem (2.52) can still be found.
The second lemma is a stronger, but more specialized result, whose proof is an easy corollary of the following theorem, which appears as Theorem 2 in [17] . THEOREM 2.6. Suppose that S is an arbitrary set, n is a positive integer, f 1 , . . . , f n are bounded complex-valued functions on S, and ǫ is a positive real number such that
Then, there exist n points x 1 , . . . , x n in S and n functions g 1 , . . . , g n on S such that
for all x in S and k = 1, 2, . . . , n, and
for all x in S and any function f defined on S via the formula
Moreover, if the set S is finite, then g 1 , . . . , g n can be chosen so that (2.54) holds with
where A is an m × n matrix of rank m, then there exists a vectorx ∈ R n with no more then m nonzero entries such that If we let y = Gx ∈ R m and definex by the formula
thenx has at most m nonzero entries, Ax = b, and
Remark 2.5. For sets S which are finite, the proof of Theorem 2.6 given in [17] is constructive, but the procedure is computationally infeasible. To wit, in the special case of Lemma 2.5, the scheme of [17] amounts to the choice of a submatrixÃ consisting of a set of columns A i 1 , . . . , A im of A which maximize the determinant
over the collection of all sets of m columns of the matrix A. The existence of the matrix G follows since det(Ã) = 0 by construction, and the bound on the entries of G follows from Cramer's rule.
Remark 2.6. In practice, the modified Gram-Schmidt procedure with reorthogonalization can be used to find a set of m columns A i 1 , . . . , A im of the m × n rank m matrix A such that
is comparable to the supremum (2.67) sup
over all collections of m columns of A. Indeed, the modified Gram-Schmidt procedure is nothing more than a "greedy" algorithm for finding an approximate solution to the optimization problem
An obvious modification of the argument in [17] (which is sketched above in Remark 2.5) shows that once such a set of columns i 1 , . . . , i m has been found, the matrix A can factored as A =ÃG, whereÃ is an m × m submatrix of A and G is an m × n matrix whose entries are bounded in absolute value, but not necessarily by 1.
Remark 2.7. Strong rank revealing QR factorizations (see [10] and [2] , for instance) identify a spanning set A i 1 , . . . , A im of columns of an m × n matrix A of rank m for which the ratio of
is guaranteed to satisfy a lower bound, thus ensuring that a stable factorization of the form
whereÃ is an m × m submatrix of A, can be found.
2.9.
The Sherman-Morrison-Woodbury formula. The Sherman-Morrison-Woodbury formula gives an expression for the rank-k update
of the inverse of a matrix A. The following Lemma can be found, for instance, in [8] : LEMMA 2.6. Suppose that A is an invertible n × n matrix, U is an n × k matrix, and V is an k × n matrix. If the rank-k update
of the matrix A is invertible, then its inverse is
In this paper, given an m × n real matrix A, we will utilize the Sherman-MorrisonWoodbury formula to perform a specific type of update to the inverse of the m × m matrix AA t . In particular, we wish to update the inverse of AA t in order to form the inverse of the matrix BB t , where B is obtained from A by deleting its j th column. That is,
where u is the m × 1 vector which is the j th column of the matrix A and v is the n × 1 vector with entries (2.70)
A simple calculation shows that
In other words, if we form the matrix B by deleting the j th column of the matrix A, then BB t can be formed from AA t by a rank-1 update. The Sherman-MorrisonWoodbury formula then implies that the inverse of BB t can be computed from (AA t ) −1 via a rank-1 update.
3. Numerical apparatus 3.1. Nested Legendre discretizations of sequences of functions. In this paper, we are confronted with sequences φ 1 , . . . , φ m of functions defined on the interval [a, b] for which we wish to construct a generalized Gaussian quadrature rule. The collection of functions φ j has the following properties:
• Each function φ j is integrable on [a, b] and analytic except at a small number of points, • The total number functions is quite large (e.g., m = 10, 000), • The rank of the set φ 1 , . . . , φ m is low (e.g., 40) to high precision. In order to construct an efficient quadrature rule, we will take advantage of rank deficiency to "compress" the sequence φ 1 , . . . , φ m . This means, more specifically, that we first form a set u 1 , . . . , u k of orthonormal functions on [a, b] such that each φ i can be approximated by a sum of the form
and each u j is defined by a sum
We then build a generalized Gaussian quadrature rule for the functions u 1 , . . . , u k . In the course of constructing that quadrature, it will be necessary to evaluate the functions u j at arbitrary points on the interval [a, b] . If the sums (3.2) involve a large number of terms, or if the evaluation of the φ i is expensive, then it is impractical to use formula (3.2) to evaluate the u j . It will therefore be necessary to represent the function u j in a manner which allows for their rapid evaluation. An obvious alternative to evaluating sums of the form (3.2) directly is to represent the functions u j via polynomial interpolation. Let x 1 , . . . , x n be a mesh of interpolation points on the interval [a, b] and suppose that the Lagrange polynomials interpolating u 1 , . . . , u k at these mesh points represent the functions u j to a given precision. Then, clearly, the Lagrange polynomial interpolating the function
at x 1 , . . . , x n approximates φ i with controllable precision. As was discussed in Subsection 2.3, if Gaussian nodes are used as interpolating points, then the resulting procedure is numerically stable. However, when the functions φ j are not smooth, polynomial interpolation becomes inefficient and can fail completely for sufficiently singular functions. In such cases, where the functions to be interpolated are singular, it is customary to use an adaptive interpolation scheme instead. That is, the interval [a, b] is subdivided into a collection of subintervals such that each function φ j is accurately interpolated by a low order polynomial on each subinterval.
In this subsection, we describe a numerical procedure for the approximation of a sequence of functions via nested Gauss-Legendre polynomial interpolation. The procedure is introduced in [20] , but we reproduce it here since it is an integral part of the algorithm. The input to this procedure is a collection φ 1 , . . . , φ m of functions integrable on [a, b], a precision ǫ > 0, and a reasonably large integer k which controls the number of interpolation nodes used on each subinterval (for the computations in this paper, we used k = 30). The algorithm proceeds in three stages. Stage 1. In the first stage, the following procedure is used to discretize each of the φ i separately. That is, the following sequence of steps is repeated for i = 1, . . . , m: 1. Construct the 2k Legendre nodes x 1 , . . . , x 2k on the interval [a, b]. 2. Let P (x) denote the Lagrange polynomial of order 2k − 1 interpolating φ i at the mesh points x 1 , . . . , x 2k . Construct the coefficients α 1 , . . . , α 2k of P (x) in the expansion
where L j (x) is the j th order Legendre polynomial. Stage 3. Construct the k point Legendre discretization on each the subintervals obtained in Stage 2 for each of the functions φ i (x). Remark 3.1. The scheme of this subsection is a reasonably reliable mechanism for the discretization of sets of functions with singularities. The stopping condition (3.4) is analogous to that usually used to terminate an adaptive quadrature procedure. Just as any such quadrature procedure can fail for carefully designed counterexamples, so too can the procedure of this section fail under certain circumstances. The problem, however, is not encountered in the examples of this paper and whenever the authors have encountered it in practice, it has been easy to rectify.
3.2.
Compression of a finite sequence of functions. This subsection describes a numerical procedure for compressing a finite sequence of functions by approximating either the singular value decomposition or a QR decomposition of the sequence.
We begin with two definitions, the second of which is adapted from [20] and [3] . In what follows, P C( 
for all j = 1, . . . , k. We call the x 1 , . . . , x k interpolation nodes, the mapping T the interpolation mapping, and the φ j interpolating functions. We also say that the coefficients α 1 , . . . , α k of T f (x) with respect to the basis {φ 1 , . . . , φ k } are the interpolation coefficients for the function f .
Associated with every k-point linear interpolation scheme is an invertible linear transformation R k → R k which takes the values f (x 1 ), . . . , f (x k ) of a function f at the interpolation nodes to the k interpolation coefficients for the function. The image T f of f under the interpolation mapping is, of course, determined by these interpolation coefficients. We will often refer to T f as the function defined by the interpolation scheme and the values f (x 1 ), . . . , f (x k ).
Remark 3.2. It is generally possible to extend the definition of interpolation scheme to encompass interpolating functions φ not in P C([a, b]), as well as interpolation mappings T defined on larger spaces. We must keep in mind, however, that equation (3.5) requires that both T f (x) and f (x) be defined pointwise. Remark 3.3. The second condition in definition 3.2 together with the assumption of the linearity of the interpolation scheme ensures that for any two piecewise continuous functions f (x) and g(x) the quadrature rule is exact for the integral
The following are examples of quadrature and interpolation schemes which preserve inner products:
Example 3.1. The combination of a classical Gaussian quadrature and Lagrange interpolation at the same Gaussian nodes preserves inner products, since polynomials interpolation on n nodes produces an interpolating polynomial of order n − 1 and the product of any two such polynomials is exactly integrated by an n point Gaussian quadrature.
Example 3.2. Nested Gaussian interpolation -like that of the preceding sectioncoupled with corresponding nested Gaussian quadrature formulas also preserve inner products, since on each subinterval Gaussian interpolation is coupled with a Gaussian quadrature formula.
Note that the interpolating functions in this example are not continuous, but rather piecewise continuous.
The following theorem, which is a reformulation of Theorem 4.5 in [20] , will be used in approximating the singular value decomposition (or a QR decomposition) of a sequence of functions. THEOREM 3.1. Suppose that the combination of a quadrature rule with nodes x 1 , . . . , x n and weights w 1 , . . . , w n , and a linear interpolation scheme with interpolating functions ψ 1 , . . . , ψ n and interpolation mapping T preserves inner products on [a, b]. Suppose further that φ 1 , . . . , φ m is a collection of piecewise continuous functions on [a, b], U = (u ij ) is an n × k matrix with orthonormal columns, and R = (r ij ) is a k × m matrix such that
for all j = 1, . . . , m and i = 1, . . . , n. If the functions u j (x) are defined for all j = 1, . . . , k via the interpolation scheme and the values
for all i, j = 1, . . . , k. 2. The sequence of functionsφ 1 , . . . ,φ m defined by the formulã
is identical to the sequence of functions produced by sampling the functions φ 1 , . . . , φ m at the points {x i } and then interpolating with the interpolation scheme on [a, b].
The algorithm described below uses as input a sequence of functions φ 1 , . . . , φ m : [a, b] → R and a quadrature and interpolation scheme which preserves inner products. The nodes and weights of the quadrature will be denoted by x 1 , . . . , x n and w 1 , . . . , w n , respectively.
The output of the algorithm depends on whether the SVD or a QR decomposition is used for compression. In either case, the output is a sequence u 1 , . . . , u k of orthonormal vectors and a sequence σ 1 , . . . , σ k of positive real numbers. When the SVD is used, the orthonormal vectors u 1 , . . . , u k approximate the singular vectors for the sequence φ 1 , . . . , φ m and the σ 1 , . . . , σ k approximate the corresponding singular values. In the case of the QR decomposition, the orthonormal vectors u 1 , . . . , u k approximate a collection of QR vectors for φ 1 , . . . , φ m and the σ j are the corresponding normalizing factors.
Description of the algorithm. 1. Construct the n × m matrix A with entries
2. Compute either the SVD of the matrix A or a QR decomposition for the matrix A. In the first case, produce the factorization
where U = (u ij ) is an n × k matrix with orthonormal columns, V = (v ij ) is a n m × k matrix with orthonormal columns, and Σ is a diagonal matrix whose j th diagonal entry is σ j . In the second case, produce the factorization Remark 3.4. Theorem 3.1 ensures that the accuracy of the approximation produced by the algorithm of this section depends primarily on the accuracy of the underlying interpolation scheme.
Construction of Chebyshev quadratures.
In this subsection, we describe a numerical algorithm for the construction of a Chebyshev quadrature for a finite sequence of functions. Given a pre-existing n-point quadrature formula x 1 , x 2 , . . . , x n , w 1 , w 1 , . . . , w n , where n > k, which exactly integrates the u 1 , . . . , u k , it is straightforward to construct a Chebyshev quadrature for u 1 , . . . , u k . Because the pre-existing quadrature rule exactly integrates the input functions u 1 , . . . , u k , the matrix equation
where r i is defined by
for all i = 1, . . . , k, is satisfied. By Lemma 2.5, there exist i 1 , . . . , i n andw 1 , . . .w k such that
In other words, there is by Lemma 2.5 a k-point quadrature formula x i 1 , . . . , x i k ,w 1 , . . . ,w k for the k functions u 1 , . . . , u k . Moreover, the inequality (3.12) ensures that the kpoint quadrature formula is numerically stable assuming the weights of the original quadrature are reasonably small. The following algorithm is a computational procedure for constructing such a quadrature via the modified Gram-Schmidt algorithm with double orthogonalization, or one of its variants. This procedure does not realize the theoretical bound (2.5) guaranteed by Lemma 2.5. In practice, however, it still leads to the construction of stable Chebyshev quadrature formulas for the input functions; see Subsection 2.8 for a more discussion of the numerical stability of the modified Gram-Schmidt algorithm and its variants.
The algorithm uses as input a sequence u 1 , . . . , u k of functions and a pre-existing quadrature x 1 , . . . , x n , w 1 , . . . , w n , with n > k, which exactly integrates the functions u 1 , . . . , u k , and produces as output a k-point quadrature formula consisting of k nodes x 1 , . . . ,x k ∈ {x 1 , . . . , x n } and k weightsw 1 , . . . ,w k .
Description of the algorithm. 1. For the vector r ∈ R k whose i th entry is the sum
which is the value of the integral b a u i (x)dx.
Form the k × n matrix B with entries
3. Use the pivoted Gram-Schmidt algorithm with double reorthogonalization to select a set B i 1 , . . . , B i k of spanning columns for the matrix B and form the factorization
where R 11 is a k × k upper triangular matrix, Q is a k × k orthogonal matrix,
and R 22 2 is small. 4. Use back substitution to construct a solution z ∈ R k to the k × k system of equations
which is, of course, a least squares solution of the system
5. Form the new k-point quadraturex 1 , . . . ,x k ,w 1 , . . . ,w k by letting
for all j = 1, . . . , k. Remark 3.5. The columns of the matrix B are scaled by the square roots of the quadrature weights so that the l 2 norms of columns of B computed in Step 3 by the Gram-Schmidt orthonormalization procedure are proportional to the quadrature weight for the corresponding column.
Numerical algorithm
This section describes a numerical algorithm for the construction of the nodes and weights of an approximate quadrature rule for a sequence of functions. The algorithm's input is a sequence of functions
and two accuracies, ǫ disc and ǫ quad . The first, ǫ disc , controls the accuracy of the scheme used to discretize and compress the input functions φ 1 , . . . , φ m , and the second, ǫ quad , is the desired accuracy for the quadrature rule. The algorithm's output is a quadrature rule consisting of a set of nodes x 1 , . . . , x l and a set of weights w 1 , . . . , w l such that
for all i = 1, . . . , m. The integer l depends on the numerical rank of the input set φ 1 , . . . , φ m and both ǫ disc and ǫ quad . The algorithm proceeds in three stages. In the first stage, the numerical techniques of the preceding section are used to discretize and compress the functions φ 1 , . . . , φ m . In the second, a suboptimal quadrature rule is obtained for the compressed collection of functions. Finally, in the third phase, an optimization procedure is used to reduce the number of points needed by the quadrature.
Stage 1: Discretization and compression.
In this stage the following sequence of steps is performed to discretize and compress the input functions. 1. Use the technique of Section 3.1 to discretize the functions φ 1 , . . . , φ m , so that they are all represented to the precision ǫ disc . Letφ 1 (x), . . . ,φ m (x) denote the resulting discretizations. Also, let x 1 , . . . , x n denote the discretization nodes and w 1 , . . . , w n the weights of the associated quadrature. 2. Apply the procedure of Subsection 3.2 to compress the sequenceφ 1 , . . . ,φ n via either a QR decomposition or the singular value decomposition. Denote the resulting orthonormal functions by u 1 , . . . , u p and the associated singular values or normalization factors by λ 1 ≥ λ 2 ≥ . . . ≥ λ p > 0. 3. Discard any of the functions u 1 , . . . , u p corresponding to a singular value (or normalization factor) λ j ≤ ǫ quad . 4. Denote the functions obtained in this manner by u 1 , . . . , u k and the associated singular values (normalization factors) by
Remark 4.1. It is important that ǫ quad be somewhat larger than ǫ disc (for the examples of this paper, ǫ quad /ǫ disc ≥ 100). Because the functions φ 1 , . . . , φ m are discretized to precision ǫ disc , singular vectors u j corresponding to singular values λ j comparable to ǫ disc contain little information about the functions φ 1 , . . . , φ m . This means that constructing a quadrature formula which faithfully integrates such singular functions is pointless, and moreover, since the u j corresponding to singular values λ j comparable to ǫ svd are not necessarily smooth, even when the the functions φ 1 , . . . , φ m are very smooth, it can cause difficulties with the the algorithm described in Step 3 below.
Stage 2: Construction of a k-point quadrature rule.
We now apply the procedure of Subsection 3.3 to construct a k-point quadrature formula for φ 1 , . . . , φ m . We use as inputs to that procedure the functions u 1 , . . . , u k and the nested Gaussian quadrature x 1 , . . . , x n , w 1 , . . . , w n constructed in Stage 1. Note that since the u 1 , . . . , u k are defined via the nested Gaussian interpolation scheme, the quadrature x 1 , . . . , x n , w 1 , . . . , w n is exact for the functions u 1 , . . . , u k .
Denote the resulting k quadrature nodes byx 1 , . . . ,x k and the k quadrature weights byw 1 , . . . ,w k . The weights of the nested Gaussian quadrature scheme satisfy the bound
since w j > 0 for all j = 1, . . . , n and the quadrature rule is exact for the function f (x) = 1. It follows from the discussion in Subsection 3.3 that the new k-point quadrature formula is numerically stable Because the discretizationsφ 1 , . . . ,φ m are well approximated by functions in the span of the u 1 , . . . , u k , a quadrature rule exact for the functions u 1 , . . . , u k will approximately integrate the functionsφ 1 , . . . ,φ m (and, of course, it follows that such a quadrature rule will also serve for the functions φ j (x), assuming the discretizations constructed in Step 1 are sufficiently accurate). So the new k-point quadrature rulex 1 , . . . ,x k ,w 1 , . . . ,w k is an approximate quadrature for the input functions φ 1 , . . . , φ m .
Stage 3: Point-by-point reduction of the quadrature rule.
In this stage, beginning with an n-point quadrature rule x 1 , . . . , x n ,w 1 , . . . , w n , we repeatedly apply the following sequence of steps, which attempt to reduce an n-point quadrature rule for u 1 , . . . , u k to an (n − 1)-point quadrature rule for u 1 , . . . , u k .
To perform these calculations, we use the observation of Subsection 2.2; namely, that the nodes and weights of a quadrature rule exact for a sequence of functions satisfy a system of nonlinear equations. Given one of the n quadrature nodes x j , we can use this fact to compute an (n − 1) point quadrature for the functions u 1 , . . . , u k via the damped Gauss-Newton algorithm described in Subsection 2.4: we simply form the system of k nonlinear equations in n − 1 unknowns described in Subsection 2.2 and use as an initial guess for the Gauss-Newton iterations the current quadrature nodes and weights, excluding the chosen point x j and its corresponding weight w j .
The only problem with this approach is the selection of the quadrature node x j to eliminate. There are n possible nonlinear systems, each corresponding to one of the n points which can be omitted. It is computationally expensive to search for a sufficiently accurate (n − 1)-point quadrature rule by solving each of the n resulting nonlinear systems of equations via the damped Gauss-Newton method. That difficulty is surmounted via the procedure described in Step 1, wherein the direction of the step for the first iteration of the damped Gauss-Newton method is computed for each of the n possible nonlinear systems. The procedure is expedited by using the Sherman-Morrison-Woodbury update formula, which leads to a computationally feasible scheme, and the results are used to determine the order in which to remove quadrature nodes.
Step 1: Rank the remaining nodes. . . .
Form the Jacobian matrix
for the nonlinear system (2.4) in Subsection (2.2), and compute the inverse
of the product JJ t . 3. For each node x k , first use the Sherman-Morrison-Woodbury formula (see Subsection 2.9) to form the matrix
via two rank-1 updates to A, where the matrix J k is obtained from J by deleting its k th and (k + n) th columns. That is, J k is obtained from J by deleting the contributions from the node x k and its corresponding weight w k .
Next, compute the damped Gauss-Newton step direction ∆x k for the nonlinear system obtained by omitting the point x k ; i.e., find a solution ∆x k to the least squares problem argmin
where r is the vector of definite integrals computed above. The solution to the minimization problem is found by solving the normal equations
4. For each k = 1, . . . , n, let η k denote the l 2 norm of the solution vector ∆x k . We will refer to the value η k as the significance of the node x k . 5. Renumber the nodes and weights of the quadrature so that {x 1 , . . . , x n } are arranged in order of increasing η j .
Step 2: First pass through the nodes. For each j = 1, . . . , n, perform the following sequence of steps: 1. Form an initial guess x 1 , . . . ,x j , . . . , x n and w 1 , . . . ,ŵ j , . . . , w n for the damped Gauss-Newton method, which excludes the node x j and its corresponding weight w j . 2. Perform a small number (e.g., 4) of damped Gauss-Newton iterations to form a (n−1)-point quadrature rulex 1 , . . . ,x n−1 ,w 1 , . . . ,w n−1 for the functions u 1 , . . . , u k . 3. Measure the approximation error
for this new quadrature rule. 4 . If the error ǫ j for the quadrature rule is sufficiently small (i.e., ǫ j ≤ ǫ quad ), then we accept this (n − 1)-point quadrature rule and go to Step 4.
If this sequence of steps completes without finding a quadrature rule with acceptable accuracy, then we renumber the points x 1 , . . . , x n and weights w 1 , . . . , w n so that
and move onto Step 3.
Step 3: Second pass through the nodes. We arrive at this stage only if we were unable to find a satisfactory (n − 1)-point quadrature rule by taking a small number of damped Gauss-Newton steps. For each j = 1, . . . , n we perform the following sequence of steps:
1. Form an initial guess x 1 , . . . ,x j , . . . , x n and w 1 , . . . ,ŵ j , . . . , w n for the damped Gauss-Newton method, which excludes the node x j and its corresponding weight w j . 2. Use the damped Gauss-Newton algorithm to form an (n − 1)-point quadrature rulex 1 , . . . ,x n−1 ,w 1 , . . . ,w n−1 for the functions u 1 , . . . , u k . In this step, the limit m on the number of iterations should be large (for the examples of this paper, m = 30). 3. Measure the approximation error
Step 4: Form the (n − 1)-point quadrature.
If an (n − 1) point quadrature rule with sufficient precision has been found, then we accept this rule and repeat the procedure of this stage for the newly formed (n − 1) point quadrature, beginning with Step 1. Otherwise, we accept the n-point quadrature rule which was the input to this stage and the algorithm terminates. Remark 4.2. The process terminates when an n-point quadrature rule cannot be reduced to an (n − 1)-point quadrature rule without an unacceptable loss of precision.
Remark 4.3. We would like to reiterate that the quadrature rules obtained by this algorithm are not exact for the functions φ 1 , . . . , φ m , but rather depend on the precision of the approximation used and the pointwise properties of the φ j .
Numerical Examples
We have implemented the algorithm of this paper for the computation of efficient quadrature rules and tested it on a number of examples. Below we present several of these examples in order to demonstrate the performance of the algorithm. It was implemented in Fortran 77, compiled with the Lahey-Fujitsu FORTRAN 95, and all timings were measured on a 2.0 GHz Intel Core 2 Duo processor with 2GB of RAM (no parallelization was utilized). Where possible, computations were performed in double precision (FORTRAN REAL*8) arithmetic; however, in order to achieve double precision accuracy for quadrature rules, it is necessary to perform the computations in extended precision (FORTRAN REAL*16). Because the Intel Core Table 2 . Quadrature formulas for the functions of the form (5.2) with α ∈ [−.6, 1.0] and b = 50. The 33-point rule on the left was generated with the QR variant of the algorithm, and the 33-point rule on the right with the SVD variant. Both achieve full double precision accuracy.
2 Duo processor does not support extended precision arithmetic in hardware, the running times for these computations are quite long.
Throughout this section, we will denote by J n (z) the n th order Bessel function of the first kind, by Y n (z) the n th order Bessel function of the second kind, and by H n (z) the n th order Hankel function of the first kind, Table 3 . Quadrature formulas for the functions of the form (5.2) with α ∈ [−.6, 1.0] and b = 100. The 43-point rule on the left was generated with the QR variant of the algorithm, while the 43-point rule on the right was generated with the SVD variant. Both achieve full double precision accuracy. as the input functions φ i to the algorithm of Section 5. It is clear the for sufficiently large n and m, the obtained quadrature will work for all functions of the form (5.2).
In Tables 1, 2 , and 3, we list the quadrature nodes and weights for b = 20, 50, and 100. In each case, two quadrature rules were computed, one using the QR decomposition variant of the algorithm and one using the SVD variant. The parameters m and n were chosen to be m = 900 and n = 100. In Table 4 , we report the time spent computing each of these quadratures as well as the number of quadrature nodes required. These computations were performed in extended precision arithmetic in order to ensure double precision accuracy for the resulting quadrature rule.
We also computed single precision (10 −8 ) quadrature rules for b = 20, 50, and 100. These computations were performed in double precision arithmetic and the results are reported in Table 5 . 
where r = x 2 + y 2 + z 2 . This formula can be derived by applying the Fourier Inversion Theorem followed by contour integration. In [9] , a scheme for accelerating fast multipole methods for the Helmholtz equations at low frequency was introduced. It operates via discretizations of formula (5.4) which hold for x, y, and z satisfying
The appropriate quadrature rule ostensively depends on the two parameters ω and L. In fact, by making the substitutions λ = ξ L and ω = Lω 0 in (5.4), we obtain the equivalent representation
which shows that up to rescaling factors, the quadrature rule depends only on the product ωL, which is the size of the box (5.5) in wavelengths. Moreover, since J 0 (z) satisfies the well-known identity
which can be found as formula (9.1.18) in [1] , in order to generate a discretization of (5.4) which holds for a ≤ ωL ≤ b, it suffices to take as input to the algorithm of Section 5 functions of the form
where x, y, and ω are allowed to vary as
The algorithm of this paper was applied to functions of the form (5.8) in order to generate discretizations of formula (5.4) of the form QR  SVD  QR  SVD  QR  SVD  QR  SVD  .5  13  13  30  29  44  44  72  72  5Table 6 . Orders of the plane wave expansions of Example 5.2 as a function of box size and accuracy.
Stage 3 algorithm was then used repeatedly to generate quadratures of varying accuracies for each of the boxes. The number of terms in the plane wave expansion is given in Table 6 as a function of the size of the box in wavelengths, the required accuracy, and which variant (QR or SVD) of the algorithm is used. Here accuracy is measured as the largest absolute error occurring in formula (5.10). Table 7 . Time (in seconds) taken by the Stage 1 and Stage 2 procedures for quadrature rules of Example 5.2; t double gives the CPU time for the double precision computations and t quad gives the total CPU time for the extended precision computations.
5.3.
Integral representations for H-expansions. Let (p, θ) denote the polar coordinate system defined by x = p cos(θ) and y = p sin(θ).
As is well known (see, for instance, [18] ), if a function φ : R 2 → C satisfies the Helmholtz equation at ∞, then φ(x) can be uniquely represented outside the disc D via the H-expansion
Moreover, once N > |ω|R, the error in the approximation where C is a properly chosen contour in the complex plane (see [5] for a simple derivation of (5.14)). In this example, we construct quadratures for formula (5.13) which hold for x and y satisfying (5.15) and for n = 0, 1, . . . , M. Since H −n (z) = (−1) n H n (z), which is formula (9.1.6) in [1] , an L-point quadrature rule for functions of this form allows us to approximate an H-expansion Table 9 . Orders of the expansions (5.17).
If we make the substitutions which shows that as with the last example, the appropriate discretization for (5.13) depends only on ωL.
The QR variant of the algorithm was used to compute quadrature rules for function of the form (5.16) for various values of ωL and M. Table 9 gives the number of terms in the expansion (5.17) necessary to obtain precisions 10 −7 and 10 −15 for boxes of different sizes and for different values of M. Table 10 gives the time required to perform the Stage 1 and Stage 2 computations for these quadrature rules, while Table 11 gives the time taken by the Stage 3 computations. Note that, as usual, the computations for quadrature rules with accuracy 10 −7 were performed in double precision arithmetic while those for quadrature rules with 10 −15 were performed in extended precision arithmetic.
Generalizations and Conclusions
We have presented a simple and robust scheme for the computation of efficient quadrature rules for a wide class of functions. We demonstrated this algorithm by generating efficient quadrature rules for several different classes of functions, including systems of functions exhibiting different kinds of singular and oscillatory behavior.
We close with a number of conclusions and possible generalizations of this work: 1. The results of this paper are purely experimental. While there is a framework for proving (under certain conditions) the existence of generalized Gaussian quadratures (see [11, 12, 15, 16, 13] ), it does not apply to many of the examples of this paper. Indeed, the numerical experiments of this paper and those of [14, 3, 20] seem to indicate that such quadratures exist under very general conditions. 2. Stage 3 of the algorithm of Section 4, wherein quadrature nodes are eliminated oneby-one, is applicable to a wide range of problems. The method applies wherever a sparse solution for an underdetermined nonlinear system of equations is being sought. 3. The quadrature weights generated by the algorithm of this paper are generally, but not necessarily, positive. In many applications, positive quadrature weights are desirable. A modification of the algorithm to ensure that the weights of the resulting quadrature formulae are positive might prove useful. The Chebyshev quadrature procedure of Stage 2 of the algorithm could be modified to produce positive weights by replacing the least squares minimization problem with a linear program. That program can be solved via the simplex method, which would result in a Chebyshev quadrature. The Stage 3 Newton iterations could be modified in a number of ways (e.g. barrier methods) to ensure, or at least encourage, positive quadrature weights. 4. Although there are several difficulties that must be overcome, there is no fundamental barrier to generalizing the procedure of this paper to higher dimensions. A procedure for generating efficient quadrature rules for collections of functions defined on domains in R 2 would have many applications in numerical analysis. This topic is being vigorously investigated by the authors.
5. The scheme of this paper has obvious application to the interpolation of functions.
In particular, the observations of Subsection 2.3 and the algorithm of this paper allow for the construction of stable, efficient interpolation formulas for highly singular and oscillatory functions. 6. There are a number of applications of this work to the discretization of integral equations. The ability to produce efficient quadratures for broad classes of collections of functions is by itself useful in the discretization of integral equations, and the general framework of this paper for "downsampling" a quadrature formula should allow for the reduction of the complexity of discretizations of integral equations.
