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1. INTRODUCTION 
A stochastic control problem with terminal region is considered making use 
of Markov controlled model. The familiar framework of the problem is as 
follows. Let the terminating time 7 of control process be defined as the first 
entrance time into the terminal region T and required to be finite with pro- 
bability 1. The expectation of a cost functional which evaluates the system 
behavior until 7, is usually minimized with respect to the admissible control law 
somehow defined. Since the terminating time is of stochastic nature, the problem 
may be considered to have infinite horizon. 
Roughly speaking, this paper is concerned with two subjects associated with 
the approach of stochastic dynamic programming. Supposing that the state 
space does not include any topology, one of them is to provide a sufficient 
condition for measurability of the optimum cost function, which will be defined 
pointwise, and to show that under the same condition optimality equation is 
fulfilled everywhere in the state space. 
Another subject is originated from the question about computability of the 
optimum cost function and existence of optimal control law. This question 
relates closely to the uniqueness property of the optimality equation. In connec- 
tion with this point, let the control problem be generalized so that the control 
process may be permitted to continue infinitely, while a newly introduced cost 
x(x1 9 x2 Y.) is imposed on this infiniteness. Of course the problem reduces to the 
original one when x = co. Dynamic programming approach then yields the 
same necessary condition for the optimum cost functions g, under a natural 
assumption for x, which means that the optimality equation need not have a 
unique solution. The circumstances may well illustrate the difficulty of finding 
the optimum cost function desired. In accordance with the state of affairs, the 
optimum cost functions g, are studied as a generalized version of the problem. 
The organization of the paper is as follows. Section 2 prepares the mathema- 
tical preliminaries that are necessary in order to consider the infinite horizon 
case, and other descriptions of materials. The former subject is discussed in 
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Section 3, and subsequent sections are devoted to the latter one. Section 4 fully 
discloses the characteristics of the optimum cost functions g, with the aid of 
martingale theory. Among all x, the cases x = 00 and 0 seem to be most service- 
able in view of application. In Section 5, these cases are examined in detail and a 
heuristic algorithm is presented for g, . Moreover, a problem of practical interest 
is analyzed as an example possessing another x. Section 6 contains the conditions 
under which the optimality equation has some uniqueness property, for the most 
desirable case. Even if the optimum cost function has been obtained, optimal or 
suboptimal control does not always follow directly. Section 7 discusses on this 
point, though insufficient, including a composite method for suboptimal control 
in the case of x = co. 
2. PRELIMINARIES 
Notations are illustrated in the first place. The state space discussed here is 
assumed to be a measurable space (X, 5). The n-fold and countably infinite 
direct products of (X, 3)‘s are represented by (X”, gn), (Xm, $Jm) respectively, 
and an element of X” is denoted by x = (xi, 2*s ,...). A terminal region T E fj 
is provided on the state space. The complement of the set T, called continuation 
region, is written by C. The trace of u-algebra 5 on C is denoted by gc, and 
those direct products of (C, gc)‘s are represented by (C”, snC), (Cm, sac) 
correspondingly. The control space L’ is assumed to be a compact metric space, 
whose Bore1 field is written by ‘5 Since the perfectly observable case is considered 
in this paper, we can take the control law p as the set of functions {uI(xl ,..., x,); 
i = 1, 2,...} without loss of generality. However, ui(xl ,..., xi) may be a gic- 
measurable function defined on Ci, i.e., 
{(Xl ,..., Xi) 1 2$(x1 ,..., Xi) E B} E &” 
for an arbitrary B E !B and satisfy 
where U(x), x E C, is a provided state-dependent control region. The set of al1 
control laws that satisfy these conditions is denoted by R. 
For the generalized problem stated in Introduction, total cost under the 
control law p can be expressed by a g,-measurable function 
where 4(x, U) denotes the continuation cost and r(x) the terminal cost. 
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In order to regard the expected total cost as a function of the initial state x, 
A probability P,” on (Xm, gm) has to be uniquely determined for any p E R. Let 
the transition probability P(x, u; A), x E C and A E $J, be given including the 
control variable u. When the sequence of states (x1 ,..., x,) E Cn is observed at 
time n, the control law p defines a probability of x,+r according to 
Pnph ,..., x,; A) = P&z, 4x1,..., 4; 4, A E 5. 
Suppose that 
PnD(xl >..., x,; A) = I&,) 
for (x1 ,..., xn) $ C”, where IA(.) d enotes the characteristic function of the set A 
and K is the first i such that xi E T. As is shown with ease, the assumption (Al)-1 
in next section assures that P,” is a %,-measurable function for every A E 5, 
and a probability on (X, 3) for every (x1 ,..., x,) E X”. Then, the desired pro- 
bability Pi,.. .5n on (Xm, $Jm) that satisfies 
pE,,...,CZ, [ 1 fyi = IFI *a* OF, jF+ PnD(xl ,***,x,; & l) (1) . . . I PkO(X1 , a.. , G-1 ; +J Fk 
for an arbitrary rectangular set & Fi E & , is uniquely determined by Tulcea’s 
theorem (e.g., Neveu Cl]). M oreover, if an initial probability q on (Xi, gr) is 
given, 
P,“(A) = j rl@xd p:,w A~iJrn, 
defines a probability on (Xm, &J. 
Now letting E,p denote the expectation with respect to P,“, the function 
Eztzx is called cost function for p, which is measurable in x. Then the optimum 
cost function is defined pointwise by the infimum of the cost functions: 
(2) 
From now on, the expressions z(p, x) and q(xi , uI(xl ,..., xi)) will be mostly 
abbreviated to zx and q(xi , UJ respectively, when the control law associated is 
clear from the context. The law whose cost function is less than g,(x) + E 
uniformly is called e-optimal, and O-optimal is simply termed optimal. 
For each control problem with an initial probability 7, our interest is to find 
i&R E,%x and obtain the control law that attains the infimum if exists. The 
law whose expected cost is less than the infimum plus E, is called (7, <)-optimal. 
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3. OPTIMALITY EQUATION AND MEASURABILITY 
OF THE OPTIMUM COST FUNCTION 
For stochastic control problems with infinite horizon, some authors have 
worked on the measurability of the optimum cost function. The function was 
proved by Blackwell [2] to be a Baire function if an e-optimal control exists for 
f > 0. Under a general framework, Strauch [3] showed that it is universally 
measurable. Hiderer [4] extended this result to the nonstationary case, and also 
obtained some theorems for the case that the state space is denoted by a measur- 
able space. This section presents another result on the measurability under a 
simple assumption (Al)-2 below, deriving the optimality equation in an expo- 
sitory style via a strict version of dynamic programming approach [S]. 
The following assumptions are effective throughout this paper. 
(Al) The transition probability P(x, u; A), x E C and A E 5, satisfies 
(1) I’(,, u; .) is a probability measure on (X, B), I’(., u; A) is measurable 
on C, and P(x, .; A) is continuous, 
(2) there exists a measure p on (C, SC) such that P(x, u; .) is absolutely 
continuous with respect to p, if considered as a finite measure on (C, gc). 
(A2) The nonnegative functions r(x) and 4(x, u) are everywhere finite, 
Y(.) and q(-, u) are measurable on T and C respectively, and q(x, *) is continuous. 
(A3) The nonnegative SW-measurable function X(X) satisfies 
for every x and n. 
(A4) The control region U(x) is a nonempty compact subset in U and 
satisfies 
for an arbitrary closed subset F C U. 
(A5) The set of control laws Rx is not empty, and there exists a measurable 
function t(x) such that 
for some p” E Rx, where Rx is defined by 
{p 1 p E R and E,YZX < co for all x}. 
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For the convenience of description we shall make use of some notations about 
control laws. Given a control law p a {z+(xr ,..., xi);j = 1, 2,...) and measurable 
functions U~(X, , . , . , x~) E L’(i(xJ, 1 <j < n, the functions 
tqx, )...) Xj) = u;(xl ,..., Xj), 1 <j<% 
= Uj-n(X,+1 ,a.., 4, j > 8, 
define a control law clearly. Let this control law be denoted by (uj(zr ,..., xj); 
1 < j < n} @ p. For a control law p, and (gl ,..., %,J such that r(%r ,..., z,J > n, 
the functions u which is expres~e2(~y,p.~~n, x1 ,..., 4; i = 1, Z..., also define a control law, 
1 ,*.*> x,). Then the equation 
is justified on account of (1) and the assumption (A3), if ~(3~ ,..., %J >~n. 
Utilizing these notations, the relation 
P&j’; 1 <j < 4 0 PI (% ,..., %) = P (4) 
holds for every (%r ,..., Q such that ~(%r ,..., &J > n. 
Also note that for given control laws p1 and p2 (E R), there exists a control 
law p” such that 
E”‘,$ = min Ept,y” z 
i=1,2 
z . 
In fact, the control law p” is such one that takes p1 if the initial state x satisfies 
E$ZX < E$zx, and otherwise takes p2. 
THEOREM 1. The optimum cost function g,(x) is measurable and satisfies the 
optimality equation 
g&> = w x E T, 
= min [dx, 4 + f P(x, u; &My)] , 
(6) 
UEUIS) x E c, 
everywhere. Furthermore for an arbitrary initial probability 7, 
in; E,,cw = s g,,(x) q(dx). 
Proof. Let us introduce a measurable function 
,&(x) = ess inf Ez+x, x E c, 
DER 
(7) 
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where the essential infimum is taken with respect to the measure TV assumed in 
(Al)-2. We shall assume &(x) = r(x) on T, in keeping with the self-evident 
result that g,(x) = r(x) f or every x E T. On the essential infimum, we note as a 
preliminary that there exists a sequence pi E R such that 
(see [I], pp. 4445). Then applying the procedure below (5) to these pi and b in 
(AS), we can reconstruct the sequence pi E R by induction so that their cost 
functions F(X) z E&fzx satisfy vi(x) < t(x), and converge to g;(x) nonincreas- 
ingly; 
CL-a.s. on C. 
To begin with we shall prove (12) seen in the sequal, instead of (6). To show 
the inequality “<” for (12), control laws p^” = {u(xl)} @ pi are introduced, 
where U(X) (c U(x)) is a measurable function fixed arbitrarily. By (3) and (4), we 
obtain 
Taking expectation of (8) with respect to I’!: , we obtain 
Then applying the monotone convergence theorem to the right-hand side, and 
noting that the definition of g,(x) implies g,(x,) < E[:zx, one may deduce the 
inequality gX(x,) < #(x1 , u(xr); g,) everywhere on C, where 
For a simple function s(x), the function 4 is continuous in u and measurable in x 
due to the assumptions (Al)-1 and (A.2). Hence, choosing simple functions 
&(x) such that &(x) t g,(x) as k ---f co, $(x, u; g,) is shown to satisfy the con- 
ditions appeared in Theorem 8 of Filippov’s type whose result need not topology 
of the state space (see Appendix). Consequently, a measurable function U”(X) 
exists that minimizes z,!J(x, U; &,) for each x E C, where u ranges over U(X). Then 
it follows that 
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Conversely for the inequality “a”, remark that 
(‘0) 
for every p E R and x1 E C. From p(xJ E R, the inequality E~@)z~ 2 g;(x) is 
established ,u-as. on C. With this inequality and the assumption (Al)-2, the 
expectation of (10) with respect to PjE, reduces to 
for each x1 E C. Recalling that p E R is arbitrary, the relevant inequality is 
proved. Thus we obtain: 
As a consequence of (12), the measurability of g,(x) is confirmed by Lemma 5 
in Appendix. 
To complete the proof of (6), it suffices to showg,(x) = g,(x) p-as. on account 
of (12) and (Al)-2. Note that the latter representation of & implies g,(x) < g,(s) 
p-a.s. For the reverse inequality, suppose that U”(X) described above be sub- 
stituted in (8). Then, by (12), the sequence pi = {U”(X)} @pi satisfies 
as i tends to infinity. This verifies the desired inequality. 
To prove (7) finally, let us define measurable sets A, E 3” for a given E > 0; 
Ai = {x 1 Ef. 2’ <g,(x) + cl/i; A,, i = 1, 2,.... 
k=l 
The relation (13) then makes the sets Ai a division of C. Thus, expressing pi as 
{cji;j = 1, 2,...}, the control law p’ that has the control functions 
satisfies E$tzx < g,(xr) + .S for every x1 E C. Hence the cost functions of pc 
converge to gX(xl) uniformly as E tends to 0. Therefore, the equation (7) holds 
including the possibility that both sides of (7) are infinity. 
Note that the control law pf in the proof is c-optimal. Theorem 1 can thus be 
considered to give a simple case where the conditions in Theorem 6 of [2] or 
Theorem 19.3 of [4] hold, while both of them were proved for the discounted 
case. 
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Remark. The assumption (Al) has to be checked at first in applying these 
results to stochastic control systems usually described by 
xi+1 = f(Xi > f4 , w,), i = 1, 2,..., 
where xi, ui, and wi represent d,-state vector, d,-control vector, and input 
noise of &-dimension at time i, respectively. Moreover the sequence {wi} is 
assumed to be a white stationary process. For this case, the transition probability 
may be formally defined by 
where W denotes the probability which wi obeys, and A is a Bore1 set in d,- 
Euclidean space. However it is rather difficult to provide a general structure 
of the system that satisfies (Al). Let us consider the special example 
f(x, u, w) = j-1(x, 4 + fi(x) w. 
Then the assumption (Al) is established under the following conditions. 
1) fr(x, u) is Bore1 measurable in x and continuous in u, 
2) f.(x) is a Bore1 measurable d, x d, matrix whose rank is d, , 
3) the probability distribution W has a bounded density function O(w) 
with respect to Lebesgue measure p on d,-Euclidean space. 
In fact, one may exhibit the continuity in (Al)-1, referring to the relation 
iii J I9J(w + 4 - d4 w4 = 0 
for a positive function v. And the assumption (Al)-2 can be easily obtained by 
the conditions 2) and 3), taking Lebesgue measure p as CL. 
In closing this section, note that the assumption (A5) enables the definition (1) 
to be replaced by 
g,(x) = ii; Ez‘w, 
x 
on account of the property (5). 
4. CHARACTERIZATION OF THE OPTIMUM COST FUNCTION 
The optimum cost functions g, are to differ intrinsically from each other 
since the criterion XX varies with the cost x. Theorem 1 however shows that 
these functions satisfy the same nonlinear equation (6). Thus, an auxiary 
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characterization of g,‘s is necessary in order to identify the optimum cost 
function desired from among the solutions of (6). This subject at issue is 
completely solved in Theorem 2 below. 
Theorem 2 is based on the attribute that the following sequence z(n; ‘p) makes 
a submartingale under any control law p E R if v is a solution of (6): 
T(n)-1 
+; y> = c Q(% ) Ui) + vJ(%w), n = 1, 2,..., (15) 
i=l 
where r(n) = min(r, n). In fact, using the equality 
we obtain: 
THEOREM 2. Let dj, denote the family of the solutions of (6) such that for all x 
ad PER, 
1) the sequence x(n; p’) is uniformly integrable with respect to P,“, 
2) x(x, , x2 ,...) > lim inf,,, v(xlJ P,Qa.s. on (T = c0}. 
Then the optimum cost function gX(x) belongs to QX , and the inequality g,(x) > p(x) 
holds for an arbitrary y E ~0~ . N ame y, g, is the maximum element of the family. 1 
Proof. First the inclusion g, E Qx is proved. For the condition I), we shall 
show the inequality 
E&..“nZx b 4n; g,) (16) 
for each (xi ,..., xn) E A?, letting a control law p E R, be fixed arbitrarily. 
Obviously, 
E&.s,,zX = I7,,$ + Ir>n-lE;l...~n~X. (17) 
By (15), noting the relation gx(x7) = r(x,), 
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Since the definition of g, allows 
g,(x,) < Ejl~,...*2n-1).zx on {T > n - l}, 
equations (17) and (18) yield (16) with the aid of (3). 
It then suffices to show the uniform integrability of Eil,...,Zn~~. Note that this 
sequence of g,-measurable functions forms a martingale with respect to P,“. 
Obviously, this sequence remains a martingale even if %,-measurable function 
BX is associated as the case n = co. Hence, on account of the martingale con- 
vergence theorem (e.g., Doob [6]), we can obtain the uniform integrability 
desired. 
The condition 2) is shown by taking the limit of (16). In fact, the left-hand 
side of (16) converges P,p-a.s. to zx as n approaches infinity. On the other hand, 
since g, is a solution of (6), the sequence z(n; g,) makes a martingale as previously 
noted. Moreover we have 
sup E+cz(n; g,) < Ezbx < 00, 
12 
due to (16) and p E R, . The submartingale convergence theorem then applies, 
and the sequence z(n; g,) is proved to converge P,p-a.s. to 
Comparing the limit functions, the condition 2) is approved in a stronger form. 
For the maximum property of g, , let us take an arbitrary function p E @% . 
The remark preceding Theorem 2 implies the inequality v(x) < E,%(n; 9) for 
each x and p E R. By the condition l), Fatou’s lemma then assures 
v(x) < EZo lim sup z(n; v) 
n->cc (19) 
for p E R, . Due to (18) and the inequality in the condition 2), the relation 
lim sup z(n; y) < xX, P,O-a.s., (20) 
n-tm 
is derived for p E Rx . Substituting (20) into (19), we obtain p)(x) < E,%x for an 
arbitrary control law p E R, . Then, the alternative definition of g, appeared in 
(14) yields required inequality v(x) < g,(z). 
For the case x = GO, it is to be noted that the condition 1) only remains to be 
active since the condition 2) always holds for every p. 
409/65/3-10 
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5. THE CASES x = 03 AND 0 
Special interest might be taken in the cases x = co and 0. In the former case, 
as noted in IntroducAon, the optimum cost function g,(x) can be considered as 
that of the problem where the control law is to be optimized within 
RI A (p 1 P,o(T < CO) = 1 for all x}, 
i.e., the set of control laws that attain the terminal region T w.p.1. starting from 
an arbitrary X. This is attributable to (14) and the inclusion relation R, C 
Rf C R. The requirement that the control law be restricted to Rf seems to be met 
with frequently in practical problems. 
In the latter case, the formulation is an obvious extension of negative dynamic 
programming [4] to the case with terminal region. In this section, discussions 
will be focussed primarily on these cases. 
Since Theorem 2 in itself does not suggest a constructive method for gJx), 
it seems very difficult to work out a method of general use. However, some 
heuristic method can be proposed for the optimum cost function g,(x). 
THEOREM 3. Let a measurable function #(x) satisfy the following conditions: 
1) Q(x) 3 ELlz” holds everywhere for some p1 E R, , 
2) the sequence z(n; #) is uniformly integrable with respect to P,” for each 
PER, and x, 
holds for x E C. Then the recursion relation 
with initial function 
#l(X) = 4(X)> (22) 
generates a nonincreasing sequence &(x) that converges to the optimum cost function 
&o(x)* 
Proof. Considering &+%(x) as the image of &(x) in (21), let us define an 
operator Q. Since the inequality 4(x) > Y(X) is true on T due to the condition I), 
the condition 3) implies #r > &I+& . Noting that the operator has monotonicity, 
i.e., if vr 3 ~a then Qyl > Qva holds, the inequality Qn+r#r < Q*& is derived, 
which means that the sequence I/~(X) is nonincreasing. 
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Letting &,(.x) denote the limit of this sequence, &,(x) is easily shown to 
satisfy (6). Then, the condition 2) assures the inclusion +a E Qp, as was noted at 
the end of Section 4. Thus I/~(X) < g,(z) is obtained. 
Now the proof is completed if the reverse inequality is shown. Let h,(x) be 
the function obtained by (n - 1)-times recursive substitutions into (21) with 
initial function Eifza. The monotonicity of Q yields 
h&4 3 Mx), (23) 
on account of the condition 1). Now consider the equation (21) for h,(x). Then 
there exists a measurable function U”(X) E U(X) that attains the minimum of the 
right-hand side, similarly as was noted for g,(z) in Section 3. Taking the control 
law p2 n {U”(X)} @ pl, we obtain g=(x) < Ez2zm = h,(x) from the definition of 
g, . The relation gW(x) < h,( x is ) p roved inductively. Consequently, we obtain 
g,(x) < &(x) from (23), which verifies the required inequality. 
Theorem 3 is crucially based on the existence of t/(x). Fortunately we are 
confirmed of its existence. In fact, the function I&) = g,(x) + E (e > 0) is the 
relevant, since the control law fE in the proof of Theorem 1 satisfies condition 1). 
The other conditions are easily checked. 
Difficulties in applying this theorem are mainly ascribed to the condition 2). 
A useful sufficient condition is contained in the following lemma. Note R, C R, . 
LEMMA 1. If +4(x) = Y(X) on T, and there exist positive constants Ml , M2 such 
that 
K4 < M& 4 + Mz , (24) 
holds for all u E U(x) and x E C, then the sequence .z(n; 4) is uniformly integrable 
with respect to PzD for any p E R, . 
Proof. Invoking the equation (15) written as 
note that the first two terms of the right-hand side are dominated by the total 
cost z”. Then the terms are uniformly integrable with respect to P,” if p E R, , 
since E,%O < co holds. As for the last term, with use made of (24), we obtain 
This inequality leads to the conclusion in a similar way. 
Next, the case x = 0 is dealt with. Theorem 4 informs that this case is the 
simplest among all x; stationary optimal control exists and is obtained directly 
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from the optimum cost function, where a control law is called stationary if its 
control functions are written as ui(xl ,..., xi) = ui(x,.) for some measurable 
44 E wd. 
Existence of stationary optimal control has been investigated by several 
authors. Maitra [7] first presented a sufficient condition for the discounted case. 
The state space being a Bore1 set, extensions to the state-dependent control 
region were given by Furukawa [8] and Schal [9]. Now, Theorem 4 provides a 
simple result for negative dynamic programming on a measurable state space. 
THEOREM 4. The optimum cost function g,,(x) is the minimal solution of (6). 
Moreover, the control law p” A {u”(xi); i = 1, 2,...} is optimal, i.e., 
Eg$O = go(x), 
where u”(x) is such that for all x E C, 
gob> = 4(x, u”(x)) + /P(% u”(x); 4) go(y). 
Proof. Let p)(x) be the minimal solution. Then clearly follows v(x) < go(x). 
To show the reverse inequality, let control law p be constructed from v(x) as p” 
from go(x). Note that the sequence z(n; p) is a martingale under j5; 
On account of Fatou’s lemma, we can derive 
p)(x) >, EzP [ I,<cnzO + I,=, 
(25) 
> E,P + I,7=m 2 q(xi , ui) = Ezpzo. 
i=l I 
Then, by the definition of go , p(x) 3 go(x) is reduced establishing the minimum 
property. Optimality of p” also results from (23, substituting go into v. 
It is to be noticed that we can obtain the minimal solution of (6) from the 
recursion relation (21), taking 0 as the initial function of iteration. Hereafter, 
such a control law as po is called, for example, corresponding one to the solution 
go(x)- 
The cases x = co and 0 have been studied. However, the problems with 
STOCHASTIC D.P. WITH TERMINAL REGION 651 
another x seem more difficult to solve. Two examples of interest are examined 
in order to infer the circumstances. 
EXAMPLES. Consider a pursuit problem where the object to be maximized 
is the probability that the state reaches the target set T in finite time. This can 
be reformulated as the problem of minimizing P,” (Q- = co), which is expressed 
by Y = 0, 2 = 0, and x = 1. The optimality equation is 
= min s P(x, 24; +)g~(y), 
x E c. 
UEU(Z) 
Theoretical interest may be aroused because this equation always has solutions 
%(4 (a 3 0). 
With r(x) being extended onto C as r(x) = 1, the inequality gi(x) < r(x) is 
immediate. Note that any solution v satisfies the conditions of Theorem 2 if 
p)(x) < r(x). Indeed the boundedness of z(n; p’) and the inequality lim supnew 
y(xn) < 1 validate th e conditions 1) and 2), respectively. Hence gr(x) is the 
maximum solution that satisfies v(x) < r(x), and therefore the recursive sub- 
stitution into the optimality equation leads to gi(x) when r(x) is selected for the 
initial function. 
With respect to the optimal control law, both its existence and approachability 
are however open to question. By appealing to a concrete version, we demon- 
strate the difficulties inherent to the study of the pursuit problem. Assume that 
the state space consists of denumerable points 0, 1, 2,..., and the target set T 
be (0). For the state k (>I), the transition probability is described as follows: 
P(k, u; m) = a,u, m=12+1, 
= (1 - a,+, m = 1, 
= (1 - UkU) (1 - l/k), m = 0. 
Figure 1 illustrates the state transition with its probability. The control region 
U(k) is the unit interval [0, 11. 
FIG. 1. Conceptual diagram of the state transition. 
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The first difficulty is that the control law p” L {uO(xJ; i = I, 2,...} corres- 
ponding to gr(x) may not be optimal. To see this, let uk = 1 - l/P. It follows 
at once that g,( 1) = 1, and then 
From this equation, we can easily derive g,(k) < I/k for every k 3 I, and 
uO(k) = 1. 
Generally, since g, is bounded, ~(n; g,) is a uniformly integrable martingale 
under the corresponding control p” = { 1, 1,. . .}: 
On the other hand, every point in the set {T = ok} satisfies either (1) X, = 1 
for all sufficiently large 12, or (2) x,+r = x, + 1 for all n > 1. The limit of g, 
is one in the former, but zero in the latter. These amount to an equation satisfied 
by p”: 
~f(~ = CO) = g,(k) + fi (1 - l/i”). 
i=k 
The second term of the right-hand side is clearly positive, which means that p” 
is not optimal, and subsequently negates the existence of optimal control law. 
Another difficulty regarding the approachability to optimal law would 
naturally arise in cases where g, = 0. That is, every control law is corresponding 
to the optimum cost. In such a case, it would be the most reasonable to construct 
inductively pi a {z@(x,),..., u2(xi_i)} @ p with p fixed arbitrarily and Us 
corresponding to C&X) the (i - 1)-th solution of iteration, and ultimately to 
give the limit control p” = {uO(xJ; i = 1, 2,...}, provided ui(x) ---f U”(X). But the 
resulting control once again may not be optimal. Assume that uk = 1 in the 
above example with m = 2k replacing m = k f 1. It is easy to see that 
v&4 = l/k and u2(k) = 0; 
vi(k) = l/(k . 2i-2), and d(k)=l, fori>2. 
Thus we have g,(k) = 0 for every k. Note that the limit control p” = {I, l,...} is 
the worst one: it misses the target set by transferring the state ever in direction 
to infinity. Optimal is such that takes 1 or 0 according as the state is 1 or not. 
To the contrary, consider an evasion problem which treats minimization of 
P,” (7 < a~). Since this problem is expressed by r = 1, q = 0, and x = 0, 
Theorem 4 assures the optimality of the control corresponding to go(x). In the 
case of the concrete version, the above-mentioned law po is the optimal inde- 
pendently of the parameters uk . 
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Thus it is to be noticed that the pursuit problem involves far more difficulties 
than the evasion problem. 
6. ON THE UNIQUENESS OF SOLUTION 
In the preceding sections discussions have been made mainly on distin- 
guishing aspects of the optimum cost functions g, . However, there seem to 
exist many cases where the optimality equation (6) has a unique solution. The 
following theorem is concerned with this point. 
THEOREM 5. Suppose that pa is the optimal control law presented in Theorem 4. 
Let q~(x) denote an arbitrary solution of (6). If the sequence &p(xJ is uniformly 
integrable with respect to Pl” and 
Pf(7 < CO) = 1, (26) 
then g)(x) = go(x) holds. 
Proof. Under the optimal p”, the sequences z(n; IJJ) and z(n; go) are sub- 
martingale and martingale respectively. Namely, the inequalities y(x) < 
EE’z(n; 91) and go(x) = EL’z(n; go) hold. Note that the minimality of go(x) implies 
p)(x) > go(x). Then the inequalities yield 
(27) 
On the other hand, by the condition (26) 
;E L&J = 0 Pg’-as. 
Therefore, the uniform integrability of lT>ns)(xn) indicates that the last term of 
(27) converges to zero. Consequently, the required inequality p)(x) <go(x) is 
derived. 
Especially, for coincidence of the optimum cost functions g,(x), a simple result 
is available in the assertion below. 
COROLLARY. If the condition (26) is valid, then g,(x) = go(x) holds for every x. 
Namely po is optimal for every problem considered. 
Proof. As shown in the proof of Lemma 1, the uniform integrability of 
z(n; g,) is equivalent to that of I,,,g,(x,) under any p E R, . Also note that 
p0 E RX due to (26). Then, by using Theorem 2, it follows that the sequence 
I,,,g,(x,) is uniformly integrable with respect to Pg”. The conclusion is now 
ascertained on account of Theorem 5. 
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If applied to go(x), next lemma suggests that the condition (26) might be 
established for a wide variety of cases, e.g., for the case where a constant penalty 
q (> 0) is imposed on the continuation of the control process. 
LEMMA 2. Let v(x) denote a$nite solution of (6), and p a corresponding control 
law to v. If 
P,O-a.s. on {T = co) (28) 
fey x E C, then P,~(T < CO) = 1 holds. 
Proof. Since the sequence a(n; p’) makes a martingale with respect to P,p, 
the following inequalities are justified: 
Suppose that Pzp(7 = cc) > 0 for some x E C. Then, as n increases, the last 
term approaches infinity due to (28). On the other hand, y(x) is assumed to be 
finite. Hence a contradiction is derived. 
Remark. For the stochastic control problem in Section 3, let us consider a 
quadratic cost q(x, U) = x’Rx + u‘Qu as usual. Then, the following generous 
conditions meet (28) for any p E R, i.e., the condition (26) holds: 
1) E(w’fi(x)’ Rf,(x) w} 3 m holds on C for some m > 0, where primes 
denote the transpose. 
2) The density function B(w) is symmetric with respect to the origin. 
Let us remark the inequality 
n+1 
c x;Rx, 2 2 w;f&<)’ Rf&) w&@u;f,(xJ Rf;), 
i=l i=l 
where the scalar function H(x) takes 1 or 0 according as x > 0 or x < 0, and 
fi” = fi(xi , ui). The condition (28) f o 11 ows if the right-hand side tends to infinity 
w.p.1. This limit relation is implied by the fact that there exist positive 
constants a and b such that 
Yw I wlf&)’ Rfz(4 wH(w’f&)’ Rf) 3 a> 3 b 
for every d,-vector f and x. Reductio ad absurdum verifies this inequality on 
account of the conditions 1) and 2). 
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7. OPTIMAL AND SUBOPTIMAL CONTROL LAWS 
On finding the optimum cost function, it becomes a great matter of concern 
to obtain an effective control law. Needless to say, the optimal control law does 
not always exist except for the case x = 0. However, the control law p that 
corresponds tog,(x) seems to be the likeliest candidate for optimal control. Next 
theorem presents a sufficient condition for p to be optimal. 
THEOREM 6. Let p denote the corresponding control law to g,(x). If 
liy+$fgx(4 3 x(x1, x2 ,...) P,O-a.s. on (7 = co}, (29) 
then p is the optimal control, i.e., EzDzx = g,(x) holds. 
Especially if for all x, 
P,P(T < co) = 1 
then the conclusion is valid. 
(30) 
Proof. Noting that the sequence z(n; g,) makes a martingale with respect to 
P,“, we have 
g,,(x) > EzP lirn$f z(n; gJ 
on account of Fatou’s lemma. Then, considering the inequality (29), we obtain 
g,(z) >, Ez~zx. The proof is completed. 
Note that the condition (30) implies for the case x = cc that optimality of the 
control law p corresponding to g,(x) is equivalent to p E Rf, i.e., each initial 
state x E C can be transferred w.p.1. to the terminal region T by taking the law p. 
Further remarks are on the case x = co. Another approach for optimal control 
law is found in Kushner [IO] that mainly discusses continuous time-parameter 
problem. With use made of Theorem 2, his method of comparison controls 
applies as follows. Let y be a solution of (6). If the control lawj corresponding 
to v belongs to Rf, and if I,,,p(x,) are uniformly integrable under any p E Rf, 
then p is optimal and v = g, . 
Finally, a composite procedure for (7, <)-optimal control law is described 
below. This method presents g,(x) constructively under the assumption that 
expectation of the terminating time is finite for every p E R, , although Theorem 
3 needs preparatory contrivances in determination of the initial function. 
THEOREM 7. If 
E%‘,“T < co (31) 
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holds for every p E R, , then the minimal solutions g”(x) (6 > 0) of the equations 
944 = Y(X), x E T, 
= S + mj:,, [dx, 4 + 1 P(x, u; dy) P(Y)] , x E c, 
converge nonincreasingly to g,(x). Moreover, for any E > 0, there exists a S > 0 
such that the control law corresponding to g”(x) is (71, e)-optimal, if sgs(x) T(dx) < 
00 is satisjied for some 8 > 0. 
Proof. Let us consider another problem with the continuation cost S + 
Q(X, u), the terminal cost Y(X), and x = co. For descrimination, notations zgm and 
RW8 are used in this problem. Lemma 2 and Corollary in Section 6 show that 
g”(x) is the optimum cost function of the perturbed problem. Hence the inequal- 
ity g”(x) 3 g,(x) is immediate due to zoo < zsm. Since g”(x) decreases as S 
tends to zero, its limit function g”(x) also satisfies (6), and g”(x) > g,(x) follows. 
It then suffices to show g” E Grn for the equality g’(x) = g,(x). Note that 
R, C RmS, i.e., R, = R,“. In fact, the condition (31) implies 
Ez=z8~ = E,w + SE,o(r - 1) (32) 
for every p E R, . Then, on account of Theorem 2, the sequence lT,>,lg”(x,) 
is uniformly integrable under any p E R, . Recalling the inequality g”(x) >, g(x), 
the required inclusion is obtained. 
For the rest part of Theorem 7, let us consider (32) for the control law p6 
corresponding to g*(x). Then the inequalities 
follow directly from Theorem 4. Therefore, the monotone convergence theorem 
assures the result. 
APPENDIX 
Let (X, 5) denote a u-algebra, U a compact space with metric d and K(U) 
the set of all nonemptp closed subsets of U. A set-valued mapping lY X-, K(U) 
is called measurable if 
holds for every B E K(U). To begin with, auxiary lemmas are presented that are 
necessitated for the proof of the main result. 
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LEMMA 3. Let a sequence of measurable mappings Pj: X+ K(U) satisfy 
rj(x) 3 I’j+l(x), and let P,(x) A flITI P,(x). Then, Pm(x): X + K(U) is measur- 
able. 
Proof. By the assumption, {r,“} is a nonincreasing sequence of measurable 
sets. In order to obtain the result, it is enough to show fl,“=, rjB C I’,B consider- 
ing rjB 1 IYxB. For x E (J. r. 3B, there exists uj such that Uj E B and uj E rj(x). 
From the compactness of U, the sequence uj has an accumulating point u, . 
Since B and r,(x) are closed subsets, it follows that u, E B n T,(x). Hence 
u, E B n r=(x), which implies x E raB. 
LEMMA 4. Let P,(x) 4. P,(x) n P,(x) # o for measurable mappings I’, and 
Pz Then P3,: -Y + K(U) is also measurable. 
Proof. Since U is separable, we can choose a countable dense subset {ui} of 
U. Let Sij denote the closed ball of radius 2-j, centered at ui . Letting 
for k = 1 and 2, we obtain measurable mappings rki: X+ K(U) such that 
rki(x) 3 ri”(x) 3 r,(x). Denoting flj(x) n rJ(x) by rJ(x), the relation 
holds for any B E K(U), w IC asserts the measurability of raj. h’ h 
By Lemma 3 and the relation r,j(x) 3 r;+‘(x) 3 fa(x), it suffices to show 
wfm r,j( x in order to terminate the proof. Let UE($ r,i(x). From the ) 
definition of r3j, for each R and j, there exist Si,j and Sizj such that r,(x) n 
Sikj # ,GJ and P E Sikj Then it follows immediately that d(u, P,(x)) < 2+4 for 
all j. That is, the inclusion ZYE r,(x) is proved for k == 1 and 2. 
LEMMA 5. Let the function f (x, u) be given by the limit of a nonincreasing 
sequence of fi(x, u) that are measurable in x and continuous in u, and Pz X + K(U) 
be measurable. Then, the function v(x) A min,,,(,) f (x, u) is measurable. 
Proof. If the conclusion is valid for f = fi , then the limit relation 
proves the required result. Let f be measurable in x and continuous in u. Noting 
that the function minocB f ( x, u is measurable for any B E K(U), let us define a ) 
measurable function +(x) = inf, @j(x), where 
p(x) = rnn.f (x, u) on {.xlr(x)nSijf ia), 
II 
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and cc elsewhere. Then $(x) comes to be the infimum off(x, u) in u, where u 
ranges over the intermediate term of 
is obtained. Since the left-hand side tends to v(x) as j --) co, it follows that 
limi,, dx> = &4, completing the proof. 
Then our theorem of Filippov’s type is stated as follows: 
THEOREM 8. Let the function f (x, u) be such that presented in Lemma 5, and 
l7 X + K( 72) be measurable. Then, there exists a measurable function u”(x) E r(x) 
that satis$es 
f@, U"(4) = u&r&f(xt 4. 
Proof. By Lemma 5, the function 
F(x, u) =f (x3 u> - uy;(?$f (x, u> 
also satisfies the condition of Lemma 5. Now letting F(X) = {U / F(x, U) < 0} # ,0, 
we have the relation 
P={x/F(x,u)~OforsomeuEB} 
== {x / n$F(x, u) < 0} E 3 
for any B E K(U). Thus the mapping i? X -+ K(U) is measurable. Since the 
defininition of F obviously implies F(x) A r(x) n I’(x) # EI , f is a measurable 
mapping due to Lemma 4. For an arbitrary measurable mapping P X --). K(U), 
Kuratowski’s selection theorem [ 1 l] assures the existence of measurable function 
uO(x) E r(x). Therefore, noting the equality 
f(x) = {u I u E r(x) and f (x, u) < mjg,f (x, u>>, 
the proof of Theorem 8 is terminated. 
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