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Numerical examination of steady-state thermodynamics from the entropy connected
to the excess heat
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We numerically determine the entropy for heat-conducting states, which is connected to the so-
called excess heat considered as a basic quantity for steady-state thermodynamics in nonequilibrium.
We adopt an efficient method to estimate the entropy from the bare heat current and find that the
obtained entropy agrees with the familiar local equilibrium hypothesis well. Our method possesses
a wider applicability than local equilibrium and opens a possibility to compare thermodynamic
properties of complex systems with those in the local equilibrium. We further investigate the
entropy for heat-conducting states and find that it exhibits both extensive and additive properties;
however, the two properties do not degenerate each other differently from those at equilibrium. The
separation of the extensivity and additivity makes it difficult to apply powerful thermodynamic
methods.
PACS numbers: 05.70.Ln, 05.40.-a, 05.60.Cd
INTRODUCTION
The extension of thermodynamics from equilibrium to nonequilibrium states has been a goal for a long time, and
several attempts to extend equilibrium thermodynamics to nonequilibrium steady states (NESSs) have been made.
One of these attempts is the extension of equilibrium thermodynamic functions to the NESSs. For this purpose,
the extension of thermodynamic relations was proposed to transition between two NESSs [1–12]. Landauer tried to
formulate thermodynamics far from equilibrium by taking part of the heat accompanied with the change in states [1].
In a similar sprit, Oono and Paniconi proposed steady-state thermodynamics (SST) by adopting the “excess heat”
instead of the bare heat [2], in which the excess heat is proposed as the heat after subtracting the housekeeping heat
for maintaining the steady state.
Sasa and Tasaki have constructed their SST from a phenomenological point of view [4]. Taking heat-conducting or
shared systems as examples, they argued that the local steady states differ from the local equilibrium states for the
system in the thermodynamic limit. Assuming the extensivity of the thermodynamic functions as is in equilibrium,
they proposed their framework of SST. The proposed SST is rather powerful, as various equilibrium properties are
kept, such as the convexity of the thermodynamic functions or the second law. By utilizing these aspects, they
predicted what they call flux-induced osmosis, which has not been experimentally examined.
From a microscopic point of view, Hatano and Sasa have derived a Clausius-like inequality with their definition of
the excess heat [5]. The Shannon entropy difference is connected to their excess heat in the quasistatic limit. Their
inequality is clear and mathematically rigorous; however, their excess heat is rather difficult to access experimentally.
Moreover, their decomposition of the heat into the excess and housekeeping parts is applicable to a system described by
even variables but not straightforwardly applied to a system with odd variables [13–15]. That is, the two inequalities for
the excess and housekeeping heats seem to be valid when the system’s probability density is time-symmetric, whereas
even the definition of the excess heat becomes unclear in a system with degrees of freedom for the momentum.
Komatsu et al. have derived another form of the Clausius-like equality that holds in the quasistatic limit by defining
the excess heat as the one after subtracting the expected steady heat currents at each moment [6]. Their equality
holds regardless of the time symmetry of the probability density, and the entropy extended to the NESSs is connected
to the symmetric Shannon entropy, which becomes different from the usual Shannon entropy in a system with odd
variables. Their excess heat is experimentally observable and connected to an entropy in their Clausius equality.
When the probability density becomes time-symmetric, their excess heat can estimate the Shannon entropy so that
the equality has a correspondence with the quasistatic limit of the Hatano-Sasa equality. On the other hand, since
the definition of the excess heat is slightly different from the one of Hatano and Sasa, the Clausius equality does not
always have a corresponding inequality.
We here raise questions about the proposed thermodynamic functions in these SST: How is the entropy extended
to the NESSs, or what kind of properties are kept or altered in the change from equilibrium to nonequilibirum?
Is it related to the local equilibrium or the local steady states that Sasa and Tasaki assumed? To examine such
questions, we need to obtain experimental observations apart from the theoretical issues. We thus perform numerical
experiments for the NESSs in this study. Noting experimental observability, we focus on the excess heat adopted by
Komatsu et al. and determine the entropy in the NESSs according to their Clausius relation. We then explore the
2FIG. 1: Sketch of the temperature profile before the change (initial equilibrium state) and in the final heat-conducting state.
To determine the entropy in the heat-conducting state (right), we apply a protocol to change the temperature of the heat baths
from (T¯ , T¯ ) to (T1, T2). We fix T¯ =
T1−T2
2
.
basic properties of the entropy in the NESSs and examine the validity of the assumptions by Sasa and Tasaki. We
compare the numerically determined entropy with the one determined according to the local equilibrium hypothesis
in order to examine the possibility of local steady states.
Following this introduction, we summarize our numerical results for one-dimensional heat-conducting systems. First,
we introduce an effective method to determine the entropy connected to the excess heat. Comparing our numerically
determined entropy with the entropy deduced from the local equilibrium hypothesis, we find a good correspondence
between the two entropies. Thus, we do not observe a difference between the local equilibrium and the local steady
states. The correspondence is confirmed for systems in the thermodynamic limit and for those of rather small sizes.
Even though we cannot solve the steady states for the systems of small sizes due to the complexity of the finite size
effects, the entropy measured at the boundary of the system traces the steady states appropriately.
Next, we examined the extensivity and additivity of the obtained entropy and found that both the extensivity and
additivity were maintained; however, the obtained extensivity was different from the one assumed by Sasa and Tasaki
in [4]. The extensivity and additivity are not unified in the NESSs, whereas the two properties are degenerated in
equilibrium extensive systems. Remembering that this degeneracy brings several powerful tools to the equilibrium
thermodynamics, the SST based on the excess heat may not be so powerful as the equilibrium thermodynamics even
though it reproduce the thermodynamics of the local equilibrium hypothesis.
ENTROPY CONNECTED TO THE EXCESS HEAT
We here explain the extended Clausius equality proposed in [6] by taking a one-dimensional heat-conducting lattice
as an example. The two ends of the lattice are in contact with heat baths at temperatures of T b1 (t) and T
b
2 (t), which
can be dependent on the time t. We measure the heat current jk(t) from the kth heat bath to the lattice. When we
fix the two temperatures as T1 and T2 and relax the system for a sufficiently long time, the system reaches a unique
steady state with the steady heat current
J st(T1, T2, L) := 〈j1〉 = −〈j2〉, (1)
where 〈·〉 is the ensemble and/or long-time average in the steady state.
In the following, we treat the change in the entropy from an equilibrium state at T¯ to a heat-conducting state with
T1 and T2, where we impose T¯ =
T1+T2
2 . See Fig. 1. We set a nondimensional parameter
ε =
T1 − T2
T¯
, (2)
which is used to indicate the degree of nonequilibrium in the final heat-conducting state. Note that T1 = (1 +
ε
2 )T¯
and T2 = (1−
ε
2 )T¯ .
We fix the protocol in the period 0 ≤ t ≤ τ to change the temperatures of two heat baths. We assume that the
lattice system is in equilibrium at t = 0 and in the steady heat-conducting state at t = τ , where τ is much longer than
the system’s relaxation time. Repeating the same experiments in the fixed protocol and measuring the heat current
at each moment, we obtain the temporal probability density for each time t. Taking the ensemble average for each
time t, the entropy production rates in the heat baths are defined as
θ(t) := −
〈
j1(t)
〉
T b1 (t)
−
〈
j2(t)
〉
T b2 (t)
. (3)
3FIG. 2: Pair of protocols for estimating ∆Sneq by utilizing (8). The heat baths T
b
1 and T
b
2 are changed in a stepwise manner,
as indicated by the red solid and blue dotted lines, respectively. The forward and backward protocols are exactly time-reversed.
The period τ is set to be much longer than the typical relaxation time.
θ(t) can be decomposed into the expected steady contribution and the rest, which is called the excess entropy
production rate
θst(t) := −J
st(T b1 (t), T
b
2 (t), L)
(
1
T b1 (t)
−
1
T b2 (t)
)
, (4)
θex(t) := θ(t)− θst(t). (5)
Consistent with the second law of thermodynamics, the steady part θst is always nonnegative, whereas the excess part
θex is not necessarily bounded to nonnegative values. Note that θex vanishes in the steady state and is produced by
an external operation.
The change in the entropy from isothermal to heat-conducting states is connected to the excess entropy production
via the extended Clausius equality derived in [6]. It is given by
Sneq(L, T¯ , ε)− Seq(L, T¯ ) + Θex = O(ε
3), (6)
which is valid in quasistatic operations. Here, Θex is the excess entropy production in the two heat baths:
Θex =
∫ τ
0
θex(t) dt, (7)
for the observation in the period [0, τ ].
ALTERNATIVE EQUALITY EFFECTIVE FOR THE EXPERIMENTAL MEASUREMENT OF ∆Sneq
The equality in (6) offers an experimental method to determine the entropy in the NESSs by measuring the heat
currents. In the experiments, we have two difficulties: To obtain Sneq(L, T¯ , ε), we need to measure Θex in a pre-fixed
quasistatic protocol, i.e., measure both θ(t) and θst(t) at each moment (see the definition in (5)). Honestly, such
measurements are too difficult to complete. In addition to the difficulties associated with performing the quasistatic
operation, there are also difficulties associated with performing a huge number of experiments to obtain θst(t) for
each moment t. We should perform a series of experiments for each steady state driven by T b1 (t) and T
b
2 (t). After
completing these measurements, we at last reach Θex to determine the entropy difference ∆Sneq := Sneq − Seq.
To reduce such experimental difficulties, one may avoid the application of quasistatic protocols and adopt protocols
consisting of a few stepwise changes, as shown on the left-hand side of Fig. 2, because the number of the internal
steady states is suppressed to a few. The problem with these protocols is how to estimate the deviation from the
quasistatic limit.
Considering such difficulties, we adopt another version of the extended Clausius equality
Sneq(L, T¯ , ε)− Seq(L, T¯ ) = −
1
2
(Θ−Θ†) +O(ε3), (8)
from which the equality (6) is obtained in the quasistatic limit as is explained in the Appendix or in [6]. The advantage
of (8) is its applicability to “finite speed” protocols. This equality is not for a single quasistatic protocol but for a
pair of protocols corresponding to the forward and backward protocols exemplified in Fig. 2. In each protocol, we
4determine the entropy production in the heat baths, Θ =
∫ τ
0 θ(t)dt and Θ
† =
∫ τ
0 θ
†(t)dt. θ(t) and θ†(t) are the entropy
production rates at time t along the forward and backward protocols, respectively.
We here introduce δ, which indicates the magnitude of the “deviation from the quasistatic limit,”
δ :=
Θex +Θ
†
ex
ε
. (9)
Note that δ = 0 in the quasistatic limit, whereas Θ†ex = −Θex+ εδ in general protocols. In protocols that change from
equilibrium to the heat-conducting state, we have δ = O(ε), as shown in the Appendix. Remembering that θst(t) is
common in the pair protocols, we have Θ−Θ† = Θex −Θ
†
ex. Then, the equality in (8) is transformed as
Sneq(L, T¯ , ε)− Seq(L, T¯ ) + Θex = O(εδ, ε
3). (10)
Equation (10) reduces to (6) by limiting the operation to the quasistatic limit. Comparing (8) with (10), the equality
in (8) for finite-speed operations offers the same precision for determining Sneq with the equality in (6) for quasistatic
operations.
The equality in (8) has another advantage, i.e., it does not require the measurement of θst(t), as was pointed out
in [20]. In smooth protocols, (6) requires a huge number of experiments to determine Θex; however, (8) only requires
two experiments to form a pair.
NUMERICAL EXPERIMENT
Model
As a model system for performing numerical experiments, we adopt a one-dimensional heat-conducting lattice. We
shall take the φ4 model, which is known to exhibit normal heat conduction obeying Fourier’s law [16]. Its Hamiltonian
is written as
H({x}, {p}) =
L∑
i=1
(
p2i
2
+
x4i
4
)
+
L−1∑
i=1
(xi+1 − xi)
2
2
, (11)
where xi and pi are the deviation from the equilibrium position and the momentum for the ith site, respectively; and
L is the number of elements in the lattice. The two ends, i = 1 and L, of the lattice are in contact with heat baths at
the temperatures of T b1 (t) and T
b
2 (t), respectively. The evolution equation of each element is given by the canonical
equations for the bulk (2 ≤ i ≤ L− 1) and the Langevin equations for the two ends:
p˙1 = −
∂H
∂x1
− γp1 +
√
2γT b1 (t) ◦ ξ1(t), x˙1 = p1, (12)
p˙i = −
∂H
∂xi
, x˙i = pi, (13)
p˙L = −
∂H
∂xL
− γpL +
√
2γT b2 (t) ◦ ξ2(t), x˙L = pL, (14)
where ◦ is Stratonovich’s multiplier and kB is taken as unity. ξk(t) is Gaussian white noise satisfying 〈ξk(t)〉 = 0 and
〈ξk(t)ξk′ (t
′)〉 = δkk′δ(t− t
′). We set γ = 1.
Measurement of the entropy productions
In order to apply the relation in (8) to determine Sneq, we need to measure Θ and Θ
† for the forward and backward
protocols, respectively. For this, we should observe the heat current jk(t) from the kth heat bath to the lattice. In
the present model with a Langevin thermostat, the heat currents are defined as
j1(t) := p1 ◦
(
−γp1 +
√
2γT b1 (t) ◦ ξ1(t)
)
, (15)
j2(t) := pL ◦
(
−γpL +
√
2γT b2 (t) ◦ ξ2(t)
)
, (16)
5adopting stochastic energetics [17, 18]. These heat currents are the only observable in the following numerical mea-
surement.
We prepare the equilibrium ensemble at T¯ to start the forward protocol in Fig. 2. Taking this as the initial ensemble
at t = 0, we integrate the evolution equations in (12), (13), and (14). We abruptly change the temperature of the two
heat baths at t = τ and continue the integration up to 2τ , where τ is much longer than the system’s relaxation time.
We measure j1(t) and j2(t) along each trajectory and take their ensemble averages to form
Θ = −
∫ 2τ
τ
dt
(〈
j1(t)
〉
T1
+
〈
j2(t)
〉
T2
)
. (17)
The contribution to Θ in the period [0, τ ] should vanish because it is in equilibrium.
The procedure is almost the same in the backward protocol, except for the initial ensemble, which should be
prepared in the steady heat-conducting states. We prepare the steady heat-conducting states of T1 and T2 and then
change both temperatures to T¯ at t = τ . We measure the entropy production
Θ† = −
∫ τ
0
dt
(〈
j1(t)
〉†
T1
+
〈
j2(t)
〉†
T2
)
−
∫ 2τ
τ
dt
〈
j1(t)
〉†
+
〈
j2(t)
〉†
T¯
, (18)
where
〈
·
〉†
means the ensemble average along the backward protocol. The first integral gives the steady entropy
production in the heat-conducting state, and the second corresponds to the excess entropy production induced by the
change from heat-conducting to equilibrium states. Therefore, the two excess entropy productions are written as
Θex = −
∫ 2τ
τ
dt
(〈
j1(t)
〉
T1
+
〈
j2(t)
〉
T2
)
+
∫ τ
0
dt
(〈
j1(t)
〉†
T1
+
〈
j2(t)
〉†
T2
)
, (19)
Θ†ex = −
∫ 2τ
τ
dt
〈
j1(t)
〉†
+
〈
j2(t)
〉†
T¯
. (20)
According to the relation in (10) for the forward and backward protocols, the two excess entropy productions are
respectively connected to the entropy difference as
Sneq(L, T¯ , ε)− Seq(L, T¯ ) = −Θex +O(εδ, ε
3), (21)
Sneq(L, T¯ , ε)− Seq(L, T¯ ) = Θ
†
ex +O(εδ, ε
3), (22)
Figure 3 plots −Θex and Θ
†
ex simultaneously for various values of ε. The equilibrium state is common for each value
of ε, but the heat-conducting states are different. It is remarkable that Θ†ex greatly deviates from −Θex for each value
of ε, whereas these two should coincide with each other in the quasistatic limit. Such deviation indicates that Θex
cannot give information about ∆Sneq.
Entropy in the local equilibrium hypothesis
In the previous section, we found that Θex did not predict ∆Sneq when we perform the one-step protocol in Fig. 2.
We now focus on −(Θ − Θ†)/2 as a candidate of ∆Sneq, which corresponds to the middle point of −Θex and Θ
†
ex in
Fig. 3.
From the viewpoint of examining the proposed SST, we compare the obtained ∆Sneq with the entropy difference
deduced from the local equilibrium hypothesis. In particular, we are interested in whether the local steady states
proposed by Sasa and Tasaki are detected differently from the local equilibrium states according to the proposed SST.
As is well known, the hypothesis of local equilibrium has been successful in several nonequilibrium systems in the
thermodynamic limit. Examination of the relation of Sneq to the local equilibrium hypothesis could be a good test
for the proposed SST. It may offer a check of the validity of the method of measuring Sneq. Thus, the purposes of the
present comparison are as follows:
(i) examine whether the SST developed in the spirit of the excess heat agree with the local equilibrium hypothesis.
(ii) check the precision of −(Θ−Θ†)/2 for the estimate of Sneq.
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FIG. 3: The dependence of the degree of nonequilibiurm ε for the excess entropy productions −Θex and Θ
†
ex for L = 500.
Each error bar is smaller than the size of each point. (T1, T2) = (0.5, 0.45), (0.45, 0.4), (0.7, 0.6), (0.5, 0.4), (0.55, 0.4), (0.6, 0.4),
(0.7, 0.4). −Θex and Θ
†
ex should coincide in the quasistatic limit; however, the deviation becomes significant in the one-step
protocol, especially for larger ε.
As a starting point for introducing the local equilibrium hypothesis, we assume that the local temperature corre-
sponds to the kinetic temperature for each ith site as
Ti = 〈p
2
i 〉. (23)
In our numerical simulation, the specific heat c is obtained to be approximately constant, and c ≃ 0.88 for a wide
range of temperatures, which is consistent with the reported value of 0.86 for a sufficiently long lattice [16]. Then,
the local internal energy and local entropy are expressed as
ui = cTi, si = c logTi, (24)
where the formula for the local entropy is derived from dsi = dui/Ti. Then, we define the entropy for the entire
system as
Sleq(L, T¯ , ε) =
L∑
i=1
si. (25)
To obtain ∆Sleq, we calculate both Sleq(L, T¯ , ε) in the steady heat-conducting state and Seq(L, T¯ ) in the equilibrium
state. In each steady state, we estimate the local kinetic temperature Ti by a long-time and/or ensemble average and
then calculate si by applying (24).
Numerical results for Sneq
Figure 4 plots the numerical results for −(Θ − Θ†)/2 in (8) and ∆Sleq := Sleq(L, T¯ , ε)− Seq(L, T¯ ) simultaneously
for various values of ε for the lattice of L = 500. In Fig. 5, we plot the same quantities for various values of L and a
fixed ε corresponding to T1 = 0.5 and T2 = 0.4, i.e, T¯ = 0.45 and ε = 0.22. We note in both Figs. 4 and 5 that the
two quantities coincide well with each other for all values of ε and L, i.e.,
Sleq(L, T¯ , ε)− Seq(L, T¯ ) ≃ −
1
2
(Θ −Θ†). (26)
This coincidence gives a plausible conclusion for the examination of (i) and (ii) as
(i) Sneq(L, T¯ , ε) ≃ Sleq(L, T¯ , ε), (27)
(ii) Sneq(L, T¯ , ε)− Seq(L, T¯ ) ≃ −
1
2
(Θ−Θ†). (28)
Thus, we have the conclusion that − 12 (Θ−Θ
†) consistently gives as good an estimate for Sneq as consistently with the
prediction in (8), even if the applied protocol is a stepwise change far from the quasistatic limit. Remembering the
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FIG. 4: The dependence of the degree of nonequilibiurm ε for the entropy difference − 1
2
(Θ − Θ†) and ∆Sleq for L = 500.
Each error bar is smaller than the size of each point. (T1, T2) = (0.5, 0.45), (0.45, 0.4), (0.7, 0.6), (0.5, 0.4), (0.55, 0.4), (0.6, 0.4),
(0.7, 0.4). The dotted line corresponds to the thermodynamic limit in (33). The coincidence of ∆Sleq ≃ −
1
2
(Θ−Θ†) has been
maintained over the range of ε in spite of the large deviation between Θex and Θ
†
ex in Fig. 3.
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FIG. 5: System-size dependence of the entropy difference − 1
2
(Θ −Θ†) and ∆Sleq for the change (T¯ , T¯ ) to (T1, T2). (T1, T2) is
fixed at (0.5, 0.4), whereas L = 10, 50, 100, 250, 500, 750. Each error bar is smaller than the size of each point. The dotted
line corresponds to the thermodynamic limit in (33). Note that ∆Sneq agrees with ∆Sleq, even for the smallest L.
large deviation of −Θex and Θ
†
ex in Fig. 3, the present coincidence in Fig. 4 is surprisingly good. We also emphasize
that Fig. 4 contains a point where |ε| ≃ 0.55 with T1 = 0.7 and T2 = 0.4, which is not very small, but −
1
2 (Θ − Θ
†)
still traces ∆Sleq well. Thus, we conclude that ∆Sneq in the NESSs can be experimentally predicted by utilizing (8),
and moreover, that the local quantities connected to the local entropy can become accessible by the relation in (8) by
the measurement of the heat current.
As we have succeeded in obtaining Sneq numerically, we now proceed to examine its properties. Below, we describe
− 12 (Θ− Θ
†) as ∆Sneq according to (8). Figure 4 shows ∆Sneq for various values of T1 and T2 with L = 500. Both ε
and T¯ vary from point to point, but ∆Sneq shows a clear dependence on only ε. This means that ∆Sneq is proportional
to ε2 and independent of T¯ . In Fig. 5, We observe that ∆Sneq is proportional to L for large L, in which the system
is closer to equilibrium with a lower temperature gradient. Summarizing, we conclude that
Sneq(L, T¯ , ε) ≃ Seq(L, T¯ )− aLε
2 (29)
for larger values of L where a is a certain constant.
In Figs. 4 and 5, we have also plotted the thermodynamic limit of Sleq(L, T¯ , ε), which will be derived in the next
section as (33). We find that both Sneq(L, T¯ , ε) and Sleq(L, T¯ , ε) deviates from the thermodynamic limit. As shown in
Fig. 6, there exist gaps in the temperature profile at the boundaries of the lattice, which are a typical finite-size effect,
becoming smaller as L increases and vanishing in the thermodynamic limit. Their coincidence is barely disturbed by
the finite-size effect or the imposed temperature gradient. This holds, even for a lattice with L = 10, in which the
temperature gradient is never small. Thus, we expect that ∆Sneq converges to the dotted line as L → ∞, keeping
8 0.4
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FIG. 6: Temperature profiles at L = 100 and 1000 in the scaled space x = i
L
− 1
2
. (T1, T2) = (0.5, 0.4), which corresponds
to (T¯ , ε) = (0.45, 0.222). For small lattices such as L = 100, greater gaps between the temperature at both boundaries exist,
and the slope in the bulk is lower. The gaps become smaller, and the slope becomes almost (T1 − T2)/L for larger lattices, as
exemplified by L = 1000.
the coincidence ∆Sneq ≃ ∆Sleq. As already mentioned, the good coincidence holds even at ε ≃ 0.55, where the
temperature profile is not as linear as the line in Fig. 6, and the values of ∆Sneq and ∆Sleq greatly deviate from
the thermodynamic limit, as shown in Fig. 4. Note that the local quantities for small systems are difficult to access
in real experiments, whereas they are measurable in numerical experiments. Because the entropy productions in
(8) are a global quantity measured just at the boundaries of the system, our method is applicable to determine the
local quantities for such small systems, and moreover, because the SST possess wider applicability than the local
equilibrium, our method offers new experimental possibilities for complex systems whose local quantities are difficult
to define.
EXTENSIVITY AND ADDITIVITY FOR THE NONEQUILIBRIUM ENTROPY
In this section, we discuss the system in the thermodynamic limit L → ∞ under steady heat conduction. As is
well known, the extensivity and additivity are the most important properties in equilibrium thermodynamics. Noting
their importance, Sasa and Tasaki proposed their SST in [4] from an argument of the extensivity and additivity in the
NESSs. They examined the additivity of the heat-conducting systems and proposed intensive and extensive variables
for the degree of nonequilibrium. The steady heat current J was considered as a candidate for a new intensive variable,
and its conjugate extensive variable was defined by ∂F/∂J via an extended thermodynamic function F . Their SST
seem to be powerful as an extension of thermodynamics to the NESSs, containing the second law or the convexity of
the thermodynamic functions and predictions of the NESSs.
The entropy defined from the excess entropy production has been considered to be the basic quantity for the SST in
[2, 4–6]. Therefore, we examine the validity of the assumptions by Sasa and Tasaki on SST from the viewpoint of Sneq
determined from the observed excess entropy production. First, we examine the additivity of the heat-conducting
system and then proceed to the extensivity. Naively speaking, the additivity is expected to hold because we identified
the coincidence of Sneq with Sleq.
In the thermodynamic limit, we can apply the equation of heat conduction. The φ4 model is known to be a normal
heat conducting medium that satisfies Fourier’s law, J(x) = −λ(T (x))∇T , where J(x) and λ(T ) are the heat current
at a position x and the heat conductivity as a function of T , respectively. We took a scaled space x = iL −
1
2 with
the boundary conditions T (x = − 12 ) = (1 +
ε
2 )T¯ and T (x =
1
2 ) = (1 −
ε
2 )T¯ . Our numerical simulation suggests
that λ(T ) ≃ λ0T
−4/3 with a constant λ0, which is consistent with the scaling reported in [19]. In the steady state,
J(x) = J st for any position x as a steady solution of the heat-conduction equation ∇J(x) = 0. We obtain the steady
temperature profile as
T (x) =
[
1− εx+
2ε2
3
(
x2 −
1
4
)]
T¯ +O(ε3). (30)
9FIG. 7: Schematic illustrating the difference between the extensivity and the additivity in the heat-conducting states. In the
separation of the system in (a) into (b), we first attach heat baths at an appropriate temperature of Tm at i = L and L + 1,
conserving the value of the heat current J . Then, we remove the interaction between the two. We have the additivity of the
entropy as 2S = S1 + S2; however, S1 6= S2 6= S. We have the extensivity of the system in (a) from (c), where J is not
conserved.
The steady heat current in the original space indexed by i becomes
J st(L, T¯ , ε) = λ0T¯
−1
3
ε
L
+O(ε3), (31)
where L is the size of the lattice. The numerically obtained temperature profile agrees with the estimated T (x) in
(30) for sufficiently long lattices, as is exemplified by the line of L = 1000 in Fig. 6, whereas the profile begins to
exhibit gaps in the temperature for small lattices, as is shown in the line of L = 100 in the same figure. These gaps
are known to be due to the finite-size effect in the φ4 model.
We demonstrate the additivity by separating a lattice with a size of 2L into two lattices with a size of L, as
shown in Fig. 7. In order to maintain the steady heat current J st before and after the separation, we attach
new heat baths at a temperature of Tm at the ends of the two shorter lattices at i = L/2 (Fig. 7(b)). Taking
Tm := T (x = 0) = (1−
ε2
6 )T¯ +O(ε
3), as assigned by the steady solution in (30) of the heat-conduction equation, we
have
J st(2L) = J stleft(L) = J
st
right(L) (32)
with an error of O(ε3). Thus, we can separate the lattice into two without changing its local properties or temperature
profile, and J st can be an intensive variable, as was proposed by Sasa and Tasaki.
As a next step, we examine the additivity of the entropy. Integrating the local entropy s(x) = c logT (x) over the
space as Sleq = L
∫ 1/2
−1/2
s(x)dx, we have the following estimate for the thermodynamic limit:
Sneq(L, T¯ , ε) = Seq(L, T¯ )−
11
72
cLε2 +O(ε3), (33)
where we applied Sneq(L, T¯ , ε) = Sleq(L, T¯ , ε). We now adopt a new notation S(L, T1, T2; J) := Sneq(L, T¯ , ε) to
emphasize the boundary conditions to drive the system to the NESSs and steady heat current. Let us compare the
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FIG. 8: The examination of the extensivity when conserving the heat current J . The systems in (a) and (b) are assumed
to have the same mean temperature T¯ and heat current J . T1 = (1 +
ε
2
)T¯ and T2 = (1 −
ε
2
)T¯ , whereas T ′1 = (1 +
ε
4
)T¯ and
T ′2 = (1−
ε
4
)T¯ . We have S(2L) > 2S(L), which means the failure of the extensivity for the conditions of constant J and T¯ .
entropies for the original and separated lattices. From (33), we have
S(2L, T1, T2; J) = Seq(2L, T¯ )−
11
36
cLε2 +O(ε3), (34)
S(L, T1, Tm; J) = Seq
(
L,
(
1 +
ε
4
−
ε2
12
)
T¯
)
−
11
72
cL
ε2
4
+O(ε3), (35)
S(L, Tm, T2; J) = Seq
(
L,
(
1−
ε
4
−
ε2
12
)
T¯
)
−
11
72
cL
ε2
4
+O(ε3). (36)
It is remarkable that S(L, T1, Tm; J) 6= S(L, Tm, T2; J) owing to the differrence in Seq. Substituting Seq(L, T ) =
cL logT and applying the Taylor expansion, we obtain the additivity such that
S(2L, T1, T2; J) = S(L, T1, Tm; J) + S(L, Tm, T2; J) (37)
with a precision of O(ε2).
Next, we examine the extensivity. The estimate in (33) indicates that Sneq is extensive, i.e., Sneq(L, T¯ , ε) ∝ L. We
compare this extensivity with the one assumed by Sasa and Tasaki [4] such that
SST(nL, T, J) = nSST(L, T, J), (38)
where SST is the entropy with thermodynamic variables (L, T, J) following the argument by Sasa and Tasaki. Although
the extensivity formulated in (33) holds for systems at fixed temperatures T1 and T2, J cannot be constant for fixed
T1 and T2 but is inversely proportional to L, i.e.,
S(nL, T1, T2; J/n) = nS(L, T1, T2; J), (39)
as is schematically drawn in Figs. 7(a) and (c). The scaling in (39) is distinct from that in (38).
To clarify the inconsistency between the scaling in (39) and that in (38), let us consider two lattices (see Fig. 8):
One has a size of 2L attached to baths with temperatures of T1 = (1 +
ε
2 )T¯ and T2 = (1−
ε
2 )T¯ , and the other has a
size of L attached to baths with temperatures of T ′1 = (1 +
ε
4 )T¯ and T
′
2 = (1 −
ε
4 )T¯ . The two lattices have the same
mean temperature T¯ and steady heat current J , whereas the size differes by a factor of two, as is proposed in the
scaling in (38). According to the estimate in (33), we have
S(2L, T1, T2; J) = Sneq(2L, T¯ , ε) > 2S(L, T
′
1, T
′
2; J) = 2S(L, T¯ ,
ε
2
) (40)
which is not the same as the assumed scaling in (38). Thus, we conclude that we do not have the extensivity proposed
in [4]. Remembering that the heat conduction in the φ4 model is as normal as satisfying Fourier’s law, the scaling in
(38) would not hold in other realistic systems, regardless of the functional form of the heat conductivity. The scaling
in (38) does not hold, even if the conductivity is a constant independent of the temperature.
From the examination above, we realize the complexity of the extensivity and additivity in the NESSs. This is
in contrast to the equilibrium states, where the additivity is degenerate into the extensivity. The entropy for the
heat-conducting states is characterized by its extensivity and additivity as well as the equilibrium states. However,
the extensivity does not degenerate into the additivity. This is a significant difference between the equilibrium and
nonequilibrium entropies.
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DISCUSSION
We performed numerical experiments to determine Sneq for the heat-conducting states in one-dimensional lattices
exhibiting Fourier’s law. We discovered that Sneq connected to the excess heat currents coincides with Sleq determined
according to the local equilibrium hypothesis. This coincidence indicates that the SST based on the excess heat are
categorized as an inclusive description for the local equilibrium hypothesis. The major points of the former may be the
wider applicability than the local equilibrium regardless of its complexity or size and the accessibility of the observable.
Note that Θ and Θ† in (8) are accessible in any system. What one should measure is the heat currents at the boundaries
of the system, not the local quantities inside of the system, along the forward and backward protocols. Our finding
suggests that thermodynamic quantities consistent with the local equilibrium become experimentally studied, even
for systems whose local states are not defined, not accessible, or greatly deviated from the thermodynamic limit.
In equilibrium, the extensivity and additivity are degenerated and not distinguished. We confirmed that the two
properties were extended to the heat-conducting states, but we simultaneously found a breakdown of the degeneration
between the two properties. This raises the question of whether the conventional logic in thermodynamics can be
applied to nonequilibirum thermodynamics. For instance, Sasa and Tasaki [4] assumed the extensivity and additivity
for the NESSs to apply several powerful methods used in equilibriurm thermodynamics. Since they do not seem to
recognize the breakdown of the degeneration, their approach and predictions should be reconsidered. On the other
hand, the formulae for the additivity in (37) and extensivity in (39) are similar to those formulated by Bodineau and
Derrida [21], which were introduced in the large deviation functional for the current fluctuations. Their functional
may be related to Sneq, even though the initial approach is different,. It may be possible to unify these two approaches,
i.e., the large deviation functionals and the operational relation.
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Komatsu, S-i. Sasa and H. Tasaki for various related discussions on SST. This work was supported by KAKENHI
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APPENDIX
Derivation of (8)
The relation in (8) has already been derived in [6]; however, we derive it from the Jarzynski-type equality in (47)
for the NESSs, which was derived as eq. (3.1) by Komatsu et al. in [10]. We restrict our derivation to protocols that
operate at the temperatures T b1 and T
b
2 . Letting β1(t) := 1/T
b
1 (t), β2(t) := 1/T
b
2 (t), the mean inverse temperature
β := (β1+β2)/2 be the reference inverse temperature of sysrem, and ε(t) = (β2(t)−β1(t))/β(t) = (T
b
1 (t)−T
b
2 (t))/T¯ (t),
we introduce the nonequilibrium part of the entropy production rate and the entropy production due to the heat
current as
ψ(t; Γˆ) := ε(t)jψ(t; Γˆ), (41)
jψ(t; Γˆ) := β(t)
j1(t; Γˆ)− j2(t; Γˆ)
2
, (42)
where j1(t; Γˆ) and j2(t; Γˆ) are heat currents from the respective heat baths to the system at time t in a trajectory Γˆ.
We also introduce
φ(t; Γˆ) := ψ(t; Γˆ) + β˙H(Γ(t)), (43)
with which we have
Φ[Γˆ] = Θ[Γˆ] + β(τ)H(Γ(τ)) − β(0)H(Γ(0)), (44)
where the accumulation of φ over the period of the protocol, say 0 ≤ t ≤ τ , is denoted as
Φ[Γˆ] =
∫ τ
0
φ(t; Γˆ) dt. (45)
In the protocol shown in Fig. 1, the temperature deviates at most of O(ε) so that we can write β(t) = β(0) + εb(t),
which leads to β˙ = εb˙. Thus, we have an estimate Φ[Γˆ] = O(ε). For a later purpose, we define X [Γˆ] such that
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Φ[Γˆ] = εX [Γˆ], which corresponds to
X [Γˆ] :=
∫ τ
0
{
ε(t)
ε
jψ(t; Γˆ) + b˙(t)H(Γ(t))
}
dt. (46)
In the following, we write the set of operational parameters as α, and α = (T b1 , T
b
2 ) in the present Paper. For a
precise description, let us denote (α), αˆ, and αˆ† as the constant, forward and backward protocols for changing the
degree of nonequilibiurm ε, where αˆ is the protocol for changing from α to α′. Then, the extended Jarzynski equality
derived in [10] is written as
M(α′)−M(α) = log
〈
e−
Φ
2
〉αˆ
〈
e−
Φ
2
〉αˆ† , (47)
where 〈·〉αˆ and 〈·〉αˆ
†
are the path averages along the respective protocols. M(α) = −βF (α), where F (α) is the
nonequilibrium free energy adopted in [10], which corresponds to the normalization factor for the steady probability
density in the NESSs. In the protocol in Fig. 1, α = (T¯ , 0) and α′ = (T¯ , ε).
Letting the fluctuation in Ψ from the mean be
δΦ[Γˆ] := Φ[Γˆ]−
〈
Φ
〉αˆ
, (48)
the relation in (47) is written as
M(α′)−M(α) +
1
2
(〈
Φ
〉αˆ
−
〈
Φ
〉αˆ†)
= log
〈
e−
δΦ
2
〉αˆ
− log
〈
e−
δΦ
2
〉αˆ†
, (49)
which corresponds to
S(α′)− S(α) +
1
2
(〈
Θ
〉αˆ
−
〈
Θ
〉αˆ†)
= log
〈
e−
δΦ
2
〉αˆ
− log
〈
e−
δΦ
2
〉αˆ†
(50)
by substituting (44) and M(α) = S(α)− βU(α). Applying the cumulant expansion to the r.h.s. of (50), we have
log
〈
e−
δΦ
2
〉αˆ
− log
〈
e−
δΦ
2
〉αˆ†
=
1
8
(〈
Φ;Φ
〉αˆ
−
〈
Φ;Φ
〉αˆ†)
+O(ε3), (51)
where 〈A;B〉 = 〈AB〉 − 〈A〉〈B〉.
Since the order of the change in the protocol in Fig. 1 is of O(ε), we have 〈A〉αˆ = 〈A〉(α) +O(ε) for any observable
A(Γˆ). Therefore, we approximate the two culumlants as〈
Φ;Φ
〉αˆ
=
〈
Φ;Φ
〉(α)
+O(ε3), (52)〈
Φ;Φ
〉αˆ†
=
〈
Φ;Φ
〉(α)
+O(ε3), (53)
which indicate that the order of the r.h.s. of (50) is of O(ε3). Thus, we reach the relation in (8).
Comment on (9)
Next, we explain the degree of the deviation from the quasistatic limit δ in (9). For general protocols with a finite
speed of operation, we have
〈
Θex
〉αˆ
+
〈
Θex
〉αˆ†
=
〈
Φex
〉αˆ
+
〈
Φex
〉αˆ†
= ε(
〈
Xex
〉αˆ
+
〈
Xex
〉αˆ†
), (54)
which is obtained by substituting 〈Φex〉
αˆ = 〈Θex〉
αˆ + β(τ)U(α′) − β(0)U(α) resulting from (44) and then (46).
Therefore, we can write
〈
Θex
〉αˆ
+
〈
Θex
〉αˆ†
= εδ, (55)
δ :=
〈
Xex
〉αˆ
+
〈
Xex
〉αˆ†
, (56)
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where δ is a quantity that depends on the protocol. Noting that the mean of any excess quantity vanishes in the
steady states 〈Xex〉
(α) = 0, we have δ = 0 in the quasistatic limit. Thus, we recognize that δ indicates the degree of
the deviation from the quasistatic limit.
Remembering that 〈Xex〉
αˆ = 〈Xex〉
(α) +O(ε) in general protocols for changing ε and 〈Xex〉
(α) = 0, we have
〈
Xex
〉αˆ
=
〈
Xex
〉(α)
+O(ε) = O(ε), (57)
which corresponds to
δ = O(ε). (58)
This means that the relation in (10) connected entropy to the excess entropy production has worse precision than (8)
in general.
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