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A noncommutative Amir-Cambern theorem for von
Neumann algebras and nuclear C∗-algebras
E´ric Ricard Jean Roydor
Abstract
We prove that von Neumann algebras and separable nuclear C∗-algebras are stable for
the Banach-Mazur cb-distance. A technical step is to show that unital almost completely
isometric maps between C∗-algebras are almost multiplicative and almost selfadjoint. Also as
an intermediate result, we compare the Banach-Mazur cb-distance and the Kadison-Kastler
distance. Finally, we show that if two C∗-algebras are close enough for the cb-distance, then
they have at most the same length.
1 Introduction
This note concerns perturbations of operator algebras as operator spaces, more precisely pertur-
bations relative to the Banach-Mazur cb-distance. In [15], G. Pisier introduced the Banach-Mazur
cb-distance (or cb-distance in short) between two operator spaces X ,Y:
dcb(X ,Y) = inf
{‖T ‖cb‖T−1‖cb},
where the inﬁmum runs over all possible linear completely bounded isomorphisms T : X → Y. This
extends naturally the classical Banach-Mazur distance for Banach spaces when these are endowed
with their minimal operator space structure (in particular, the Banach-Mazur distance and the
cb-distance between two C(K)-spaces coincide). For background on completely bounded maps
and operator space theory the reader is referred to [2], [8], [14] and [18].
Let us recall the generalization of Banach-Stone theorem obtained independently by D. Amir and
M. Cambern (see [1], [4]): if the Banach-Mazur distance between two C(K)-spaces is strictly
smaller than 2, then they are ∗-isomorphic (as C∗-algebras). Actually, this is also true for spaces
of continuous functions vanishing at inﬁnity on locally compact Hausdorﬀ spaces. One is tempted
to extend the Amir-Cambern Theorem to noncommutative C∗-algebras. In [12], R. Kadison de-
scribed isometries between C∗-algebras, in particular the isometric structure of a C∗-algebra only
determines its Jordan structure, hence to recover the C∗-structure we need a priori assumption on
the cb-distance (not only on the classical Banach-Mazur distance). Here, we prove:
Theorem A. Let A be a separable nuclear C∗-algebra or a von Neumann algebra, then there exists
an ε0 > 0 such that for any C
∗-algebra B, the inequality dcb(A,B) < 1 + ε0 implies that A and B
are ∗-isomorphic.
When A is a separable nuclear C∗-algebra, one can take ε0 = 3.10−19. When A is a von Neumann
algebra, ε0 = 4.10
−6 is sufficient.
Such a result can not be extended to all unital C∗-algebras, see Corollary 3.9 below for a
counter-example (derived from [3]) involving nonseparable C∗-algebras.
The proof of Theorem A is totally diﬀerent from the commutative case, the cb-distance concerns
only the operator space structure, hence the basic idea is to gain the algebraic structure. It is
known that unital completely isometric linear isomorphisms between operator algebras are neces-
sarily multiplicative (see Theorem 4.5.13 [2]). Therefore, one wants to prove that almost completely
isometric maps are almost multiplicative; in the sense that the defect of multiplicativity has small
cb-norm as a bilinear map. We manage to check this by an ultraproduct argument (see Proposition
2.1) but without any explicit control on the defect of multiplicativity. When maps are between C∗-
algebras, we can drop the ‘unital’ hypothesis and show that the unitization of an almost completely
1
isometric map between C∗-algebras is almost multiplicative with explicit bounds. Consequently,
starting from a linear cb-isomorphism with small bound between C∗-algebras, one can deﬁne a
new multiplication on each of them close to the original ones. Then, in the spirit of [11] or [19],
we use the vanishing of the second and third completely bounded Hochschild cohomology groups
of an operator algebra over itself to establish a strong stability property under perturbation by
close multiplications (see Proposition 3.2). It is crucial to work with the completely bounded co-
homology here, because we can exploit the deep result that every completely bounded cohomology
group of a von Neumann algebra over itself vanishes (see [20]), this is unknown for the bounded
cohomology. This allows us to conclude for von Neumann algebras.
For separable nuclear C∗-algebras, the strategy is diﬀerent, because vanishing of completely bounded
cohomology groups is not available. First, we compare the cb-distance dcb and the completely
bounded Kadison-Kastler distance dKK,cb (see the deﬁnition below):
Theorem B. There exists a constant K > 0, such that for any C∗-algebras A and B:
dKK,cb(A,B) ≤ K
√
ln dcb(A,B).
One can choose K = 3620, when dcb(A,B) < 1 + 10−7.
In order to prove this theorem, we need to control explicitly the defect of selfadjointness of a
unital almost completely isometric map. Then we will use stability of separable nuclear C∗-algebras
for the Kadison-Kastler distance, this is a major result in perturbation theory. Let us recall from
[7] this result more precisely. As usual H denotes a Hilbert space and B(H) its bounded linear
endomorphisms. Let A, B be subalgebras of B(H), the Kadison-Kastler distance between A and
B inside B(H) is
dKK,H(A,B) = dB(H)
(
Ball(A), Ball(B)),
where dB(H) denotes the Hausdorﬀ distance and Ball(A) (respectively Ball(B)) denotes the unit
ball of A (B respectively). More generally, for two C∗-algebras A and B, the Kadison-Kastler
distance and its completely bounded version are deﬁned as:
dKK(A, B) = inf
π,ρ,H
{
dKK,H
(
π(A), ρ(B))},
dKK,cb(A, B) = inf
π,ρ,H
{
sup
n
{
dKK,ℓ2
n
⊗H
(
(idMn ⊗ π)(A), (idMn ⊗ ρ)(B)
)}}
,
where the inﬁmum runs over all faithful unital ∗-representations π : A → B(H), ρ : B → B(H)
on the same Hilbert space. The main result of [7] is: for any γ < 42−1.10−4, if A is a separable
nuclear C∗-algebra and B is another C∗-algebra, if dKK(A,B) ≤ γ then A and B are ∗-isomorphic.
Therefore, it is clear that the C∗-case of Theorem A is a corollary of this last result and our
Theorem B.
We already mentioned that an Amir-Cambern type theorem is false for any C∗-algebras, how-
ever we can try to prove that some C∗-algebraic invariants are preserved under perturbation relative
to the cb-distance. The notion of length of an operator algebra has been deﬁned by G. Pisier in [16]
in order to attack the Kadison similarity problem (he proved that a C∗-algebra has ﬁnite length
if and only if it has the Kadison similarity property). In [6] Theorem 4.4, the authors proved
that having ﬁnite length is a property which is stable under perturbation for the Kadison-Kastler
distance. Here, we prove that if two C∗-algebras are close enough for the cb-distance, then they
have at most the same length.
Theorem C. Let K ≥ 1 and ℓ ∈ N\{0} fixed but arbitrary constants. If A and B are unital
C∗-algebras with dcb(A,B) < 1 + 10−44−ℓK−2 and A has length at most ℓ and length constant at
most K, then B has length at most ℓ.
2 Almost completely isometric maps
This section starts with few technical lemmas relating algebraic properties to norm estimates in
operator algebras. We next use them to study almost completely isometric isomorphisms. We
implicitly refer to [8], [14] and [18] for basic notions around operator spaces.
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It is well known that unital completely isometric isomorphisms between operator algebras are
necessarily multiplicative (see Theorem 4.5.13 [2]). Hence one can hope that unital almost com-
pletely isometric bijections are almost multiplicative and almost selfadjoint. This can be checked
easily by an ultraproduct argument, but the important point is to control explicitly the defect of
multiplicativity and the defect of selfadjointness.
When T : A → B is a map between two operator algebras, the defect of multiplicativity of T is
denoted by T∨. It consists of the bilinear map T∨ : A2 → B given by T∨(a, b) = T (ab)−T (a)T (b).
As usual when dealing with bilinear maps (see section 1.4 in [20]), the completely bounded norm
of T∨ is the cb-norm of the induced linear map T∨ : A⊗hA → B on the Haagerup tensor product.
Given a cb map T : S → T between two operator systems, we use the notation T ⋆ for the map
deﬁned on S by T ⋆(x) = T (x∗)∗. We call defect of selfadjointness the linear map T − T ⋆.
Proposition 2.1 For any η > 0, there exists ρ ∈]0, 1[ such that for any unital operator algebras
A, B, for any unital cb-isomorphism T : A → B, ‖T ‖cb ≤ 1 + ρ and ‖T−1‖cb ≤ 1 + ρ imply
‖T∨‖cb < η.
Proof : Suppose the assertion is false. Then there exists η0 > 0 such that for every positive integer
n ∈ N\{0}, there is a unital cb-isomorphism Tn : An → Bn between some unital operator algebras
satisfying
‖Tn‖cb ≤ 1 + 1
n
, ‖T−1n ‖cb ≤ 1 +
1
n
and ‖T∨n ‖cb ≥ η0.
Let U be a nontrivial ultraﬁlter on N, let us denoteAU (resp. BU) the ultraproduct ΠnK1⊗minAn/U
(resp. ΠnK
1⊗minBn/U), here K1 denotes the unitization of the C∗-algebra of all compact operators
on ℓ2. Then AU (resp. BU) is a unital operator algebra (see [2]). Now consider TU : AU → BU the
ultraproduct map obtained from the idK1 ⊗ Tn’s. Hence TU is a unital surjective linear complete
isometry between operator algebras, so TU is multiplicative (see Theorem 4.5.13 [2]) hence T∨U = 0.
This contradicts the hypothesis for all n, ‖T∨n ‖cb ≥ η0. Indeed ‖T∨n ‖cb = ‖(idK1 ⊗ Tn)∨‖, so
there are un, vn in the closed unit ball of K
1 ⊗min An such that∥∥(idK1 ⊗ Tn)(unvn)− (idK1 ⊗ Tn)(un)(idK1 ⊗ Tn)(vn)∥∥ ≥ η0,
which implies that ∥∥TU(u˙v˙)− TU(u˙)TU(v˙)∥∥ ≥ η0
(where x˙ denotes the equivalence class of (xn)n in AU ).
A similar proof gives
Proposition 2.2 For any η > 0, there exists ρ ∈]0, 1[ such that for any operator systems S, T , for
any unital cb-isomorphism T : S → T , ‖T ‖cb ≤ 1 + ρ and ‖T−1‖cb ≤ 1 + ρ imply ‖T − T ⋆‖cb < η.
We turn to quantitative versions of the previous Propositions for C∗-algebras.
The next Lemma is interesting because it gives an operator space characterization (it involves
computations on 2× 2 matrices) of invertibility inside a von Neumann algebra.
Lemma 2.3 Let M be a von Neumann algebra and x ∈M, ‖x‖ ≤ 1. Then, x is invertible if and
only if there exists α > 0 such that for any projection y ∈ M,∥∥∥∥
[
x
y
]∥∥∥∥
2
≥ α+ ‖y‖2 and ∥∥[ x y ]∥∥2 ≥ α+ ‖y‖2 (C)
If this holds, the maximum of the α’s satisfying (C) equals ‖x−1‖−2 and (C) holds for any y ∈M.
Proof : If x ∈ M is invertible and y ∈M is arbitrary, by functional calculus, x∗x ≥ ‖x−1‖−2, thus
∥∥∥∥
[
x
y
]∥∥∥∥
2
= ‖x∗x+ y∗y‖ ≥ ∥∥‖x−1‖−2 + y∗y∥∥ = ‖x−1‖−2 + ‖y‖2.
Thanks to a similar argument for the row estimate, we get that (C) holds with α = ‖x−1‖−2.
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Assume that (C) is satisﬁed. Fix λ ≥ 0 and let pλ = χ[0,λ](x∗x) ∈ M be the spectral projection
of |x|2 corresponding to [0, λ]. By the functional calculus 1 + λ ≥ x∗x + pλ as ‖x‖ ≤ 1. Taking
y = pλ in the ﬁrst part of (C) gives,
1 + λ ≥
∥∥∥∥
[
x
pλ
]∥∥∥∥
2
≥ α+ ‖pλ‖2.
Hence pλ = 0 for λ < α. Thus x
∗x is invertible and
∥∥(x∗x)−1∥∥ ≤ α−1. Similarly xx∗ must have
the same property and x is left and right invertible hence invertible. In the polar decomposition
of x = u|x|, u must be a unitary so that we ﬁnally get α ≤ ‖x−1‖−2 and the proof is complete.
The next Proposition generalizes the well-known fact that a complete isometry between C∗-
algebras sends unitaries to unitaries.
Proposition 2.4 Let A, B be two C∗-algebras. Let T : A → B be a cb-isomorphism such that
‖T ‖cb‖T−1‖cb <
√
2. Then, for any unitary u ∈ A, T (u) is invertible and
‖T (u)−1‖ ≤ ‖T
−1‖cb√
2− ‖T ‖2cb‖T−1‖2cb
.
Proof : Passing to biduals, we can assume that A and B are von Neumann algebras as x ∈ B is
invertible in B if and only if it is invertible in B∗∗. Replacing T by T/‖T ‖cb, we may assume that
‖T ‖cb = 1 and ‖T−1‖cb <
√
2.
Let y ∈ B with ‖y‖ = 1, as ‖T (u)‖ ≤ 1:∥∥∥∥
[
T (u)
y
]∥∥∥∥
2
≥ 1‖T−1‖2cb
∥∥∥∥
[
u
T−1(y)
]∥∥∥∥
2
≥ 1 + ‖T
−1(y)‖2
‖T−1‖2cb
≥ 2‖T−1‖2cb
.
Hence T (u) satisﬁes (C) with α = 2‖T−1‖2
cb
− 1 > 0. Finally applying Lemma 2.3, we obtain
‖T (u)−1‖2 ≤ 1
α
≤ ‖T
−1‖2cb
2− ‖T−1‖2cb
.
This Lemma is folklore, we give a quick proof.
Lemma 2.5 Let A be a unital C∗-algebra and x ∈ A invertible. Then there exists a unitary u ∈ A
such that ‖x− u‖ = max
{
‖x‖ − 1, 1− 1‖x−1‖
}
.
Proof : Write the polar decomposition of x = u|x|. As x is invertible, |x| is strictly positive element
of A, so u is a unitary of A. Obviously, ‖x−u‖ = ‖|x|−1‖. Seeing |x| as a strictly positive function
thanks to the functional calculus, it is not diﬃcult to conclude.
The next Lemma is the key result to compute explicitly the defect of multiplicativity. As in
Lemma 2.3, operator space structure is needed.
Lemma 2.6 Let u, v be two unitaries in B(H). Let x ∈ B(H) and c ≥ 1 such that∥∥∥∥
[
u x
−1 v
]∥∥∥∥ ≤ c√2,
then
∥∥x− uv∥∥ ≤ 2√c2 − 1.
Proof : Note ﬁrst that[
u∗ 0
0 1
] [
u x
−1 v
] [
1 0
0 v∗
]
=
[
1 u∗xv∗
−1 1
]
,
hence without loss of generality we can assume that u = v = 1. Take h ∈ H , then∥∥∥∥
[
1 x
−1 1
] [ −h
h
]∥∥∥∥ ≤ c√2
∥∥∥∥
[ −h
h
]∥∥∥∥ .
Therefore ‖x(h)− h‖2 + 4‖h‖2 ≤ 4c2‖h‖2, which implies ‖x− 1‖ ≤ 2√c2 − 1.
We are now ready to prove the main result of this section.
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Theorem 2.7 Let A, B be two unital C∗-algebras. Let T : A → B be a cb-isomorphism with
T (1) = 1 and ‖T ‖cb‖T−1‖cb <
√
2, then
‖T∨‖cb ≤ 2
√(
‖T ‖cb + µ(T )√
2
)2
− 1 + µ(T )(1 + ‖T ‖cb),
‖T − T ⋆‖cb ≤ 2
√(
‖T ‖cb + µ(T )√
2
)2
− 1 + 2µ(T ),
where µ(T ) = max
{
‖T ‖cb − 1, 1−
√
2
‖T−1‖2cb
− ‖T ‖2cb
}
.
Proof : We start with the defect of multiplicativity. From the deﬁnition of the Haagerup tensor
norm and the Russo-Dye Theorem, it suﬃces to show that for any unitaries u, v ∈ Mn(A) we have
‖Tn(uv)− Tn(u)Tn(v)‖Mn(B) ≤ 2
√(
‖T ‖cb + µ(T )√
2
)2
− 1 + µ(T )(1 + ‖T ‖cb),
where Tn = IdMn ⊗ T . Without loss of generality, we can assume n = 1.
Let u, v ∈ A unitaries, as
∥∥∥∥
[
u uv
−1 v
]∥∥∥∥ = √2, we get
∥∥∥∥
[
T (u) T (uv)
−1 T (v)
]∥∥∥∥ ≤ ‖T ‖cb√2.
From Lemma 2.5 and Proposition 2.4 we deduce that there are unitaries u′, v′ ∈ B with ‖T (u)−
u′‖ ≤ µ(T ) and ‖T (v)− v′‖ ≤ µ(T ). The triangular inequality gives∥∥∥∥
[
u′ T (uv)
−1 v′
]∥∥∥∥ ≤ ‖T ‖cb√2 + µ(T ).
Lemma 2.6 implies that ‖T (uv) − u′v′‖ ≤ 2
√(
‖T ‖cb + µ(T )√2
)2
− 1, so that we get the estimate
using the triangular inequality once more.
For the second estimate, as T ⋆n = (T
⋆)n we may also assume n = 1. Thanks to the Russo-Dye
Theorem, we just need to check that for any u ∈ A unitary
‖T (u)− T (u∗)∗‖ ≤ 2
√(
‖T ‖cb + µ(T )√
2
)2
− 1 + 2µ(T ).
Taking v = u∗ in the above arguments leads to ‖T (uu∗)− u′v′‖ ≤ 2
√(
‖T ‖cb + µ(T )√2
)2
− 1. Hence
‖u′ − v′∗‖ ≤ 2
√(
‖T ‖cb + µ(T )√2
)2
− 1 and we conclude using the triangular inequality.
3 A noncommutative Amir-Cambern Theorem
3.1 Perturbations of multiplications
Definition 3.1 Let X be an operator space. A bilinear map m : X × X → X is called a multipli-
cation on X if it is associative and extends to the Haagerup tensor product X ⊗h X .
We denote by mA the original multiplication on an operator algebra A.
In the following, Hkcb(A,A) denotes the kth completely bounded cohomology group of A over
itself. We refer to [20] for precise deﬁnitions.
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The next proposition is the operator space version of Theorem 3 in [19] or Theorem 2.1 in
[11]. It gives a precise form of small perturbations of the product on an operator algebra under
cohomological conditions.
As before, the quantity ‖m−mA ‖cb is the cb-norm of m−mA as a linear map from A ⊗h A
into A.
Proposition 3.2 Let A be an operator algebra satisfying
H2cb(A,A) = H3cb(A,A) = 0. (⋆)
Then there exist δ, C > 0 such that for every multiplication m on A satisfying ‖m−mA ‖cb ≤ δ,
there is a completely bounded linear isomorphism Φ : A → A such that
‖Φ− idA‖cb ≤ C‖m−mA ‖cb and Φ(m(x, y)) = Φ(x)Φ(y).
If A is a von Neumann algebra, then (⋆) is automatically satisfied with values δ = 1/11 and C = 10.
Moreover if m satisfies m(x∗, y∗) = m(y, x)∗ for all x, y ∈ A, then Φ(x∗) = Φ(x)∗ for all x ∈ A.
Proof : We only give a sketch as it only consists in adapting arguments of [19] (see also [20] chapter
7) or Theorem 2.1 of [11] to the operator space category.
In the bounded situation, one has to apply an implicit function theorem (Theorem 1 in [19])
to the right spaces of multilinear maps (Theorem 3 in [19]). This is done in details in Theorem
7.4.1 in [20] from 7.3.1. With the notation there (taking M = A) one simply need to replace
 Lk(M,M) by their cb-version  Lkcb(A,A) which are obviously Banach spaces. The statement about
∗ is justiﬁed right after Theorem 7.4.1 in [20].
If A is a von Neumann algebra, all completely bounded cohomology groups of A over itself vanish
(see [20] chapter 4.3) and we can choose K = L = 1 in the proof of Theorem 2.1 of [11], which gives
δ = 11−1 (see the discussion after the proof of Theorem 2.1 [11]) and a computable value of C. Now
following notation of the proof of Theorem 2.1 [11], the rational function p satisﬁes p(x) ≤ 9.75x2,
for x small enough. Hence the sequence (εi) deﬁned by εi+1 = p(εi) (and ε0 = ‖m−mA ‖cb)
veriﬁes εi ≤ 9.752i−1ε2i0 . As K = L = 1, we have ‖Si‖cb ≤ εi−1 + 2ε2i−1. Then, using the previous
estimates of the εi’s we get ‖Wn − I‖cb ≤ exp(
∑n
i=1 ‖Si‖cb) ≤ 10ε0. (With notation of Theorem
2.1 [11], the desired Φ is obtained as the limit of (Wn)n.)
3.2 Proofs of Theorems A and B
The proof of Theorem A is a variant of the proof of Theorem B. For clarity we postpone the
quantitative estimate to the next Remark.
Proof of Theorem B: As dKK is bounded, the statement is only interesting when dcb(A,B) is close
to 1. The proof uses ideas from Corollary 7.4.2 in [20].
Let L : A → B be a cb-isomorphism with ‖L‖cb ≤ 1 and ‖L−1‖cb ≤ dcb(A,B)(1 + ǫ).
Consider the bidual extension still denoted by L : A∗∗ → B∗∗, it remains a cb-isomorphism and
satisﬁes the same norm estimates.
We suppose A unital, we will treat the non-unital case afterwards. The ﬁrst step is to unitize
L. By Lemma 2.4, L(1) is invertible in B. Let S = L(1)−1L, then S is unital and
‖S‖cb ≤ ‖L
−1‖cb√
2− ‖L−1‖2cb
and ‖S−1‖cb ≤ ‖L−1‖cb. Note also that S(A) = B.
The second step is to make our cb-isomorphism selfadjoint. By Theorem 2.7, we have ‖S −
S⋆‖cb ≤ 2f1
(‖L−1‖cb) for some continuous function with f1(1) = 0. Let T = 12(S + S⋆). Then
T : A∗∗ → B∗∗ is unital ∗-preserving, ‖T − S‖cb ≤ f1
(‖L−1‖cb) and T (A) ⊂ B. So if ‖L−1‖cb is
close enough to 1, T is also a cb-isomorphism such that T (A) = B with norm estimates ‖T ‖cb ≤
f2
(‖L−1‖cb) and ‖T−1‖cb ≤ f2(‖L−1‖cb), for some continuous function at 1 with f2(1) = 1.
Deﬁne on A∗∗ a new multiplication by, for x, y ∈ A∗∗
m(x, y) = T−1
(
T (x)T (y)
)
.
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The multiplication m is associative and ∗-preserving. It is obviously completely bounded and
clearly
‖m−mA∗∗ ‖cb ≤ ‖T−1‖cb‖T∨‖cb.
Thus, the estimate in Theorem 2.7 gives that ‖m−mA∗∗ ‖cb ≤ f3
(‖L−1‖cb) for some continuous
function f3 with f3(1) = 0. If ‖L−1‖cb is close enough to 1, we get from Proposition 3.2, that there
is a completely bounded ∗-preserving linear isomorphism Φ : A∗∗ → A∗∗ with ‖Φ − idA∗∗‖cb ≤
f4
(‖L−1‖cb) and for x, y ∈ A∗∗
Φ−1
(
Φ(x)Φ(y)
)
= m(x, y) = T−1(T (x)T (y)).
Note that necessarily Φ(1) = 1, and Φ is ∗-preserving.
Let π = TΦ−1 : A∗∗ → B∗∗, it is a ∗-preserving cb-isomorphism. Moreover, for x, y ∈ A∗∗,
π(xy) = π(x)π(y), hence π is actually a ∗-isomorphism. Now we check that the C∗-algebras π(A)
and B are close for the Kadison-Kastler distance inside B∗∗. We have, for a ∈ Ball(A):
‖π(a)− T (a)‖ ≤ f4
(‖L−1‖cb), (1)
and as T (A) = B, for b ∈ Ball(B), we have
‖b− π(T−1(b))‖ ≤ ‖T−1‖cbf4(‖L−1‖cb) = f5(‖L−1‖cb).
From which one easily deduces dKK(A,B) ≤ f5
(‖L−1‖cb), for some continuous function f5 with
f5(1) = 0.
Now if A is non-unital, in the preceding proof, L(1) is now invertible in B∗∗ (here 1 denotes
the unit of A∗∗), so S(A) = B is not valid anymore. But the inequality (1) above still holds and
we deduce that for a ∈ Ball(A)
‖π(a)− S(a)‖ ≤ (f4 + f1)
(‖L−1‖cb).
Now from Lemma 2.5, there is a unitary u in B∗∗ such that ‖u−L(1)−1‖ ≤ f6
(‖L−1‖cb) for some
continuous function f6 with f6(1) = 0. Therefore
‖π(a)− uL(a)‖ ≤ (f4 + f1 + f6)
(‖L−1‖cb).
Taking the adjoints we obtain
‖π(a)− L(a∗)∗u∗‖ ≤ (f4 + f1 + f6)
(‖L−1‖cb).
Write a = xy, for some x and y in the Ball(A), then
‖π(a)− uL(x)L(y∗)∗u∗‖ ≤ 2(f4 + f1 + f6)
(‖L−1‖cb). (2)
As L(x)L(y∗)∗ belongs to Ball(B), we conclude that the C∗-algebra π(A) is nearly included in
the C∗-algebra uBu∗. Let us prove the converse near inclusion. Let b ∈ Ball(B), we can factorize
b = L(x)L(y∗)∗ with x, y ∈ A such that ‖x‖ ≤ ‖L−1‖ and ‖y‖ ≤ ‖L−1‖. From inequality (2), we
get
‖π(xy)− uL(x)L(y∗)∗u∗‖ ≤ 2‖L−1‖2(f4 + f1 + f6)
(‖L−1‖cb).
Finally, dKK(A,B) ≤ 2‖L−1‖2(f4 + f1 + f6)
(‖L−1‖cb).
Proof of Theorem A: When A is a separable nuclear C∗-algebra, this follows directly from Theorem
4.3 in [7] and Theorem B.
When A is a von Neumann algebra, one does not need to go to the bidual A∗∗ in the preceding
proof (to apply Proposition 3.2), so that we directly conclude that π : A → B is a ∗-isomorphism.
But we should mention another way (which improves theoretically our bound in the von Neumann
algebras case): the second step in the proof is not necessary, just deﬁne directly a new multiplication
using the cb-isomorphism S (instead of T ). Then π is just an algebra isomorphism (not necessarily
selfadjoint), but it is enough to conclude thanks to Theorem 3 in [9].
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Remark 3.3 We give a rough estimate for the constants in Theorems A and B. With notation
from the proof of Theorem B, we start with ‖L‖cb ≤ 1 and δ = ‖L−1‖cb − 1, then
‖S‖cb ≤ 1 + δ
(2− (1 + δ)2)1/2
and ‖S−1‖cb ≤ 1 + δ. From now, we assume that δ ≤ 110 . One easily checks, computing derivative
that
µ(S) = max
{
‖S‖cb − 1, 1−
√
2
‖S−1‖2cb
− ‖S‖2cb
}
≤ 2δ,
‖S‖cb < 1 + 3δ.
Then
‖S − S⋆‖cb ≤ 2
√
(1 + 3δ +
√
2δ)2 − 1 + 4δ ≤ 10
√
δ = 2f1(δ).
We get that T is invertible as soon as 5
√
δ < 11+δ . Let us now assume that δ <
1
200 so that
‖T ‖cb ≤ ‖S‖cb + ‖T − S‖cb ≤ 1 + 6
√
δ,
‖T−1‖cb ≤ ‖S
−1‖cb
1− ‖S−1‖cb‖S − T ‖cb ≤
1 + δ
1− 5(1 + δ)√δ ≤ 1 + 8
√
δ,
Now we get µ(T ) ≤ 40
√
δ. Thus basic estimates lead to ‖T−1‖cb‖T∨‖cb ≤ 180
√
δ, so we can choose
f3(1 + δ) = 180
√
δ for δ < 1200 . We need f3(1 + δ) < 1/11 to apply Proposition 3.2, so we assume
δ < 2.10−7. Hence for the von Neumann algebras case of Theorem A, we could choose ε0 = 2.10−7,
but we will improve this bound later.
As C = 10 in Proposition 3.2, f4 = 10f3. Moreover f6(1 + δ) = ‖L(1)−1‖ − 1 = 3δ. Finally we
obtain dKK,cb(A,B) ≤ 3620
√
δ.
We need dKK(A,B) < 1/420000 to conclude for separable nuclear C∗-algebras. Finally, Theo-
rem A for separable nuclear C∗-algebras is true with ε0 = 3.10−19.
For von Neumann algebras, as explained in the proof of theorem A, we only need to deal with S.
Hence ε0 = 4.10
−6 is enough to ensure ‖S−1‖cb‖S∨‖cb ≤ 88
√
δ < 1/11 and to get the conclusion.
Remark 3.4 It is clear that if any two C∗-algebras satisfy dcb(A,B) < 1 + 4.10−6, then A∗∗
and B∗∗ are ∗-isomorphic. We should also note that if preduals M∗,N∗ of von Neumann algebras
satisfy dcb(M∗,N∗) < 1 + 4.10−6, then M∗ and N∗ are completely isometric.
Remark 3.5 If a C∗-algebra A satisﬁes hypothesis of Proposition 3.2 (with some constants C
and δ), then A satisﬁes the conclusion of Theorem A (with ε0 depending on C and δ). In partic-
ular, Johnson showed in [11] that separable unital commutative C∗-algebras satisfy H2cb(A,A) =
H3cb(A,A) = {0}. Thus, the above proof recovers the classical Amir-Cambern theorem (but with
a worse ε0, it is known that ε0 = 1 is optimal is the commutative case).
Remark 3.6 Actually when A is a von Neumann algebra, we have proved slightly more: for any
C∗-algebra B, for any completely bounded linear isomorphism L : A → B such that ‖L‖cb‖L−1‖cb ≤
1 + ǫ with ǫ < 2.10−7, then there exists a surjective linear complete isometry J : A → B such that
‖J − L‖cb ≤ 1808√ǫ. (With notation of the preceeding proof, just take J = u∗π).
Remark 3.7 For two operator spaces X ,Y, denote: d2(X ,Y) = inf
{‖idM2 ⊗ T ‖‖idM2 ⊗ T−1‖},
where the inﬁmum runs over all possible linear isomorphisms T : X → Y. If a von Neumann
algebra A satisﬁes H2(A,A) = H3(A,A) = {0} (which is true for factors of type I, type II∞,
type III and type II1 with property gamma or admitting a Cartan MASA, see [20]), then the
conclusion of Theorem A is valid with assumption on d2 instead of dcb (because norms estimates
needed in section 2 only require computations on 2× 2 matrices).
We now give a counter-example to Amir-Cambern theorem for general (nuclear) C∗-algebras.
Let us recall the main result of [3]:
Theorem 3.8 There exist a family (Cθ)θ∈[0,π[ of non separable C∗-subalgebras of B(ℓ2) containing
K(ℓ2) such that dcb(Cθ, Cτ ) ≤ C|θ − τ |, dKK,ℓ2(Cθ, Cτ ) ≤ C|θ − τ | for some C > 0 but C0 is not
isomorphic to Cθ with θ 6= 0.
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Actually the isomorphisms Cθ → Cτ are completely positive. This shows somehow that Theorem
A is optimal in full generality. We conclude with the following application
Corollary 3.9 There exists two (non separable) non isomorphic C∗-algebras C and D such that
dcb(C,D) = 1.
Proof : Just take C = ⊕θ∈Q∩[0,1[Cθ and D = ⊕θ∈Q∩]0,1[Cθ. For any ε > 0, there is a bijection
f : Q∩ [0, 1[→ Q∩]0, 1[ with |f(x)− x| < ε, thus dcb(C,D) < Cε. But C and D are not isomorphic.
Indeed for any θ, Cθ has a trivial center, hence there is a minimal central projection p ∈ C with
pC = C0 whereas qD 6= C0 for all minimal central projections q ∈ D.
3.3 Stability of length
For details on the notion of length, see [16] and [17]. To prove that the length function is locally
constant, the ﬁrst step is to notice that the length is stable for cb-close multiplications, then an
application of Theorem 2.7 allows to conclude.
The next lemma is folklore in perturbation theory, we just sketch the proof.
Lemma 3.10 Let S, T : X → Y be two completely bounded linear maps between operator spaces
such that T˜ : X/ kerT → Y is a cb-isomorphism with ‖T˜−1‖cb ≤ K. If ‖T − S‖cb < 1/K, then
S˜ : X/ kerS → Y is also a cb-isomorphism and
‖S˜−1‖cb ≤ K
1−K‖T − S‖cb .
Proof : Let y be in the unit ball of Mn(Y). Then there exists x0 in Mn(X ), ‖x0‖ < K such that
T (x0) = y. Hence
‖y − S(x0)‖ < α,
where α = K‖T−S‖cb < 1. Applying the same procedure to 1α (y−S(x0)), we obtain x1 in Mn(X ),‖x1‖ < K such that
‖y − S(x0 + αx1)‖ < α2
proceeding by induction, we obtain the result.
From [2] Theorem 5.2.1, we know that an operator space A endowed with a multiplication m (in
the sense of Deﬁnition 3.1) is cb-isomorphic via an algebra homomorphism to an actual operator
algebra. As the length is invariant under algebraic cb-isomorphisms, it makes sense to talk about
the length of A equipped with m. As max is functorial, equivalences of Theorem 4.2 in [16] remain
true in the case of a completely bounded multiplication (not necessarily completely contractive).
We denote by ml the l-linear map deﬁned (by associativity) on Al.
Proposition 3.11 Let A be a unital operator algebra of length at most ℓ and length constant at
most K. Let m be another multiplication on A such that ‖mℓ−mℓA ‖cb < 1/K. Then A equipped
with m has also length at most ℓ.
Proof : Let us denote by Tl : max(A)⊗hℓ → A (resp. Sℓ : max(A)⊗hℓ → A) the completely
bounded linear map induced by the original multiplication mA (resp. by the new multiplication
m) on the ℓ-fold Haagerup tensor product of max(A) (i.e. A endowed with its maximal operator
space structure). The hypothesis that A has length at most ℓ and length constant at most K
exactly means that T˜ℓ : max(A)⊗hℓ/ kerTℓ → A is a cb-isomorphism with ‖T˜ℓ−1‖cb ≤ K (see
[16] Theorem 4.2). But ‖mℓ−mℓA ‖cb < 1/K implies that ‖Tℓ − Sℓ‖cb < 1/K. By Lemma 3.10,
S˜ℓ : max(A)⊗hℓ/ kerSℓ → A is also a cb-isomorphism, so the result follows.
Proof of Theorem C: As in the proof of Theorem B, let L : A → B a linear cb-isomorphism with
‖L‖cb‖L−1‖cb < 1 + ǫ. We consider S = L(1)−1L and the multiplication m on A deﬁned by
m(x, y) = S−1(S(x)S(y)).
Hence
‖mℓ−mℓA ‖cb ≤ ‖S−1‖cb‖S∨ℓ‖cb.
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Since ‖S−1‖cb ≤ 1+f(ǫ) and ‖S‖cb ≤ 1+f(ǫ) with f(ǫ) tending to 0 when ǫ tends to 0, by Theorem
2.7, ‖S−1‖cb‖S∨ℓ‖cb < 1/K, if ǫ is small enough. (Naturally here, S∨ℓ denotes the ℓ-linear map
deﬁned on Al by S∨ℓ(x1, . . . , xℓ) = S(x1 . . . xℓ) − S(x1) . . . S(xℓ)). Therefore by Proposition 3.11,
A equipped with m has also length at most ℓ. But S is a cb-isomorphic algebra isomorphism from
A equipped with m onto B, so B has length at most ℓ as well.
For the quantitative estimates, clearly ‖S∨ℓ‖cb ≤ ‖S∨‖cb
∑ℓ−2
k=0 ‖S‖kcb, hence to apply Proposition
3.11 we need ‖S−1‖cb‖S∨ℓ‖cb ≤ 88
√
δ2ℓ−1 < 1/K, which gives the explicit bound.
Remark 3.12 We have just proved that the length is stable under cb-isomorphisms with small
bounds. More generally, we have the following general principle: any property which is stable under
perturbation by cb-close multiplications is also stable under perturbation by cb-isomorphisms with
small bounds.
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