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Transforme´e de Mellin des inte´grales- fibres
associe´es aux singularite´s isole´es
d’intersection comple`te quasihomoge`nes
Susumu TANABE´
Re´sume´. La transforme´e de Mellin de l’inte´grale -fibre est calcule´e
pour certaines singularite´s isole´es d’intersection comple`te quasiho-
moge`nes (surtout singularite´s unimodales de la liste de Giusti et de
Wall). On montre la proprie´te´ de la syme´trie des spectres de Gauss-
Manin (The´ore`me 3.1) et on met a` jour la structure de re´seaux
des poˆles de la transforme´e de Mellin, exprime´e au moyen des
donne´es topologiques des singularite´s (The´ore`me 4.3, The´ore`me
5.2). Comme application de ces re´sultats, on exprime le nombre de
Hodge de la fibre par le de´nombrement de spectres de Gauss-Manin.
0 Introduction
Ici on calcule concre`tement le syste`me de Gauss-Manin de l’inte´grale-fibre associe´e aux singu-
larite´s isole´es d’intersection comple`te (SIIC) quasihomoge`ne.
D’abord nous fixons la situation. Pour les deux varie´te´s complexes X = (Cn+k, 0), S = (Ck, 0),
on regarde une application quasihomoge`ne d’intersection comple`te,
(0.1) f : X → S
telle que Xs := {(x1, · · · , xn+k) ∈ X ; f1(x) = s1, . . . , fk(x) = sk}. C’est a` dire que f1(x), · · · , fk(x)
sont des polynoˆmes quasihomoge`nes par rapport a` un poids et dimX0 = n ≥ 1. On suppose en plus
que f posse`de une singularite´ isole´e a` l’origine i. e. df(x) = 0 pour x ∈ X0 si et seulement si x = 0.
Dans ce travail, notre but est de de´crire les solutions explicites du syste`me de Gauss-Manin
associe´ a` SIIC quasihomoge`nes pour certains cas de courbe espace i.e. n = 1, k = 2. Ici nous nous
servons de la transforme´e de Mellin d’inte´grales-fibres parce que elle permet de mieux visualiser
les proprie´te´s importantes de singularite´s SIIC. Cette situation a incite´ certains auteurs comme
C.Sabbah [21], [22], D.Barlet[6], F.Loeser [16] a` poursuivre des recherches sur la transforme´e de
Mellin d’inte´grales fibres qui etaient, entre autres, motive´s par une ide´e de P.Deligne reproduite
dans [20].
Le plan de cet article est le suivant. Dans le §1, selon Greuel et Hamm [12], on introduit
les espaces vectoriels sur lesquels le syste`me de Gauss-Manin associe´ a` SIIC quasihomoge`ne de
dimension arbitraire sera de´fini et repre´sente´ au moyen des matrices implicitement de´finies. Les
re´sultats du §2 montrent le calcul concret du syste`me de Gauss-Manin associe´ aux singularite´s
isole´es simples d’intersection comple`te (SISIC) Sµ, Uµ, Tµ,Wµ, Zµ (µ ≥ 5) de la liste de M.Giusti
[10]. Je tiens a` noter que le calcul effectue´ par S.Guzev [13] sert a` l’e´tablissement de re´sultats de
cette section.
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Dans le §3, les spectres du syste`me de Gauss-Manin associe´ a` SISIC sont de´finis et la syme´trie
entre eux est e´tablie. On note que la syme´trie des spectres de la structure de Hodge mixte sur
la cohomologie relative d’une SIIC a e´te´ de´montre´e par W.Ebeling et J.Steenbrink [9]. Notre ap-
proche est diffe´rent de celui de Ebeling-Steenbrink, puisque nos objets principaux sur lesquel la
transformation de monodromie agit sont les espaces V et Φ de Greuel-Hamm. Dans le §4, la trans-
forme´e de Mellin de l’inte´grale- fibre est de´crite au moyen des spectres mentionne´s. Pour cela,
on re´sout une e´quation aux diffe´rences finies. L’interpre´tation de l’inte´grale- fibre comme fonction
hyperge´ome´trique ge´ne´ralise´e au sens de Mellin-Barnes-Pincherle est donne´e. Les poˆles de la trans-
forme´e de Mellin donnent des informations sur la b− fonction en 2-variables introduite par Sabbah
[21]. Dans le §5, en se servant du caracte`re assez universel des calculs pour SISIC, on ge´ne´ralise des
re´sultats des §2 et §3 aux se´ries des singularite´s ”non-resonantes” et unimodales. Dans le §6, on
exprime le nombre de Hodge de la fibre de Milnor hpq(Xs) au moyen des spectres de Gauss-Manin
obtenus dans §3, §5.
Je tiens a` remercier D.Barlet, E.Brieskorn, J.H.M.Steenbrink et C.Sabbah de leurs critiques
utiles et V. P. Palamodov d’avoir mis a` ma disposition une copie de manuscrit [13].
1 Les espaces vectoriels V et Φ de Greuel-Hamm
1.1On reprend la situation et les notations de §0. Dans cette section, on pre´pare quelques lemmes
sur l’intersection comple`te Xs := {(x1, · · · , xm) ∈ X ; f1(x) = s1, . . . , fk(x) = sk}, de dimension
n = m− k ≥ 0 qui est de´finie par une collection de polynoˆmes quasihomoge`nes f1(x), . . . , fk(x).
D’abord on commence par munir nos objets des poids quasihomoge`nes. De`s que f1, · · · , fk
sont des polynoˆmes quasihomoge`nes, on peut attribuer aux variables x1, · · · , xm les poids quasiho-
moge`nes. Notons les poids de ces variables par
(1.1.1) w(x1) = w1, · · · , w(xm) = wm,
ou` w1, · · · , wm sont les entiers positifs de pgdc e´gal a` 1. On utilisera la notation w(f1) = p1, · · · ,
w(fk) = pk, en sorte que p1 ≥ p2 ≥ · · · ≥ pk. Il est naturel de de´finir le champ d’Euler
(1.1.2) E = w1x1
∂
∂x1
+ · · ·+ wmxm
∂
∂xm
,
de telle sorte que
E(fj) = pjfj pour j = 1, · · · , k.
On peut associer a` une fonction ou une forme holomorphe quasihomoge`ne ξ son poid quasihomoge`ne
et on le note par w(ξ).
1.2 Pour calculer le syste`me de Gauss-Manin associe´ aux singularite´s note´es ci-dessus, nous
introduisons les deux espaces vectoriels V et F,
(1.2.1) F :=
Ωn+1X
df1 ∧ ΩnX + · · ·+ dfk ∧ Ω
n
X + iE(Ω
n+2
X )
,
ou` iE signifie contraction avec le champ d’Euler E de´fini par (1.1.2).
(1.2.2) V :=
ΩnX
df1 ∧ Ω
n−1
X + · · ·+ dfk ∧ Ω
n−1
X + dΩ
n−1
X + f1Ω
n
X + · · ·+ fkΩ
n
X
.
L’espace V a e´te´, par exemple, introduit par Greuel-Hamm [12]. Ils s’en servirent afin de calculer le
nombre de Milnor µ et le polynoˆme caracte´ristique de la monodromie de Picard-Lefschetz pour f,
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une singularite´ isole´e d’intersection comple`te quasihomoge`ne. Du lemme 3.6 de [12] on de´duit que
rangCV est e´gal au nombre de Milnor µ de la singularite´. Dans leur formule, PV (1) = µ pour le
cas n > 0. Le Satz 3.1 de [12] donne la se´rie de Poincare´ PV (t),
(1.2.3) PV (t) = Resτ=0
τ−m+k−1
τ + 1
[
m∏
i=1
1 + τtwi
1− twi
k∏
j=1
1− tpj
1 + τtpj
+ τ ].
Quant a` l’espace F, on doit sa de´finition essentiellement a` S.Guzev [13].
1.3 Par les propositions suivantes, on voit l’utilite´ de l’espace F pour le calcul de Gauss-Manin.
Introduisons un autre espace vectoriel Φ :
Φ :=
ΩmX
df1 ∧ · · · ∧ dfk ∧ ΩnX + f1Ω
m
X + · · ·+ fkΩ
m
X
.
On introduit un espace vectoriel Φ˜ qui est e´videmment isomorphe a` Φ :
Φ˜ = OX/〈J (f), f1, · · · , fk〉,
ou` J (f) l’ideal jacobien des mineurs d’ordre k :
J (f) := 〈
∂(f1, · · · , fk)
∂(xi1 , · · · , xik)
, 1 ≤ i1 < · · · < ik ≤ n+ k〉.
Pour φj(x) ∈ Φ˜, on a φj(x)dx ∈ Φ. Nous notons par Cr(f) := {x ∈ X ; df1(x) ∧ · · · ∧ dfk(x) = 0},
l’ensemble de´fini par l’ide´al J (f).
Selon la construction de Brieskorn-Greuel [11], introduisons un module
”H = f∗Ω
m
X/df1 ∧ · · · ∧ dfk · d(f∗Ω
n−1
X )
∼=
ΩmX
df1 ∧ · · · ∧ dfk ∧ dΩ
n−1
X
,
qui est identifie´ a` un OS− module du rang µ (Proposition 2.6 [11]). En fait,
Lemme 1.1 Si f1, · · · , fk sont des polynoˆmes quasihomoge`nes qui de´finissent SIIC, l’espace vecto-
riel Φ est isomorphe a` un autre espace vectoriel ”H/(f1, · · · , fk), le re´seau de Brieskorn.
De´monstration Prenons α un e´le´ment non nul de ΩmX admettant la de´composition
α = ω +
k∑
i=1
fiϕi + df1 ∧ · · · ∧ dfk ∧ dψ,
avec ψ ∈ Ωn−1X , ϕi ∈ Ω
m
X , pour
ω = df1 ∧ · · · ∧ dfk ∧ φ,
avec φ ∈ ΩnX .
Alors,
α =
k∑
i=1
fiϕi + df1 ∧ · · · ∧ dfk ∧ (dψ + φ).
L’e´nonce´ du lemme se re´duit a` la nullite´ de α dans ”H/(f1, · · · , fk).On peut supposer la de´composition
de la forme φ ∈ ΩnX selon le poids quasihomoge`ne
φ =
L∑
j=1
w(φj)
−1(diE + iEd)(φj) =
L∑
j=1
φj
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ou` w(φj) =
c1j+c0
c
avec c, c0, c1, les entiers strictement positifs. Avec cette notation, la forme α
s’e´crit
α =
k∑
i=1
fiϕi + df1 ∧ · · · ∧ dfk ∧ [(dψ +
L∑
j=1
w(φj)
−1(diE + iEd)φj ]
≡ df1 ∧ · · · ∧ dfk ∧ [d(ψ +
L∑
j=1
w(φj)
−1iE(φj)) + iE(
L∑
j=1
w(φj)
−1dφj)]
≡
L∑
j=1
w(φj)
−1df1 ∧ · · · ∧ dfk ∧ iE(dφj),
≡ (−1)k+1iE [
L∑
j=1
w(φj)
−1df1 ∧ · · · ∧ dfk ∧ dφj ] ≡ 0 dans ”H/(f1, · · · , fk),
car df1 ∧ · · · ∧ dfk ∧ dφj ∈ Ω
m+1
X
∼= 0. C.Q.F.D.
De ce lemme il suit que rangCΦ = µ. Nous notons les e´le´ments de la base de Φ par φj(x)dx, 1 ≤
j ≤ µ. Ici et par la suite on utilise la notation x = (x1, · · · , xm), dx = dx1 ∧ · · · ∧ dxm. Notons aussi
la base de l’espace F par ω˜i, 1 ≤ i ≤ µ.
Nous soulignons ici le caracte`re topologiquement invariant des espaces F et Φ.
1.4.
Proposition 1.2 Si on de´finit le champ d’Euler comme (1.1.2), l’application iE done´e par la con-
traction avec E,
iE : F → V
induit un isomorphisme entre les deux espaces vectoriels F et V .
De´monstration
1) Surjectivite´. Si on prend une forme quasihomoge`ne ω ∈ V , en vertu de la quasihomoge´ne´ite´
de ω ,
w(ω)ω = iE(dω) + d(iEω).
Cela veut dire, pour dω
w(ω) ∈ F,
iE(
dω
w(ω)
) ≡ ω dans V.
Ici on note w(ω) le poids de la forme ω.
2) Injectivite´. Supposons pour ω ∈ F,
iE(ω) = df1 ∧ φ1 + · · ·+ dfk ∧ φk + dψ + f1ω1 + · · ·+ fkωk,
avec φ1, · · · , φk, ψ ∈ Ω
n−1
X , ω1, · · · , ωk ∈ Ω
n
X . C¸a veut dire,
diE(ω) = df1 ∧ (dφ1 + ω1) + · · ·+ dfk ∧ (dφk + ωk) + f1dω1 + · · ·+ fkdωk
= w(ω)ω − iE(dω).
Ou bien
ω ≡
1
w(ω)
(f1dω1 + · · ·+ fkdωk) dans F.
D’autre part, puisque
p1f1dω1 = iE(df1 ∧ dω1) + df1 ∧ iE(dω1),
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on a
f1dω1 ≡ 0 dans F.
D’une fac¸on analogue,
fidωi ≡ 0 dans F, 2 ≤ i ≤ k.
C.Q.F.D.
1.5 En tenant compte de la Proposition 1.2, nous notons une base de V par ωi telle que
ωi = iE(ω˜i), 1 ≤ i ≤ µ. Dans la suite on entend par ω˜i une forme concre`te quasihomoge`ne telle que
(diE+ iEd)(ω˜i) = ℓiω˜i, avec le poids quasihomoge`ne ℓi = w(ωi) qui figure dans les termes de la se´rie
de Poincare´ (1.2.3), PF (t) = PV (t). On se sert de la meˆme convention pour la base φj(x)dx ∈ Φ.
C’est a` dire ω˜i est une forme repre´sentant une classe d’e´quivalence, pas une classe d’e´quivalence elle
meˆme.
Proposition 1.3 Pour chaque ω˜i, on a la de´composition suivante:
(1.5.1) ω˜i ∧ df1 ∧
ℓ
∨· · · ∧ dfk ≡
µ∑
j=1
P
(ℓ)
ij (f)φjdx mod(df1 ∧ · · · ∧ dfk ∧ dΩ
n−1
X ),
avec P
(ℓ)
ij (f) ∈ C[f1, · · · , fk] et φj(x)dx ∈ ”H/(f1, · · · , fk)
∼= Φ, pour 1 ≤ i, j ≤ µ, 1 ≤ ℓ ≤ k et
df1 ∧
ℓ
∨· · · ∧ dfk =
∧k
i6=ℓ dfi.
De´monstration D’apre`s la condition d’intersection comple`te sur f , pour chaque α ∈ Ωn+k, il
existe la de´composition:
α = P (f1, · · · , fk)dx + df1 ∧ · · · ∧ dfk ∧ β,
pour certain polynoˆme P (s1, · · · , sk) ∈ C[s1, · · · sk] et β ∈ dΩ
n−1
X . L’unicite´ de la de´composition
de´coule du fait que ”H est un OS− module libre de rang µ engendre´ des ge´ne´rateurs finis (Korollar
4.9, [11]). On applique ce raisonnement a` la forme α = ω˜i ∧ df1 ∧
ℓ
∨· · · ∧ dfk. La conclusion se de´duit
imme´diatement de l’isomorphisme entre ”H/(f1, · · · , fk) et Φ, C.Q.F.D.
1.6 Nous abordons le calcul du syste`me de Gauss-Manin a` la manie`re de Greuel [11] pour ωi ∈ V.
Nous notons d’ailleurs par ψi une n− forme holomorphe sur X \ Cr(f) telle que
df1 ∧ · · · ∧ dfk ∧ ψi = φi(x)dx, 1 ≤ i ≤ µ,
pour une base φj(x)dx ∈ ”H/(f1, · · · , fk) ∼= Φ.
Alors on peut de´duire de la Proposition 1.3 la relation suivante:
(1.6.1) dωj = diE(ω˜j)
≡ (
µ∑
q=1
P
(1)
jq df1 ∧ ψq −
µ∑
q=1
P
(2)
jq df2 ∧ ψq + · · ·+ (−1)
k−1
µ∑
q=1
P
(k)
jq dfk ∧ ψq) mod((df1, · · · , dfk)dΩ
n−1
X ).
La relation (1.6.1) implique que la de´rive´e de la forme ωj satisfait,
(1.6.2) dωj ≡ df1 ∧ β
(1)
j + df2 ∧ β
(2)
j + · · ·+ dfk ∧ β
(k)
j mod((df1, · · · , dfk)dΩ
n−1
X ),
avec des formes me´romorphes β
(i)
j qui posse`dent leurs poˆles le long du lieu critique Cr(f).
La relation (1.6.2) est une expression du syste`me de Gauss-Manin a` la Greuel p.249 [11] adopte´e
a` notre situation. Pour le voir, on remarque:
β
(i)
j ≡ (−1)
j−1ℓj[
µ∑
q=1
P
(i)
jq ψq] mod(dΩ
n−1
X ).
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L’e´nonce´ sur les poˆles des formes β
(i)
j de´coule du fait que df1 ∧ · · · ∧ dfk ∧ ψq ∈ Ω
m
X . Voir le lemme
1.12 et la discussion a` la p.249 de [11].
1.7 De`s que l’expression (1.6.1) ne donne que la relation entre dωj et ψj , elle est peu convenable
pour le calcul concret du syste`me de Gauss-Manin. Il est donc souhaitable d’e´tablir la relation entre
dψj et ψj , ou bien dωj et ωj. Dans ce but, on va chercher des relations entre ωj et ψj . Si on applique
iE du cote´ gauche au (1.6.1),
(1.7.1) iE(dωj) = iEdiE(ω˜j) = (iEd+ diE)iE(ω˜j) = ℓjωj
= ℓjiE(ω˜j) ≡
k∑
i=1
(−1)i−1[pi
µ∑
q=1
P
(i)
jq fiψq −
µ∑
q=1
P
(i)
jq dfi ∧ iE(ψq)]
mod((df1, · · · , dfk)Ω
n−1
X , ((f1, · · · , fk)dΩ
n−1
X ).
Ici on a utilise´ la formule iE(iE(ω)) = 0.
1.8 La situation ci-dessus se simplifie si l’on regarde la relation entre des inte´grales
∫
γ(s) ψq, au
lieu de celle entre des formes. On de´finit l’inte´grale- fibre Iφq ,γ prise le long d’un cycle e´vanescent
γ dont l’ambigu¨ite´ dans l’homologie Hn(Xs) ne sera precise´e qu’ulte´rieurement (voir §4 The´ore`me
4.3),
Iφq,γ(s) :=
∫
γ(s)
ψq = (
1
2πi
)k
∫
∂γ(s)
df1 ∧ · · · ∧ dfk ∧ ψq
(f1 − s1) · · · (fk − sk)
(1.8.1) = (
1
2πi
)k
∫
∂γ(s)
φqdx
(f1 − s1) · · · (fk − sk)
,
ou` ∂γ(s) ∈ Hn(X \Xs) est un cycle obtenu a` l’aide de ∂, l’ope´rateur de cobord de Leray. Quant a`
l’ope´ration de Leray, on renvoie au livre de F.Pham [19], ou bien a` celui de V.A.Vasiliev [26].
1.9 De (1.7.1) on de´duit:
(1.9.1) ℓj
∫
γ(s)
ωj =
µ∑
q=1
[
k∑
i=1
(−1)i−1pisiP
(i)
jq (s)]Iφq ,γ(s).
Cette relation est une conse´quence imme´diate d’application de la de´finition de l’inte´grale- fibre
(1.8.1) a` (1.7.1):
∫
γ(s)
df1 ∧ iE(ψj) = (
1
2πi
)k
∫
∂γ(s)
df1 ∧ · · · ∧ dfk
(f1 − s1) · · · (fk − sk)
∧ df1 ∧ iE(ψj) = 0.
D’une fac¸on analogue,∫
∂γ(s)
df1 ∧ · · · ∧ dfk
(f1 − s1) · · · (fk − sk)
dfi ∧ iE(ψj) = 0, 2 ≤ i ≤ k,
∫
∂γ(s)
df1 ∧ · · · ∧ dfk
(f1 − s1) · · · (fk − sk)
∧ (fjdω) = 0, 1 ≤ j ≤ k, ω ∈ Ω
n−1
X .
On fait comparaison entre la relation
(1.9.2) d
∫
γ(s)
ωj =
µ∑
q=1
[
k∑
i=1
(−1)i−1P
(i)
jq (s)dsi]Iφq ,γ(s),
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obtenue de (1.6.1) avec la relation (1.9.1). Pour de´river (1.9.2) de (1.6.1), on utilise l’e´galite´:
∂
∂sℓ
∫
γ(s)
ωj =
∫
γ(s)
dωj
dfℓ
, ℓ = 1, · · · , k.
Voir [11].
En re´sultat nous obtenons les e´quations suivantes entre Iφq (s) et
∂
∂sℓ
Iφq , 1 ≤ ℓ ≤ k (on se passe
de pre´ciser le cycle γ(s) sinon des cas exige´s):
(1.9.3)
µ∑
q=1
[
k∑
i=1
(−1)i−1pisiP
(i)
jq ]
∂
∂sℓ
Iφq
=
µ∑
q=1
((ℓj − pℓ)P
(ℓ)
jq − pℓsℓ
∂
∂sℓ
P
(ℓ)
jq +
∑
i6=ℓ
(−1)i−1pisi
∂
∂sℓ
P
(i)
jq )Iφq , 1 ≤ j ≤ µ.
C’est un syste`me d’e´quations qui donnent la connexion (syste`me) de Gauss-Manin.
1.10 Pour e´noncer la proposition dans une forme plus simple, nous introduisons les notations
suivantes: IV = (
∫
ω1, · · · ,
∫
ωµ), IΦ = (Iφ1(s), · · · , Iφµ(s)). On introduit les µ×µ matrices de´finies
comme suit:
LV = diag(ℓ1, · · · , ℓµ)
avec ℓi = w(ωi), P
(1)(s) = (P
(1)
jq (s)), · · · , P
(k)(s) = (P
(k)
jq (s)), 1 ≤ j, q ≤ µ.
The´ore`me 1.4 1. Pour une application quasihomoge`ne
f : X → S
aux singularite´s isole´es d’intersection comple`te de dimension n, le syste`me de Gauss-Manin pour IΦ
est de´crit par les syste`mes suivants:
(1.10.1) d[
k∑
i=1
(−1)i−1pisiP
(i)(s)IΦ] = LV [
k∑
i=1
(−1)i−1P (i)(s)dsi]IΦ,
ou bien,
(1.10.2) (
k∑
i=1
(−1)i−1pisiP
(i)(s))
∂
∂sℓ
IΦ = [LV P
(ℓ)(s)−
∂
∂sℓ
(
k∑
i=1
(−1)i−1pisiP
(i)(s))]IΦ,
1 ≤ ℓ ≤ k.
2. La valeur critique D de de´formation Xs est donne´ par D = {s ∈ S : ∆(s) = 0} avec
(1.10.3) ∆(s) = det(
k∑
i=1
(−1)i−1pisiP
(i)(s)).
3. Le syste`me (1.10.1) est un syste`me holonoˆme d’e´quations diffe´rentielles.
De´monstration
1. Dans l’expression introduite, la de´marche note´e ci-dessus peut eˆtre interpre´te´e comme suit.
La relation (1.9.2) signifie
(1.10.4) dIV = (
k∑
i=1
(−1)i−1P (i)(s)dsi)IΦ.
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En revanche la relation (1.9.1) entraˆıne
(1.10.5) LV IV = (
k∑
i=1
(−1)i−1pisiP
(i)(s))IΦ.
En prenant la de´rive´e de (1.10.5) et comparant celle-ci avec (1.10.3), on obtient la relation entre IΦ
et dIΦ dont on peut de´duire (1.10.1) et (1.10.2).
2. Il est e´tabli par Greuel que le syste`me de Gauss-Manin associe´ a` Xs posse`de son poˆle le long
de la valeur critique de l’application f. D’autre part, il est clair que (1.10.1) et (1.10.2) s’e´crivent
comme des syste`mes de Pfaff avec le poˆle D = {s ∈ Ck; det(
∑k
i=1(−1)
i−1pisiP
(i)(s)) = 0}.
3. Des e´nonnce´s ci-dessus, il est e´vident que la varie´te´ caracte´ristique de l’e´quation (1.10.1) est
un fibre´ cotangent:
T ∗DS = {(s, σ) ∈ T
∗S; ∆(s) = 0, < σ, grad ∆(s) >= 0}.
Puisque dimT ∗DS = k, (1.10.1) est un syste`me holonoˆme avec une varie´te´ caracte´ristique lagrangi-
enne. C.Q.F.D.
Il faut remarquer ici que le syste`me de Gauss-Manin est comple`tement de´termine´ par les matrices
P (i)(s), 1 ≤ i ≤ k introduites dans la Proposition 1.3.
2 Liste des syste`mes de Gauss-Manin pour les singularite´s
isole´es simples d’intersection comple`te de courbe espace
Dans cette section, on calcule le syste`me de Gauss-Manin associe´ aux singularite´s isole´es simples
d’intersection comple`te, dans le cas important celui de la courbe espace i.e. n = 1, k = 2,m = 3.
La forme normale des singularite´s isole´es simples d’intersection comple`te (SISIC) a e´te´ obtenue par
M.Giusti [10]. Par la suite, on e´tablit une liste des notions ne´ce´ssaires pour de´crire le syste`me de
Gauss-Manin associe´ aux SISIC comme (1.10.1) et (1.10.2).
0. Polynoˆmes f1 et f2,
1. Poids des variables, w1 := w(x1), w2 := w(x2), w3 := w(x3), p1 := w(f1), p2 := w(f2),
2. L’espace vectoriel F,
3. L’espace vectoriel Φ˜ de´fini dans 1.3,
4. Les matrices P (1) et P (2),
5. La fonction de´finissant la valeur critique ∆(s) pour la de´formation Xs.
Pour la description de la matrice P (2)(s) du 4. ci-dessus, on se sert d’une expression comme
suit:
(2.1) P (2)(s) = Q(s)× V × Σ,
ou` les matrices composantes sont dans GL(µ,C[s]). Notamment, Q(s) indique une matrice diago-
nale avec les e´le´ments monomiaux en les variables s1, s2; V est une matrice diagonale d’e´le´ments
rationnels, Σ =


σ1 0 0 0
0 σ2 0 0
0 0
. . . 0
0 0 0 σm

 .
Ici on a note´ par σk ∈ SL(νk,Z), 1 ≤ k ≤ m la matrice de permutation d’ordre νk,
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σk =


0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · ·
...
...
...
...
. . . 0 0
0 0 · · · 1 0


,
telle que σνkk = idνk . Dans la suite, on de´crit P
(2)(s) par les donne´es Q(s), V et ν1, ν2, · · · , νm telles
que
∑m
i=1 νk = µ. Dans les cas ci-dessous, les matrices P
(1) et P (2) sont toutes les deux matrices
semblables a` des matrices diagonales. On a choisi la nume´rotation de la base de Φ˜ de sorte que P (1)
soit une matrice diagonale. Par la suite, nous notons tout simplement dx1dx2, dx2dx3 etc. au lieu
de dx1 ∧ dx2, dx2 ∧ dx3 afin d’e´conomiser les colonnes.
Le cas S2m+3,m ≥ 1.
0. {
f1(x1, x2, x3) = x
2
1 + x
2
2 + x
2m
3 = 0
f2(x1, x2, x3) = x2x3 = 0
1.
w(x1) = m,w(x2) = m,w(x3) = 1, p1 := w(f1) = 2m, p2 := w(f2) = m+ 1.
2.
F = {x3dx1dx2,
m︷ ︸︸ ︷
x3dx3dx1, x
3
3dx3dx1, · · · , x
2m−1
3 dx3dx1, dx1dx2,
m︷ ︸︸ ︷
dx3dx1, x
2
3dx3dx1, · · · , x
2m−2
3 dx3dx1, dx2dx3}.
3.
Φ˜ = {
m+1︷ ︸︸ ︷
1, x23, · · · , x
2m
3 , x2,
m︷ ︸︸ ︷
x3, x
3
3, · · · , x
2m−1
3 , x1}.
w(φj) = {
m+1︷ ︸︸ ︷
0, 2, · · · , 2m,m,
m︷ ︸︸ ︷
1, 3, · · · , 2m− 1,m}.
4. P (1) = diag(s2,
2m+1︷ ︸︸ ︷
1, 1, · · · , 1, 0)
Q = diag(1,
m︷ ︸︸ ︷
s2, · · · , s2, 1, 1
m−1︷ ︸︸ ︷
s2, · · · , s2, 1), ν1 = ν2 = m+ 1, ν3 = 1.
V = diag(2m,
m︷ ︸︸ ︷
2, · · · , 2, 2m,
m+1︷ ︸︸ ︷
2, · · · , 2)
5.
∆(s) = s22((
−s1
m+ 1
)m+1 − (
s22
m
)m)2.
Le cas S2m+4,m ≥ 1
0. {
f1(x1, x2, x3) = x
2
1 + x
2
2 + x
2m+1
3 = 0
f2(x1, x2, x3) = x2x3 = 0
1.
w(x1) = 2m+ 1, w(x2) = 2m+ 1, w(x3) = 2, p1 := w(f1) = 2(2m+ 1), p2 := w(f2) = 2m+ 3.
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2.
F = {x3dx1dx2,
m︷ ︸︸ ︷
x3dx3dx1, x
3
3dx3dx1, · · · , x
2m−1
3 dx3dx1,
dx1dx2,
m+1︷ ︸︸ ︷
dx3dx1, x
2
3dx3dx1, · · · , x
2m
3 dx3dx1, dx2dx3}.
3.
Φ˜ = {
m+1︷ ︸︸ ︷
1, x23, · · · , x
2m
3 , x2,
m+1︷ ︸︸ ︷
x3, x
3
3, · · · , x
2m+1
3 , x1}.
w(φj) = {
m+1︷ ︸︸ ︷
0, 4, · · · , 4m, 2m+ 1,
m+1︷ ︸︸ ︷
2, 6, · · · , 2(2m+ 1), 2m+ 1}.
4. P (1) = diag(s2,
2m+2︷ ︸︸ ︷
1, 1, · · · , 1, 0)
Q = diag(1,
m︷ ︸︸ ︷
s2, · · · , s2, 1, 1,
m︷ ︸︸ ︷
s2, · · · , s2, 1), ν1 = 2m+ 3, ν2 = 1.
V = diag(2m+ 1,
m︷ ︸︸ ︷
2, · · · , 2, 2m+ 1,
m+2︷ ︸︸ ︷
2, · · · , 2).
5.
∆(s) = s22((
s1
2m+ 3
)2m+3 + (
s22
2m+ 1
)2m+1).
Le cas T7.
0. {
f1(x1, x2, x3) = x
2
1 + x
3
2 + x
3
3 = 0
f2(x1, x2, x3) = x2x3 = 0
1.
w(x1) = 3, w(x2) = 2, w(x3) = 2, p1 := w(f1) = 6, p2 := w(f2) = 4.
2.
F = {x3dx1dx2, x
2
3dx3dx1, dx1dx2, x3dx3dx1, x2dx1dx2, dx3dx1, dx2dx3}.
3.
Φ˜ = {1, x33, x2, x
2
3, x
2
2, x3, x1}.
w(φj) = {0, 6, 2, 4, 4, 2, 3}.
4. P (1) = diag(s2, 1, 1, 1, 1, 1, 0)
Q = diag(s22, 1, 1, s2, 1, s2, 1, s2, 1), ν1 = ν2 = ν3 = 2, ν4 = 1. V = diag(3, 3, 3, 3, 3, 3, 2)
5.
∆(s) = s22(s
2
1 − 4s
3
2)
3.
Le cas T8.
0. {
f1(x1, x2, x3) = x
2
1 + x
3
2 + x
4
3 = 0
f2(x1, x2, x3) = x2x3 = 0
1.
w(x1) = 6, w(x2) = 4, w(x3) = 3, p1 := w(f1) = 12, p2 := w(f2) = 7.
2.
F = {x3dx1dx2, x
2
3dx3dx1, dx1dx2, x3dx3dx1, x2dx1dx2, dx3dx1, x
3
3dx3dx1, dx2dx3}.
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3.
Φ˜ = {1, x33, x2, x
2
3, x
2
2, x3, x
4
3, x1}.
w(φj) = {0, 9, 4, 6, 8, 3, 12, 6}.
4.
P (1) = diag(s2, 1, 1, 1, 1, 1, 1, 0)
Q = diag(1, s22, 1, s2, s2, 1, s
2
2, 1), ν1 = 7, ν2 = 1. V = diag(4, 3, 4, 3, 4, 3, 3, 1)
5.
∆(s) = s22(3
344s71 − 7
7s122 ).
Le cas T9.
0. {
f1(x1, x2, x3) = x
2
1 + x
3
2 + x
5
3 = 0
f2(x1, x2, x3) = x2x3 = 0
1.
w(x1) = 15, w(x2) = 10, w(x3) = 6, p1 := w(f1) = 30, p2 := w(f2) = 16.
2.
F = {x3dx1dx2, x
2
3dx3dx1, x2dx1dx2, dx3dx1,
x33dx3dx1, dx1dx2, x3dx3dx1, x
4
3dx3dx1, dx2dx3}.
3.
Φ˜ = {1, x33, x
2
2, x3, x
4
3, x2, x
2
3, x
5
3, x1}.
w(φj) = {0, 18, 20, 6, 24, 10, 12, 30, 15}.
4.
P (1) = diag(s2, 1, 1, 1, 1, 1, 1, 1, 0)
Q = diag(1, s22, s2, 1, s2, 1, s2, s
2
2, 1), ν1 = 8, ν2 = 1. V = diag(5, 3, 5, 3, 3, 5, 3, 3, 2)
5.
∆(s) = s2(5
533s81 − 2
24s152 ).
Le cas U7.
0. {
f1(x1, x2, x3) = x
2
1 + x2x3 = 0
f2(x1, x2, x3) = x1x2 + x
3
3 = 0
1.
w(x1) = 4, w(x2) = 5, w(x3) = 3, p1 := w(f1) = 8, p2 := w(f2) = 9.
2.
F = {x3dx2dx3 + x1dx3dx1, x
2
3dx3dx1 + x1dx1dx2,
x23dx2dx3 + x1x3dx3dx1, dx3dx1, dx2dx3, dx1dx2, x3dx3dx1}.
3.
Φ˜ = {1, x1x
2
3, x3, x1, x2, x
2
3, x1x3}.
w(φj) = {0, 10, 3, 4, 5, 6, 7}.
4.
P (1) = diag(s1, 1, s1, 1, 1, 1, 1)
Q = diag(1, s2, 1, 1, 1, 1, 1), ν1 = 7. V = diag(3,
1
4 , 3, 1, 2,
1
3 , 1)
5.
∆(s) = 222s91 − 3
15s82.
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Le cas U8.
0. 

f1(x1, x2, x3) = x
2
1 + x2x3 + x
3
3 = 0
f2(x1, x2, x3) = x1x2 = 0
1.
w(x1) = 3, w(x2) = 4, w(x3) = 2, p1 := w(f1) = 6, p2 := w(f2) = 7.
2.
F = {x1dx2dx3, x1x3dx3dx1 −
x1
3
dx1dx2,
x1x3dx2dx3, dx3dx1, dx2dx3, x3dx3dx1 −
1
3
dx1dx2, x1dx3dx1, dx1dx2}.
3.
Φ˜ = {1, x21x3, x3, x1, x2, x1x3, x
2
1, x
2
3}.
w(φj) = {0, 8, 2, 3, 4, 5, 6, 4}.
4.
P (1) = diag(s2, 1, s2, 1, 1, 1, 1, 0)
Q = diag(1, s2, 1, 1, 1, 1, 1, 1), ν1 = 7, ν2 = 1. V = diag(2,
−1
3 , 2, 1, 2,
−1
3 , 1, 3)
5.
∆(s) = s32(2
439s71 − 7
7s62).
Le cas U9.
0. 

f1(x1, x2, x3) = x
2
1 + x2x3 = 0
f2(x1, x2, x3) = x1x2 + x
4
3 = 0
1.
w(x1) = 5, w(x2) = 7, w(x3) = 3, p1 := w(f1) = 10, p2 := w(f2) = 12.
2.
F = {x3dx2dx3 + x1dx3dx1, x
3
3dx3dx1 + x1dx1dx2, x
3
3dx2dx3 + x1x
2
3dx3dx1,
x3dx3dx1, dx2dx3, dx1dx2, x
2
3dx3dx1, x
2
3dx2dx3 + x1x3dx3dx1, dx3dx1, }.
3.
Φ˜ = {1, x1x
3
3, x
2
3, x1x3, x2, x
3
3, x1x
2
3, x3, x1}.
w(φj) = {0, 14, 6, 8, 7, 9, 11, 3, 5}.
4.
P (1) = diag(s1, 1, s1, 1, 1, 1, s1, 1)
Q = diag(1, s2, 1, 1, 1, 1, 1, 1, 1), ν1 = 4, ν2 = 5. V = diag(3,
1
5 , 3, 1, 8,
1
4 , 1, 3, 1)
5.
∆(s) = (55s61 − 2
436s52)
2.
Le cas W8.
0.
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{
f1(x1, x2, x3) = x
2
2 + x1x3 = 0
f2(x1, x2, x3) = x
2
1 + x
3
3 = 0
1.
w(x1) = 6, w(x2) = 5, w(x3) = 4, p1 := w(f1) = 10, p2 := w(f2) = 12.
2.
F = {3x1dx2dx3 + 2x3dx1dx2, x
2
3dx2dx3 + x1dx1dx2,
3x1x3dx2dx3 + 2x
2
3dx1dx2, dx2dx3, dx1dx2, x3dx2dx3, dx3dx1, x3dx3dx1}.
3.
Φ˜ = {1, x1x
2
3, x3, x1, x
2
3, x1x3, x2, x2x3}.
w(φj) = {0, 14, 4, 6, 8, 10, 5, 9}.
4.
P (1) = diag(6s2, 5, 6s2, 1, 1, 2, 0, 0)
Q = diag(1, s2, 1, 1, 1, 1, 1, 1), ν1 = 6, ν2 = ν3 = 1. V = diag(5, 1, 5,
1
2 ,
1
3 , 1, 1, 2)
5.
∆(s) = s42(5
5s61 − 2
233s52).
Le cas W9.
0.
{
f1(x1, x2, x3) = x
2
2 + x1x3 = 0
f2(x1, x2, x3) = x
2
1 + x2x
2
3 = 0
1.
w(x1) = 5, w(x2) = 4, w(x3) = 3, p1 := w(f1) = 8, p2 := w(f2) = 10.
2.
F = {x1dx2dx3 + x3dx1dx2, x2x3dx2dx3 + x1dx1dx2, x1x2dx2dx3 + x2x3dx1dx2,
dx3dx1, x3dx2dx3, 2x1dx3dx1 + x2dx1dx2, dx2dx3, dx1dx2, x2dx2dx3}.
3.
Φ˜ = {1, x1x2x3, x2, x
2
3, x1x3, x3, x1, x2x3, x1x2}.
w(φj) = {0, 12, 4, 6, 8, 3, 5, 7, 9}.
4.
P (1) = diag(2s2, 4, 2s2, 1, 2, s1, 2, 2, 2)
Q = diag(1, s2, 1, · · · , 1), ν1 = 5, ν2 = 4. V = diag(2, 1, 2, 2, 1, 5, 1, 1, 1)
5.
∆(s) = s32(2
12s51 − 5
5s42)
2.
Le cas Z9.
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0. {
f1(x1, x2, x3) = x
2
1 + x
2
2 + x
3
3 = 0
f2(x1, x2, x3) = x1x2 = 0
1.
w(x1) = 3, w(x2) = 3, w(x3) = 2, p1 := w(f1) = 6, p2 := w(f2) = 6.
2.
F = {x1dx2dx3, x1dx3dx1, dx2dx3, dx3dx1, x1x3dx2dx3,
x1x3dx3dx1, x3dx2dx3, x3dx3dx1, dx1dx2}.
3.
Φ˜ = {1, x21, x2, x1, x3, x
2
1x3, x2x3, x1x3, x
2
3}.
w(φj) = {0, 6, 3, 3, 2, 8, 5, 5, 4}.
4.
P (1) = diag(s2, 1, 1, 1, s2, 1, 1, 1, 0)
Q = diag(1, s2, 1, 1, 1, s2, 1, 1, 1), ν1 = ν2 = ν3 = ν4 = 2, ν5 = 1. V = diag(2, 2, 2, 2, 2, 2, 2, 2, 1)
5.
∆(s) = s32(s
2
1 − 4s
2
2)
4.
Le cas Z10.
0. {
f1(x1, x2, x3) = x
2
1 + x2x
2
3 = 0
f2(x1, x2, x3) = x
2
2 + x
3
3 = 0
1.
w(x1) = 7, w(x2) = 6, w(x3) = 4, p1 := w(f1) = 14, p2 := w(f2) = 12.
2.
F = {3x2dx3dx1 + 2x3dx1dx2, x1dx2dx3 + x3dx1dx2, x3dx3dx1, dx1dx2, dx3dx1,
x1x2dx2dx3 + x2x3dx1dx2, 3x2x3dx3dx1 + 2x
2
3dx1dx2, 2x
2
3dx3dx1 + x2dx1dx2, dx2dx3, x3dx2dx3}.
3.
Φ˜ = {1, x33, x2x3, x
2
3, x2, x2x
3
3, x3, x2x
2
3, x1, x1x3}.
w(φj) = {0, 12, 10, 8, 6, 18, 4, 14, 7, 11}.
4.
P (1) = diag(6s2, 3, 2, 3, 2, 3, 6s2, 7, 0, 0)
Q = diag(1, s1, 1, 1, 1, s1, 1, s2, 1, 1), ν1 = 8, ν2 = ν3 = 1. V = diag(7, 2, 1, 2, 1, 2, 7, 2, 1, 1)
5.
∆(s) = s21s
4
2(7
7s61 − 2
833s72).
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3 Les spectres du syste`me de Gauss-Manin
Pour les singularite´s simples SISIC, on peut mettre en e´vidence les informations topologiques
sur la singularite´ a` partir des syste`mes (1.10.1) et (1.10.2). Nous formulons ce fait comme suivant.
3.1
The´ore`me 3.1 1. Le syste`me de Gauss-Manin pour IΦ associe´ aux singularite´s isole´es simples
d’intersection comple`te de courbe espace s’e´crit sous la forme suivante:
(3.1.1) P ′(1)(s1)(s1idµ
∂
∂s1
−
1
p1
LΦ)IΦ =
p2
p1
s2P
′(2)(s2)
∂
∂s1
IΦ,
ou` P ′(1)(s1), une matrice diagonale, et P
′(2)(s2), une matrice semblable a` une matrice diagonale.
1
p1
LΦ = diag{λ1, · · · , λµ}, λj =
w(ψj)
p1
.
D’une fac¸on analogue:
(3.1.2) P ′(2)(s2)(s2idµ
∂
∂s2
−
1
p2
LΦ)IΦ =
p1
p2
s1P
′(1)(s1)
∂
∂s2
IΦ.
2.(la syme´trie des spectres). Notons σ ∈ Sµ la permutation telle que:
λ˜1 ≤ λ˜2 ≤ · · · ≤ λ˜µ,
alors il existe un nombre rationnel λ˜0 tel que
λ˜0 − λ˜i = λ˜µ−i − λ˜0, 1 ≤ i ≤ µ.
De´finition 1 Nous appelons les rationnels {λ˜1, · · · , λ˜µ} ∈
1
p1
Z≥0 les spectres du syste`me de Gauss-
Manin (3.1.1). D’une fac¸on analogue, { p1
p2
λ˜1, · · · ,
p1
p2
λ˜µ} ∈
1
p2
Z≥0 les spectres du syste`me (3.1.2).
Remarque 1 La proprie´te´ de syme´trie des spectres de la structure de Hodge mixte de la cohomolo-
gie relative associe´e a` SIIC a e´te´ de´montre´e par W.Ebeling et J.Steenbrink [9]. Les calculs concrets
ont e´te´ acheve´s par ce dernier pour les singularite´s isole´es unimodales d’intersection comple`te [24].
Notre approche est diffe´rent de celui de Ebeling-Steenbrink, puisque nos objets principaux sur
lesquel la transformation de monodromie agit sont les espaces V et Φ de Greuel-Hamm. En ge´ne´ral
la dimension de la cohomologie relative est plus grande que le nombre de Milnor de la singularite´ X0
car une structure supple´mentaire intervient dans la cohomologie relative. Notamment ils regardent
une de´formation d’une SIIC de´pendant de deux parame`tres:
(f, g) : (Xs, x)→ (C
2, 0),
en sorte que la fonction g de´finisse une singularite´ isole´e d’hypersurface non-de´ge´ne´re´e. C’est la
cohomologie de la fibre de Milnor de g qui s’entremet dans la cohomologie relative.
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3.2 De´monstration
1. D’abord on observe la possibilite´ d’e´tendre la connexion de Gauss-Manin sur un module
plus grand que F. On regarde un module F ′ = F [ 1
f1
, 1
f2
] au lieu de F, et choisit sa base ω˜i
′, (1 ≤
i ≤ µ) de telle sorte que la relation suivante analogue a` (1.10.5) ait lieu pour IF ′ = (
∫
γ(s)
iE(ω˜
′
1),
· · · ,
∫
γ(s) iE(ω˜
′
µ)) :
(3.2.1) LF ′IF ′ = (p1s1P
′(1)(s1)− p2s2P
′(2)(s2))IΦ,
ou` LF ′ = diag(ℓ
′
1, · · · , ℓ
′
µ), et ℓ
′
i = w(ω˜
′
i). Pour le voir, on de´finit les formes ω˜i
′, comme suit:
ω˜i
′ = ω˜i
f
ηi
1 f
δi
2
si
P
(1)
i,j
(s)
s
ηi
1 s
δi
2
∈ C[s1, s
−1
1 ], et
P
′(2)
i,j
(s)
s
ηi
1 s
δi
2
∈ C[s2, s
−1
2 ], ηi, δi = 0, 1, 2, · · · .
Nous nous servirons des notations
P ′(1)(s1) = diag(s
−η1
1 s
−δ1
2 , · · · , s
−ηµ
1 s
−δµ
2 )× P
(1)(s1, s2),
P ′(2)(s2) = diag(s
−η1
1 s
−δ1
2 , · · · , s
−ηµ
1 s
−δµ
2 )× P
(2)(s1, s2).
C’est a` dire:
(3.2.2) P ′(1)(s1) = diag(s
η˜1
1 , · · · , s
η˜µ
1 )× diag(p
(1)
1 , · · · , p
(1)
µ ),
P ′(2)(s2) = diag(s
δ˜1
2 , · · · , s
δ˜µ
1 )× diag(p
(2)
1 , · · · , p
(2)
µ ) · Σ,
ou` p
(ℓ)
i , (1 ≤ i ≤ µ, ℓ = 1, 2) sont des rationnels et Σ une matrice comme dans (2.1). Cette ope´ration
est faisable pour toutes les P (1), P (2) calcule´es dans §2 car il existe au plus des entiers uniques
j1, j2 ∈ [1, µ] tels que
ω˜j ∧ df1 = P
(2)
jj2
(f)φj2 (x)dx
ω˜j ∧ df2 = P
(1)
jj1
(f)φj1 (x)dx
pour chaque j ∈ [1, µ].
En bref, on arrive a` l’expression (3.2.1), si on multiplie la matrice diag(s−η11 s
−δ1
2 , · · · , s
−ηµ
1 s
−δµ
2 )
du coˆte´ gauche a` (1.10.5). On obtient par une manie`re analogue a` (1.6.1):
(3.2.3)
∂
∂s1
IF ′ = P
′(1)(s1)IΦ.
D’autre part, ayant diffe´rentie´ l’expression (3.2.1), on obtient:
ℓ′i
∂
∂s1
∫
γ(s)
iE(ω˜i
′) =
µ∑
j=1
(p1P
′(1)
ij + p1s1
∂
∂s1
P
′(1)
ij )Iφj +
µ∑
j=1
(p1s1P
′(1)
ij (s1)− p2s2P
′(2)
ij (s2))
∂
∂s1
Iφj ,
c’est- a`- dire,
(3.2.4) LF ′
∂
∂s1
IF ′ = (p1P
′(1)(s1) + p1s1
∂
∂s1
P ′(1))IΦ + (p1s1P
′(1)(s1)− p2s2P
′(2)(s2))
∂
∂s1
IΦ,
En suite, on remarque que la relation suivante:
ω˜′i =
∑
1≤i,j≤µ
P
′(1)
ij ∧ df1(
φjdx1 ∧ dx2 ∧ dx3
df1 ∧ df2
)−
∑
1≤i,j≤µ
P
′(2)
ij ∧ df2(
φjdx1 ∧ dx2 ∧ dx3
df1 ∧ df2
)
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donne une relation entre les e´le´ments de matrices LΦ, LF ′ et P
′(1) :
ℓ′i =
E∗(P
′(1)
ij )
P
′(1)
ij
+ p1 + LΦ,j =
E∗(P
′(2)
ij )
P
′(2)
ij
+ p2 + LΦ,j ,
ici E∗ = p1s1
∂
∂s1
+ p2s2
∂
∂s2
, le champ d’Euler sur S. Ce dernier entraˆıne
µ∑
j=1
(−ℓ′i + p1 + LΦ,j)P
′(ℓ)
ij + E∗(P
′(ℓ)
ij ) = 0, ℓ = 1, 2.
Autrement dit,
(3.2.5) P ′(1)(LΦ − LF ′ + p1 · idµ) + E∗(P
′(1)) = 0
(3.2.6) P ′(2)(LΦ − LF ′ + p2 · idµ) + E∗(P
′(2)) = 0
En somme, (3.2.3), (3.2.4), et (3.2.5) nous me`nent a` conclure (3.1.1).
La de´monstration de (3.1.2) est paralle`lle a` celle de (3.1.1), en tenant compte de (3.2.6).
2. Nous introduisons ici la notation |w| := w1 + w2 + w3 et |p| := p1 + p2. Puisque λj =
1
p1
(w(φj) + |p| − |w|), il suffit de de´montrer la syme´trie entre les poids des e´le´ments de l’espace Φ˜.
On peut de´duire de [3], [2], 3.4 que la se´rie de Poincare´ PΦ˜(t) de l’espace vectoriel Φ˜ s’e´crit
comme suit:
(3.2.6) PΦ˜(t) = t
|p|−|w| + (1 − t|p|−|w|)
(1 − tp1)(1 − tp2)
(1 − tw1)(1 − tw2)(1 − tw3)
.
Il est facile de voir que le polynoˆme PΦ˜(t) a coefficients syme´triques par rapport au terme central
t|p|−|w|. C.Q.F.D.
4 L’expression explicite de la transforme´e de Mellin de
l’inte´grale -fibre
Dans cette section, nous essayons d’e´tablir une expression explicite de la transforme´e de Mellin
de l’inte´grale - fibre au moyen des invariants topologiques de singularite´s.
4.1. L’EDF et ses solutions explicites
D’abord on e´tablit les e´quations aux diffe´rences finies (EDF) pour la transforme´e de Mellin
Mφj(z1, z2) de Iφj (s1, s2) :
Mj(z1, z2) =
∫
γ
Ij(s1, s2)s
z1
1 s
z2
2 ds1ds2
pour un certain γ qui e´vite les poˆles de Ij(s1, s2) (on note Mj(z) et Ij(s) au lieu de Mφj (z1, z2),
Iφj (s1, s2) pour alle´ger l’e´criture). Il est e´vident que l’inte´grale Mj(z1, z2) est bien de´finie pour
ℜz1,ℜz2 >> 0, |ℑz1|, |ℑz2| >> 0 graˆce a` la re´gularite´ de tous ses points singuliers y compris
l’infini de l’e´quation diffe´rentielle satisfaite par les inte´grales Ij(s1, s2) (voir The´ore`me 3.1 ). Cette
de´marche est bien formule´e dans [16] §1, sous le terme de “transformation de Mellin alge´brique”.
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On applique la transformation de Mellin a` la relation (3.1.1). Alors on en tire l’EDF entre
Mj(z1, z2). A l’aide des η˜k, δ˜k de´finis dans (3.2.2) et νk introduit dans le §2, elles s’expriment
comme suit:
(4.1.1) (z1 + η˜k + λk + 1)Mk(z1 + η˜k, z2) = v˜kz1M[k−1](z1 − 1, z2 + 1 + δ˜k),
ou` v˜k ∈ Q ν1+ ν2+ · · ·+ νm+1 ≤ k ≤ ν1+ · · ·+ νm+1, et [k− 1] = k− 1 si ν1+ ν2+ · · ·+ νm+1 <
k ≤ ν1+ · · ·+ νm+1, et [k− 1] = ν1+ ν2+ · · ·+ νm+1 si k = ν1+ ν2+ · · ·+ νm+1. L’e´quation (4.1.1)
se de´duit du fait que l’inte´grale Ik(s1, s2) est lie´e a` l’autre inte´grale Ik′ (s1, s2), par une relation
non-triviale si et seulement si ν1+ ν2+ · · ·+ νm+1 ≤ k, k′ ≤ ν1+ · · ·+ νm+1, i.e. si et seulement si
elles sont toutes les deux d’un bloc de taille νm+1. Nous disons que la relation de re´currence (4.1.1)
se ferme pour φν1+ν2+···+νm+1(x), · · · , φν1+···+νm+1(x). On va repre´senter par le signe ∗ l’une des
singularite´s simples d’intersection comple`te de courbe espace i.e. ∗ = Sµ, Uµ, Tµ,Wµ, Zµ (µ ≥ 5).
Pour chaque singularite´ ∗, on de´signe par dj la coordonne´e du point d’intersection du diagramme
de Newton du facteur irre´ductible du discriminant ∆(s) avec l’axe zj , j = 1, 2.
Par re´currence, on obtient de (4.1.1) une EDF pourMk(z1, z2). Quant aux cas Sµ, nous renvoyons
les lecteurs a` [4].
Lemme 4.1 Soit ∗ une des singularite´s de la liste de Giusti (i.e. SISIC courbe espace). Alors
pour chaque singularite´ ∗, la transforme´e de Mellin Mk(z1, z2) de l’inte´grale -fibre Ik(s1, s2) avec
ν1 + ν2 + · · ·+ νm + 1 ≤ k ≤ ν1 + · · ·+ νm+1, satisfait l’EDF suivante:
Mk(z1 + d1, z2 − d2) = Vm
ν1+···+νm+1∏
j=k
1
L(∗, k, j; z1)
×
(4.1.2) ×
k−1∏
j=ν1+···+νm
1
L˜(∗, k, j; z1)
×
νm+1∏
j=1
(z1 + j)Mk(z1, z2),
ou` Vm =
∏ν1+ν2+···+νm+νm+1
j=ν1+ν2+···+νm+1
vj , produit d’e´le´ments de la matrice diagonale V = diag(v1, · · · , vµ)
de la liste de §2.
L(∗, k, j; z1) = z1 + λj + (j − k) + δk,jd1, k ≤ j ≤ ν1 + · · ·+ νm+1,
L˜(∗, k, j; z1) = z1 + λj + (j − k) + νm+1 + 1, ν1 + · · ·+ νm + 1 ≤ j ≤ k − 1,
avec δk,j , delta de Kronecker. Les donne´es λj , d1, d2 sont classe´es pour chaque singularite´ ∗ dans la
liste du §2.
Pour re´soudre l’e´quation (4.1.2), on e´tablit un lemme.
Lemme 4.2 L’e´quation aux diffe´rences finies
M(z + α) = c ·
ν∏
j=1
(z + βj)
(z + γj)
M(z),
admet une solution comme suit:
M(z) = c
z
α ·
ν∏
j=1
Γ(− z
α
− γj
α
)Γ(−βj
α
)
Γ(− z
α
− βj
α
)Γ(− γj
α
)
g(z),
avec une fonction pe´riodique g(z) = g(z + α).
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A l’aide du lemme 4.2, on obtient une expression explicite de Mk(z). Avant de formuler le
the´ore`me, introduisons la notation Mφk,γq (z), 1 ≤ k, q ≤ µ qui correspond a` la transforme´e de
Mellin de l’inte´grale Iφk,γq (s1, s2) prise le long d’un cycle e´vanescent γq que l’on n’a pas precise´ dans
(1.8.1):
Iφk,γq (s1, s2) = (
1
2πi
)2
∫
∂γq(s)
φkdx1 ∧ dx2 ∧ dx3
(f1 − s1)(f2 − s2)
.
Et
Mφk,γq(z1, z2) =
∫
γ
Iφk,γq (s1, s2)s
z1
1 s
z2
2 ds1ds2
pour un certain 2-cycle re´el γ qui e´vite les poˆles de Iφk,γq(s).
The´ore`me 4.3 Dans la situation de´crite ci-dessus, pour ν1+ν2+· · ·+νm+1 ≤ k ≤ ν1+· · ·+νm+1,
on a l’expression suivante:
Mφk,γq (z) = V
z1
d1
m ×
ν1+···+νm+1∏
j=k
Γ(−
1
d1
L(∗, k, j; z1))
(4.1.3) ×
k−1∏
j=ν1+···+νm
Γ(−
1
d1
L˜(∗, k, j, ; z1))×
νm+1∏
j=1
Γ(−
1
d1
(z1 + j))
−1 × (
z2 − ζq
d2
+
z1
d1
)−1g(z1),
avec ζq ∈ Z≥0, 1 ≤ q ≤ µ, et ζ1 = 0. Ici g(z1) est une fonction me´romorphe pe´riodique telle que
g(z1) = g(z1 + d1).
De´monstration Il suffit d’appliquer lemme 4.2 a` (4.1.2). Quant aux ζq, ils sont de´termine´s par
l’e´quation de´terminante pour les exposants caracte´ristiques a` s = 0 du syste`me (1.10.1), (1.10.2) (la
me´thode de Frobenius) [5]. Il est facile de voir que la se´rie des exposants caracte´ristiques ζq contient
la se´rie des entiers ζq = 0, 1, 2, · · · . C.Q.F.D.
Nous notons supp(Mφk,γq )(z1, z2) ⊂
1
d2
Qz1×
1
d1
Qz2 des points d’intersection des droites polaires
1
d1
L(∗, k, j; z1),
1
d1
L˜(∗, k, j; z1), d1z2 + d2z1 ∈ Z≥0.
En liaison avec le The´ore`me 3.1, nous remarquons que
d2
d1
=
p1
p2
.
C’est les points de suppMφk,γq(z1, z2) qui vont essentiellement contribuer a` la transformation in-
verse de Mellin de Mφk,γq(z1, z2) qui nous permet de re´cupe´rer Iφk,γq(s1, s2). Si on choisit la fonc-
tion me´romorphe pe´riodique g(z1) dans (4.1.3) en sorte que la transformation inverse de Mellin
de Mφk,γq (z1, z2) ait sens (cf. l’astuce de No¨rlund de §4.2 ci-dessus), alors on verra facilement la
proprie´te´ suivante de cet ensemble. Ici on fait attention a` l’ine´galite´ νj ≤ d1, j = 1, 2, ...
Corollaire 4.4 Pour un cycle e´vanescent quelconque γ, l’ensemble supp(Mφk,γ)(z1, z2) consiste en
les points de la forme
(−λi + a,
d2
d1
(λi + b)), 1 ≤ i ≤ µ, (a, b) ∈ Z
2
qui sont contenus dans un coˆne Γk
Γk = {(z1, z2) ∈ C
2; z1 ≥ −λk − d1,
z1
d1
+
z2
d2
≥ 0}
de sommet (−λk − d1,
d2
d1
(λk + d1)).
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Si on regarde plus pre´cisement la projection projz1(Mφ1,γ(z1, z2)) sur l’axe z1 de supp(Mφk,γ)(z1, z2),
les suites suivantes s’obtiennent:
projz1 (Mφ1,γ(z1, z2)) ⊆ {−λ1 − d1,−λ2 − 1,−λ3 − 2, · · · , 1− ν1 − λν1}+ d1Z≥0,
projz1(Mφ2,γ(z1, z2)) ⊆ {−λ2 − d1,−λ3 − 1,−λ4 − 2, · · · , 1− ν1 − λ1}+ d1Z≥0.
...
projz1(Mφk,γ(z1, z2)) ⊆ {−λk − d1,−λk+1 − 1,−λk+2 − 2, · · · , 1− νm − λ[k−1]}+ d1Z≥0,
pour k tel que ν1+ ν2+ · · ·+ νm ≤ k ≤ ν1+ · · ·+ νm+1. La notation [k− 1] est la meˆme qu’au de´but
de la section.
Remarque 2 Il est opportun d’e´voquer ici le travail [25] de A.N.Varchenko qui a de´fini, dans le
cas des singularite´s isole´es d’hypersurface associe´es au germe f : (Cnx , 0) → (C, 0), le poids d’une
forme holomorphe ω de la fac¸on suivante:
α(ω) = inf{α ∈ Q;
1
tα
(
∫
γ(t)
ω
df
)→ 0 lorsque t→ 0}
= min{α ∈ Q; il existe 0 ≤ k ≤ n− 1 tel que Ak,α 6= 0
du de´veloppement asymptotique
∫
γ(t)
ω
df
∼
∑
λ∈Λ
∑
α∈L(λ)
∑
0≤k≤n−1
Ak,αt
α(log t)k},
ou` γ(t) est un cycle e´vanescent lorsque t→ 0, L(λ) = {β > −1; exp(−2πiβ) = λ}, Λ = { les valeurs
propres λ de la monodromie de Picard-Lefschetz de la singularite´ f(x) = 0 }.
Il est facile de voir que dans notre situation le bord du coˆne Γk introduit dans le Corollaire 4.4
correspond a` α(ω) de Varchenko. En particulier, si la valeur critique de f est constitue´e d’un cusp
(et d’une droite en position ge´ne´rique) notre λi donne la monodromie de Picard-Lefschetz de la
singularite´.
A juste titre, on pourrait donner une autre de´finition plus ge´ne´rale des spectres du syste`me de
Gauss-Manin au lieu de la De´finition 1.
De´finition 2 Les spectres du syte`me de Gauss-Manin associe´ aux SIIC courbe-espace quasiho-
moge`ne consistent en les donne´es suivantes: la partie de l’ensemble des droites contenue dans le
bord d’un coˆne
⋃
γ supp(Mφk,γ)(z1, z2), 1 ≤ k ≤ µ, ou` γ parcourt tout les cycles e´vanescents de la
singularite´.
D’apre`s cette nouvelle de´finition, les spectres du syste`me (3.1.1) sont donne´s par le bord d’ensembles
({z1 ≥ −λk − d1} ∩ {d1z2 + d2z1 ≥ 0}), 1 ≤ k ≤ µ.
Remarque 3 Il faut remarquer que les re´seaux de l’ensemble supp(Mφk,γ)(z1, z2) donnent naissance
a` la bonne κ-filtration (κ =2) introduite par C.Sabbah [20], [21].
Donc il suffit d’appliquer sa Proposition 1.2. de [21] a` cette bonne filtration, pour voir l’existence
de l’ensemble L1 de formes line´aires et d’un polynoˆme a` une variable bL,1 tels que
[
∏
L∈L1
bL,1(L(s))]f
s1
1 f
s2
2 = P1(x1, x2, x3;
∂
∂x1
,
∂
∂x2
,
∂
∂x3
, s1, s2)f
s1+1
1 f
s2
2 ,
pour les polynoˆmes f1, f2 traite´s dans cet article. Ici nous avons comme l’ensemble L1, L1 =
{s1 + λk + d1 − α, d1s2 + d2s1 − γ}, avec certains α, γ ∈ Z≥0, et λ1, · · · , λµ les spectres du syste`me
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de Gauss-Manin. Il est naturel de conside´rer le polynoˆme
∏
L∈L1
bL,1(L(s)) ci-dessus comme la
b−fonction en 2-variables.
Quant a` l’EDF correspondant aux de´calages en s2, elle s’obtient d’une fac¸on analogue en partant
du syste`me (3.1.2).
[
∏
L∈L2
bL,2(L(s))]f
s1
1 f
s2
2 = P2(x1, x2, x3;
∂
∂x1
,
∂
∂x2
,
∂
∂x3
, s1, s2)f
s1
1 f
s2+1
2 ,
ou` L2 = {s2 −
d2
d1
λk − β, d1s2 + d2s1 − γ}, avec certains β, γ ∈ Z≥0. Les notations sont les meˆmes
que celles de L1.
4.2. L’inte´grale- fibre en tant qu’une fonction hyperge´ome´trique ge´ne´ralise´e
D’ailleurs il serait utile de voir le re´sultat du The´ore`me 4.3 en liaison avec la notion des fonc-
tions hyperge´ome´triques ge´ne´ralise´es (FHG) au sens de Mellin-Barnes-Pincherle [5], [18]. Par cette
formulation la FHG de Gauss s’exprime par l’inte´grale,
1
2πi
∫ z0+i∞
z0−i∞
(−s)z
Γ(z + α)Γ(z + β)Γ(−z)
Γ(z + γ)
dz, −ℜα,−ℜβ < z0.
Pour assurer la convergence de la transforme´e de Mellin inverse de Mφk,γ(z) de (4.1.3):
(4.2.1)
∫
Π
s−z1−11 s
−z2−1
2 Mφk,γ(z)dz1dz2,
on ve´rifie que l’EDF (4.1.2) admet la solution Mφk(z) telle que pour un certain ǫ > 0,
|Mφk(z) |< Ckexp(−ǫ | Im z |) lorsque Im z →∞, dans un secteur d’ouverture < 2π.
Pour voir l’existence d’une solution de l’EDF avec de´croissance exponentielle, on recourt a` une
astuce de No¨rlund [18]. Sa technique consiste en un choix du facteur g(z1) de (4.1.3) qui doit eˆtre
une fonction me´romorphe de pe´riode d1. Si on note z = −
z1
d1
, notre analyse de (4.2.1) est reduite a`
l’e´tude de l’inte´grale
(4.2.2)
∫ z0+i∞
z0−i∞
szg(z)
ν∏
j=1
Γ(z + αj)
Γ(z + ρj)
dz.
Lemme 4.5 Si on choit une des fonctions suivantes g+(z) (resp. g−(z)) en tant que g(z), alors
l’inte´grand de (4.2.2) est de de´croissance exponentielle lorsque Im z tend vers ∞ dans le secteur
0 ≤ arg z < 2π, (resp. −π ≤ arg z < π.)
g±(z) = 1 + e±2πiβν
ν∏
j=1
sin2π(z + αj)
sin2π(z + ρj)
,
avec βν = −1 +
∑ν
j=1(ρj − αj)
De´monstration
Il suffit de se rappeler
ν∏
j=1
Γ(x+ iy + αj)
Γ(x+ iy + ρj)
→ const. | y |−(βν+1)
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lorsque y → ±∞. Ici, on se sert de la formule de Binet:
logΓ(z + a) = log Γ(z) + a log z −
a− a2
2z
+O(| z |−2)
si | z |>> 1, (Whittaker-Watson, Chapter XII, Example 44). Le facteur | s−(x+iy) |= r−xeθy, pour
s = reiθ donne la contribution exponentiellement de´croissante dans chaque cas. C.Q.F.D.
Ainsi on a de´montre´ la convergence de l’expression (4.2.1) pour un certain Π qui est obtenu
comme un produit du chemin d’inte´gration dans Cz1 et celui dans Cz2 .
Proposition 4.6 L’inte´grale- fibre Iφk,γq(z) des SISIC prise le long d’un cycle e´vanescent γq est
une FHG au sens de Mellin-Barnes-Pincherle de´finie par l’expression suivante∫
Π
s−z1−11 s
−z2−1
2 Mφk,γq (z)dz1dz2,
pour le Mφk,γq (z) qui apparaˆıt en (4.1.3) avec g(z1) = g
+(− z1
d1
) introduit dans Lemme 4.5
5 Des cas unimodaux et des autres cas accessibles
Malgre´ le caracte`re restrictif de calculs faits dans les sections pre´cedentes, nos de´marches s’appliquent
aux autres cas qui contiennent des se´ries infinies.
5.1. Le cas non-re´sonant.
On regarde l’application quasihomoge`ne suivante,
(5.1.1) {
f1(x1, x2, x3) = x
q1
1 + x
q2
2 + x
q3
3 = 0
f2(x1, x2, x3) = x1x2 = 0
ou` on impose la condition que les poids wi et wj ( 1 ≤ i, j ≤ 3) soient premiers entre eux. Nous
l’appelons le cas non-re´sonant. Selon la notation du §2, p1 = q1w1 = q2w2 = q3w3, p2 = w1 + w2.
Pour voir l’analogie du cas (5.1.1) avec les cas de singularite´s isole´es simples de courbe espace, on
e´tablit l’enonce´ suivant:
Lemme 5.1 Pour (f1, f2) de (5.1.1) sous l’hypothe`se sur les poids w1, w2, w3 comme ci-dessus, les
matrices P (1), P (2) de´finies dans la Proposition 1.3 sont semblables a` des matrices diagonales. Plus
pre´cisement, pour chaque 1 ≤ j ≤ µ, il existe au plus des uniques j1 et j2 tels que
(5.1.2) ω˜j ∧ df2 = P
(1)
jj2
φj2dx1 ∧ dx2 ∧ dx3
(5.1.3) ω˜j ∧ df1 = P
(2)
jj1
φj1dx1 ∧ dx2 ∧ dx3
avec P
(1)
jj2
6= 0, P
(2)
jj1
6= 0 et j1 6= j2. En revanche pour chaque indice j, on trouve au plus des entiers
uniques j˜1, j˜2 tels que
(5.1.4) ω˜j˜2 ∧ df1 = P
(2)
j˜2j
φj(x)dx1 ∧ dx2 ∧ dx3
(5.1.5) ω˜j˜1 ∧ df2 = P
(1)
j˜1j
φj(x)dx1 ∧ dx2 ∧ dx3
avec P
(2)
j˜2j
6= 0, P
(1)
j˜1j
6= 0.
Transforme´e de Mellin 23
De´monstration
Nous faisons la comparaison entre les poids des termes. On de´montre le cas (5.1.2). Le cas
(5.1.3) se de´montre d’une manie`re similaire.
S’il existe un autre terme a` part de φj2 (disons φj′2 ) qui participe a` la de´composition (5.1.2),
leurs poids satisfont les relations suivantes:
ℓj + p2 = w(P
(1)
jj2
) + w(φj2 ) + w1 + w2 + w3
(5.1.6) = w(P
(1)
jj′2
) + w(φj′
2
) + w1 + w2 + w3.
Remarquons que w(P
(1)
jj2
), w(P
(1)
jj′2
) ∈ p1Z≥0 + p2Z≥0. Donc la diffe´rence des poids de deux formes
w(φj2 ) et w(φj′2 ) doit appartenir au re´seau des entiers p1Z+ p2Z.
Maintenant on se souvient de la formule de la se´rie de Poincare´ de l’espace Φ˜, (3.2.6). Pour le
cas (5.1.1), elle devient,
PΦ˜(t) =
(5.1.7) = t(q3−1)w3 + (1 + tw3 + · · ·+ t(q3−2)w3)(1 + tw2 + · · ·+ tq2w2 + tw1 + · · ·+ t(q1−1)w1).
De la formule (5.1.7), il est facile de voir que w(φj2 )−w(φj′2 ) 6∈ p1Z≥0 + p2Z>0 = qiwiZ≥0 + (w1 +
w2)Z>0. Cela veut dire que
P
(1)
jj2
P
(1)
jj′
2
6∈ s2C[s] si P
(1)
jj′2
6= 0. Autrement dit, si on trouve deux indices
j2, j
′
2 pour lesquels (5.1.6) sont ve´rifie´, alors ils sont pour ces indices:
w(φj2 ) = kw3 + p1, w(φj′2 ) = kw3, 0 ≤ k ≤ q3 − 1,
d’apre`s (5.1.7). Cette relation entraˆıne que P
(1)
jj2
= cf1P
(1)
jj′2
pour certain constant c :
ω˜j ∧ df2 = (P
(1)
jj′2
φj′2 + P
(1)
jj2
φj2)dx1 ∧ dx2 ∧ dx3
(5.1.8) = P
(1)
jj′2
(φj′2 + cf1φj2)dx1 ∧ dx2 ∧ dx3.
Il faut remarquer ici que le terme de gauche est un monoˆme pour les singularite´s de´finies par (5.1.1),
par contre le terme de droite doit eˆtre essentiellement polynomial sinon c = 0. Donc il faut qu’un
seul terme P
(1)
jj′2
φj′
2
prenne part a` la de´composition (5.1.8).
Pour voir que les indices j1, j2 de (5.1.2), (5.1.3) sont diffe´rents, il faut calculer l’espace F :
PF (t) =
(1+tw3+ · · ·+t(q3−1)w3)tw1+w2+tw3(1+tw3+ · · ·+t(q3−2)w3)(tw2+ · · ·+tq2w2+tw1+ · · ·+t(q1−1)w1).
Des formes qui pourraient produire la situation avec j1 = j2 dans (5.1.2),(5.1.3) sont celles dont les
poids appartiennent au re´seau w1+w2+w3+w1Z≥0+w2Z≥0+w3Z≥0. Par le calcul direct des formes
de F, les uniques formes qui satisfont cette condition sont x2x
i
3dx3dx1 ∈ F (0 ≤ i ≤ q3 − 2). Cela
ache`ve la de´monstration de (5.1.2) et d’une fac¸on analogue (5.1.3). D’apre`s une comparaison des
se´ries de Poincare´sPF (t) et PΦ˜(t) on peut conclure (5.1.4),(5.1.5) en tenant compte de (5.1.2),(5.1.3).
C.Q.F.D.
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On remarque ici que la condition de non-re´sonance a e´te´ essentiellement utilise´e pour que le
terme de gauche de (5.1.8) soit monomial.
5. 2. La liste de Wall et d’Aleksandrov
Pour les singularite´s d’intersection comple`te pas ne´cessairement simples, les re´sultats analogues
aux The´ore`mes 3.1, 4.3 et 4.4 sont valables. Notamment la se´rie des singularite´s unimodales de
la liste de Wall [27]:
Pk,ℓ, k ≥ ℓ ≥ 2, µ = k + ℓ+ 1,
{
f1(x1, x2, x3) = x
k
1 + x
ℓ
2 + x
2
3 = 0
f2(x1, x2, x3) = x1x2 = 0
G2m+6,m ≥ 3
{
f1(x1, x2, x3) = x
2
1 + x2x
m
3 = 0
f2(x1, x2, x3) = x
2
2 + x
3
3 = 0
G2m+3,m ≥ 3
{
f1(x1, x2, x3) = x
2
1 + x
m
3 = 0
f2(x1, x2, x3) = x
2
2 + x
3
3 = 0
FZ6m+6 {
f1 = x1x3 + x
3
3 + x
3m+1
2
f2 = x1x2
FZ6m+8 {
f1 = x1x3 + x
3
3 + x
3m+2
2
f2 = x1x2
On remarque la structure du module F analogue a` celle des cas Sµ, Tµ ( pour Pk,ℓ) et des cas
Z10 (G2m+3 et G2m+6). C’est-a`- dire:
Pk,ℓ
F = {dx1dx2, x2dx3dx1,
ℓ−1︷ ︸︸ ︷
dx2dx3, x2dx2dx3, · · · , x
ℓ−2
2 dx2dx3,
k︷ ︸︸ ︷
dx3dx1, x1dx3dx1, · · · , x
k−1
1 dx3dx1}.
w1 = 2ℓ, w2 = 2k, w3 = kℓ, p1 = 2kℓ, p2 = 2(k + ℓ)w.
Φ˜ = {1, x1, · · · , x
k−1
1 , x2, · · · , x
ℓ
2, x3}.
w(φj) = {0, 2ℓ, · · · , 2(k − 1)ℓ, 2k, · · · , 2kℓ, kℓ}.
G2m+6
F = {dx2dx3, x3dx2dx3, dx3dx1, dx1dx2, x3dx3dx1,
m−1︷ ︸︸ ︷
3x2dx3dx1 + 2x3dx1dx2, x3(3x2dx3dx1 + 2x3dx1dx2), · · · , x
m−2
3 (3x2dx3dx1 + 2x3dx1dx2),
m−1︷ ︸︸ ︷
x2(mx1dx2dx3 + 2x3dx1dx2), x2x3(mx1dx2dx3 + 2x3dx1dx2), · · · , x2x
m−2
3 (mx1dx2dx3 + 2x3dx1dx2),
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mx1dx2dx3 + 2x3dx1dx2, x3(mx1dx2dx3 + 2x3dx1dx2),mx
2
3dx3dx1 + x2dx1dx2}.
w1 = 2m+ 3, w2 = 6, w3 = 4, p1 = 2(2m+ 3), p2 = 12.
Φ˜ = {1, x3, x
2
3, · · · , x
m+1
3 , x2, x2x3 · · · , x2x
m+1
3 , x1, x1x3}.
w(φj) = {4i, 6 + 4i (0 ≤ i ≤ m+ 1), 2m+ 3, 2m+ 7}.
G2m+3
F = {dx2dx3, x3dx2dx3, dx1dx2, x3dx1dx2, x
2
3dx1dx2,
m−1︷ ︸︸ ︷
dx3dx1, x3dx3dx1, · · · , x
m−2
3 dx3dx1,
m−1︷ ︸︸ ︷
mx1dx2dx3 + 2x3dx1dx2, x3(mx1dx2dx3 + 2x3dx1dx2), · · · , x
m−2
3 (mx1dx2dx3 + 2x3dx1dx2)}.
w1 = m,w2 = 3, w3 = 2, p1 = 2m, p2 = 6.
Φ˜ = {1, x3, x
2
3, · · · , x
m+1
3 , x2, x2x3 · · · , x2x
m−2
3 , x1, x1x3}.
w(φj) = {2i (0 ≤ i ≤ m+ 1), 3 + 2j (0 ≤ j ≤ m− 2),m,m+ 2}.
FZ6m+6
F = {dx3dx1, x3dx2dx3, x
i
2(3x3dx2dx3 − dx1dx2), 0 ≤ i ≤ 3m− 1, x1(dx1dx2 − 3x3dx2dx3),
x1dx1dx3, x
j
2dx2dx3, 0 ≤ j ≤ 3m,x2dx3dx1}
w1 = 2(3m+ 1), w2 = 3, w3 = 3m+ 1, p1 = 6m+ 5, p2 = 3(3m+ 1)
Φ˜ = {x1, x23, x
2
1, x
i
2, 0 ≤ i ≤ 3m+ 1, x
k
2x3, 0 ≤ k ≤ 3m}
w(φ1) = {2(3m+ 1), 4(3m+ 1), 3i, 0 ≤ i ≤ 3m+ 1, 3k + 3m+ 1, 0 ≤ k ≤ 3m}.
FZ6m+8
F = {dx3dx1, x3dx2dx3, xi2(3x3dx2dx3 − dx1dx2), 0 ≤ i ≤ 3m,x1(dx1, dx2 − 3x3dx2dx3),
x1dx1dx3, x
k
2dx2dx3, 0 ≤ k ≤ 3m+ 1, x2dx3dx1}
w1 = 2(3m+ 2), w2 = 3, w3 = 3m+ 2, p1 = 6m+ 7, p2 = 3(3m+ 2),
Φ˜ = {x1, x23, x
2
1, x
i
2, 0 ≤ i ≤ 3m+ 2, x
k
2x3, 0 ≤ k ≤ 3m+ 1}
w(φj) = {2(3m+ 2), 2(3m+ 2), 4(3m+ 2), 2i, 0 ≤ i ≤ 3m+ 2, 2k + 3m+ 2, 0 ≤ k ≤ 3m+ 1}.
On trouve chez A.G.Aleksandrov[1] une se´rie des singularite´s U2m+1 ( dans [27] on trouve J6m+7,
J6m+9) dont le syste`me de Gauss-Manin peut eˆtre calcule´ d’une fac¸on analogue au cas U7, U9 :
U2m+1,m ≥ 5 {
f1(x1, x2, x3) = x1x2 + x
m
3 = 0
f2(x1, x2, x3) = x
2
1 + x2x3 = 0
F = {dx2dx3, dx1dx2, x
m−1
3 dx3dx1 + x1dx1dx2,
m−1︷ ︸︸ ︷
dx3dx1, x3dx3dx1, · · · , x
m−2
3 dx3dx1,
m−1︷ ︸︸ ︷
x3dx2dx3 + x1dx3dx1, x3(x3dx2dx3 + x1dx3dx1), · · · , x
m−2
3 (x3dx2dx3 + x1dx3dx1)}.
w1 = m+ 1, w2 = 2m− 1, w3 = 3, p1 = 3m, p2 = 2m+ 2.
Φ˜ = {1, x3, x
2
3, · · · , x
m−1
3 , x1, x1x3 · · · , x1x
m−1
3 , x2}.
w(φj) = {3i,m+ 1 + 3i (0 ≤ i ≤ m− 1), 2m− 1}.
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Par un calcul semblable a` celui des §2, §3, on obtient un analogue des The´ore`mes 3.1 et 4.4.
On reprend la notation,
Ik,γ(s) = (
1
2πi
)2
∫
∂γ(s)
φkdx1 ∧ dx2 ∧ dx3
(f1 − s1)(f2 − s2)
,
Mk,γ(z) =
∫
Π
Ik,γ(s1, s2)s
z1
1 s
z2
2 ds1ds2,
pour un certain Π qui e´vite les poˆles de Ik,γ(s), et IΦ = (I1,γ(s1, s2), · · · , Iµ,γ(s1, s2)). En somme, le
calcul des cas traite´s dans 5.1 et 5.2 donnent le re´sultat suivant.
The´ore`me 5.2 1. Le syste`me de Gauss-Manin pour IΦ associe´ aux singularite´s isole´es d’intersection
comple`te de courbe espace des cas non-re´sonants (5.1.1), Pk,l, G2m+6, G2m+3, FW13, FW19,K13
FZ6m+6, FZ6m+8, HD13, HD14, K14 de la liste de Wall et U2m+1 de la liste d’Aleksandrov s’e´crit
sous la forme suivante:
(5.2.1) P ′(1)(s1)(s1idµ
∂
∂s1
−
1
p1
LΦ)IΦ =
p2
p1
s2P
′(2)(s2)
∂
∂s1
IΦ,
ou` P ′(1)(s1) : une matrice diagonale, et P
′(2)(s2) : une matrice semblable a` une matrice diagonale.
1
p1
LΦ = diag{λ1, · · · , λµ}, λj =
w(φj) + w1 + w2 + w3 − p1 − p2
p1
.
D’une fac¸on analogue:
(5.2.2) P ′(2)(s2)(s2idµ
∂
∂s2
−
1
p2
LΦ)IΦ =
p1
p2
s1P
′(1)(s1)
∂
∂s2
IΦ,
avec les spectres {λ1, · · · , λµ} posse´dant la proprie´te´ de syme´trie.
2. Soit ∗ une des singularite´s suivantes: cas non-re´sonants (5.1.1), Pk,l, G2m+6, G2m+3, U2m+1,
FW13, FW19, K13. Alors on a la formule suivante de la transforme´e de Mellin de l’inte´grale- fibre
Mk,γq(z) associe´e a` ∗. Pour chaque φk ∈ Φ˜, on trouve des ensembles d’entiers I
(k)
1 6= ∅ et I
(k)
2 6= ∅
tels que I
(k)
1 ∩ I
(k)
2 = ∅, I
(k)
1 ∪ I
(k)
2 ⊂ [1, µ], k ∈ I
(k)
1 et
Mk,γq (z) = V
z1
d1(k)
k
∏
i∈I
(k)
1
Γ(− 1
d1(k)
L(∗, k, i; z1))×
×
∏
j∈I
(k)
2
Γ(− 1
d1(k)
L˜(∗, k, j; z1))
∏|I(k)1 |+|I(k)2 |
t=1 Γ(−
1
d1(k)
(z1 + t))
−1×
×(p2(z2 − ζq) + p1z1)−1g(z1)
ou` on utilise les notations ci-dessous:
L(∗, k, i; z1) = z1 + λi + (i− k) + δk,id1(k)
L˜(∗, k, j; z1) = z1 + λj + (j − k)+ | I
(k)
1 | + | I
(k)
2 | +1,
ou` δk,j delta de Kronecker, d1(k), ζq ∈ Z≥0, Vk ∈ Q, g(z1) une fonction me´romorphe pe´riodique telle
que g(z1 + d1(k)) = g(z1). Les rationnels (spectres) λj sont de´finis comme λj =
w(φj)+|w|−|p|
p1
.
3. Soit ∗ une des singularite´s suivantes de la liste de Wall: FZ6m+6, FZ6m+8, HD13, HD14,
K14. Alors, pour chaque φk ∈ Φ˜ on trouve des ensembles d’entiers I
(k)
1 6= ∅, I
(k)
2 6= ∅, I
(k)
3 et un
entier k˜ ∈ [1, µ] tels que I
(k)
1 ∩ I
(k)
2 = ∅, I
(k)
2 ∩ I
(k)
3 = ∅, I
(k)
1 ∩ I
(k)
3 = {k˜}, I
(k)
1 ∪ I
(k)
2 ∪ I
(k)
3 ⊂ [1, µ]
avec lesquels la transforme´e de Mellin Mk,γq (z) s’e´crit sous la forme suivante:
Transforme´e de Mellin 27
Mk,γq (z) = V
z1+τk
d1(k)
∏
i∈I
(k)
1
Γ(− 1
d1(k)
L(∗, k˜, i; z1 + τk))×
×
∏
j∈I
(k)
2
Γ(− 1
d1(k)
L˜(∗, k˜, j; z1 + τk))
∏|I(k)1 |+|I(k)2 |
t=1 Γ(−
1
d1(k)
(z1 + t+ τk))×
×
∏
r∈I
(k)
3 \{k˜}
( z1+α˜r
z1+β˜r
)(p1(z1 + τk) + p2(z2 − ζq + σk))
−1g(z1)
ou` σk, τk ∈ Z et soit α˜r ∈ Z, β˜r ∈ {λ1, . . . , λµ}+Z soit α˜r ∈ {λ1, . . . , λµ}+Z, β˜r ∈ Z. Ici on utilise
la notation {λ1, . . . , λµ} + Z = {λ ∈ R : il existe λi tel que λ ≡ λi mod Z}. Les autres notations
sont celles de l’e´nonce´ 2.
Premie`re partie de la de´monstration: Preuve des e´nonce´s 1 et 2 pour Pk,l, G2m+6,
G2m+3, U2m+1, FW13, FW19,K13.
On se rappelle que l’argument de la de´monstration du The´ore`me 3.1 4.3 s’appuyait sur (a) le
fait que les e´le´ments des matrices P (1), P (2) sont monomiaux, (b) apre`s un changement de base de
Φ˜ et F , on peut supposer que P (1)(s) est une matrice diagonale et que P (2) = (matrice diagonale)
×Σ avec Σ ∈ SL(µ,Z) telle que Σµ = idµ.
Les e´nonce´s 1 et 2 se de´duisent de (a) et (b).
Preuve de (a) D’abord on se souvient de la se´rie de Poincare´ PV (t), (1.2.3) dans le cas n = 1, k =
2,m = 3,
(5.2.3) PV (t) = (1 − t
p1)(1 − tp2)
(tw1 + tw2 + tw3 − tp1 − tp2 − 1)
(1− tw1)(1 − tw2)(1 − tw3)
+ 1.
Cela et la relation (1.5.1) donnent:
(5.2.4) w(P
(1)
ij (s)) = p2 + w(ω˜i)− w(φj)− |w| ≤ 2(|p| − |w|) − w(φj).
D’autre part, pour que un e´le´ment de P
(1)
ij (s) consiste de plusieurs monoˆmes, il faut qu’il existe des
paires de vecteurs entiers (α, β) 6= (α′, β′) ∈ Z2≥0 telles que:
w(P
(1)
ij (s)) = αp1 + βp2 = α
′p1 + β
′p2.
Pour les singularite´s de 5.1, 5.2 ci-dessus, il est impossible de trouver de telles paires de vecteurs
entiers positifs d’apre`s (5.2.4). Quant a` la matrice P (2) le meˆme argument fonctionne.
Preuve de (b).
Le lemme 5.1 a de´ja` de´montre´ la proprie´te´ (b) dans les cas non-re´sonants.
Afin de le prouver dans les cas unimodaux qui figurent dans l’e´nonnce´ 2, on reproduit l’argument
du lemme 5.1. Plus pre´cisement, il suffit de de´montrer la validite´ de la de´composition comme (5.1.8)
a` laquelle en fait un seul terme prend part. On va de´montrer que si on a une de´composition sous la
forme suivante,
(5.2.5) ω˜j ∧ df2 = (P
(1)
jj2
φj2 + P
(1)
jj′2
φj′
2
)dx,
ω˜j ∧ df1 = (P
(2)
jj1
φj1 + P
(1)
jj′1
φj′1 )dx,
alors P
(1)
jj2
= 0 ou P
(1)
jj′2
= 0 (P
(2)
jj1
= 0 ou P
(2)
jj′1
= 0). Il est e´vident qu’il y aurait au plus deux termes
a` droite de (5.2.5), car ω˜j consiste au plus en deux termes.
La liste ci-dessus donne la de´monstration de l’e´nonce´ (b) pour les cas Pk,l, G2m+3, G2m+6, U2m+1.
Quant aux cas FW13, FW19,K13 il suffit de comparer les poids quasihomoge`nes des formes
ω˜j ∈ F et ceux de φi(x)dx, φi(x) ∈ Φ˜. (Il n’est pas ne´ce´ssaire de calculer toutes les formes de F ):
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FW3r+1(r = 4, 6) :
{
f1 = x1x3 + x
r
2
f2 = x1x2 + x
3
3
w(ω˜j) = {r + 1 + 4(i+ 1), 2(r + 1) + 4(i+ 1), 3(r + 1) + 4i(0 ≤ i ≤ r − 1), 7r + 3}
w(φj(x)dx) = {4(r + 1) + 4i, 5(r + 1) + 4i, 6(r + 1) + 4i(0 ≤ i ≤ r − 1), 7r + 3}
K13 :
{
f1 = x
2
1 + x
3
2x3
f2 = x1x2 + x
2
3
w(ω˜j) = {8, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 23}
w(φj(x)dx) = {15, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 30, 33}
Pour que la situation (5.2.5) avec deux termes non-nuls se produise, il est ne´ce´ssaire qu’il existe
φj1 , φj′1 , φj2 , φj′2 ∈ Φ˜; α, β, γ, δ, α
′, β′, γ′, δ′ ∈ Z≥0, j1 6= j′1, j2 6= j
′
2 tels que
(5.2.6)
w(ω˜j) + p2 = w(φj2 ) + αp1 + βp2 + |w| = w(φj′2 ) + α
′p1 + β
′p2 + |w|
w(ω˜j) + p1 = w(φj1 ) + γp1 + δp2 + |w| = w(φj′1 ) + γ
′p1 + δ
′p2 + |w|.
Afin de voir (b), il suffit de le ve´rifier pour ω˜j ∈ F qui satisfait (5.2.6). Il n’existe pas de telle forme
ω˜j ∈ F dans les cas FW13, FW19. Dans le cas K13, on trouve les formes satisfaisant (5.2.6) comme
suit:
{ω˜15 = 3x1dx2dx3 + 2x2dx3dx1, ω˜18 = x2ω˜15, ω˜20 = x3ω˜15, ω˜23 = x2x3ω˜15}
ou` l’indice de chaque forme indique son poids quasihomoge`ne. On voit facilement que la situation
(5.2.5) avec deux termes non-nuls n’arrive pour aucune des formes ci-dessus. On a donc de´montre´
que dans les cas de FW13, FW19,K13, on trouve au plus des entiers uniques j1, j2 ∈ [1, µ] pour
chaque j ∈ [1, µ] tels que
ω˜j2 ∧ df1 = P
(2)
j2j
(f)φj(x)dx
ω˜j1 ∧ df2 = P
(1)
j1j
(f)φj(x)dx
avec P
(2)
j2j
6= 0, P
(1)
j1j
6= 0. L’e´nonce´ (b) s’en de´duit imme´diatement.
Seconde partie: Preuve des e´nonce´s 1 et 3 pour les cas FZ6m+6, FZ6m+8, HD13, HD14,
K14.
Dans ces cas, on trouve des formes φj(x)dx, φj ∈ Φ˜ et 1 ≤ i 6= i
′ ≤ µ tels que
ω˜i ∧ dfl = P
(l)
ij φj(x)dx
ω˜i′ ∧ dfl = P
(l)
i′j φj(x)dx
avec P
(l)
ij 6= 0, P
(l)
i′j 6= 0 et l ∈ {1, 2}. Cela implique que (b) n’est pas valable pour ces singu-
larite´s. Pourtant on trouve parmi elles des sous-ensembles Φ˜0 := {φj1 , . . . , φjν} ⊂ Φ˜ et F0 :=
{ω˜i1 , . . . , ω˜iν} ⊂ F, 2 ≤ ν ≤ µ, tels que les matrices P
(1)
0 (s), P
(2)
0 (s) ∈ GL(ν,C) ⊗ C[s] de´finies
comme dans (1.5.1) pour les formes de F0 et φj1dx, . . . , φjνdx soient toutes les deux des produits
d’une matrice diagonale et d’une matrice de permutation. Bien entendu, pour la transforme´e de
Mellin Mjk(z) de´finie par le monoˆme φjk ∈ Φ˜0 un e´nonce´ parallel a` celui du The´ore`me 3.1 est
valable.
Pour e´tablir l’ e´nonce´ 1, on reproduit un argument similaire a` celui utilise´ pour voir (b) dans
les cas FW13, FW19,K13. Les formes satisfaisant (5.2.6) sont e´nume´re´es ci-dessous. On e´tablit
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aussi une liste des poids quasihomoge`nes de ω˜w ∈ F , l’espace Φ˜ et des poids quasihomoge`nes
φj(x)dx, φj(x) ∈ Φ˜.
HD13 : f1 = x
2
1 + x
2
2x3
f2 = x1x2 + x
3
3
w(ω˜j) = {9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 22, 24}
Φ˜ = {1, x3, x2, x1, x
2
3, x2x3, x
2
2, x1x3, x1x2, x1x
2
3, x1x2x3, x1x2x
2
3}
w(φjdx) = {16, 20, 21, 23, 24, 25, 26, 27, 28, 29, 31, 32, 36}
ω˜12 = dx1dx2
ω˜14 = x2dx2dx3
ω˜16 = x1dx2dx3 + x2dx3dx1
ω˜18 = x2x3dx2dx3 + x1dx3dx1
ω˜20 = 3x1x3dx2dx3 + x
2
3dx1dx2
ω˜24 = x
2
3ω˜16
HD14 : f1 = x
2
1 + x
3
2
f2 = x1x2 + x
3
3
ω˜17 = x2dx2dx3
ω˜20 = 3x1dx2dx3 + 2x2dx3dx1
ω˜26 = x2ω˜20
ω˜23 = x1dx3dx1 + x
2
2dx2dx3
w(ω˜j) = {11, 14, 15, 16, 17, 19, 20, 21, 22, 23, 25, 26, 28, 31}
Φ˜ = {1, x3, x2, x1, x
2
3, x2x3, x
2
2, x1x3, x1x2, x2x
2
3, x
2
2x3, x
4
3, x1x
2
2, x2x
4
3}
w(φjdx) = {20, 25, 26, 29, 30, 31, 32, 34, 35, 36, 37, 40, 41, 46}
K14 : f1 = x
2
1 + x
5
2
f2 = x1x2 + x
2
3
w(ω˜j) = {11, 14, 15, 17, 18, 19, 21, 22, 23, 25, 26, 27, 29, 33}
Φ˜ = {1, x2, x3, x
2
2, x1, x2x3, x
3
2, x1x2, x
2
2x3, x
4
2, x1x
2
2, x
3
2x3, x1x
3
2, x1x
4
2}
w(φjdx) = {21, 25, 28, 29, 31, 32, 33, 35, 36, 37, 39, 40, 43, 47}
ω˜15 = x2dx2dx3
ω˜19 = x2ω˜15
ω˜22 = x
2
2dx1dx2
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ω˜21 = 5x1dx2dx3 + 2x2dx3dx1
ω˜25 = x2ω˜21
ω˜23 = x
3
2dx2dx3
ω˜27 = x1dx3dx1 + x
4
2dx2dx3
ω˜29 = x
2
2ω˜21
ω˜33 = x
3
2ω˜21
Ici l’indice de chaque forme indique son poids quasihomoge`ne. Le calcul direct montre que la
situation (5.2.5) avec deux termes non-nuls ne peut se produire pour aucune des formes ci-dessus.
Cela de´montre l’e´nonce´ 1 pour ces singularite´s.
Quant aux monoˆmes de Φ˜ \ Φ˜0, apre`s un calcul simple, on observe la situation suivante. Pour
les monoˆmes φjν+l(r) ∈ Φ˜ \ Φ˜0, 1 ≤ r ≤ µ − ν il existe au moins un monoˆme φjν+l(0) ∈ Φ˜0 et des
monoˆmes φjν+l(1) , φjν+l(2) , . . . , φjν+l(r−1) ∈ Φ˜ \ Φ˜0 tels que
(5.2.7)
(z1 + η˜jν+l(q) + λjν+l(q) + 1)Mjν+l(q)(z1 + η˜jν+l(q) , z2)
= v˜jν+l(q)z1Mjν+l(q−1)(z1 − 1, z2 + δ˜jν+l(q) + 1), q = 1, . . . , r
pour certains η˜jν+l(q) , δ˜jν+l(q) ∈ Z≥0 et v˜jν+l(q) ∈ Q. En contraste avec le cas des monoˆmes de Φ˜0, la
relation de re´currence (5.2.7) ne se ferme pas pour φjν+l(q) ∈ Φ˜ \ Φ˜0. Voir (4.1.1). C’est-a`-dire qu’il
n’existe pas d’indices 0 ≤ r′′ < r′ ≤ r tels que une (r+1) e`me relation de re´currence comme (5.2.7)
soit ve´rifie´e pour Mjν+l(r′) et Mjν+l(r′′) , r
′′ 6= r′ − 1. On note des monoˆmes de Φ˜ \ Φ˜0 ci-dessous:
FZ6m+6, FZ6m+8 : Φ˜ \ Φ˜0 = {x
2
3}
HD13 : Φ˜ \ Φ˜0 = {x1x2x3}
HD14 : Φ˜ \ Φ˜0 = {x2x3, x1x3, x1x2, x
2
2x3, x
4
3, x1x
2
2, x2x
4
3}
K14 : Φ˜ \ Φ˜0 = {x2, x
2
2x3, x
3
2x3}
En reproduisant l’argument du The´ore`me 4.3 il est facile de voir que
(5.2.8)
Mjν+l(0),γq (z) = V
z1
d1(jν+l(0))
jν+l(0)
∏
j∈I
(jν+l(0))
1
Γ(− 1
d1(jν+l(0))
L(∗, jν+l(0), j; z1))
×
∏
i∈I
(jν+l(0))
2
Γ(−
L˜(∗,jν+l(0),i;z1)
d1(jν+l(0))
)
∏
t∈I
(jν+l(0))
1 ∪I
(jν+l(0))
2
Γ(− (z1+t)
d1(jν+l(0))
)−1
(p2(z2 − ζq) + p1z1)
−1g(z1)
avec les notations de l’e´nonce´ 2. L’expression (5.2.8) et la relation de re´currence pour φjν+l(q) , q =
0, 1, . . . , r entraˆınent le re´sultat. C.Q.F.D.
Remarque 4 D’apre`s la me´thode pre´sente´e ci-dessus au § 4, on n’est pas susceptible de re´soudre
le syste`me de Gauss-Manin associe´ aux SIIC unimodales quasihomoge`nes de courbe espace qui ne
figurent pas dans le The´ore`me 5.2.
Pour ces singularite´s i.e. FT4,4, FW14, FW1,0, FW18, FZ6m+7, FZ6m−1,0, J6m+8, Jm+1,0,K1,0 de
la liste de Wall, il existe au moins une forme ω˜j ∈ F qui suscite la situation (5.2.5) avec deux termes
non-nuls. Par example, pour la singularite´ FT4,4:
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{
f1 = x1x2 + x
3
3
f2 = x1x3 + x
3
2 + λx2x
2
3, λ 6= 0.
On trouve trois formes ω˜6, ω˜7, ω˜8 du meˆme poids quasihomoge`ne i.e.
w(ω˜6) = w(ω˜7) = w(ω˜8) = 4, car w1 = 2, w2 = w3 = 1
ω˜6 = 2x2dx1dx2 + (−4λx
2
2 + (2λ
2 + 6)x23)dx2dx3
df1 ∧ ω˜6 = λ(−4f1 + x1x3)dx
df2 ∧ ω˜6 = (2f1 − 8x
3
3)dx
ω˜7 = x1dx2dx3
df1 ∧ ω˜7 = (f1 − x
3
3)dx
df2 ∧ ω˜7 = x1x3dx
ω˜8 = 2x2dx1dx2 − λx3dx3dx1 − (λx
2
2 + (λ
2 + 6)x23)dx2dx3
df1 ∧ ω˜8 = −λf2dx
df2 ∧ ω˜8 = (2f1 − (8 + 2λ
2)x33)dx
Φ˜ = {1, x2, x3, x1, x
2
2, x
2
3, x2x3, x1x3, x
3
3, x1x
2
2}.
On peut voir qu’il est impossible d’e´viter la situation (5.2.5) avec deux termes non-nuls en choisissant
une autre base de F et Φ.
Les espaces vectoriels F,Φ et les matrices P (1)(s), P (2)(s) sont disponibles sur demande pour
toutes les SIIC unimodales quasihomoge`nes de courbe espace.
Remarque 5 Tout re´cemment, l’auteur a reussi a` obtenir le re´sultat suivant.
Les spectres du syste`me (1.10.1), de´finis comme dans la De´finition 2 consistent des donne´es du
type; {
p1z1 + p2z2 + w(ψj) + p2 − p1 ≤ 0
z1 ≤ −1 ou z2 ≤ −1.
De cet e´nonce´, il suit facilement que les spectres du syste`me de Gauss-Manin associe´ a` une ICIS
quasihomoge`ne de courbe espace sont syme´triques par rapport a` une droite. On peut ainsi en de´duire
que le The´ore`me 6.1 ci-dessous est valable pour ces singularite´s, si on pose λi =
1
p1
w(ψi), 1 ≤ i ≤ µ.
La de´monstration s’appuie sur une me´thode appele´e “Cayley trick” qui calcule la cohomologie
relative de de Rham d’une SIIC (0.1) au moyen de la cohomologie d’une hypersurface de´finie comme
suit:
Xf = {(x1, · · · , xn+k, y1, · · · , yk) ∈ C
n+2k; y1(f1(x) − s1) + . . . yk(fk(x)− sk) = 0}.
Le detail doit paraˆitre dans un travail suivant.
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6 Nombre de Hodge des fibres de Milnor
On revient a` la situation des chapitres §0, §1. Soit Xs une fibre de Milnor de SIIC courbe espace
pour (s1, s2) ∈ S hors sa valeur critique. On regarde une varie´te´ projective X¯s ⊂ P(w1, w2, w3, 1)
associe´e a` Xs :
X¯s := {(x1, x2, x3) ∈ P(w1, w2, w3, 1); f1(x1, x2, x3) = s1u
p1 , f2(x1, x2, x3) = s2u
p2}.
C’est une cloˆture de X¯s dans l’espace projectif P(w1, w2, w3, 1) avec des poids comme en (1.1.1).
On prend le poids de la variable u e´gal a` 1. On peut consulter [8], [7] pour la projectivisation d’une
SIIC.
On note pg(X¯s) le genre ge´ome´trique de la courbe X¯s qui doit e´galer le rang du groupe de coho-
mologie H1(X¯s,OX¯s). Le genre ge´ome´trique de la fibre de Milnor est un des invariants importants
de la singularite´ X0. On a une expression assez simple de cet invariant au moyen des spectres du
syste`me de Gauss-Manin.
Nous nous rappelons ici que les nombres de Hodge hpq(Xs) = Gr
p
FGr
W
p+qH
n(Xs) (et sa se´rie de
Poincare´) eux-meˆmes ont e´te´ calcule´s par F.Hirzebruch pour le cas d’une SIIC homoge`ne [15], §22
et par H.Hamm pour le cas d’une SIIC quasihomoge`ne de dimension positive quelconque [14].
The´ore`me 6.1 Pour les singularite´s traite´es dans les The´ore`mes 4.3 et 5.2, on a les formules
suivantes
(6.1) h01(Xs) = h
10(Xs) = pg(X¯s) = ♯{i;λi < 0}
(6.2) h11(Xs) = pg(X0) = ♯{i;λi = 0}
ou` λi, 1 ≤ i ≤ µ sont les spectres du syste`me de Gauss-Manin (3.1.1), (5.2.1).
De´monstration i) De´monstration de (6.1). Tout d’abord, rappelons que les C−modules
AX0 , AX¯s des polynoˆmes sur X0 et X¯s sont:
AX0 := C[x1, x2, x3]/(f1, f2), AX¯s = C[x1, x2, x3, u]/(f1 − s1u
p1 , f2 − s2u
p2).
Ces deux modules AX0 , AX¯s sont munis d’une filtration naturelle compatible avec le poids w(g)
de g ∈ AX0 , AX¯s . Ici
(E + u
∂
∂u
)g(x1, x2, x3, u) = w(g)g(x1, x2, x3, u)
avec le champ de Euler introduit par (1.1.2). On peut regarder les se´ries de Poincare´PAX0 (t), PAX¯s (t)
de´finies par une filtration de poids :
PAX0 (t) =
∑
ad=♯{g(x1,x2,x3)∈AX0 ;w(g)=d}
adt
d,
PAX¯s (t) =
∑
ad=♯{h(x1,x2,x3,u)∈AX¯s ;w(h)=d}
adt
d.
Selon Dolgachev [8] 3.4.4, elles satisfont la relation suivante:
PAX0 (t) = (1− t)PAX¯s (t)
ou` PAX0 (t) =
(1−tp1)(1−tp2)
(1−tw1 )(1−tw2)(1−tw3 ) . Par contre on a
(6.3) PΦ˜(t) = t
|p|−|w| + (1− t|p|−|w|)PAX0 (t)
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d’apre`s la formule d’Aleksandrov (3.4.6). Ici |w| = w1 + w2 + w3 et |p| = p1 + p2. En somme
(6.4) PAX¯s (t) =
PΦ˜(t)− t
|p|−|w|
(1− t)(1− t|p|−|w|)
= (PΦ˜(t)− t
|p|−|w|)(
∑
j≥0
tj)(
∑
k≥0
tk(|p|−|w|)).
Le the´ore`me de Dolgachev cite´ plus haut implique que le coefficient de t|p|−|w|−1 de PAX¯s (t) donne
le genre ge´ome´trique pg(X¯s). Si on note le de´veloppement de PΦ˜(t) :
PΦ˜(t) =
∑
j≥0
πjt
j ,
on de´duit de la relation (6.4),
pg(X¯s) = 2π0 + π1 + · · ·π|p|−|w|−1 − 1,
= ♯{polynomes de Φ˜ de poids ≤ |p| − |w| − 1}
= ♯{polynomes de Φ˜ de poids < |p| − |w|}.
L’unicite´ de l’e´lement de poids 0 dans Φ˜ entraˆıne la premie`re e´galite´. La dernie`re egalite´ donne (6.1)
en utilisant les The´ore`mes 3.1 et 5.2.
ii) De´monstration de (6.2). Quant a` la seconde e´galite´, on reproduit l’argument bien utilise´
depuis Steenbrink [23]. Voir aussi [7], [2], (5.4). Soit Y = X¯s \Xs. A partir de la suite exacte
· · · → Hn−2(Y )(−1)→ Hn(X¯s)→ H
n(Xs)→ H
n−1(Y )(−1)→ Hn+1(X¯s)→ · · · ,
on obtient une suite exacte courte
(6.5) 0→ Pn(X¯s)→ H
n(Xs)→ P
n−1(Y )(−1)→,
ou`
Pn(X¯s) = coker(H
n−2(Y )(−1)→ Hn(X¯s))
Pn−1(Y )(−1) = ker(Hn−1(Y )(−1)→ Hn+1(X¯s))
qui s’appellent la partie primitive de la cohomologie correspondente. De (6.5), on obtient
hp,n+1−p(Xs) = Gr
p
FGr
W
n+1H
n(Xs) = Gr
p
FP
n−1(Y )(−1) = hp−1,n−p0 (Y ).
Le dernier est calcule´ par le The´ore`me 4.4, 3) de [2] qui dit que
h0,00 (Y ) = coefficient de t
|p|−|w| de PAX0 (t),
qui est e´gal a` son tour au coefficient de t|p|−|w| de PΦ˜(t), par (6.3). La de´monstration s’ache`ve si on
se souvient de la de´finition des spectres λi des The´ore`mes 3.1 et 5.2. C.Q.F.D.
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