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'.1'"' INTRODUCTION. 
It will be the purpose of this paper to discuss some 
1 
of the properties of non-analytic functions of a complex 
variable, and to determine, if possible, some correspondences 
between the theory of analytic functions and the theory of 
non-analytic functions, if such a theory as the latter can 
be said to exist. 
In the beginning, it is evident that the field of re-
search in analytic functions is very limited, for it has been 
, 
proved that the necessary and sufficient condition that a 
function be analytic is that the derivative shall exist. It 
is evident further that we shall be unable to conduct exten-
sive researches in the similarity of the two classes of func-
tions, since the theory of analytic functions depends so , 
largely upon the existence of the derivative. It will be 
possible, however, to discover some properties of non-analytic 
functions which are peculiar to such fu~ctions, and this paper 
will be also an attempt to discover and discuss some of these 
properties. The whole field of non-analytic functions is very 
. 
large and difficult to classify, and it is precisely for the 
reason that the usual methods of analysis are inadequate, that 
investigations concerning them are not usually carried farther 
than they are. 
While constant reference is made in this discussion to 
177822 59 
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the theory of analytic fUnctions, and some of the theorems 
stated therein are used !nd in some cases explained, yet it 
will presupposed that the reader is already acquainted with 
the analytic theory, especially with the theory of Riemann 
Surfaces. 
The available material for reading on this subject 
is very limited, and reference is made in the thesis to 
two works only, and those on Calculus and Differential 
Equations. Reference has been made to Goursat's Course 
in Mathematical Analysis, Volume I, (referred to as Goursati) 
and to Murray's Differential Equations ( referred to as 
Murray). These works are described more completely in the 
Bibliography at the end of the thesis. 
CHAPTER I 
A function w=f(z), where .... x -tYi, is defined as 
analytic if the Cauchy-Riemann equations are satisfied; that 
is, w being expanded to the form U(x,y)+ V(x,y)i, U and V 
3 
being real, the partial differential equations~::~"~;'"~-;;,;; 
are satisfied. This is equivalent to saying that a function 
is analytic if its derivative exists, and conversely, if the 
function is analytic, the derivative must exist. l'le shall 
therefore define as non-analytic a function of the form 
w .... U(x,y) + V(x,y)i, U and V being, as before, real, hut not 
.satisfying the Cauchy Riemann equations • 
. As has been stated before, the derivative of w, as last 
defined, does not exist; however~ it h~s been shown that the 
functional determinantg~~;;~, in two variables, is analogous 
to the derivative in one variable. 1 In the treatment of non-
analytic functions, therefore, the functional determinant, o~ 
Jacobian, will be used insteaJ of the derivative in the earlier 
case. 
In the analytic case, the branch points in the Riemann 
surface were located by setting the derivative dw/dz~ 0, and 
solving for z. Now in the new case we shall have to set the 
Jacobian equal to zero, and solve for x and y, in order to lo-
c~ te the branch points. Immediately one peculiar feature of 
the new class of functions presents itself. The derivative 
is the limit of the ratio of two infinitesimal 1 ines, while 
the Jacobian is the limit of t~o infinitesimal areas.l The 
derivative, then, can vanish at points onl,, Wblle .here 
Goursat, I, page 265, Art. 127. 
the Jacobian may vanish at points or along entire lines or 
segments of lines. It is more common, indeed, for the 
Jacobian to vanish along entire lines than at points, and 
this feature is unique. Some very remarkable surfaces re-
sult from this property. Several such surfaces are discussed 
in this paper, and at least one general theorem arises from 
1 this propebty. 
It can be shown that this method of locating the 
branch points or branch lines is identical with the method 
of the analytic case, where the derivative ~ was used, 
dz 
and set equal to zero; for the Jacobian in the analytic case 
is~~ ~;-:- ~ ~ ,&i/,.&7/= ~P~/~ 0, which is satisfi~d 
only by ~:).. ~ ::- ~:. ~:: o ; but the derivative ~=, when 
J • J-c 
expressed in terms of partial derivatives, is 4~ + ~ ~ = 
~ _ --i ~ , and in order that the derivative be zero, 
all these partials must be zero, which is the condition for 
zero value of the Jacobian. Hence the new method of locating 
the branch points is not really new, but is of much less 
restricted application than the older one. 
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Some exp~anation will be required for the term "branch 
line". We can not pass around the branch point, in the older 
case, without reaching a new value of the fi1nction. In the 
ne~ case, we can not cross the line :alOng ,which the Jacobim 
vanishes without reaching a new value of the function. The 
term "branch line" is therefore justifiable by analogy with 
the older case of the branch point. Since the ent1reL11ne 
1. Chapter II I. Page 43 •· 
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can not be crossed, the branch line forces a fold in the sur-
face, and the idea of "edge of regression" is suggested, which 
will be discussed in some detail lnter. 1 
The branch line is seen to differ very rraterially from 
the "cut" hsed in the analytic caoe to prevent circulation 
around a branch point; for these cuts were made in arbitrary 
positions, to suit the convenience of the occasion, while the 
branch line is determined by the conditions of the problem 
itself, and may not be changed in position, nor may it be 
crossed in any direction, as the cut freel permits. Just as 
~he derivativemay vanish at more than one point, so the Jaaob-
tan ;. may vanish at more than one point, or along more than one 
line, or at points and along lines. Examples will be discussed 
illustrating most of these cases, and methods of setting up 
functions with any desired branch points or lines will be 
shown. 
·,ve shall discuss some examples of analytic functions in 
Riemann Surfaces, to introduce the whole subject anew. The 
simPlest example, perhaps, is the function 2 w .. z , where 
Z.: X-tyi. Setting the derivative dw/dz= O, we have z::. 0 as 
the only branch point, and that of the first order. This cor-
responds to the point w ~ 0. Now we may cut the W plane along 
the U axis to the right of the point w ~ 0, which is equiva-
I 
lent -to cutting the Z plane along the entire X axis. This is 
Shown by expanding z2 to the form x2-Y2+ 2xyi. Now in order 
for V to be zero and U greater than zero, as .along this cut, we 
Chapter III. Page 43. 
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Figure 1. 
shall have to say . V ~ 0 corresponds to Y = 0, in which case 
U is positive for all values of X. But the U axis also 
corresponds to the Y axis, and the left, or negative, end 
of the U axis therefore corresponds to the Y axis. The 
V axis corresponds to the lines x = y and X= -y, the upper 
end of the axis corresponding to the fir 3t line names, and 
the lower end corresponding to the last one named. The 
corresppnding lines are drawn in the figure in the same kinds 
of markirlg, and the correspondences of regions is easily seen. 
The connections of the sheets is shown, i-l.nd the Riemann sur-
face is seen to have two sheets, connected in the manner 
shown around the branch point. (Fig.I) 
A more complicated case is the function ' w = z -3z +4. 
Setting the derivative equal to zero, we get the points z ..... 1 
and z = -1 as the branch points. The corresponding points in 
the W plane are respectivel;'l w =2 and w = 6. Now solving the 
original fdnction for the remaining values of z which corre-
spond to these val~es of w , we get the following values 
w=-2 W=6 
z := 1, 1' -2 Z : -1, -1, 2. 
This shows that the points z = 1 and z = -1 are each branch 
points of the first order. Now since real values of z will 
lie on the X axis, these values of z are on the X axis; and 
in similar manner the values of W given will 1ie on the U 
• 
axis. These points are shown in the figure(Fig. 2 ) by the 
same letters. To prevent circulation around elt~er point 
in the W plane, we shall cut the plane along the line V.:O, 
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to the right from w= 6, and to the left from w :=2. To 
get the values of U and V, we shall expand the original 
function, and set the real and imaginary parts equal to U 
· s 2... 
and Vi respectively; this gives U=· x -3xy -3x+4, and 
It 3 V:. 3x y -y -3y. Now when V:::: 0, as in the cuts described 
above, we have as the corresponding lines in the Z plane 
the line y;:: 0 and the hyperbola 3x -y -3;:::;. 0. When z /' 2 and 
real, w;>6 and real, and w increases without limit as z 
increases without limit. Therefore the part of the U axis 
to the right of the point U ::= 6 corresponds to the part of 
the X axis to the right of the point x;::.. 2. In a similar man-
ner it can be shown that the part of the U axis to the left 
of U= 2 corresponds to the part of the X axis to the le,ft of 
-2. Now to determine the correspondences of t~e branches of 
the hyperbola, we have only to notice that the branch which 
includes the point z,.,.l must correspond to the line in the 
W plane which includes the corresponding point- this is the 
point U = 2, as already pointed out. In like manner the other 
branch of the hyperbola must correspond to the line to the 
right of the point corresponding to z::= -1- that is, to the 
line which includes the point U= 6. These lines are drawn 
in the same style of marking, and the correspondences can 
easily be determined. Finally, we can identify regions still 
t:D,.r~Sp•nezl/n_f; 
more definitely if we draw the lines in the Z plane~to the 
line U o. These lines are drawn in the diagram in red ink. 
It will be noted that as we pass to the left from the point 
0::::=.2, along the U axis, the positive end of the V axis is on 
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Fig. 2. 
the right, and the negative end on the left. This is also 
indica ted by the style of marldng the red lines ln both the 
planes. 
To determine the comnections of sheets in the W plane, 
it is only necessary to note that we can reach any point in 
this plane from &Iy other poin~ in the plane without crossins 
any other line except a red line, and this line is not a cut. 
Then we shall have the part of the Z plane to the right of 
the right branch of the hyperbola one sheet, the part between 
the two branches another sheet, and the part to the left of 
the left branch another sheet. These sheets are numbered 
I, II, and III respectively, in the diagram. It is then seen 
that sheets I and II connect across the line V= 0, U < 2, and 
that sheet III extends across this line unbroken; sheets 
II and III connect across the line v~ 0, U~6; 1 and sheet II 
extends across this line unbroken. These connections are 
indicated in the accompanying diagram, and the whole surface 
has been constructed. 
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A much 
rune tion w:: 
more complicated case than either of these is the 
4z5+1 Th d i ti d /d 100 z8 -soz8-2oz3 
5z4 • . _e _er va ve w z = 25zB 
which, set equal to zero, gives the branch points Z= 1 and the 
imaginary fifth roots of unity, which will be denoted by ~, ~~ 
, and the corresponding values of w are respectively 
the same values as the values of z substituted in the original 
function. Now solving the original function for all the values 
11 
of z which correspond to the values of w, we have, corre-
spending to w: 1, the values z = 1, 1, and the roots of 
the equation 4z34 3z2+2z + 1:::.0, which, by Horner's process are 
found to be z.: -0.606 and z.= -O.C72 :t:. 0.639i. For the values 
of z correspomding to the other values of w, it is easily 
shown · that the values 6f z derived above are merely permuted 
at intervals of ~, since t.he multipliers are respec:tively 
(){. 1 ~~ d-, and cJ.tf • The point z = 1 is a branch point of the 
first order; hence the branches of the curve which pass through 
this point will make anglas half as large as_the corresponding 
curves though the point w-= 1. This remark applies also to 
the points z=cl,d.'~- ot, tJ...,_ respectively. 
The original function may be written w.: t z -t ~ z-4 • 
Changing to polar coordinates, we have 
U+ Vi.: 4 r(cos e t i stne)..f- ~·r4 ( cos(-46)+ 1 sin(-4ej} 
5 . 
Separating the real and imaginary parts of this function, we 
have u- 4 r case+ 1 r-4cos 49 V:. 4 r sine --% r-4 sin4&. 
- 0 5 5 
The U axis is represented by setting to value of V equal to 
zero, and solving the resulting equation. \'le have then the 
equation 5 s1n4e r : 4 sln·e~ case cos2e, the factor sine 
being removed. When the value sine is used in the original 
expression for V, r may have any value, finite or infinite, 
and still satisfj the relation for V given. By assigning 
various values to 8 in the last equation written, we can 
get the correspomding values of r. It is seen that when 
integral 
& is any" multiple _of Jf , the value of r is zero; it is also 
seen that since r 5 must be positive, e can assume only 
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values between 0 a.ndf, between f and~, between~and4f", 
and betweenlf and ~1/. The curve r 5.: cose cos2e is symmetrical 
with respect to the axis o~ origin, since cosea cos(-e) and 
cos 2e ::- cos(-2&). The curv-e must then pass through the 
. ' 
origin at angles or.!J,%, and£{ with the original position 
of r. This aids materially in drawing the curve. By differ-
entiation it can be shown that the curve must be vertical 
where r;:.l and e ~ 0. 
From the original function, it is seen that when w: 0, 
s: 
the value of z is v~ , which is represented by the point 
marked 0, to the left of the origin on the X ~xis (Fig. 3a). 
A--valuable check on the work so far is the fact the.t the values 
" '3$ s7r z![ substituted in the relation r 5::. cose cos2e 
-;-I ~ 1 ~ I :,-
give ' i": rJ;, ' and these points are the same points as those 
located by setting the value of wa O, and permuting the 
corresponding point around the origin at intervals of~. From 
the original fUncti~n it is also seen that z •0 gives an in-
finite value of w; therefore the orie;in in the Z plane cor-
responds to the point at infinity in the W plane. By dif-
ferentiation we can find the maxim~ of r; these are found at 
() d t1 . o, 112 ; an 248 · , the :last two values being approximate 
( the exact angles are sin-1 0 and cos-1 (~/~, but the plus 
sig~ in the latter expression can not be used, nor the value 
?.iin the former, on account of the limitations of 0 described 
at the top of this page.) The differentiation described above 
is not here shown, but was calculated in the problem. The re-
sult of the whole calculation has been, then, to produce the 
green curve in the fi~~re (3a), which corresponds to the green 
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line in the W plane. The other curves can be drawn mechanically 
by simply permuting the green curve around the origin at inter-
vals of~, as has already been shown. 
To get correspondences of regions, and connections of 
sheets, we shall cut theW plane outward from the points marked 
A,B,C,D, and E, toward infinity. These points correspond to 
the points marked similarly in the Z plane, and the cuts des-
cribed are indicated by the dotted lines in both plane's. It 
is possible to circulate around any point marked 0 in either 
plane without crossigg a dotted line, but it is impossible to 
circulate antirely around any of the points marked A,B,C,P,E, 
without crossing a dotted line. The sheets in the Z plane are 
therefore as indicated by the Arabic numerals, and each sheet 
includes ·the space between t'No dotted lines extending outward 
from the origin to infinity, and each sheet is se9n to be so 
drarm that any point can be reached from any other point in it 
without c~ossing a dotted line. To make identification more 
convenient, I have numbered the regions I, II, III, IV, and 
V, and have said that region is identified by the clear orange 
line, region II by the clear purple line, etc.; it is then easy 
to identify the regions around any of the 0 points by noticing 
the kind of line in the region. Having thus identified regions 
and sheets, it can be seen that sheets 3, 4, and 5 extend across 
the dotted blue line unbroken, while sheets 1 and 2 connect 
with each other across this line; sheets 1, 4, and 5, connect 
across the dotted red line unbroten, while sheets 2 and 3 con-
nect with each other across this line. In a similar manner 
connections across all the other lines can be determined, and 
14 
are as indicated in ' the figure. (Fig. 3b). 
It is interesting to note in the figdres for this func-
tion that the areas in either plane are bounded by the same 
kind of lines- this is truein general, of course, but it is 
worth especial notice here to see the five areas in each case, 
in the Z plane, which cor~espond to the single area in the W 
plane. In both the complicated analytic cases discussed, it 
is seen that the number of sheets is equ:J.l to the order of 
the function. This is true in general, as can be shown by 
the.ory of Riemann Surfaces in general, which need not be dis-
cussed here. 
15 
Figure 3a. 
'< I 
I 
f) 
,----
Figure 3b • 
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CHAPTER II 
In the precedin6 chapter we discussed some examples of 
Riemann Surfaces for analytic functions. We shall now dis-
cuss some examples of Riemann Surfaces for non-analytic func-
tlons. Most of the examples which follow are examples which 
were set up.at random, and little attempt has been made to ar-
range them systematically. It will be possible, however, to 
formulate some general statements from the examples which will 
be discussed in this chapter. 
A function which is very similar algebraically to the 
first analytic case discussed in the preceding chapter is the 
function ( T.' f \ .._, G • 4. ) 
The functional determinant here reduces to 8xy: 0, which shows 
that the two coordinate axes in the Z plane are branch lines. 
These lines correspond respectively to the lines U• V and 
u~ -V, the X axis corresponding to the first line, and theY 
axis to the second. Since for all values of x and y, the 
values of V are greater than the corresponding values of U, 
the only part of the W plane which exists is the part above 
the U axis, included between the lines U .= V and U:::. -V. For 
convenience in identifying regions ·, we can draw in the Z plan~ 
lines 'Corresponding to the rulings in +.ha W plane. Rulings 
parallel to the V axis will be represented by hyperbol~s in 
the Z plane, positive values of U being hyperbolas axial to 
the X axis, and negative values of U being hyperbolas axial 
to the Y axis. The lines parallel to the U axis, and above 
it ( the lower part of the W plane being non-existent) 
appear as circles in the Z plane, with the origin as center. 
These corresponding lines are drawn in similar styles of 
lines, and are easily identified. To determine the manner 
of connection of sheets, we shall trace the path of a point 
in the W plane as the corresponding point makes a complete 
circuit of the Z plane. Starting at the intersection of .Jne 
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of the red circles and the line y;. x, (this line corresponding 
to the line U= 0) and moving along the circle in a clockwise 
direction, we reach the dotted green line. In the W plane, 
this is the limit of motion in this direction, and we are 
forced to retrace the path, movine along the same horizontal 
line in the W plane, but in the opposite direction, as we 
move along the same circle in the same direction in the Z 
plane. Considering that we started in the first sheet, we 
are now in the fourth sheet, using the accompanying diagram 
and numbering. Continuing along the same circle in the same 
direction, we reach the crossed green line, which is again 
the limit of motion in this direction, and we are forced into 
another sheet, which is the third, to correspond to the num-
bering of sheets in the diagram. Further motion along this 
circle, then, means retracing the path along the red line in 
the W plane, moving now from left to right along the hori-
zontal line. Continuing the motion in the Z plane, we reach 
again the dotted green line, and we are forced into another 
sheet of the~ plane, this time the second; and finally, we 
shall return to the first plane after crossing the crossed 
green line. It is seen that each sheet of the W plane 
Figure 4. 19 y 
corresponds to a quadrant of the Z plane. The first and 
fourth sheets of the W plane connect along the dotted green 
line, also the second and third sheets. Along the crossed 
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green line, the first and second sheets connect, and the third 
and fourth connect along the same line. These sheets do not 
cross each other, as at a cut in the analytic case, but the 
branch line forces an actual fold. It may be noted that the 
W plane can be formed from the Z plane, except for distortion, 
by folding the Z plane first along the Y axis, and then along 
the X axis, the final fold being then pla~ed along the line 
tr =: V in the W plane. In the figure, the connections in the 
W plane are apparently drawn bet~een sheets below the lines 
U= V and U= -V, and sheets above those lines. However, it has 
already been shown that there is none of the W plane below 
these lines; hence these connections are to be taken with the 
sheets underneath the first one. This will frequently be the 
case in the non-analytic case; but it will be always shown 
that part of the W plane does not exist when this is the case. 
A function which is also very similar to the first 
analytic case discussed, and to the non-analytic case just 
discussed, is ·the function 
(Fig . 5) 
U::. 2xy , the surface corre- --
v:: x2+ y2 
spending very closely to the one just discussed. This is 
very easily shown, as we have again V: U, for ~11 values of 
x and y; it is also seen that the two surfaces must be very 
much alike, for the value of U here is precisely the same 
21 
Figure 5. 
graphically as the value of U in the last function, which 
wRs there x: -y, the two values being the same except for 
d 
rotation through an angle of 45 • Here, however, the lines 
x = y and x = -y are the branch lines, ' ·corresponding to the 
lines U= V and U: -V. This surface presents no new prob-
lems, and the connections are precisely the same as in the 
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last one, as indicated in the accompanying diagrmm. Another 
use of this function will be ~ade later, however, which makes 
1 its discussion here important. 
An example of a non-analytic function which has a branch 
point instead of a branch line ia the fUnction 
U = 4x2-3y2 
V::. xy 
(Fig . 6) 
The Jacobian of this fUnction ·.:reduces to 4x.:a+ 3:/.:. 0, which is 
satisfied only by the point x:: 0, y;. 0, which corresponds to 
the origin in the W plane. The V axis corresponds to the two 
lines y.:-:kx and y ;:= -~x, and the U axis corresponds to the 
two coordinate axes in the Z plane. If we cut the IT plane 
along the right end of the U axis, this is equivalent to 
cutting the Z plane along the entire X axis. The identifi-
cation of regions is then easy, when the si~ilar styles of 
lines are noticed, and the connection of sheets is precisely 
like that in the first analytic case discussed. This functio~, 
indeed, is almost identical in its properties, so far as the 
Riemann Surface is concerned, with the first of the analytic 
cases. 
23 
Figure 6. 
An 
function 
example very closely related 
U 2x~4x · -3y2 
V (x+l)y (Fig. 7) 
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to the above is the 
The Jaoohien of this function is 4(x.~ 1) 2+ 6y2 • Setting this 
Jacobian equal to zero, we get the point x.: -1, y;a 0 as the 
branch point. This corresponds to the point u-= -2, V::. 0, 
in the W plane. NoiV we shall cut the W plane to the right 
from the point U.: -2, along the U axis. · Now the line V.: 0, 
along which the cut is made, gives as the corresponding lines, 
the lines x: -1 and the line y:: o. The line x: -1 gives 
the value 0 for V, and the value -2-3y2 for U, which shows that 
for any value of Y whatsoever the corresponding value of U 
will be less than -2 • . rtence the line x.: -1 corresponds to 
that part ol' the U axis which is to the le:ft o:f the point U.: -2. 
If' we put y: O, we have V:s 0, and U,:- 2x(x.,. 2}, which is posi-
tive for all positive values of x, negative for all values of 
x between zero and -2, and positive values of x less than -2. 
However, the product 2x(x.,..2), cannot be less than -2. Hence 
the part of the U axis to the right of the point U::. -2 cor-
responds to the entire X axis, the part between u~ -2 ~nrt 
U::. 0 corresponding to the p:~.rt of the X axis between -2 and 0, 
and the right, ob positive end of the U axis, corresponding to 
the parts of the X axis to the right of the origin and to the 
~eft of -2. The line U= 0, or the V axis, corresponds to the 
hyperbola 2(xt 1) 2 -3y2~ 2., which has tntercepts of 0 and -2 
on :the X axis. The corresponding lines are drawn similarly, 
and the identification of regions is easy. It is seen that 
Figure 7. 25 
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this surface has two sheets, connected as shown in the diagram. 
This surface is exactly similar to the one just discussed, as 
can be seen by the algebraic similarity, and is also very simi-
lar to the first analytic case discussed. 
Other examples, simple algebraically, give rise to some 
very interesting surfaces. For exa~ple the function U = X+ y 
V.: xy 
gives the Jacobian x - y =- O, or the line X::: y, as the branch 
line. This line corresponds to the parabola '1 V=- 4 u2 in the ,· 
W plane, which is shown in the diagram (Fig.S ). It can be 
shown by the theory of inequalities that V can not be greater 
than Uf4. Hence the part of tl1c W plane above the parabola 
does not exist. TheY axis, where X:: O, gives V; 0 and U= y, 
and the X axis gives V = 0 and U::: x; hence both axes in the 
Z plane correspond to the U axis in the W plane, the positive 
parts of the axes in the Z plane corresponding to the positive 
end ot the U axis, and the negative parts to the negative 
end of the U axis. The V axis corresponds to the line x= -y, 
and only the lower part of the V axis exists, as already 
shown. Corresponding lines are shown in the diagram by the 
style of drawing, and the surface is seen to consist of two 
sheets, connected along the parabola, as indicated. 
The function U ~ x + y gives the Jacobian 2y -2x = o, 
V::;. x2ty2 
or the line y~ x as the branch line. The corresponding line 
in the 71 plane is the parabola V = u2/2 • It can be shown by 
the theory of inequalities that V is greater than or at le~st 
equal to u2/2 f?r all values of x and y. Hence the only 
part of the W plane which exists is the part above the · 
1..3 
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Figupe 9. 
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p~rabola described. If x and yare both positive, as for 
the part of the line y = x which lies in the first quadrant, 
U is positive; for values of x and y which lie in the third 
quadrant, U is negative. Hence the portion of the line Y= x 
which lies in the first quadrant vorresponds to the right 
branch of the parabola in the W plane, and the part of the 
line y = x which lies in the third quadrant corresponds to 
the left branch of the parabola. The axes in the Z plane cor-
respond to the parabola v~ u2 in the W·plane, the positive 
ends of the axes corresponding to the right branch, and the 
negative ends corresponding to the left branch. The line 
U; 0, or the V axis, corresponds to the line Y= -x. It is 
then seen from the figure that the part of the W pl,ne above 
the parabola drawn in red- the other part of the W plane being 
non-existent- consists of two sheets, connected along the 
red parabola in the manner indicated. (Fig. 9) 
2 2 U :s X + y4 
The function v~ x4 f y gives the Jacobian 8xy(y2-x2) 
which shows that the branch lines are the axes an4 the lines 
y = x and y:::. -x. The Z plane is therefore divided into 
eight sheets, or regions. The lines y > x and y.::. -x corre-
spond to the parabola v~ u2/2, and the axes correspond to 
the parabola v~ u2 • By the theory of inequalities it can be 
I 
shown that V can·- not be less than u2/2 nor greater than u2. 
Hence the only part of the W plane which exists is the part 
between the two parabolas, and in the first quadrant, since 
both U and V are positive for ~11 values of x and y. ( Flf. 10) 
30 
Figure 10. 
It is evident from the figure that each half quadrant in the 
Z plane will correspond to one sheet of the W plane, and that 
there will therefore be eight sheets in the W plane. Number-
ing them in the manner indicated, and tracing connections, 
the sheets are seen to be connected as shown in the diagram. 
It is necessary here to notice that the lines indicating the 
connections do not indicate the same kind of connection as 
at a cut in the analytic case, but the kind described in the · 
first non-analytiv case in this chapter. It is seen also 
that the surface just described is similar to the first two 
non-analytic cases discussed, except that there ~re eight 
sheets here, rather than four in the other cases. 
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An exa~ple which gives rise to a surface very different 
u- x2-+ 2y from any so far discussed is the function v- . 
.:; xy • The 
Jacobi?.n is 2x2-2y, which shows that the para bola y::: x2 is 
the branch line. The corresponding line in the W plane is 
the curve u3: 27V2 , and the two curves are drawn in red ink 
in the figure, and marked alike.(Fig./ f ). It is convenient 
here to draw in the Z plane some of the lines corresponding 
to rulings in the W plane. Thus rulings parallel to the V 
axis will give parabolas of the form y= - ·· ~2+ fr U, the 
vertices being on the Y· axis, ,and above or below the origin 
as U is positive or negative. Rulings parallel to the U 
axis will be represented by hyperbolas in the Z plane, in the 
first and third quadrants if V is positive, and in the second 
and fourth quadrants if V is negative. For all values of 
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~ U greater than 3V 3 , the corresponding curves in the Z plane 
are seen from the diagram to interse~t three times, while 
for values of U less than 3V~ the corresponding curves inter-
sect but once. For values of U equal to 3v%, the correspond-
ing curves are tangent along the red parabola. Since U is 
expressed by an even power of V, the above remarks apply to 
negat+ve as well q,s positive values of v. Now ~11 values of 
.% U grwa ter than 3V ;, are found to the right of the red curve 
in the W plane, in the wedge shaped region bounded by tha two 
branhh~c of this curve, and all values of U less than 3V~ are 
to the left of the red curve. The wedge shaped region is 
therefore composed of three sheets, while the remainder of 
the W plane consists of only one sheet. The branch line rep~ -
res~nts a fold here, just as in the preceding cases, and we 
can pass from the fourth quadrant of the W plane to ~he first 
quadrant only by passing alternately to second and third 
sheets. The connections are rather difficult to indicate by 
a diagram, and a pape!' model of this surface is inserted. It 
is seen to differ very sharply from any surface so far dis-
cussed. (Plate I. Fi~.ll.) 
we may study analytic transformations of some of the 
non-analytic functions discussed. As an example, the function 
w .... u +Vi ::. 2xy + ( x2 + y2 ) i, the second example in this chapter, 
gives, when squared, -(x2 -y2 )~+ 4xy(x2 + y 2 )i • Calling the 
real and imaginary parts Rand Si respectively, and setting 
~ 
t 
,_,__~~ ~r 
tp_ 
_j__i h-
I 
t 
+ 
Figure 11 . 33 
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up the Jacobian D(R,S) we have (x2- y2 )(x4~ 6x2y2T y4)= 0, 
D(x,y)' 
which is satisfied by the lines y-::. x, Y=- -x, and the point 
x::::. 0, y:. 0, which shows that the function has branch lines 
and a branch point. The branch point is on both the branch 
lines, and therefore this point must have properties differ-
ent from the properties of an ordinary point on a branch line. 
This distinction between an ordinary point on a branch line, 
and a branch point, will be commented on shortly. The orig-
inal . function shows that R can not be positive in value, and 
the left half only of the RS plane can exist. S will be neg-
ative if R and S be ui'llike ·in sign, and positive if R and S 
be alike in sign; hence the first and third quadrants of the 
Z plane will be transferred to the upper half of the RS plane, 
and the second and fourth quadrants to the lower half. Further-
more, R and S are expressed as symmetric functions of x and y; 
therefore any two points which are situated with respect to 
the lines bisecting the quadrants in the Z plane will go tp 
the same point in the RS plane. Thus there are eight sheets 
in the RS plane, four on the upper half, and four on the lower 
half. Both axes in the Z plane go into the R axis, th3 line · · 
y~ x to the upper end of the S axis, and y; -x to the l0wer 
half of the S axis. The connections are then easy to trace, 
and are shown in the diagram. It is seen that the branch 
point pre~ents circulation around it, even in one plane, 
which is not true in general of a point on a branch line. 
The axes in tae Z plane are used as cuts in the above case, 
and are similar to the cuts in the analytic case. (Fig. 12) 
... 
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The function w= U +Vi:::. (x2 + 2y) T xyi, which has been 
studied, gives, when squared, R: (x2-t2Y) 2 -(xy) 2 R and s 
S= 2xy(x2T 2y) ' 
being the real and imaginary parts respectively of the func-
tion resulting from squaring the given function, which was 
studied previously. The RS plane will 
for convenience. The Jacobian D(R,S) 
n( x, Y r 
be cllled the T plane 
is (x2-y) Fx2-r2y)+(xy)~ 
and the branch line is seen to be the parabola y: x2 , and t~e 
function also has a branch point- the origin, in the Z plane. 
The origin in the Z plane corresponds to the origin in the T 
plane, andwe shall cut the plane along the R axis. This is 
equivalent to cuttinB the Z plane along the parabola x2 Y=-~ • 2 
For convenience in identifying regions, we shall transfer 
several lines in the W plane to the Z plane. The S axis 
-x2 
corresponds to the to the curve y= 2:t x , which gives the 
two hyperbolas drawn in black ink in the diagram(Fig. ). The 
correspondences of these two sets of hyperbolas will be dis-
cussed in more detail later. The R axis is represented by 
-x2 
the axes in the Z plane, and by the parabola y~ ~· For 
all values of x less than 2 and greater than zero, there are 
two values of y in the equation corresponding to the S axis; 
one of these values is less than -x2 . ~~ and tne other is great-
er than this value. In the Z plane, one of these values will 
-x2 lie above the parabola y: -z-, and the ot~er below. The 
same remarks may be made regarding the values of x between 
-2 and zero, since the numerator is not changed by a change 
in sign of x, and only the order of values of the denomi-
natoP is changed. If values of ' x2 y less than ~2 be taken 
with positive values of x, the value of S will be positive, 
and if values of y greater than -x2 be taken with negative 2 
values of x, the values of S will be positive also. A simi-
lar argument will establish correspondences for negative 
values of s. For values of x greater than 2 or less than 
-2, , the values of y will lie either entirely above the 
X axis, or above the parabola -x2 y, -z-• and below the X axis. 
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It is then easy to determine the correspondences of the hyper-
bola mentioned above, and the style of marking shows the cor-
. 2 
-x respondence. T:1e parabola y = z- also corresponds to the 
left end of the R axis, as can be shown by substituting 
this value in the original expression for R. The ax~s in the 
Z plane a~~·show~by ~substitution to correspond to the right 
end of the R axis. 
The parabola Y= x2 is found by substitution to cor-
respond to the equations R= x4(9 -x2), and S.:: 6x5 • Solving 
these equations by eliminating x, we have the relation 
,j 
_R::. {~"'-r -~ The nature ~this curve may be in some meas-
ure determined by detarmining the maxima or ' mini!Ila; and the 
intercepts on the axes. The derivative ~~ , set equ~ to 
zero, locates the maximum points wit~ respect to the R value; 
these are found at R =- 108 and S ~.t. 216 V'6." The values of 
S for R = 0 are 0 and ±1458. The function, plotted on a 
very small scale, is therefore represented by the red curve 
in t.he T plane, and this corresponds to the parabola y = x2 • 
In the equations in which R and S are expressed in terms of 
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the parameter x, the following relations can be shown: 
For o<x<.3, R and S positive. 
X::'' R: 0, s:: 1458 
X/3. R<. 0, s ~ 1458 
For o> x:> -3, R;> O, s< o 
x.: -3' R.:- 0, S= -1458 
x< -3, R.( 0, S<-1458. 
Therefore the part , of the red parabola in the Z plane to 
the right of the point X::: 3 and to the left of the point 
x::: -3 correspond to the parts of the red curve in the T plane 
to the left of the S axis. Furthermore, the two hyperbolas 
which intersect the red parabola in the Z plane at the points 
x::: 3 and x:: -3 can represent only the parts of the S axis 
above the value s~ 1458 and below s~ -1458 respectively, for 
it is impossible to start from either of these points of in-
tersection and reach the origin by traveling along a black 
line; the only regions which can be reached along the black 
line are between 1458 and infinity in the first case and 
between -1458 and minus infinity in the other case. If we 
now trace the path of a point around the origin in the Z 
plane, and trace the corresponding path in the T plane, we 
shall find that the red line is a fold of the same sort as 
was the red curve in the original function, of which this is 
the second power. The connections are not easy to indicate 
by a diagram, and a paper model ls inserted. (Fig. 13.) 
( ~lp. te I I. ) 
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CHAPTER III. 
In the preceding chapter, examples were set up and 
their surfaces discussed in considerable detail with no at-
tempt to make their treatment systematic, and with no attempt 
to follow a fix&d plan of · setting up the functions. In this 
chapter at least two methods of setting up functions will be 
discussed- that is, methods of setting up ft~.nctions which 
shall show eranch lines or points previously determined. 
The branch line, and the consequent fold in the surface, 
suggests the idea of edge of regression. An edge of regres-
sion is defined as the envelope of a certain family of 
curves which do not cross the envelope, as a cubic, for 
instance, might do. By means of certain conventions which 
shall be adopted, the idea of sheets can easily be determined 
definitely. 
If we consider that a curve of any desired form be so 
moved as to be always tangent to a certain other curve, the 
second curve becomes an envelope for the first, and in case 
the first curve does not cross the envelope, we have an edge 
of regression. At least two sheets may be said to be generated 
on one side of the edge of regression by the moving curve- as 
I 
a parabola moving always tangent to a straight line, for 
example, will generate two sheets on one side of the line, 
since each point in the plane on that side of the line will 
be reached twice by the parabola. If the moving curve be a 
quartic, for example, there will be four sheets, perhaps, 
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generated on part of the plane, and only two on the rest, 
or it may generate only two sheets on any part of the plane. 
A few special cases will be discussed here. 
Let us consider that a curve;~- bf the form v f(u) 
be moved so · tgat':·it will be always tangent to another curve 
of the form v.::F(u). Then v=-F(u) is the edge of regression 
for the curves of the form v: f(u). If we define positive 
motion along F(u), and positive motion along f(u), we can 
loc&·\e any point in the plane in the following manner: 
starting from any fixed point P on F(u), move ·along F(u) 
until the point (u4 ,v4 ), which is the point of tangency of 
F(u) and one of the curves of the form f(u), is reached. 
Now move along f(u) from (u.,v.) to the given point (u,v) 
which was the point to be reached from P. Denote by X the 
first motion described, and by Y the second motion described. 
Then the coordinates of a.'1y point in the plane can be deter-
m,ined in terms of X and Y, since X is the arc length along 
F(u) from P to (u~11V0 ) andY is the arc length along f(u) 
from (u~,v0 ) to (u,v). Now we shall define positive motion 
along F(u) as that motion ''hich wiil place the tangent family 
on the right hand side, and positive motion along f(u) as the 
motion in the direction Which will not produce a cusp with 
positive 'motion along 
~(u). In general, or it may be said in all cases, the point 
u. is ·a function of u and v, and the particular problem will 
make accessible the functional expression for u. in terms of 
u and v. ~s has been said, there will be ~ore than one sheet 
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generated, and it is altogether possible that there will be 
more sheets on ' some parts of the plane than on others. 
Ha1ng established these conventions, we shall pro-
ceed to set up a theory by which a function may be secured 
which will show any desired edge of regression. Let it be 
assumed that the edge of regressicn v=F(u) is to be de-
fined by tangent curves of the form v =- f(u). In general 
f(u) will be a functian of u. and u; hence we shall express 
f(u) as &Cu, ,u), and this notation will be used for the tan-
gent family. Now the function X~ described abova, will be 
represented by the integral X• V;+ .IF~£."- ~ , and Y will 
be represented by the integral Y ·-L(;+ [t!k ....... J]% de-
It Ca'l be shown that the two functions X and Y, defined by 
the two integrals, must. ".together define a function X-tY1 
the edge of regression of which will be v ~ F(u).; for, 
D(X.Yl 
setting up the Jacobian D(u,v7 , wo have 
~ :; ~ r/ -~-~~~tl)] :L ~ ~ :4- -- -;,of(·.~ ~~tl• 4() ~ / ;4( If I :Z 
IM ~ v --~ #{-J(~ ~ (/-1(/{~tl~off ~ -k (;.,/#~, ")],. 
o/v=- r,f;... ~~ ""' -
"' / .fj ~. ~,_ 
., Tv Crv~.,5I:L f;-r[tJ~, -jf . J C-·~1~ _--=---' -
•' ( Y. '31 ~~~ f!rf'~V'+''~ rv 
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The ab~ve method of finding the edge of regression is 
the same as that used in the preceding chapter. In those ex-
amples, we have U and V expressed in terms of x and y, and we 
DfU. Vf set up the Jacobian  x,y , which, equated to zero, gives 
curves in the Z plane; the corresponding curves in the W plane 
are the branch lines, or edges of regression. If the equations 
.. ~~ 
be solved for X andY in terms of u and v, and the Jacobian 
~be set up, the r 2sulting expression is the recipr6c~l 
of the first expression derived by the Jacobian, but expressed 
in terms of u and v.1 Hence if we set the reciprocal of this 
last Jacobian equal to zero, we have the edge of regression 
directly. In general, however, it is difficult or impossible 
to solve for X andY ir. terms of u and v, and the method of 
the preceding chapter is preferable. But in the theory of 
edgee of regression just worked 0ut, ~e have the equations 
already solved for X andY in terms of u and v, and it would 
be impossible, in general, to express them in the form of the 
preceding chap~9r. The theory of the present chapter is 
preferable, and is easily applied, in this case. 
Some examples which will be discus sed illustratl~g 
the above theory are (a) a function which will have an edge 
of regression of the form 2 v: mu , defined by straight line 
tangents;' (b) a function which will have an edge of regression 
of the form v = mu2 , defined by tangents of the form 
v • -au2 + bu + c, where a will be held constant, and b and c be 
allowed to vary; (c) a function which has an edge of regression 
a circle of radius r, center at origin, defined by straight 
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line tangents; and (d) a function which has as the edge of 
regression the circle u 2: v2 ~ r 2 , defined by tangent circles 
of radius R, outside the circle of radius r. The last two 
cases are periodic, the case (c) being singly periodic, with 
period 2~r, and case (d) doubly periodic, the periods being 
2?rr and ~. In connection with the first example mentioned, 
and with the last two, it may be remarked that while the the-
ory is perfectly general, yet it is possible at times to 
express X and Y by purely geometric means, without concerning 
one's self with the integrals defining X andY. Of course 
this equivalent to to the general method, since the integrals 
Qay be considered evaluated when we get the geometric expres-
s ion for them. 
The first example mentioned- the function which will 
have an edge of regression of the form v= mu2 , defined by 
straight line tangents, may be set up as follows. If any 
point, as (u,v), outside the parabola, be taken, two tangents 
to the parabola can be drawn. We shall call the points of 
tangency (u~,v., ), a~ before. Now if X be the distance from 
the fixed point,P, which may as well be taken at the origin, 
to u., , and Y be the distance along the \ tangent from u(1 to 
u, it is ~vident that u and v will be single valued functions 
of X and Y, while X and Y will be double valued functions of 
u and v. To find the point uC' , we shall have to equate 
the two values of v. - namely, ":: mu; and ~:: au.-t- b. 
mhtfm2u2 -mv 
gives u6 = m 
This 
• The steps in this solution are as 
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follows: 
The condition for equal roots, and therefore for tangency, is 
a2: -4bm, or b= -a2/4m. Substituting this value of b in the 
equation for the straight line, we have v: a -a2/4m, from 
gency, or 
But u · ... a ·-~ at the point of tan-'% 
Therefore X ~ 1/--r-.Y,..,....A~r-~-~ 
and Y-=-~-;.) ·i.;(v-v;)-z. =;; Jf,kt-~J*+ffi'"+<.{a--u.j]"'=- {u-4fJ lr-Y';;o_,~~ 
The.value of Y is derived by purely geometric means. 
Setting up the Jacobian, we have 
_L_-
J - :-
i; 2 ~ y 71< ~ 1-_ ~ v-
1-l-ih4'1.~~ 
Figure 14. 
- I 
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The second example illustrating the t~eorem is 
worked out as follows: let the edge o~ regression be the 
parabola v = mu2 , defined by tangents of the form 
v ~ -au2 + bu-+ c, wher9 a will be held constant, and b and c 
will be allowed to vary. It is evident that the variation 
of c will be not be independent of the other coefficients, 
but that it will in general be a function of the three con-
stants a, b, and m, ~nd that b will be a fUnction of u0 , 
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or, what amounts to the same thing, U 0 will be a function of 
the constants a, b, and m. The point of tangency of the 
two curves may be found from the equations 
--=,--------
2 2 b.tfb2+ 4c(a+m) 
v4 "'mu., =--au&+ bu.,+c, from which U 0 -= 2ra~ m) 
The condition for equal roots, and therefore for tangency, 
2 b is b = -4c(a +m), and U0 • - ~2.,.(a~+-·m) 
4(a-t"m) 
2 
v =- -au -r bu + c :; ·. -b2 4(a rn) 
b = 2(a +m) (u ± ~m~2;~ ) •·. u0 = u *y;~;: 
Applying the theory whioh has been worked out, we have as 
the value of the Jacobian the quantity 
~--------
} J il - -;f./~ t· ·~! (-u.. ~ '"~v} 
:= - ;v" VI f if,~~«,'., y 1-t- -"/)n l.~ ~ :: .~ - ~!;:~ h-~======-
, •J ~f/-1-{t--~~).,. Y/r.y'~~~ 
It is seen that the above quantity can vanish only fer 
v;. mu2 , ;hich is the desired edge of regression. {Fig.., 15) 
.. - . . :~ 
Figure 15. 51 
The third example mentioned, that in which the edge 
of regression is to be the circle u 2 t v2= r 2 , defined by 
straight line tangents, can be set up by purely gemmetric 
means, without the use of the definin-; integrals, and with-
out calculating the value of U 0 in terms of u ond v. Of 
course, as been remarked, the integrals may ~e said to be 
evaluated in the geometric solution, and the value of 
u0 elirr.i~ated in the integration. In the figure below, the 
values of X and Y are easily set up follows: 
fl~ .. ,y 
Since the theory worked for cases of this sort depends on 
the value of uD in terms of u and v, it will be necessary 
to derive the Jacobian in the usual manner. This is easily 
done, however, and is as follows;-
~ ± A,(. ~ Jl '[ ... ..... £)-.. ~ ~v- -A.. 
f A-J=- v -u. 'l-f (}- \_ /\.... "'-" 
~ :1: v-~ ;v- ~ ~-~ v- 1--/\... ~ 
v--. .... -+ v- ... _~ .... I -::. 0 
--J "f /'\.. 
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Since values of X differing by 2nr are congruent, 
it is evident that this last function is periodic, and that 
2 frr is the period. The figure for the surface is given in 
Fie. ; but the surface is better represented on a cylinder 
of infinite height, with a section corresponding to the 
edge of regression, represented by the red line, and the 
part of the cylindrical surface below this section corre-
sponding to the sheet generated by the negative end of the 
tane;ent, the r:art of the surface auove this S3Ction corre-
spondine to the ~heet generated by the positive end of the 
tangent. The line along which the surface is joined to 
rr.ake the cylindrical surface is the line marked as a cut 
in the two planes; hence the infinite succession of strips 
can be thought of as wrapped around the cylinder. The 
cylindrical surface can actually be formed from the UV fig-
ure by "weaving" the tangent lines until they become nor-
mal to the plane of the circle. This idea of ''weaving" wU 1 
be used also in the next example. ( Ftig. 1.6) 
Figure 16. 54 
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The fourth function described, that in which the 
edge of regression is a circle u2 + v2~ r 2 , defined by 
tangent circles of radius R, may be set up independently 
of the integrals, and the Jacobian will have to be calcu-
lated in the manner used ln the last function. The func-
tion may be set up as follows: 
X: 7il3: ,.,~~.:. /V f_l- -, 'f- o) 
4~~1~~ 
Setting up the Jacobian of X and Y with respect to u and v, 
we have ( the work being much abridged here, being merely 
formal dlfferemtlatlon) 
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-ax r~ f--::: ..A ~ 
'dc.c. M f{!'l.-
~X [~ t A---:::-
M.. .,_fu ... av 
... J := 
_!_ ::: () := I~ ff '-(,_+H).,__ £2.1? (1.-( ff)- {--- "l-f tJ ... ,~ "'!] ~ I ~ ;t;e; 
J 
I ~. ~,'(Jc~ 
,'. :21{;;.. -~-!iJ-~ 7..~ v ~._ ~ 'L)-= :t .t Jf(/\.-rf) 
"'- 'L ~ n / r;~) + ~ /( (A t If') ==- o (1\- t./ 1/ !"'" .., It) ~-IV-/\.. :l:Z.fl("-1/l 
The fUnction originally set up has therefore two edges of 
regression, namely. u2-t- v2 ~ r 2 and u2+ v2:: (r -t-2R) 2 , which 
is what might be expected, since the circle defined by the 
envelope of the circle of radius R is also an edge of re-
gression. Since X and Y are each expressed as inverse 
trigonometric functions of angles, . it is evident that 
values of X ~.nd Y differing by 2.1Tr and 21TR respectively 
will be congruent, and the function (X,Y) is therefore 
doubly periodic, with periods 2~r and 2ffR respec~ively. 
(Fig.l7) 
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It is evident from the above that we can represent this 
surface on the curface of an anchor ring. Referring to the 
figure, annular ring bounded by the two red circles, and 
indicated in section by the green circles, can be distorted, 
by the "weaving" process mentioned before, to show such a 
surface as the anchor ring. The same surface can be secured 
by taking one of the rectangles bounded by red lines, at 
the bottom of figure 17, and folding first along the clear 
red line until the marked red lines coincide, and then bring-
in~ the tube thus formed end to end, so the marked green 
lines coincide. The two periods are then the circumference 
of the marked red circle and the circumference of the 
marked green circle, and the whole surface consists of an 
infinite number of sheets on the anchor ring, but periodic 
· as indicated. 
Figuz;-e 17 . 58 llT 
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In addition to the method of setting up the de-
sired function which has just been explained and illustrated, 
we may set up functions which will have any desired Jacobian, 
and therefore any desired branch points or branch lines, by 
the use of the Lagrange auxiliary equations 1 
dx _ 3.:L dz P - Q =R 
where P, Q, and R are functions of x and y. These equations 
will give, by their solution, solutions of the linear partial 
differential equation Pp +Qq-==- R, ','Vhere p and q represent 
respectively the partial derivatives of z with respect to 
x and with respect to y, z bei~e a function of x and y. 
The applicability of this method if we write out the Jacobian 
in the form of the expanded determinant, and set it equal 
to the desired Jacobian. ITe will have, then , have the fol-
lowing equation 
where F(x,y) is the desired Jacobian, and which will be used 
instead of R in the ~ve solution. 
the value of P in the solution, ~ 
ox 
'?v-Now if ~ be taken as 
'Jv 
as the val"..le of p,- ~x 
as the value of Q, and ~as the value of q, we have the 
'1-)t · ~ ~ 
equation ·...,-v-=-:')T-=- ·,r{l J , using u instead of z as in the 
~ ~ 'lSi 
original solution. It is assumed that v has been chosen 
in an arbi taary manner i~ the above solution, and this ·is 
perfectly permissible, since the number of solutions is 
1. Murray, pp.154-155, Arts. 114-115. 
infinite. Now the solution of the Lagrange equations will 
give as one solution v..: f(x,y)::::- K, from which a value of 
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y in terms of x and the constant K can be determined. If 
this value of y be then substituted in F(x,y), and the equa-
tion ' ~ du be solved for u, wh~ h will be easily F(x,y) 
carried out, the value of u thus derived, together with the 
value of v originally chosen, will be one of the required 
functions which will produce the desired Jacobian. It is 
evident that the choice of the expression for v will in a 
laree measure determine the difficulty of the problem; for 
if an expression be chosen which is difficult to solve for 
y in terms of x and the constant K, the problem becomes 
in general difficult, though in some cases a complicated 
expression for v may give a simple value for u. Some 
examples may be chosen illustrating the above theorem, as, 
for instance, the problem to disc~ver an expression for 'U 
which, together with a chosen value of v, as xy, will 
give the Jacobian x2 -y = 0. This example is chosen be-
cause it was one of the examples discussed in the last chap-
ter. If this value of v be set equal to K, we have 
TTl dx du y:. rv x • Then we have the equation x - i'Z-K/x to solve. 
The solution of this equation is x2/2-+ K/x::. u, which, after 
substitut'ing forK its equal xy, gives u ~ x2/2t- y. The 
example referred to gave as the Jacobian 2(x2 -y); hence 
if the value of u der~.ved above is multiplied by two, we 
will have the value of u which was used in the problem in 
the earlier chapter. 
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In applying the Lagrange method, special devices 
are someti~es advantageous in solving the equations. An ex-
ample which was studied in the preparation of this paper, 
though the surface is not drawn here, is a fUnction which 
will give the Jacobian x2~ y2 -4, which would give the 
circle indicated as the branch line. In this case, V was 
chosen as y(x 2). Then we have to solve the equations 
dx :: dy .:: du Now if the first frac-,.., X+ 2 -y x<:::+y"'-4 • 
tion be multiplied in both terms by (x -2), the second 
fraction by y, and then the principle of proportion by 
(x -2 )dx + ydy_ _ du 
composition be applied, we have 0 - 2 - ~2--~2----
x .... T Y -4 . X -t- y -4 
from which x2 v2 u ;: ~ -2x + ll- • ~ . 2 T&is value of u can be multi-
plied by a constant without affecting the Jacobian other 
than by a constant factor; hence we may take · x2 -4x + y2 
for the value of U, with the chosen value of V- that is, 
V=y(x+2). Other special devices will be usefUl in 
individual problems, b'i1t no attempt need be mde here to 
discuss these devices. 
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