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Da-Hui
This book provides a comprehensive collection of articles covering different aspects of computational modeling efforts in psychology and neuroscience. Accordingly, this book spans different brain regions (hippocampus, amygdala, basal ganglia, visual cortex), different species (humans, rats, fruit flies), and different modeling methods (neural network, Bayesian, reinforcement learning, data fitting, and Hodgkin-Huxley models, among others).
Computational Models of Brain and Behavior
Computational modeling studies have been increasing over the past few decades, due to the fact that we now have a large amount of experimental neuroscience data that can be better explained using a coherent framework (e.g., computational model). Computational models integrate different data sets in a coherent and unified framework in order to explain certain neuroscience phenomena. For example, single neuron models integrate data from molecular neuroscience as well as known data on neurotransmitters and their effects on neural activity. Such models can provide testable predictions at the molecular level. For example, these models may predict how changes to certain receptors affect neural activity of modeled neurons.
Other models focus on simulating interactions among different brain regions-known as systems-level models. These models often simulate electroencephalogram (EEG), func-tional magnetic resonance imaging (fMRI), and macro-anatomy data. These models often simulate behavior and cognition, and often provide testable predictions at the systems level. For example, some of these models can explain whether damage to certain brain regions can lead to cognitive deficits. Beside neural network models, other class of fitting models have been used extensively in neuroscience research. Some of these include reinforcement learning, drift diffusion, and Bayesian models. These models often have fewer parameters than network models, but they are often used to explain which parameters explain behavior.
The book is divided into four parts: (Part 1) Models of Brain Disorders; (Part 2) Neural Models of Behavioral Pro cesses; (Part 3) Models of Brain Regions and Neurotransmitters, and (Part 4) Neural Modeling Approaches. Below, I summarize the chapters covered in each part.
Part 1 Models of Brain Disorders

Introduction
Introduction xxvi performance in the patients. The model suggested that changes to memory of past trials in relation to internal noise explain perceptual deficits in dyslexia. This is possibly one of the few existing models that simulates behavioral performance in dyslexia. Along these lines, Tovar, Moustafa, and Arias-Trejo review existing models of atypical development, pointing to new directions to simulate behavioral and neural dysfunction in Down syndrome (Chapter 2).
Rutledge and Adams provide an overview of computational psychiatry, which is related to designing computational models to understand and perhaps help provide treatment for psychiatric disorders (Chapter 3). Radell, Myers, Sheynin, and Moustafa discuss existing models of PTSD, focusing on the roles of the amygdala, ventromedial prefrontal cortex, and hippocampus in memory, fear, and avoidance (Chapter 4). Chen and Takahashi discuss computational reinforcement learning models of depression, focusing on reward processes underlying its symptoms, especially anhedonia (Chapter 5). Future modeling work of depression can also lead to understanding of other symptoms of depression, including reduced mood and psychomotor retardation, which are related to dopamine dysfunction, and can thus be explained using reinforcement learning models. Moustafa, Misiak, and Frydecka provide a comprehensive overview of neural network models of schizophrenia (Chapter 6). This chapter considers modeling studies of different schizophrenia symptoms including negative and positive symptoms as well as cognitive impairment in these patients.
Models of neurological disorders
As well as psychiatric disorders, the book includes chapters that discuss models of neurological disorders, including Alzheimer's disease, Parkinson's disease, and epilepsy. Two chapters here address models of Alzheimer's disease. Skinner and Chatzikalymniou discuss models of oscillation in normal and diseased states, focusing on local field potentials and Alzheimer's disease (Chapter 7).
Cutsuridis and Moustafa review existing models of Alzheimer's disease, at various levels of analysis from systems to molecular level models (Chapter 8). Two chapters here discuss Parkinson's disease. Lowery presents modeling studies of deep brain stimulation (DBS) as a therapy for Parkinson's disease and discusses how such models can help develop more effective stimulation systems in the future (Chapter 9). Hassan and Moustafa discuss how computational models can potentially be used to provide better treatment for Parkinson's disease (Chapter 10). Sanjay, Neymotin, Krothapalli, and Lytton provide an overview of models of epilepsy at different levels of analysis: cellular, molecular, systems, and behavioral neuroscience levels (Chapter 11). The chapter explains possible neural mechanisms underlying the occurrence of partial and complex seizures. Sanjay et al. stress the importance of computational modeling work to understand how a brain disorder-here epilepsy-impacts the brain at different levels. Future work is needed to provide a unified framework to link molecular changes to the occurrence of seizures in epilepsy.
Part 2 Neural Models of Behavioral Processes
The book includes chapters that focus on early sensory and perceptual processes. Zhang, Rasch, and Wu discuss models of sensory information processing, focusing on the dynamics of synapses and dendritic integration in single neurons (Chapter 12). Joukes and Krekelberg present a neural network model of motion detection, based on data on medial temporal area (MT area) function in macaques. The model stresses the importance of recurrent connections in modeling motion detection (Chapter 13).
Two chapters in the book focus on models of olfaction. While Linster provides a comprehensive review of computational models of olfaction in rodents (Chapter 14), Gupta, Faghihi, and Moustafa summarize mod-els of olfaction in fruit flies (Drosophila, Chapter 15). Gupta et al. cover models of associative learning as well as the formation of olfactory memory in Drosophila. Miller and Rowland provide a model of multisensory integration as well as the role of the superior colliculus in such processes, including temporal and spatial aspects of sensory integration (Chapter 16).
Other chapters in the book focus on simulating higher cognitive and social processes. Cheong, Jolly, Sul, and Chang provide a review of existing models in social neuroscience (Chapter 17); these models include game theory and reinforcement learning, and the authors explain how they help understand how the brain enables social information. Lerner provides a review of the behavioral, neural, and modeling data of sleep (Chapter 18). The chapter discusses two dominant theories that explain how sleep affects the brain and behavior: the memory reactivation theory and the synaptic homeostasis hypothesis. Additionally, Lerner discusses how to overcome the limitations of both theories and suggests a novel hypothesis that accounts for sleep, which is known as the "temporal scaffolding hypothesis. " As relevant to the Lerner chapter on sleep, Toutounji discusses neural models of homeostasis, focusing on how neurons and synapses keep their activity to healthy limits and thus allow efficient computations (Chapter 19).
Part 3 Models of Brain Regions and Neurotransmitters
Models of brain areas
The book includes chapters that focus on simulating single brain areas and neurotransmitters, including cortex, amygdala, cerebellum, basal ganglia, and hippocampus. For example, Bahuguna and Kumar provide a computational model of the function of the striatum (main input structure of the basal ganglia), arguing that its main function is setting a threshold for motor processes (Chapter 20) .
Guntu, Feng, Alturki, Nair, Samarth, and Nair provide an overview of neurophysiological models of the amygdala and its role in fear learning, expression, and extinction (Chapter 21; compare to chapter by Radell et al. on PTSD, as this also discusses systemslevel models of the amygdala). On the other hand, Diwakar and Moustafa review neural models of the cerebellum (as well models of cerebellum-basal ganglia interactions; Chapter 22). Although it is well known that the cerebellum plays key roles in motor processes (e.g., ataxia, motor sequencing), a wealth of data show that it also plays a role in emotional and cognitive processes, and damage to the cerebellum leads to psychiatric disorders, such as schizophrenia. Khalil, Moftah, Landry, and Moustafa discuss models of cortical development, focusing on the following parameters: the reversal potential of GABA A , connectivity between excitatory and inhibitory neurons, and local density between neighboring neurons (Chapter 23).
Some chapters focus on simulating the function of the hippocampus. Cutsuridis provides an overview of biophysically detailed microcircuit models of the hippocampus's role in associative learning in health and disease (Chapter 24). Sato summarizes models of the role of the hippocampus in episodic memory, as well as the role of theta in memory encoding and retrieval (Chapter 25). Bahrami and Farashahi provide a computational analysis for the role of the hippocampus and astrocytes in navigation, with applications to Alzheimer's disease (Chapter 26; compare to the chapters on Alzheimer's disease by Skinner and Chatzikalymniou and also to the other chapter by Cutsuridis and Moustafa).
Models of neurotransmitters
Some chapters discuss models of neurotransmitters. Avery and Krichmar discuss the computational functions of different neuromodulators, including dopamine, serotonin, acetylcholine, and noradrenaline (Chapter 27). The chapter stresses the view
