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Resumen: El reconocimiento y la clasificación de entidades nombradas (RCEN) es
clave para muchas aplicaciones de procesamiento de lenguaje natural. Sin embargo,
la adaptación de un sistema RCEN resulta costosa, ya que la mayoría solo funcionan
adecuadamente en el dominio para el que fueron desarrollados. Considerando esta
premisa, se evalúa si un sistema de clasificación de entidades nombradas basado en
perfiles y aprendizaje automático obtiene los mismos resultados independientemente
del dominio del corpus de entrenamiento. Para ello, hemos experimentado con 6 tipos
de entidades de dos dominios en español: general y médico. Aplicando técnicas para
equilibrar la distribución de las clases, se ha logrado que la diferencia de F1 entre
ambos dominios sea de 0,02 (F1: 50,36 versus 50,38, respectivamente). Lo cual apoya
la independencia del dominio del sistema basado en perfiles.
Palabras clave: Clasificación de entidades nombradas, Perfiles, Aprendizaje auto-
mático, Dominio independiente, Español, Corpus desequilibrados
Abstract: Named Entity Recognition and Classification (NERC) is a prerequisi-
te to other natural language processing applications. Nevertheless, the adaptation
of NERC systems is expensive given that most of them only work appropiately on
the domain for which they were created. Bearing this idea in mind, a named entity
classification system, which is profile and machine learning based, is evaluated to
determine if the results are maintained regardeless of the domain of the training
corpus. To that end, it is tested on 6 types of entities from two different domains
in Spanish: general and medical. Applying techniques to balance class distribution,
the difference in terms of F1 between domains is 0.02 points (F1: 50.36 versus 50.38,
respectively). These results support the domain independence of our profile-based
system.
Keywords: Named entity classification, Profiles, Machine learning, Domain inde-
pendent, Spanish, Imbalanced corpora
1 Introducción
El Reconocimiento y la Clasificación de En-
tidades Nombradas (RCEN) tiene dos obje-
tivos. Primero, identificar las menciones de
nombres propios en un texto, conocida como
la fase de reconocimiento (REN). Segundo,
asignar una categoría, de entre un conjun-
to predeterminado, a cada una de las enti-
dades previamente reconocidas, llamada fase
de clasificación (CEN) (Marrero et al., 2013).
Ambos objetivos pueden abordarse de mane-
ra conjunta o separada.
Los sistemas RCEN juegan un papel im-
portante en muchas aplicaciones que procesan
información textual. Por un lado, el RCEN
es un prerequisito para diversas tareas como
minería de opiniones (Marrero et al., 2013)
o generación de lenguaje natural (Vicente y
Lloret, 2016). Por otro lado, existe un efecto
positivo en el rendimiento de estas aplicacio-
nes al incluir un sistema RCEN, como en el
caso de la generación de resúmenes (Fuentes
y Rodríguez, 2002; Alcón y Lloret, 2015).
La mayoría de sistemas RCEN solo funcio-
nan adecuadamente en el dominio para el que
fueron desarrollados. Cada dominio suele te-
ner requisitos característicos y, por lo tanto,
diferentes tipos de entidades con los que tra-
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bajar. Como resultado, estos sistemas están
diseñados ad-hoc para un conjunto reducido
de entidades predefinidas. Por ello, se requie-
re un esfuerzo para adaptar una herramienta
RCEN a un nuevo dominio, que cuente con
restricciones diferentes y un conjunto de en-
tidades propio (Marrero et al., 2013).
Considerando los actuales antecedentes,
nuestro propósito final es desarrollar un sis-
tema RCEN independiente del dominio, que
afronte el problema, con dos módulos separa-
dos, REN y CEN, secuenciales.
En este trabajo nos centraremos en el
desarrollo del módulo CEN suponiendo un
módulo REN perfecto, que evita cualquier
sesgo potencial. Dicho módulo CEN empleará
perfiles y aprendizaje automático supervisa-
do. El CEN desarrollado se caracterizará por
ser independiente del dominio, es decir, man-
tendrá sus resultados a pesar de cambiar el
dominio del corpus de entrenamiento y el con-
junto de entidades predefinidas a clasificar.
Para confirmar esta independencia del do-
minio, el módulo CEN se evaluará con dos
corpus de dominios diferentes en español:
(a) noticias del dominio general (Tjong Kim
Sang, 2002) y (b) fichas técnicas de medica-
mento del dominio médico (Moreno, Moreda,
y Romá-Ferri, 2012).
En los siguientes apartados mostramos las
características de sistemas RCEN indepen-
dientes del dominio y sistemas CEN (Sec-
ción 2). En la sección 3, detallamos nues-
tro módulo CEN, así como los materiales, la
experimentación y la discusión. Terminamos
con las conclusiones y el trabajo futuro en la
sección 4.
2 Antecedentes: Sistemas RCEN
En las dos últimas décadas, muchas investi-
gaciones se han centrado en RCEN (Marrero
et al., 2013). No obstante, las aproximacio-
nes son difíciles de reutilizar, ya que la ma-
yoría se centran en un solo dominio. Así, en
diversas competiciones internacionales pode-
mos encontrar sistemas RCEN desarrollados
para un único dominio, por ejemplo, el gene-
ral (Tjong Kim Sang, 2002; Sang y De Meul-
der, 2003; Màrquez et al., 2007; Ji, Nothman,
y Hachey, 2015) o el médico (Uzuner, Solti,
y Cadag, 2010; Segura-Bedmar, Martınez, y
Herrero-Zazo, 2013; Pradhan et al., 2014).
Sin embargo, son pocos los estudios sobre
RCEN que se declaran independientes del do-
minio. Tkachenko y Simanovsky (2012) expe-
rimentaron con varios géneros textuales pre-
sentes en el corpus OntoNotes. Su propues-
ta obtiene una F1 que oscila entre 50 y el
75%. Kitoogo y Baryamureeba (2008) defi-
nen un sistema RCEN que se probó en dos
dominios (general y legislativo). En concreto,
se experimentó entrenando en el dominio ge-
neral (Sang y De Meulder, 2003) y evaluando
en el legislativo, y viceversa. Su aproximación
alcanzó una F1 próxima al 92% y 70%, res-
pectivamente.
Ahora bien, si nos centramos exclusiva-
mente en la CEN, no encontramos sistemas
que hayan probado su capacidad en diferen-
tes dominios. Si bien algunos son evaluados
con corpus diferentes, el dominio no cambia,
y, sin embargo, los resultados se ven afectados
de forma negativa. Por ejemplo, en el traba-
jo de Gamallo et al. (2014), son probados
Freeling (Carreras, Marquez, y Padró, 2002),
OpenNLP1 y CitiusNEC (Gamallo et al.,
2014) con los corpus Hetero y CoNLL2002.
Ambos corpus, de dominio general, recogen
noticias y, en el caso de Hetero, también en-
tradas de la Wikipedia. En los dos prime-
ros casos, las pruebas realizadas muestran di-
ferencias sustanciales en el valor de F1 pa-
ra ambos corpus (OpenNLP - 79,02% versus
65,65%; Freeling - 75,98% versus 65,56%);
mientras que esa diferencia es mucho menor
en el último caso (CitiusNEC - 66,89% versus
66,40%).
Los resultados de estos antecedentes mues-
tran que los sistemas no han mostrado un
rendimiento óptimo en diferentes dominios o
géneros textuales. Cuando cambia el corpus,
aún manteniendo el dominio, se observa un
detrimento importante en las prestaciones de
la mayoría de sistemas.
Este trabajo propone un sistema CEN ba-
sado en perfiles y aprendizaje automático,
que mantenga sus resultados aunque cambie
el dominio y el conjunto de entidades.
3 Propuesta de clasificación de
entidades basada en perfiles
En esta sección, describiremos un sistemas
CEN basado en aprendizaje automático y
perfiles, así como los requisitos del cambio de
dominio (Sección 3.1). Después, caracteriza-
remos tanto los corpus sobre los que experi-
mentaremos (Secciones 3.2 y 3.3) como las
1https://opennlp.apache.org (Último acceso:
1/Junio/2017)
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medidas de evaluación (Sección 3.4), y, final-
mente, mostraremos los resultados (Sección
3.5) y su discusión (Sección 3.6).
3.1 Sistema de clasificación de
entidades nombradas
El CEN propuesto está basado en perfiles y
se refiere a una colección de descriptores úni-
cos, que no son más que un conjunto de con-
ceptos relevantes encontrados en un corpus.
Este trabajo es una adaptación del método
de Lopes y Vieira (2015) pero se diferencia
del nuestro en dos sentidos. Por un lado, Lo-
pes y Vieira (2015) utilizan conceptos para
generar perfiles, mientras que nosotros usa-
mos lemas de palabras con significado2. Por
otro lado, aquí calculamos la similitud entre
entidades y perfiles mediante aprendizaje su-
pervisado, pero Lopes y Vieira (2015) definen
su propia medida de similitud.
Nuestro sistema consta de dos fases:
La primera fase, llamada Generación de
perfiles, entrena el sistema y se divide, a su
vez, en 5 pasos: (i) Se analiza el corpus, pre-
viamente anotado con entidades nombradas,
tanto para separar el texto en oraciones y to-
kens, como para obtener el lema y la cate-
goría gramatical. (ii) El corpus se divide en
dos conjuntos: positivo (+), instancias de la
entidad objetivo; y negativo (−), instancias
del resto de clases. (iii) Para cada uno de
estos conjuntos se extraen los lemas de pa-
labras con significado en ventanas de tamaño
V3. Por limitaciones de espacio, para cada en-
tidad solo se muestra la V con los mejores re-
sultados. V se ha determinado empíricamente
entre 20 y 40. En este punto, los lemas que
solo acompañan a esta entidad constituyen la
lista principal de descriptores; pero si apare-
cen también con otras entidades, forman par-
te de la lista común de descriptores. (iv) A
cada uno de los elementos de estas listas se
les asigna unos índices de relevancia, basa-
dos en el TFDCF (Lopes y Vieira, 2015). En
este paso, se generan los perfiles que son pa-
res de lemas-relevancia para la lista principal
y la común:{lema(i), relevancia(lema(i))}.
El tamaño de perfil (T) será la suma del nú-
mero de pares descriptor-índice de ambas lis-
tas. Por restricciones de espacio, solo mos-
2Son sustantivos, verbos, adjetivos y adverbios.
3 V
2
palabras antes y después de la entidad.
tramos las 3 mejores: 20004, 10005 y 506.
(v) Y, finalmente, para cada entidad, se en-
trena su propio clasificador usando el algorit-
mo de aprendizaje supervisado Voted Percep-
tron (Freund y Schapire, 1999) implementado
en Weka (Hall et al., 2009), donde las carac-
terísticas de cada modelo son los perfiles. El
valor de cada característica es su índice de
relevancia.
Finalmente, la fase de Aplicación de per-
files es la encargada de clasificar las entida-
des reconocidas por un REN. En este trabajo
se asume un análisis lingüístico realizado con
Freeling (Padró y Stanilovsky, 2012) y la sali-
da de un REN perfecto, aunque estos pueden
cambiarse por cualquier otro. Para cada una
de las entidades reconocidas se generan nue-
vos perfiles, con las mismas restricciones que
en la fase de generación. Después, se compa-
ran los perfiles generados en este paso con los
generados anteriormente y se calcula la simi-
litud. El sistema determina la clase final en
base al perfil más similar.
El CEN propuesto no precisa ninguna mo-
dificación en el sistema para su aplicación a
un nuevo dominio. Este proceso es directo.
Basta con generar los perfiles para las nuevas
clases a partir del nuevo corpus de entrena-
miento y el conjunto de tipos de entidades con
el que trabajar. Con estos datos, el sistema ya
es capaz de generar los nuevos perfiles con los
que volver a entrenar el CEN, consiguiéndose
así un CEN para un dominio diferente.
3.2 Corpus
Se han empleado dos corpus de dos dominios
diferentes (general y médico), que determinan
el conjunto de etiquetas con el que trabajar.
El corpus CoNLL2002 (Tjong Kim Sang,
2002) es una colección de artículos en Español
de la agencia de noticias EFE. Contiene cua-
tro tipos de entidades: persona, organización,
localización y miscelánea. Nosotros descarta-
remos esta última por no tener una aplica-
ción práctica real, como sugiere Marrero et al.
(2013). Este corpus se divide en tres conjun-
tos: entrenamiento (18797 entidades), desa-
rrollo (4351 entidades) y evaluación (3558 en-
tidades). El modelo de aprendizaje automáti-
co es inferido del conjunto de entrenamiento
4Cada lista contiene hasta 1000 descriptores.
5Cada lista contiene hasta 500 descriptores.
6La lista principal contiene un máximo de 50 des-
criptores pero la común está vacía, para comprobar si
esta última es necesaria.
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y la evaluación aquí presentada se realiza en
el conjunto de evaluación.
El gold standard DrugSemantics (Moreno,
Moreda, y Romá-Ferri, 2012) es una colec-
ción de 5 Fichas Técnicas de Medicamento
(FTM) en español. Contiene 780 oraciones y
más de 2000 entidades anotadas manualmen-
te. En este trabajo usamos las tres clases con
mayor frecuencia en el corpus: proceso clíni-
co (724 entidades), principio activo (657 en-
tidades) y unidad de medida (557 entidades).
La baja frecuencia de los tipos restantes no
permite emplear aprendizaje automático. La
evaluación se realiza mediante validación cru-
zada de 5 iteraciones, es decir, en cada itera-
ción se entrena con 4 FTM y se evalúa con la
restante para, finalmente, obtener como re-
sultado la media de todas las iteraciones.
3.3 Corpus equilibrados
Nuestra metodología divide los corpus de en-
trenamiento en dos (positivo versus negativo)
para generar perfiles. Esto provoca que la dis-
tribución de ambas clases sea más desequili-
brada que la inicial. Por ejemplo, la partición
de entrenamiento del corpus CoNLL2002 con-
tiene sólo un 23% de entidades tipo Persona
(positiva), mientras que la clase negativa re-
presenta el 77% restante. Similar es el caso
del corpus DrugSemantics, por ejemplo, las
ocurrencias de tipo Unidad de Medida (po-
sitiva) suponen únicamente el 25%, mientras
que las negativas engloban el 75% restante.
Este desequilibrio en los corpus de entre-
namiento es muy habitual. No obstante, con-
duce frecuentemente a que los algoritmos tra-
dicionales de aprendizaje automático supervi-
sado resulten sesgados hacia la clase negativa
(también mayoritaria) y, por eso, la clase po-
sitiva (o minoritaria) sale perjudicada, a pe-
sar de que usualmente contiene los datos de
mayor interés (López et al., 2012).
En los últimos años, se han propuesto di-
versos mecanismos para afrontar el desequili-
brio entre clases (López et al., 2012):
(a) Mecanismos de muestreo: Alteran la dis-
tribución de las clases en los datos de en-
trenamiento. Existen 3 opciones: (i) sub–
muestreo (under-sampling), elimina ins-
tancias generalmente de la clase mayo-
ritaria; (ii) sobre-muestreo (over-sam-
pling), añade instancias nuevas o las re-
plica; o (iii) una mezcla de ambos.
(b) Algoritmos sensitivos al coste: Minimi-
zan el coste de las clasificaciones inco-
rrectas, asumiendo que los costes de error
son diferentes para cada clase. Existen
tres opciones: (i) crear nuevos algorit-
mos; (ii) introducir un pre-proceso a al-
goritmos existentes que modifique los da-
tos de entrenamiento, por ejemplo asig-
nando pesos a las instancias de acuerdo
al coste de los errores; o (iii) incluir un
postproceso a los algoritmos tradiciona-
les que altere el umbral de clasificación
del clasificador.
A pesar de que existen estudios sobre el
comportamiento de estas técnicas, no es posi-
ble extraer conclusiones respecto a qué meca-
nismo es el más adecuado. López et al. (2012)
indican que “ambas aproximaciones son bue-
nas y equivalentes”. Además, Wei y Dunbrack
(2013) advierten que estos mecanismos de-
penden tanto de la cantidad de datos como
del problema.
Por ello, en este trabajo haremos uso de
tres técnicas de equilibrio, implementadas en
Weka (Hall et al., 2009): (a) sub-muestreo,
igualando el número de instancias en ambas
clases aleatoriamente, debido a su sencillez
y poco coste computacional; (b) sobre-mues-
treo, mediante la técnica SMOTE (Chawla et
al., 2002), puesto que la generación de nue-
vas instancias de la clase minoritaria ha dado
buenos resultados en otros RCEN (Tomanek
y Hahn, 2009; Al-Rfou et al., 2014); y (c) cla-
sificación sensitiva al coste, mediante un pre–
proceso que asigna pesos a las instancias del
corpus de entrenamiento7, ya que en pruebas
iniciales hemos observado que ofrece mejores
resultados que el uso del post-proceso para
los mismos costes.
3.4 Medidas de evaluación
Nuestra aproximación se evaluará para las
6 entidades empleando las medidas tradicio-
nales de Precisión, Cobertura y la medida
F1 tanto para la clase positiva (+) como la
negativa (-). Además, calcularemos una me-
dia ponderada para agrupar los resultados de
ambas clases (negativa y positiva) de acuer-
do a su distribución. Finalmente, se ofrecerá
una macro-media global del sistema para ca-
da corpus que será la media aritmética de los
7En Weka empleamos la clase CostSensitiveClassi-
fier con la siguiente matriz de coste: [0 1; 5 0]. Dichos
costes se escogieron aleatoriamente pero garantizan-
do que el coste de los errores en la clase positiva fuera
mayor que en la negativa (5>1).
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E(|V|) |T| Prec+ Cob+ F1+ Prec- Cob- F1- Prec Cob F1
O (|20|)
50 53,69 15,57 24,14 62,50 91,29 74,20 61,50 34,30 67,12
1000 50,64 36,50 42,42 65,12 76,92 70,53 61,02 57,43 60,34
2000 51,32 38,93 44,27 65,75 76,04 70,52 61,44 58,95 60,54
P (|20|)
50 42,05 5,03 8,99 79,88 98,19 88,10 78,95 14,93 82,53
1000 46,39 10,48 17,09 80,60 96,85 87,98 79,01 26,95 79,21
2000 43,41 10,75 17,23 80,57 96,35 87,76 78,67 28,42 77,89
L (|20|)
50 50,00 4,89 8,91 70,13 97,86 81,71 69,53 13,19 78,01
1000 52,26 24,54 33,40 73,17 90,18 80,79 70,18 48,76 69,65
2000 53,11 23,62 32,69 73,08 90,86 81,01 70,38 47,40 70,34
Macro-media 48,99 24,74 31,63 73,16 87,52 79,69 70,10 45,38 69,36
Abreviaturas (por orden de aparición) : E, entidad; |V|, Tamaño de ventana; |T|, tamaño del
perfil; +, clase positiva; Prec+, Precisión+ ; Cob+, Cobertura+; F1+, medida Fβ=1;-, clase negativa;
Prec-, Precisión-; Cob-, Cobertura-; F1+, medida Fβ=1; Prec, Precisión ponderada; Cob, Cobertura
ponderada; F1, Fβ=1 ponderada; O, Organización; P, Persona; L, Localización
Tabla 1: Resultados con el corpus CoNLL2002
E(|V|) |T| Prec+ Cob+ F1+ Prec- Cob- F1- Prec Cob F1
PC (|20|)
50 60,70 46,24 51,81 75,27 85,17 79,61 71,90 71,75 70,81
1000 59,04 59,33 58,14 78,40 78,01 77,69 73,20 71,42 71,61
2000 59,75 53,08 55,28 77,06 81,58 78,86 72,48 71,83 71,47
PA (|40|)
50 40,05 24,79 29,21 77,57 87,55 82,02 69,43 72,10 69,54
1000 39,13 45,03 39,40 81,01 77,70 78,62 72,12 69,01 69,52
2000 36,32 40,37 36,48 80,12 76,43 77,75 70,76 67,34 68,26
UM (|40|)
50 40,36 15,72 21,67 79,38 94,22 85,88 72,40 76,88 72,34
1000 45,05 18,11 23,88 79,45 93,69 85,76 73,30 76,87 72,74
2000 47,76 16,19 23,59 79,54 94,91 86,34 74,22 77,64 73,31
Macro-Media 47,74 40,82 40,47 79,62 83,13 80,69 72,87 72,43 71,29
Abreviaturas (por orden de aparición) : E, entidad; |V|, Tamaño de ventana; |T|, tamaño del
perfil; +, clase positiva; Prec+, Precisión+ ; Cob+, Cobertura+; F1+, medida Fβ=1;-, clase negativa;
Prec-, Precisión-; Cob-, Cobertura-; F1+, medida Fβ=1; Prec, Precisión ponderada; Cob, Cobertura
ponderada; F1, Fβ=1 ponderada; PC, Proceso Clínico; PA, Principio Activo; UM, Unidad de Medida
Tabla 2: Resultados con el corpus DrugSemantics
mejores resultados de cada clase.
3.5 Resultados
Las Tablas 1 y 2 recogen una comparativa
de los resultados de cada dominio, general y
médico, respectivamente. Las líneas marcadas
en negrita muestran la mejor F1 de la clase
positiva (F1+) para cada tipo de entidad.
Existe una gran diferencia entre los resul-
tados de la clase positiva y los de la negativa,
independientemente de la entidad o el domi-
nio (fila Macro-media). Se puede observar que
los modelos están sesgados hacia la clase ne-
gativa porque producen una cobertura exce-
sivamente baja en la clase positiva. En con-
creto, Cob+ es menor del 45% como norma
general. Esto implica que la F1+ también sea
excesivamente baja en 5 de las 6 entidades.
Por el contrario, la F1- siempre es alta (ma-
yor del 70%). Por esta razón los resultados
ponderados son adecuados (mayor del 60%)
en todas las entidades, pero menores que los
negativos.
Para afrontar dicho sesgo, las Tablas 3 y 4
recogen, de manera global y para cada enti-
dad, una comparativa entre el mejor resulta-
do con y sin equilibrio para la clase positiva
en los dominios general y médico, respectiva-
mente. De nuevo, las líneas en negrita desta-
can la mejor F1+ en cada tipo de entidad.
En el corpus CoNLL2002 (Tabla 3), obser-
vamos que el sub-muestreo (u) ofrece la me-
jor F1+ en Organización y Localización. Sin
embargo, SMOTE (sobre-muestreo - o) logra
los mejores resultados para Persona. Destacar
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que la clasificación sensitiva al coste no apa-
rece en la tabla pero siempre es la segunda
mejor opción, existiendo una diferencia pe-
queña con respecto a la mejor solución (entre
0,05 y 5,33 puntos).
En lo referente al corpus DrugSemantics
(Tabla 4), se aprecia que el sobre-muestreo
(o) consigue la mejor F1+ en Proceso Clínico
y Principio Activo, aunque con escasa diferen-
cia respecto al sub-muestreo (u). Por el con-
trario, Unidad de Medida consigue un mayor
resultado directamente con sub-muestreo (u).
En este corpus, los resultados de la clasifica-
ción sensitiva al coste siempre son superados
por las técnicas de muestreo.
Los resultados de las Tablas 3 y 4 reve-
lan que estas técnicas han permitido mejorar
la F1+ en ambos dominios. La mejora siem-
pre conlleva un incremento de cobertura, con
una ligera reducción en la precisión en algu-
nos casos. En concreto, en el dominio general
el porcentaje de mejora media de F1+ es ma-
yor del 109,62% (% de Mejora en la Tabla 3)
y en el dominio farmacológico es de un 31%
(% de Mejora en la Tabla 4).
Respecto a la cobertura, las Tablas 3 y 4
muestran una mejora importante en ambos
corpus al incluir mecanismos de muestreo, en
comparación con los bajos resultados que se
obtenían previamente (Tablas 1 y 2). El cor-
pus DrugSemantics mejora en un 75,7% de
media. El caso del corpus CoNLL2002 es es-
pecialmente llamativo, ya que la cobertura
aumenta más de un 180% de media.
En cuanto a la precisión, la mejora no
siempre es positiva al introducir las téc-
nicas de muestreo. En el caso del cor-
pus CoNLL2002 la precisión mejora casi un
20,50% de media, aunque empeora ligera-
mente en Localización (en menos de 10 pun-
tos). El descenso medio en la precisión en
DrugSemantics es algo mayor y supone una
pérdida media de alrededor del 9%, ya que
sólo Principio Activo mejora la precisión en
casi un 2%.
Estos resultados nos llevan a dos conclu-
siones. (1) Las técnicas de equilibrio son ne-
cesarias para el desarrollo de un sistema in-
dependiente del dominio basado en perfiles y
aprendizaje automático binario, atendiendo a
los corpus utilizados. (2) Cada tipo de enti-
dad requiere un clasificador propio ya que sus
necesidades (mecanismo de equilibrio, tama-
ño de ventana y de perfil) son diferentes.
E(|V|,|T|) A Pr+ Co+ F1+
O(|20|,|2000|) S 51,32 38,93 44,27u 51,85 65,14 57,74
P(|20|,|50|) S 42,05 5,03 8,99o 65,67 30,66 41,81
L(|20|,|2000|) S 53,11 23,62 32,69u 43,95 62,27 51,53
Macro-Media S 44,58 18,74 24,02e 53,72 52,69 50,36
Mejora 9,14 33,95 26,33
% de Mejora 20,50 181,17 109,62
Abreviaturas (por orden de aparición): E, entidad;
|V|, tamaño de ventana; |T|, tamaño del perfil;
A, Aproximación; +, clase positiva; Pr+,
Precisión+; F1+, medida Fβ=1+; Co+,
Cobertura+; O, Organización; s, sistema Sin
equilibrar; u, sUb-muestreo; P, Persona; o, sObre-
muestreo; L, Localización; e, sistema Equilibrado
Tabla 3: CoNLL2002 con y sin equilibrar
E(|V|,|T|) A Pr+ Co+ F1+
PC(|20|,|2000|) S 59,75 53,08 55,28o 53,19 66,64 58,82
PA(|40|,|2000|) S 36,32 40,37 36,48o 38,16 71,35 47,95
UM(|40|,|2000|) S 47,76 16,19 23,59u 39,04 54,59 44,38
Macro-Media S 47,94 36,55 38,45
e 43,46 64,20 50,38
Mejora -4,48 27,65 11,93
% de Mejora -9,34 75,70 31,00
Abreviaturas (por orden de aparición): E, entidad;
|V|, tamaño de ventana; |T|, tamaño del perfil; A,
Aproximación; +, clase positiva; Pr+, Precisión+;
F1+, medida Fβ=1+; Co+, Cobertura+;
PC, Proceso Clínico; s, sistema Sin equilibrar;
PA, Principio Activo; UM, Unidad de Medida;
u, sUb-muestreo; o, sObre-muestreo;
e, sistema Equilibrado
Tabla 4: DrugSemantics con y sin equilibrar
3.6 Discusión
Nuestros resultados han mostrado que el
CEN basado en perfiles es independiente del
dominio. Aplicando técnicas de equilibrio, se
ha logrado una diferencia global media de
F1+ entre dominios de 0,02 puntos (Tablas 3
y 4 fila Macro-media e: 50,36 versus 50,38).
En cuanto a la comparación de nuestro
sistema con los de la Sección 2, tanto los
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RCEN declarados independientes de domi-
nio como los CEN, esta no está exenta de
limitaciones. Por un lado, muchas veces los
corpus utilizados son diferentes; por ejemplo,
CoNLL2002 (Tjong Kim Sang, 2002) en espa-
ñol y CoNLL2003 (Sang y De Meulder, 2003)
en inglés. Por otro lado, mientras que en este
trabajo nos centramos únicamente en la fase
CEN, los restantes sistemas proporcionan re-
sultados conjuntos de ambas fases. Además,
el conjunto de entidades a clasificar no siem-
pre es el mismo; por ejemplo, aquí no se ha
considerado la clase miscelánea. No obstante,
es necesario analizar si los resultados obteni-
dos están en consonancia.
Respecto a la comparación con sistemas
RCEN declarados independientes de dominio,
la Tabla 5 recoge la diferencia entre los me-
jores y peores resultados de F1+ global de
ambos RCEN: DINERS (Kitoogo y Barya-
mureeba, 2008) y TKSIM (Tkachenko y Si-
manovsky, 2012). Se observa que ambos pre-
sentan una diferencia mayor de 20 puntos en
términos de F1+, mientras que en nuestro ca-
so es significativamente menor: 0,02 puntos.
Respecto a la comparación con los siste-
mas CEN en español, la Tabla 6 recoge la F1+
global en dichos CEN con CoNLL2002 y He-
tero. Estos se comparan con nuestro sistema
en el corpus CoNLL2002 y DrugSemantics.
Además, la diferencia entre los dos corpus es
mostrada en la columna Dif. Se observa, que
si bien los valores de F1 obtenidos son algo in-
feriores al resto de sistemas, esta diferencia es
mucho menor cuando la comparación se ha-
ce con un corpus diferente al empleado en su
desarrollo (columna C2 frente C1). Respecto
a las consecuencias de cambio de dominio, la
aproximación basada en perfiles mantiene sus
resultados, mientras que el resto de sistemas
reducen sus resultados entre 0,49 y 14 puntos.
4 Conclusiones y trabajo futuro
En este artículo hemos presentado un sistema
de clasificación de entidades nombradas basa-
do en perfiles y aprendizaje automático inde-
pendiente del dominio. Para confirmar dicha
independencia, hemos experimentado con 6
tipos de entidades en dos corpus de dominios
diferentes: 3 tipos de entidades del dominio
general (CoNLL2002) y 3 del médico (Drug-
Semantics).
Sin necesidad de adaptar el sistema CEN
basado en perfiles de un dominio a otro, y uti-
lizando técnicas de muestreo (sub-muestreo y
Sistema Dif C1 C2
PerfilesE 0.02 50, 36$ 50, 38$$
TKSIM >25 < 50% < 75%%
DINERS >20 70* 92**
Abreviaturas (por orden de aparición): Dif,
Diferencia absoluta entre mejor y peor F1+;
C1, mejor F1+; C2, peor F1+; $, corpus
CoNLL2002; $$, corpus DrugSemantics;
%, corpus OntoNotes-bc-msnbc; %%, corpus
OntoNotes-mz-sinorama; *, corpus CoNLL2003;
**, corpus “Uganda Courts of Judicature”.
Tabla 5: Comparación con RCEN indepen-
dientes del dominio
CEN Dif C1 C2
PerfilesE 0,02 50,36 50,38
CitiusNEC 0,49 66,89 66,40
Freeling 10,42 75,98 65,56
OpenNLP 13,37 79,02 65,65
Abreviaturas (por orden de aparición): Dif,
Diferencia absoluta entre mejor y peor F1+;
C1: F1+ global en corpus CoNLL2002; y C2:
F1+ global en corpus DrugSemantics o Hetero.
Tabla 6: Comparativa con CEN
sobre-muestreo), se ha mostrado su efectivi-
dad para la clasificación independientemente
del dominio a partir de los resultados de F1+.
En concreto, la diferencia al cambiar de do-
minio es de 0,02 puntos (F1+ Macro-media
general: 50,36 versus médico: 50,38).
Los resultados son prometedores, pero
nuestro CEN es un trabajo en progreso y ne-
cesita continuar mejorando. El trabajo futu-
ro se centrará en tres objetivos. (1) Se orien-
tará a mejorar los resultados de la clasifica-
ción, incluyendo nuevas características inde-
pendientes del dominio que son frecuentemen-
te usadas en sistemas RCEN (como los afijos).
(2) Se continuará analizando el desequilibro
en los corpus en dos líneas. Primero, se plan-
teará probar otras estrategias para dividir los
corpus en positivo y negativo. Segundo, se es-
tudiará la presencia de otras dificultades aso-
ciadas comúnmente al desequilibrio, como el
ruido o el solapamiento entre clases. (3) Se
evaluará el funcionamiento en más dominios.
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