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Abstract 
This study develops and applies hybrid models combining wavelet packet decomposition and data-driven models for forecasting 
river stage and investigating their accuracy. The hybrid models are wavelet packet-based artificial neural network (WPANN) and 
wavelet packet-based adaptive neuro-fuzzy inference system (WPANFIS). Wavelet packet decomposition splits an input time 
series into approximation and detail components, and the decomposed time series are used as inputs to artificial neural network
(ANN) and adaptive neuro-fuzzy inference system (ANFIS) for WPANN and WPANFIS models, respectively. The forecasting 
performances of WPANN and WPANFIS models are compared with those of ANN and ANFIS models. Based on performance 
evaluation indexes and graphical comparison, the WPANN and WPANFIS models produce better performance than ANN and 
ANFIS models in terms of model efficiency, and WPANFIS-coif18 model is also found to yield the best performance among all 
other models. Therefore, wavelet packet decomposition improves the accuracy of ANN and ANFIS models for forecasting river 
stage. The results indicate that river stage forecasting models combining wavelet packet decomposition and data-driven models 
can be used as an effective tool for forecasting river stage accuracy.
© 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of HIC 2016. 
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1. Introduction 
The reliable forecasting of river stage is essential for enhancing reservoir operation, water supply, flood prevention and water
resources management. Over the past year, data-driven models, including artificial neural network (ANN) and adaptive neuro-
fuzzy inference system (ANFIS), have been applied as effective tools for modelling complex and nonlinear hydrologic systems 
[1, 2, 3, 4, 5, 6]. Although ANN and ANFIS have been widely applied for forecasting hydrological variables, they have also 
some problems when dealing with non-stationary data [7]. Since hydrological time series includes several frequency components 
and has nonlinear relationships, various hybrid model approaches [3, 5, 6, 8, 9, 10, 11, 12, 13] have been developed and applied
to improve the performance of model forecasting [14]. Especially, the conjunction of wavelet decomposition and data-driven 
models has been successfully implemented in hydrological applications [14, 15, 16, 17, 18].  
Wavelet decomposition is a mathematical technique used to analyse signals by decomposing them into various frequencies, 
* Corresponding author. Tel.: +82-54-630-1241; fax: +82-54-637-8027. 
E-mail address: swkim1968@dyu.ac.kr  
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the organizing committee of HIC 2016
1226   Youngmin Seo and Sungwon Kim /  Procedia Engineering  154 ( 2016 )  1225 – 1230 
while wavelet packet decomposition (WPD) is a special wavelet transform where the original signal passes through more filters 
than wavelet decomposition [19]. In discrete wavelet transform (DWT), decomposition in each decomposition level is 
implemented by passing the previous approximation coefficients through high and low pass filters. However, in the WPD, both 
detail and approximation coefficients are decomposed in each level. The WPD is a generalization of wavelet decomposition that 
offers a richer range of possibilities for signal analysis and allows the best matched analysis to a signal [20]. The WPD can 
achieve a better frequency resolution from the decomposed signal, and mine much more features about the signal. Therefore, the 
WPD provides better check of frequency resolution and more features about signal than wavelet decomposition [21]. 
This study develops and applies two different hybrid models, wavelet packet-based artificial neural network (WPANN) and 
wavelet packet-based adaptive neuro-fuzzy inference system (WPANFIS), to improve model performance for forecasting river 
stage in the Gam Stream Watershed, South Korea. Performance measures are employed to evaluate the accuracy of the 
developed models. The performance of WPANN and WPANFIS models is compared with that of ANN and ANFIS models.  
2. Materials and methods 
2.1. Used data 
Daily river stage data of two streamflow gauging stations, Gimcheon and Seonsan, were collected from the observation 
archives of Water Management Information System (WAMIS), which is operated by the Ministry of Land, Infrastructure and 
Transport (MOLIT), South Korea. Figure 1 shows the locations of streamflow gauging stations. The collected data were prepared 
for the period between 2000 and 2012. The data were then divided into two parts, data of the first ten years for model training
and the remaining three years data for model testing. 
Fig. 1. Study region and locations of observations 
2.2. Artificial neural network (ANN) 
ANN is a parallel computing system which was originally developed based on the structure and functional aspects of 
biological neural networks. Feed-forward ANN comprises a system of units, analogous to neurons, which are arranged in layers 
[22]. Multilayer perceptron (MLP) is the most popular neural network architecture which is typically composed of several layers
of nodes. The first layer is an input layer where external information is received. The last layer is an output layer where the
problem solution is obtained. The input and output layers are separated by one or more intermediate layers called hidden layers.
The nodes in adjacent layers are usually fully connected by acyclic arcs from an input layer to an output layers [23]. MLP with a 
hidden layer and J hidden neurons calculates the following function (1) [24]. 
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where w0=the intercept of the output neuron, w0j=the intercept of the jth hidden neuron, wj=the synaptic weight corresponding to 
the synapse starting at the jth hidden neuron and leading to the output neuron, wj=(w1j, …, wnj) is the vector of all synaptic 
weights corresponding to the synapses leading to the jth hidden neuron, and x=(x1, …, xn) is the vector of all covariants. The 
weights are obtained by backpropagation algorithm and training data. 
2.3. Adaptive neuro-fuzzy inference system (ANFIS) 
ANFIS is a neural network implementation of a Takagi-Sugeno fuzzy inference system. ANFIS uses the Takagi-Sugeno 
model on the consequent part of fuzzy IF-THEN rules. ANFIS applies the hybrid algorithm, which integrates backpropagation 
and least square estimation algorithm, so it has rapid learning speed [25]. ANFIS architecture consists of two processes, forward 
and backward stages. The forward stage has five layers as follows: 
x Layer 1: The fuzzification process using membership function, 
x Layer 2: The inference stage using t-norm operator, 
x Layer 3: Calculating the ratio of the strengths of rules, 
x Layer 4: Calculating the consequent parameters, 
x Layer 5: Calculating overall output as the sum of all incoming signals. 
The backward stage is a process of parameter learning. In this stage, the least squares method is used to obtain the parameters,
which are coefficients of linear equations on the consequent part, and mean and variance on the antecedent part. 
The outputs of layers are calculated by the following equations (2)-(7) [26]. 
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where Oj,i is output associated with node i in layer j, Ai and Bi-2 are linguistic labels (e.g, LOW or HIGH) associated with node i
in layer 1, ĳA and ĳB are the Gaussian membership functions (MFs) for A and B, x and y are inputs to node i, and [pi, qi, ri] is the 
parameter set.  
2.4. Wavelet packet decomposition (WPD) 
Wavelet decomposition is a mathematical technique which transforms a signal to spectral data in both time and frequency. 
WPD is a generalization of wavelet decomposition. Wavelet decomposition splits a signal into an approximation and a detail in 
the first decomposition level. The approximation is then split into the second level of approximation and detail, and the process is 
repeated. Since the wavelet decomposition splits only the approximation at each level, the results of frequency resolution in 
higher-level decomposition are less desirable. It may cause problems during applying wavelet decomposition in applications 
where important information is located in higher frequency components. The frequency resolution of decomposition filter may 
not be fine enough to extract necessary information from the decomposed component of the signal [27]. On the other hand, the 
WPD splits the approximation as well as the detail in each level. The major difference between wavelet decomposition and WPD 
is that WPD splits both approximations and details. Therefore, WPD provides a richer range of possibilities for signal analysis
and allows the best matched analysis to a signal [20]. 
3. Results and discussion 
The selection of significant input variables is one of the most important steps in the development process of ANN and ANFIS 
models. This study determined the maximum lag-time for the input variables of ANN and ANFIS models based on cross 
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correlation function (CCF), autocorrelation function (ACF) and partial autocorrelation function (PACF) between the variables. 
Table 1 shows input and output variables for model configuration. 
Table 1. Input and output variables 
Input sets Input variables Output variables 
1 SGC(t) SSS (t) 
2 SGC(t), SSS(t-1) SSS (t) 
3 SGC(t), SSS(t-2), SSS(t-1) SSS (t) 
4 SGC(t-1), SGC(t), SSS(t-1) SSS (t) 
5 SGC(t-1), SGC(t), SSS(t-2), SSS(t-1) SSS (t) 
6 SGC(t-1), SGC(t), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
7 SGC(t-2), SGC(t-1), SGC(t), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
8 SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
9 SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-4), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
10 SGC(t-4), SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-4), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
11 SGC(t-4), SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-5), SSS(t-4), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
12 SGC(t-5), SGC(t-4), SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-5), SSS(t-4), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
13 SGC(t-5), SGC(t-4), SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-6), SSS(t-5), SSS(t-4), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
14 SGC(t-6), SGC(t-5), SGC(t-4), SGC(t-3), SGC(t-2), SGC(t-1), SGC(t), SSS(t-6), SSS(t-5), SSS(t-4), SSS(t-3), SSS(t-2), SSS(t-1) SSS (t) 
[Note] S: daily river stage, GC: Gimcheon station, SS: Seonsan station 
The input data were decomposed by WPD to develop and apply WPANN and WPANFIS models. The optimal decomposition 
level should be selected in advance to determine the performance of the models in the wavelet domain. In this study, the 
decomposition level was determined using the following empirical equation (8) [28].  
int[log( )]L N                                 (8) 
where L=the decomposition level, N=the number of time series data, and int[ͼ]=the integer-part function. In this study, three 
decomposition levels were obtained. Input times series were decomposed using different mother wavelets, including Haar 
wavelet (db1), Daubechies-2 (db2), Daubechies-4 (db4), Daubechies-6 (db6), Daubechies-8 (db8), Duabechies-10 (db10), 
Symmlet-2 (sym2), Symmlet-4 (sym4), Symmlet-8 (sym8), Symmlet-10 (sym10), Coiflet-6 (coif6), Coiflet-12 (coif12) and 
Coiflet-18 (coif18).  
In this study, the performance of river stage forecasting models was evaluated using performance indexes, including the 
coefficient of efficiency (CE), the index of agreement (d), the coefficient of determination (r2), the root mean squared error 
(RMSE), the mean absolute error (MAE), the mean squared error (MSE), the mean squared relative error (MSRE) and the mean 
higher order error (MS4E).  
Table 2 summarizes the value of performance measures for the models. It can be seen from Table 2 that ANFIS model has 
higher CE, d and r2 values and lower RMSE, MAE, MSE and MSRE than those of ANN model. These indicate that the ANFIS 
model produces better performance than the ANN model, based on performance evaluation indexes. It can be also seen from 
Table 2 that WPANN-sym10 and WPANFIS-coif18 models have higher CE, d and r2 values and lower RMSE, MSE, MSRE and 
MS4E than those of the ANN and ANFIS models. The WPANFIS-coif18 model has the highest CE, d and r2 values and the 
lowest RMSE, MAE, MSE, MSRE and MS4E values. These indicate that the WPANN-sym10 and WPANFIS-coif18 models 
yield better performance than the ANN and ANFIS models, and the WPANFIS-coif18 model produces the best performance 
among all models, based on performance evaluation indexes.  
Table 2. Performance evaluation 
Models CE d r2 RMSE MAE MSE MSRE 
(106)
MS4E 
(104)
Remarks 
ANN 0.9556 0.9886 0.9631 0.0846 0.0546 0.0072 6.6152 12.301 Input set 11
ANFIS 0.9623 0.9907 0.9638 0.0780 0.0306 0.0061 5.5400 22.000 Input set 14
WPANN-sym10 0.9776 0.9943 0.9885 0.0601 0.0467 0.0036 3.4059 0.5624 Input set 11
WPANFIS-coif18 0.9990 0.9998 0.9990 0.0124 0.0062 0.0002 0.1390 0.0050 Input set 14
Figure 2 shows scatter plots of the optimal models given in table 2 for the testing period. Standard deviations around the y=x 
line (blue line) for WPANN-sym10 and WPANFIS-coif18 models are lower than those for ANN and ANFIS models. The points 
of scatter plot for the WPANFIS-coif18 model are the closest around the line. That is, standard deviation around the line for 
WPANFIS model is the lowest among all models. It is clear from the figures that the forecasted values of the WPANN-sym10 
and WANFIS-coif18 models are closer to the corresponding observed values than those of the ANN and ANFIS models. From 
the figures, it can be said that the wavelet packet decomposition can significantly improve the efficiency of the ANN and ANFIS
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models for forecasting daily river stages. Especially, the WPANFIS-coif18 model is found to be more accurate than the other 
models. 
(a) ANN (input set 11) (b) ANFIS (input set 14) 
(a) WPANN-sym10 (input set 11) (b) WPANFIS-coif18 (input set 14) 
Fig. 2. Scatter plots 
4. Conclusions 
This study investigates the accuracy of two different hybrid models, wavelet packet-based artificial neural network (WPANN) 
and wavelet packet-based adaptive neuro-fuzzy inference system (WPANFIS), for forecasting daily river stages in the Gam 
Stream Watershed, South Korea. The specific objectives are to develop and apply the models for improving daily river stage 
forecasting, comparing with the single ANN and ANFIS models, and evaluate the performance of the models based on various 
performance indexes, including the coefficient of efficiency (CE), the index of agreement (d), the coefficient of determination 
(r2), the root mean squared error (RMSE), the mean absolute error (MAE), the mean squared relative error (MSRE) and the mean 
higher order error (MS4E). 
The WPANN and WPANFIS models produce better results than the ANN and ANFIS models, respectively. Comparison with 
wavelet packet-based models indicates that the WPANFIS models are superior to the WPANN model, and WPANFIS model 
yields the best performance among all other models in terms of model efficiencies. It is found that the conjunction of wavelet 
packet decomposition and data-driven models, including ANN and ANFIS models, can significantly improve the models’ 
32 33 34 35 36 37
Observed values (m)
32
33
34
35
36
37
32 33 34 35 36 37
Observed values (m)
32
33
34
35
36
37
32 33 34 35 36 37
Observed values (m)
32
33
34
35
36
37
32 33 34 35 36 37
Observed values (m)
32
33
34
35
36
37
1230   Youngmin Seo and Sungwon Kim /  Procedia Engineering  154 ( 2016 )  1225 – 1230 
accuracy in forecasting daily river stages. Therefore, the conjunction with wavelet packet decomposition and data-driven models
can be a successful tool for forecasting daily river stages. 
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