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This work is concerned with the analytical characterization and probabilistic 
One way of generalizing the Marshall-Olkin distribution is to consider time-dependent shock-intensities s → λ I (s), i.e.
P (Z I > t) =S I (t) = exp
where s → λ I (s) is a non-negative function such that the involved integral is finite for all t 0. In the following, this concept is slightly extended by solely demanding that that cumulative hazard rates H I (t) := − logS I (t) are strictly positive, non-decreasing, zero in t = 0, and continuous. Particularly, atoms at infinity are allowed and the class of considered survival functions isḠ := S : R + → (0, 1] :S(0) = 1,S ∈ C (0) (R + ), dS 0 . 
2 The interpretation λ I = 0 ⇔ P(Z I = ∞) = 1 requires the marginal-finiteness condition
to make the resulting vector (τ 1 , . . . 
100
The survival function in Eq. (5) has an alternative, more compact, repre-101 sentation: Let t 0 and π ∈ S d be a permutation such that t π (1) . . .
102
t π(d) ; then, by reordering the factors appropriately, it follows that
π({i,...,d})π(i) (t π(i) ), respectively, are in the respective subclass with no atoms at infinityḠ 1 .
106
The conclusion from the previous paragraph is, that survival functions For readability, the necessary conditions on the transformations g π i are omitted here and the reader is referred to the full statement in Thm. 1. 
1.F is
(a) π J ({1, . . . , |I 1 |}) = I 1 (if I 1 = ∅), 122 (b) π J ({|I 1 | + 1, . . . , |I 1 ∪ J|}) = J , and 123 (c) π J ({|I 1 ∪ J| + 1, . . . , |I 1 ∪ I 2 |}) = I 2 \J .
124
Define for s t 0 3. For all as stated in the theorem and that statement 1. is fulfilled.
For all
∅ = I ⊆ [d] and m ∈ I define 132S m I (t) := |I| i=1     J⊆I |J|=i,m∈Jg J∪([d]\I),m (t)     (−1) i−1 , t 0.(10)
139
The first part of statement 2. was added to avoid confusion over the choice of {π j } J⊆I 2 . However, as a direct consequence ofF having a welldefined representation as in Eq. (6), it is mathematically redundant. The
As it is well-known, see e.g. [24] , a multivariate function F : R d → [0, 1] is a distribution function if and only if it fulfills the three conditions of "having" margins, groundedness, and non-negative F-volume for all d-boxes (a, b], a < b. The last property guarantees, that all (d-dimensional) rectangles have a non-negative probability, which can be represented with F using the principle of inclusion and exclusion. Particularly, the property reads
Moreover, using the principle of inclusion and exclusion, it follows that a functionF is a (multivariate) survival function if the corresponding (hypothetical) distribution function, which is defined by
is a proper multivariate distribution function. In that spirit, the second part of statement 2. has the interpretation of an "F-volume"-condition. Due to the specific form of the survival function, however, it suffices that thē F-volumes of some special sets are non-negative. For the exchangeable case, this aspect was further investigated in [22] , where an alternative proof of "statement 1. ⇔ statement 2." was shown on the copula-level: Each rectangle with non-increasing lower boundaries admits a partition into so called d-
s. The special form of the representation in Eq. (6) allows to expand eachF-volume of a d-box into the product of theF-volume of
and G I 1 ,I 2 (s, t), where I 1 and I 2 are arbitrary sets with cardinality m − 1 and d − m + 1, 4 respectively:
Hence, the question of non-negativeF-volume can be reduced inductively 140 to statement 2. For the bivariate case, the remaining sets, which have to be 141 tested for non-negativity, are sketched in Fig. 1 . The last part in statement 2. 
A calculation, which is very similar to the one used to prove that "statement 4. ⇒ statement 1.", yields that
which is the survival function of min{S J : J ∩ (I 1 ∪ I 2 ) = I 2 }. Hence, state- 
[ August 14, 2018 at 9:24 -Exogenous shock models]
[ August 14, 2018 at 9:24 -Exogenous shock models ] Figure 1 : The reduced set of "test-rectangles" for d = 2, which have to be tested for non-negative "2-volume" to verify the validity of a survival function. The three graphs display the three cases, which can be generalized to higher dimensions: (A) Squares, which are split in half by the diagonal, (B) Infinitely expanding rectangles which touch one axis, and (C) Infinitely expanding rectangles which touch the diagonal in one point.
Proof of the characterization theorem
155
The theorem will be proven in four steps. Particularly, it is proved that 156 3 ⇒ 4 ⇒ 1 ⇒ 2 ⇒ 3.
157
Remark 1. Under the assumptions of Thm. 1, particularly the representation ofF in Eq. (6), the expression
j=1 g π j (t) is invariant for different permutations with coinciding images of [i − 1] and i. If the first statement of the theorem is fulfilled, then g π i has the interpretation of a conditional probability, i.e. 
163
Proof of 3 ⇒ 4. First observe that 4. is a special case of 3., hence 3. ⇒ 4.
164
follows directly.
165
Proof of 4 ⇒ 1. Let 4. from Thm. 1 be fulfilled and define for independent random variables Z I ∼S I , ∅ = I ⊆ [d] the random vector τ by
For t 0 and π ∈ S d with t π(1) . . . t π(d) , using the independence of the shock variables and reordering the factors, it holds that
, by assumption, the survival function
has a representation as in Eq. (10) with m = π(i) and
) with an exponent of (−1) j−1 appears k−i j−1 times, as there are exactly
Hence, the overall exponent of the expressiong
where the latter expression follows with the binomial formula. Finally, it follows that
166
In the following, I 1 , I 2 , {π J } J⊆I 2 , s and t (or a subset of these elements)
167
fulfill the usual conditions if
If only a specific permutation π is used, it is assumed that it fulfills this 175 property for J = I 2 .
176
Proof of 1 ⇒ 2. Let 1. in Thm. 1 be fulfilled and let I 1 , I 2 , {π J } J⊆I 2 , s and t
177
fulfill the usual conditions. First assume that for arbitrary π ∈ S d and i
the functions g π i are strictly positive on R + . Then
where it is used that by 1. the diagonal of marginal survival functions of τ I 1 can be represented with every π fulfilling π({1, . . . , |I 1 |}) = I 1 . Particularly, it holds that
Subsequently, the numerator of Eq. (11) can be rewritten using the principle of inclusion and exclusion as
where
and
It follows that
and subsequently that G 
and right-continuity as well as left-limits ofF are inherited from the margins. For π ∈ S d the survival function t → P min j i τ π(j) > t is rightcontinuous with left-limits and with
, right-continuity with left-limits for g π i follows with the induction hypothesis.
188
Non-increasingness: For π ∈ S d and s t 0 define the vector u(s, t) by
The independence of the specific choice of {π J } J⊆I 2 can also be derived without resorting to the probabilistic interpretation by using the assumption thatF has a well-defined representation as in Eq. (6).
Then, by monotonicity of the measure P, one has
, where the induction hypothesis, i.e. g π j is strictly positive for all j < i, is 189 used. is right-continuous and non-increasing we have that g π i (s ) = 0. For t < s we can choose I 1 = π ({1, . . . , i − 2}) and I 2 = π({i − 1, i}). Furthermore, letπ be the permutation which switches the positions of i − 1 and i in π, i.e.π = π(i − 1, i). Assume w.l.o.g. that s u for u := inf {u > 0 : gπ i (u) = 0} ∈ R + (else switch the roles of π andπ and prove the contradiction forπ first). Then, with the induction hypothesis it holds that g π j , gπ j > 0 ∀j < i and, for π ∅ ∈ {π,π}, that
The last expression in Eq. (12) becomes negative if t is sufficiently close to 
194
As gπ i−1 (s ) > 0 by the induction hypothesis and gπ i (t) > 0 ∀t < u with s < u by the assumption made above it holds that
196
As g π ∅ i−1 (s ) > 0 by the induction hypothesis and g π ∅ i (s −) > 0 by the assumption made above it holds that 0 −g
3. Otherwise, as g π ∅ j for j ∈ {i − 1, i} have left-limits by the induction hypothesis, for every sequence t k s with t k = s , non-negative sequences {a
By the assumption on s , it holds that a π ∅ i,k > 0 for all k ∈ N and π ∅ ∈ {π,π}. If s = u and g
it follows from Eq. (12) and (left-)continuity of g
Now choose k sufficiently large and π ∅ s.t. the fraction appearing in the upper equation is smaller or equal to 1, then
where it is used that the respective first summand converges for k → ∞ to 0 197 and the last summand is negative. Hence, a contradiction is found for each 198 case and therefore g π i (t) > 0 ∀t ∈ R + .
Left-continuity:
Let I 1 and I 2 as well as π,π, and π ∅ be as above. Then, for all s > t 0 the function
has left-limits in t. Assume that there exists
where it is used in ( ), that the first and third summand cancel out, when 
where it is used that under the induction hypothesis all but two terms cancel 214 out.
215
Left-limits: Let s > s − h > t 0. As G I 1 ,I 2 (s, t) and g
.
Non-increasingness:
Now, let I 1 , I 2 , and π fulfill the usual conditions with I 2 = {π(i)} and I 1 = π([i − 1]). As G I 1 ,I 2 is non-negative, it holds for all s > t 0 that 
π ∈ {π,π}. For |I 2 | = 1 both claims are naturally fulfilled. Let both claims be fulfilled for |I 2 | < p and let I 1 , I 2 as well as π fulfill the usual conditions with |I 2 | = p, m ∈ I 2 as well as π(|I 1 | + 1) = m, then for t 0 times and the overall exponent forg
Hence, as it holds for k = |I 1 | + i that K = π({1, . . . , |I 1 | + i}) and
or equivalently,
. (15) By induction, the factors of the denominator of the r.h.s. in Eq. (15),
, are independent of π(min j∈J π −1 (j)) and subsequently also of m. Moreover, for arbitrary I 1 , I 2 and {π J } J⊆I 2 fulfilling the usual conditions and s 0
|I 1 |+j (s) = (−1)
By induction and assumption, the r.h.s. does not depend on the specific fam- G I 1 ,I 2 (s, t) = P (τ i ∈ (t, s] ∀i ∈ I 2 ) ,
with independent random shocksŽ J ∼S I 1 ∪I 2 \J,J for ∅ = J ⊆ I 2 .
233
Proof. As in the proof of 4. to 1. one can derive analogously for t 0 and π ∈ S d with t π (1) . . . t π(d) as well as π ({1, . . . , |I 1 |}) = I 1 and
where forǏ 2 = {1, . . . , |I 2 |},π ∈ S |I 2 | is defined by
|+j as well asťπ (j) := t π(|I 1 |+j) . Then, it holds for all 0 t < s that 
Lemma 4. Let I 1 and I 2 fulfill the usual conditions. Then, for a specific family
for an arbitrary functionĝ π ∅ |I 1 |+1 which is positive on R + , wherê for l ∈ {2, . . . , j}. Then it holds that for s t 0
Proof. This is a direct corollary of [17, lem. B.2 on p. 1295].
240
Proof of 2 ⇒ 3. Let statement 2. in Thm. 1 be fulfilled, then due to Rmk. 3,
241
Lem. 1 and Lem. 2:
242
• For i = 1, . . . , d and π ∈ S d , it holds that g π i ∈Ḡ .
243
• For I 1 and I 2 fulfilling the usual conditions and m ∈ I 2 , the function
is well-defined as well as positive and continuous. Moreover, it
245
does not depend on the specific m ∈ I 2 chosen, hence writeS I 1 ,I 2 .
246
It is left to prove thatS I 1 ,I 2 is non-increasing for all I 1 , I 2 fulfilling the usual 247 conditions.
248
The claim is proven by induction over |I 2 |. For I 2 = {m}, let I 1 and I 2 fulfill the usual conditions, thenS I 1 ,I 2 =g I 1 ∪I 2 ,m ∈Ḡ. Now let p > 1 and assume that for all I 1 and I 2 fulfilling the usual conditions with |I 2 | < p it holds thatS I 1 ,I 2 ∈Ḡ. Let I 1 , I 2 , {π J } J⊆I 2 , s, and t fulfill the usual conditions and |I 2 | = p and define the functionĝ 
249
In light of Lem. 3, it makes sense to derive an exogenous shock model from
Hence one has to check, that for ∅ = J ⊆ I 2 ifS I 1 ∪I 2 \J,J ∈Ḡ. Note that
AsS I 1 ∪I 2 \J,J ∈Ḡ by the induction step for ∅ = J I 2 andS I 1 ,I 2 ≡ 1 ∈Ḡ, Lem. 3 can be used. Write for s > t 0
, whereτ i := min Ẑ I : i ∈ I ⊆ I 2 , i ∈ I 2 with independentẐ I ∼Ĥ I 1 ∪I 2 \I,I for ∅ = I ⊆ I 2 . Let s > t 0 and definê
SinceẐ I 2 = ∞, there are at least two different sets ∅ = I, J I 2 for which the respective shocksẐ I ,Ẑ J are minimal for one of their components. Moreover, this impliesÂ
From the sub-additivity of the probability measure P, it follows that
where we used that for ∅ = I I 2 P t <Ẑ I s =S I 1 ∪I 2 \I,I (t) −S I 1 ∪I 2 \I,I (s).
Note that for ∅ = J ⊆ I I 2 and m, n ∈ J, m = n
and using Lem. 5 for ascending sequences ∅ = J 1
250
. . . J |I| = I ⊆ I 2 with |J I | = |I| as well as
it follows that
Denote withπ the permutation, which switches the positions of m and π(k), i.e.
This yields inductively the following inequality
Subsequently,
with
where Π I 1 ,I 2 ,I is the set of permutations fulfilling the conditions stated above and
For s 0 s > t t 0 0, the non-increasingness of the functions
Define for s t 0
Asg {m},m , m ∈ I 2 are non-negative and non-increasing and q I 2 (s, t) 0 all summands are non-negative and
,...,g 
255
The functionS I 1 ,I 2 splits in positive and negative powers in the product terms andS 
257
Case q I 1 (s 0 , t 0 ) = 0: From Eq. (17) we get
which is a contradiction.
259
Case q I 1 (s 0 , t 0 ) > 0: Let
then we can writē
as well asS
. This can be seen by setting t (0,k) := t 0 , t (k,k) := s 0 , and
where ← denotes the generalized inverse for non-increasing functions 6 and for k ∈ {0, . . . , k}
{m},m (s 0 ).
Asg {m},m are continuous and non-decreasing the generalized inverse is a right-inverse 7 and
6 For a non-increasing function f, its generalized inverse is defined by f ← (x) := inf{x :
f(x) y} and for a non-decreasing function f, its generalized inverse is defined by f ← (x) := inf{y : f(y) x}. 7 If g is a continuous and non-increasing function, then g ← (x) = (−g) ← (−x), where the generalized inverse on the l.h.s. is for non-increasing and on the r.h.s. for non-decreasing functions. As (−g) ← is a right-inverse of −g, see [6, p.425 sq., prop. 1 (4)], this implies that g ← is a right-inverse of g.
Assume that for all j ∈ {1, . . . , k} the following inequality holds
, t (j−1,k) ).
Then,S
which is a contradiction. Hence, with t k = t (j−1,k) , s k = t (j,k) for some 261 j ∈ {1, . . . , k}, Eq. (18) is fulfilled and s k > t k .
262
Combining Eq. (17) with these results gives for feasible t k , s k (chosen as above)
In particular, if the latter inequality is multiplied by k and the limit k → ∞ is taken, then
which leads to a contradiction. (1) ψ 0 (x) = δ 0 (x), where δ 0 is the Dirac-measure in zero, 
Λ i ≡ Λ is an additive subordinator, and {E i } i∈ [d] are iid unit exponential ran-
it holds for t 0 and π ∈ S d with t π(1) . . .
8 A Bernstein function is a non-negative, infinitely often differentiable function ψ : [0, ∞) → [0, ∞) with (−1) n+1 ψ (n) 0. Standard literature, see, e.g., [1, 23] , states that the class of Bernstein functions is represented as {x → a1 (0,∞) (x) + bx + 0,∞ (1 − exp{−xs})ν(ds) :
This model is called exchangeable additive-frailty model (exAFM) and Thm. 1, or its exchangeable version in [17] , implies that τ has an alternative representation as an exchangeable exogenous shock model. The exAFM can be generalized to produce non-exchangeable random vectors as the following factor model construction shows: Assume that τ is defined by Eq. (19), where Λ i are additive subordinators from the convex cone which is spanned by independent additive subordinators 
where Θ = (θ 1 , . . . , θ n ) .
285
This model can be used to define hierarchical models similar to those 
This connection between the (hierarchical) additive-frailty model and exogenous shock models can be used in multiple ways, e.g., as shown in the following to calculate joint failure probabilities via numerical integration: Note that in case the underlying model is exchangeable with ψ = ψ
1 and ∆ = ∆ 1 , then
Equations ( 
305
In case that n = 1 and Θ = 1, i.e. if the model is exchangeable, and Λ = Υ (1) is a Lévy subordinator, the model can be (uniquely) linked to so called regenerative composition structures, see [8] . 10 In that case, the corresponding shock model is a classical Marshall-Olkin model and the decrement matrix of the corresponding regenerative composition model can be expressed in terms of the exponential rates of the exchangeable MO-distribution {λ 
