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ABSTRACT
Who are the influential people in an online social network?
The answer to this question depends not only on the struc-
ture of the network, but also on details of the dynamic pro-
cesses occurring on it. We classify these processes as conser-
vative and non-conservative. A random walk on a network
is an example of a conservative dynamic process, while in-
formation spread is non-conservative. The influence models
used to rank network nodes can be similarly classified, de-
pending on the dynamic process they implicitly emulate.
We claim that in order to correctly rank network nodes, the
influence model has to match the details of the dynamic
process. We study a real-world network on the social news
aggregator Digg, which allows users to post and vote for
news stories. We empirically define influence as the num-
ber of in-network votes a user’s post generates. This in-
fluence measure, and the resulting ranking, arises entirely
from the dynamics of voting on Digg, which represents non-
conservative information flow. We then compare predictions
of different influence models with this empirical estimate of
influence. The results show that non-conservative models
are better able to predict influential users on Digg. We find
that (normalized) α-centrality metric turns out to be one
of the best predictors of influence. We also present a sim-
ple algorithm for computing this metric and the associated
mathematical formulation and analytical proofs.
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1. INTRODUCTION
Online social networks have become important hubs of so-
cial activity and conduits of information. Popular social net-
working sites such as Facebook, the social news aggregator
Digg, and the microblogging service Twitter have undergone
explosive growth. Though some research suggests that peo-
ple are more affected by the opinions of their peers than in-
fluentials [15, 16], recent studies of online social networks [9]
support the hypothesis that influentials exert disproportion-
ate amount of influence. With the numbers of active users
on these sites numbering in the millions or even tens of mil-
lions, identifying influential users among them becomes an
important problem with applications in marketing [27], in-
formation dissemination [20, 32], search [1], and expertise
discovery [11].
While many influence models and centrality measures have
been proposed to rank actors within a social network, almost
all of them make implicit assumptions about the underlying
dynamic process occurring on the network [5], which may
not be applicable to online social networks. Since dynamic
processes can often be directly observed on online social net-
works [31, 30], these networks provide us with a unique op-
portunity to study influence. In this paper we address the
question of which influence model is most suitable to predict
the influence standings of users within online social networks
whose main function is to disseminate information.
We classify dynamic processes, or flows, that can occur on
social networks as conservative or non-conservative. We de-
fine a flow to be conservative (“transfer” in Borgatti’s [5]
terminology) if the initial mass or content of the network is
equal to the final mass after the flow has taken place. For
example, consider that each user ui in a social network has
some amount of money mi, some fraction of which she can
transfer to any of her friends. The total amount of money
in the network remains constant(
∑
mi = c) at all times.
Hence, the money exchange process within a social network
is conservative. We define a flow to be non-conservative
(“parallel” or “serial” duplication in Borgatti’s terminology)
if the initial mass of the system is not equal to the final
mass after the flow has taken place. Information flow is a
non-conservative process. When a user posts a new item
on Facebook, Digg or Twitter, she broadcasts this informa-
tion to her social network. Each of her social links may in
turn broadcast the information to their own social networks,
thereby continuing the parallel duplication process. Note
that this process is somewhat different from gossip, which is
one-to-one, or serial duplication of information. Both types
of information spread in online social networks, however, are
non-conservative processes.
Influence models too, can be categorized as conservative and
non-conservative. Though these models take only network
structure into account when measuring importance or cen-
trality of an actor within the network, they make assump-
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tions about the details of the underlying dynamic process
taking place on the network. For example, PageRank al-
gorithm [8], commonly used for network analysis, models a
conservative diffusion process; therefore, it may not be an
appropriate ranking metric for online social networks. In
order to correctly rank influential nodes in a network, the
influence model has to match the details of the dynamic
process.
This paper makes three contributions. In Section 2 we re-
view many of the existing influence models found in litera-
ture and categorize them according to whether they model
a conservative or a non-conservative dynamical process. In
Section 3 we study a real-world network on the social news
aggregator Digg. Digg allows users to post and vote for news
stories, and also to create networks in order to track what
new stories their friends posted or voted for. We define an
empirical measure of influence as the number of in-network
votes a user’s post generates, i.e., votes that come from that
user’s social network links. This influence measure, and the
resulting ranking, arises entirely from the dynamics of vot-
ing on Digg. In Section 4 we evaluate the different influence
models by correlating the rankings they produce with the
rankings produced by the empirical measure of influence.
We find that the non-conservative α-centrality [4] best pre-
dicts the rankings of Digg users. These results corroborate
our claim that the details of the influence model used for
ranking actors in a network should match the details of the
dynamic process occurring on the network. We review re-
lated works pertaining to each section in the section itself.
There exist many empirical studies of social behavior and
influence on online social networks. Some of these studies,
compare empirical measures of influence with some struc-
tural models of influence like PageRank or in-degree cen-
trality [30, 9]. However, there is a need to clearly differ-
entiate between the two distinct and different methods of
quantifying influence in online social networks:
1. Measurements of online social behavior or the dynamic
processes occurring on a social network to estimate
influence.
2. Using influence models based on the structural prop-
erties of the underlying social network to predict influ-
ence.
Empirical estimates of influence measured from online social
behavior, do not have the predictive capabilities of the struc-
tural models of influence. To the best of our knowledge, ours
is the first work that evaluates predictive influence models
based solely on structural properties of the underlying so-
cial network, using the actual dynamic process occurring on
a real-world network; unlike existing works, which simulate
the underlying dynamic process [5, 28].
We also provide a simple method to calculate the (normal-
ized) α-centrality and provide a mathematical validation and
analytical proofs for this method.
2. INFLUENCE MODELS
A network of n actors and m links can be represented as a
graph G(V,E) of V (|V | = n) nodes and E(|E| = m) edges.
Each actor is represented as a node. An edge exists between
node i and j if actor i is linked to actor j. The edges might be
weighted to exhibit the strength of the links. The geodesic
distance from i to j is gd(i, j). Let dini be the in-degree of
node i. Let douti be the out-degree of node i. If there exists
a directed edge eij from i to j, we say that i is a fan of j and
j is a friend of i. Let A = (Aij) be the adjacency matrix
of the corresponding network, whose maximum eigenvalue
is λ1 and whose maximum out- and in-degrees are d
out
max and
dinmax respectively.
Below we review existing influence models found in litera-
ture and categorize them as conservative or non-conservative
according to the flow that they model.
2.1 Geodesic Path-based Ranking Measures
All geodesic path-based ranking methods assume that net-
work flow is conservative in nature. Moreover, these meth-
ods assume a binary flow. We define a binary dynamical
process, D, as follows:
• There exists some initial mass at some node i (mi =
MD) at time t0.
• At any time, she may either transfer the entire mass
to a single neighbor k (mk = MD) or keep it to herself
(mj = MD).
• The length of a path traversed while moving from node
i to node j via edge eij ∀eij 6= 0 is equal to the weight
of the edge from node i to node j.
Closeness Centrality. Let node i generate a sequence of
binary processes (Dij1 , Dij2 , · · · , Dijp , · · · ), with the objec-
tive of process Dijp being to transfer the initial mass MDijp
at node i, to another node jp (jp 6= i). For binary flow pro-
cess Dij1 , with the initial mass at node i (mi = MDij1 ,mk =
0,∀k 6= i), the geodesic distance gd(i, j1) is the shortest dis-
tance traversed by the mass in reaching destination node j1.
When this mass reaches j1, node i generates another flow,
Dij2 (mi = MDij2 ,mj1 = MDij1 ,mk = 0 ∀k 6= i, j1), with
the objective that the initial mass MDij2 , be transferred to
another node j2 (j1 6= j2, i), which does not have any mass.
Continuing with this sequence of binary flows, when mass
MDi,jp−1 reaches node jp−1, node i generates another flow,
Dijp (mi = MDijp ,mjk = MDijk ∀jk 6= i, k < p,mjk =
0∀jk 6= i, k ≥ p), with the objective that the initial mass
MDijp , be transferred to another node jp (jp 6= i, jk ∀k < p),
which does not have any mass. This process is terminated
when every node connected to node i has some mass. Close-
ness centrality of node i is inversely proportional to the
shortest total distance traversed by all masses transferred
from node i to some connected node j, when this sequence
of binary processes terminate.
There are different definitions of closeness centrality in lit-
erature. Hakimi [22] and Sabidussi [35] defined closeness
centrality as
Cc(i) =
1∑n
j=1 gd(i, j)
(1)
In order to discount network size, Wasserman and Faust [37]
modified the definition of closeness centrality to
Cc(i) =
n− 1∑n
j=1 gd(i, j)
(2)
These closeness centrality measures implicitly assume that
the underlying social network is strongly connected. How-
ever, this assumption does not hold most real-life network.
Therefore, Lin [34] redefined closeness centrality using the
number of nodes reachable from node i, Ji:
Cc(i) =
Ji
n−1∑n
j=1 gd(i,j)
Ji
(3)
Graph Centrality. Let node i generate a binary flow Di
with the objective to transfer mass MDi to a node j at
largest geodesic distance from it. Graph centrality is in-
versely proportional to the distance traversed by mass MDi ,
to move from node i to node j. Formally, graph centrality
is defined as [21]:
Cg(i) =
1
maxj∈V \{i} gd(i, j)
(4)
Betweenness Centrality. Let every node j generate a se-
quence binary flows (Djk) with the objective to transfer
mass MDjk to node k (k ∈ V \ {j}). Let each of these
processes take the shortest route, i.e., the path of transfer
of mass MDjk from j to k is the geodesic path gd(j, k). Be-
tweenness centrality of node i is proportional to the total
number of times a given node i is traversed by all these pro-
cesses (excluding processes that start or end at i). Formally,
betweenness centrality is defined as [18]
Cb(i) =
∑
i6=j 6=k
σjk(i)
σjk
(5)
where σjk is the number of geodesic paths from j to k and
σjk(i) are the number of shortest paths from j to k which
traverse i.
2.2 Topological Ranking Measures
The topology of a network is characterized by the inherent
structural properties of the nodes and edges comprising it.
In case of a node, it includes the node’s in- and out-degree.
In case of an edge eij , it includes the out-degree of node i
and in-degree of node j. The geodesic path-based ranking
measures do not take the topology of the network into ac-
count. This is due to the binary nature of the underlying
process, i.e., either the entire mass is transferred from node
i to a single neighbor j or it is not transferred at all. This
transfer is independent of the number of neighbors of i and
j. However, there do exist topological ranking measures, as
described below.
2.2.1 Markov Process-based Ranking Measures
Markov processes describe a broad class of random pro-
cesses, including random walks and diffusion processes. In
a Markov process, the probability of transfer from node i to
j depends only on the state of i, which is described by the
topology of node i.
Let P = (Pij) define the transition matrix of a Markov pro-
cess. Let MDi be the number of Markov processes generated
at node i. Let m
tk
ij be the mass in node j from process Di
(generated by node i) at time tk. Consider the following
conservative flow Di:
• The initial mass is at node i, mt0ii = MDi at time t0.
• At time t1, i transfers a fraction Pij of mass MDi to
her friend j (mt1ij = PijMDi). She may also retain
some fraction of mass
∑
k=i,j∈friend(i) Pik = 1.
• Similarly, at any time tk, node j transfers some fraction
Pjp of its mass to her friend (p ∈ friend(j)) and keeps
some fraction of the mass to herself.
This flow conserves the total mass in the system at any
given time,
∑
j∈V m
tk
ij = MDi . The expected number of
Markov processes generated at i reaching node j at time tk
is equal to m
tk
ij . Hence the flow underlying a Markov process
is conservative.
PageRank. Let
Pij = α/d
out
i ∀j 6= i & Aij = 1
= 1− α if i = j
= 0 otherwise (6)
Let each node i generate a flow Di. Each flow terminates at
time tki such that mij = m
tki
ij = m
tki−1
ij ∀i, j ∈ V . Let mj =∑
i∈V mij be the mass at node j when all these processes
terminate where
∑
j∈V mj =
∑
j∈V MDj . α is called the
damping factor. PageRank ranks node i proportional to the
mass mi at node i at the end of these processes [8].
Cpr,α(i) = (1− α) + α
∑
j∈fan(i)
Cpr,α(j)
doutj
Cpr,α = (1− α)e+ αCpr,αP (7)
where Cpr,α is the (1× n) PageRank vector, e is the (1× n)
unit vector and P is the (n× n) transition matrix. Using a
personalization vector v [7] instead of e, we have personal-
ized PageRank as
Cpr,α = (1− α)v + αCpr,αP (8)
Hubbels Model. A very similar model was proposed by
Hubbel in 1965 [24]:
CTh = v
T + PCTh (9)
where Ch is Hubbel’s ranking vector.
2.2.2 Degree Centrality
Consider a non-conservative flow Di as follows:
• The process consists of a single time interval [t0, t1].
• If the process is generated at node i who has mass
mi = MDi , at time t0, this mass is duplicated to all
her fans at time t1. Therefore the total mass of the
system at time t1 = d
in
i MDi which is proportional to
in-degree centrality of i.
Let each node i ∈ V start a flow. The in-degree centrality
of node i is Cdin(i) = d
in
i .
Similarly if we consider another non-conservative flow Dj as
follows:
• The process consists of a single time interval [t0, t1].
• If the process is generated at node j who has mass
mj = MDj , at time t0, this mass is duplicated to all
her friends at time t1. Therefore the total mass of the
system at time t1 = d
out
j MDj which is proportional to
out-degree centrality j.
Let each node i ∈ V start a flow. The out-degree centrality
of node i is Cdout(j) = d
out
j .
2.2.3 Path-based Ranking Measures
Consider a non-conservative flow Di defined as follows:
• Di is generated by node i at time t0, mt0ii = MDi .
• At time t1, let αt1ij be the fraction of mass at i du-
plicated by j where j is a friend of i. Therefore the
mass at j at time t1 due to process Di is m
t1
ij where
mt1ij = α
t1
ij ·MDi .
• Similarly let αtkqj be the fraction of mass at q duplicated
by friend j, at time tk. Therefore the mass at j at time
tk is
∑k
p=0m
tp
ij where m
tp
ij =
∑
q∈fans(j) α
tp
qjm
tp−1
iq ,
p > 0.
α-Centrality. Let each node i generate a flow Di described
above. If these non-conservative flows persist for a long time
with with MDi = vi and α
tp
ij = α∀p, then the mass at i,
m
tk→∞
i is proportional to the rankings given by α-centrality.
Formally, α-centrality defined by Bonacich [4] is:
Calpha,α = v + αCalpha,αA = v(I − αA)−1 (10)
where Calpha,α is the α-centrality vector. α-centrality can
also be written as:
Calpha,α = v(
k→∞∑
t=0
αtAt) (11)
= vCα,k→∞ (12)
where Cα,k =
∑k
t=0 α
tAt is the α-centrality matrix. Hence,
for equation 10 to hold, the series {Cα,k} must necessarily
converge as k approaches infinity. This happens if and only if
|α| < 1|λ1| . Therefore α-centrality can only be calculated for
|α| < 1|λ1| [4]. Bonacich states that α “reflects the relative
importance of endogenous versus exogenous factors in the
determination of centrality.” Following Katz [26], we call α
the attenuation factor.
Normalized α-centrality. In this paper we define normal-
ized α-centrality as:
CNα,α =
vCα,k→∞∑n
i,j (Cα,k→∞)ij
(13)
As stated above, the value of α is subject to the constraint
|α| < 1|λ1| . We show that computation of normalized α-
centrality is not bounded by this constraint (Section 4.1).
However, rankings given by normalized α-centrality are equal
to the rankings given by α-centrality for |α| < 1|λ1| . We also
show that value of normalized α-centrality remains the same
∀α ∈ ( 1|λ1| , 1](CNα,α> 1|λ1| = CNα) and is independent of α.
We further show that when |λ1| is strictly greater than any
eigenvalue, limα→ 1|λ1|
CNα,α exists and limα→ 1|λ1|
CNα,α =
CNα = CNα,α> 1|λ1|
. The details of the mathematical formu-
lation of this metric and the associated proofs are given in
the Appendix.
Katz Score. If v = αeA, α-centrality reduces to Katz score
[26].
Ck,α = αeA(I − αA)−1 (14)
SenderRank. SenderRank [28] has a similar flavor being
defined as:
CTSR,α = (1− α)(I − αA)−1eT (15)
where CSR,α is the SenderRank vector.
EigenVector Centrality. EigenVector Centrality [3] is given
by:
CE(i) =
1
λ1
n∑
j=1
CE(j)Aji
CE =
1
λ1
CEA (16)
where CE is the eigenvector centrality vector since it is equal
to an eigenvector of A (corresponding to λ1). Most real-life
networks such as online social networks have asymmetric re-
lations. Bonacich [4] showed that the eigen-vector centrality
approach does not work well for asymmetric relations.
3. EMPIRICAL ESTIMATE OF INFLUENCE
We study a real-world online social network on Digg. Digg
is a social news aggregator that enables users to collectively
moderate stories they find online by submitting them to
Digg and voting for them. Digg promotes the best stories
(i.e., stories that receive many votes) to its front page. In ad-
dition, Digg allows users to create social networks by adding
as friends, users whose activities they want to track. Using
the Friends Interface, a user can see the stories her friends
recently submitted or voted for.
We rank Digg users according to the centrality measures de-
fined above and compare these rankings with those produced
by the empirical estimate of influence. Our objective is to
find the influence model that best predicts influential users
in this network.
3.1 Data Collection
We used Digg API to collect data about 3,553 stories pro-
moted to the front page in June 2009. The data associated
with each story contained story title, story id, link, submit-
ter’s name, submission time, list of voters and the time of
each vote, the time the story was promoted to the front page.
In addition, we collected the list of voters’ friends. From this
information, we were able to reconstruct the network of Digg
users who were active during the sample period. Borrowing
the concept of active user from media research [33]; we define
an active user as a person who votes in at least one story.
Next, we get the connections between the active users. We
say user a is connected to user b if he is either a friend or fan
of user b. We store an active user in active users network if
he is connected to one or more active users. In our dataset,
there are 139,410 distinct voters who have voted on at least
one story. Out of these users, 69,524 voters are connected to
one or more active users and hence are members of the active
users network. These 69,524 connected users form the un-
derlying friendship network. Of these 57,908 users form one
giant connected component. The diameter of the network
(length of the longest shortest path) is 16. Thus we observe
empirically, that the network exhibits small world phenom-
ena [36] [14] since the diameter of the network is O(log n)
(n=69,524). 572 of the 587 distinct submitters belong to
this friendship network.
3.2 Estimation of Influence
When a user (submitter) posts a story on Digg her fans are
able to see the story. Some of these fans will like the story
and vote for it. The story will then become visible to their
own fans, who may themselves choose to vote for the story,
and so on. Therefore, the underlying dynamic process of
information spread on the network is non-conservative in
nature.
Assume that user i posts a story. If a link eji exists from
j to i, then user j is a fan of user i and is watching her
activities. In other words, when i posts a story, j is able to
see it through Digg’s Friends Interface. If j also votes for
the story, we call her vote a fan vote. The probability that
a submitter’s fan votes on a story depends on
1. the influence of the submitter
2. the quality of the story
We assume that story quality is a random variable, uncor-
related with the submitter. Therefore, we can average out
the contribution of story quality to submitter’s influence, by
aggregating fan votes over all stories submitted by the same
user.
Let N be the total number of users in the network (N =
69, 524) and K be the number of fans the submitter i of story
si has. Let k be the total number of fan votes that story si
receives within the first n votes. We set n = 100, calculat-
ing the number of fan votes within the first 100 votes. The
stochastic process of voting is described by the urn model,
in which n balls are drawn without replacement from an
urn containing N balls in total, of which only K balls are
white. The probability that k of the first n votes are from
submitter’s fans purely by chance is equivalent to the prob-
ability that k of the n balls drawn from the urn are white.
Hence, the probability that X = k of the first n votes are
from submitter’s fans, P (X = k|K,N, n), is given by the
hypergeometric distribution:
P (X = k|K,N, n) =
(
K
k
)(
N −K
n− k
)
(
N
n
) (17)
(a)
(b)
Figure 1: (a) The scatter plot shows the average
number of fan votes received by a story within the
first 100 votes vs submitter’s in-degree (number of
fans). Each point represents a distinct submitter.
The line gives the expected number of fan votes
given the in-degree, which can be approximated
(r2 = 0.75) by a Weibull cumulative distribution. (b)
This plot shows the probability of the expected num-
ber of fan votes being generated purely by chance.
The inset zooms in for in-degree less than 100.
Of 3552 stories in our data set, 3489 were submitted by 572
users within the social network. Of these, 504 submitters
received at least one fan vote in the first 100 votes for one
of their stories. These 504 users submitted a total of 3396
stories. For each of the 504 distinct submitter having fan
votes in top 100 votes, we plot the average number of fan
votes received by stories submitted by these 504 users vs
user’s in-degree in Figure 1. This scatter plot is approxi-
mated by the Weibull cumulative distribution (r2 = 0.75),
〈k〉 = 65(1 − e−(0.0011K+0.0005)0.86). We use this expression
to estimate the expected number of fan votes 〈k〉 within
the first 100 votes for a user with in-degree (K) (N=69524,
n=100). Using 17, we then calculate the probability that 〈k〉
fans voted purely by chance. As can be clearly seen in the
lower plot in Figure 1, for K > 10, the probability that 〈k〉
of submitter’s K fans voted purely by chance is exceedingly
small (P < 0.00038), and therefore, highly unlikely. We con-
clude that averaging fan votes over all stories submitted by
a given user is an effective indicator of her influence (given
she has at least 10 fans).
In our dataset, in order to mask the effect of story qual-
ity, we consider only those users who submitted at least two
stories. There were 289 distinct submitters with more than
two stories which received at least one fan vote within the
first 100 votes. All these submitters had more than 10 fans.
We use the average number of fan votes that stories sub-
mitted by these users received (within the first 100 votes)
as an indicator of their influence. We then rank submitters
according to this empirical measure of influence.
Influence can be similarly measured in other social networks.
For instance, in [9, 30], influence in Twitter is measured
for the dynamic process of information propagation using
retweets and mentions. However, these studies have not
proven the statistical significance of the measures employed.
4. COMPARISON OF INFLUENCE
MODELS
In most situations, data detailing the history of a dynamical
process on a network is not available; therefore, calculating
an empirical estimate of influence is not feasible. Instead,
many approaches were developed to identify important or
influential actors solely using the structure of the network.
Some attempts have been made to analyze these approaches
by simulating the underlying dynamical processes [5, 28].
We on the other hand, evaluate these influence models by
comparing them with the empirical measure of influence ob-
tained from the analysis of the actual dynamic process of
information diffusion on an online social network. Since in-
formation propagation is a non-coservative process, we hy-
pothesize that non-conservative models will best predict the
influentials within the network.
4.1 Calculating Influence
It can be easily shown that α-centrality is a generalization of
Katz score (equation 14). The computation of α-centrality
is restricted to α < 1|λ1| [4]. However, computing an eigen-
value λ1, of the network adjacency matrix A is a costly and
time consuming process. Besides, the value of 1|λ1| turns
out to be very small in most large networks. In this pa-
per, present a simple algorithm to calculate the normalized
α-centrality, which is not bounded by this tight constraint.
However, for a given value of α < 1|λ1| , the rankings given
by normalized α-centrality are equal to the rankings given
by α-centrality (Section 7, theorem 1). As α is increased
(α > 1|λ1| ), CNα,α converges to CNα which is independent
of α (Section 7, theorem 2). A simple algorithm for com-
puting normalized α-centrality as α is varied, using dynamic
programming, is given below.
Algorithm 1 does not depend on the value of λ1. Since
normalized α-centrality varies with α only for α < 1|λ1| , in
order to study this variation, we may choose a step size of
s = c
min(doutmax,d
in
max)
, where c < 1 is a constant. This is
because, using the Gershgorin circle theorem, we know that
|λ1| ≤ min(doutmax, dinmax).
As can be seen in algorithm 1, in each iteration, for a given
value of α, Ci+1Nα,α depends only on C
i
Nα,α and A. Consider-
ing the network comprises of n actors and m links between
them, in a naive implementation of algorithm 1, each itera-
tion has a runtime complexity of O(m) and space complexity
of O(m + n). Assuming that the main memory just large
Algorithm 1 Normalized α-centrality
Input
A: Adjacency matrix
v: Personalization vector
s: Step size (can be modified depending on the granularity
of the results desired)
k: Maximum number of iterations in each step (Equation
12).
: Tolerance
Output
{CNα,αt : αt ∈ [0, 1]}
Initialize
CNα,α0 , C
0
Nα,α1 ← v
t, i← 0
α1 ← s
repeat
repeat
Ci+1Nα,αt+1 ← v + αt+1CiNα,αt+1A
i← i+ 1
until CiNα,αt − Ci−1Nα,αt ≤  or i > k
t← t+ 1
CNα,αt ← 1∑n
j C
i
Nα,αt
(j)
CiNα,αt
αt+1 ← αt + s
i← 0
C0Nα,αt+1 ← v
until CNα,αt = CNα,αt−1 = CNα or αt ≥ 1
enough to hold both Ci+1Nα,α and C
i
Nα,α, the i/o cost for each
iteration is O(m). If main memory is large enough to hold
only Ci+1Nα,α , and assuming efficient data structure such as
a sorted link list is used to store A, i/o cost is O(m + n).
Since the formulation of normalized α-centrality is very simi-
lar to that of PageRank (Equations 10 and 8), similar block
based strategies can be used for fast and efficient compu-
tation of both PageRank and normalized α-centrality [23]
[25]. Like PageRank, normalized α-centrality can easily be
implemented using the map-reduce paradigm [12], guaran-
teeing the scalability of this algorithm and its applicability
to very large datasets. Apart from normalized α-centrality
and PageRank, we calculate the influence scores based on
closeness centrality, graph centrality, betweenness central-
ity, in-degree centrality, out-degree centrality and Sender-
Rank. Analogous to α-centrality, for the other parametric
measures of centrality, namely PageRank and SenderRank,
we investigate the change in ranking as the value of the pa-
rameter changes. Since this friendship network shows the
small world phenomena (section 3.1) and is unweighted, a
fast approximation of betweenness centrality can be done
with O(km) run-time complexity where k = Θ( log n
2
), for
 > 0 [17]. However, we use the fast algorithm for between-
ness centrality given by Brandes [6] for the calculation of
betweenness centrality. It has O(n + m) space and O(mn)
run-time complexity. Graph centrality and closeness cen-
trality can be computed in very similar lines.
An investigation into the stability of centrality measures
when networks are sampled was carried out in [10]. Eigen-
vector centrality turned out to be the most robust central-
ity followed by in-degree centrality. For symmetric cases as
α → 1|λ−1 | , the eigen-vector centrality rank and α-centrality
ranks are identical when λ1 is strictly greater than any other
eigenvalue [4]. In this paper, we prove that for normalized α-
centrality, limα→ 1|λ1|
CNα,α exists and is equal to CNα which
is independent of α. We also show that for symmetric ma-
trices, the rankings given by eigenvector centrality CE are
equivalent to the rankings given by normalized α-centrality
CNα = limα→ 1|λ1|
CNα,α = CNα,α> 1|λ1|
(given that λ1 is
strictly greater than any other eigenvalue).
4.2 Evaluation of Influence Predictions
Next, we compare the predicted rankings using influence
models described in Section 2 with the rankings obtained
from the empirical estimate of influence using Pearson’s cor-
relation coefficient, since ties in rank exist.
(a)
(b)
Figure 2: (a) Correlation between the rankings pro-
duced by the empirical measure of influence, which
computes the number of fan votes within the first
100 votes, and rankings computed by different cen-
trality measures. (b) Correlation between the rank-
ings produced by the empirical measure of influence,
which computes the number of fan votes within all
votes, and rankings computed by different central-
ity measures. Note that α(0 ≤ α ≤ 1) stands for
the attenuation factor for normalized α-centrality
and damping factor for PageRank and SenderRank.
The inset zooms into the variation in correlation for
0 ≤ α ≤ 0.01
Figure 2(a) shows correlation of influence rankings of the
submitters, estimated from the average fan votes within the
first 100 votes with their influence rankings relative to each
other, calculated using different centrality measures. As can
be seen from Equation 7, 10 and 15, the characterization
of damping factor (or restart probability) in PageRank and
SenderRank and the attenuation factor in (normalized) α-
centrality are very similar mathematically. Therefore, with-
out loss of generality, we represent both as α(0 ≤ α ≤ 1).
In Section 7 we prove that normalized α-centrality CNα,α
converges to CNα∀α ∈ ( 1|λ1| , 1] ( CNα,α> 1|λ1| (i) = CNα(i)).
In Fig. 2 (inset) we can clearly observe this. CNα,α (shown
in blue) converges to CNα for α > 0.007. The correlation
of CNα with the empirical estimate of influence is very high
(corr. = 0.893024).
On the other hand, we observe that though the PageRank
score converges for every value of α, the PageRank score,
and hence the ranking, is dependent on the value of α. Var-
ious studies have tested different damping factors, but it is
generally assumed that the damping factor should be set
around α = 0.85 [8]. Boldi et al. [2] claim that in case of
PageRank, “for real-world graphs values of α close to 1 do
not give a more meaningful ranking.” Except for values α
close to 1, the influence rankings calculated from normalized
α-centrality correlated better with the empirical estimates
of influence rankings than PageRank rankings.
Correlation of SenderRank, CSR is 0.321. We also observe
that in-degree centrality, Cdin is better correlated to the em-
pirical estimate of influence (corr.= 0.753) than out-degree
centrality, Cdout ( corr. = 0.32). Higher in-degree implies
greater number of fans. A bigger, connected network of fans,
fans of fans an so on can be inferred from higher (normal-
ized) α centrality. Since the spread of information depends
of number of users, who can see and spread the story a user
submitted; fans and networks of fans have a greater contri-
bution to this spread than friends and network of friends.
Hence (normalized) α centrality and in-degree centrality are
better models for predicting influence than SenderRank and
out-degree, when the underlying dynamic process is informa-
tion propagation. There is also a high correlation between
in-degree centrality and normalized α-centrality. For CNα ,
the correlation is 0.91. Our results are in agreement with a
comparison study of centralities for biological networks [29],
where it was shown that the correlation between eigen-vector
centrality and in-degree centrality was high.
Since non-conservative flow of information on Digg is very
different from the conservative flow underlying geodesic path-
based ranking measures, these measures are not well corre-
lated to the empirical estimate of influence. Correlation of
closeness centrality, Cc [22],[35],[37] is 0.0564 and of that
due Lin et al. [34] is 0.0555. Correlation of graph centrality,
Cg is 0.0313 and of betweenness centrality Cb is 0.1112.
If we estimate the influence rankings of users, by taking the
average number of fan votes in all the votes that their sto-
ries receive, the trends (Fig. 2 (b) ) are very similar to those
observed above (Fig. 2 (a)). All centrality measures are
better correlated to the empirical estimate of influence thus
obtained, as can be seen from Fig. 2. The correlation of CNα
with the empirical estimate of influence is very high (corr. =
0.928). Again the correlation of PageRank changes with α
and except for α very close to 1, is less than that of (normal-
ized) α-centrality. As in Fig. 2 (a), in-degree centrality, Cdin ,
is better correlated (corr.=0.82) than out-degree centrality,
Cdin (corr.=0.41). The correlation between Cdin and CNα
is 0.92. Correlation of closeness centrality, Cc [22],[35],[37] is
0.116 and of that due Lin et al. [34] is 0.103. Correlation of
graph centrality, Cg is 0.097 and of betweenness centrality
Cb is 0.1657. Correlation of SenderRank CSR, is 0.407.
Next, we predict the rankings of all 69,524 users within the
network. We do this using the influence models described
above. Interestingly, the top user predicted by most models
is ‘inactive’. ‘Inactive’ is the nomenclature used by Digg to
denote users who are no longer active, i.e., posting or vot-
ing on new stories. The connection between an ‘active’ user
u and another user i exists even after i has become inac-
tive. Thus ‘inactive’ user acts as a sink for these dangling
links. We analyze the overall rankings of the top 100 of the
289 submitters whose influence we have estimated empiri-
cally (using average fan votes in the first 100 votes). Let
emp be the set of rankings corresponding to the top 100
of 289 submitters as determined by the empirical influence.
Let pred be the set of corresponding rankings for the same
submitters using an influence model. The probability that
the top 100 of these 289 submitters (emp(i) ∈ [1, 100]) are
among the top 100 of the 69,524 active users as predicted
by model pred is given by recall, R = |emp ∩ pred|/|emp|.
Recall for normalized α-centrality, CNα , is high (0.76). Us-
ing in-degree centrality, Cdin for predictions, reduces recall
to 0.6. For PageRank Cpr,0.9 and betweenness centrality Cb,
recall is 0.29 and 0.21 respectively. Recall is negligible when
Cc,Cg, Cdout and CSR are used for prediction.
The results corroborate our hypothesis that, since the un-
derlying non-conservative dynamic process of (normalized)
α-centrality, most closely resembles the dynamic process of
information propagation in Digg, (normalized) α-centrality
is a better predictor of the influential users on Digg, than
other influence models.
5. CONCLUSION
In this paper we emphasize the need to distinguish between
different dynamic processes occurring in complex networks
based on their distinct characteristics. Specifically, we cate-
gorize such processes into conservative and non-conservative,
based on the nature of the flow. Further, we classify struc-
tural models which predict the influence standings of ac-
tors within a network into conservative and non-conservative
models based on the underlying dynamic process that these
models emulate. We stress that to get the best predictions of
influence within an network using a influence model, the im-
plicit underlying dynamic process of the model should have
a close correspondence to the actual dynamic process taking
place in that network.
Online social networks, provide us with a unique opportu-
nity to study the continuously evolving dynamic processes
within these networks. Here, we analyze information flow
on the social news aggregator Digg. We hypothesize that
such a process is non-conservative in nature. Hence to best
predict the influential people within this network, we need a
non-conservative influence model. The ability to observe the
actual dynamic process occurring on Digg, allows us to get
an empirical estimate of influence within it. We prove that
this estimate of influence is statistically significant. Using
this empirical influence measure enables us to evaluate the
predictions of different influence models. To the best of our
knowledge, this is the first work which evaluates influence
models based on the structural properties of complex net-
works using the actual underlying dynamics of the network.
As hypothesized, non-conservative models seem to perform
better than conservative models of influence. Specifically,
we observed that the non-conservative model of (normal-
ized) α-centrality is the best predictor of influence within
Digg, where the underlying dynamic process is information
propagation. In this paper, we have also given a simple al-
gorithm for computing normalized α-centrality and the an-
alytical proofs associated with it.
Future work would include applying similar analytical tools
to predict influentials on other online social networks. Most
of the existing structural models of influence, assume that
the structure of the network remains static in the course
of study. However, online social networks are continually
evolving. But researchers have not yet completely under-
stood, the true nature of evolution of these networks. In
future, we would like to delve deeper into the study of evolu-
tion of these networks; and apply the knowledge thus gained
to build upon the existing prediction tools, to take into ac-
count the continual evolution of these networks.
6. REFERENCES
[1] L. Adamic and E. Adar. How to search a social network.
Social Networks, 27:187–203, 2005.
[2] P. Boldi, M. Santini, and S. Vigna. Pagerank as a function
of damping factor. In Proc. of the 14th International World
Wide Web Conference, pages 557–566, 2005.
[3] P. Bonacich. Factoring and weighting approaches to status
score and clique identification. J. of Mathematical
Sociology, 2:113–120, 1972.
[4] P. Bonacich. Eigenvector-like measures of centrality for
assymetric relations. Social Networks, 23:191–201, 2001.
[5] S. P. Borgatti. Centrality and network flow. Social
Networks, 27:55–71, 2005.
[6] U. Brandes. A faster algorithm for betweenness centrality.
J. of Math. Sociology, 25(2):163–177, 2001.
[7] S. Brin, R. Motwani, L. Page, and T. Winograd. What can
you do with a web in your pocket. In Bulletin of the IEEE
Comp. Society Tech. Committee on Data Eng., 1998.
[8] S. Brin and L. Page. The anatomy of a large scale
hypertextual web search engine. The 14th International
World Wide Web Conference, pages 107–117, 1998.
[9] M. Cha, H. Haddadi, F. Benevenuto, and K. P. Gummadi.
Measuring user influence in twitter: The million follower
fallacy. In Proceedings of the 4th International Conference
on Weblogs and Social Media, 2010.
[10] E. Costenbader and T. W. Valente. The stability of
centrality measures when networks are sampled. Social
Networks, 25:283–307, 2003.
[11] J. Davitz, J. Yu, S. Basu, D. Gutelius, and A. Harris. ilink:
Search and routing in social networks. In KDD ’07: Proc.
of the 13th ACM SIGKDD Int. Conf. on Knowledge
discovery and data, pages 931–940. ACM Press, 2007.
[12] J. Dean and S. Ghemawat. Mapreduce: Simplified data
processing on large clusters. Commun. ACM,
51(1):107–113, 2008.
[13] P. Dienes. Notes on linear equations in infinite matrices.
Quart. J. of Math. (Oxford), 3:253–268, 1932.
[14] D.J.Watts. Small Worlds: the dynamics of networks
between order and randomness. Princeton Univ. Press,
1999.
[15] P. Domingos and M. Richardson. Mining the network value
of customers. In KDD ’01: Proc. of the 7th ACM SIGKDD
Int. Conf. on Knowledge discovery and data, pages 57–66.
ACM Press, 2001.
[16] D.Watts. Challenging the influentials hypothesis. WOMMA
Measuring Word of Mouth, 3:201–211, 2007.
[17] D. Eppstein and J. Wang. Fast approximation of centrality.
J. of Graph Algorithms and Applications, 8(1):39–45, 2004.
[18] L. C. Freeman. A set of measures of centrality based on
betweenness. Sociometry, 40:35–41, 1977.
[19] F. Gebali. Markov chains. Analysis of Computer and
Communication Networks, page 65:122, 2008.
[20] D. Gruhl and D. Liben-nowell. Information diffusion
through blogspace. In Proc. Int. World Wide Web
Conference (WWW), pages 491–501, 2004.
[21] P. Hage and F. Harary. Eccentricity and centrality in
networks. Social Networks, 17:57–63, 1995.
[22] S. Hakimi. Optimum locations of switching centers and the
absolute centers and medians of a graph. Operations
Research, 12:450–459, 1965.
[23] T. H. Haveliwala. Efficient computation of pagerank.
Technical report, Stanford University, 1999.
[24] C. Hubbel. An input-output approach to clique
identification. Sociometry, 28:377–399, 1965.
[25] S. Kamvar, T. Haveliwala, C. Manning, and G. Golub.
Exploiting the block structure of the web for computing
pagerank. Technical report, Stanford University, 2003.
[26] L. Katz. A new status derived from sociometric analysis.
Psychometrika, 18:39–43, 1953.
[27] D. Kempe, J. Kleinberg, and E. Tardos. Maximizing the
spread of influence through a social network. In KDD ’03:
Proc. of the 9th ACM SIGKDD Int. Conf. on Knowledge
discovery and data, pages 137–146. ACM Press, 2003.
[28] C. Kiss and M. Bichler. Identification of
influencers-measuring influence in customer networks.
Decision Support Systems, 46(1):233–253, 2008.
[29] D. Koschuetzki and F. Schreiber. Comparison of
centralities for biological networks. German Conference of
BioInformatics, page 53, 2004.
[30] C. Lee, H. Kwak, H. Park, and S. Moon. Finding
influentials from temporal order of information adoption in
twitter. In 19th World-Wide Web (WWW) Conference
Poster, 2010.
[31] K. Lerman and R. Ghosh. Information contagion: an
empirical study of the spread of news on digg and twitter
social networks. In Proceedings of the 4th International
Conference on Weblogs and Social Media, 2010.
[32] J. Leskovec, A. Krause, C. Guestrin, C. Faloutsos,
J. Vanbriesen, and N. Glance. Maximizing the spread of
influence through a social network. In KDD ’07: Proc. of
the 13th ACM SIGKDD Int. Conf. on Knowledge discovery
and data, pages 420–429. ACM Press, 2007.
[33] M.R.Levy and S.Windahl. The Concept of Audience
Activity, Media Gratifications Research: Current
Perspectives. Sage, 1985.
[34] N.Lin. Foundations of Social Research. New York, 1976.
[35] G. Sabidussi. The centrality index of a graph.
Psychmetrika, 31:581–603, 1966.
[36] S.Milgram. The small world problem. Psychol. Today,
2:60–67, 1967.
[37] S. Wasserman and K. Faust. Social Network Analysis:
Methods and Applications. Cambridge Univ.Press, 1994.
7. APPENDIX
If λ is an eigenvalue of A, then
(I − 1
λ
A)x = 0 (18)
Invertibility of (I − 1
λ
A) would lead to the trivial solution of
eigenvector x( x = 0). Hence for computation of eigenvalues and
eigenvectors, we require that no inverse of (I − 1
λ
A) should exist,
i.e.
Det(I − 1
λ
A) = 0 (19)
Equation 19 is called the characteristic equation solving which
gives the eigenvalues and eigenvectors of adjacency matrix A.
Using eigenvalues and eigenvectors, the adjacency matrix A can
be written as:
A = XΛX−1 =
n∑
i=1
λiYi (20)
where X is a matrix whose columns are the eigenvectors of A. Λ
is a diagonal matrix, whose diagonal elements are the eigenvalues,
Λii = λi, arranged according to the ordering of the eigenvectors
in X. Without loss of generality we assume that λ1 > λ2 > · · · >
λn. The matrices Yi can be determined from the product
Yi = XZiX
−1 (21)
where Zi is the selection matrix having zeros everywhere except
for element (Zi)ii = 1 [19].
The α-centrality matrix Cα,k ∀α ∈ [0, 1]is given by:
Cα,k = I + αA+ α
2A2 + · · ·+ αkAk
=
k∑
t=0
αtAt (22)
The normalized α-centrality matrix is then given by:
NCα,k =
1
n∑
i,j
(Cα,k)ij
Cα,k (23)
As shown in Equation 12 and 13 α-centrality vector is vCα,k→∞
and normalized α-centrality vector is vNCα,k→∞.
Ak can then be written as :
Ak = XΛkX−1 =
n∑
i=1
λki Yi (24)
Using Equation 24, 22 reduces to
Cα,k =
n∑
i=1
k∑
t=0
αtλtiYi
=
n∑
i=1
(−1)pi (1− αk+1λk+1i )
(−1)pi (1− αλi)
Yi
(25)
where pi = 0 if α |λi| < 1 and pi = 1 if α |λi| > 1. As obvious
from above, for equation 22 and 25 to hold non-trivially, α 6=
1
|λi|∀i ∈ 1, 2 · · · , n.
We consider the characterization of the series { NCα,k→∞ }for
α ∈ [0, 1].
1. α  1|λ1| : If α 
1
|λ1| , Cα,k→∞ (and NCα,k→∞ ) would
be independent of α, since
Cα,k→∞ ≈ I
NCα,k→∞ ≈
1
n
I (26)
2. α < 1|λ1| : The sequence of matrices {Cα,k} would converge
to Cα as k → ∞ if all the sequences {(Cα,k)ij} for every
fixed i and j converge to (Cα)ij [13]. If α <
1
|λ1| , Cα,k
converges to Cα.
Cα = Cα,k→∞ =
n∑
i=0
1
1− αλi
Yi = (I − αA)−1
NCα,k→∞ =
Cα∑n
ij (Cα)ij
(27)
3. α> 1|λ1| and k →∞, α
kAk dominates in the Equation 25.
Cα,k→∞ ≈ αkAk
NCα,k→∞ ≈
1
n∑
i,j
Akij
Ak (28)
Theorem 1. The induced ordering of nodes due to normalized
α-centrality would be equal to the induced ordering of nodes due
to α-centrality for α < 1|λ1| .
Proof. Since Calpha,α = vCα,k→∞ and CNα,α = vNCα,k→∞,
from equations 26 and 27, the induced ordering of nodes due to
α-centrality (α < 1|λ1| ) would be equal to induced ordering of
nodes due to normalized α-centrality (α < 1|λ1| ).
Theorem 2. The value of normalized α-centrality remains the
same ∀α ∈ ( 1|λ1| , 1] ( CNα,α> 1|λ1|
= CNα).
Proof. As can be seen from equation 28 when α> 1|λ1| and
k → ∞, NCα,k→∞ reduces to 1n∑
i,j
Akij
Ak and is independent of
α. Since normalized α-centrality, CNα,α = vNCα,k→∞, there-
fore, value of normalized α-centrality value remains the same
∀α ∈ ( 1|λ1| , 1] (CNα,α> 1|λ1|
= CNα ).
The remaining theorems hold under the condition that |λ1| is
strictly greater than any other eigenvalue, which is true in most
real life cases studied.
Theorem 3. limα→ 1|λ1|
CNα,α exists and limα→ 1|λ1|
CNα,α =
CNα = CNα,α> 1|λ1|
= vY1∑n
i,j (Y1)ij
.
Proof. Under the assumption that |λ1| is strictly greater than
any eigenvalue, Equation 27, as α→ 1|λ−1 |
reduces to
Cα→ 1
|λ−1 |
,k→∞ =
1
1− αλ1
Y1 (29)
This is because all other eigenvectors shrink in importance as
α→ 1|λ−1 |
[4]. Therefore as α→ 1|λ−1 |
, we have
NCα→ 1
|λ−1 |
,k→∞ =
1
n∑
i,j
(Y1)ij
Y1 (30)
Under the assumption that |λ1| is strictly greater than any other
eigenvalue, αkλk1Y1 dominates in the Equation 25, 28.
Cα,k→∞ ≈ αkλk1Y1
NCα,k→∞ ≈
1
n∑
i,j
(Y1)ij
Y1 (31)
Hence from equation 31, as α→ 1|λ+1 |
, we have
NCα→ 1
|λ+1 |
,k→∞ =
1
n∑
i,j
(Y1)ij
Y1 (32)
Since limα→ 1
|λ−1 |
NCα,k→∞ = limα→ 1
|λ+1 |
NCα,k→∞ = Y1∑n
i,j (Y1)ij
,
therefore limα→ 1|λ1|
NCα,k→∞ exists and
lim
α→ 1|λ1|
NCα,k→∞ =
Y1∑n
i,j (Y1)ij
. (33)
Since CNα,α = vNCα,k→∞, therefore, limα→ 1|λ1|
CNα,α = CNα =
CNα,α> 1|λ1|
= vY1∑n
i,j (Y1)ij
.
Theorem 4. For symmetric matrices, the induced ordering
of nodes due to eigenvector centrality CE is equivalent to the
induced ordering of nodes given by normalized centrality CNα =
limα→ 1|λ1|
CNα,α = CNα,α> 1|λ1|
= vY1∑n
i,j (Y1)ij
.
Proof. For symmetric matrices
A = XΛX−1 = XΛXT (34)
Therefore equation 21 reduces to
Yi = XZiX
T = XiX
T
i (35)
where Xi is the column of X representing the eigenvector corre-
sponding to λi. Hence, in case of symmetric matrices:
CNα = CNα,α> 1|λ1|
= lim
α→ 1|λ1|
CNα,α
=
vY1∑n
i,j (Y1)ij
= c1vX1X
T
1 = c2X
T
1 (36)
where c1 =
1∑n
i,j (Y1)ij
and c2 = c1vX1.
Since XT1 corresponds to the eigenvector centrality vector CE ,
hence for symmetric matrices, the induced ordering of nodes given
by eigenvector centrality CE is equivalent to the induced ordering
of nodes given by normalized centrality CNα = limα→ 1|λ1|
CNα,α =
CNα,α> 1|λ1|
= vY1∑n
i,j (Y1)ij
.
