With the rapid development of Internet technology in recent years, the sources of information materials are becoming more and more abundant. How to dig out useful information data from the vast network space and deal with it efficiently has become an urgent problem for the current intelligence agencies to solve. Aiming at the efficiency and quality of information facing the current intelligence agencies. In this paper, the characteristics and application requirements of intelligence data in cyberspace are analyzed. A new improved algorithm is proposed that based on Apriori algorithm. By setting double thresholds, frequent itemsets and non-frequent itemsets are extracted, the number of non-frequent itemsets is reduced, and then confidence, threshold judgment and non-frequent itemsets are used. Mining positive and negative association rules. Similarly, the integration of large information data in cyberspace is realized. Through induction and filtering of the integrated information data, the association rules are excavated, and the effective information is found. Finally, the effect of "assistant decision-making" is achieved.
Introduction
As society develops, the information based on data becomes more and more important. Nowadays, how to analyze and sort out a large amount of data has become a major problem. At this situation, the value of data mining is highlighted. Date mining not only analyzes the degree of association between things, but also extracts the value of data [1] .
In these kind of association rules, the Apriori algorithm is commonly used. After a thoroughly analysis about the characteristics of intelligence data and its application requirements in cyberspace, this paper proposes a brand-new and improved algorithm based on Apriori algorithm [2] , [3] . The prominent feature is that the algorithm uses the infrequent item set and the judgment which comes from confidence and threshold to mine the positive and negative association rules. Compared with other algorithms, Apriori algorithm reduces the number of frequent itemsets to optimize the modified algorithm, which is beneficial to improve the performance of the algorithm.
The algorithm uses the judgment of confidence and threshold and the infrequent itemset to mine the positive and negative association rules. The remarkable advantages of the algorithm are that it can reduce the number of frequent itemsets and optimize the modified algorithm, which is beneficial to improve the performance of the algorithm.
Related Concept Description

Apriori Algorithm
The function of the Apriori algorithm is to find all itemsets whose support is no less than the minimum support (Minimum Support, minsup). These itemsets are the frequent itemsets [4] . The key of Apriori is that it uses deep search that has the inverse monotonicity of the itemset. That means, if an itemset is infrequent, all its supersets will be infrequent [5] . This property is also called down-closed. The algorithm traverses the data set several times. The first traversal counts the support of all the individual items to determine the frequent items. In each subsequent traversal, the upper layer is used to traverse the obtained frequent itemsets as seed itemsets to generate a new potential frequent item ----candidate itemsets. In addition, the support degree of the candidate set is counted, and the traversal is performed in this traversal. At the end, the candidate set that meets the minimum support is counted. The corresponding frequent item set is traversed as the seed of the next traversal, and the traversal process is repeated until the new frequent itemset can no longer be found [6] .
The specific algorithm flow is as follows: Aperori algorithm achieves great performance by reducing the number of candidate sets [8] . However, the algorithm must generate a large number of candidate sets and need to scan the database repeatedly to check a large number of Candidate sets, so that the cost of it is still high. ; )
Algorithm Flow Design
Aprioiitid Algorithm Design
Although AprioirTid has computational overhead, it has the advantage of storing less space when k is larger. Therefore, Apriori has an advantage in early convenience (k is smaller), and AprioriTid is better in later traversal (k is larger). Since Apriori and AprioriTid use the same option set generation process, the same item set is counted so that the two algorithms can be combined in sequence. AprioriHybrid is used in the initial traversal [9] .
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Feasible example Now let's use the small data shown in Table 1 to explain the detailed behavior of the algorithm mentioned above. In the table, the SID represent the sequence ID and TT columns represent transaction time. The data set is used in the mining of association rules [10] (including frequent itemsets) mining and maximum sequence pattern mining, except that SID and TT are not considered in the example of mining association rules (including frequent itemsets). From the above, we can see that the Apriori algorithm scans the data set three times in order to obtain frequent itemsets [11] . Below we will see that the AprioriTid algorithm only scans the data set once. The algorithm uses new datasets 1 C and 2 C when calculating the support for candidate sets in 
Association rules (algorithm 4.2)
In this section, we use algorithm 4.2 to generate the association rules from the frequent itemsets obtained earlier. Let the algorithm parameter mincof=0.6. At first, let's observe the frequent 2-item sets cd, ef, df, dg. Each frequent itemset only produce two rules. Table 4 .2 summarizes these rules and their confidence. 1 and 8 are the association rules for the output of Algorithm 4.2 because they satisfy the constraint of minconf. The ap-genrules procedure is used once for each rule satisfying the constraint. However, there is no output anymore since it no longer generates other rules from the frequent 2-itemset. Next, look at Algorithm 4.2 to generate association rules from the frequent 3-item set cdf. Firstly, as shown in Table 3 , three association rules that satisfy the minconf constraint are generated. The latter form of these rules is 1-item. Then, in the process ap-genrules, the apriori-gen process is used with the parameters cdf and {c, d, f} to get some 2-item sets {cd, cf, df}, which are used as the consequent of new association rules. The latter part is shown in Table 4 . However, the confidence of these rules is less than the threshold minconf=0.6, so it cannot be output. Since the consequent of the 3-item form cannot be obtained from cdf, the ap-genrules process is terminated. In addition, algorithm 4.2 is also terminated because F is empty [13] .
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Generate Positive and Negative Association Rules By Frequent Itemsets
Algorithm generates positive and negative association rules through frequent itemsets 
Experimental Results and Analysis
Under the condition that the 10 transaction data sets have a support degree of 0.2 (the support count is 2), the implementation process of the Apriori algorithm is as follows.
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L and 1 L are connected to the candidate set of four 4 C , which is easy to get an empty set after pruning. Finally, the maximum three frequent sets {a,b,c} and {a,c,e} are obtained. It can be seen from the above process that 1 L , 2 L , and 3 L are frequent itemsets, and 3 L is the maximum frequent item set. Process 2: Association rules are generated by frequent sets [17] . The confidence formula is calculated as:
is the number of transactions that contain the item set AB  ;
Support_count(A) is the number of transactions that contain item set A. According to this formula, you can calculate the confidence of the association rule.
The support and confidence of the generated 24 association rules are as follows [18] .
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a,c->e 30% 60%
a,e->c 30% 100%
c,e->a 30% 100%
The confidence level is calculated as follows: 
Journal of Computers
Conclusion
This paper proposes an algorithm that effectively generates positive and negative association rules at the same time [19] , [20] . It can not only capture the negative correlation between frequent itemsets, but also extract the correlation between infrequent itemsets. The traditional association rule mining algorithm mainly focuses on generating positive correlation rules in frequent itemsets or only uses infrequent [21] itemsets to generate negative association rules. The experimental results show that the proposed method is effective. In the future research, the quality and effectiveness of the generated association rules can be further improved by the algorithm at this paper [22] . The related association rules of intelligence data can improve its efficiency, and thus it provides advantages for how to make decision [23] - [25] .
