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Introduction
In this paper, we analyze the relationship between commuting time and the time devoted to both home production and childcare, with a focus on gender differences. We use the Dutch Time Use Surveys for the years 2000 and 2005 , which allow us to analyze the time devoted to commuting, home production, and childcare during the day, and with information for seven days of the week for each individual. Furthermore, to deal with reverse causality, we use Propensity Score Matching techniques to obtain imputed data for individuals. The fact that individuals report their daily activities, in their own words, makes these surveys extremely helpful, as has been shown in Gimenez-Nadal and Molina (2014) , given that individual perceptions determine whether the activity is considered as commuting, or not.
Recent studies have shown that most household responsibilities (e.g., time devoted to home production and childcare) continue to be carried out by women (Aguiar and Hurst, 2007; Gimenez-Nadal and Sevilla, 2012) , and evidence from time use surveys in developed countries shows that there is still a gender gap in commuting time favouring men, and that this difference has remained relatively constant over time. More specifically, Figure 1 shows the average time devoted to commuting by men and women in the Netherlands, the United Kingdom, and the United States in recent decades, obtained from an analysis of the Multinational Time Use Study. We observe that the average commuting time of women is well below that of men, and that such gender differences in commuting time have remained relatively constant in the 3 countries, and have even increased in the UK.
Prior literature on the effect of gender on commute duration is not conclusive. Some studies have shown that commuting differences by gender changed little, historically, with women's trip lengths remaining substantially below those of men (see, among others, Kain, 1962; Rosenbloom, 1978; Giuliano, 1979; Wachs, 1987 Wachs, , 1991 . Crane (2007) shows that, in the US, after controlling for other sources of difference, such as demographics and community features, the average woman's trip to work differs markedly from the average man's.
1 Iwata and Tamada (2008) show that time spent by Japanese married women in commuting follows a backward-bending pattern. Sandow and Westin (2010) find that Swedish women have a shorter commute than men 2 regardless of employment sector, education level, and family situation, indicating that the gender role and the daily time constraints of women impose stricter limitations on women's geographical labor mobility. But other studies have challenged the idea that transportation needs of women are different with respect to those of men. Doyle and Taylor (2000) argue that commute times converged for gender, among other variables, as early as the mid-1990s. Gossen and Purvis (2005) report that San Francisco journeyto-work times in 2000 were the same for women and men in all age groups, except for those in their 50s, and Vandersminssen, Thériault and Villenueve (2006) show that commute distances in the Quebec Metropolitan Area also converged when controlling for type of household or for the presence of children.
The debate about gender differences in commuting behaviour is reflected in theories about women's commuting trips. Rational utility theorists argue that women's lesser attachment to the labour force is behind women's shorter commute times, with these gender differences tending to diminish in the near future. Others contend that women's shorter commutes are an outcome of the constraints society puts on women at home and at work, with these being divided into those who attribute the source of the difference to the problem of gender discrimination in the labour market, and those who attribute it to women's household responsibilities, thus hypothesizing that the disproportionate burden of household responsibility on women requires short commute times and makes it difficult for them to work away from home (this has come to be known as the Household Responsibility Hypothesis, HRH).
Considering the HRH issue, Turner and Neimeier (1997) review prior evidence regarding the relationship between commuting and household responsibility, and find that the research evaluating the degree to which this gender differential in commuting can be explained by the division of labour in the household has produced mixed results, despite that the authors find evidence in favour of the HRH. Against this background, this paper focuses on testing the HRH, and offers new empirical findings. To that end, we use the sample of working individuals from the Dutch Time Use Surveys (DTUS) of 2000 and 2005 to empirically address the relationship between commuting time and the time devoted to both home production and childcare activities. One substantial advantage of the DTUS over other time use surveys, such as the American, the Australian, and the British, is that there is time use information for 7 consecutive days for each individual, allowing us to take into account potential variations of commuting 3 times across days. In our empirical analysis, we take into account that the time devoted to commuting, home production, and childcare are choices workers make, and we thus propose the use of a matching strategy (Propensity Score Matching) to deal with potential reverse causality between commuting time and household responsibilities.
Our results show that, after reverse causality is taken into account, the effect of home production on commuting time for women is more than double the effect for men, while childcare time affects only women's commuting time. As the negative relationship between commuting time and time devoted to home production is greater for women, we interpret this result as evidence that such responsibilities impose more restrictions on commuting time for women, compared to men, which explains why women have shorter commutes. Moreover, the fact that childcare is negatively associated with women's commuting time also helps to explain why women have shorter commutes than men.
Our contribution to the literature is threefold. First, as argued by Crane (2007) , understanding the effect of women's roles on their commute lengths may help predict future housing and work-place location preferences, depending on their household responsibilities and lifestyles, and it can also help predict future location decisions of employers who want to employ women, who may or may not be spatially restricted.
Our study proves relevant for this issue. Second, it may be relevant for future transportation planning, regarding the varied demands of transportation modes for women and men. For instance, it could be that, due to their household responsibilities, women may be more likely than men to use public transport (Schulz and Gilbert, 1996; Doyle and Taylor, 2000; Hamilton and Jenkins, 2000; Hoedemaeker et al., 2012; Sánchez de Madariaga, 2013) . Third, we introduce time use surveys as an alternative data source to analyze individual commuting behaviour. As has been shown in Gimenez-Nadal and Molina (2014) , the use of this type of survey together, with the Propensity Score Matching method, are helpful in analyzing the relationships between labour market hours, commuting time, and other uses of time.
The rest of the paper is organized as follows. Section 2 reviews the factors that have been identified as being related to the commuting behaviour of individuals. Section 3 describes the data. Section 4 describes the empirical strategy, Section 5 describes our results, and Section 6 sets out our main conclusions. 
Factors related to commuting behavior
Prior research has identified numerous potential influences on commuting habits, and they can basically be grouped in 3 categories: microeconomic, land use/geographical, and macroeconomic factors. The microeconomic and land use/geographical variables are the most common analyzed characteristics, while the analysis of macro variables, such as the use of Gross Domestic Product (GDP) or (lagged) changes in GDP to make predictions, or as a control variable, is quite limited in the literature (Dargay and Gately, 1999; Johansson et al., 2002; Östh and Lindgren, 2012) .
Regarding the microeconomic variables, characteristics such as gender, age, level of education, personal income, presence and number of children, home ownership, or car availability/ownership, have all been considered as influencing the commuting behavior of individuals. The factors that may have a positive relationship with commuting are personal income (Benito and Oswald, 2000; Pucher and Renne, 2003; Rouwendal and Nijkamp, 2004; Schwanen et al., 2004; Dargay and Van Ommeren, 2005; Simonsohn, 2006; Susilo and Maat, 2007; Sandow, 2008; Sandow and Westin, 2010; Dargay and Clark, 2012; Östh and Lindgren, 2012) , education (Benito and Oswald, 2000; Susilo and Maat, 2007; Sandow, 2008; Östh and Lindgren, 2012) , and home ownership (Deding et al., 2008; Groot et al., 2012) and car ownership (Pucher and Renne, 2003; Schwanen et al., 2004; Dargay and Clark, 2012) . Microeconomic factors that have been found to have a negative relationship with commuting are gender (Hanson and Hanson, 1993; Turner and Niemeier; Kwan; 1999; Hjorthol; Simonsohn, 2006; Sandow, 2008; Sandow and Westin, 2010; Dargay and Clark, 2012; Groot et al., 2012; , age (Susilo and Maat, 2007; Sandow and Westin, 2010; Van Acker and Witlox, 2011; Dargay and Clark, 2012; Östh and Lindgren, 2012) and children (Simonsohn, 2006; Sandow, 2008; . Other factors that have been included in the analysis of commuting behavior are the full-/part-time status of workers (Benito and Oswald, 2000; Van Acker and Wiltox, 2011; Groot et al., 2012 ), partner's commute (Sandow and Westin, 2008) , and country of origin (Östh and Lindgren, 2012) .
For the land use/geographical variables, other studies have found a negative relationship between commuting and population/residential density (Rouwendal and Nijkamp, 2004; Schwanen et al., 2004; Susilo and Maat, 2007; Sandow, 2008; Dargay 5 and Clark, 2012) and job density (Johansson et al., 2002; Rouwendal and Nijkamp, 2004) . Factors that may condition the commuting behavior of individuals are the urban/rural residence (Schwanen et al. 2004; Susilo and Maat, 2007; Östh and Lindgren, 2012) , residential region (Pucher and Renne; Sandow and Westin, 2010) , housing price (Rouwendal and Nijkamp, 2004) , and intensity of land use (Rouwendal and Nijkamp, 2004; Van Acker and Wiltox, 2011) , among others.
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Several explanations can be used to address the gender differences in commuting behavior. First, it could be that differences in the socio-demographic characteristics of men and women explain the gender gap in commuting distance and time, as higher income and education are positively related with commuting distance. However, and despite that the gender difference in commuting decreases when one controls for income and occupation (Singell and Lillydahl, 1986; Gordon et al., 1989; Hanson and Johnston, 1995; Sandow and Westin, 2010) , the difference does not disappear. A second factor is geographical, as there are gender-segregated labour markets in which women are concentrated in female-dominated occupations. To the extent that these femaledominated occupations are more evenly distributed, compared to male-dominated occupations, women have greater possibilities to find a job closer to home, with a shorter commute (Hanson and Johnston, 1985; Hanson and Pratt, 1995) . The third and main hypothesis of this paper is related to social roles: social roles for men and women are different, and women must adapt their commuting patterns to their chores at home, accepting jobs closer to home (Turner and Niemeir, 1997; Sandow and Westin, 2010) .
In an analysis using German data, Gutiérrez-i-Puigarnau and Van Ommeren (2010) find that the effect of commuting distance on labour supply patterns is (much) stronger for female workers, which may indicate that female workers are more restricted in their commuting behaviour, consistent with differential social roles. Similarly, Compton and Pollak (2014) find that the predicted probability of employment and labour force participation is higher for married women with young children, living in close proximity to their mothers or their mothers-in-law, compared with those living further away. This is consistent with the Household Responsibility Hypothesis, which posits that women must adapt their employment patterns to their chores at home. week, on market work or home production) is that diary-based estimates of time use are more reliable and accurate than estimates derived from direct questions (Juster and Stafford, 1985; Robinson, 1985; Bianchi et al., 2000; Bonke, 2005; Yee-Kan, 2008 ).
In the labour supply literature, Klevmarken (2005) (Aguiar and Hurst, 2007; Guryan, Hurst and Kearney, 2008; Gimenez-Nadal and Sevilla, 2012; Sevilla et al., 2012) .
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For the sake of comparison with prior studies (Aguiar and Hurst, 2007; GimenezNadal and Sevilla, 2012) , we restrict our sample to full-/part-time workers between the ages of 21 and 65 (inclusive). Our results can thus be interpreted as being "per working adult", who are likely to commute in their working days. Additionally, given that households have typically been defined as those formed by a couple and their children (Connelly and Kimmel, 2009; Gimenez-Nadal and Molina, 2013) , we also restrict the Production, we use the information collected in the variables main18 "food preparation, cooking", main19 "set table, wash/put away dishes", main20 "cleaning", main21
"laundry, ironing, clothing repair", main22 "home/vehicle maintenance/improvement", main23 "other domestic work", main24 "purchase goods", main26 "consume other services", main27 "pet care (other than walk dog)", main32 "adult care", main66
"child/adult care-related travel", and main67 "travel for shopping, personal or household care", and we sum the time devoted to all these activities. For the time devoted to Childcare, we use the information collected in the variables main28 "physical, medical childcare", main29 "teach, help with homework", main30 "read to, talk or play with child", and main31 "supervise, accompany, other childcare", and we sum the time devoted to all these activities. Thus, we have information for Commuting, Home Production and Childcare at the individual level for the seven days of the week. 4 We find a gender difference in the time devoted to Commuting that is statistically significant at standard levels, with male workers devoting more time to this activity (0.28 more hours per day) compared to their female counterparts, consistent with the existing literature showing that men have longer commutes than women (Pazy et al., 1996; Turner and Neimeier, 1997; Plaut, 2006) . 5 We also find a gender gap favouring females in Home Production and Childcare, with women devoting 1.47 and 0.53 more hours per day, respectively, to these activities compared to their male counterparts, with such differences being statistically significant at standard levels.
Empirical evidence
Thus, we find that working females, compared to their male counterparts, devote less time to Commuting and more time to Home Production and Childcare, which is consistent with the HRH framework, within which women have shorter commutes because they have more household responsibilities. Additionally, these differences in the time devoted to the three activities are also reflected in terms of participation in the 
Empirical Strategy
We estimate Tobit (Tobin, 1958 ) models on the time devoted to Commuting, by gender. Foster and Kalenkoski (2013) compare the use of Tobit and OLS models in the analysis of the time devoted to childcare activities, finding that the qualitative conclusions are similar for the two estimation methods. We have also estimated OLS models, and results (available upon request) are qualitatively the same.
The statistical model is as follows. For a given individual 'i', let C ij represent the daily hours individual "i" on day "j" devotes to commuting, let
Home_Production ij /Childcare ij be the time devoted to home production/childcare by individual "i" in day "j", let X i be a vector of socio-demographic and regional characteristics, and let ε ij be random variables that represent unmeasured factors. We suppose that there is a latent variable (C * ij ) that linearly depends on X i via the parameters β and (vector) γ that determines the relationship between Home_Production ij /Childcare ij and the independent vector X i , on the one hand, and C * ij , on the other. The observable variable (C ij ) is defined as being equal to the latent variable whenever the latent variable is above zero, and '0' otherwise. We estimate the following equations:
where C Home_Production
where C Child_Care
where Commuting ij represents the time devoted to Commuting by individual "i" on day "j" (j=1,3...7), and Home_Production ij and Child_care ij is the time devoted to Home Production and Childcare by individual "i" on day "j". Where the raw data shows a negative relationship between Commuting, and Home Production and Childcare (see The vector X i includes socio-demographic and regional characteristics, according to the factors reviewed in Section 2. 7 We include age and its square, university education, secondary education, working full-time (as opposed to part-time), whether the partner is employed (a proxy for the commuting probability of the partner), the number of children under 18 in the household, whether the youngest child in the household is under 5, between 5-12, or between 13-17, if there is at least one motorized vehicle at home (as an indicator of car availability), and whether there is at least one computer at home, to control for the possibility that the respondent may be doing tele-work. We also refers to monthly household income in €. Moreover, prior research has shown a relationship between occupation and commuting (Hanson and Johnston, 1985; Gordon et al., 1989; Hanson and Pratt, 1995) , as female-dominated occupations are more evenly distributed compared to men, and thus women may choose jobs closer to home. One of the limitations of the DTUS is that it does not contain information on occupations, despite that we can control for whether the individual works in the public sector or not, since the category of female-dominated occupations includes jobs in the public sector (Sandow and Westin, 2010 
Propensity Score Matching
We must beware of endogeneity in our analysis, since commuting distance, commuting time, and non-market work activities could all be related to unobserved factors that influence the individual choices of where to live, where to work, and how to get from one to the other. Thus, to estimate the empirical relationship between commuting and non-market work hours, we must deal with potential endogeneity between commuting and the time devoted to home production or childcare. As a method to overcome this problem, we propose the use of Propensity Score Matching to impute the time devoted
to Home Production and Childcare. Our strategy is based on Borra, Sevilla and
Gershunny (2013), and applied in Gimenez-Nadal and Molina (2014) where the authors use a statistical matching method to combine data from two different datasets to obtain imputed values of a range of uses of time.
The PSM method was originally proposed by Rosenbaum and Rubin (1983) to evaluate employment and education programs (Lalonde, 1986; Fraker and Maynard, 1987; Dehejia and Wahba, 2002) , and it is suitable when an experimental design is not feasible, or when the evaluation questions are broader than assessing the effect of an intervention on participants, and it allows us to match individuals in a treatment group to others who did not participate, but have comparable characteristics.
The innovation of PSM compared to other matching methods is that it develops a single (propensity) score that encapsulates multiple characteristics, rather than requiring a one-to-one match of each characteristic, simplifying matching by reducing dimensionality. The interest in PSM accelerated after Heckman et al. (1998a,b ) assessed the validity of using propensity matching to characterize selection bias using experimental data. PSM employs a predicted probability of group membership (treatment vs. control group), based on observed predictors usually obtained from a logistic regression to create a counterfactual group.
One of the advantages of these matching methods over regression is that the variation in the imputed variable that occurs in the donor dataset is simulated as closely as possible, given that a unique donor value can be found for each recipient record 14 (Connelly and Kimmel, 2009 ). Another benefit is that it restricts inferences to samples for which there is overlap in covariate distributions across data sets (the common support region), thereby avoiding unwarranted model extrapolations (Dehejia and Wahba, 2002) . A further advantage of matching over regression analysis is that it is non-parametric: matching does not impose functional form restrictions, such as linearity and homogeneous effects on the distribution of covariates, both assumptions being usually unjustified, either by the economic theory or by the data (Zhao, 2008) .
Moreover, matching does not require exclusion restrictions for the identification of the imputed variable when used in the combined dataset.
To implement propensity score matching, both datasets are combined and a dummy variable is constructed taking value 1 if the observation belongs to the recipient file commuting time and non-market work hours, since the imputed variable preserves the variation of the original data. Additionally, given that the same factors may differentially affect the time devoted to both home-production and child-care, depending on the gender of the respondents, we apply this matching strategy by gender.
We first specify and estimate a binomial probit model of the probability of belonging to the 2005 sample; that is, we obtain the propensity score. Second, we impose the common support condition; that is, we restrict the 2000 sample to observations whose Table 2 shows the results from the probit model of the likelihood of belonging to the 2005 sample, for men and women separately. We run a probit regression of the binary indicator, taking value "1" for observations in the 2005 sample and "0" for observations in the 2000 sample, over the set of common variables. We consider the demographic and personal characteristics of the respondents (education), household characteristics (living in urban area, computer at home), and time-use behaviour (time devoted to personal care and market work, diary was collected during a working day). In the estimation of the propensity score, the balancing property is fulfilled (the mean propensity score is not different for treated and untreated individuals in each block).
8 Figures 5A and 5B show the propensity score histograms for both datasets, and for men and women, respectively, showing a high degree of overlap between the two distributions, indicating that the common support assumption is satisfied.
Results
Columns (1) and (2) in Table 3 show the results of estimating Equation (1) Commuting per day. These results imply that as the time devoted to non-market work activities increases, the time devoted to commuting decreases, consistent with the 8 In the literature of evaluation of public policies/programs, researchers must face the dimensionality problem, which consists of the lack of common support between the treated and untreated groups with cells containing treated observations and/or untreated observations only, and it is present when the number of covariates is large, or many of the covariates have many values, or are continuous. In this framework, the "Balancing Property" establishes that the mean propensity score must not be different for treated and untreated individuals in each cell, and if this property is not fulfilled, a less parsimonious specification of the propensity score is needed. The fulfilment of this property prevents us from choosing all the covariates used as controls in our main regressions, and only a limited set of such covariates can be included as covariates in the PSM.
Household Responsibilities Hypothesis that considers that household responsibilities decrease the time devoted to commuting. To the extent that females devote 1.47 and 0.53 more hours per day to these activities, we obtain that women devote 0.59
(1.47*0.266 + 0.371*0.53) fewer hours per day to commuting time.
However, results for Equations (1) and (2) may be biased, as the time devoted to
Commuting, Home Production, and Childcare are jointly determined, and thus our results may suffer from potential endogeneity between commuting time and non-market work activities. Columns (5) to (8) in Table 3 show the results of estimating Equations (1) and (2) on the time devoted to Commuting, where the time devoted to Home Production and Childcare have been imputed using Propensity Score Matching to take into account reverse causality issues. These results can be interpreted as being free of the problem of reverse causality, despite that we cannot identify the relationship between commuting time and labour market hours net of individual unobserved heterogeneity.
Columns (5) and (6) Childcare. When we control for reverse causality of commuting on childcare, we find that only childcare by women reduces their commuting time, while we find no effect for men. This result is consistent with the Household Responsibility Hypothesis, which posits that childcare responsibilities are negatively associated with the time devoted to commuting for women, and also helps to explain why women have shorter commutes.
It is a truism that there are social roles in society, and those roles vary by gender, with our results in this work providing a specific example: women adapt their commuting patterns to their chores (home production and childcare), leading them to take jobs closer to home and thus reducing their commuting time and distance (Turner and Niemeir, 1997; Sandow and Westin, 2010) .
Regarding the rest of the socio-demographic and geographic/land use factors, we find that age has an inverted u-shaped relationship with daily commuting for women, with the maximum reached around the age of 40, and that working full-time, and housing prices, are both positively related to the duration of women's daily commuting.
Conclusions
The existing literature has shown that commuting entails monetary and mental/physical health costs, and many urban and job search models have included commuting as one of their variables of interest, although the evidence of gender differentials in commuting behaviour has been inconclusive. In this paper, we analyze time use data from three developed countries to determine whether there are gender-variant differences in commuting durations, and whether any such differences have held relatively constant over time. One theory proposed to explain shorter commutes by women is the Household Responsibilities Hypothesis, which posits that the disproportionate burden of household responsibility on women necessitates shorter commuting times and makes it more difficult for them to work away from home.
In this paper, we analyze the relationship between commuting time and the time devoted to both home production and childcare, with a focus on gender differentials. In doing so, we use a sample of working individuals from the Dutch Time Use Surveys (DTUS) of 2000 and 2005 to empirically address the relationship between commuting time and the time devoted to both home production and childcare activities. In our empirical analysis, we take into account that the time devoted to commuting, home production, and childcare are choices workers make, and we thus propose the use of a matching strategy (Propensity Score Matching) to deal with potential reverse causality 18 between commuting time and household responsibilities. Our results show that the effect of home production on commuting time for women is more than double the effect for men, while childcare time affects women's commuting time behaviour only; this is consistent with the Household Responsibility Hypothesis.
We hope that our results will stimulate further research on the topic of commuting behaviour and its connection to household responsibilities. Theoretical -as well as further empirical -research is needed to shed light on the question of how gender affects the commuting behaviour of individuals. Furthermore, employment policies should consider the relationship between commuting and household responsibilities, as more family-friendly policies would increase the desire of women to work further away from home, which could ultimately increase their labour force participation.
The data used in this paper impose two limitations. First, it is a cross-section of individuals, which does not allow us to identify the relationship between commuting and household production hours net of (permanent) individual heterogeneity in preferences. Second, our data does not include information on wages or occupations, and so we cannot ascertain the relationship between commuting and household production hours, net of individual heterogeneity, in wages and occupations (factors that have been shown to affect individual commuting behaviour and the gender gap).
Alternative datasets with a panel data structure, such as the British Household Panel Survey and the Panel Study of Income Dynamics, both of which provide information on market-work hours, and which lend themselves to a similar matching strategy, could be used to investigate this topic. We leave this issue for future research. (1975, 1980, 1985, 1990, 1995, 2000, and 2005) , the United Kingdom (1974, 1983, 1995, 2000 and 2005) and the United States (1965, 1975, 1985, 1992, 1994 and 2003) . Commuting is the time devoted to "travel to or from work". We calculate the average time devoted to commuting by country, survey, and gender, and demographic weights included in the survey are used Commuting is the time devoted to "travel to or from work". Home production includes the time devoted to "food preparation, cooking", "set table, wash/put away dishes", "cleaning", "laundry, ironing, clothing repair", "home/vehicle maintenance/improvement", "other domestic work", "purchase goods", "consume other services", "pet care (other than walk dog)", "adult care", "child/adult care-related travel" and ""travel for shopping, personal or household care". Childcare includes the time devoted to "physical, medical childcare", "teach, help with homework", "read to, talk or play with child" and "supervise, accompany, other childcare". Time use activities are measured in hours per day. The analysis is restricted to working days, defined as days where respondents devote 60+ minutes to market work activities excluding commuting, where market work is defined as the sum of the time devoted to the categories main7 "paid work, main job (not at home)", main8 "paid work at home", main9 "second or other job not at home", main11 "travel as a part of work" and main12 "other time at workplace". Commuting is the time devoted to "travel to or from work". Home production includes the time devoted to "food preparation, cooking", "set table, wash/put away dishes", "cleaning", "laundry, ironing, clothing repair", "home/vehicle maintenance/improvement", "other domestic work", "purchase goods", "consume other services", "pet care (other than walk dog)", "adult care", "child/adult care-related travel" and ""travel for shopping, personal or household care". Childcare includes the time devoted to "physical, medical childcare", "teach, help with homework", "read to, talk or play with child" and "supervise, accompany, other childcare". Time use activities are measured in hours per day. The analysis is restricted to working days, defined as days where respondents devote 60+ minutes to market work activities excluding commuting, where market work is defined as the sum of the time devoted to the categories main7 "paid work, main job (not at home)", main8 "paid work at home", main9 "second or other job not at home", main11 "travel as a part of work" and main12 "other time at workplace". Commuting is the time devoted to "travel to or from work". Home production includes the time devoted to "food preparation, cooking", "set table, wash/put away dishes", "cleaning", "laundry, ironing, clothing repair", "home/vehicle maintenance/improvement", "other domestic work", "purchase goods", "consume other services", "pet care (other than walk dog)", "adult care", "child/adult care-related travel" and ""travel for shopping, personal or household care". Childcare includes the time devoted to "physical, medical childcare", "teach, help with homework", "read to, talk or play with child" and "supervise, accompany, other childcare". Time use activities are measured in hours per day. The analysis is restricted to working days, defined as days where respondents devote 60+ minutes to market work activities excluding commuting, where market work is defined as the sum of the time devoted to the categories main7 "paid work, main job (not at home)", main8 "paid work at home", main9 "second or other job not at home", main11 "travel as a part of work" and main12 "other time at workplace". Commuting is the time devoted to "travel to or from work" and is measured in hours per day. The analysis is restricted to working days, defined as days where respondents devote 60+ minutes to market work activities excluding commuting, where market work is defined as the sum of the time devoted to the categories main7 "paid work, main job (not at home)", main8 "paid work at home", main9 "second or other job not at home", main11 "travel as a part of work" and main12 "other time at workplace". Diff. Men-Women measures the difference in the overall value of the variable for men and women, p-value diff shows the p-value of a t-type test of equality of means. Personal care and market work are measured in hours per day. *Significant at the 90% level **Significant at the 95% level ***Significant at the 99% level. Commuting is the time devoted to "travel to or from work". Home production includes the time devoted to "food preparation, cooking", "set table, wash/put away dishes", "cleaning", "laundry, ironing, clothing repair", "home/vehicle maintenance/improvement", "other domestic work", "purchase goods", "consume other services", "pet care (other than walk dog)", "adult care", "child/adult care-related travel" and ""travel for shopping, personal or household care". Childcare includes the time devoted to "physical, medical childcare", "teach, help with homework", "read to, talk or play with child" and "supervise, accompany, other childcare". Time use activities are measured in hours per day. The analysis for the relationship between commuting and childcare is restricted to individuals with at least one child under 18 in the household. *Significant at the 90% level **Significant at the 95% level ***Significant at the 99% level.
