The polynomial method and Ambainis's lower bound method are two main quantum lower bound techniques. Recently Ambainis showed that the polynomial method is not tight. The present paper aims at studying the limitation of Ambainis's lower bounds. We first give a generalization of the three known Ambainis's lower bound theorems. Then it is shown that all these four Ambainis's lower bounds have an upper bound, which is in terms of certificate complexity. This implies that for some problems such as TRIANGLE, k-CLIQUE, and BIPARTITE/GRAPH MATCHING whose quantum query complexities are still open, the best known lower bounds cannot be further improved by using Ambainis's techniques. Another consequence is that all the Ambainis's lower bounds are not tight. Finally, we show that for total functions, this upper bound for Ambainis's lower bounds can be further improved. This also implies limitation of Ambainis's method on some specific problems such as AND-OR TREE, whose precise quantum complexity is still unknown.
Introduction
Quantum computing has received a great deal of attention in the last decade because of the potentially high speedup over the classical computation. Among others, query model is often used in studying quantum complexity, partly because many known quantum algorithms fall into this framework, including Simon's algorithm [21] , Shor's period finding [22] , Grover's searching algorithm [16] and many others [8, 9, 14, 15, 17] . In the query model, the input is accessed by querying an oracle, and the goal is to minimize the number of queries made. We are most interested in double sided bound-error computation, where the output is correct with probability at least 2/3 for all inputs. We use Q 2 (f ) to denote minimal number of queries for computing f with double sided bound-error. For more details on quantum query model, we refer to [4, 12] as good surveys.
Two main lower bound techniques for Q 2 (f ) are the polynomial method [7] and Ambainis's lower bounds [3] , the latter of which is also called quantum adversary method. Many lower bounds have recently been achieved by applying the polynomial method [1, 7, 19, 20, 23 ] and Ambainis's lower bounds [2, 3, 5, 13] . Recently, Aaronson even used Ambainis's lower bound technique to achieve lower bounds for some classical algorithms [2] . Given the usefulness of the two methods, it is interesting to know how tight they are. In a recent work [5] , Ambainis proved that polynomial method is not tight, by showing a function with polynomial degree M and quantum query complexity Ω(M 1.321... ). So a natural question is the power of Ambainis's lower bounds.
There are several known versions of Ambainis's lower bounds, among which the three Ambainis's theorems 1 are widely used partly because they have simple forms and are thus easy to use. This paper aims at studying the limitation of them, and one of the results is that they are not tight either.
Among these three, the original two are given in [3] (as Theorem 5.1 and Theorem 6.1), where the second one generalizes the first one. We denote by Alb 1 (f ) and Alb 2 (f ) the best lower bound that can be achieved for function f by these two techniques. (Alb is short for "Ambainis's lower bound"). Recently, Ambainis generalized Alb 1 in another way [5] (as Lemma 1) . We denote by Alb 3 (f ) for this one. Since Alb 2 and Alb 3 generalizes Alb 1 in different ways, it is natural to consider combining them and get a further general one. In Section 3, we give a new lower bound theorem based on this idea.
Both Alb 2 and Alb 3 have exhibited usefulness. For instance, there are some problems in which good lower bounds are achieved by Alb 2 , but are impossible or at least difficult to achieve by Alb 1 . INVERTING A PERMUTATION [3] and GRAPH CONNECTIVITY [13] are two examples. For Alb 3 , it is used in [5] to prove that polynomial method is not tight by choosing the weight functions in a clever way. In Section 4, We will further show the usefulness of Alb 2 and Alb 3 by proving a Ω(n 1.5 ) lower bound for BIPARTITE MATCHING, a problem whose quantum complexity is open. Since both Alb 2 and Alb 3 exhibit more power than Alb 1 , and Alb 4 even combines the advantages of them two, it is reasonable to try to use Alb 2,3,4 to achieve some good lower bounds where Alb 1 fails to do so. Note that . For example TRIANGLE problem is to decide whether a n-node graph contains a TRIANGLE 2 . Grover search gives an O(n 1.5 ) algorithm for TRIANGLE, which had been the best known upper bound until very recently aÕ(n 10/7 ) [24] and aÕ(n 1.3 ) algorithm were found [18] . By Alb 1 we can easily get a Ω(n) lower bound for TRIANGLE, and it is not hard to show that we cannot get a higher one if we only use Alb 1 . So one might naturally want to try to use Alb 2,3,4 to get a superlinear lower bound.
A related problem is k-CLIQUE, which is to decide whether a n-node graph contains a k-CLIQUE. Clearly, TRIANGLE is just a 3-CLIQUE problem, so k-CLIQUE is harder in general. Therefore, one might like to first try to use Alb 2,3,4 to get a superlinear lower bound on k-CLIQUE.
BIPARTITE MATCHING and GRAPH MATCHING are in the same situation. The former is to decide whether a given bipartite graph has a perfect matching, and the latter is the the same except that the input is a general undirected graph. In Section 4, we give a Ω(n 1.5 ) lower bound for BIPARTITE MATCHING. But as no algorithm lower than O(n 2 ) is known, one may want wonder whether we can make a lower bound better than Ω(n 1.5 ) by applying Alb 2,3,4 in some more clever way. Or one may hope to first try Alb 2,3,4 on GRAPH MATCHING, which is harder than BIPARTITE MATCHING because the latter is a special case of former.
Unfortunately, in this paper we shall show that all the above hopes are impossible. We give an upper bound for all Ambainis's lower bounds by proving Alb 4 (f ) ≤ N · C − (f ) where C − (f ) = min{C 0 (f ), C 1 (f )} and C 0 (f ) and C 1 (f ) are the 0-certificate and 1-certificate complexity of f , respectively 3 . As a result, all the lower bounds mentioned above are the best possible by Ambainis's lower bound techniques. Therefore for those problems, we should either try upper bound, or looking for other lower bound methods.
For total functions, it turns out that the upper bound can be further tightened to
. As an example, we consider AND-OR TREE, a problem whose quantum query complexity is still open [5] . We show that the current best Ω( √ N ) lower bound of cannot be further improved by using Ambainis's lower bounds. We also get some partial result about the relation between Alb 2,3,4 (f ) and C 0 (f )C 1 (f ), which is still known for total functions.
Old Ambainis's lower bounds
In this section we review the three known Ambainis's lower bounds. The first two are given in [3] as follows.
N → {0, 1} be a function and X, Y be two sets of inputs s.t. f (x) = f (y) if x ∈ X and y ∈ Y . Let R ⊆ X × Y be a relation s.t.
∀y ∈
Theorem 2 (Ambainis, [3] ) Let f : I N → {0, 1} be a Boolean function where I is a finite set, and X, Y be two sets of inputs s.t.
Obviously, Theorem 2 generalizes Theorem 1. In [5] , Ambainis gave another (weighted) way to generalize Theorem 1. We restate it in a form similar to Theorem 1.
be a Boolean function where I is a finite set. Let X, Y be two sets of inputs s.t. f (x) = f (y) if x ∈ X and y ∈ Y . Let R ⊆ X × Y be a relation. A weight scheme for X, Y, R consists three weight functions w(x, y) > 0, u(x, y, i) > 0 and v(x, y, i) > 0 satisfying
for all (x, y) ∈ R and i ∈ [N ] with x i = y i . We further denote
where I is a finite set, and
Let w, u, v be a weight scheme for X, Y, R. Then
Let us denote by Alb 1 (f ), Alb 2 (f ) and Alb 3 (f ) the best lower bound for function f achieved by Theorem 1, 2 and 3, respectively 4 . It is not hard to see that Theorem 3 actually generalizes Theorem 2, as proved below.
Proof: For any X, Y, R in Theorem 2, we set the weight functions in Theorem 3 as follows. Let
Now that u(x, y, i) is independent on y, so we have u x,i = l x,i u(x, y, i) = √ l max . Symmetrically, it follows that v y,i = √ l max . Thus, by denoting m x = |{y : (x, y) ∈ R}| and m y = |{x : (x, y) ∈ R}|, we have min
l max which means that for any X, Y, R in Theorem 2, the lower bound result can be also achieved by Theorem 3. 2
A further generalized Ambainis's lower bound
While Alb 2 and Alb 3 use different ideas to generalize Alb 1 , it is natural to combine both and get a further generalization. The following theorem is a result in this direction. This theorem to Theorem 3 is as Theorem 2 to Theorem 1. The proof is similar to the ones in [3, 5] , with inner products substituted for density operators to make it look easier 5 .
Theorem 5 Let f : I N → {0, 1} where I is a finite set, and X, Y be two sets of inputs s.t. f (x) = f (y) if x ∈ X and y ∈ Y . Let R ⊆ X × Y . Let w, u, v be a weight scheme for X, Y, R. Then
The query computation is a sequence of operations U 0 → O x → U 1 → ... → U T on some fixed initial state, say |0 . Note that here T is the number of queries. Denote |ψ
Because the computation is correct with high probability (1 − ǫ), for any (x, y) ∈ R, the two final states have to have some distance to let the measurement distinguish them. In other words, we can assume that | ψ T x |ψ T y | ≤ c for some constant c < 1. Now suppose that
where i is for the index address, a is for the answer, and z is the workspace. Then the oracle works as follows.
So we have
Summing up the inequalities for all (x, y) ∈ R, with weight w(x, y) multiplied, yields
by (1) . We then use inequality 2AB ≤ A 2 + B 2 to get 
by noting that x w x = y w y = (x,y)∈R w(x, y). Therefore,
We denote by Alb 4 (f ) the best possible lower bound for function f achieved by this theorem. It is easy to see that Alb 4 generalizes Alb 3 as follows. 
Limitations of Ambainis's lower bounds
In this section, we show some bounds for the Alb's in terms of certificate complexity. We consider Boolean functions.
Definition 2 For an N -ary Boolean function f : I N → {0, 1} and an input x ∈ I N , a certificate set CS x of f on x is a set of indices such that f (x) = f (y) whenever y i = x i for all i ∈ CS x . The certificate complexity C(f, x) of f on x is the size of a smallest certificate set of f on x.
A general limitation for Ambainis's lower bounds
In this subsection, we give an upper bound for Alb 4 (f ), which implies a limitation of all the Ambainis's lower bound techniques. Proof: Assume that C − (f ) = C 0 (f ). For any X, Y, R as in Theorem 5, suppose X ⊆ f −1 (0) and Y ⊆ f −1 (1) without loss of generality. We prove that ∃x, y, i, s.t. (x, y) ∈ R, x i = y i and
which immediately implies Alb 4 (f ) ≤ wxwy ux,ivy,i ≤ N · C 0 (f ). Suppose the claim is not true. Then for all x, y, i that (x, y) ∈ R, x i = y i , we have
Now for each x ∈ X, we fix a smallest certificate set CS x of f on x. Clearly |CS x | ≤ C 0 (f ). We sum for all {x ∈ X : i ∈ CS x } and {y ∈ Y }. Then we get
Note that y w y = x w x , and that y v y,i = x,y:(x,y)∈R,xi =yi v(x, y, i) = x v x,i where v x,i = y:(x,y)∈R,xi =yi v x,y,i . It follows
due to Cauchy-Schwartz Inequality. We further note that
where we define w x,i = y:(x,y)∈R,xi =yi w(x, y). Thus
Now we sum it for all i = 1, ..., N , and note that i x: i∈CSx
By the arithmetic-square average inequality N (a
But by the definition of certificate, we know that for any x, i∈CSx w x,i ≥ w x because for any y s.t. f (y) = f (x), x i = y i for at least one index i ∈ CS x . Therefore, we derive an inequality
which is a contradiction, as desired. 2
At first glance, this bound is weak because of the √ N factor. In [5] , Ambainis's asks the question whether there is a new technique to show lower bound higher than C 0 (f )C 1 (f ). So this √ N factor looks too weak. But in fact it is necessary in some sense. Consider the problem of INVERTING A PERMUTATION [3] 6 , where
Now we summarize our results for the four Alb's as follows.
A simple implication is that if one of C − (f ) is constant, then all the Alb's have a √ N limitation.
Corollary 8 If one of
A lot of problems, such as OR, ELEMENT DISTINCTNESS, TRIANGLE, k-CLIQUE (k is constant) and PLANARITY, are in this category. As a result, we should not expect to use the the Alb techniques to get a lower bound higher than Ω( √ N ) for those problems. There are some other problems, with C 0 (f ) = Θ(N ) and C 1 (f ) = Θ( √ N ). We can get a Ω(N 3/4 ) lower bound and the trivial Θ(N ) is the best upper bound known. BIPARTITE MATCHING and GRAPH MATCHING are both of this type. Here we first give an Ω(n 1.5 ) lower bound for BIPARTITE MATCHING, which is to decide whether there is a matching in a given (n, n)-bipartite graph. No o(n 2 ) algorithm is known. We show a Ω(n 1.5 ) lower bound as follows.
Proposition 9 Q 2 (BIP ART IT E M AT CHIN G) = Ω(n 1.5 ).
Proof: Let X be the set of the bipartite graphs like Figure 1 (a) where τ and σ are two permutations of {1, ..., n}, and σ (1) ...
...
σ (1) ...
... Let R be the set of all pairs of (x, y) ∈ X × Y as in Figure 2 , where graph y is obtained from x by choosing two horizonal edges (τ (i), σ(i)), (τ (j), σ(j)), removing them, and adding two edges (τ (i), σ(j)), (τ (j), σ(i)).
τ (1) σ (1) 
Now it is not hard to calculate the m, m ′ , l max in Alb 2 . For example, to get m we study x in two cases. When n 3 ≤ k ≤ n 2 , any edge (τ (i), σ(i)) where i ∈ [k − n/3, k] has at least n/6 choices for edge (τ (j), σ(j)) because the only requirement for choosing is that k ′ ∈ [n/3, 2n/3] and k ′ = j − i. The case when n 2 ≤ k ≤ 2n 3 can be handled symmetrically. Thus m = Θ(n 2 ). Same argument yields m ′ = Θ(n 2 ). Finally, for l max , we note that if the edge e = (τ (i), σ(i)) for some i, then l x,e = O(n) and l y,e = 1; if the edge e = (τ (i), σ(j)) for some i, j, then l x,e = 1 and l y,e = O(n). For all other edges e, l x,e = l y,e = 0. Putting all together, we have l max = O(n). Thus by Theorem 2, we know that Alb 2 (BIP ART IT E M AT CHIN G) = Ω(n 1.5 ). 2
We can also prove the above theorem by Alb 3 . We choose X, Y, R in the same way, and let w(x, y) = 1 for all (x, y) ∈ R. Let u(x, y, e) = 1/ √ n if e is a horizonal edge (τ (i), σ(i)) in x, and u(x, y, e) = √ n if e = (τ (i), σ(j)) or e = (τ (j), σ(i)) in x. Thus u x,e = Θ( √ n) for all edge e, it is the same for v y,e , thus w x /u x,e = Θ(n 1.5 ), w y /v y,e = Θ(n 1.5 ), and Q 2 (f ) = Ω(n 1.5 ) by Alb 3 . Note that for both BIPARTITE MATCHING and GRAPH MATCHING, C − (f ) = n. So by the upper bound we proved in this subsection, we know that the above Ω(n 1.5 ) is the best lower bound by using Alb techniques. Thus, for those problems, we should either try other lower bound techniques or consider better upper bounds.
Another interesting implication is the following fact about the tightness of Alb's.
Corollary 10 None of Alb 1,2,3,4 is tight.
Proof: In [5] , Ambainis mentioned two examples with known lower bound higher than C 0 (f )C 1 (f ).
These two examples can also show that Alb 4 is not tight. The first one is element distinctness. In this problem,
, which is asymptotically lower than a known O(N 2/3 ) lower bound by Shi [23] . The second example is the Boolean-function version of Binary Search, where C 0 (f ) = C 1 (f ) = 2 and N · C − (f ) = Θ(1), but an Ω(log n) lower bound is known [6, 17] 
A better upper bound for total functions
We may not be satisfied with the upper bound in the last subsection. For example, we know that
, but with the Theorem 7, we can only know that Alb 4 (f ) ≤ N 3/4 . Can we get a better upper bound for Alb 4 (f ) for some special kind of f ? It turns out that if the function f is total, then we can. such that for any inputs x, y with f (x) = f (y), |CS x ∩ CS y | ≤ k, then k is called a candidate certificate intersection complexity of f . The minimal candidate certificate intersection complexity of f is called the certificate intersection complexity of f , denoted by CI(f ). In other words, CI(f ) = min CS max x,y:f (x) =f (y) |CS x ∩ CS y |.
Now the improved theorem is as follows. Note that by the above definition we know CI(f ) ≤ C − (f ), thus the the following theorem really improves Theorem 7 for total functions.
Proof: Similar to the proof for Theorem 7, we assume for all x, y, i that (x, y) ∈ R, x i = y i , we have w x w y > kN u x,i v y,i .
and we shall show a contradiction. Now sum for all {x : i ∈ CS x } and {y : i ∈ CS y }. We get x,y: i∈CSx∩CSy w x w y > kN x: i∈CSx u x,i y: i∈CSy v y,i = kN x,y: i∈CSx,(x,y)∈R,xi =yi u(x, y, i) · x,y: i∈CSy,(x,y)∈R,xi =yi v(x, y, i) ≥ kN x,y: i∈CSx∩CSy,(x,y)∈R,xi =yi u(x, y, i) · x,y: i∈CSx∩CSy,(x,y)∈R,xi =yi v(x, y, i) ≥ kN ( x,y: i∈CSx∩CSy,(x,y)∈R,xi =yi u(x, y, i)v(x, y, i)) 2 ≥ kN ( x,y: i∈CSx∩CSy,(x,y)∈R,xi =yi w(x, y)) Therefore we finally get a contradiction kW 2 > kW 2 , as desired. 2
We give two applications here. The first one is a specific open problem AND-OR TREE, proposed by Ambainis in [5] . In the problem, there is a complete binary tree with height 2n. Any node in odd levels is labelled with AND and any node in even levels is labelled with OR. The N = 4 n leaves are the input variables, and the value of the function is the value that we get at the root, with value of each internal node calculated from the values of its two children in the common AND/OR interpretation. The best quantum lower bound is √ N and best quantum upper bound is no more than the best classical (randomized) one N 0.753... = (
The next corollary says that we cannot improve the lower bound by Ambainis's lower bound techniques.
Proof: It is sufficient to prove that there is a certificate assignment CS s.t. |CS x ∩ CS y | = 1 for any f (x) = f (y). In fact, by a simple induction, we can prove that the standard certificate assignment satisfies this property. The base case is trivial. For the induction step, we note that for an AND connection of two subtrees, the 0-certificate set of the new larger tree can be chosen as any one of the two 0-certificate sets of the two subtrees, and the 1-certificate set of the new larger tree can be chosen as the union of the two 1-certificate sets of the two subtrees. As a result, the intersection of the two new certificate sets is not enlarged. The OR connection of two subtrees is analyzed in the same way. Thus the intersection of the final 0-and 1-certificate sets is of size 1. 2
Another implication of Theorem 11 uses the following definition with is almost symmetric to the one in Definition 3.
Definition 4
CI − (f ) = max
An open question about the power of Alb 2 (f ) is whether Alb 2 (f ) ≤ C 0 (f )C 1 (f ) for all total functions. We here give some partial results. Let us narrow down to Boolean functions which are invariant to some types of symmetric groups of inputs. Some examples are graph properties, where f is invariant to any permutation of vertices, circular functions, where f is invariant to any circular shift of the input, and symmetric functions, where f is invariant to any permutation of the input.
Corollary 13
For graph property, circular function or symmetric function f ,
. In particular, if CI(f ) = O(CI − (f )), then Alb 4 (f ) = O( C 0 (f )C 1 (f )).
Proof: We can show C 0 (f )C 1 (f ) ≥ N · CI − (f )/e by using a standard probabilistic argument.
Thus
CI−(f ) . 2 For functions with some symmetric property, often a standard certificate assignment satisfies CI(f ) = O(CI − (f )). For example, k-CONSECUTIVE 1 is a problem to ask whether the N input bits have k consecutive 1's. It is easy to see that the complexity does not change if the "consecutive" is in the sense of circular shift. For this question, C 0 (f ) = n/k, C 1 (f ) = k and it is not hard to find a certificate assignment CS s.t. 1 ≤ |CS x ∩ CS y | ≤ 2. Thus by Corollary 13 we know that Alb 4 (f ) = O( √ N ) 7 .
Related work and open problems
We consider some related work and open problems to conclude the paper. As mentioned in Section 1, there are some other quantum adversary methods. One is of matrix form [11] generalizing Alb 1 , and very recently (after the present paper was done), Szegedy showed that this lower bound technique has the N · C − (f ) upper bound too [24] . Another known quantum adversary method was given in [17] , where the authors did not use X, Y, R as in Alb's but directly gave upper bounds to the increase of average inner product by one query. This approach, though not as systematic as Alb's, can achieve better lower bounds sometimes. For example, they showed a Ω( √ N log N ) lower bound of ELEMENT DISTINCTNESS, which is impossible for any Alb 1,2,3,4 because of Theorem 7. So an interesting problem is to give an upper bound of the approach in [17] .
Another open problem is the quantum query complexity of BIPARTITE/GRAPH MATCHING. Unlike TRIANGLE, it seems very hard to get an algorithm better than the trivial O(n 2 ) one, probably due to its high combinatorial complexity. Now that it looks harder, its lower bound may be easier to be get. Hopefully, proving a lower bound better than Ω(n 1.5 ) may produce new methods applicable to other problems with quantum complexity high than C 0 (f )C 1 (f ). Or one may want to try upper bound which, if successful, will give new methods applicable to other similar hard problems.
Finally, in this paper we give Alb 4 . Is there any gap between it and Alb 3 (f )?
