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11 Johdanto
Usein yrityksissä käytetään jonkun toisen yrityksen tai yhteisön tekemiä sovelluksia. Sovellusten 
tekijä  on  useimmiten  testannut  sovelluksen  toimivuuden  vain  tietyissä  ympäristöissä  ja 
tukipalveluja  tarjotaan  vain  testattuihin  ympäristöihin.  Lisäksi  suljetun  lähdekoodin  sovelluksia 
käytettäessä,  yritysten omalla henkilökunnalla ei ole mahdollisuuksia itse selvittää ja korjata niitä 
käytettäessä kohdattuja ongelmia. Yrityksen omalla henkilökunnalla ei ole tarkkaa tietoa käytössä 
olevien ohjelmien sisäisestä toiminnasta, eikä siitä miten jonkin asetuksen muuttaminen vaikuttaa 
niiden  toimintaan.  Useimmiten  ongelma  ratkaistaan  pyytämällä  ohjelmatoimittajalta  lista 
palvelimelle  asennettavista  ohjelmista  ja  niiden  asetuksista.  Kahden  eri  ohjelmatoimittajan 
sovellukset voivat vaatia käyttöjärjestelmältä tai varusohjelmilta keskenään ristiriitaiset asetukset. 
Ongelmatilanteista  aiheutuvien  katkojen  minimoimiseksi  päädytään  usein  hankkimaan  kullekin 
sovellukselle oma palvelin [RoGa05], johon on asennettu vain ohjelmatoimittajan kertomat osat ja 
asetukset. Ratkaisua käyttämällä on heti selvää kenen ohjelmatoimittajan vastuulla on sovelluksessa 
ennemmin tai myöhemmin ilmenevien häiriöiden ratkaisu. 
Yrityskäyttöön  sopivien  palvelinten  lähtöhinta  on  noin  5000€  ja  harva  sovellus  tarvitsee 
nykyaikaisen peruspalvelimen tarjoamasta suorituskyvystä edes puolta. Esimerkiksi yrityksellä on 
käytössään neljän eri ohjelmatoimittajan sovelluksia ja ne kaikki on asennettu omille palvelimille. 
Laitteiden  takuu  on  menossa  umpeen  ja  on  aika  siirtää  kaikki  neljä  uusille  laitteistoille. 
Sovelluksista kukin käyttää keskimäärin 10% nykyisen palvelimensa resursseista. Edellä esiteltyjen 
syiden  perusteella  yritys  joutuu  hankkimaan  neljä  5000€  hintaista  palvelinta,  eli  rahaa  kuluu 
pelkkiin palvelimiin 20000€ kun puhtaasti  resurssivaatimusten perusteella yksi  5000€ laite olisi 
riittänyt.
Virtualisoinnin  avulla  voidaan  saada  myös  välillisiä  säästöjä,  etenkin  isommissa  yrityksissä 
palvelimia  virtualisoimalla  säästetään  tilaa  ja  sähköä.  Joissakin  tapauksissa  palvelimia 
virtualisoimalla  voidaan  välttyä  uuden  konesalitilan  hankinnalta,  tai  olemassa  olevan  konesalin 
sähköjen  ja  ilmastoinnin  uusimiselta.  Virtualisointi  ei  tietenkään  ole  ilmaista,  virtualisoinnista 
huolehtii  ohjelmisto,  joten  sitä  ylläpitämään  tarvitaan  osaavaa  henkilökuntaa.  Tukipalvelujen 
varmistamiseksi  valitaan  usein  jokin  kaupallinen  versio  virtualisointiohjelmistosta. 
Ohjelmalisenssistä joutuu maksamaan kertasumman ja mahdollisesti vuosittaisen ylläpitomaksun.
2Palvelintenlaitteistojen  tehokkaampi  hyödyntäminen  on  yksi  tärkeimmistä  syistä  miksi  viimei 
vuosina julkisuudessa on puhuttu paljon virtualisoinnista ja virtuaalikoneista. Virtualisointi tehdään 
lisäämällä  palvelimelle  laitteiston  ja  käyttöjärjestelmän  väliin  kerros,  joka  mahdollistaa  usean 
käyttöjärjestelmän  ajamisen  samanaikaisesti  toisistaan  tietämättä.  Virtualisoinnin  seurauksena 
käyttöjärjestelmä  ei  enää  suoraan  ohjaa  laitteistoa  vaan  kaikki  toiminta  tapahtuu  välikerroksen 
kautta.  Välikerrosta  kutsutaan  virtuaalikoneen valvojaksi  (englanniksi  Virtual  Machine  Monitor, 
VMM,  tai  hypervisor).  Valvoja  hoitaa  resurssien  jaon  eri  käyttöjärjestelmille  siten,  että 
käyttöjärjestelmät  luulevat  niillä  olevan  käytössään  koko  palvelin  eikä  vain  virtuaalikoneen 
valvojan niille osoittama osa. Käyttöjärjestelmälle osoitettuja resursseja kutsutaan virtuaalikoneeksi. 
Virtuaalikoneiden käyttömahdollisuudet eivät toki rajoitu pelkästään palvelimiin, vaan niitä voidaan 
käyttää myös työasemissa. 
Virtuaalikoneen valvojan tehtävänä on osoittaa virtuaalikoneille niiden käytössä olevat resurssit ja 
huolehtia siitä, etteivät virtuaalikoneet häiritse toistensa toimintaa. Koska palvelimen resurssit pitää 
jakaa  virtuaalikoneiden  kesken,  ne  eivät  voi  suoraan  käsitellä  palvelimen  laitteita  vaan 
virtuaalikoneille näytetään laitteiden virtuaaliset vastineet. Virtuaalisille laitteille tehdyt operaatiot 
välitetään virtuaalikoneen valvojan kautta fyysisille laitteille. Virtuaalikoneen valvoja pitää huolen 
siitä että kukin virtuaalikone saa käyttöönsä sille varatun osuuden fyysistä resursseista.  Yleensä 
palvelinten kuormitus ei ole tasaista, vaan käyttöaste on usein pitkään pieni kunnes hetkellisesti 
tarvitaan koko käytössä oleva kapasiteetti. Virtuaalikoneen valvojan tehtävä on huolehtia siitä, että 
vaikka  yksi  virtuaalikone  haluaisikin  käyttöönsä  palvelimen  kaikki  resurssit  ei  muiden 
virtuaalikoneiden käyttö kuitenkaan häiriinny. 
Oman  haasteensa  virtuaalikoneen  valvojalle  antaa  prosessoriarkkitehtuuri,  jota  ei  aina  ole 
suunniteltu  virtuaalikoneita  silmällä  pitäen.  Esimerkiksi  PC  laitteissa  suositut  Intelin  IA-32  ja 
AMD:n  x86-arkkitehtuuriin  pohjautuvat  prosessorit  eivät  suoraan  tue  virtualisointi.  Niiden 
käskykannoissa  on  useita  käskyjä,  joita  ei  voi  suorittaa  virtuaalikoneessa  ilman,  että 
käyttöjärjestelmä huomaa, ettei se itse hallitsekaan laitteistoa. Useimmiten tällaisen käskyn suoritus 
johtaa  käyttöjärjestelmän kaatumiseen,  joten  virtuaalikoneen valvojan täytyy osata  emuloida  tai 
estää näiden käskyjen suoritus.
Luvussa 2 määritellään mitä virtualisoinnilla tarkoitetaan, missä sitä käytetään ja mitä käytännön 
hyötyjä sillä tavoitellaan. Luvussa 3 tarkastellaan miten laitteisto saadaan virtualisoitua. Ja luvussa 
34 keskitytään  erityisesti  Intelin  IA-32 arkkitehtuurin  virtualisoinnissa  kohdattaviin  ongelmiin  ja 
niiden ratkaisuihin.  Luvussa 5 tarkastellaan virtualisointia suorituskyvyn ja tietoturvan kannalta. 
Lopun testeillä  tutkitaan  miten paljon virtualisointi  vaikuttaa  testisovelluksen suorituskykyyn ja 
miten samanaikainen aktiviteetti  muissa samassa laitteessa toimivissa virtuaalikoneissa vaikuttaa 
suorituskykyyn.  Usein  virtualisointia  harkittaessa  pohditaan  säilyykö  sovelluksen  suorituskyky 
uudessa ympäristössä, testit antavat vastauksen tähänkin kysymykseen.
2 Virtualisointi
Virtualisointi  kehitettiin  alunperin  1960  -luvulla  IBM  360/67  koneella  toimineelle  CP-67 
käyttöjärjestelmälle  [PoGo74],  tutkimuskäytössä  virtualisointi  oli  jo  sitä  edeltäneessä  CP-40 
käyttöjärjestelmässä  [Vari97,  Gold74].  Virtualisoinnin  tavoitteena  oli  saada  laitteiden  resurssit 
tehokkaampaan käyttöön. Siksi virtualisoinnin vaatimukset määriteltiin seuraavasti:  Virtuaalikone 
on eristetty, tehokas ja identtinen kopio oikeasta koneesta [PoGo74].  Identtisyyden seurauksena 
virtuaalikoneessa  suoritettu  ohjelma  käyttäytyy  samoin  kuin  fyysisessä  laitteessa. 
Tehokkuusvaatimuksen takia tilastollisesti merkittävin osa virtuaaliprosessorin käskyistä suoritetaan 
sellaisenaan  fyysisellä  prosessorilla.  Virtuaalikoneet  eristetään  toisistaan,  eli  mikään 
virtuaalikoneella suoritettava ohjelma ei pääse käsiksi sellaisiin laitteisiin ja resursseihin, joihin sillä 
ei  ole lupaa. Täyttääkseen annetut vaatimukset tietokoneeseen tarvitaan virtuaalikoneiden lisäksi 
erillinen prosessi, joka valvoo ja hallitsee virtuaalikoneiden käytössä olevia resursseja.
Virtuaalikoneen valvoja koostuu kolmesta osasta, ne ovat välittäjä, jakaja ja emulaattori [PoGo74]. 
Välittäjä on se osa valvojasta, joka käynnistyy kun etuoikeutettua käskyä yritetään ajaa. Se päättää 
mille valvojan osalle kontrolli siirretään. Jakaja huolehtii resurssien jakamisesta virtuaalikoneiden 
kesken.  Se  hoitaa  kaikkien  niiden  käskyjen  suorituksen,  jotka  vaikuttavat  virtuaalikoneen 
käytettävissä  oleviin  resursseihin.  Emulaattori  on  se  osa  valvojaa,  missä  simuloidaan  kaikkien 
sellaisten  käskyjen  suoritus,  joita  ei  voida  antaa  prosessorille  suoritettavaksi.  Virtuaalikoneen 
valvoja toimii siis etuoikeutetussa tilassa ja virtuaalikoneet käyttäjätilassa. 
Kaikki  tietokoneet  eivät  ole  virtualisoitavissa,  vaan  täyttääkseen  edellä  esitetyt  vaatimukset 
virtualisoitavan tietokoneen täytyy olla arkkitehtuurinsa puolesta  virtualisointikelpoinen. Tärkein 
rajoite  virtualisoitavuudelle  on  prosessorin  käskykanta.  Käskyt  voidaan jakaa  kahteen  luokkaan 
tavallisiin ja vaarallisiin, jotka käsittelevät suoraan prosessorin rekisterejä tai muistia. 
4Täyttääkseen virtualisoitavuuden ensimmäisen ehdon eli  eristyneisyyden ei  virtuaalikoneen pidä 
suorittaa  erityisiä  käskyjä  suoraan  prosessorilla,  vaan  valvojan  pitää  emuloida  niiden  suoritus. 
Kelpoisuus  voidaan  johtaa  säännöksi:  Virtuaalikoneen  valvoja  voidaan  tehdä  vain  sellaiselle  
koneelle  jonka suoraan rekisterejä  ja  muistia  käsittelevät  käskyt  ovat  etuoikeutettujen  käskyjen  
alijoukko [PoGo74].  Etuoikeutettujen  käskyjen  suoritus  käyttäjätilassa  aiheuttaa  keskeytyksen, 
minkä avulla erityisen käskyn suoritus saadaan siirrettyä prosessorilta valvojan emuloitavaksi.
Alun  perin  virtualisointi  määriteltiin  siis  merkitsemään  vain  fyysisen  tietokoneen  ohjelmallista 
kopiota.  Ajan  myötä  virtualisointi  termin  merkitys  on  laajentunut  alkuperäisestä  paljon 
laajemmaksi.  Pelkkien  tietokoneiden  lisäksi  myös  muita  laitteita.  Esimerkiksi  luvussa  2.2.1 
esiteltäviä verkkoja, voidaan virtualisoida ja kokonaisen tietokoneen sijaan voidaan virtualisoida 
prosessin suoritusympäristö, tästä enemmän luvussa 2.2.2.
2.1 Tavoitteet
R.  P.  Goldberg  määritteli  virtualisoinnin  tärkeimmiksi  käyttökohteiksi  jo  vuonna  1974 
käyttöjärjestelmien  reaaliaikaisen  kehittämisen,  useiden  käyttöjärjestelmien  rinnakkaiskäytön, 
laitteiston  diagnostiikkaohjelmien  käytön  tuotantoympäristöä  häiritsemättä  ja  ohjelmien 
siirrettävyyden  [Gold74].  Kohteiden  avulla  pyrittiin  saamaan  hankitut  laitteet  mahdollisimman 
tehokkaaseen  käyttöön.  Käyttöä  siis  tehostettiin  virtuaalikoneilla,  niiden  avulla  olemassa  olevia 
sovelluksia ei tarvinnut muokata käyttämään hyväkseen kaikkia uuden laitteen resursseja, sen sijaan 
samassa laitteessa pystyttiin tarvittaessa ajamaan yhtä aikaa monta instanssia samasta sovelluksesta, 
vaikka itse sovellus ei tukenut moniajoa ohjelmaa muuttamatta [PoKl75]. Tietokoneiden hintojen 
laskiessa virtualisointi jäi pitkäksi aikaa unohduksiin koska sen käytölle ei enää ollut taloudellista 
pakkoa. Se nousi uudelleen laajan kiinnostuksen kohteeksi kun Vmware julkaisi vuonna 1999 oman 
virtuaalikoneensa [FiDF05, WCSG05]. 
Vmwaren  virtuaalikone  oli  kehitetty  ratkaisemaan  uudenlainen  ongelma,  eli  tietokoneiden  liian 
suureksi kasvanut määrä ja sen seurauksena kohonneet ylläpitokulut [RoGa05]. Vmwaren avulla 
yhdellä PC laitteella voidaan ajaa useita käyttöjärjestelmiä rinnakkain toisistaan riippumatta. Vaikka 
Vmware  nosti  virtualisoinnin  laajaan  tietoisuuteen  se  ei  ole  lajissaan  ainoa,  Microsoftin 
omistuksessa  oleva  Virtual  PC  julkaistiin  jo  vuonna  1997  ja  Xen  vuonna  2003.  Nykyään 
5virtualisoinnin käsitteen alle kuuluu myös muun muassa virtualisoidut verkot, ohjelmointikielten 
virtuaaliset suoritusympäristöt ja ilman fyysistä vastinetta olevat virtuaalikoneet, esimerkiksi Java ja 
Microsoftin  CLR  [FiDF05].  Näillä  kaikilla  on  yhteisiä  tavoitteita.  Niistä  tärkeimmät  ovat 
turvallisuus,  resurssien  tehokkaampi  hyödyntäminen  ja  siirrettävyys  laitealustojen  välillä. 
Turvallisuus lisääntyy koska virtuaalikoneet ovat toisistaan eristettyjä, näin huonosti käyttäytyvän 
sovelluksen tai  virtuaalikoneen vaikutus muihin samalla laitteella toimiviin sovelluksiin saadaan 
minimoitua. Uuden laitteen parempi suorituskyky voidaan hyödyntää yhdistämällä samalle laitteella 
useita  erillisiä  vanhoja  laitteita.  Tekniikan kehittyessä  laitevalmistajat  pudottavat  valikoimistaan 
vanhentuneita laitealustoja, tämä vaikeuttaa poistuneille alustoille kehitettyjen sovellusten käyttöä. 
Vanhojen laitteiden poistuessa käytöstä virtualisointi on usein ainut tapa, jolla sovellusten käyttöä 
voidaan jatkaa.
2.2 Virtualisoinnin kohteet
Virtualisoinnin  käsite  on  ajan  myötä  laajentunut  käsittämään  paljon  muutakin  kuin  tavallisen 
tietokoneen.  Virtualisoinnille  voidaan  siis  löytää  paljon  uusia  käyttökohteita.  Seuraavissa 
kappaleissa  kerrotaan  verkkojen  ja  kääntäjien  virtualisoimisesta,  tietokoneiden virtualisoimiseen 
syvennytään tarkemmin luvussa 3.
2.2.1 Verkkojen virtualisointi
Kuten jo edellä mainittiin on virtualisoinnin määritelmä laajentunut tarkoittamaan muutakin kuin 
vain perinteisiä tietokoneita.  Tietoliikenneverkkoja virtualisoidaan ainakin kahdella merkittävällä 
tavalla.  Niistä  vanhempaa  kutsutaan  virtuaalilähiverkoiksi  (englanniksi  Virtual  LAN VLAN)  ja 
uudempaa  virtuaalisiksi  yksityisverkoiksi  (englanniksi  Virtual  Private  Network  VPN)  [PaFr96, 
Baue05].
Virtuaalisten  verkkojen  kehitys  sai  alkunsa  kun  1990-luvun  puolivälissä  tuli  markkinoille 
kohtuuhintaisia  kytkimiä,  joilla  voitiin  korvata  yksikkötasoisia  reitittimiä  [PaFr96].  Kytkinten 
käyttöönotto teki mahdolliseksi verkon jakamisen aiempaa pienempiin lohkoihin. Kaikki samaan 
lohkoon  kytketyt  laitteet  voivat  keskustella  keskenään  suoraan  ja  ne  voivat  viestiä  toisilleen 
yleislähetyksellä (engl. broadcast).  Yleislähetyksellä tarkoitetaan sanomaa joka välitetään lohkon 
kaikille  laiteille.  Kytkentäisessä  verkossa  liikenne  menee  normaalisti  vain  lähettäjältä 
6vastaanottajalle  ja  kaikille  vain  kun  lähettäjä  niin  haluaa.  Yleislähetysverkossa  kaikki  liikenne 
välitetään  aina  kaikille  laitteille.  Yleislähetykset  kuormittavat  verkkoa  paljon,  sillä  viestit  pitää 
välittää  lohkon  kaikille  laitteille,  siksi  lohkojen  koko  pyritään  yleensä  pitämään  suhteellisen 
pienenä.  Kytkinten  käyttöönotto  lähiverkoissa  mahdollisti  jopa  500 laitteen  kytkemisen  samaan 
lohkoon  kun  aiemmin  jouduttiin  tyytymään  30-100  laitteen  lohkoihin  [PaFr96].  Samaa 
hallintaprotokollaa käyttävien kytkinten portit saadaan jaettua vapaasti halutunlaisiksi virtuaalisiksi 
lohkoiksi, kun aiemmin samaan lohkoon saatiin liitettyä vain toisiaan fyysisesti lähekkäin olevat 
laitteet. Virtuaalilähiverkkojen avulla keskenään paljon liikennöivät laitteet voidaan kytkeä samaan 
lohkoon niiden sijainnista riippumatta. 
Virtuaalilähiverkkojen käyttöä havainnollistaa kuvan 2.1 kuvitteellinen tilanne, jossa yrityksellä on 
työntekijöitä  kahdessa  kerroksessa  ja  molemmissa  on  yksi  kytkin  (Switch  #1  ja  Switch  #2). 
Yrityksen  toiminta  jakautuu  kahteen  eri  organisaatioyksikköön  (A ja  B),  mutta  työntekijöiden 
työpisteet  ovat  sekaisin  molemmissa  kerroksissa.  Organisaatioyksiköt   käyttävät  toisistaan 
poikkeavia sovelluksia ja siksi laitteet on haluttu jakaa organisaatioyksiköittäin  verkkolohkoihin. 
Virtuaalilähiverkkojen  avulla  kummallekin  organisaatioyksikölle  voidaan  rakentaa  oma 
verkkolohko (VLAN A ja VLAN B) hankkimatta molempiin kerroksiin kahta kytkintä.
7Virtuaalisia  yksityisverkkoja  käytetään  kun,  käyttäjien  pitää  kytkeytyä  yksityiseen  verkkoon 
epäluotettavan ulkopuolisen verkon läpi, tai kahden fyysisesti erillään olevan verkon väliin halutaan 
luoda yhteys  epäluotettavan ulkopuolisen verkon läpi  [Baue05,  FKLO05,  luku 2.2].  Molemmat 
käyttötavat on havainnollistettu kuvassa 2.2. Yhteys rakennetaan luomalla salattu yhteys kahden 
Kuva 2.1 Kytkimien avulla rakennettu lähiverkko joka on jaettu kahteen kytkinten rajat 
ylittävään virtuaaliseen verkkolohkoon.
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8koneen välillä ja ohjaamalla liikenne kulkemaan tämän yhteyden läpi. Salattu yhteys on siis tunneli 
ja  sen  päät  näkyvät  omissa  verkoissaan  reitittiminä.  Tunneli  salaa  ja  purkaa  kaiken  sen  läpi 
menevän liikenteen,  joten yksittäisten verkkoa käyttävien sovellusten ei  tarvitse huolehtia oman 
viestiliikenteensä salaamisesta.  Yleensä virtuaalisilla  yksityisverkoilla  haetaan kustannussäästöjä, 
koska  kaikkien  luotettujen  tahojen  välillä  ei  tarvita  suoraa  linjayhteyttä,  vaan  voidaan  käyttää 
julkisia verkkoja niiden sijaan [FKLO05, luku 2.2].
2.2.2 Ohjelmointikielten virtuaalikoneet
Tavallisesti  ohjelmointikielen  kääntäjä  tekee  käännösaikana  jollakin  ohjelmointikielellä  tehdystä 
lähdekoodista  jollakin  tietyllä  laite-  ja  ohjelmistoalustalla  toimivan  sovelluksen.  Jos  samaa 
sovellusta  halutaan  käyttää  muilla  alustoilla  täytyy  ohjelma  vähintäänkin  kääntää  uudelleen. 
Useimmiten alustojen välillä on kuitenkin eroja, jotka pakottavat muuttamaan myös lähdekoodia. 
Yksi ratkaisu ongelmaan on jakaa kääntäjän työ kahteen osaan, eli  kääntäjä tekee sovelluksesta 
version,  jossa  lähdekoodi  on  muutettu  rakenteeltaan  yksinkertaisemmaksi  joukoksi  konekielisiä 
Kuva 2.2 Virtuaalisten yksityisverkkojen (VPN) käyttötavat. Musta viiva 
on fyysinen reitti ja punainen katkoviiva on looginen reitti.
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9käskyjä. Tämän konekielen ei tarvitse vastata alustalla todellisuudessa käytettyjä käskyjä. Samaa 
välimuodossa olevaa sovellusta voidaan suorittaa sellaisenaan eri alustoilla alustakohtaisen tulkin 
avulla. Vaihtoehtoisesti välimuoto voidaan kääntää suoraan laitealustalla ajettavaan muotoon.
Yksi  esimerkki  ohjelmointikielten  virtuaalikoneista  on  Sun  Microsystemsin  vuonna  1995 
julkaisema Java.  Java-kääntäjä  tekee  lähdekoodista  Java-virtuaalikoneessa  ajettavaksi  kelpaavan 
sovelluksen ja sovellus suoritetaan kutakin alustaa varten tehdyssä Java virtuaalikoneeksi kutsutussa 
emulaattorissa  [LiYe99].  Virtuaalikoneen  ymmärtämää  käännöstä  kutsutaan  tavukoodiksi  (engl. 
bytecode).  Itse  virtuaalikone  ei  tiedä  mitään  Java-ohjelmointikielestä,  joten  on  luotu  lukuisia 
kääntäjiä, jotka tuottavat Java-virtuaalikoneella suoritettavaa tavukoodia muista ohjelmointikielistä, 
esimerkiksi C-kielestä [Tolk05]. 
Microsoft  on kehittänyt  oman kilpailevan vaihtoehtonsa Javalle,  se on .NET arkkitehtuuri,  joka 
tunnetaan  myös  nimellä  CLI  (Common  Language  Infrastructure).  Virtualisoinnin  kannalta 
katsottuna  .NET ja  Java  ovat  samankaltaisia.  Merkittävimpänä  erona  on  että  ennen  suoritusta 
.NET:n  CIL  (Common  Intermediate  Language,  tunnettiin  aiemmin  nimellä  MSIL  Microsoft 
Intermediate Language), joka vastaa Javan tavukoodia, käännetään alustakohtaiseen muotoon joka 
suoritetaan  CIL:n  emuloinnin  sijaan.  Käännös  tallennetaan  välimuistiin  ja  seuraavilla 
suorituskerroilla  käännösvaihetta  ei  tarvita.  Microsoftin  .Net  arkkitehtuuria  kuvaa  kuva 2.3,  eri 
ohjelmointikielillä tehdyt sovellukset käännetään samalle CIL kielelle, joka käännetään ohjelman 
ensimmäisellä suorituskerralla alustakohtaiseen CLR-muotoon (Common Language Runtime)
Alustariippumattomasta  rakenteestaan  huolimatta  .Net-sovellukset  toimivat  vain  Windows 
ympäristössä, sillä Microsoft ei ole julkaissut ajonaikaisesta ympäristöstä kuin eri Windows-versiot. 
Puutetta paikkaa Novellin tukema Mono-projekti, joka kehittää muun muassa Linuxilla toimivaa 
avoimen lähdekoodin versiota CLI:stä. 
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3 Virtuaalikoneen rakenne
Virtuaalikoneen  näkökulmasta  sen  toimintaympäristö  ei  eroa  lainkaan  fyysisestä  laitteesta. 
Virtuaalikoneen  valvoja  joutuu  kuitenkin  pitämään  virtuaalikoneet  erillään  pyrkien  samalla 
mahdollisimman  toimimaan  mahdollisimman  nopeasti.  Nopeuden  kannalta  oleelliset 
virtuaalikoneen osat ovat muisti, prosessori ja osa I/O laitteista. Näiden virtualisoinnista kerrotaan 
seuraavissa kappaleissa.
3.1 Muisti
Jo 1940-luvulla ennakoitiin että tietokoneisiin tullaan haluamaan rajoittamaton määrä äärettömän 
nopeaa muistia [BuGN46, luku 4.1]. Käytännön rajoitukset ovat kuitenkin alusta asti pakottaneet 
tietokoneiden suunnittelijat kompromisseihin. Kompromissien tuloksena syntyi kuvan 3.1 kaltainen 
hierarkinen pyramidimalli, jonka huipulla on pienet, mutta erittäin nopeat prosessorin rekisterit ja 
pohjalla iso, mutta erittäin hidas levy. Pyramidimalli toimii koska ohjelmat useimmiten suorittavat 
Kuva 2.3 .Net arkkitehtuuri.
CLR
VB.NETC# Visual C++ Muut 
ohjelmointikielet
Visual Studio
.NET kääntäjä
CIL tavukoodi
.NET kääntäjä
Ajonaikainen kääntäjä
Binäärikoodi
.assembly Hello {}  
.method public static void Main() cil managed  {       
  .entrypoint       
  .maxstack 1       
  ldstr "Hello World!"       
  call void [mscorlib]System.Console::WriteLine(string)       
  ret  
}  
using System;
public class HelloWorld
{
    public static void Main(string[] args) {
Console.Write("Hello World!");
    }
}
class Hello {
   public static void main(String[] args) {
    System.out.println("Hello World!");
  }
}
010101110011100101010110100101100011010111001100100110100010101011100110101011101001110
110010101011010010110001101011100110010011010001010101110011010101110100111011111011101
0011010111001100100110100010101011100110101011101001110111110111010000100111111000110101
Imports System
Public Module modmain
   Sub Main()
     Console.WriteLine ("Hello World!")
   End Sub
End Module
#using <mscorlib.dll>
using namespace System;
void main() {
   Console::WriteLine(S"Hello World!");
}
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uudelleen  ja  uudelleen  samoja  kohtia  ohjelmakoodista.  Nyrkkisäännön  mukaan  90% ohjelman 
suoritusajasta käytetään suorittamaan 10% ohjelmakoodista [HePa96, s. 38]. 
Paikallisuussääntö pätee hieman löyhemmin myös ohjelmakoodin käsittelemään tietoon, hetki sitten 
haettu  tieto  haetaan  todennäköisesti  kohta  uudestaan  ja  seuraava  muistihaku  tehdään 
todennäköisesti  juuri  haetun  muistipaikan  läheisyydestä.  Näin  juuri  käsiteltyjä  muistialueita 
kannattaa  pitää  mahdollisimman  korkealla  tasolla  muistihierarkiassa  ja  mitä  pidempään 
muistialueen edellisestä  käsittelykerrasta on ehtinyt  kulua sitä  alemmalle  tasolle  se on vaipunut 
hierarkiassa. 
Pyramidissa muistin alapuolella on kiintolevyllä sijaitseva toissijainen muisti. Prosessori ei pysty 
suoraan lukemaan ja kirjoittamaan toissijaisen muistin sisältöä, vaan kaikki tapahtuu keskusmuistin 
kautta I/O-operaatioiden avulla. Toissijaista muistia käytetään yleensä myös keskusmuistin jatkeena 
erityisen  sivutustiedoston  (eng.  Swap file)  avulla.  Keskusmuisti  ja  sivutustiedosto  muodostavat 
yhdessä virtuaalimuistin.
Virtuaalimuistin  avulla  prosessien  näkemän  muistin  koko  voi  olla  fyysistä  muistia  suurempi. 
Sivutustiedostoon  siirretään  keskusmuistista  vähiten  käytettyjä  osia  ja  niitä  siirretään  takaisin 
keskusmuistiin,  kun  niitä  seuraavan  kerran  käsitellään.  Yksittäisten  muistiosoitteiden  siirto 
sivutustiedostoon ei kuitenkaan ole käytännössä mahdollista, vaan muistiavaruus on jaettu sivuiksi 
kutsuttuihin osiin. Käyttöjärjestelmä ylläpitää taulukossa tietoa kunkin muistisivun alkuosoitteesta 
ja  se  päättää,  mitkä  sivut  siirretään  toissijaiseen  muistiin.  Sivutuksen  takia  prosessit  eivät  voi 
käyttää suoria muistiosoituksia, sen sijaan niiden tiedossa on muistisivu ja sivun sisäinen osoite. 
Muistisivun  fyysistä  sijaintia  ylläpidetään  muistinhallintayksikössä  (engl.  MMU,  Memory 
Management Unit), jonka ylläpitämästä taulukosta löytyy muistisivun alkuosoite. Fyysistä muistia 
suurempi  sivun  alkuosoite  kertoo  sivun  olevan  toissijaisessa  muistissa.  Kuitenkin 
muistinhallintayksikkö voi ylläpitää välimuistissaan vain rajallista määrä muistisivujen osoitteita, 
puuttuvien sivujen osoitteet voidaan kuitenkin laskea.
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Ilman laitetason tukea virtualisointiratkaisut eivät toimi kovinkaan tehokkaasti pyramidin huipulla 
olevissa prosessorin rekistereissä ja välimuisteissa, koska rekisterien sisältö joudutaan emuloimaan 
ohjelmallisesti  ja  välimuistissa  tarvittavien  tietojen  sisältö  vaihtuu  suurelta  osin  suorituksessa 
olevan virtuaalikoneen mukana. Mutta pyramidin alaosassa olevan keskusmuistin ja toissijaisessa 
muistissa  olevan  sivutiedoston  käytön  tehokkuuteen  voidaan  helposti  vaikuttaa.  Uusissa 
laitteistopohjaisissa  virtualisointiratkaisuissa  voidaan  vaikuttaa  myös  pyramidin  huippuun,  siitä 
tarkemmin kappaleessa 4.4. 
Muisti  virtualisoidaan  lisäämällä  keskusmuistin  ja  virtuaalikoneen  näkemän  muistin  väliin  uusi 
virtuaalikoneen valvojan hallitsema kerros [Wal02]. Välikerroksen avulla kaikille virtuaalikoneille 
yhteensä näytettävän keskusmuistin koko voi olla suurempi kuin laitteen fyysisen muistin määrä. 
Kaikkien  virtuaalikoneiden  muistien  osoiteavaruus  alkaa  nollasta  ja  välikerroksen  tehtävänä  on 
kääntää  virtuaalikoneen  tekemät  muistiosoitukset  niiden  todellisiin  osoitteisiin.  Virtuaalikoneen 
käsitellessä  muistia  joutuu  virtuaalikoneen  valvoja  kääntämään  virtuaalikoneen  käyttämän 
muistisivun  osoitteen  todelliseksi  osoitteeksi.  Tehokkuussyistä  kääntötaulun  lisäksi  välikerros 
ylläpitää myös taulukkoja, joihin talletetaan virtuaalikoneiden usein käyttämien muistisivujen suorat 
fyysiset sijainnit. Kaikille virtuaalikoneille yhteensä voidaan näyttää enemmän muistia kuin mitä 
tietokoneeseen on todellisuudessa asennettu. Kun virtuaalikoneiden käyttämän muistin määrä on 
pienempi kuin fyysisen muistin määrä pitää valvoja virtuaalikoneiden muistit fyysisessä muistissa. 
Kun  virtuaalikoneiden  käyttämän  muistin  kokonaismäärä  kasvaa  suuremmaksi  kuin  laitteen 
fyysinen  muisti  joutuu  virtuaalikoneen  valvoja  pitämään  osan  virtualisoidusta  keskusmuistista 
levyllä. Virtuaalikoneen valvojan tekemä siirto muistista levylle ei kuitenkaan ole kovin tehokasta, 
sillä  se  ei  tiedä  mitä  osaa  keskusmuistista  kukin  virtuaalikone  tulee  seuraavaksi  käyttämään ja 
Kuva 3.1 Muistin pyramidimalli
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virtuaalikoneet  eivät  tiedä  mitkä  osat  niiden  käyttämästä  keskusmuistista  ovat  todellisuudessa 
kiintolevyllä.  Saattaa  käydä  niin  että  valvoja  siirtää  osan  muistista  levylle  ja  heti  sen  jälkeen 
virtuaalikoneen  käyttöjärjestelmä  päättää  siirtää  saman  muistialueen  oman  sivutustiedostoonsa. 
Näin valvoja joutuu hakemaan alueen levyltä takaisin keskusmuistiin vain siksi että virtuaalikone 
siirtää sen sieltä pois. Ongelman ratkaisemiseksi on virtuaalikoneen valvojaa varten on kehitetty 
erilaisia  muistinhallinta-algoritmeja,  ne  kuitenkin  vaikuttavat  virtuaalikoneiden  suorituskykyyn 
tavalla, joka ei vastaa virtuaalikonetta vastaavan fyysisen laitteen toimintaa [Wal02].
Virtuaalikoneen valvojan on keskeytysten avulla helppo seurata ja hallita virtuaalikoneiden uusien 
muistisivujen  varauksia.  Sen  sijaan  muistin  vapautumista  on  vaikeampi  valvoa,  koska  muistin 
vapauttamisesta  ei  synny  keskeytystä,  vaan  käyttöjärjestelmät  ylläpitävät  itse  listaa  vapaista 
muistisivuista. Vmware ESX Serverissä virtuaalikoneen valvojan tekemään muistin sisällön siirtoon 
levylle turvaudutaan vain ääritilanteissa [Wal02]. Normaalisti Vmware hoitaa muistin vapautuksen 
yhteistyössä  virtuaalikoneiden  käyttöjärjestelmien  kanssa.  Yhteistyön  avaimena  on 
virtuaalikoneisiin  asennettava  laiteajuri,  jolla  on  oma  suora  yhteys  virtuaalikoneen  valvojaan. 
Laiteajurin tehtävänä on varata ja vapauttaa virtuaalikoneen muistia valvojan antamien ohjeiden 
mukaisesti, eli laiteajuri on eräänlainen ilmapallo jota täytetään ja tyhjennetään tarpeen mukaan. 
Kun  virtuaalikoneen  valvoja  toteaa  muistin  olevan  loppumassa  se  antaa  virtuaalikoneiden 
laiteajureille käskyn varata lisää muistia.  Kasvaneen muistintarpeen seurauksena virtuaalikoneen 
käyttöjärjestelmä  joko  antaa  laiteajurin  pyytämän  muistimäärän  omasta  vapaiden  sivujen 
luettelostaan, tai toteaa oman fyysisen muistinsa olevan loppumassa ja siirtää vähiten tarvitsemansa 
muistin osat sivutustiedostoon. Koska ilmapalloajurin käyttämää muistia ei todellisuudessa käytetä 
mihinkään  voi  virtuaalikoneen  valvoja  antaa  sen  varaaman  muistin  toisten  virtuaalikoneiden 
käyttöön. Ilmapalloajurin käytölle on kuitenkin omat rajoituksensa, siitä pitää olla oma versionsa eri 
käyttöjärjestelmille  ja  toimiakseen sen on myös oltava  asennettuna.  Käyttöjärjestelmät  saattavat 
myös  rajoittaa  ajurin  varattavissa  olevan  muistin  määrää,  ja  ajuri  on  toiminnassa  vasta 
käyttöjärjestelmän ja ajurin käynnistyttyä.
Ilmapalloajurin lisäksi fyysistä muistia voidaan säästää jakamalla samansisältöiset muistisivut eri 
virtuaalikoneiden kesken, eli muistisivu tallennetaan fyysiseen muistiin vain kerran [Wal02]. Koska 
kaikkien muistisivujen vertaaminen keskenään on tehotonta käytetään identtisten sivujen haussa 
sivun sisällöstä laskettua hajautusavainta. Kun kahdella muistisivulla on sama hajautusavain ovat 
muistisivut  todennäköisesti  sisällöltään  identtiset,  identtisyys  varmistetaan  vertaamalla 
muistisivujen  sisältöjä  keskenään.  Identtisiksi  todetut  muistisivut  tallennetaan  vain  kerran  ja 
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valvojan ylläpitämiin eri  virtuaalikoneiden muistien kääntötauluihin merkitään sivut  viittaamaan 
samaan  sivuun  fyysisessä  muistissa.  Samalla  kääntötauluun  liitetään  kopioi  kirjoitettaessa 
(englanniksi  Copy  on  write)  lippu.  Kun  joku  virtuaalikone  muuttaa  jaettua  muistialuetta  sille 
tehdään  oma kopio  johon  muutokset  tallentuvat.  Esimerkiksi  usein  saman  fyysisen  laitteen  eri 
virtuaalikoneissa käytetään samaa käyttöjärjestelmän versiota, minkä seurauksena muistissa olevat 
käyttöjärjestelmän osat  ovat hyvin samanlaiset  eri  virtuaalikoneissa ja siten ne voidaan helposti 
jakaa eri virtuaalikoneiden kesken.
Hajautusavaimen  käytöstä  huolimatta  jatkuva  identtisten  muistisivujen  etsintä  kuluttaa  paljon 
resursseja.  Vmware  ESX  server  hakee  identtisiä  sivuja  silloin  kun  prosessorilla  ei  ole  muuta 
tekemistä.  Tutkittavaksi  otettavat  muistisivut  valitaan  satunnaisesti.  Testien  perusteella  ratkaisu 
toimii tehokkaasti [Wal02]. ESX serverillä tehdyssä testissä ajettiin puolen tunnin ajan kymmenellä 
virtuaalikoneella saman Linux jakeluversion alla samaa SPE95 suorituskykymittausta. Testin aikana 
parhaimmillaan  67%  virtuaalikoneiden  muistisivuista  oli  jaettuja  [Wal02].  Todellisissa 
käyttötilanteissa 10-40% muistista saadaan jaettua palvelinten kesken.
Koska levyjen käsittely on hidasta, varaavat käyttöjärjestelmät usein osan muistista levyltä luettujen 
tiedostojen  välimuistiksi.  Tällä  puskurimuistiksi  (englanniksi  buffer  cache)  kutsutulla  osalla  on 
suorituskyvyn kannalta tärkeä rooli. Koska virtuaalikoneissa virtuaalikoneen valvoja on vastuussa 
käytettävissä  olevista  resursseista  on  sen  tärkeä  olla  tietoinen  puskurimuistin  toiminnasta.  Kun 
valvoja on tietoinen virtuaalikoneen puskurimuistin sisällöstä se voi luoda oman virtuaalikoneiden 
kesken jaetun puskurivälimuistin ja siten tehostaa virtuaalikoneiden levyjen käsittelyä [JoAA06]. 
Toimintaa  saadaan  tehostettua  useilla  eri  tavoilla.  Jos  samoja  tiedostoja  käsitellään  eri 
virtuaalikoneissa  voivat  tiedot  löytyä  suoraan  jaetusta  puskurimuistista.  Vanhoilla 
käyttöjärjestelmillä  voi  myös  olla  rajoituksia  puskurimuistin  koossa  ja  valvojan  hallinnoimalla 
puskurimuistilla  voidaan  pienentää  rajoituksesta  aiheutuvia  haittoja.  Valvojan  jaettuun 
puskurimuistiin  voidaan  ottaa  sivuja  sitä  mukaa  kun  virtuaalikoneet  poistavat  niitä  omista 
puskurimuisteistaan,  jos  virtuaalikone tarvitsee  uudelleen  sivua joka on jo  poistettu  sen omasta 
puskurimuistista saattaa se vielä löytyä jaetusta puskurimuistista. 
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3.2 Prosessori
Määritelmän  mukaisesti  virtuaalikoneen  pitää  suorittaa  tilastollisesti  merkittävin  osa 
virtuaalikoneen  antamista  käskyistä  sellaisenaan  fyysisessä  prosessorissa  [PoGo74]. 
Virtuaalikoneen valvoja voidaan joko rakentaa toimimaan itsenäisesti suoraan laitteessa, se on siis 
käyttöjärjestelmä johon kuuluu osana virtuaalikoneiden hallintaan tarvittavat osat (tyyppi I), tai se 
voi toimia isäntänä olevan käyttöjärjestelmän alaisuudessa omana käyttäjätason ohjelmana (tyyppi 
II) [RoIr00, SmNa05]. 
Prosessorin  tukemassa  tyypin  I  virtualisoinnissa  prosessorin  tulee  täyttää  kolme  vaatimusta, 
käyttäjä-  ja  käyttöjärjestelmätason  käskyjen  suorittamisen  tulee  olla  samankaltaista,  prosessorin 
tulee tarjota  mekanismi, jolla virtuaalikoneet voidaan eristää toisistaan, ja prosessorin on kyettävä 
automaattisesti signaloimaan virtuaalikoneen valvojaa, kun joku virtuaalikoneista  yrittää suorittaa 
eristystä  vaarantavan käskyn [RoIr00].  Virtuaalikoneen valvojan on myös  kyettävä  emuloimaan 
vaarallisen  käskyn  suoritus.  Vaarallisia  käskyjä  ovat  ne  käskyt,  jotka  lukevat  tai  muuttavat 
prosessorin  tilaa,  muuttavat  kriittisten  rekisterien  sisältöä  (esimerkiksi  keskeytykset),  tekevät 
muistiosoituksia, tai ovat I/O komentoja.
Prosessorin tukemassa tyypin II  virtualisoinnissa prosessorille  asetetut  vaatimukset  ovat  hieman 
lievemmät  kuin  tyypissä  I,  sillä  tyypin  II  virtuaalikoneen  valvoja  voi  käyttää  hyväkseen myös 
käyttöjärjestelmän  tarjoamia  palveluja.  Laitteiston  sijaan  käyttöjärjestelmä  ei  saa  tehdä  mitään, 
mikä tekisi käyttäjä- ja käyttöjärjestelmätason käskyjen suorittamisesta erilaista ja virtuaalikoneiden 
eristäminen  on  oltava  mahdollista  käyttöjärjestelmän  tarjoamien  palveluiden  avulla  [RoIr00]. 
Käyttöjärjestelmän on siis kyettävä signaloimaan virtuaalikoneen valvojaa, kun virtuaalikone yrittää 
suorittaa  vaarallisen  käskyn,  sen  täytyy myös  sallia  valvojan  käynnistää  virtuaalikoneet  omiksi 
aliprosesseikseen ja käyttöjärjestelmän on sallittava vaarallisten käskyjen emulointi.
Prosessorin  tukeman  lisäksi  virtualisointi  voidaan  myös  toteuttaa  emuloimalla  kaikki 
virtuaalikoneiden  käyttöjärjestelmätason  käskyt  [PoGo74,RoIr00].  Tätä  kutsutaan  hybridi 
virtuaalikoneeksi (engl HVM Hybrid Virtual Machine). 
Prosessoritason  virtualisoinnissa  vaarallisten  käskyjen  suoritusoikeus  on  rajattu  vain 
käyttöjärjestelmätason  oikeuksilla  toimiville  prosesseille  [PoGo74].  Prosessoriarkkitehtuuria 
suunniteltaessa  tuki  virtualisoinnille  ei  välttämättä  aina  ole  ensisijainen  suunnittelunäkökohta, 
16
minkä seurauksena osa tai kaikki ongelmalliset käskyt voivat olla suoritettavissa käyttäjätasolla. Jos 
prosessorin käskykannan kaikki vaaralliset komennot vaativat käyttöjärjestelmätason oikeudet on 
prosessori  virtualisoitavissa.  Koska  virtuaalikoneet  ovat  käyttäjätason  prosesseja  aiheuttaa 
ongelmallisen käskyn ajaminen keskeytyksen, jonka avulla suoritus voidaan siirtää virtuaalikoneen 
valvojalle [PoGo74]. Virtuaalikoneen valvoja puolestaan emuloi käskyn suorituksen. 
Jos  prosessoriarkkitehtuuri  sallii  vaarallisten  käskyjen  suorittamisen  myös  käyttäjätasolla  on 
virtualisointi  silti  mahdollista.  Binäärimuunnokseksi  (engl.  Binary  translation)  kutsutussa 
menetelmässä  virtuaalikoneen  valvoja  voi  analysoida  kaikki  virtuaalikoneen  suorittamat  käskyt 
ennen  niiden  suoritusta  ja  muuttaa  kutsuiksi  virtuaalikoneen  valvojan  emulaattoriin  [Ages09]. 
Paravirtualisoinnissa  taas  rajoitetaan  virtuaalikoneiden  käytössä  olevia  käskyjä  poistamalla 
sallittujen käskyjen joukosta käyttäjätasolla suoritettavat vaaralliset käskyt [BDFH03].
3.3 I/O-laitteet
IBM PC -yhteensopivien tietokoneiden I/O-operaatiot tapahtuvat IA-32 arkkitehtuurissa erityisten 
käyttöjärjestelmätason  IN  ja  OUT -käskyjen  välityksellä  (IA-32  tunnetaan  myös  nimellä  x86). 
Näitten  käskyjen  käyttäminen  aiheuttaa  keskeytyksen,  jolla  niiden  suoritus  siirretään 
virtuaalikoneen  valvojalle  [SuVL01].  Valvoja  puolestaan  emuloi  laitteen  toimintaa,  tai  välittää 
käskyn  edelleen  laitteelle.  Virtualisointi  kehitettiin  alun  perin  IBM  keskuskoneelle,  ja  koska 
keskuskoneisiin voidaan kytkeä vain tarkoin rajattu joukko I/O-laitteita oli mahdollista ohjelmoida 
virtuaalikoneen  valvoja  tukemaan  kaikkia  käytettävissä  olevia  laitteita.  Yksi  PC-laitteiden 
menestyksen  avaimia  on  ollut  niiden  avoin  arkkitehtuuri,  joka  antaa  laitevalmistajille  lähes 
rajattomat  mahdollisuudet  tehdä  toisistaan  poikkeavia  I/O-laitteita,  jotka  ovat  kuitenkin 
kytkettävissä PC:hen. 
Erilaisten laitteiden valtava määrä on virtualisoinnin kannalta ongelma. On käytännössä mahdotonta 
rakentaa virtuaalikoneen valvojaa, joka tukisi kaikkia olemassa olevia laitteita. Tästä syystä kaikki 
virtualisointiratkaisut käyttävät alla olevan käyttöjärjestelmän tarjoamia laiteajureita hyväkseen, tai 
tukevat vain rajattua laitejoukkoa [SuVL01]. Virtuaalikoneen valvoja ei myöskään tarjoa kaikkia 
mahdollisia  laitteita  virtuaalikoneille,  vaan  erilaiset  fyysiset  laitteet  näytetään  virtuaalikoneille 
tarkoin  valikoituna  joukkona  erilaisia  laitteita.  Tämä rajattu  joukko on valittu  siten,  että  niihin 
löytyy helposti ajurit eri käyttöjärjestelmille.
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Näppäimistön ja hiiren toiminnan emuloiminen on virtuaalikoneen valvojalle helppoa, sillä ihminen 
ei pysty kirjoittamaan tai liikuttamaan hiirtä niin nopeasti, että emuloinnista aiheutuisi häiritsevää 
viivettä [SuVL01]. Muiden laitteiden kanssa kommunikoitaessa nopeudella on suurempi merkitys.
Kiintolevyt ja verkkokortit ovat ehkä tärkeimpiä virtuaalikoneiden käyttämistä I/O-laitteista. Kun 
virtuaalikone lähettää paketin verkkoon tai kirjoittaa tietoa kiintolevylle tapahtuu keskeytys, joka 
siirtää  suorituksen  virtuaalikoneen  valvojalle.  Valvoja  vuorostaan  kutsuu  fyysisestä  laitteesta 
huolehtivaa ajuria, kutsu siirtää suorituksen laiteajurille, joka lähettää paketin verkkoon tai kirjoittaa 
tiedon  levylle  [SuVL01].  Yhden  paketin  lähettäminen  aiheuttaa  siis  kaksi  keskeytystä,  joissa 
suoritus siirretään prosessilta toiselle. Paketin vastaanottaminen on vieläkin raskaampi operaatio. 
Vmware  Workstationissa  virtuaalikoneen valvoja (VMM) huolehtii  prosessorin  virtualisoinnista, 
erillinen  laiteajuri  (VMDriver)  virtualisoi  I/O-laitteet  ja  niiden  välisestä  tiedonsiirrosta  vastaa 
erillinen  sovellus  (VMApp)  [SuVL01].  Vmware  Workstationin  virtuaalinen  verkkokortti  on 
yhteydessä fyysiseen verkkoon kuvan 3.1 mukaisella tavalla.
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Koska virtuaalikoneiden I/O:n emulointi  on raskasta,  on  virtuaalikoneille  tehty virtualisoinnista 
tietoisia laiteajureita, jotka synnyttävät mahdollisimman vähän keskeytyksiä [SuVL01]. Esimerkiksi 
Xenin  käyttämässä  paravirtualisoinnissa  ovat  kaikki  virtuaalikoneiden  käytettävissä  olevat 
virtuaaliset  I/O-laitteet  suoraan  yhteydessä  virtuaalikoneen  valvojaan  ilman  keskeytyksiä 
[BDFH03]. Paravirtualisoinnista kerrotaan enemmän luvussa 4.2. Paljon tietoa siirtävät I/O-laitteet 
tallettavat ja lukevat tietoa suoraan muistista (DMA), se ei virtuaalikoneiden tapauksessa suoraan 
toimi,  vaan  virtuaalikoneen valvoja  joutuu siirtämään  tietoja  I/O-laitteen  käsittelemästä  muistin 
osasta  virtuaalikoneen  muistiin.  Laitetasolla  ongelma  voidaan  ratkaista  erityisellä  I/O 
muistinhallintayksiköllä  (IOMMU),  sen  avulla  I/O-laitteiden  tekemä  muistinkäsittely  voidaan 
kääntää  osoittamaan  suoraan  virtuaalikoneen  muistiin  [AMD07]. Myös  laitevalmistajat  ovat 
Kuva 3.1 Virtuaalisen verkkokortin toiminta Vmware workstationissa [SuVL01]
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reagoineet virtualisoitujen I/O-laitteiden hitausongelmiin. Joihinkin verkkokortteihin on rakennettu 
virtualisointia  tukevia  ominaisuuksia  joiden  avulla  virtuaalikoneet  voivat  kommunikoida 
turvallisella tavalla suoraan verkkokortin kanssa [LiAP06].
Näytönohjaimet  ovat  virtualisoinnin  kannalta  haasteellisia.  Nykyaikainen  näytönohjain  osaa 
kaksiulotteisen grafiikan (2D) piirtämisen lisäksi myös mallintaa kolmiulotteisten (3D) kappaleiden 
liikettä ja näkyvyyttä. Eri valmistajien näytönohjaimet ovat 3D rajapinnoiltaan erilaisia, valmistajat 
pitävät rajapintojen yksityiskohtia liikesalaisuuksina ja rajapintoihin saattaa tulla isoja muutoksia 
tekniikan kehittyessä [LTSL07]. Näytönohjainvalmistajat tukevat ajureissaan näytönohjainten 3D 
ominaisuuksien käyttöä käytännössä vain Microsoftin Direct3D ja avoimen OpenGL -kirjastojen 
kautta.  Kirjastojen  kautta  käytettävissä  olevat  toiminnot  ohittavat  osittain  käyttöjärjestelmän  ja 
tarjoavat  suoran  yhteyden  näytönohjaimeen  ja  epäluotettavasti  toimiva  ohjelma  voi  sen  kautta 
helposti saada koko koneen toimimaan epävakaasti [Hans07]. Yhtenäisen 3D rajapinnan puuttuessa 
virtualisoidut näytönohjaimet sisältävät usein vain 2D ominaisuudet. Tästä syystä virtuaalikoneita ei 
juurikaan käytetä korkealaatuista 3D kuvaa vaativissa sovelluksissa kuten peleissä [LTSL07]. Tämä 
haittaa erityisesti virtuaalikoneiden käyttöä työasemissa [Hans07]. Ongelmaan on kehitteillä useita 
ratkaisuja, esimerkiksi Blink ja VMGL, jälkimmäisen rakenne on esitetty kuvassa 3.2. Molemmat 
tarjoavat  OpenGL  rajapinnan  virtuaalikoneille,  joihin  tehdyt  kutsut  välitetään  isäntäkoneen 
alaisuudessa olevalle OpenGL rajapinnalle [Hans07, LTSL07].  Koska välitys  on virtuaalikoneen 
valvojan  hallinnassa  se  voidaan  rakentaa  siten,  että  virtuaalikoneet  eivät  voi  vaarantaa  muiden 
virtuaalikoneiden toimintaa.
Kuva 3.2 VMGL - Virtualisoitu OpenGL rajapinta [LTSL07]
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4 IA-32 prosessorin virtualisointi
Vaikka  PC laitteiden  prosessoreita  valmistetaan  keskenään  kilpailevissa  yrityksissä,  esimerkiksi 
Intelillä ja AMD:llä, ovat niiden käskykannat lähes identtisiä. Identtisyys on seurausta siitä, että 
kaikkien valmistajien prosessorit ovat taaksepäin yhteensopivia alkuperäisen IBM PC:n prosessorin 
kanssa. Yhteensopivuutta on pidetty jatkuvasti yllä, jotta vanhat binäärimuodossa jaellut ohjelmat 
toimisivat  sellaisenaan uudella  prosessorilla  suoritettaessa.  Siten myös eri  valmistajien IBM PC 
yhteensopivien prosessorin virtualisointi on yhtä helppoa, tai vaikeaa. Intel on nimennyt oman PC 
yhteensopivan  prosessoriarkkitehtuurinsa  IA-32:ksi  ja  AMD  kutsuu  sitä  x86:ksi.  Vaikka  tässä 
luvussa tarkastellaan IA-32 arkkitehtuurin mukaista prosessoria pätevät samat huomiot myös x86 
arkkitehtuuriin. 
Intelin  IA-32 arkkitehtuurissa  on neljä  käyttöoikeustasoa,  joita  kutsutaan  kehiksi.  Kehällä  0  on 
eniten  oikeuksia  ja  kehällä  3  vähiten.  Käytännössä  käyttöjärjestelmää  ajetaan  kehällä  0  ja 
käyttäjätason  sovelluksia  kehällä  3.  Kehät  1  ja  2  jäävät  yleensä  käyttämättä,  mutta  OS/2 
käyttöjärjestelmässä kehää 2 käytetään laiteajureissa [BDFH03, RoIr00]. Kuva 4.1 havainnollistaa 
kehärakennetta.  IA-32:ssa  on  mekanismit  joilla  käyttäjätason  prosessit  voivat  siirtää  kontrollin 
käyttöjärjestelmätason  prosessille  suojattujen  käskyjen  suorittamiseksi  [RoIr00],  eli  vaaralliset 
käskyt voidaan periaatteessa siirtää valvojan emuloitavaksi. IA-32 tukee myös muistin sivutusta ja 
lohkomista,  joita  voidaan  käyttää  virtuaalikoneiden  eristämiseen  toisistaan  [RoIr00]. 
Kommunikoinnissa I/O-laitteiden kanssa käytetään keskeytyksiä ja poikkeuksia, niiden avulla I/O 
liikenne voidaan ohjata kulkemaan valvojan kautta [RoIr00]. IA-32 arkkitehtuuria ei kuitenkaan ole 
alun perin suunniteltu virtualisointia silmällä pitäen, ja siksi virtualisointi ei hyvistä lähtökohdista 
huolimatta ole täysin ongelmatonta. 
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Virtualisoitavuuden  vaatimusten  mukaisesti  prosessorin  on  automaattisesti  signaloitava  valvojaa 
kun virtuaalikone  yrittää  suorittaa  vaarallisen  käskyn.  IA-32 arkkitehtuurin  ongelma on että  se 
sisältää vaarallisia käyttäjätason käskyjä [RoIr00]. Eli niiden suorittaminen ei aiheuta keskeytystä 
jolla suoritus voitaisiin siirtää virtuaalikoneelta valvojalle. Vaarallisia käskyjä on yhteensä 17, ne 
joko lukevat tai muuttavat kriittisten rekisterien sisältöä, tai käsittelevät suoraan muistia. Tämän 
seurauksena  IA-32  arkkitehtuuri  ei  ole  sellaisenaan  virtualisoitavissa.  Alla  esitellään  ongelmia 
aiheuttavat vaaralliset käskyt ja seuraavissa kappaleissa esitellään eri tapoja joilla virtualisoinnin 
esteet on voitettu. On tärkeää huomata että AMD:n x86 arkkitehtuuri on yhteensopiva Intelin IA-
32:n kanssa ja siksi siinä on samat virtualisointia vaikeuttavat piirteet.
Joukolla  IA-32  arkkitehtuurin  käyttäjätason  käskyjä  voidaan  lukea  ja  muuttaa  prosessorin  tilaa 
signaloimatta  virtuaalikoneen valvojaa.  Kriittisiä  rekistereitä  käsittelevät  käskyt  SGDT, SIDT ja 
SLDT rikkovat vaatimuksia samalla tavalla [RoIr00]. Ne kaikki hakevat jonkin kriittisen rekisterin 
(GDTR, IDTR, GDTR) arvon ja tallentavat sen muualle. Koska kriittiset rekisterit ovat prosessori-  
eikä virtuaalikonekohtaisia näkee virtuaalikone rekistereissä sen kannalta virheellisiä arvoja. Käsky 
SMSW  tallettaa  prosessorin  tilan  joko  yleiskäyttöiseen  rekisteriin  tai  muistiin.  Käskyn  avulla 
voidaan  saada  selville  toimiiko  prosessori  suojatussa  tilassa,  vai  ei.  Käsky  on  olemassa  vain 
taaksepäin  yhteensopivuuden  takaamiseksi  286  prosessoriarkkitehtuuriin,  kaikkien  386 
prosessorille ja myöhemmille kirjoitettujen ohjelmien pitäisi käyttää SMSW käskyn sijaan MOV 
käskyä. Käsky on vaarallinen koska virtuaalikoneen käyttöjärjestelmä voi käskyn avulla tarkistaa 
prosessorin tilan ja esimerkiksi pysähtyä jos tila on väärä [RoIr00]. Myös PUSHF ja POPF käskyt  
Kuva 4.1 IA-32 prosessorin käyttöoikeuskehät. Kehällä 0 on eniten 
oikeuksia ja kehällä 3 vähiten.
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tallettavat  ja  muuttavat  prosessorin  tilatietoja.  PUSHF  työntää  prosessorin  tilasta  kertovien 
EFLAGS rekisterien arvot pinoon, ja POPF hakee arvot pinosta ja tallettaa ne takaisin rekistereihin.
Monet  IA-32 arkkitehtuurin käskyt  tarkistavat,  tai  niiden  avulla  voidaan tarkistaa  millä  kehällä 
suorituksessa oleva prosessi on [RoIr00]. Näiden käskyjen avulla virtuaalikone voi tulla tietoiseksi 
siitä  että  sitä  ei  suoriteta  fyysisessä  laitteessa,  tai  se  voi  kaatua  jos  tarkistus  palauttaa 
odottamattoman tuloksen. Lisäksi IA-32 arkkitehtuurissa jokaisella kehällä on oma pinonsa, koska 
virtuaalikoneen käyttöjärjestelmää ei ajeta kehällä 0 saattaa pinojen sisältö mennä sekaisin. LAR, 
LSL, VERR, VERW käskyjä käytetään muistilohkojen käsittelyyn, kaikki tarkistavat suorituksensa 
yhteydessä millä kehällä käskyjä suoritetaan.  PUSH käsky tallentaa tietoa pinoon ja POP hakee 
niitä pinosta. Käskyä STR tallentaa tehtävärekisterin TR sisällön johonkin toiseen rekisteriin tai 
muistiin. TR rekisteri sisältää tiedon pyydetystä käyttöoikeustasosta. Arvoa tutkimalla virtuaalikone 
voi havaita pyydetyn käyttöoikeustason poikkeavan odotetusta. MOVE käskyllä voidaan hakea ja 
tallettaa  rekisterien  arvoja,  sillä  voidaan  myös  lukea  CS  ja  SS  rekistereistä  sen  hetkinen 
käyttöoikeuskehä ja siten virtuaalikoneen käyttöjärjestelmä voi havaita ettei sitä ajeta kehällä 0. 
Käskyillä  CALL,  JMP,  INT  n  ja  RET  hypätään  ohjelman  suorituksessa  uuteen  kohtaan. 
Hyppykäskyjä  voidaan  käyttää  siirtämään  ohjelman  suoritus  käyttöoikeustasolta  toiselle  ja 
käyttöoikeustason vaihdon yhteydessä tapahtuva pinon vaihtuminen tekee käskyistä vaarallisen.
4.1 Hybridi virtuaalikone
Qemu  on  Farbice  Bellardin  aloittama  projekti,  jonka  tarkoituksena  on  luoda  emulaattori,  jolla 
voidaan  ajaa  täydellisiä  modifioimattomia  käyttöjärjestelmiä  isäntäkoneen  sisällä  olevissa 
virtuaalikoneissa [Bella05]. Qemu edustaa tyypin II virtualisointia koska se käyttää virtualisoinnissa 
hyväkseen  isäntänä  toimivan  käyttöjärjestelmän  tarjoamia  palveluja.  Samalla  se  on  hybridi 
virtuaalikone sillä kaikki käyttöjärjestelmätason käskyt emuloidaan. Qemu osaa myös emuloida eri 
prosessoreja, joten fyysisen ja virtuaalikoneen näkemän prosessorin ei tarvitse vastata toisiaan.
Qemun ytimenä on dynaaminen kääntäjä. Se muuntaa lähdekoneen prosessorin käskyt isäntäkoneen 
prosessorilla suoritettavaan muotoon [Bella05].  Käännöksessä syntynyt  binäärikoodi tallennetaan 
välimuistiin,  josta  sitä  voidaan  käyttää  uudelleen.  Erona  perinteisiin  toteutuksiin  on  että 
lähdekoneen  ja  isäntäkoneen  käskyjen  muunnos  tehdään  vain  kerran.  Dynaaminen  kääntäjä  on 
toteutettu  jakamalla  jokainen  lähdekoneen prosessorin  käsky pienempiin  osiin  ja  nämä osat  on 
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kirjoitettu  C-kielellä  ja  käännetty  objektitiedostoksi.  Osat  on  valittu  niin  että  niiden  määrä  on 
pienempi kuin lähdekoneen eri käskyjen ja parametrien eri kombinaatiot. Erityinen käännösaikana 
käytetty työkalu koostaa pienistä osista lähdekoneen käskyjä vastaavat kokonaisuudet.
Kun  Qemu  suoritusaikana  törmää  ensimmäisen  kerran  osaan  lähdekoneen  suorittamasta 
ohjelmakoodista  se  muuntaa  koodin  isäntäkoneen  ymmärtämään  muotoon  aina  seuraavaan 
hyppykäskyyn,  tai  prosessorin  tilan  muutokseen  asti  [Bella05].  Muunnetut  osat  tallennetaan 
välimuistiin  hajautusavainta  käyttäen,  jotta ne saadaan nopeasti  haettua ja suoritettua uudelleen. 
Qemu osaa myös ketjuttaa usein toisiaan seuraavia osia välimuistissa niin että osat voidaan suorittaa 
ilman viiveitä.
Vaikka  Qemu  onkin  suhteellisen  nopea,  se  ei  vielä  täytä  virtuaalikoneen  vaatimuksia,  koska 
tilastollisesti  merkittävintä  osaa  virtuaalikoneen  käskyistä  ei  suoriteta  sellaisenaan  isäntäkoneen 
prosessorissa. Qemuun on kuitenkin kehitetty KQemu-niminen lisäosa, jonka avulla IA-32 ja IA-64 
tyyppiset prosessorit saadaan virtualisoitua [Bella08]. Qemun uudemmissa versioissa KQemu on 
korvattu Linuxin yleiskäyttöisellä KVM moduulilla. Käytännössä KQemu suorittaa käyttäjätason 
(kehä 3) käskyt sellaisenaan prosessorilla, käyttöjärjestelmätason (kehä 0) käskyt emuloidaan. Jos 
sellaisenaan  isäntäprosessorilla  suoritettavaksi  aiottu  käskyjoukko  sisältää  vaarallisia  käskyjä 
niiden suoritus emuloidaan.
4.2 Paravirtualisointi
Xen  on  tunnettu  avoimen  lähdekoodin  virtualisointiohjelmisto,  joka  tukee  kahta  erilaista 
virtualisointitapaa:  paravirtualisointia  ja  prosessoritason  virtualisointia  [MDDH08,  luku  4]. 
Prosessoritason  virtualisoinnista  kerrotaan  enemmän  luvussa  4.4.  Paravirtualisoinnissa 
virtuaalikoneille  ei  tarjota  täysin  fyysistä  laitetta  vastaavaa  ympäristöä,  vaan  niiden  käyttöön 
annetaan hieman muunneltu ympäristö. Muutokset on pyritty minimoimaan ja niiden tavoitteena on 
tehdä  virtuaalikoneen  valvojan  toteuttamisesta  helpompaa  ja  virtuaalikoneista  nopeampia. 
Ympäristön  muutokset  kohdistuvat  vain  käyttöjärjestelmän  käyttämiin  osiin,  näin  sovelluksia 
voidaan ajaa virtuaalikoneissa ilman muutoksia [BDFH03,MDDH08, luku 1]. 
Paravirtualisoinnin vaatimat muutokset käyttöjärjestelmiin tekee siitä hankalasti tuettavan suljettuun 
lähdekoodiin perustuvissa käyttöjärjestelmissä kuten Windowsissa.  Kuitenkin yksi ensimmäisistä 
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Xeniä varten muokatuista versioista oli Windows XP [BDFH03], Microsoft ei vain ole päästänyt 
sitä julkiseen levitykseen. Luultavasti Windows XP:n paravirtualisointiprojektista saatiin kuitenkin 
hyviä kokemuksia, koska Microsoftin oma vuonna 2008 julkaistu Hyper-V virtualisointiohjelmisto 
tukee  suoraan  Xenin  virtuaalikoneita  [Otey08].  Paravirtualisointi  vaikuttaa  virtuaalikoneen 
käyttöjärjestelmään kolmella eri osa-alueella muistinhallinnassa, prosessorissa ja I/O-laiteajureissa. 
Jokainen  virtuaalikone  tekee  itse  käyttämiensä  muistisivujen  varaukset  ja  ilmoittaa  niistä  Xen 
virtuaalikoneen  valvojalle  [BDFH03].  Samassa  yhteydessä  sivun  kirjoitusoikeus  siirtyy  Xenin 
hallintaan. Xenin täytyy hyväksyä kaikki rekisteröinnin jälkeiset päivitykset sivulle. Virtuaalikoneet 
voivat  koota  sivuihin  kohdistuvat  muutokset  eräajoiksi  minimoidakseen  valvojan  kutsumisesta 
aiheutuvat viiveet. Menettelyllä muistin käsittely saadaan pidettyä mahdollisimman tehokkaana ja 
silti  virtuaalikoneet pysyvät toisistaan eristettyinä. Lisäksi Xeniä varten jokaisen virtuaalikoneen 
muistiavaruudesta  on  varattu  ylimmät  64  megatavua,  näin  suorituksen  siirto  virtuaalikoneesta 
Xeniin ja takaisin ei aiheuta osoitteenmuutospuskurin (engl. TLB, Translation Lookaside Buffer) 
tyhjentymistä.  Muistilohkojen varaaminen ja muuttaminen on toteutettu samankaltaisella tavalla. 
Paravirtualisointia varten käyttöjärjestelmää muokataan toimimaan normaalista poiketen kehällä 1 
ja kehä 0 on varattu virtuaalikoneen valvojalle [BDFH03]. Kehällä 1 toimivalla käyttöjärjestelmällä 
on edelleen suuremmat valtuudet kuin kehällä 3 toimivilla käyttäjätason prosesseilla. Vaarallisten 
käskyjen käyttö ei ole virtuaalikoneissa sallittua.
Paravirtualisoinnissa laiteajurien ei tarvitse emuloida virtuaalikoneille jotain laajasti tuettua fyysistä 
laitetta, vaan ne voidaan toteuttaa mahdollisimman yksinkertaisella ja tehokkaalla tavalla. Xenissä 
virtuaalikoneiden laiteajurit on toteutettu jaettuja muistialueita käyttämällä [BDFH03,MDDH08]. 
Xen  välittää  keskeytykset  virtuaalikoneille  joko  asynkronisesti  bittikarttana,  tai  valinnaisesti 
kutsumalla virtuaalikoneen määrittelemää rutiinia. Kutsuja voidaan virtuaalikoneen niin halutessa 
viivyttää, jotta vältettäisiin jatkuvasti toistuvista keskeytyksistä aiheutuva suorituskyvyn menetys.
Paravirtualisointi ei ole vain Xenin käytössä. Sitä käytettiin jo ennen Xeniä Denalii -projektissa, 
mutta  siinä  ei  voinut  ajaa  modifioimattomia  käyttäjätason ohjelmia.  Toinen  paremmin  tunnettu 
esimerkki paravirtualisoinnista on Usermode Linux [MDDH08, luku 1]. 
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4.3 Binäärimuunnos
Virtualisointi onnistuu myös ilman prosessorin, tai käyttöjärjestelmän tukea binäärimuunnokseksi 
(englanniksi  binary translation)  kutsutun tekniikan avulla.  Binäärimuunnos on yleisesti  käytetty 
tekniikka,  jossa yhdelle prosessoriarkkitehtuurille käännetty ohjelma saadaan toimimaan toisessa 
arkkitehtuurissa ilman ohjelman uudelleenkääntämistä. 
Ennen  ohjelman  suoritusta  alkuperäinen  binäärikoodi  annetaan  muuntimelle  käsiteltäväksi 
[AdAg06].  Se  muuntaa  ohjelmakoodin  kohdearkkitehtuurin  hyväksymään  muotoon  ja  tallettaa 
muunnoksen. Muunnoksen jälkeen tuloksena syntynyt koodi suoritetaan. Kun sama binäärikoodi 
suoritetaan joskus myöhemmin uudestaan löytyy valmis muunnos, eikä uutta muunnosoperaatiota 
tarvita. Binäärimuunnos voidaan tehdä samalla kertaa koko binäärikoodille, tai tehdä muunnosta 
sitä mukaa kun ohjelman osat tulevat suoritukseen.
Virtualisoinnin yhteydessä binäärimuunnoksesta  huolehtii  virtuaalikoneen valvoja,  joka muuntaa 
ohjelmakoodia  sitä  mukaa  kun  virtuaalikone  antaa  ohjelmakoodia  prosessorille  suoritettavaksi 
[AdAg06]. Valvoja muuntaa koodia ennalta määrätyn kokoisissa lohkoissa ja tallettaa muunnoksen 
omaan välimuistiinsa [DeBR98]. Se myös ylläpitää taulukkoa josta käy ilmi alkuperäistä lohkoa 
vastaava  muunnettu  lohko.  Koska  virtuaalikoneen  valvojassa  tehtävä  binäärimuunnos  tapahtuu 
saman  prosessoriarkkitehtuurin  sisällä  voidaan  muunnoksessa  suuri  osa  käskyistä  kopioida 
sellaisenaan muunnokseen [AdAg06], mikä vähentää muunnokseen kuluvaa aikaa. Muunnoksessa 
vaaralliset  käskyt  korvataan  keskeytyksillä,  joiden  avulla  käskyn  suoritus  emuloidaan 
virtuaalikoneen  valvojassa.  Ja  esimerkiksi  hyppykäskyjen  osoitteet  korvataan  uusilla,  koska 
ohjelmakoodin  rakenne  muuttuu  binäärimuunnoksessa.  Virtuaalikoneen  valvoja  tekee 
binäärimuunnoksen  myös  käyttöjärjestelmätason  käskyille,  toisin  kuin  aiemmin  kuvattu  hybridi 
virtuaalikone.
Muunnoksen yhteydessä koodia voidaan myös tarpeen mukaan optimoida välttämään keskeytyksiä, 
koska  ne  huonontavat  merkittävästi  virtuaalikoneen  suorituskykyä  [AdAg06].  Optimointi  on 
kuitenkin  raskas  operaatio  suoraan muunnokseen verrattuna  ja  siksi  sitä  kannattaa  käyttää  vain 
usein  käytetyissä  ohjelmalohkoissa.  Esimerkiksi  keskeytyksen  aiheuttava  POP käsky  voitaisiin 
optimoinnissa  korvata  suoraan  virtuaalikonekohtaista  pinoa  käsittelevillä  käskyillä,  eli  samoilla 
käskyillä joita virtuaalikoneen valvoja käyttäisi emuloidessaan POP käskyn suoritusta.
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4.4 Prosessoritason virtualisointi
Virtuaalikoneiden  noustua  keskeiseksi  puheenaiheeksi  sekä  Intel  että  AMD  alkoivat  kehittää 
ratkaisuja joilla IA-32 arkkitehtuurissa olevat esteet virtualisoinnille saataisiin poistettua.
Intelin ratkaisu on VT-x:ksi nimetty laajennus IA-32 arkkitehtuuriin [Inte05]. Siinä on määritelty 
uudet  VMX:ksi  kutsutut  tilat  prosessorille.  Tiloja  on  kaksi,  pääkäyttäjätila  (engl.  VMX  root 
operation), jossa virtuaalikoneen valvoja toimii ja tavallinen (engl. VMX non-root operation), jossa 
muut  prosessit  toimivat.  Tärkeimpänä  erona  tilojen  välillä  on  se  että  pääkäyttäjätilassa  on 
käytettävissä  erityisiä  virtualisointia  varten  kehitettyjä  käskyjä  ja  tavallisessa  tilassa  tiettyjen 
käskyjen suoritus aiheuttaa keskeytyksen ja suorituksen siirtymisen valvojalle. Prosessorin VMX 
tila  ei  ole  ohjelmallisesti  tarkistettavissa,  eli  virtuaalikoneet  eivät  voi  tarkistaa  prosessorista 
toimivatko  ne  suoraan  fyysisessä  laitteessa  vai  valvojan  alaisuudessa.  Lisäksi  määritys  sisältää 
uuden  virtuaalikoneen  kontrollirakenteen  (engl.  Virtual-machine  control  data  structure  VMCS), 
johon tallennetaan valvojan ja virtuaalikoneen tila prosessorikohtaisesti. Näin suoritusvuoron vaihto 
virtuaalikoneiden välillä saadaan aiempaa nopeammaksi. 
5 Virtuaalikoneiden suorituskyky ja eristys
Virtualisoinnin  vaatimuksiin  kuului  että  virtuaalikone  on  eristetty,  tehokas  ja  identtinen  kopio 
oikeasta koneesta [PoGo74]. Käytännön tasolla virtualisoinnille asetetaan myös muita vaatimuksia. 
Kaikkien  samalla  fyysisellä  laitteella  olevien  virtuaalikoneiden  pitää  kyetä  toimimaan  ilman 
merkittäviä viiveitä myös sellaisissa tilanteissa joissa yksi tai useampi virtuaalikone on korkeasti 
kuormitettu. Vastaavasti virtuaalikoneiden välisen eristyksen pitää kestää myös sellaisissa tilanteissa 
joissa yksi virtuaalikone käyttäytyy vihamielisesti muita kohtaan.
5.1 Suorituskyvyn turvaaminen
Saman virtuaalikoneen alaisuudessa toimivat virtuaalikoneet joutuvat jakamaan keskenään laitteen 
kaikki  resurssit.  Normaalitilanteessa  resurssien  jakaminen  ei  aiheuta  ongelmia,  koska 
virtuaalikoneiden käyttöaste on yleensä matala. Kaikkien virtuaalikoneiden on kuitenkin pysyttävä 
käyttökelpoisina myös ääritilanteissa, joissa yksi tai useampi virtuaalikone haluaa käyttöönsä kaikki 
saatavilla  olevat  resurssit.  Tärkeimmät  resurssit  joista  kilpaillaan  ovat  prosessoriaika,  verkon 
tiedonsiirtokapasiteetti,  levy  I/O  ja  muisti  [Gold08,  luku  8,  MDDH08,  liite  E].  Useimmat 
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virtualisointiratkaisut  selviävät  myös  ääritilanteista  ilman  merkittäviä  ongelmia  [MHHD07]. 
Laajalti  käytössä  olevat  ratkaisut  perustuvat  virtuaalikoneen  valvojan  määräämään  resurssien 
jakoon,  mutta  resurssiongelma  voidaan  ratkaista  myös  yhteistyössä  virtuaalikoneiden  kanssa 
[ZBGM05]. 
Yksinkertaisin  tapa  varmistaa  virtuaalikoneiden  suorituskyky  kaikissa  tilanteissa  on  profiloida 
etukäteen virtuaalikoneissa ajettavien sovellusten käyttäytymistä [UrSR02]. Profiloinnin tuloksena 
saadaan ajan suhteen laskettu jakauma resurssien käytöstä ja voidaan laskea todennäköisyys, jolla 
sovellus tarvitsee resurssin käyttöönsä kullakin hetkellä. Profiloinnin lisäksi joudutaan valitsemaan 
miten suuren osan ajasta resurssivaatimusten pitää täyttyä.  Lukujen perusteella voidaan päätellä 
minkälainen  fyysinen  laite  virtuaalikoneita  varten  tarvitaan.  Virtualisointiratkaisuja  myyvien 
yritysten  ohjeistuksista  löytyy  myös  nyrkkisääntöjä  siitä  minkä  tyyppisiä  ja  miten  monta 
virtuaalikonetta kannattaa yhdistää samaan fyysiseen laitteeseen.
Yleensä  virtuaalikoneen  valvoja  kohtelee  virtuaalikoneita  tasavertaisina  prosesseina.  Kun  yksi 
virtuaalikone yrittää kuluttaa kaiken prosessorin laskentatehon ja muut eivät tee mitään se myös saa 
käyttöönsä kaiken tehon. Mutta kun muut virtuaalikoneet tarvitsevat prosessoria joutuu resursseja 
kuluttava  virtuaalikone  tyytymään  pienempään  osaan  laskentatehosta  [MDDH08,  luku  12].  Jos 
kaikki virtuaalikoneet haluavat samanaikaisesti  käyttöönsä mahdollisimman paljon laskentatehoa 
saavat  kaikki  oletusarvoisesti  yhtä  paljon.  Joissakin  toteutuksissa  virtuaalikoneiden  välistä 
prioriteettia  voidaan  säätää,  joten  kuormitustilanteessa  virtuaalikoneen  valvoja  jakaa  niille 
laskentatehoa prioriteetin mukaisessa suhteessa [MDDH08, luku 12]. 
Yleinen  käytännön  ratkaisu  verkon  tiedonsiirtokapasiteettiongelmiin  on  hankkia  fyysiseen 
laitteeseen useita verkkokortteja, parhaassa tapauksessa vähintään yksi kullekin virtuaalikoneelle 
[MDDH08, luku 9]. Aina verkkoliitäntöjen määrän lisääminen ei kuitenkaan ole mahdollista, tai 
järkevää.  Virtuaalikoneet  voivat  jakaa  saman  fyysisen  verkkokortin  virtuaalikoneen  valvojan 
tarjoaman siltauksen, tai reitityksen avulla. Ne käyttäytyvät fyysisten vastineidensa tapaan ilman 
virtuaalikoneiden välistä priorisoimismahdollisuuksia [MDDH08, luku 10]. 
Levy I/O:n suhteen virtuaalikoneet ovat yleensä tasavertaisia. Esimerkiksi Xen käyttää hyväkseen 
Linuxin  ytimen  omaa  I/O  skeludoijaa  joka  on  säädetty  kohtelemaan  kaikkia  tasapuolisesti 
[MDDH08, luku 12]. Verkkokortin tapaan virtuaalikoneelle voidaan tarvittaessa myös varata oma 
levy [MDDH08, luku 9]. 
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Kullekin  virtuaalikoneelle  määritellään  aina  käytettävissä  olevan  muistin  maksimimäärä.  Koska 
virtuaalikoneiden  muistien  yhteenlaskettu  määrä  voi  ylittää  fyysisen  muistin  määrän  (luku  3.1) 
voidaan joissain  toteutuksissa  virtuaalikoneille  myös  määritellä  tietty  osuus fyysisestä  muistista 
[MHHD07].  Kilpailutilanteessa  virtuaalikoneiden  käytössä  olevaa  fyysistä  muistia  voidaan 
allokoida niille annetun prioriteetin mukaisesti [Wal02].
Edellä  kuvatut  suorituskykyä  turvaavat  priorisoinnit  tapahtuvat  kaikki  virtuaalikoneen  valvojan 
ohjauksessa.  Osavastuu  suorituskyvyn  turvaamisesta  voidaan  siirtää  myös  virtuaalikoneille. 
Antamalla  virtuaalikoneille  mittarit,  joiden  avulla  ne  voivat  seurata  resurssien  kuormitusta  ja 
muuttaa niiden perusteella omaa käytöstään [ZBGM05]. Mittari voi esimerkiksi olla vasteaika, eli 
se kuinka paljon todellista aikaa operaation suorittamiseen kuluu. Mitä enemmän aikaa resurssille 
annetun pyynnön toteuttamiseen menee sitä kuormitetumpi isäntäkone on [ZBGM05]. Havaitessaan 
ruuhkatilanteen  virtuaalikone  muuttaa  omaa  käyttäytymistään  vähemmän  resurssia  kuluttavaksi. 
Mallin  etuna  on  että  virtuaalikoneen  valvojaan  ei  tarvitse  rakentaa  monimutkaista  logiikkaa 
resurssien  tasapuoliseksi  allokoimiseksi,  tosin  jotenkin  pitää  myös  hallita  tilanne,  jossa 
virtuaalikone ei suostu vapaaehtoisesti muuttamaan käyttäytymistään. 
5.2 Tietoturva
Virtualisointi on tietoturvan kannalta sekä hyvä että huono asia. Virtuaalikoneiden avulla voidaan 
helpommin  tutkia  haittaohjelmien  käyttäytymistä  ja  kehittää  parempia  menetelmiä  niiden 
torjumiseksi.  Kuitenkin  virtualisointiympäristöt  ovat  kaikkien  muiden  ympäristöjen  tavoin 
haavoittuvia.  Perinteisten  haavoittuvuuksien  lisäksi  niissä  on  varauduttava  myös  uusiin 
virtualisoinnin  mukanaan  tuomiin  uhkiin.  Lisäksi  virtualisointi  asettaa  myös  paineita  parantaa 
tietoturvaa,  sillä  isäntäkoneen joutuessa  tietomurron uhriksi  ovat  kaikki  virtuaalikoneet  avoimia 
hyökkääjälle.  Monet  virtualisoinnin  uhista  ovat  hyödyllisiä  ominaisuuksia,  joita  voidaan  myös 
käyttää väärin.
Työasemissa  käytettävissä  virtualisointiratkaisuissa  on  usein  työskentelyn  helpottamiseksi 
leikepöytä  jaettu  isäntäkoneen  ja  virtuaalikoneiden  kesken,  tämä  on  erityisen  yleistä  kun 
virtuaalikone on asennettu osaksi työasemaa. Käytettävyyden parantamiseksi myös muita resursseja 
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esimerkiksi  isäntäkoneen levyjä  tai  niiden  osia  on  voitu  avata  virtuaalikoneille.  Pahantahtoinen 
ohjelma voi käyttää ominaisuutta hyväkseen tiedonsiirrossa koneesta toiseen [Kirc07]. 
Virtuaalikoneen valvojan ominaisuuksiin  kuuluu kyky hallita  kaikkia virtuaalikoneiden käytössä 
olevia resursseja. Tämän seurauksena valvoja voi helposti valvoa virtuaalikoneen toimintaa, etenkin 
sen  vuorovaikutusta  ulkomaailmaan  virtuaalisen  verkkokortin  välityksellä  [Kirc07].  Etenkin 
ulkoistettuja virtualisointipalveluja ostettaessa tulee käyttää vain luotettuja palveluntarjoajia.
Virtuaalikoneen  valvoja  on  ohjelma,  riittävän  tarkasti  etsimällä  ohjelmista  löytyy  yleensä 
suunnittelu-,  tai  ohjelmointivirheitä.  Pahimmassa  tapauksessa  voi  virheitä  hyväksi  käyttävä 
virtuaalikoneessa  ajettava  ohjelma  kaapata  isäntäkoneen  hallintaansa  [Kirc07].  Esimerkiksi 
Vmwaren  virtuaalisesta  verkkokortista  löytyi  joulukuussa  2005  haavoittuvuus,  jonka  avulla 
virtuaalikoneesta olisi voinut murtautua isäntäkoneeseen [FERR07].
Isäntäkoneen  fyysinen  verkkokortti  on  usein  jaettu  usean  virtuaalikoneen  kesken  luomalla 
virtuaalikoneen  valvojan  sisälle  virtuaalinen  verkkokeskitin  tai  -kytkin.  Kaikki  virtuaalikoneet 
voivat  kuunnella  keskittimen kautta  kulkevaa liikennettä  [Kirc07].  Virtuaalisen kytkimen kautta 
kulkevaa liikennettä taas voi päästä kuuntelemaan ARP-väärennöksen (engl ARP-poisoning) avulla.
Virtuaalikoneet  jakavat  keskenään  isäntäkoneen  resurssit,  yksi  tai  useampi  virtuaalikone  voi 
kuluttaa fyysisen laitteen kaiken kapasiteetin, minkä seurauksena muut virtuaalikoneet eivät pääse 
käyttämään laitteen tarjoamia resursseja. Yleensä virtuaalikoneen valvojan asetuksia muuttamalla 
voidaan  rajata  yksittäisen  virtuaalikoneen  käyttöön  maksimissaan  tietty  osa  tarjolla  olevista 
resursseista.  Palvelunestohyökkäys  voi  tapahtua  myös  virtuaalikoneen  sisällä,  haittaohjelma  voi 
tunnistaa olevansa virtuaalikoneessa ja sammuttaa itsensä tai jopa koko koneen [FERR07]. Näin 
toimimalla  se  voi  vaikeuttaa  itsensä tutkimista.  Identtisyyssääntö  ei  siis  täysin  täyty käytännön 
virtualisointitoteutuksissa.
Virtuaalikoneiden  määrän  kasvaessa  organisaatiossa  niiden  ylläpito  muuttuu  vaikeammaksi.  Jos 
virtuaalikoneita  pidetään  vain  satunnaisesti  päällä  ei  niille  saada  jaeltua  päivityksiä,  minkä 
seurauksena ne jäävät avoimiksi erilaisille hyökkäyksille [GaRo05]. Myös saastuneiden koneiden 
puhdistaminen on vaikeaa, jos virtuaalikoneita pidetään päällä vain satunnaisesti. 
30
Uusi virtuaalikone tehdään usein ottamalla kopio olemassa olevasta virtuaalikoneesta.  Sopivassa 
kohdassa  kopioidut  identtiset  koneet  voivat  käyttää  samoja  kertakäyttöiseksi  tarkoitettuja 
salausavaimia tai tuottaa samoja satunnaislukuja, jolloin viestien salaus voidaan purkaa [GaRo05]. 
Useat  virtualisointiratkaisut  tukevat  virtuaalikoneen  tilan  palauttamista  aiempaa  versioon  lokien 
avulla.  Isäntäkoneen lokeihin  voi  siten  jäädä  talteen sellaista  tietoa jonka virtuaalikone luuli  jo 
hävittäneensä, kuten salasanoja ja salausavaimia.
Virtuaalikone on myös  helpompi  kopioida  kuin fyysinen tietokone,  näin  tietovarkaus  voi  jäädä 
huomaamatta. Koska niitä on helppo kuljettaa esimerkiksi USB-muistilla on niiden hävittäminen 
myös helpompaa.
Yksinkertaisin  tapa  käyttää  virtualisointia  parantamaan  tietoturvaa  on  siirtää  sovellukset  omiin 
virtuaalikoneisiin  [GaWa07].  Näin  haittaohjelmat  saadaan  paremmin  eristettyä.  Eristämällä 
sovellukset virtuaalikoneisiin voidaan myös tehdä tiukemmat sovelluskohtaiset tietoruvasäännöt ja 
siten vähentää tietomurtojen riskejä. Jako virtuaalikoneisiin voidaan tehdä myös käyttötarkoituksen 
perusteella,  yrityksen  työntekijällä  voi  esimerkiksi  olla  asennettuna  yhteen  virtuaalikoneeseen 
yrityksen  sisäiseen  käyttöön  tarkoitetut  sovellukset  ja  toisessa  ulkoiseen  viestintään  tarkoitetut 
kuten sähköposti ja internet selain. Koska virtuaalikoneen valvoja voi rajata mitä laitteita kukin 
virtuaalikone voi käyttää voidaan estää käyttäjiä siirtämästä tietoja USB-muisteille.
Virtualisoinnin  avulla  on  myös  helpompi  toipua  tietomurroista.  Virtuaalikoneet  voidaan  usein 
palauttaa murtoa edeltävään tilaan varmistuksista  ja tehdä koneeseen tarvittavat muutokset  jolla 
saman murron toistuminen voidaan estää [GaWa07].
Perinteisesti  vihamieliset  tunkeutumiset  tietokoneeseen  on  havainnoitu  koneeseen,  tai  erilliseen 
verkkolaitteeseen asennetulla tunkeutumisen havainnointijärjestelmällä (engl.  Intrusion Detection 
System,  IDS).  Molemmissa  on  omat  ongelmansa,  verkon  läpi  voidaan  tarkkailla  vain  rajattua 
joukkoa  asioita,  joten  tunkeutujan  on  helpompi  piiloutua,  koneeseen  asennettu 
havainnointijärjestelmä taas ei  onnistuneen tunkeutumisen jälkeen enää anna luotettavia tuloksia 
[GaRo03].  Havainnointijärjestelmä  voidaan  liittää  osaksi  virtuaalikoneen  valvojaa.  Kun 
havainnointijärjestelmä on osa valvojaa ei  onnistuneesti  virtuaalikoneeseen tunkeutunut  ohjelma 
pysty estämään itseään näkymästä. 
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Ohjelmien  ajonaikaista  käyttäytymistä  joudutaan  toisinaan  analysoimaan  ohjelmointivirheiden 
paikallistamiseksi  ja  haittaohjelmien  tutkimiseksi.  Se  on  kuitenkin  monimutkainen  ja  raskas 
operaatio.  Analyysi  voi  jopa  monikymmenkertaistaa  ohjelman  suoritusajan,  minkä  seurauksena 
analyysin  pohjana  ei  aina  voida  käyttää  tuotantoaineistoa.  Virtualisoinnin  avulla  suoritus  ja 
analysointi  voidaan  kuitenkin  erottaa  toisistaan  käyttämällä  hyväksi  mahdollisuutta  tallettaa 
virtuaalikoneen  toiminta  lokiin  [ChGC08].  Ohjelma  ajetaan  virtuaalikoneessa  ja  syntynyt  loki 
analysoidaan. Lokille voidaan myös tehdä useita analyysejä samanaikaisesti.
Virtualisointia voidaan myös käyttää parantamaan tietoturvaa eristämällä tärkeää tietoa käsittelevä 
sovellus  virtuaalikoneeseen.  Normaalista  poiketen  suojattavan  sovelluksen  tietoja  ei  tallenneta 
sellaisenaan  fyysiseen  muistiin,  vaan  tiedot  salataan  virtuaalikoneen  valvojan  Overshadow 
-nimisellä muutoksella [CGLS08]. Muistin salaus on käytönaikainen virtuaalikoneelle näkymätön 
operaatio. Tiedon tallennus levylle tapahtuu muistin kautta saadaan myös pysyvämmin säilytettävät 
tiedot turvattua samalla menetelmällä.
6 Kokeet
Testeillä selvitetään fyysisen ja virtuaalikoneen välistä suorituskykyeroa dedikoidussa ja jaetussa 
ympäristössä. Laskennallinen suorituskykyero selvitetään kahdella eri testausmenetelmällä, joissa 
ajetaan samat testit  sekä fyysisessä-  että  virtuaalikoneessa.  Käytännön suorituskykyä selvitetään 
ajamalla  toinen  testeistä  samaan  aikaan  kun  toinen  virtuaalikone  kuormittaa  fyysistä  laitetta. 
Kuormitus luodaan käyttämällä Isolation Benchmarkin [MHHD07] testiohjelmia.
Testien  tuloksista  selviää  mikä  on  fyysisen-  ja  virtuaalikoneen  välinen  suorituskykyero  kun 
virtualisoidussa ympäristössä ei ole muuta käyttöä olosuhteissa ja minkälaiseen suorituskykyeroon 
kannattaa varautua käytännössä. Samalla selviää voiko yksi tai useampi saman laitteiston jakavista 
virtuaalikoneista vahingossa tai tarkoituksellisesti estää toisen virtuaalikoneen toiminnan.
6.1 Laiteympäristö
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Testikokoonpano koostu kolmesta koneesta ja niiden välisestä kytkimellä toteutusta verkosta. Kaksi 
koneista on identtisiä. Kuvan 6.1 testilaitteissa 1 ja 2 on emolevynä ASRock A780FullDisplayPort, 
suorittimena  kolmeytiminen  AMD  Phenom  8659  Triple-Core  Processor  2.30GHz  prosessori, 
gigabitin  Realtek  RTL8111C  verkkokortti,  Western  Digital  Caviar  Green  1TB  SATAII  32MB 
kiintolevy ja 8GB DDR2 800Mhz muistia. Kolmas on on Lenovo X61 7673-25G kannettava, jossa 
on gigabitin verkkokortti ja 2GB muistia. Koneiden välillä oleva gigabitin ethernet verkko toimii 
Asus RT-N16 kytkimen varassa.
Kuva 6.1: Eri testien laite- ja ohjelmistokokoonpanot
Testilaite 1: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●bw_tcp asiakas/palvelija
Gigabitin kytkin
Asus RT-N16
Mittaustyöasema
Lenovo Thinkpad X61: 
●2-ytiminen Intel prosessori 
●2G muistia, 
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●Ubuntu 9.1
Tehtävä:
●bw_tcp palvelija/asiakas
Testikokoonpano 1: LmBench bw_tcp ja lat_tcp testit
Testilaite 2: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Virtuaalikoneen valvoja:
●Citrix XenServer 5.5.0 
update 2
Virtuaalikone 1:
●3 Prosessoria
●1,5G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●bw_tcp asiakas/palvelija
Testilaite 1: 
●3-ytiminen AMD 
prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●bw_file_rd
Testikokoonpano 2: LmBench levyn lukunopeustesti bw_file_rd
Testilaite 2: 
●3-ytiminen AMD
prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Virtuaalikoneen valvoja:
●Citrix XenServer 5.5.0 
update 2
Virtuaalikone 1:
●3 Prosessoria
●1,5G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●bw_file_rd testeissä 1-3
Virtuaalikone 2:
●3 Prosessoria
●1,5G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●bw_file_rd testeissä 2-3
Virtuaalikone 3:
●3 Prosessoria
●1,5G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●bw_file_rd testissä 3
Gigabitin kytkin
Asus RT-N16
Testilaite1: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Apache http -palvelin
Käyttöjärjestelmäparametrit 
2phy testissä:
●mem=1024
●maxcpus=2
Testilaite2: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●MySQL tietokantapalvelin
Käyttöjärjestelmäparametrit
2phy testissä:
●mem=1024
●maxcpus=2
Gigabitin kytkin
Asus RT-N16
Mittaustyöasema
Lenovo Thinkpad X61: 
●2-ytiminen Intel prosessori 
●2G muistia, 
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●Ubuntu 9.1
Testilaite1: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Apache http -palvelin
●MySQL tietokantapalvelin
Gigabitin kytkin
Asus RT-N16
Mittaustyöasema
Lenovo Thinkpad X61: 
●2-ytiminen Intel prosessori 
●2G muistia, 
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●Ubuntu 9.1
Testikokoonpano 3: 2 Laitetta rajoittamaton ja 2 Laitetta rajoitettu testit Testikokoonpano 4: 1 Laite testi
Testilaite1: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Virtuaalikoneen valvoja:
●Citrix XenServer 5.5.0 
update 2
Gigabitin kytkin
Asus RT-N16
Mittaustyöasema
Lenovo Thinkpad X61: 
●2-ytiminen Intel prosessori 
●2G muistia, 
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●Ubuntu 9.1
Testikokoonpano 5: Kuormittamaton Xen testi
Virtuaalikone 1:
●2 Prosessorai
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Apache http -palvelin
Virtuaalikone 2:
●2 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●MySQL tietokanta
Testilaite1: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Virtuaalikoneen valvoja:
●Citrix XenServer 5.5.0 
update 2
Gigabitin kytkin
Asus RT-N16
Mittaustyöasema
Lenovo Thinkpad X61: 
●2-ytiminen Intel prosessori 
●2G muistia, 
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●Ubuntu 9.1
Testikokoonpano 6: Isolation Benchmarkin MemoryBomb, ForkBomb, CpuBomb, DiskBomb, 
Receive-network ja Send-network (Muisti, Prosessi, Prosessori, Levy, Vastaanotto ja Lähetys)
testit
Virtuaalikone 1:
●2 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Apache http -palvelin
Virtuaalikone 2:
●2 Prosessori
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●MySQL tietokanta
Virtuaalikone 3:
●3 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä (vuorotellen):
●Isolation Benchmark 
Receive-network testissä 
palvelija (vastaaottaja)
●Isolation Benchmark 
Send-network testissä 
asiakas (lähettäjä)
●Isolation Benchmark testit
MemoryBomb, forkBomb, 
CpuBomb, DiskBomb
Testilaite2: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Receive-network testissä 
asiakas (lähettäjä)
●Send-network testissä
palvelija (vastaanottaja)
●Muissa testeissä 
sammutettuna
Testilaite1: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Virtuaalikoneen valvoja:
●Citrix XenServer 5.5.0 
update 2
Gigabitin kytkin
Asus RT-N16
Mittaustyöasema
Lenovo Thinkpad X61: 
●2-ytiminen Intel prosessori 
●2G muistia, 
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●Ubuntu 9.1
Testikokoonpano 7: Ääritilanne- ja Ääritilanne priotiteetillä testit
Virtuaalikone 1:
●2 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Apache http -palvelin
Virtuaalikone 2:
●2 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●MySQL tietokantapalvelin
Virtuaalikone 4:
●3 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Isolation Benchmark 
Receive-network testin 
palvelija (vastaaottaja)
●Isolation Benchmark 
Send-network testin 
asiakas (lähettäjä)
Testilaite2: 
●3-ytiminen AMD prosessori 
●8G muistia, 
●1T SATAII kiintolevy
●1gigabitin verkkoliitäntä 
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Receive-network testissä 
asiakas (lähettäjä)
●Send-network testissä
palvelija (vastaanottaja)
Virtuaalikone 5:
●3 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Isolation Benchmark 
MemoryBomb testi
Virtuaalikone 6:
●3 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Isolation Benchmark
CpuBomb testi
Virtuaalikone 7:
●3 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Isolation Benchmark 
ForkBomb testi
Virtuaalikone 3:
●3 Prosessoria
●1G muistia
Käyttöjärjestelmä:
●CentOs Linux 5.3
Tehtävä:
●Isolation Benchmark 
MemoryBomb testi
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Lenovo  on  mittaustyöasema,  joka  mittaa  muiden  koneiden  suorituskykyä.  Lenovon 
käyttöjärjestelmänä on Ubuntu 9.1. Testilaitteeseen 2 on asennettu 64 bittinen CentOs Linux 5.3 ja 
testilaitteeseen 1 testistä riippuen joko Citrix XenServer 5.5.0 update 2, tai  64 bittinen CentOs 
Linux 5.3. Virtuaalikoneiden käyttöjärjestelmänä on aina 64 bittinen CentOs Linux 5.3, joihin on 
asennettu XenServerin omat virtualisointipaketit.
6.2 Suorituskykymittaus
Testeissä käytettiin Lmbenchin 3.0a9 versiota. Tavoitteena oli selvittää virtualisoinnin vaikutusta 
suorituskykyyn  mittaamalla  helposti  rajattavissa  olevia  osa-alueita.  Testien  ajaksi  palvelimilta 
sammutettiin  Apache  MySQL  ja  palomuuri.  Lisäksi  testissä  käytettyjen  virtuaalikoneiden 
prioriteetti nostettiin testin ajaksi maksimiin ja kaikki ylimääräiset virtuaalikoneet sammutettiin.
6.2.1 Verkkoyhteyden kaistanleveys ja latenssi
Verkkoyhteyden  kaistanleveyttä  ja  latenssia  mitattiin  ajamalla  ristiin  testiohjelmien  asiakas  ja 
palvelinpuolia  fyysisellä-  tai  virtuaalipalvelimella  ja mittaustyöasemassa.  Kaistanleveys mitattiin 
bw_tcp  ohjelmalla  ja  latenssi  lat_tcp:llä.  Testien  tavoitteena  oli  saada  selville  miten  paljon 
virtualisointi hidastaa verkkoliikennettä. Testin laite- ja ohjelmistokokoonpano on havainnollistettu 
kuvan 6.1 testikokoonpanossa 1.
Kaistanleveystestissä käytetään oletuksena 64 kilotavun kokoisia viestejä. Taulukossa 6.1 näkyvät 
tulokset  olivat  virtualisoinnin  kannalta  murskaavat.  Tulosten  perusteella  virtuaalikoneen 
siirtonopeus on kertaluokkaa huonompi kuin vastaavalla fyysisellä palvelimelle. Eli virtuaalikoneen 
kaistanleveys on vain 10% fyysisen laitteen kaistanleveydestä.
Taulukko 6.1: Kaistanleveystestin bw_tcp tulokset. Testi toistettiin 50 kertaa (-N optio) ja 
ennen mittausta alkulämmiteltiin 10 kertaa (-W optio)
Asiakkaan sijainti Palvelimen sijainti Tulos Mt/s
Fyysinen laite Mittaustyöasema 115,69
Virtuaalikone Mittaustyöasema 11,64
Mittaustyöasema Fyysinen laite 87,32
Mittaustyöasema Virtuaalikone 11,56
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Latenssitestin  tulokset  olivat  virtualisoinnin  kannalta  huomattavasti  paremmat.  Taulukossa  6.2 
näkyvien tulosten perusteella virtualisointi aiheuttaa vain 19% lisäyksen latenssiin. 
6.2.2 Levyn lukunopeustesti
Testissä ajettiin Lmbenchin bw_file_rd testiä 24 kertaa peräkkäin, samoilla asetuksilla. Testi ajettiin 
fyysisellä palvelimella ja 1-3:lla virtuaalikoneella samanaikaisesti. Testit käynnistettiin ajastamalla 
listauksessa 6.1 oleva komentojono at komennolla. Ajokerroista ensimmäinen ja viimeinen jätettiin 
huomiotta,  jotta  tuloksiin  tulisi  vain  rinnakkaisesti  ajettujen  testien  tulokset.  Testin  laite-  ja 
ohjelmistokokoonpano on havainnollistettu kuvan 6.1 testikokoonpanossa 2.
Testin  tulokset  selviävät  taulukosta  6.3.  Fyysisellä  palvelimella  saadut  tulokset  ovat  odotetusti 
joukon  nopeimmat.  Yksittäisen  virtuaalikoneen  lukunopeus  jää  80%  fyysisestä  maksimeja 
request_no=1 
while (($request_no < 25 ))
do
bw_file_rd -N 50 -W 10 660M open2close /root/CentOS-5.3-x86_64-bin-1of7.iso > /tmp/curl$1 2>&1
exit_code=$?
exec 5< /tmp/curl$1
read result <&5
date +"%F %H:%M:%S.%N $request_no $exit_code $result" >>/tmp/fileTest.log
request_no=$(echo "$request_no+1"|bc) 
done
Listaus 6.1: Yksittäisessä testissä luettiin 50 kertaa (-N optio) 660 megatavun kokoinen tiedosto ja 
ennen mittausta tiedoston lukua alkulämmiteltiin 10 kertaa (-W optio).
Taulukko 6.2: Latenssitestin lat_tcp tulokset. Testi toistettiin  50 kertaa (-N optio) ja ennen 
mittausta alkulämmiteltiin 10 kertaa (-W optio).
Asiakkaan sijainti Palvelimen sijainti
Fyysinen laite Mittaustyöasema 159,0209
Virtuaalikone Mittaustyöasema 189,1512
Mittaustyöasema Fyysinen laite 160,7506
Mittaustyöasema Virtuaalikone 190,0158
Tulos 
mikrosekunteina
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vertailtaessa. Keskiarvovertailussa virtuaalikone parantaa tulostaan hiukan jääden kuitenkin 86,5%. 
Hieman yllättäen virtuaalikoneen lukunopeus ei juurikaan muutu kun koneita on kaksi. Koneiden 
lukunopeudet ovat 77,5-80% fyysisestä maksimeja vertailtaessa. Lukunopeus laskee selkeästi vasta 
kolmella rinnakkaisella virtuaalikoneella, jolloin lukunopeudet ovat 68,5-72% fyysisestä maksimeja 
vertailtaessa.
6.3 Sovellustesti
Koska  tiettyihin  yksityiskohtiin  keskittyvät  testipaketit  eivät  välttämättä  anna  realistista  kuvaa 
suorituskyvystä otettiin toisen testin pohjaksi Wikipedia. CentOs Linuxiin asennettiin MediaWiki 
1.15.1,  Apache  2.2.3  ja  MySQL  5.0.45.  Sisällöksi  otettiin  kopio  fi.wikipedia.org  -palvelun 
tekstisisällöstä  marraskuulta  2009,  joka  asennettiin  Wikipedian  itse  julkaisemien  ohjeiden 
mukaisesti.  Ohjeiden  mukainen  asennustapa  osoittautui  erittäin  hitaaksi  ja  epäluotettavaksi. 
Palautetussa Wikipediassa on 417339 sivua ja sen MySQL tietokannan koko on 1,5 gigatavua.
Wikipedian toimintaa testattiin itse tehdyllä ohjelmalla,  joka tuskin vastaa Wikipedian todellista 
käyttöä,  mutta  sitä  ajamalla  saadaan keskenään  vertailukelpoisia  tuloksia.  Testiohjelma koostuu 
kolmesta osasta. Ensimmäisenä on lämmittelyosuus, jossa kymmenen rinnakkaista prosessia hakee 
samassa järjestyksessä 100 samaa sivua Wikipediasta. Toisessa vaiheessa 20 rinnakkaista prosessia 
hakee uudelleen samat 100 sivua, vaihe alkaa vasta kun kaikki kymmenen prosessia ovat saaneet 
ensimmäisen  vaiheen  valmiiksi.  Kolmannessa  vaiheessa  20  rinnakkaista  prosessia  hakee  kukin 
1000 uniikkia sivua Wikipediasta, prosessit jatkavat kolmanteen vaiheeseen sitä mukaa kun saavat 
toisen  vaiheen  valmiiksi.  Kukin  testi  toistetaan  viisi  kertaa  niin  että  toistojen  välillä  on  aina 
vähintään viiden minuutin tauko, toistokertoja kutsutaan jatkossa kierroksiksi. Tulosten arvioinnissa 
käytettiin vain testin kahta jälkimmäistä osaa.
Taulukko 6.3: Lukunopeustestin tulokset megatavuina sekunnissa.
Nimi Fyysinen
Maksimi 2547,54 2037,84 2035,55 1974,76 1825,46 1745,90 1820,41
Minimi 2264,21 1860,57 1878,19 1951,00 1611,17 1693,85 1703,97
Keskiarvo 2301,32 1991,06 1975,68 1962,77 1762,01 1731,62 1792,29
Mediaani 2276,29 2021,21 1992,96 1962,35 1785,62 1731,85 1800,37
Kone 1 / 1 
virtuaalikone
Kone 1 / 2 
virtuaalikonetta
Kone 2 / 2 
virtuaalikonetta
Kone 1 / 3 
virtuaalikonetta
Kone 2 / 3 
virtuaalikonetta
Kone 3 / 3 
virtuaalikonetta
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Testiohjelma lukee silmukassa haettavan sivun otsikon ja lähettää sen curl -ohjelmaa käyttäen http 
-pyyntöjä  palvelimelle.  Testiohjelman  toiminta  selviää  tarkemmin  listauksessa  6.2.  Se  myös 
kirjoittaa  lokitiedostoon  järjestysnumeron,  kellonajan,  hakuun  kuluneen  ajan,  vastaanotettujen 
tavujen määrän, sivun otsikon ja curlin antaman paluukoodin. Tulosten analysointia varten tulokset 
vietiin  erilliseen  MySQL tietokantaan.  Ohjelma  odottaa  sivua  korkeintaan  25  sekuntia,  minkä 
jälkeen  haku  tulkitaan  epäonnistuneeksi.  Onnistuneen  haun  jälkeen  skripti  hakee  välittömästi 
echo "DATE NO PAGE EXIT TIME SIZE" > $1.log
error_count=0
request_no=1
exec 4< $1.txt
while read line <&4
do
curl -m 25 -w "%{time_total}\n%{size_download}\n" -s -S -o /dev/null 
"http://httpsrv/Gradu/$line" > /tmp/curl$1
exit_code=$?
exec 5< /tmp/curl$1
read time_total <&5
read size_download <&5
date  +"%F %H:%M:%S.%N$request_no $line $exit_code $time_total
$size_download" >>$1.log
if (($exit_code!=0))
then
if (($error_count<15))
then
error_count=$(echo "$error_count+1"|bc)
fi
sleep $error_count
else
error_count=0
fi
request_no=$(echo "$request_no+1"|bc)
done
Listaus 6.2: Wikipediaan hakuja tekevä testiohjelma
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seuraavan  sivun,  mutta  epäonnistuneen  jälkeen  pitää  pienen  tauon.  Useat  peräkkäiset 
epäonnistumiset  kasvattavat  taukoa  aina  15  sekuntiin  asti.  Epäonnistuneiden  hakujen  välillä 
tarvitaan  pieni  viive,  sillä  muuten  Apachen  ollessa  lyhyenkin  aikaa  vastaamatta  sivuhakuihin 
epäonnistuivat kaikki jäljellä olevat sivuhaut.  Skripti  ei  kuitenkaan osaa päätellä  johtuuko haun 
epäonnistuminen  Apachesta  vai  jostain  muusta  syystä  ja  siksi  viivettä  kasvatettiin  portaittain. 
Esimerkiksi  yksikään  testeistä  ei  palauttanut  onnistuneesti  sivua  hakusanalla  Turku, 
toimimattomuus  johtunee  MediaWikin  php  asetuksista,  jotka  rajoittavat  käytettävän  muistin  50 
megatavuun  sivua  kohden.Aluksi  testiohjelmaa  ajettiin  useaan  kertaan  sekä  fyysisellä-,  että 
virtuaalikoneella, mutta testi osoittautui epäluotettavaksi. Testipalvelin kulutti aina jossain vaiheessa 
loppuun  kaiken  vapaan  muistin,  minkä  jälkeen  palvelimen  suorituskyky  romahti.  Syylliseksi 
osoittautui Apache, joka teki itselleen turhan monta lapsiprosessia joista kukin ylläpiti omaa alati 
kasvavaa välimuistia. Apache ei myöskään sulkenut siististi yhteyksiään MySQL tietokantaan, mikä 
omalta osaltaan pahensi ongelmaa. Tilanteeseen toi huomattavaa parannusta Apachen ja MySQL:n 
asetusten  säätäminen,  mutta  muisti  loppui  silti  ajoittain.  Lopulta  ongelma  ratkesi  lisäämällä 
palvelimelle ylimääräinen skripti, joka tarkkailee vapaan muistin määrää ja uudelleen käynnistää 
Apachen aina vapaan muistin  laskiessa alle 28 megatavun.  Samoja asetuksia käytettiin kaikissa 
testeissä.
6.3.1 Fyysisen ja virtualisoidun ympäristön välinen vertailu
Fyysisen ympäristön testit tehtiin kolmella eri  tavalla.  Ensimmäisessä testissä sekä Apache, että 
MySQL olivat  samassa  laitteessa  ja  toisessa  eri  laitteilla.  Ensimmäisen  testin  tulokset  löytyvät 
myöhemmistä taulukoista nimellä 1 Laite ja toisen nimellä 2 Laitetta rajoittamaton. Ensimmäisessä 
testissä käytettävissä olevat resurssit olivat täsmälleen samat kuin myöhemmissä virtualisoidussa 
ympäristössä ajetuissa testeissä. Jälkimmäinen vastaa paremmin tilannetta jossa tietokannoista ja 
weppipalvelimista  vastaavat  eri  asiantuntijat,  tai  kun  riskien  pienentämiseksi  sovellusten 
tärkeimmät osat halutaan siirtää pois suoraan verkkoon kytketyiltä koneilta. Kolmannessa testissä 
testit  ajettiin  ensimmäisen  testin  tapaan  kahdella  laitteella,  mutta  Linuxin  käytettävissä  olevan 
muistin  -  ja  prosessorien  määrä  rajoitettiin  käyttöjärjestelmän  parametreilla  samoiksi  kuin  mitä 
virtualisoitu  ympäristö  osoittaa  virtuaalikoneille.  Kolmannen testin  tulokset  löytyvät  taulukoista 
nimellä 2 Laitetta rajoitettu. Virtualisoidun ympäristön testit ajettiin niin että Apache ja MySQL 
olivat  omissa virtuaalikoneissa,  joilla  kullakin oli  käytössään 1GB muistia  ja  kaksi  prosessoria. 
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Virtualisoidun ympäristön testit löytyvät taulukoista nimellä Kuormittamaton Xen. Testien laite- ja 
ohjelmistokokoonpano on havainnollistettu kuvan 6.1 testikokoonpanoissa 3, 4 ja 5.
Alan kirjallisuuden mukaan suoritusajan mittaus on yksi parhaista suorituskyvyn mittaustavoista 
[Lilj00, luku 2]. Toinen vielä suoritusaikaakin tärkeämpi mittari on ohjelman toiminta ylipäätään, 
eli  tässä tapauksessa onnistunut vastaus Wikipediaan kohdistuneeseen hakuun. Mittarit  eivät ole 
täysin toisistaan riippumattomia, sillä onnistunut vastaus edellyttää sivun palauttamista 25 sekunnin 
sisällä.  Testien  tuloksia  tarkastellaan  näiden  kahden  mittarin  avulla.  Vertailukelpoisten  lukujen 
saamiseksi kaikki virheeseen päättyneet ja yli 25 sekuntia kestäneet haut tulkittiin epäonnistuneiksi. 
Lisäksi  keskiarvoa,  mediaania  ja  keskihajontaa  laskettaessa  epäonnistuneiden  hakujen  kestoksi 
annettiin 25,01 sekuntia.
Taulukossa 6.4 on testien yhteenvedot. Kun tuloksia vertaillaan onnistuneiden hakujen määrällä on 
2 Laitetta rajoitettu 2,44%, 2 Laitetta rajoittamaton 4,75% ja 1 Laite peräti 5,95% parempi kuin 
Kuormittamaton Xen. Mediaaniajan mukaan järjestettynä 2 Laitetta rajoitettu on 4,67% huonompi, 
2  Laitetta  rajoittamaton  45,18%  ja  1  Laite  44,01%  parempi  kuin  Kuormittamaton  Xen. 
Keskimääräisen onnistuneisiin hakuihin kuluneen ajan mukaan järjestettynä puolestaan 2 Laitetta 
rajoitettu  on  1,33%,  2  Laitetta  rajoittamaton  42,5%  ja  1  Laite  42,44%  parempi  kuin 
Kuormittamaton Xen. Vertailukriteeristä riippumatta virtuaalikone on odotetusti selkeästi huonompi 
kuin fyysinen palvelin. Kuormittamattoman Xenin osalta tulos on odotettu, sillä virtuaalikoneille 
annetut  resurssit  ovat  pienemmät  kuin  mitä  suoraan  fyysiseltä  laitteelta  on  saatavissa. 
Yllättävämpää  on  että  yhdelle  palvelimelle  sijoitettuna  tulokset  ovat  onnistumisprosentilla 
tarkasteltuna paremmat kuin kahdelle palvelimelle hajautettuna. Todennäköisesti syy on palvelinten 
palomuureissa.  Virtuaaliympäristön  kanssa  yhtenevimmät  tulokset  saatiin  2  Laitetta  rajoitettu 
testissä. Tällöin virtuaalikone on käytännössä yhtä hyvä kuin fyysinen laite.
Taulukko 6.4: Fyysisillä palvelimilla ja kuormittamattomassa virtuaaliympäristössä ajettujen testien 
yhteenveto. Paras arvo on lihavoitu ja huonoin arvo alleviivattu. Taulukossa mediaani, keskiarvo ja 
keskihajonta ovat sekunteja.
Testi Onnistuneet Epäonnistuneet Onnistumis-% Mediaani Keskiarvo Keskihajonta
1 Laite 109563 437 99,60% 3,107 3,908 2,950
2 Laitetta rajoittamaton 108319 1681 98,47% 3,042 3,904 3,664
2 Laitetta rajoitettu 105939 4061 96,31% 5,808 6,700 4,011
Kuormittamaton Xen 103412 6588 94,01% 5,549 6,790 5,265
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Taulukossa 6.5 esitetyistä tuloksista käy ilmi että kierrosten tulokset eivät ole tuloksiltaan täysin 
identtiset. Ensimmäinen testikierros on aina huonoin, sen jälkeisten kierrosten tulokset ovat hyvin 
lähellä toisiaan, paitsi 2 Laitetta rajoitettu testissä jonka kaksi viimeistä kierrosta ovat aina vähän 
edellistä  huonompia.  Todennäköisesti  parannus  on  tietokannan  ansiota,  joka  pystyy  pitämään 
riittävästi  aiempien  hakujen  tuloksia  muistissa.  Silti  virtuaalikoneilla  ajetut  testit  ovat  joka 
kierroksella tulosjoukon häntäpäässä.
Rajoitetuilla  resursseilla  toimivien  palvelinten  (2  Laitetta  rajoitettu)  tulokset  olivat  kahdella 
viimeisellä kierroksella virtuaaliympäristöä (Kuormittamaton Xen) huonommat, vaikka odotusarvo 
oli päinvastainen. Ilmeisesti pakotettu resurssien rajoitus ei ole Linuxissa toteutettu suorituskyvyn 
kannalta parhaalla mahdollisella tavalla.
Taulukko 6.5: Fyysisillä palvelimilla ja kuormittamattomassa virtuaaliympäristössä ajetut testit 
kierroksittain. Paras arvo on lihavoitu ja huonoin arvo alleviivattu. Mediaani, keskiarvo ja 
keskihajonta ovat sekunteja.
Testi Onnistumis-% Keskiarvo Mediaani
1 Laite 1 21675 325 98,52% 5,431 4,620 3,986
2 Laitetta rajoitettu 1 19982 2018 90,83% 7,775 5,997 6,038
2 Laitetta rajoittamaton 1 21457 543 97,53% 5,414 4,097 4,503
Kuormittamaton Xen 1 19748 2252 89,76% 8,413 6,101 6,069
1 Laite 2 21971 29 99,87% 3,534 2,105 3,105
2 Laitetta rajoitettu 2 21286 714 96,75% 6,606 3,620 5,897
2 Laitetta rajoittamaton 2 21710 290 98,68% 3,618 3,544 2,888
Kuormittamaton Xen 2 20185 1815 91,75% 7,764 5,688 5,823
1 Laite 3 21981 19 99,91% 3,506 1,917 3,126
2 Laitetta rajoitettu 3 21879 121 99,45% 5,806 1,704 5,667
2 Laitetta rajoittamaton 3 21716 284 98,71% 3,543 3,373 2,849
Kuormittamaton Xen 3 21052 948 95,69% 6,620 4,227 5,626
1 Laite 4 21971 29 99,87% 3,539 2,315 2,871
2 Laitetta rajoitettu 4 21764 236 98,93% 5,948 2,335 5,666
2 Laitetta rajoittamaton 4 21704 296 98,65% 3,483 3,492 2,756
Kuormittamaton Xen 4 21173 827 96,24% 5,681 4,779 4,569
1 Laite 5 21965 35 99,84% 3,530 2,410 2,835
2 Laitetta rajoitettu 5 21028 972 95,58% 7,363 4,476 5,993
2 Laitetta rajoittamaton 5 21732 268 98,78% 3,460 3,368 2,804
Kuormittamaton Xen 5 21254 746 96,61% 5,471 4,664 4,535
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Kun testin  toista  vaihetta  (taulukossa  6.6  sarakkeet  otsikolla  1-100)  tarkastellaan  paljastuu  että 
kaikissa  neljässä  testissä  saadaan  onnistumisprosentin  perusteella  yhtä  hyviä  tuloksia. 
Onnistumisprosentti on huonoimmillaan 97,10 2 Laitetta rajoitettu testin ensimmäisellä kierroksella 
ja  kolmella  kierroksella  Kuormittamaton  Xen  testin  onnistumisprosentti  on  täysi  100. 
Aikavertailussa 2 Laitetta rajoittamaton on kaikilla kierroksilla paras, neljällä kierroksella 2 Laitetta 
rajoittamaton  on  kaikkein  huonoin  ja  yhdellä  kierroksella  Kuormittamaton  Xen  on  huonoin. 
Käytännössä  kaikkien  neljän  testin  tulokset  ovat  yhtä  hyvät.  Parhaimmalla  (3,311s,  2  Laitetta 
rajoittamaton  toisella  kierroksella)  ja  huonoimmalla  (5,581s,  2  Laitetta  rajoitettu  kolmannella 
kierroksella) keskiarvoajalla on 2,27 sekuntia eroa.
Testin kolmannen vaiheen (taulukossa 6.6 sarakkeet otsikolla 1-100) tulokset eroavat selkeämmin 
toisistaan.  Testi  1  Laite  saa  kaikilla  viidellä  kierroksella  parhaan  onnistumisprosentin.  Neljällä 
kierroksella  Kuormittamaton  Xen  testillä  on  huonoin  onnistumisprosentti  ja  yhdellä  2  Laitetta 
rajoitettu  jaa  huonoimman prosentin.  Aikavertailussa 2 Laitetta  rajoitettu  testi  on  keskiarvoajan 
perusteella hitain yhdellä kierroksella Kuormittamaton Xen on hitain. Parhaan keskiarvoajan saa 
jokaisella kierroksella 2 Laitetta rajoittamaton. Mediaaniajoissa tilanne tasoittuu hiukan, 2 Laitetta 
rajoitettu on hitain kolmella kierroksella ja Kuormittamaton Xen kahdella. 2 Laitetta rajoittamaton 
on  paras  neljällä  kierroksella  1  Laite  yhdellä.  Parhaimmalla  (3,472s,  2  Laitetta  rajoittamaton 
Taulukko 6.6: Testin toinen ja kolmas vaihe eriteltynä. Paras arvo on lihavoitu ja huonoin arvo 
alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
1-100 101-1100
Testi
1 Laite 1 2000 0 100,00% 3,352 1,256 3,136 19675 325 98,38% 5,639 4,780 4,221
2 Laitetta rajoitettu 1 1942 58 97,10% 4,991 4,078 4,266 18040 1960 90,20% 8,053 6,087 6,131
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
1 Laite 2 2000 0 100,00% 3,366 1,256 3,156 19971 29 99,86% 3,551 2,171 3,098
2 Laitetta rajoitettu 2 2000 0 100,00% 5,436 0,345 5,437 19286 714 96,43% 6,723 3,775 5,953
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
1 Laite 3 1999 1 99,95% 3,367 1,510 3,120 19982 18 99,91% 3,520 1,952 3,127
2 Laitetta rajoitettu 3 2000 0 100,00% 5,581 0,351 5,588 19879 121 99,40% 5,829 1,782 5,671
2 Laitetta rajoittamaton 3 1987 13 99,35% 3,311 2,887 2,927 19729 271 98,65% 3,567 3,417 2,841
Kuormittamaton Xen 3 2000 0 100,00% 5,184 0,404 5,176 19052 948 95,26% 6,764 4,406 5,695
1 Laite 4 2000 0 100,00% 3,498 2,034 2,953 19971 29 99,86% 3,543 2,341 2,864
2 Laitetta rajoitettu 4 2000 0 100,00% 5,467 0,344 5,469 19764 236 98,82% 5,996 2,442 5,687
2 Laitetta rajoittamaton 4 1988 12 99,40% 3,290 3,226 2,748 19716 284 98,58% 3,503 3,517 2,757
Kuormittamaton Xen 4 1983 17 99,15% 4,940 3,413 4,530 19190 810 95,95% 5,755 4,888 4,570
1 Laite 5 2000 0 100,00% 3,385 1,761 2,920 19965 35 99,83% 3,544 2,465 2,827
2 Laitetta rajoitettu 5 2000 0 100,00% 5,471 0,334 5,484 19028 972 95,14% 7,553 4,651 6,074
2 Laitetta rajoittamaton 5 1987 13 99,35% 3,343 3,149 2,755 19745 255 98,73% 3,472 3,389 2,806
Kuormittamaton Xen 5 1972 28 98,60% 4,983 3,767 4,721 19282 718 96,41% 5,520 4,742 4,524
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viidennellä  kierroksella)  ja  huonoimmalla  (8,739s,  Kuormittamaton  Xen  ensimmäisellä 
kierroksella) keskiarvoajalla on 5,267 sekuntia eroa.
Tulosten  perusteella  eri  kokoonpanojen  suorituskykyerot  paljastuvat  vasta  testin  kolmannessa 
vaiheessa. Lukujen perusteella ei voida yksiselitteisesti sanoa mikä testikokoonpano on huonoin ja 
mikä paras, mutta kokoonpanot 1 Laite ja 2 Laitetta rajoittamaton ovat kärkipäässä ja 2 Laitetta  
rajoitettu ja Kuormittamaton Xen häntäpäässä.
Vertailtaessa parhainta fyysiseltä laitteelta saatua lukua virtuaaliympäristöön (Kuormittamaton Xen) 
saadaan varsin lohduttomia lukuja. Epäonnistuneita hakuja on 437 (1 Laite) 110 tuhannesta kun 
virtuaalikoneessa epäonnistuneita hakuja oli 6588. Virtuaaliympäristössä epäonnistuneita hakuja on 
siis 1500% enemmän. Sivujen latautumisen keskiarvoajat ovat 3,904s (2 Laitetta rajoittamaton) ja 
6,790s, eli eroa on 170%. Mediaaniajat taas ovat 3,042s (2 Laitetta rajoittamaton) ja 5,549s, jolloin 
eroksi  tulee  180%.  Vaikka  luvut  virtuaaliympäristön  ovat  selkeästi  heikommat  on  palvelun 
käytettävyys edelleen hyvällä tasolla. Sivukohtainen noin 6 sekunnin latausaika ei ole mitenkään 
kohtuuton, eikä 94% onnistumisvarmuus vielä haittaa palvelun käyttöä.
Kun testien tuloksia tarkastellaan kuvista 6.2 ja 6.3,  joissa näkyy yksittäiset  aikamittaustulokset 
voidaan todeta että valtaosa virtuaalipalvelin (Kuormittamaton Xen) palauttaa onnistuessaan haetun 
sivun  useimmiten  2  –  7  sekunnin  sisällä,  kun  taas  fyysinen  palvelin  (2  Laitetta  rajoittamaton) 
palauttaa  sivun  1  –  4  sekunnin  sisällä.  Kuvista  on  myös  havaittavissa  että  virtuaalipalvelimen 
tuloksissa on suurempi hajonta kuin fyysisellä palvelimella.
Kuva 6.2: Testin Kuormittamaton Xen tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa 
arvolla -1.
Kuva 6.3: Testin 2 Laitetta rajoittamaton tulokset kierroksittain Epäonnistuneet haut näkyvät 
kuvassa arvolla -1.
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6.3.2 Suorituskyky kuormitettuna
Todellisuudessa  virtuaalikoneet  joutuvat  aina  jakamaan  fyysisen  laitteen  resurssit,  joten  edellä 
esitellyt tulokset suorituskyvystä pätevät käytännön elämässä vain poikkeustilanteessa. Palvelimen 
virtualisointia suunniteltaessa on syytä varautua siihen että samalla laitteella on aina vähintään yksi 
muu aktiivinen virtuaalikone.  Seuraavat  testit  kuvaavat  tilannetta  jossa Apache ja  MySQL ovat 
omissa  virtuaalikoneissa  ja  kolmas  virtuaalikone  käyttää  samanaikaisesti  aktiivisesti  fyysisen 
koneen  resursseja.  Kolmannen  virtuaalikoneen  tuottama  kuorma  synnytetään  ajamalla  siinä 
Isolation  Benchamarkin  eri  osia  [MHHD07].  Testein  laite-  ja  ohjelmistokokoonpano  on 
havainnollistettu kuvan 6.1 testikokoonpanossa 6.
6.3.2.1 Muistitesti
Isolation Benchamarkin [MHHD07] muistitesti on yksinkertainen C-kielinen ohjelma, joka varaa 
ikuisessa silmukassa muistia  1024 tavun lohkoina kunnes ohjelma keskeytetään.  Alkuperäisessä 
ohjelmakoodissa oli kirjoitusvirhe kahdella rivillä, eikä ohjelma toiminut ennen kuin ne oli korjattu. 
Testiohjelman käyttöä kokeillessa selvisi, että muistinloppumistilanteessa käyttöjärjestelmä tappaa 
eniten muistia kuluttavan prosessin. Tämän seurauksena testi ei sellaisenaan ollut toimiva, vaan sen 
päälle  piti  tehdä  toinen  ohjelma,  joka  käynnisti  testiohjelman  uudelleen  aina  sen  kuoltua. 
Haittapuolena oli se että koneessa jossa ohjelmaa ajettiin ei pystynyt tekemään mitään muuta, jopa 
sammutus  piti  tehdä  pakotetusti  virtuaalikoneen  valvojasta  käsin.  Muistitesti  rasittaa  pääasiassa 
prosessoria, koska varattua muistia ei koskaan käytetä mihinkään.
On tärkeä huomata, että XenServer, toisin kuin Vmware ESX server, ei tue muistin yliallokointia,  
eli virtuaalikoneille osoitettujen muistiavaruuksien ja virtuaalikoneen valvojan käyttämän muistin 
summa ei koskaan voi ylittää laitteen fyysisen muistin määrää. Näin XenServer välttää luvussa 3.1 
kuvatut muistin loppumisesta aiheutuvat ongelmat.
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Muistitestin tulokset näkyvät taulukossa 6.7 nimellä Muisti, taulukkoon on vertailuluvuiksi otettu 
kuormittamattoman  virtuaaliympäristön  (Kuormittamaton  Xen)  ja  kahden  fyysisen  laitteen  (2 
Laitetta  rajoittamaton)  testien  tulokset.  Verrattuna  kuormittamattomaan  virtuaaliympäristöön 
muistitestin  tulokset  eivät  ole  juurikaan  huonompia  tärkeimmällä  mittarilla,  eli 
onnistumisprosentilla  tarkasteltaessa.  Tulosten  ero  on  vajaat  2,5  prosenttiyksikköä.  Itse  asiassa 
kierros ja osatesteittäin tarkasteltaessa muistitestin onnistumisprosentit ovat välillä paremmat kuin 
kuormittamattoman virtuaaliympäristön. Muistitestin latausaikojen keskiarvo- ja mediaaniajat ovat 
kaksi  kertaa  suuremmat  kuin  kahden  fyysisen  laitteen  tulokset,  kuormittamattoman 
virtuaaliympäristön verrattuna ajat ovat 1,2 kertaa suuremmat.
Muisti- ja kuormittamattoman virtuaaliympäristön testien yksittäisten aika-arvojen kuvaajat (kuvat 
6.4 ja 6.2) ovat yllättävän samankaltaisia. Muistitestin ajoista suurin osa on väliltä 4 – 7 sekuntia eli  
tulokset  osuvat  samalla  alueelle  kuin  kuormittamattoman  virtuaaliympäristön  (2  –  7  sekuntia), 
mutta painottuvat sen yläosaan. 
Taulukko 6.7: Muistitestin tulosten vertailu kierroksittain. Paras arvo on lihavoitu ja huonoin arvo 
alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
Muisti 1 1981 19 99,05% 6,030 3,595 5,345 17168 2832 85,84% 10,588 7,176 8,254
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
Muisti 2 1991 9 99,55% 5,617 3,058 5,201 18465 1535 92,33% 7,487 5,914 5,734
2 Laitetta rajoittamaton 3 1987 13 99,35% 3,311 2,887 2,927 19729 271 98,65% 3,567 3,417 2,841
Kuormittamaton Xen 3 2000 0 100,00% 5,184 0,404 5,176 19052 948 95,26% 6,764 4,406 5,695
Muisti 3 1994 6 99,70% 5,635 2,774 5,243 18241 1759 91,21% 8,100 5,510 6,388
2 Laitetta rajoittamaton 4 1988 12 99,40% 3,290 3,226 2,748 19716 284 98,58% 3,503 3,517 2,757
Kuormittamaton Xen 4 1983 17 99,15% 4,940 3,413 4,530 19190 810 95,95% 5,755 4,888 4,570
Muisti 4 2000 0 100,00% 5,868 0,798 5,726 18670 1330 93,35% 7,566 4,936 6,138
2 Laitetta rajoittamaton 5 1987 13 99,35% 3,343 3,149 2,755 19745 255 98,73% 3,472 3,389 2,806
Kuormittamaton Xen 5 1972 28 98,60% 4,983 3,767 4,721 19282 718 96,41% 5,520 4,742 4,524
Muisti 5 1993 7 99,65% 5,604 2,920 5,247 18256 1744 91,28% 8,190 6,285 6,237
2 Laitetta rajoittamaton Yht. 9946 54 99,46% 3,328 2,923 2,893 98373 1627 98,37% 3,962 3,725 3,058
Kuormittamaton Xen Yht. 9955 45 99,55% 5,090 2,298 5,118 93457 6543 93,46% 6,960 5,445 5,621
Muisti Yht. 9959 41 99,59% 5,751 2,803 5,505 90800 9200 90,80% 9,038 6,756 6,329
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 108319 1681 98,47% 3,904 3,664 3,042
Kuormittamaton Xen Yht. 103412 6588 94,01% 6,790 5,265 5,549
Muisti Yht. 100759 9241 91,60% 8,147 5,942 6,244
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6.3.2.2 Prosessitesti
Isolation  Benchamarkin  [MHHD07] prosessitesti  on  C-kielinen  ohjelma,  joka  luo  ikuisessa 
silmukassa uusia  prosesseja,  jotka myöskin luovat  uusia  prosesseja.  Prosessitestin  käynnistyttyä 
virtuaalikoneella  ei  pysty  tekemään  mitään  muuta  ja  testin  päätyttyä  kone  on  sammutettava 
virtuaalikoneen valvojasta.
Kuva 6.4: Testin Muisti tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla -1.
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Prosessitestin  tulokset  näkyvät  taulukossa  6.8  nimellä  Prosessi.  Prosessitestikään  ei  onnistu 
radikaalisti  pudottamaan  sivuhakujen  onnistumisprosenttia,  sen  sijaan  sivujen  latausajat  ovat 
kaksinkertaistuneet  kuormittamattomaan  virtuaaliympäristöön  verrattuna  ja  kolminkertaiset  . 
Kymmenen sekuntia ylittävällä latausajalla on jo huomattava vaikutus Wikipedian käytettävyyteen.
Kuvassa 6.5 olevat prosessitestin arvot keskittyvät  välille 7 – 11 sekuntia.  Prosessitestin aikana 
sivun  palauttaminen  kestää  käytännössä  aina  pidempään  kuin  kuormittamattoman 
virtuaaliympäristön testissä (kuva 6.2). Tulokset ovat kuitenkin tasaiset koko testin ajan.
Taulukko 6.8: Prosessitestin tulosten vertailu kierroksittain. Paras arvo on lihavoitu ja huonoin 
arvo alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
Kuva 6.5: Testin Prosessi tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla -1.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
Prosessi 1 1904 96 95,20% 10,129 3,636 9,259 15210 4790 76,05% 16,203 6,029 14,417
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
Prosessi 2 2000 0 100,00% 9,129 0,896 9,087 18095 1905 90,48% 11,985 4,806 10,553
2 Laitetta rajoittamaton 3 1987 13 99,35% 3,311 2,887 2,927 19729 271 98,65% 3,567 3,417 2,841
Kuormittamaton Xen 3 2000 0 100,00% 5,184 0,404 5,176 19052 948 95,26% 6,764 4,406 5,695
Prosessi 3 1995 5 99,75% 8,953 3,177 8,548 18544 1456 92,72% 11,006 4,432 10,032
2 Laitetta rajoittamaton 4 1988 12 99,40% 3,290 3,226 2,748 19716 284 98,58% 3,503 3,517 2,757
Kuormittamaton Xen 4 1983 17 99,15% 4,940 3,413 4,530 19190 810 95,95% 5,755 4,888 4,570
Prosessi 4 2000 0 100,00% 9,136 0,910 9,061 19166 834 95,83% 10,448 3,478 9,748
2 Laitetta rajoittamaton 5 1987 13 99,35% 3,343 3,149 2,755 19745 255 98,73% 3,472 3,389 2,806
Kuormittamaton Xen 5 1972 28 98,60% 4,983 3,767 4,721 19282 718 96,41% 5,520 4,742 4,524
Prosessi 5 2000 0 100,00% 9,106 0,890 9,095 19267 733 96,34% 10,258 3,280 9,659
2 Laitetta rajoittamaton Yht. 9946 54 99,46% 3,328 2,923 2,893 98373 1627 98,37% 3,962 3,725 3,058
Kuormittamaton Xen Yht. 9955 45 99,55% 5,090 2,298 5,118 93457 6543 93,46% 6,960 5,445 5,621
Prosessi Yht. 9899 101 98,99% 9,291 2,308 9,086 90282 9718 90,28% 11,980 5,021 10,306
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 108319 1681 98,47% 3,904 3,664 3,042
Kuormittamaton Xen Yht. 103412 6588 94,01% 6,790 5,265 5,549
Prosessi Yht. 100181 9819 91,07% 11,735 4,899 10,164
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6.3.2.3 Prosessorin kuormitustesti
Prosessorin kuormitustesti on C-kielinen ohjelma, joka tekee laskutoimituksia ikuisessa luupissa. 
Alkuperäisessä ohjelmakoodissa käytettiin joidenkin muuttujien arvoja antamatta niille kuitenkaan 
alkuarvoja, mikä johti ohjelman kaatumiseen. Testiä varten kaikille muuttujille annettiin alkuarvot. 
Lisäksi testistä käynnistettiin kolme rinnakkaista versiota ja testiä suorittavalle virtuaalipalvelimelle 
annettiin  käyttöön kolme prosessoria,  jotta  testi  saatiin  käyttämään fyysisen palvelimen kaikkia 
kolmea ydintä.
Prosessorin kuormitustestin tulokset näkyvät taulukossa 6.9 nimellä Prosessori. Testin tulokset eivät 
juurikaan poikkea prosessitestin tuloksista. Aikojen perusteella prosessi- ja prosessoritestit ovat yhtä 
hyviä, onnistumisprosentin perusteella prosessoritestin tulos on prosenttiyksikön verran huonompi. 
Ilmeisesti molemmat testit kuluttavat virtuaalikoneen kaiken saatavissa olevan laskentatehon.
Prosessoritestin ajat kuvassa 6.6 ovat lähes yhtenevät kuvassa 6.5 olevien prosessitestin aikojen 
kanssa. Valtaosa ajoista on välillä 8 – 11 sekuntia.
Taulukko 6.9: Prosessorin kuormitustestin tulosten vertailu kierroksittain. Paras arvo on lihavoitu 
ja huonoin arvo alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
Prosessori 1 1940 60 97,00% 9,585 2,949 9,087 15102 4898 75,51% 16,062 6,170 14,159
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
Prosessori 2 2000 0 100,00% 9,104 0,850 9,071 17864 2136 89,32% 12,101 5,042 10,535
2 Laitetta rajoittamaton 3 1987 13 99,35% 3,311 2,887 2,927 19729 271 98,65% 3,567 3,417 2,841
Kuormittamaton Xen 3 2000 0 100,00% 5,184 0,404 5,176 19052 948 95,26% 6,764 4,406 5,695
Prosessori 3 1992 8 99,60% 8,746 3,146 8,355 18939 1061 94,70% 10,765 4,070 10,010
2 Laitetta rajoittamaton 4 1988 12 99,40% 3,290 3,226 2,748 19716 284 98,58% 3,503 3,517 2,757
Kuormittamaton Xen 4 1983 17 99,15% 4,940 3,413 4,530 19190 810 95,95% 5,755 4,888 4,570
Prosessori 4 2000 0 100,00% 9,078 0,889 9,036 19232 768 96,16% 10,404 3,376 9,753
2 Laitetta rajoittamaton 5 1987 13 99,35% 3,343 3,149 2,755 19745 255 98,73% 3,472 3,389 2,806
Kuormittamaton Xen 5 1972 28 98,60% 4,983 3,767 4,721 19282 718 96,41% 5,520 4,742 4,524
Prosessori 5 2000 0 100,00% 9,157 0,875 9,113 18176 1824 90,88% 11,779 4,802 10,306
2 Laitetta rajoittamaton Yht. 9946 54 99,46% 3,328 2,923 2,893 98373 1627 98,37% 3,962 3,725 3,058
Kuormittamaton Xen Yht. 9955 45 99,55% 5,090 2,298 5,118 93457 6543 93,46% 6,960 5,445 5,621
Prosessori Yht. 9932 68 99,32% 9,134 2,061 9,016 89313 10687 89,31% 12,222 5,194 10,471
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 108319 1681 98,47% 3,904 3,664 3,042
Kuormittamaton Xen Yht. 103412 6588 94,01% 6,790 5,265 5,549
Prosessori Yht. 99245 10755 90,22% 11,941 5,070 10,290
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6.3.2.4 Levynkäsittelytesti
Levynkäsittelyn  vaikutusta  suorituskykyyn  mittaava testi  on komentojono,  joka ajaa silmukassa 
Iozone nimistä levynkäsittelytestiä. Iozone tekee luku ja kirjoitusoperaatioita levylle sarjallisesti ja 
rinnakkain  ja  analysoi  niiden  tuloksia.  Isolation  Bencmark  käyttää  Iozonea  pelkästään 
levyaktiviteetin luomiseen ja itse testin tulokset jätetään huomiotta.
Kuva 6.6: Testin Prosessori tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla -1.
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Levynkäsittelytestin tulokset näkyvät taulukossa 6.10 nimellä Levy. Tulosten perusteella aktiivinen 
levyjen käyttö ei juurikaan vaikuta testisovelluksen toimintaan. Vaikutusta pienentää ensisijaisesti 
MySQL tietokannan tapa pitää usein haetut tiedot muistissa ja Apachen kyky käyttää uudelleen 
samoja  prosesseja  uusien  sivuhakujen  palvelemiseen,  näin  sovellusten  ei  tarvitse  tehdä  suuria 
määriä levyhakuja, vaikka testin aikana tietoa siirretäänkin joka haulla keskimäärin yli 47 kilotavua.
Levynkäsittelytestin (kuvassa 6.7) ajat asettuvat välille 5 – 7 sekuntia. Arvojen hajonta on pienempi 
kuin  kuormittamattoman  virtuaaliympäristön  (Kuormittamaton  Xen  kuvassa  6.2)  ja  muistitestin 
(6.4).  Levykuormituksella  on  siis  selvästi  havaittava  vaikutus  tuloksiin,  mutta  se  ei  kuitenkaan 
pysty tuhoamaan virtuaalikoneen suorituskykyä.
Taulukko 6.10: Testin Levy  tulosten vertailu kierroksittain. Paras arvo on lihavoitu ja huonoin 
arvo alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
Levy 1 1900 100 95,00% 6,494 4,283 5,528 18219 1781 91,10% 8,044 5,637 6,292
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
Levy 2 2000 0 100,00% 5,580 0,615 5,550 17459 2541 87,30% 9,580 6,551 6,830
2 Laitetta rajoittamaton 3 1987 13 99,35% 3,311 2,887 2,927 19729 271 98,65% 3,567 3,417 2,841
Kuormittamaton Xen 3 2000 0 100,00% 5,184 0,404 5,176 19052 948 95,26% 6,764 4,406 5,695
Levy 3 1781 219 89,05% 7,665 6,162 5,600 18331 1669 91,66% 8,240 5,591 6,355
2 Laitetta rajoittamaton 4 1988 12 99,40% 3,290 3,226 2,748 19716 284 98,58% 3,503 3,517 2,757
Kuormittamaton Xen 4 1983 17 99,15% 4,940 3,413 4,530 19190 810 95,95% 5,755 4,888 4,570
Levy 4 2000 0 100,00% 5,607 0,491 5,599 19284 716 96,42% 6,621 3,769 5,864
2 Laitetta rajoittamaton 5 1987 13 99,35% 3,343 3,149 2,755 19745 255 98,73% 3,472 3,389 2,806
Kuormittamaton Xen 5 1972 28 98,60% 4,983 3,767 4,721 19282 718 96,41% 5,520 4,742 4,524
Levy 5 2000 0 100,00% 5,580 0,578 5,564 18686 1314 93,43% 7,502 4,911 6,164
2 Laitetta rajoittamaton Yht. 9946 54 99,46% 3,328 2,923 2,893 98373 1627 98,37% 3,962 3,725 3,058
Kuormittamaton Xen Yht. 9955 45 99,55% 5,090 2,298 5,118 93457 6543 93,46% 6,960 5,445 5,621
Levy Yht. 9681 319 96,81% 6,185 3,482 5,567 91979 8021 91,98% 7,997 5,459 6,217
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 108319 1681 98,47% 3,904 3,664 3,042
Kuormittamaton Xen Yht. 103412 6588 94,01% 6,790 5,265 5,549
Levy Yht. 101660 8340 92,42% 7,833 5,335 6,134
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6.3.2.5 Verkon kuormitustesti
Verkon kuormitustesti  koostui  kahdesta  osasta,  ensimmäisessä  virtuaalikone  lähetti  taukoamatta 
UDP paketteina  H.  G.  Wellsin  Maailmojen sota  kirjan  sisältöä fyysiselle  palvelimelle.  Toisessa 
testissä virtuaalikone vastaanotti samaa sisältöä fyysiseltä palvelimelta. Testin lähdekoodi perustuu 
Ttcp ohjelmaan.
Kuva 6.7: Testin Levy tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla -1.
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Verkkotestien  tulokset  näkyvät  taulukossa  6.11.  Lähettämisellä  (taulukossa  Lähetys)  ja 
vastaanottamisella  (taulukossa  Vastaanotto)  ei  ole  kovin  suurta  vaikutusta  testisovelluksen 
suorituskykyyn.  Tulosten  perusteella  lähettäminen  on  kuitenkin  hivenen  kuormittavampaa  kuin 
vastaanottaminen.  Testi  ei  todennäköisesti  kuluta  läheskään  kaikkea  verkon  kapasiteettia.  Joten 
latausajoissa  näkyvä  noin  kahden  sekunnin  kasvu  aiheutunee  pääosin  virtuaalikoneen  valvojan 
käyttämästä prosessoriajasta sen siirtäessä tietoa fyysisen verkon ja virtuaalikoneen välillä.
Taulukko 6.11: Verkkotestien tulosten vertailu kierroksittain. Paras arvo on lihavoitu ja huonoin arvo 
alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
Lähetys 1 1897 103 94,85% 7,624 4,526 6,481 16252 3748 81,26% 12,520 6,898 9,645
Vastaanotto 1 1908 92 95,40% 8,353 4,295 7,246 16469 3531 82,35% 12,127 6,847 9,320
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
Lähetys 2 2000 0 100,00% 6,492 0,602 6,468 18121 1879 90,61% 9,180 5,593 7,323
Vastaanotto 2 2000 0 100,00% 6,248 0,537 6,216 18568 1432 92,84% 8,541 4,978 7,138
2 Laitetta rajoittamaton 3 1987 13 99,35% 3,311 2,887 2,927 19729 271 98,65% 3,567 3,417 2,841
Kuormittamaton Xen 3 2000 0 100,00% 5,184 0,404 5,176 19052 948 95,26% 6,764 4,406 5,695
Lähetys 3 2000 0 100,00% 6,487 0,620 6,490 18959 1041 94,80% 8,077 4,247 7,109
Vastaanotto 3 2000 0 100,00% 6,409 0,571 6,393 19222 778 96,11% 7,554 3,787 6,789
2 Laitetta rajoittamaton 4 1988 12 99,40% 3,290 3,226 2,748 19716 284 98,58% 3,503 3,517 2,757
Kuormittamaton Xen 4 1983 17 99,15% 4,940 3,413 4,530 19190 810 95,95% 5,755 4,888 4,570
Lähetys 4 2000 0 100,00% 6,463 0,623 6,439 19288 712 96,44% 7,562 3,627 6,874
Vastaanotto 4 2000 0 100,00% 6,310 0,547 6,293 19339 661 96,70% 7,292 3,535 6,618
2 Laitetta rajoittamaton 5 1987 13 99,35% 3,343 3,149 2,755 19745 255 98,73% 3,472 3,389 2,806
Kuormittamaton Xen 5 1972 28 98,60% 4,983 3,767 4,721 19282 718 96,41% 5,520 4,742 4,524
Lähetys 5 2000 0 100,00% 6,480 0,535 6,455 19483 517 97,42% 7,280 3,161 6,762
Vastaanotto 5 2000 0 100,00% 6,275 0,542 6,259 19391 609 96,96% 7,210 3,423 6,564
2 Laitetta rajoittamaton Yht. 9946 54 99,46% 3,328 2,923 2,893 98373 1627 98,37% 3,962 3,725 3,058
Kuormittamaton Xen Yht. 9955 45 99,55% 5,090 2,298 5,118 93457 6543 93,46% 6,960 5,445 5,621
Lähetys Yht. 9897 103 98,97% 6,709 2,143 6,464 92103 7897 92,10% 8,924 5,260 7,177
Vastaanotto Yht. 9908 92 99,08% 6,719 2,145 6,370 92989 7011 92,99% 8,545 5,047 6,946
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 108319 1681 98,47% 3,904 3,664 3,042
Kuormittamaton Xen Yht. 103412 6588 94,01% 6,790 5,265 5,549
Lähetys Yht. 102000 8000 92,73% 8,722 5,097 7,081
Vastaanotto Yht. 102897 7103 93,54% 8,379 4,884 6,878
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Kuvista  6.8  ja  6.9  näkyvien  yksittäisten  aikojen  perusteella  verkkoon  lähettäminen  ja 
vastaanottaminen vaikuttavat yhtä paljon sivujen palautusaikoihin. Molempien testien ajat asettuvat 
5,5  –  7,5  sekunnin  välille  ja  ovat  siten  samassa  linjassa  levynkäsittelytestin  (kuva  6.7)  ja 
muistitestin kanssa.
6.3.3 Suorituskyky ääritilanteessa
Ennemmin tai myöhemmin tulee tilanne jossa virtuaalikoneet käyttävät tahallaan tai tahattomasti 
kaikki fyysisen laitteen tarjoamat resurssit. Vaikka näin kävisikin vain äärimmäisen harvoin on hyvä 
tietää  miten  sovellus  käyttäytyy  myös  tässä  tilanteessa.  Ääritilanteen  simuloimiseksi  kaikki 
Kuva 6.8: Testin Lähetys tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla -1.
Kuva 6.9: Testin Vastaanotto tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla 
-1.
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kuormitustesteissä käytetyt testit käynnistettiin samanaikaisesti eri virtuaalikoneisiin. Testin laite- ja 
ohjelmistokokoonpano on havainnollistettu kuvan 6.1 testikokoonpanossa 7.
Ääritilannetestin tulokset näkyvät taulukossa 6.12 nimellä Ääritilanne. Koska testin läpimeno kesti 
todella pitkään keskeytettiin testi toisen kierroksen loppupuolella. Siksi toiselta kierrokselta otettiin 
vertailuun mukaan vain jokaisen sarjan ensimmäiset 700 tulosta, eli onnistuneita hakuja voi olla 
toisen kierroksen jälkimmäisessä testissä maksimissaan 12000. Keskiarvoajan avulla voidaan laskea 
testin  odotettu  läpimenoaika  1100*5*28,29s=128095s,  eli  yli  35  tuntia.  Laskennallinen 
läpimenoaika  ei  ota  huomioon  testiskriptin  peräkkäisissä  epäonnistumisissa  kasvavaa  viivettä, 
jolloin todellinen läpimenoaika olisi noin 48 tuntia. Tulosten perusteella järjestelmä on käytännössä 
käyttökelvoton, toisen kierroksen onnistumisprosentti on alle 50 ja sivujen hakuajat ovat enää vain 
muutaman  sekunnin  päässä  raja-arvoksi  määritellystä  25  sekunnista.  Ensimmäisen  ja  toisen 
kierroksen  tulokset  eroavat  onnistumisprosentilla  tarkasteltuna  ääritilannetestissä  merkittävästi 
toisistaan.  Eron syynä lienee latausaikojen kasvaminen parilla  sekunnilla yli  25 sekunnin rajan, 
mikä tekee huonoista tuloksista epäonnistuneita.
Taulukko 6.12: Ääritilannetestin tulosten vertailu kierroksittain. Paras arvo on lihavoitu ja huonoin  
arvo alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
Ääritilanne 1 1884 116 94,20% 22,307 3,499 21,840 15835 4165 79,18% 23,062 3,675 23,086
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 11810 190 98,42% 3,811 3,675 3,009
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 10632 1368 88,60% 8,790 6,288 6,185
Ääritilanne 2 1048 952 52,40% 23,403 3,375 25,010 3688 8312 30,73% 23,801 2,512 25,010
2 Laitetta rajoittamaton Yht. 3984 16 99,60% 3,348 2,651 3,017 31274 726 97,73% 4,943 4,084 3,981
Kuormittamaton Xen Yht. 4000 0 100,00% 5,171 0,412 5,168 28380 3620 88,69% 8,758 6,299 6,220
Ääritilanne Yht. 2932 1068 73,30% 22,855 3,481 22,868 19523 12477 61,01% 23,339 3,307 24,936
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 35258 742 97,94% 4,766 3,982 3,833
Kuormittamaton Xen Yht. 32380 3620 89,94% 8,360 6,046 6,020
Ääritilanne Yht. 22455 13545 62,38% 23,285 3,330 24,254
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Kuormitustestin ajat poikkeavat täysin muiden testien ajoista. Kuvassa 6.10 näkyvät ajat asettuvat 
18 – 24,5 sekunnin välillä, eli ajat ovat vähintään kaksi kertaa pidemmät kuin muissa testeissä. 
Kuvasta selviää myös että testeissä sivujen lataukseen käytetty testiohjelma Curl ei osaa kaikissa 
tilanteissa katkaista sivun latausta 25 sekunnin aikarajan tullessa täyteen. 
6.3.4 Suorituskyvyn turvaaminen priorisoinnilla
Mikäli  voidaan  etukäteen  määritellä  mitkä  samaan  fyysiseen  laitteeseen  sijoitettujen 
virtuaalikoneiden  tärkeysjärjestys  voidaan  niiden  prioriteettia  säädellä  virtuaalikoneen  valvojan 
asetuksista.  XenServerissä virtuaalikoneiden prioriteetti  säädetään yhdeksänportaisella  asteikolla, 
oletuksena on keskimmäinen arvo (Normal).  Testiä  varten Apache ja MySQL virtuaalikoneiden 
prioriteettia nostettiin kaksi pykälää ylöspäin ja aiemmassa ääritilannetestissä käytetyt palvelimet 
käynnistettiin oletusprioriteetilla.
Kuva 6.10: Testin Kaikki tulokset kierroksittain. Epäonnistuneet haut näkyvät kuvassa arvolla -1, 
yli 25 sekunnin hakuajat näkyvät kuvassa sellaisenaan.
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Priorisointitestiä  ajettiin  vain  kaksi  kierrosta,  sen  tulokset  näkyvät  taulukossa  6.13  nimellä 
Ääritilanne prioriteetillä. Tulokset ovat samaa luokkaa kuin aiemmissa kuormitustesteissä ja jopa 
parempia kuin prosessitestin ja kuormitustestin tulokset (taulukot 6.6 ja 6.7). Prioriteetin nosto estää 
ääritilannetestin kaltaisen käytettävyyden romahtamisen.
Valtaosa kuvassa 6.11 näkyvistä priorisointitestin tuloksista asettuu 6 – 9 sekunnin välille, tosin 
testien 250 – 450 ja 1000 – 1100 ajoissa on tavallista enemmän hajontaa. Siten tulokset ovat myös 
aikojen keskittymiä tarkasteltaessa paremmat kuin prosessi- ja prosessoritesteissä (kuvat 6.5 ja 6.6). 
Tulosten  perusteella  priorisointi  on  toimiva  tapa  turvata  virtuaalikoneen  suorituskyky.  Koska 
priorisointi  on tehtävä etukäteen se edellyttää samat  resurssit  jakavien virtuaalikoneiden välisen 
tärkeysjärjestyksen määrittelemisen. Sen tekeminen ei välttämättä ole helppoa, eri virtuaalikoneet 
Taulukko 6.13: Priorisointitestin tulosten vertailu kierroksittain. Paras arvo on lihavoitu ja 
huonoin arvo alleviivattu. Mediaani, keskiarvo ja keskihajonta ovat sekunteja.
Kuva 6.11: Testin Ääritilanne prioriteetillä tulokset kierroksittain. Epäonnistuneet haut näkyvät 
kuvassa arvolla -1, yli 25 sekunnin hakuajat näkyvät kuvassa sellaisenaan.
1-100 101-1100
Testi
2 Laitetta rajoittamaton 1 1993 7 99,65% 3,340 2,523 3,025 19464 536 97,32% 5,622 4,166 4,675
Kuormittamaton Xen 1 2000 0 100,00% 5,153 0,396 5,149 17748 2252 88,74% 8,739 6,305 6,245
1 1944 56 97,20% 7,736 3,248 7,011 16419 3581 82,10% 11,829 6,757 8,731
2 Laitetta rajoittamaton 2 1991 9 99,55% 3,356 2,772 3,014 19719 281 98,60% 3,645 3,611 2,876
Kuormittamaton Xen 2 2000 0 100,00% 5,188 0,427 5,182 18185 1815 90,93% 8,021 5,903 5,937
2 2000 0 100,00% 7,256 1,370 7,039 18174 1826 90,87% 9,803 5,368 7,999
2 Laitetta rajoittamaton Yht. 3984 16 99,60% 3,348 2,651 3,017 39183 817 97,96% 4,633 4,022 3,698
Kuormittamaton Xen Yht. 4000 0 100,00% 5,171 0,412 5,168 35933 4067 89,83% 8,380 6,118 6,070
Yht. 3944 56 98,60% 7,496 2,504 7,030 34593 5407 86,48% 10,816 6,186 8,304
1-1100 (molemmat osat yhteensä)
2 Laitetta rajoittamaton Yht. 43167 833 98,11% 4,516 3,934 3,603
Kuormittamaton Xen Yht. 39933 4067 90,76% 8,089 5,907 5,926
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voivat olla eri käyttäjäryhmille kriittisiä, tai kriittisyys voi vaihdella esimerkiksi vuorokaudenajan 
mukaan.
6.4 Tulosten yhteenveto
Sovellustestien  perusteella  kuormittamattomassa  ympäristössä  virtuaalikone  toimii  noin  80% 
hitaammin kuin fyysiset palvelimet. Saatu tulos on linjassa lmbenchin kaistanleveystestin kanssa. Ja 
koska  virtuaalikone  on  lähtökohtaisesti  jaettu  ympäristö  täytyy  sovellusta  virtuaaliympäristöön 
siirrettäessä varautua myös muiden sovellusten käytöstä syntyvän kuormituksen aiheuttamaan yhtä 
suureen lisähidastukseen. 
Kuvasta 6.12 selviää edellä esitetty 80% hidastusvaikutus käytännössä. Testeissä rajoittamattomilla 
resursseilla toimiva kahden palvelimen yhdistelmä (2 Laitetta rajoittamaton) palautti sivut 1 – 4 
sekunnissa ja kuormittamattomassa virtuaaliympäristössä (Xen) 2 – 7 sekunnissa. Kuvasta näkee 
että  valtaosa  kuormituksen  alla  tehdyistä  sivuhauista  palautetaan  korkeintaan  11  sekunnissa. 
Samoihin lukuihin päästään 80% säännöllä, koska 1+1*0,8=1,8, 4+4*0,8=7,2 ja 4+4*0,8*2=10,4. 
Toisin  sanoen  jos  fyysisellä  laitteella  ajettu  sovellus  käyttävää  tehtävän  suoritukseen  kahdesta 
kolmeen  sekuntia  voidaan  olettaa  saman  sovelluksen  käyttävän  tehtävään  samalle  fyysiselle 
laitteelle tehdyssä virtuaaliympäristössä 3,6 – 7,8 sekuntia.
Kuva 6.12: Sovellustestin kaikki tulokset osatesteittäin väritettynä Epäonnistuneet haut näkyvät 
kuvassa arvolla -1, yli 25 sekunnin hakuajat näkyvät kuvassa sellaisenaan.
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Sivuhakujen  epäonnistumisprosentit  on  ääritilannetestejä  lukuun  ottamatta  lähellä  toisiaan.  Ne 
näkyvät  kuvassa  6.13.  Ääritilannetesti  on  selkeästi  omassa  luokassaan,  mutta  myös  ääritilanne 
prioriteetillä  testin  epäonnistumisprosentti  on  muita  korkeampi.  Testihakujen  150 ja  450 välillä 
olevaan epäonnistumisprosentin nousuun ei löydy varmaa selitystä. Syynä voi olla tietokanta, joka 
keskenään  identtisten  hakujen  1-100  jälkeen  joutuu  muuttamaan  toimintatapaansa  hakujen 
muututtua  keskenään  erilaisiksi.  Tulosten  perusteella  epäonnistumisprosentti  kasvaa  arviolta 
kahdesta prosentista kymmeneen virtualisoinnin seurauksena.
Kuvaan 6.14 kootut onnistuneiden sivujen hakuaikojen keskiarvot kertovat saman kuin kuva 6.12. 
Virtuaalikone häviää aina fyysiselle laitteelle (1 Laite ja 2 Laitetta rajoittamaton). Levy-, muisti-, 
verkkotestit  (Lähetys  ja  Vastaanotto)  ja  kuormittamaton  virtuaalikone  (Kuormittamaton  Xen) 
muodostavat yhden ryhmän. Seuraava ryhmä muodostuu prosessori- ja prosessitesteistä (Prosessi). 
Kuva 6.13: Kaikkien testien epäonnistumisprosentit osatesteittäin
Kuva 6.14: Kaikkien testien onnistuneiden sivuhakujen keskiajat osatesteittäin
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Prosessori ja prosessitestit kuormittavat pääasiassa prosessoria, joten voidaan päätellä että testeissä 
käytetyn  virtuaaliympäristön  pullonkaula  on  prosessori.  Näiden  kahden  ryhmä  välissä  on 
prioriteettitesti (Ääritilanne prioriteetillä) ja täysin omassa luokassaan on ääritilannetesti. 
Vain  seitsemään  eri  sivuun  tehdyt  haut  onnistuivat  kaikissa  Isolation  Benchmarkin 
kuormitustesteissä ja kaikissa kuormittamattomiin ympäristöihin tehdyissä vertailutesteissä, näiden 
tulokset  näkyvät  kuvassa  6.15.  Kaikissa  testeissä  testikierroksia  oli  viisi,  niistä  jokaisella  20 
prosessia haki saman sivun, joten kunkin sivun haku onnistui jokaisessa testissä 100 kertaa. Aikojen 
keskiarvot  asettuvat  edellä  käsiteltyjen  kuormitustestien  tulosten  mukaiseen  järjestykseen.  Sen 
sijaan  hakuaikojen  vaihteluväli  on  huomattavan  suuri.  Saman  haun  maksimi-  ja  minimiaikojen 
välinen ero on maksimissaan 24,4 sekuntia (2 Laitetta rajoittamaton, sivu Avoin_lähdekoodi) ja 
minimissään 2,1 sekuntia (Levy, sivu Bangladesh). Pienimmät tulosten vaihteluvälit olivat Levy- ja 
Lähetystesteissä. Suurimmat puolestaan olivat 2 Laitetta rajoittamaton-, kuormittamaton Xen - ja 
Muistitesteissä.  Kuormittamaton  ympäristö  ei  siis  takaa  nopeammin,  tai  edes  pienemmällä 
hajonnalla, latautuvia sivuja.
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Kuormitustesteissä  saatuja  tuloksia  verrattiin  artikkelissa  Quantifying  the  Performance Isolation 
Properties of Virtualization Systems esitettyihin tuloksiin Isolation Benchmarkin testien tuloksista 
[MHHD07, taulukko 2, Xen Good]. Omien testien tuloksista on saatu vertailuluvut muuttamalla 
kunkin  testin  onnistuneiden  hakujen  määrä  prosentuaaliseksi  muutokseksi  suhteessa 
kuormittamattomaan Xeniin. Vertailuluvut on esitetty taulukossa 6.14. Testin alkuosan (taulukossa 
1-100) tulos on levytestiä lukuun ottamatta lähellä artikkelissa esitettyjä tuloksia. Sen sijaan testin 
loppuosan ja kokonaistestin tulokset eroavat, levytestiä lukuun ottamatta, huomattavasti artikkelin 
tuloksista.  Osa  tuloksista  selittyy  laitteiden-  ja  Isolation  Benchmarkin  käynnistysparametrien 
eroista.  Todennäköisesti  suurimpana  syynä  eroihin  on  kuitenkin  artikkelin  testeissä  käytetty 
SPECweb 2005 testiohjelma. Ilmeisesti se ei kuormita palvelinta yhtä paljon kuin omissa testeissä 
käytetty testausmenetelmä. Yleiset testitulokset ja omassa ympäristössä saatavat tulokset eivät siis 
välttämättä  vastaa  toisiaan.  Kun  virtualisointiympäristöä  suunniteltaessa  halutaan  tarkkoja 
testituloksia on tärkeää muokata testit oman ympäristön käyttötapauksia vastaaviksi.
Kuva 6.15: Seitsemän onnistuneen sivuhaun minimi-, keskiarvo-, ja maksimiajat.
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7 Yhteenveto
Luvun  6.2  ja  6.3  testien  perusteella  virtuaalikone  ei  edes  optimaalisissa  olosuhteissa  vastaa 
suorituskyvyltään fyysistä laitetta, eikä virtualisointi siten ole järkevä ratkaisu kaikkein raskaimpien 
sovellusten  alustaksi.  Virtualisointia  harkittaessa  sovelluksen  toimivuus  kannattaa  varmistaa 
testaamalla  sitä  virtuaalikoneessa  samalla  kun  pari  samat  resurssit  jakavaa  virtuaalikonetta  on 
raskaasti  kuormitettuna,  kuten  luvussa  6.3  tehtiin.  Tai  profiloimalla  virtualisointiympäristöä 
pidemmän  aikaa  kuten  luvussa  5.1  ehdotettiin.  Mikäli  virtuaalikoneen  suorituskyky  on  testin 
perusteella riittävä ei virtualisoinnille ole estettä. 
Käytännössä  virtuaaliympäristön  alustana  toimivaa  laitetta  valitessa  on  syytä  hankkia  reilusti 
suorituskykyisempi laite kuin mitä yhtä sovellusta varten olisi tarpeen. Sopivan alustan valinta ei 
välttämättä kuitenkaan ole mikään suuri ongelma, vanhoja palvelimia korvattaessa saattaa riittää 
että hankkii vanhojen tilalle yhden saman mallisen, mutta uusinta sukupolvea olevan palvelimen. 
Esimerkiksi taulukosta 7.1 selviää että HP Proliant DL 580 palvelimen laskentateho on neljässä 
vuodessa kolminkertaistunut.
Taulukko 6.14: Onnistuneiden hakujen perusteella lasketut vertailuluvut ja Isolation Benchmarkin 
tulokset [MHHD07, taulukko 2, Xen Good]
1-1100 1-100 101-1100
Testi MHHD07
Kuormittamaton Xen 103412 9955 93457
Levy 101660 1,69% 9681 2,75% 91979 1,58% 1,67%
Lähetys 102000 1,37% 9897 0,58% 92103 1,45% 0,00%
Muisti 100759 2,57% 9959 -0,04% 90800 2,84% 0,03%
Prosessi 100181 3,12% 9899 0,56% 90282 3,40% 0,04%
Prosessori 99245 4,03% 9932 0,23% 89313 4,43% 0,01%
Vastaanotto 102897 0,50% 9908 0,47% 92989 0,50% 0,04%
Onnistu-
neita
Vertailulu-
ku
Onnistu-
neita
Vertailulu-
ku
Onnistu-
neita
Vertailulu-
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Parhaat  hyödyt  virtualisoinnista  saadaan kun samaan virtuaaliympäristöön siirretään  sovelluksia 
joiden käyttöajat ja kuormituspiikit poikkeavat toisistaan, näin sovellukset eivät joudu kilpailemaan 
resursseista.
Erityisesti  tietosisällöltään  kriittisten  sovellusten  osalta  tulee  ottaa  huomioon  myös  luvussa  5.2 
kuvatut tietoturvauhat. Tärkeintä on selvitettävä kuka ylläpitää virtuaalikoneen valvojaa ja keillä on 
pääsy laitteen muihin virtuaaliympäristön virtuaalikoneisiin, sekä miten virtuaalikoneen valvojaan 
ja  virtuaalikoneisiin  asennetaan  tietoturvapäivitykset.  Suorituskyvyltään  kriittisille  sovelluksille 
kannattaa myös määrittää muita virtuaalikoneita korkeampi prioriteetti, vaikka suorituskyky olisikin 
testien perusteella riittävä. Priorisointia ehdotettiin luvussa 5.2 ja luvun 6.3 testitulokset osoittavat 
priorisoinnin auttavan suorituskyvyn turvaamisessa.
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