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Introduction
Economic theory often predicts a relationship between an unobserved covariate and an observed response variable. Standard examples from finance and macroeconomics are the relation between risk and expected return or nominal uncertainty and inflation. Throughout the article we consider the exemplary situation in which a relationship between the level of a variable and an unobserved covariate that depends on the past is modeled. A prominent example for such a covariate is the conditional variance of the variable given the past. More specifically, we consider an econometric specification for a random variable Y t of the form
where F t−1 represents the information set available at t − 1 and where h t is an unobserved covariate that is measurable with respect to F t−1 . We assume that h t depends on its own past values and on the past values of Y t , i.e. h t = f m,ψ (Y t−1 , Y t−2 , ..., h t−1 , h t−2 , ...) with a function f m,ψ parametrized by the mean function m and a finite-or infinite-dimensional parameter ψ. We propose to estimate the covariate process h t , the parameter ψ and the regression function m by an iterative procedure. In each cycle of the procedure, m is estimated by regressing Y t nonparametrically on the fitted values of h t , then the estimate of ψ is updated by using the new fit of m, and finally, a new estimate of h t is given by applying
ψ to the actual fits m, ψ of m and ψ. The iteration is repeated until convergence of the estimated mean function is achieved.
We develop an asymptotic theory for the resulting estimator of m and propose a test for parametric specifications of m. For the estimator of m we show the following "oracle property". Asymptotically the nonparametric mean function can be fitted as well as if the fit would have been based on the true unobservable covariate. Our test for parametric specifications of m is based on a comparison of a parametric estimator of m with our nonparametric estimator. The idea of comparing parametric and nonparametric regression fits for testing the appropriateness of a particular parametric model goes back to e.g. Härdle and Mammen (1993) who concentrated on regressions involving independently and identically distributed observations. The problem of testing for linearity in autoregressive time series models has been considered by e.g. Hjellvik and Tjøstheim (1995) , while Kreiss et al. (2002) test for linearity in a more general times series setting which is not necessarily autoregressive. In all previous studies the test statistic is based on the difference between a nonparametric and a parametric regression fit, but in contrast to our study the dependent and independent variables are observed directly. The main contribution of this article is to deal with a situation in which the regressor is unobservable and replaced by an appropriate estimate. 1 1 The problem considered in this article is closely related to the treatment of nonparametric regressions on generated regressors. See, e.g., Sperlich (2007) for a discussion of the situation where the unobserved variable is i.i.d.
As for estimation, we show that under certain regularity conditions the asymptotic results for the test statistic based on the iteratively fitted values of h t are the same as if the process h t had been observed.
Since the asymptotic distribution of the test statistic is approached quite slowly as the sample size goes to infinity, we suggest a bootstrap algorithm from which the critical values can be computed. Monte-Carlo simulations show that the bootstrap distribution approximates the distribution of the test statistic under the null hypothesis reasonably well in finite samples. Under the alternative, the test statistic reveals good power properties.
The leading example for our general theory is the situation in which h t represents the conditional variance of Y t . In particular, we think of the case where h t is given by some GARCH-type equation.
Then the parameter vector ψ contains the GARCH-parameters and we have a semiparametric GARCHin-Mean (GARCH-M) model with nonparametric specification of the risk premium m(·). In this model, our nonparametric estimator of m is similar to that proposed by Linton and Perron (2003) . In certain cases economic theory directly implies a particular parametric specification m = m γ with γ being a parameter vector. One of the workhorses in financial econometrics, the GARCH-M model introduced by Engle et al. (1987) is a primary example of such a specification where m γ is typically assumed to be linear or logarithmic in the conditional variance. Our test can be applied for checking such parametric specifications of the risk premium.
We employ the suggested procedure in an empirical application for testing Merton's (1973) Intertemporal Capital Asset Pricing Model (ICAPM) which suggests that the conditional expected excess return on the market, say E[Y t |F t−1 ], is proportional to the conditional market variance, i.e. m γ (h t ) = λh t . For monthly as well as daily excess return data on the CRSP value-weighted index we estimate GARCH(1, 1)-M models. In line with previous studies, we find a positive but insignificant relation between the market excess return and its conditional variance when using monthly data, while we find a highly significant and positive relation using daily data. Under the alternative we estimate a semiparametric model which only assumes the risk premium to be some smooth function. For the daily data we find some evidence against the linear relationship when volatility is extremely high. The remainder of the article is organized as follows. Section 2 reviews the empirical literature on testing the risk-return relationship by GARCH-M models. Section 3 introduces our general semiparametric framework and discusses the estimation of the nonparametric mean function. In Section 4 we then motivate the test statistic, derive its asymptotic distribution and explain the bootstrap procedure.
The empirical properties of our procedure are evaluated in a Monte-Carlo simulation study in Section 5.
Section 6 illustrates the method by an application to CRSP excess return data. Finally, we summarize the main conclusions in Section 7 and discuss several directions in which our approach can be naturally extended. All proofs are deferred to the appendix.
2 Modelling the Risk-Return Relation Merton's (1973) ICAPM predicts that the conditional expected excess return on the market is linear in two components: the conditional market variance (the risk component) and the conditional market covariance with the investment opportunities (the hedge component). Under certain conditions, the equilibrium expected excess return on the market can be approximated as
where r M,t denotes the return on the market portfolio, r f,t the return on the risk-free asset and λ is a positive constant equal to the representative agent's Arrow-Pratt measure of relative risk aversion. 2 Equation (2) is often referred to as a conditional single-factor model, while equations which include the covariances with the state variables are labelled conditional multi-factor models. Empirical researchers testing equation (2) have to make an assumption concerning the intertemporal nature of the conditional variance of the market. The class of GARCH-M models provides a natural workhorse in which h t Var(r M,t − r f,t |F t−1 ) is modelled as some GARCH-type equation and
Many attempts have been undertaken to test Merton's (1973) A potential explanation for the controversial findings was rationalized by Backus and Gregory (1993) . 2 The approximation holds either if the partial derivative of the representative agent's utility with respect to wealth is much larger than the partial derivative with respect to the state variables or if the variance of the change in wealth is much larger than the variance of the change in the state variables (see Merton, 1980, p. 329 ). 3 It is common to specify the mean as m(h t ) = µ + λg(h t ) where g(h t ) is either the conditional variance itself, the conditional standard deviation or the log of the conditional variance. Linton and Perron (2003) suggest an algorithm for estimating a semiparametric (E)GARCH-M model which does not assume a functional form for the shape of the risk premium a-priori. The model is semiparametric in the sense that the conditional variance equation is modelled parametrically as GARCH or EGARCH, while the shape of the conditional mean is estimated nonparametrically. 5 Although no asymptotic theory is provided for their estimator, Monte-Carlo simulations show that the procedure works reasonably well. An application of the semiparametric EGARCH-M to excess returns on the CRSP 4 Some studies such as Scruggs (1998) argue that the controversial results are due to an omitted variable bias: if the true relationship is a multi-factor model then single-factor models are misspecified and their estimates of λ are subject to an omitted variable bias. However, Guo and Whitelaw (2006) find that this argument should not apply when using daily data. This is because investment opportunities change slowly at the business cycle frequency and can be treated as being constant at higher frequencies. 5 Masry and Tjøstheim (1995) investigate the problem of nonparametrically estimating both the mean and the conditional variance function. However, their procedure does not allow for a risk premium.
value-weighted index reveals a hump-shaped pattern of the risk premium which could not be detected by the parametric EGARCH-M model.
Several studies employ nonparametric techniques to estimate the conditional variance. Pagan and Ullah (1988) and Pagan and Hong (1990) argue that the conditional variance is a highly nonlinear function of the past whose form is not adequately captured by parametric GARCH-M models. They firstly estimate the conditional variance nonparametrically and then regress the excess return on the estimated conditional variance by least squares methods. Using this procedure they find a negative but insignificant in-mean coefficient. Pagan and Hong (1990) restrict h t to be a function of the last p observations {Y t−1 , . . . , Y t−p } for some fixed p in order to avoid the well known "curse of dimensionality":
the optimal rate of convergence decreases with dimensionality p. This restriction however is problematic since -as has been shown in many other studies -the conditional variance is a highly persistent process and so it is unlikely that its dynamics can be adequately captured by such an estimator. Linton and 
Estimation Strategy for the General Semiparametric Model
In this section we define the general model and introduce the estimation strategy. The important issue of testing for parametric specifications of m is discussed in the next section.
The general model is defined as follows:
where
The process h t is an unobserved one-dimensional process. We assume that h t can be consistently estimated by known functions h t that depend on parameters ψ and m and on the past observations
We denote the true parameter values by ψ 0 and m 0 , i.e. h t = h t (ψ 0 , m 0 ). More generally, we allow this equality to hold only approximately, i.e. that the difference h t − h t (ψ 0 , m 0 ) is of asymptotically negligible order, see below. For simplicity, dependence of quantities and functions on Y t−1 , Y t−2 , . . . is suppressed in our notation. In this section we discuss estimation of the regression function m on a compact interval I. A typical example could be that h t follows a GARCH(1, 1) process or another specification from the GARCH family. Then h t (ψ 0 , m 0 ) differs from h t because the starting values of the GARCH autoregression are not known. In the asymptotic treatment, implicitly we assume that the first observations are used in generating the fit of h t but not in the estimation of m without explicitly mentioning this and indicating this in the notation and theoretical discussion. This allows us to assume that h t − h t (ψ 0 , m 0 ) is small for all t and it simplifies the notation. Most importantly, we allow h t to depend on the function m 0 . In particular, this is the case if h t depends on ψ 0 and on the residuals ε 1 , ..., ε t−1 , see also the discussion above. Our central assumption on h t is that it is measurable with respect to F t−1 .
Assumption 2. The (random) function h t is measurable with respect to F t−1 . It holds that
Here I b is the set of all points x with distance from I less than b. Furthermore,
where b is the bandwidth of our kernel smoothing and T −η is the order of b, see Assumption 8 below.
We make the following mixing condition for the covariate process. For the function m we assume that it is a smooth function on I and that it is parametrically specified by a finite dimensional parameter vector γ outside I. In the framework of testing we consider the hypothesis that m is specified on the whole real line by the parameter γ. We denote the supnorm over
We also write m for the restriction of m to I and write then h t (ψ, γ, m).
The parameter vector θ = (ψ, γ) is an element of a normed space endowed with the norm · . When we consider the issue of testing we will restrict the discussion to the parametric case that this normed space is finite dimensional.
We consider an iterative estimation scheme where in each iteration step the estimators of m and θ = (ψ, γ) are updated. We first discuss the asymptotic theory for the case of one iteration step. The general theory then follows by an iterative application of the result. The initial estimators are denoted by m, θ = ( ψ, γ) and the updated estimators by m, θ = ( ψ, γ). Our theoretical result implies that the updated estimator m fulfills the conditions needed for the starting value of the iteration. Thus, our result can be employed for an iterative application. For estimation, the estimator of Linton and Sancetta (2007) can be used as an initial estimator, for testing, the iteration can start with a parametric estimator, see the discussions in Section 4. We make the following assumptions on the preliminary estimators and on the dependence of h t on their arguments. 
for constants 0 < δ θ < 1/2 , 0 < δ m and real ξ 0 . Put also ξ = max{ξ 0 , 0}. Here, we write D j m for the j-th derivative of a function m.
Here
Here for a set A, H( ,
is the number of balls with radius that are necessary to cover A.
Note that Assumption 6 is fulfilled for the particular case of finite-dimensional θ.
The next assumption is needed because the techniques from empirical process theory that will be used below require subexponential tails.
In this assumption we only require conditional subexponential tails of ε t if h t lies in the bounded set I.
In particular, it is not assumed that ε t has unconditional subexponential tails. The condition is fullfilled for GARCH-specifications with i.i.d. ε t / √ h t that have a subexponential distribution, e.g. Gaussian.
We now introduce our smoothing estimators of m. For estimation of m we use a Nadaraya-Watson smoother m N W and a local linear estimator m LL , for testing we only rely on Nadaraya-Watson smoothing. The construction of our test is such that the bias term cancels by substracting an asymptotically equivalent term. Thus for testing, local linear smoothing does not offer advantages over Nadaraya-Watson smoothing. Our main technical tool is to show that the stochastic part of the local linear and of the Nadaraya-Watson estimator is asymptotically equivalent to the "oracle estimator" m * ,LL and m * ,N W that is based on smoothing Y t versus h t . 
) is a kernel with kernel function K and bandwidth parameter b. Kernel and bandwidth fulfill the following standard smoothing conditions. Assumption 8. The kernel K has bounded support ([−1, 1], say) and a continuous derivative. The
The components of the local linear estimator are defined by m LL,
The oracle estimators m * ,LL , m * ,N W and their components m * ,LL,A , ..., m * ,N W,B are defined as m LL , m N W , ... with h t replaced by h t . Our first theorem compares the stochastic parts of the local linear and of the Nadaraya-Watson estimators with their oracle counterparts. It states that the differences are asymptotically negligible. The reason for providing a separate theorem for the stochastic parts of the estimators is that for our testing procedures no results on the mean parts are needed.
Under the additional assumption that K is three times continuously differentiable it follows that
The essential assumption of the theorem is that the rate of convergence of the preliminary estimator T −δ m is faster than the rate of the bandwidth T −η . If the second derivative of the preliminary estimator does not grow too fast to infinity the constant κ can be chosen as κ > 0. Then the difference between the stochastic parts of the estimators and their oracle counterparts is of lower order as the rate T −(1/2)+(η/2) . This is the rate of the oracle estimator. Thus, the differences are asymptotically negligible. For slightly more rapid growth of the second derivative we do not get asymptotic equivalence but it still holds that the rate of convergence of the updated estimators is faster than that of the preliminary estimators. Repeated application of Theorem 1 can be used to show asymptotic equivalence after a finite number of iterations.
For such an application we have added in Theorem 1 results on rates for the second derivatives of the estimators.
We now discuss the bias terms of Nadaraya-Watson and local linear smoothing. For the asymptotic treatment we need the following additional assumptions.
Assumption 10. We assume that
The following additional assumption is needed for Nadaraya-Watson smoothing.
Assumption 11. We assume that
The next theorem discusses local linear and Nadaraya-Watson smoothing for bandwidth of order T −η with η = 1/5. For twice differentiable regression functions the optimal rate is than of order T −2/5 . The theorem states that the difference between the estimators and their oracle counterparts is asymptotically negligible. In particular, this implies pointwise asymptotic normality of the estimators.
Theorem 2. Assume that Assumptions 9 -10 and the assumptions of Theorem 1 apply with κ > 0,
Suppose that σ 2 does not depend on t and that for an x in the interior of I, σ 2 and f h is continuous at x and m is twice continuously differentiable 
and that the same limit result holds for
Testing for Parametric Mean Specifications
In this section we suggest a procedure for testing parametric specifications of m. The test procedure makes use of the nonparametric estimator of m of the last section. Nonparametric estimation in the context of testing is simpler for two reasons. First, one can use the parametric fit of m as the starting value in the iterative procedure for estimating m. Second, our test statistic is constructed such that bias terms of the nonparametric estimator cancel out. This is achieved by comparing in the test statistic two smoothers that have the same asymptotic bias. The first smoother is based on regressing Y t on the fit of h t . The second smoother regresses the parametric fit for the conditional mean of Y t onto h t .
Under the null hypothesis we consider an in-mean model with a parametric mean function depending on a finite-dimensional parameter γ 0 :
where, as in the last section, ε t fulfils E[ε t |F t−1 ] = 0, where F t is an increasing σ-field with the property that (ε t , h t+1 ) is F t -measurable. On the hypothesis, the covariates h t can be approximated by h t (θ 0 ) for parameters θ 0 = (ψ 0 , γ 0 ) and a measurable function h t , such that the difference h t − h t (ψ 0 , γ 0 )
is asymptotically negligible, see below. The function h t depends on the parameters ψ, γ and on the past observations Y t−1 , Y t−2 , . . . , Y 1 . Again for simplicity, dependence of quantities and functions on
. . is suppressed in the notation. We assume that the true parameter vector θ 0 = (ψ 0 , γ 0 ) is in the interior of Θ, a compact, convex, and finite dimensional parameter space. In particular, in this section we consider only parametric specifications of ψ.
The alternative model is given by a semiparametric version of equation (10) with a smooth mean function m(·), but ε t and h t as before. The semiparametric alternative has two distinct advantages over previous specifications: (i) it does not rely on any parametric specification of m(·), and (ii) it allows for persistence in the conditional variance process since it does not restrict F t−1 as e.g. in Pagan and Hong (1990) . For the special case of GARCH-M models the specification under the alternative is closely related to the model considered by Linton and Perron (2003) .
Iterative Estimation of Conditional Mean and Variance
For some initial parametric estimators γ and ψ (0) we consider the estimate h
Here,
We will use iterative updates of the estimate ψ (0) . These updates are denoted by ψ (k) with k ≥ 1. The estimator of γ 0 will not be updated. This is done for the following reason. Because our semiparametric alternative model contains nonparametric components, updates of the parametric estimators will slow down the rate of convergence to nonparametric rates. Our test for the parametric hypothesis is based on the comparison of estimators of m γ 0 on the hypothesis and on the alternative. If the estimate of γ 0 is updated this will introduce an additional bias term that does not cancel out when comparing the estimators on the hypothesis and on the alternative.
The iterative update of the estimators of ψ 0 and h t and of the nonparametric estimator of m 0 = m γ0 works as follows. Given the fit h
The resulting smoother is denoted by m (k) . Then using the observations and m (k) , the estimators of ψ 0 and h t are updated. The resulting estimators are denoted by ψ (k) and h (k) t . We now describe the iteration steps in more detail. For x in a bounded closed interval I and k ≥ 1 the updated estimator of m γ0 is defined as
with
) with K being a kernel function and bandwidth parameter b. In the simulations we also use the updatem
However, the theoretical treatment of m (k) (x) is easier because, as mentioned above, bias terms cancel in the asymptotic analysis that otherwise could only be analyzed under rather strong additional assumptions, see also the bias discussions in Section 3. For x ∈ I the estimate m (k) (x) is put equal to the old estimate
is not updated. Alternatively, an updated parametric fit for
x ∈ I could also be considered. For simplicity, this not pursued here. Furthermore, it could be considered that the choice of the interval I depends on the sample size T and grows to the positive real line for T → ∞. We also do not discuss this here. In the simulations we have chosen a GARCH-specification with h t as conditional variance and we have fitted m nonparametrically on the whole real line. We conjecture that under our mixing conditions this makes an asymptotically negligible difference.
In a next step the fit of h t is updated. We suppose that the update h
can be written as a function of m (k) , γ and ψ (k) and the observations Y 1 , ..., Y t−1 . Again, we suppress dependence on Y 1 , ..., Y t−1 in the notation and we write h
) where in abuse of notation we denote the function by h t , as the related function h t of step 0. We suppose that the function does not depend on k and that
The above procedure can be performed for a finite fixed number of iterations or until a convergence criterium is fulfilled. The asymptotic theory is developed for a fixed number of iterations. In the simulations we use the criterium
for some small prespecifiedc, where x j , j = 1, . . . , J, are equally spaced grid points on I. We choosē c = 0.001.
The Test Statistic
We now come to the test statistic which will be based on the difference between a smoothed version of the initial parametric estimator and a Naradaya-Watson kernel estimator of the regression function. The null and alternative hypothesis can be written as
The test statistic utilizes the fact that the null hypothesis is equivalent to the condition that the L 2distance between the two functions is zero.
We consider the following test statistic
where w(x) is some nonnegative and bounded weighting function.
Note, that in the test statistic we subtract
. This is done in order to have a parametric rate for We start with a discussion of the asymptotic behavior of Γ 
for δ → 0. The derivativeṁ γ 0 fulfills the following Lipschitz condition
Assumption 13. It holds that θ (0) − θ 0 = O P (T −1/2 ).
Assumption 14.
There exists a stationary sequenceḣ t such that for C > 0
where the supremum runs over all t and θ with θ − θ 0 ≤ CT −1/2 , and with h t (θ) or h t (θ 0 ) or h t in I. The process (ḣ t , h t , ε t ) is stationary and β-mixing with β(j) ≤ cv j for constants c and v as in Assumption 3. Furthermore E|ḣ t | r is finite for an r > 2. For testing, we do not assume that the bandwidth is of an order that is optimal for estimation under certain smoothness conditions on m γ0 , e.g. that the bandwidth is of order T −1/5 . Such an assumption would be too restrictive because tests that look for more global deviations from the hypothesis make also sense. Assumption 12 is a condition on the smoothness of the mean function. Assumptions 13 -15 state conditions on the accuracy of the estimates of θ 0 and h t and on the smoothness of h t (θ) as a function of θ. Assumptions 13 and 14 are needed because we make no assumptions on the specific form of the estimators of the parameters. We remark that Assumption 15 is very weak because it is allowed that the random variable R T may grow with rate T ς for a positive constant ς. In Assumptions 15 and 16 it would be more realistic to allow for the case that h t does not have the required properties for an initial period 1 ≤ t < T α with α > 0 small enough. This could be incorporated into our theory, but as for estimation, it is omitted in order to simplify the analysis. The theory directly applies if observations of the initial period are not used for the estimation of m.
The following theorem states that under the null hypothesis
T is asymptotically normal. 
converges in distribution to a standard normal distribution. Here
and K (k) denotes the k-fold convolution of K with itself.
We now discuss the test statistic Γ (k)
T for k ≥ 1. We will show that replacing h 
converges in distribution to a standard normal distribution. Here M and V are defined as in Theorem 3.
The advantage of using Γ T which is based on this iterated estimate will dispose of considerably better power properties than Γ (0) T . Note, that we did not distinguish between the bandwidth parameter used for the estimation of the mean function and the one used in the test statistic. In the derivation of the theorems we treat them as identical. In the simulations and in the application we choose the bandwidth parameter in the iterative estimation procedure by cross-validation as was suggested in Linton and Perron (2003) and is discussed in the next subsection. To reduce notation we do not equip the bandwidth parameter with an index k.
Additionally, we will report the test statistic for several choices of the bandwidth in order to document the robustness of the outcome with respect to variations in the bandwidth parameter.
The asymptotic power of both tests (k = 0 and k > 0) can be analysed under additional assumptions on the parametric estimators on the alternative. If the regression function m differs from the parametric specification m γ (x) by a term T −1/2 b −1/4 δ(x) (for a fixed function δ) then the limiting distribution of
. Thus, deviations of order T −1/2 b −1/4 are detected. One can show that the power is uniform over Sobolev balls of alternatives. This is in contrast to goodnessof-fit tests that detect n −1/2 alternatives, but do not achieve power uniformly. The limit does not depend on the number k of iterations. But, as argued above, for noncontiguous alternatives the power may be quite different. This can be seen in the simulations where the one step test has a very poor power compared to the fully iterated version.
Parametric and Semiparametric GARCH(1, 1)-M
We now discuss model (10) for the special case of parametric GARCH(1, 1)-M specification which is the most popular version of such a model. Then we will briefly explain the semiparametric GARCH(1, 1)-M version of Linton and Perron (2003) and relate their approach to ours. The GARCH(1, 1)-M model is given by α 0 + β 0 < 1. Note, that strict stationarity and ergodicity of the process only require E[ln(α 0 Z 2 t + β 0 )] < 1 which is weaker then the condition implying covariance stationarity. Specifically, for the parameters of the conditional variance equation we assume that ω 0 > 0, 0 < α 0 < 1, 0 < β 0 < 1. These restrictions also imply the non-negativity of the conditional variance. General results on the moments and autocorrelation structure of the GARCH(p, q)-M can be found in Karanasos (2001) . Lee and Hansen (1994) and Lumsdaine (1996) derived the distribution theory for the quasi-maximum likelihood estimator in the GARCH(1, 1) model. To the best of our knowledge sufficient regularity conditions which ensure consistency and asymptotic normality of the quasi-maximum likelihood estimator for the GARCH-M model have not yet been established. As standard in the literature on GARCH-M we will treat our estimates as if the distribution theory for the GARCH estimator could be directly extended. Note, that in contrast to ARMA-GARCH models which do not allow for an in-mean effect, in the GARCH-M model the information matrix is not block diagonal, and thus consistent estimation of the parameters requires that both the conditional mean and variance functions are correctly specified and estimated simultaneously. 6 Linton and Perron (2003) propose a semiparametric version of the GARCH(1, 1)-M model described by equations (16) - (18) in which the functional dependence of Y t on its conditional variance, m(h t ), is estimated by nonparametric kernel smoothing methods. The estimation procedure is very similar to 6 For our simulations we adopt two steps from the Linton and Perron (2003) algorithm. First, the initial parameter estimates ( ψ (0) , γ) will be obtained by estimating the parametric specification described in equations (16) -(18) by quasi-maximum likelihood. Second, in each iteration step the bandwidth for the nonparametric estimate m (k) is chosen as
is the standard deviation of the fitted conditional variance from the (k − 1)-th iteration step and the value of b is determined as the one which produces the lowest value of the cross-validation function
−t is the leave-one-out estimator and b 0 is allowed to vary between 0.5 and 2.5 in increments of 0.1.
In the simulations as well as in the application we will focus on testing for linearity in the GARCH(1, 1)-M model. Since many properties of the model such as the behavior of the maximum likelihood estimator are largely unexplored we do not verify our assumptions for this specification. However, it is widely believed that the well known properties of the GARCH(1, 1) should also hold for the GARCH(1, 1)-M.
Most of the above assumptions can be easily verified for the GARCH (1, 1) . Assumption 7 is satisfied by e.g. Gaussian Z t . Note that the interval I is assumed to be bounded. Carrasco and Chen (2002) show that h t in the GARCH (1, 1) is β-mixing with exponentially decaying mixing coefficients as required in Assumption 3. Assumption 12 is naturally satisfied when m γ does not depend on h t and Assumption 13 holds by the results of Lee and Hansen (1994) and Lumsdaine (1996) . Finally, Assumption 15 follows directly from the ARCH(∞) representation of h t .
Parametric Bootstrap
We expect that the theorems can only give a rough idea about the stochastic behavior of our test statistic for small sample sizes. Indeed we will see in the simulations that the normal approximation does not work very well in our setting. Therefore, it seems appropriate not to use the asymptotic critical values but to compute the critical values by resampling (see Härdle and Mammen, 1993) . T by numerical integration. The bootstrap procedure makes use of the fact that under the null hypothesis we have a parametric specification of the conditional mean and variance and can be described as follows:
Step 1: Generate a bootstrap series {Y t } T t=1 according to equations (16) - (18) with m b γ given by the null hypothesis. As a starting value h 0 we use the estimated unconditional variance. Innovations Z t are drawn from the standard normal distribution.
Step 2: Apply the algorithm described in 
In each iteration step we impose the parameter restrictions described in Section 4.3 implying covariance stationarity and nonnegativity of the conditional variance. The bandwidth parameter b is chosen in each iteration step according to the cross-validation criterion discussed in Section 4.3. Throughout the simulations we set I = (0, ∞). 7 Alternatively, we used a standard normal kernel and obtained virtually identical results.
Performance of the Estimation Procedure
We first evaluate the performance of the estimation procedure for three linear specifications which reflect the null hypothesis: Table 1 .
Next, we investigate the accuracy of the iterative estimation algorithm under the alternative. We employ the following mean functions:
These alternatives represent shapes of the risk premium which are not covered by the standard specification but can be viewed as motivated by the results of Backus and Gregory (1993), Genotte and Marsh (1993) and the empirical findings of Linton and Perron (2003) . Alternative A1 and A2 are inverse U-shaped and U-shaped while A3 is a hump-shaped alternative. The parameter ζ 0 can be regarded as a measure for the distance between the linear null hypothesis and the alternative.
The lower part of Table 1 presents the results of the Monte-Carlo simulations performed for models A1 -A3 with specific values for ζ 0 . Again, Panel A reports the mean and variance parameter estimates from the parametric GARCH(1, 1)-M with m(h t ) = µ + λh t while Panel B reports the estimates for the conditional variance equation obtained by the semiparametric procedure. Figures 2 and 3 show the pointwise median parametric and nonparametric estimate along with the 25% and 75% pointwise quantiles of the latter and the true mean function for alternatives A1 and A3. Additionally, we plot the pointwise median estimate of the semiparametric procedure that is obtained after the first iteration step. Figure 3 ) as a reasonable relationship between the expected return and its volatility in his two regime model when the economy is in a contractionary regime.
Merely, the application of the semiparametric procedure makes it possible to obtain the true relationship, i.e. the risk premium is increasing until volatility exceeds a critical value, and then it becomes decreasing.
A similar interpretation holds for A2. 9 Finally, A3 is a hump-shaped alternative as suggested by the findings of Linton and Perron (2003) . Although, the parametric model captures the overall increasing tendency, it would predict very misleading values for the risk premium. The nonparametric fit on the other hand follows closely the true risk premium. These examples clearly illustrate the superiority of the semiparametric approach. Moreover, it is possible to construct non-monotonic shapes of the risk premium which lead to insignificant estimates of the parameter λ 0 and hence would suggest that there is no relationship between h t and Y t , while the semiparametric procedure recovers the true relationship.
This failure of the parametric estimator may explain the finding of an insignificant λ in many studies using the parametric GARCH(1, 1)-M specification. The graphical intuitions are supported by the estimation results reported in Table 1 . It is clear that now -as the parametric model is misspecified -the estimates of λ 0 are completely misleading. Nevertheless, the parameters in the conditional variance equation are still surprisingly well estimated using the parametric model. Finally, the semiparametric estimation procedure results in very accurate estimates of the conditional variance parameters ω 0 , α 0 and β 0 .
Figures 2 and 3 also help to illustrate the gains that are obtained by iterating in the semiparametric estimation procedure. It is evident that the one step iteration estimator cannot capture the nonlinearities by the same degree of accuracy as the iteration until convergence estimator. While this seems to be the case for A1 only for large values of h t , it is generally true for A3 where the one step iteration estimator simply leads to a regression function which is too smooth. It appears that by doing only one iteration step it is not possible to move sufficiently far away from the parametric estimate to be close to the true mean function. This requires further iterations. We will see in the next subsection that this directly effects the power properties of our test statistic. 10 
Monte-Carlo Estimates of Level and Power
This subsection evaluates the performance of the test statistic. In Table 2 we check for models N1, N2
and N3 and for different choices of the bandwidth parameter b whether the estimated level of the test reflects the nominal level. We report the estimated levels in comparison to the nominal 5% and 10% levels. In general, the estimated levels are very stable around the nominal levels of 5% and 10% for a wide range of bandwidths. The lowest bandwidth b = 0.015 produces too conservative results, i.e. we applied under the alternative is very satisfactory. We conclude that the bootstrap procedure works well in our setting.
We also examined the power properties of the one step iteration estimator in comparison to the fully iterated estimator. For all three alternatives the tests based on the full iteration estimator lead to higher power than the corresponding test statistics based on the one step estimator. For instance, for A1 the fully iterated estimator produces empirical powers at the 5% and 10% nominal level of (0.615, 0.750), The motivation for investigating both monthly and daily excess return data is to see whether there is any systematic difference in the analysis of the two. First, as argued by Andersen and Bollerslev (1998) more precise estimates of conditional volatility may be obtained by employing daily data in comparison with monthly data, and thus a better estimate of the true risk-return relation. Second, as shown by Scruggs (1998) a hedge demand which is not included as an explanatory variable may lead to an omitted variable bias in estimating the risk-return relation. However, since Guo and Whitelaw (2006) find that the investment opportunities change slowly at the business cycle frequency, these changes can be regarded as approximately constant at a daily frequency. Thus, it should be possible to precisely estimate the risk-return relation at a daily frequency even without explicitly incorporating the hedge demand in the regression equation. 12 The monthly data was kindly provided by Oliver Linton and is analyzed by Linton and Perron (2003) . Although their full data set goes back to January 1926 we decided to use only the observations from July 1963 onwards. A preliminary analysis of the complete data set revealed that the GARCH parameter estimates were very unreliable. This is because the Great Depression was characterized by extremely high volatility compared to the period thereafter. Hence, fitting a single GARCH model without allowing for changes in the volatility regime appeared to be questionable. Details on this are available from the authors upon request.
Parametric GARCH(1, 1)-M Estimates
Next, we estimate parametric GARCH(1, 1)-M models with m(h t ) = µ + λh t for the two data sets. In both regressions we include a constant µ to account for market imperfections such as taxes or transaction costs. Parameter estimates are provided in Table 3 . The constant turned out to be significant for the daily data only. For the monthly as well as the daily data the GARCH parameter estimates α and β are highly significant, satisfy the condition for covariance stationarity and imply a high degree of persistence in the conditional variance (α +β = 0.949 for the monthly data and α + β = 0.995 for the daily data).
The finding of a high degree of persistence is an important result, since Poterba and Summers (1986) show that only persistent increases in volatility will effect the discount factors applied to future cash flows and thereby current prices. Therefore, they argue that persistence in the volatility is a necessary condition for fluctuations in volatility to have a significant impact on explaining risk premia. Similarly, Bekaert and Wu (2000, p. 2) reason that the predicted positive effect of volatility on excess returns relies "first of all on the fact that volatility is persistent". In line with the previous literature the estimate for λ is positive but insignificant when monthly data is used. In sharp contrast, we estimate a positive and highly significant in-mean effect for the daily data. In particular, the estimate of λ is significant at the 1% level. Moreover, the value estimated for λ based on the daily data is almost identical to the one estimated for the monthly data. This is reasonable since both the risk premium and the conditional variance should be approximately proportional to the length of the measurement interval. If -as argued in Guo and Whitelaw (2006) -the omitted hedge term does not effect the estimation of the risk-return relation when daily data is employed, the finding of similar λ's for monthly and daily data suggests that the omitted variable bias argument of Scruggs (1998) does also not hold at a monthly frequency. This is because in the presence of such an effect the estimate of λ based on monthly data should be considerably different from the one on daily data. Therefore, our results are much more in favor of the argument by Andersen and Bollerslev (1998) , namely that the estimates based on daily data provide a more accurate measure of the conditional volatility and hence allow for a more precise estimation of the risk-return relation. As a result of this we find a significant in-mean effect using the daily data. Following French et al. (1987) λ can be interpreted as an estimate for the parameter of relative risk aversion. The value we estimate is plausible for the coefficient of relative risk aversion. We conclude that the parametric GARCH(1, 1)-M models deliver convincing evidence for a positive and at a daily frequency significant relation between risk and excess returns. 13 According to the Ljung-Box statistics the null hypothesis of uncorrelated squared standardized residuals is accepted for both models. Finally, the GARCH(1, 1)-M models were preferred by the AIC and BIC information criteria to models of higher order.
Testing the Linear Hypothesis
Next, we will apply our specification test to the CRSP excess return data to check whether the functional relationship between excess returns and risk can be confirmed to be linear as assumed by the parametric GARCH(1, 1)-M. Recall from Section 2 that Linton and Perron (2003) found support for a hump-shaped pattern of the risk premium.
The application of the test procedure requires the choice of an appropriate bandwidth b and of an interval [h, h] on which the test statistic is evaluated. 14 For the two data sets we evaluate the test statistic on two different intervals. The larger one is chosen such that it covers 90% of the data, the smaller one covers only 70%. In both situations h corresponds to the 5% quantile (q 0.05 ( h t )) of the distribution of the estimated conditional variances from the last iteration step. Accordingly, we choose h approximately as the 75% or 95% quantile (q 0.75 ( h t ) and q 0.95 ( h t )). As a guide for choosing the bandwidth we use b = σ( h t ) · T −1/5 , where σ( h t ) and T refer only to the observations in [h, h] . This choice of the bandwidth usually results in values slightly above the cross-validated bandwidth from the last iteration step. We additionally report the test statistic and the corresponding p-values for two larger choices of b, whereby the largest bandwidth is always based on the full distribution of h t . Such choices of b can be considered as oversmoothing in comparison to the optimal bandwidth for estimation.
The test results are presented in Table 4 . We begin by discussing the results for the monthly data.
Several interesting findings emerge. Besides the estimated 95% quantile of the fitted conditional variances q 0.95 ( h t ), we report the median of the 95% quantiles of the fitted conditional variances over the 200 13 Of course, the simple GARCH(1, 1)-M model could be augmented in several directions. For example, we could incorporate a volatility feedback effect in the conditional variance equation (see, e.g., Smith, 2006) . 14 As in the simulation section, we will denote the fitted conditional variance and the corresponding test statistic from the last iteration step by b ht and b Γ T suppressing the index k.
bootstrap replications denoted by q 0.95 (h t ). We observe that q 0.95 ( h t ) and q 0.95 (h t ) are very close to each other reflecting the fact that the fitted conditional variances from the bootstrap procedure mimic very well the distribution of the fitted conditional variances from the observed data. As can be seen from the table we cannot reject the null hypothesis that the risk premium is linear in the conditional variance at any reasonable significance level. Notes: The smallest bandwidth always corresponds to the smaller interval, while the second smallest bandwidth is chosen according to the larger interval. The two largest bandwidths can be regarded as oversmoothing. Figure 6 shows the parametric and nonparametric estimate of the risk premium for the monthly data. 15 The shape of the nonparametric estimate reveals some non-linearity which could be called humpshaped as in Linton and Perron (2003) . Nevertheless, the nonparametric estimate trends very closely with the linear parametric estimate making the test result plausible.
For the daily data, we again find that the 95% quantiles of the fitted and bootstrap conditional variances are very close to each other. However, the test results are less uniform. While the results for the smaller interval are in line with the linear hypothesis, the results for the broader interval suggest that the hypothesis of linearity should be rejected.
To check for the robustness of our results we also tested the hypothesis of no in-mean effect, i.e. H 0 : m γ (h t ) = µ. This hypothesis was rejected in the overwhelming majority of cases. In summary, we find that there is convincing evidence for the existence of an in-mean effect. While for the monthly data we 15 Pointwise 95% asymptotic standard errors for the nonparametric estimate are given by b m
where we use the fact that for the GARCH-M model it holds that Var(Y t |h t = x) = x. 
Conclusions
This article deals with the asymptotic behavior of nonparametric regressions with unobserved covariates.
First, we use iterative procedures to fit the unobservable regressors and propose nonparametric smoothing estimators based on the fitted covariates. Second, we study tests for parametric specifications that are based on the comparison of a parametric estimator with our nonparametric fit. Exploiting tools from empirical process theory we show oracle efficiency of our nonparametric procedure, i.e. the nonparametric procedure behaves as if the regressor were observable. This property is shown for both estimation and testing.
Our general model nests a specification which has received considerable attention in the financial econometrics literature, the class of parametric GARCH-M models. Those models are heavily used in the analysis of the risk-return relationship as well as to investigate the causal relationship between the level and the uncertainty of macroeconomic variables such as inflation and output growth. The parametric functional form of the risk premium assumed in the GARCH-M is mainly motivated by the ICAPM or imposed simply for convenience.
We apply our test procedure empirically to daily as well as monthly return data on the CRSP. While the results for the monthly data are in line the prediction made by the ICAPM, the results for the daily data question the appropriateness of the linear specification for the risk premium when volatility is very high. This finding is line with the results reported in Christensen et al. (2008) for the same data and period and might explain some of the controversial results presented in the previous literature. with f *
