Introduction
In Magic with a matrix The trick to pick the numbers is so unsettling simple that with some training, you will be able to fill the chessboard in no time. The audience is left to wonder how you could do that so fast and the more mathematically inclined members of the audience will automatically start asking themselves how such fillings can be constructed systematically. We encourage the reader to do so him-or herself before continuing.
In this note we want to approach this question from a geometric angle. This reveals beautiful connections to gems of the theory of lattice polytopes. As a first step, note that we might as well fill a d-by-d table with nonnegative real numbers with the same property. We therefore call a matrix A ∈ R d×d a G-matrix of value N ∈ R ≥0 if all entries are nonnegative and
Note that the zero matrix is the only G-matrix of value N = 0. If we let G d ⊆ R d×d be the collection of G-matrices of value 1, then A is a G-matrix of value N > 0 if and only if
given by linear equations and inequalities and is thus a convex polyhedron. To see that G d is in fact a polytope, that is, a bounded polyhedron, we simply note that the entries of G-matrices of value 1 are inevitably ≤ 1 and hence G d is contained in the unit cube [0, 1] d×d ⊆ R d×d . For obvious reasons, we call the polytopes G d the Gardner polytopes.
In the next section, we will study the dimension, the vertices, and the general polyhedral structure of G d . This basically addresses the question of how to construct G-matrices. In Section 3, we want to count G-matrices with integer entries for a fixed value N ∈ Z ≥0 . That is, we want to count the points in N · G d ∩ Z d×d . In the last section we observe a curious duality that relates the Gardner polytope G d to the Birkhoff polytopes B d , the polytope of doubly stochastic d-by-d matrices, and that deserves more study. For more on polytopes and their combinatorics we refer to [10] . For i = 1, . . . , d, let R i , C i ∈ R d×d be the matrices whose entries in the i-th row, respectively, i-th column are 1 and the remaining entries are all 0. Any placement of d non-threatening rooks has exactly one rook in the i-th row and column, and thus
Gardner polytopes
To prove this result, let A ∈ G d be arbitrary. For j = 1, . . . , d, let λ j be the minimal entry in the j-th column of A.
is a nonnegative matrix and, in fact, a G-matrix of value 1 − λ 1 − · · · − λ d . Again, let µ i be the minimum in the i-th row of A for i = 1, . . . , d and set A := A − i µ i R i , which is a nonnegative G-matrix by the same reasoning. We claim that A is the zero G-matrix. Assume on the contrary, that
and λ i , µ j ≥ 0 for all i, j and
This argument reveals the secret of G-matrices: every G-matrix is simply an addition table for the column labels λ j and the row labels µ i .
Here is the situation for the example on the first page: The affine hull of G d , the inclusion-minimal affine subspace containing G d , is given by
In the language of [7, Sect. 5.3] , the first set of equations states that A is a tropical rank-1 matrix.
We still have to argue that we cannot forgo any of the proposed matrices and hence
where J is the all-ones matrix, is the unique affine dependence among these matrices. Let α i , β j ∈ R not all zero such that
By inspecting the entry (i, j), we see that α i = β j and hence we can choose
would yield an affine dependence other than (4). Equation (4) marks the set {R 1 , . . . , R d , C 1 , . . . , C d } as a circuit, i.e., an inclusion-minimal collection of affinely dependent points. This makes G d quite simple from a polytope point of view. Let us write A, B = tr(A t B) = i,j A ij B ij for the standard inner product on R d×d . Then
. . , d} and
P R as well as P C are given as the convex hull of d affinely independent points and hence are simplices
The polytope G d is the convex hull of the union of P R and P C , which is called the direct sum (or sometimes free sum) of P R and P C . In summary, G d is a 2d − 2 dimensional polytope on 2d vertices and, relative to the affine hull (3), the d 2 inequalities A ij ≥ 0 give an irredundant description.
Counting G-matrices
We want to count the number of integer G-matrices of fixed size d and value N ≥ 0 and we let g d (N ) be this number. In pursuing our geometric approach to G-matrices, we make the following observation.
Why should that make determining g d (N ) easier? Counting lattice points in polytopes has a long (and ongoing) history, in particular if the lattice points in the polytope under scrutiny have combinatorial meaning; see [3] for much more on this. In 1962 Eugène Ehrhart [5] discovered that counting lattice points in dilates of polytopes is particularly nice if the underlying polytope has all its vertices in the integer lattice and is therefore called a lattice polytope.
Theorem 3.2 (Ehrhart).
Let P ⊂ R m be a lattice polytope of dimension D. Then the function E P (n) := |nP ∩ Z m | agrees with a polynomial of degree D-the Ehrhart polynomial of P-for all n ∈ Z ≥0 .
So together with Theorem 2.1 we readily conclude that
There are many perspectives on and proofs of Theorem 3.2; see [2, 3] for a selection. A sound approach is by way of subdivisions of polytopes and we too will subdivide G d into simpler polytopes and count the lattice points in dilates of these pieces. Consider the polytopes
. Since the vertices of G d form a circuit, the vertices of P k are affinely independent and hence P k is a (2d − 2)-dimensional simplex for every k. For a polytope P, a face of P is a subset F ⊆ P such that for p, q ∈ P the midpoint p+q 2 is contained in F only if p, q ∈ F . If P is a simplex, it is not difficult to check that faces are precisely convex hulls of arbitrary subsets of the vertices of P. Proposition 3.3. The simplices P 1 , . . . , P d form a triangulation of G d , that is, G d = P 1 ∪ · · · ∪ P d and P i ∩ P j is a face of both P i and P j for all 1 ≤ i < j ≤ d.
The first condition follows from our representation (2) . Indeed, by choosing the column minima first, at least one of the rows of the matrix A has a zero entry and thus not all the µ i are positive. But if µ k = 0 in (2), then A ∈ P k . To verify the second claim, we note that if a point p ∈ P i ∩ P j has different representations with respect to the vertices of P i and P j , then this gives an affine dependence different from (4), which contradicts its uniqueness. Hence To understand the arithmetic of, say, P 1 better, we consider the linear projection π : R d×d → R 2d−2 that sends a matrix A to π(A) = (A 1,2 , A 1,3 , . . . , A 1,d , A 2,1 − A 1,1 , A 3,1 − A 1,1 , . . . , A d,1 − A 1,1 ) . Let e i be the i-th standard vector in R 2d−2 and set e 0 := 0. Then under this projection, we have π(C j ) = e j−1 for j ≥ 1 and π(R i+1 ) = e d−1+i for i = 1, . . . , d − 1. Thus π(P 1 ) = ∆ 2d−2 := conv (0, e 1 , . . . , e 2d−2 ) is the standard simplex in R 2d−2 . The projection π gives a linear isomorphism between P 1 and ∆ 2d−2 and for N ∈ Z ≥0 a point A ∈ N · P 1 is a lattice point if and only if π(A) ∈ N · ∆ 2d−2 is. This marks the simplices P k as unimodular simplices (in the affine subspace spanned by G d ) and Proposition 3.3 in fact gives a unimodular triangulation. The Ehrhart polynomial of ∆ m−1 is E ∆ m−1 (n) = n+m−1 m−1 (go on, try it!) and by virtue of our definition we directly see the benefit dealing with unimodular simplices: the Ehrhart polynomial of any face F of P k only depends on dim F . Every polytope is the disjoint union of the relative interiors of its faces. We want to use Proposition 3.3 and write G d as the disjoint union of the faces of the P i . Since the P i meet in faces, we have to determine which subsets of {R 1 , . . . , R d , C 1 , . . . , C d } form a face of one of the P i . For I, J ⊆ [d], we write P I,J for the convex hull of the points {R i : i ∈ I} and {C j : j ∈ J}. Then P I,J occurs as a face of one of the P i if and only if I = [d]. We write P • I,J for the relative interior of P I,J . As before, the simplex P I,J is lattice isomorphic to ∆ m−1 with m = |I| + |J| and we conclude that |N · P 
We also could have appealed to the principle of inclusion-exclusion for the triangulation of Proposition 3.3.
Hence we get the alternative expression
An interesting duality
A matrix B ∈ R d×d is doubly stochastic if B is nonnegative and all row and column sums are equal to The Gardner and Birkhoff polytope satisfy an interesting duality:
In this section we outline this duality of polytopes in general. We call P, Q ⊂ R D a Gale-dual pair of polytopes if
where V (P) and V (Q) are the sets of vertices of P and Q, respectively. The naming comes from a certain reminiscence of 'Gale duality' that we explain now.
For an affine subspace L ⊆ R D , let L † be the affine subspace of all y ∈ R D such that
Of course, L † = ∅ if and only if 0 ∈ L. If L is an affine space not containing the origin, then L = q + U , where U ⊆ R D is a linear subspace and q is a point with U ⊆ q ⊥ . It is easy to verify that
In particular, if we set = (1, . . . , 1) , let the rows of C ∈ R d×D and G ∈ R (D−d−1)×D be the bases for U and V respectively. Then the columns of C give a centered point configuration with Gale transform G and conversely; see [8, Sect. 5.6 ].
In general, if q > 0, then P = R D ≥0 ∩ L and Q = R D ≥0 ∩ L † are a Gale-dual pair and plenty Gale-dual pairs of polytopes can be constructed from this simple recipe. However, the Gale-dual pair G d , B d is special. For starters, both G d and B d are lattice polytopes. Both polytopes are Gorenstein of index d. That is, for P = G d or P = B d , the all-ones matrix J is the unique lattice point in the interior of d · P and for N ≥ d a matrix A is a lattice point in the interior of N · P if and only if A − J is a lattice point in (N − d) · P. Moreover the presentation (5) shows that G d and B d are compressed polytopes in the sense of [9] : B d as well as G d are lattice polytopes given as the intersection of the unit cube with an affine subspace. Such polytopes have many desirable properties (e.g., every pulling triangulation is unimodular) but they are rare! It would be very interesting to know if there are any other (non-trivial) examples/families of Gale-dual pairs with all/any of these properties.
