We present a lattice determination of the Λ parameter in three-flavor QCD and the strong coupling at the Z pole mass. Computing the nonperturbative running of the coupling in the range from 0.2 GeV to 70 GeV, and using experimental input values for the masses and decay constants of the pion and the kaon, we obtain Λ 
INTRODUCTION
An essential input for theory predictions of high energy processes, in particular for phenomenology at the LHC [1] [2] [3] [4] , is the QCD coupling α s (µ) =ḡ 2 s (µ)/(4π) at energy scales µ ∼ m Z and higher. In this work we present a sub-percent determination of the strong coupling at the Z pole mass using the masses and decay constants of the pion and kaon as experimental input and lattice QCD as computational tool.
Perturbation theory (PT) predicts the energy dependence of the coupling as (1) in terms of known positive coefficients, b 0,1 , and a single parameter, Λ s , which can also serve as the nonperturbative scale of the theory. The label s, called scheme, summarizes all details of the exact definition ofḡ s . Conventionally one chooses the so-called s = MS scheme [5] , but Λ parameters in different schemes can be exactly related with a one-loop computation [6] .
Our computation of α MS is based on a determination of the three-flavor Λ parameter. To outline the steps of our determination, we write
As experimental input we use the PDG values [7] for the following combination of decay constants
The key elements are then the determination of the ratio of scales µ PT /µ had and the ratio µ had /f πK , i.e., our hadronic scale in units of f πK . Both computations are performed in a fully nonperturbative way. By choosing a large enough scale µ PT and including higher orders of PT in (1) , the ratio Λ ( 
3) MS
/µ PT can be determined with negligible errors.
With N f > 2 flavors, so far a single work [8] contains such a computation with all steps, including the connection of low energy µ had to large µ PT , using numerical simulations and a step scaling strategy. This strategy, developed by the ALPHA collaboration [9] [10] [11] [12] , supresses the systematic errors from the use of PT.
Here, we put together (and briefly review) the first factor in eq. (2) and our recent significant improvements in statistical and systematic precision in the second one [13, 14] , and finally add the missing third one.
QCD with N f = 3 is the phenomenologically relevant effective theory at energies E < m charm with small [15, 16] corrections of order (E/m charm )
2 . However, for theory predictions of high energy processes, with E ∼ m Z and higher, the five-and six-flavor theories are needed. Fortunately, the ratios Λ (N f ) MS /Λ ( 
, N f = 4, 5, 6 are known to very high order in PT, and successive order contributions decrease rapidly. This enables us to convert our Λ ( 
to precise values for α (1.508 TeV), which can be used for high energy phenomenology. Further below, we will critically discuss the use of PT in this step.
STRATEGY
A nonperturbative definition of a coupling is easily given. Take a short-distance QCD observable, depending on fields concentrated within a 4-d region of Euclidean space of linear size R = 1/µ and with a perturbative expansion
Then the nonperturbative coupling,
runs with µ. This property also allows us to define scales µ by fixingḡ 2 s (µ) to particular values (see Table I ). However, there is a challenge to reach the asymptotic region of smallḡ 2 s (µ), where eq. (1) is useful and its corrections can be controlled, using lattice simulations.
Challenge
Numerical computations involve both a discretization length, the lattice spacing a, and a total size of the system L, that is simulated. For standard observables, control over finite volume effects of order exp(−m π L) requires L to be several fm. At the same time, one needs to suppress discretization errors and should extrapolate (aµ) 2 → 0 at fixed µ. The necessary restrictions
translate into very large lattices. Figure 1 displays the region in α(µ) vs. (aµ) 2 for the range a ≥ 0.04 fm which can be realized nowadays in large volumes (m π L ≥ 4). This shaded region is quite far from small coupling and small (aµ) 2 . 
FIG.
1. The shaded area shows the a > 0.04 fm region of large volume results which dominate the present PDG and FLAG estimates [7, 17] of α MS (µ) (curve evaluated to two loops for N f = 3 with Λ (3) MS = 341 MeV). The data points on the left are finite-size scaling computations [8, 13, 14] .
Finite-size schemes
The way out has long been known [9, 12] . One may identify R = L = 1/µ by choosing O s to depend only on the scale L, not on any other ones. Finite-size effects become part of the observable rather than one of its uncertainties. Eq. (6) is then relaxed to
such that L/a = 10 − 50 is sufficient. Different scales µ are then connected by the step scaling function
It describes scale changes by discrete factors of two, in contrast to the β-function which is defined by infinitesimal changes. For a chosen value of u, σ(u) can be computed by determiningḡ 2 on lattices of size L/a and 2L/a and performing an extrapolation a → 0 at L = 1/µ, fixed throughḡ 2 (µ) = u. In fact, in the process also the β-function can be computed as long as σ(u) is a smooth function of u. A recent detailed description of step scaling is given in [18] .
RUNNING COUPLING IN THE THREE-FLAVOR THEORY BETWEEN 200 MeV AND 100 GeV
We impose Schrödinger Functional (SF) boundary conditions on all fields [19, 20] , i.e., Dirichlet boundary conditions in Euclidean time at x 0 = 0, L, and periodic boundary conditions in space with period L. With this choice, one can define different renormalized couplings in the massless theory [14, 19, 21] and complications with perturbation theory [22] are avoided.
First, we consider the SF coupling [19, 23] ,ḡ SF (µ), which measures how the system reacts to a particular change of the boundary conditions. When computed by 
Running couplings of N f = 3 QCD from integrating the nonperturbative β-functions in the SF and GF schemes [13, 14] . They are matched nonperturbatively by definingḡ Monte Carlo methods, this coupling has a statistical uncertainty that scales as ∆ statḡ 2 SF ∼ḡ 4 SF , leading to good precision at high energies. Moreover, its β-function is known to NNLO [24, 25] . These two properties make it an ideal choice to match with the asymptotic perturbative regime of QCD.
Second, one can use the gradient flow (GF) to define renormalized couplings [26] . The flow field B µ (t, x) is the solution of the gradient flow equation
with the initial value B µ (0, x) given by the original gauge field. In infinite volume a renormalized coupling is defined byḡ
using the action density at positive flow time [26] ,
In finite volume the couplingḡ 2 GF (µ) is defined by imposing a fixed relation, √ 8t = cL, between the flow time and the volume [21, 27] . Details can be found in the original work [14] . Since the statistical precision is generally good and scales as ∆ statḡ 2 GF ∼ḡ 2 GF , this coupling is well suited at low energies.
In order to exploit the advantages of both finite-volume schemes, we use the GF scheme at low energies, between µ had and µ 0 . There we switch nonperturbatively to the SF scheme (see Figure 2 ). Then we run up to µ PT . In this way, we connected hadronic scales to µ PT [13, 14] , cf. Table I . In Table II /µ had , obtained by the NNLO perturbative asymptotic relation and the exact conversion to the MS scheme. We have verified that the systematic uncertainty ∼ α 2 (µ PT ) and power corrections ∼ (Λ/µ PT ) k from this limited use of perturbation theory at scales above µ PT are negligible compared to our statistical uncertainties [13, 28] .
CONNECTION TO THE HADRONIC WORLD
The second key element is the nonperturbative determination of µ had in units of the experimentally accessible f πK . Our determination is based on CLS ensembles [29] of
and trajectories in the (bare) quark mass plane ( m, m s ) by keeping the dimensionless ratio
constant. Moreover, we define a reference scale
The requirement that the φ 4 =constant trajectory passes through the physical point, defined by
results in φ 4 = 1.11(2) in the continuum limit [30] and motivates the particular choice in eq. (13).
1 In [14] only µ had,1 was considered. Here we extend the analysis to µ had,2 in order to have an additional check of our connection of large and small volume physics. Since the combination f πK has a weak and well understood dependence on the pion mass along trajectories with constant φ 4 , a precise extrapolation from the symmetric point to the physical point can be performed [30, 31] , see Figure 3 . Continuum extrapolations with four lattice spacings, 0.05 fm a 0.09 fm, together with the PDG value of eq. (3), yield [30] 
Note that µ ref is defined at a point with unphysical quark masses, where finite-size effects are smaller and simulations are easier than close to the physical point. This allows us to include in the following analysis a CLS ensemble at a fifth lattice spacing, a ≈ 0.039 fm. For the determination of µ ref /µ had , we need pairs of values aµ had and aµ ref at the same value of a. This requires either an interpolation of the data for aµ had , or an interpolation of the data for aµ ref . We denote these two options as set A and B, respectively.
The dimensionless ratio µ ref /µ had can then be extrapolated to the continuum as shown in Figure 4 . Extrapolations, linear in a 2 dropping data above (aµ ref ) 2 = 0.07 with either set A or B, are fully compatible. They are also stable under changes in the number of points used to extrapolate and the particular functional form. These stabilities are expected since our smallest lattice spacing is a ≈ 0.039 fm. We repeat the computation of µ ref /µ had for two different values of µ had (see Figure 4) . Tables of the various numbers that enter and further details can be found in the supplementary material.
As our final estimates we take set B, which has somewhat larger errors, and obtain (15) we arrive at our central result
It has a remarkable precision given that we ran the couplings nonperturbatively up to about 70 GeV and only then used perturbation theory.
Λ PARAMETERS AND COUPLING OF FIVE-AND SIX-FLAVOR THEORIES
By itself our Λ (3) is of limited phenomenological use. The three-flavor effective field theory (EFT) is valid for energies below m charm = 1.28 GeV. There perturbation theory cannot be expected to be precise.
However, QCD (N f ) , the N f -flavor effective theory, can be matched to QCD (N f +1) and one can eventually arrive at QCD (6) [32] . This matching relates the couplings such that the low(er) energy EFT agrees with the (more) fundamental one up to power law corrections. These O(Λ 2 /m 2 h ) corrections can only be studied nonperturbatively. They are very small already for m h = m charm [15, 16] .
Ignoring 1/m 2 h effects, matching means
and the Λ parameters are related by , to produce all other numbers. As additional input we use the masses m * charm = 1.280 (25) GeV, m * bottom = 4.180(30) GeV, mZ = 91.1876 GeV, [7] and m * top = 165.9(2.2) GeV, [33] . where
× exp
is defined in terms of the N f -flavor β-function in the chosen scheme. When inserting the perturbative expansions of ξ and β, we choose the mass m h in eq. (18) as the MS mass at its own scale, m * = m MS (m * ), and set µ = m * . Then the one-loop term vanishes in the perturbative expansion
For numerical results, we use c 2 , c 3 , c 4 [34] [35] [36] [37] [38] together with the appropriate five-loop β-function [39] [40] [41] [42] [43] to arrive at Table III . The first error in α(µ) is due to Λ 
SUMMARY AND CONCLUSIONS
QCD offers a plethora of quantities, like hadron masses and meson decay constants, that can be used as precise experimental input to compute the strong coupling and quark masses. However, the nonperturbative character of the strong interactions makes these computations difficult. Lattice QCD offers a unique tool to connect, from first principles, well-measured QCD quantities at low energies to the fundamental parameters of the Standard Model. As perturbative expansions are not convergent, but only asymptotic, the challenge for precise results is to nonperturbatively reach energy scales where the strong coupling is small enough [13] . Due to the slow running of α s , the hadronic and perturbative regimes are separated by two to three orders of magnitude.
Finite-size scaling allows one to bridge such large energy differences nonperturbatively. It trades the systematic uncertainties associated with the truncation of the perturbative series at relatively low energies for statistical uncertainties which are easy to estimate.
Our precise data for the running coupling [13, 14] , together with the high-quality set of ensembles provided by the CLS initiative [29] at lattice spacings as small as a ≈ 0.039 fm, and an accurate determination of the scale [30] , allow us to reach a precision of 0.7% in α . This uncertainty is dominantly statistical and could certainly be reduced significantly by some additional effort. While present knowledge indicates small and perturbatively computable quark-loop effects in the matching at the heavy-quark thresholds, the uncomfortable need of using PT at scales as low as m charm can only be avoided by a full four-flavor computation. This is a mandatory step as soon as one attempts another controlled reduction of the total uncertainty.
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APP: SUPPLEMENTARY MATERIAL
Here we give some additional details concerning the new computation described in the section Connection to the hadronic world. (I) aµ had VS. g0 IN FINITE VOLUME Lines of constant physics A smooth continuum limit requires precise definitions of the renormalized parameters that are kept fixed while sending a → 0. This defines the "lines of constant physics" for the choice of the bare parameters in the simulations. Since µ had is defined for massless quarks and in a finite volume with µ = 1/L, we choose the conditions
where m(µ) is the current quark mass defined through suitable Schrödinger Functional correlators [46] , and
with our values u had,1 = 11.31 and u had,2 = 10.20 for µ had,1 and µ had,2 , respectively. For a given g 0 and lattice size L/a, eq. (23) is equivalent to the determination of the critical values of the bare quark masses, am cr (g 0 , a/L), at which the renormalized quark masses vanish. For later convenience it is useful to parametrize the deviation from the critical line by introducing the subtracted quark mass: The exact definition of m, i.e., the kinematical choices in the implementation of the PCAC relation, is given in [14] . This leads to the results for am cr (g 0 , a/L) reported in section A.1.4, specifically eq. (A.3) of this reference. This determination is available for L/a = 8, 12, 16, and for the whole range of g 0 values we considered. In particular, these values of m cr guarantee that |Lm(1/L)| < 0.005, which is a stringent enough bound to let us assume that m(1/L) is effectively zero in our analysis. We note, however, that below we shall consider also lattices with L/a = 20, 24, 32 (and larger). For these, am cr (g 0 , a/L) at a given g 0 was estimated by performing a linear extrapolation in (a/L) 3 of the critical hopping parameter,
−1 , using the results at the two largest available lattices, namely L/a = 12, 16. Examples of these kind of extrapolations are explicitly discussed in [47] .
Simulations and results for aµ had
To perform the hadronic matching we collected many different ensembles with L/a ∈ {12, 16, 20, 24, 32}, at several values of g 0 . These were used to determine pairs (g 0 , L/a) for which the conditions (23) and (24) are satisfied. This is discussed in detail in the next section. The full set of ensembles is given in Table IV . For more than half of the ensembles the bare quark masses are such that am q = 0, according to the definition of am cr (g 0 , a/L) described above. For the others instead, we have am q = ∆am cr = am cr (g 0 , 2a/L)−am cr (g 0 , a/L), because these ensembles originated as doubled lattices in the step scaling study of ref. [14] . However, in order to have a smooth O(a 2 ) dependence of the cutoff effects of our observables along lines of constant physics, all ensembles should have m q = 0 according to a unique and specific definition (see e.g. ref. [48] ). 
2 , performed separately for each L/a, with k2 = 0 for L/a = 20.
In order to achieve this, we computed in our MCsimulations the derivatives:
on the ensembles with am q = 0, cf. Table IV . This information was then used to correct the measured values ofḡ 2 GF (µ) on these ensembles in order to fulfill the condition m q = 0. With the resulting values,ḡ 2 GF,amq=0 , we can safely perform a smooth interpolation of the data forḡ 2 GF,amq=0 to the target values u had,1 = 11.31 and u had,2 = 10.20.
At fixed L/a we fit the data forḡ
GF,amq=0 as a function of 6/g 2 0 using a second degree polynomial, except for the data at L/a = 20 where a linear interpolation is used. These fits are all of excellent quality, except for L/a = 24, see Figure 5 .
3 Our final interpolated pairs for (g 0 , aµ had ) are shown in Table V , set B.
The improved bare couplingg 0 is defined as [46, 49] 
where M q = diag(m u,q , m d,q , m s,q ) is the subtracted quark mass matrix and b g (g 0 ) is a given function of the bare coupling.
As discussed above, we have m u,q = m d,q = m s,q = 0 in the ensembles used for the determination of aµ had , and thereforeg 0 = g 0 .
(II) aµ ref VS.g0 IN LARGE VOLUME
Improved coupling in CLS simulations
On the other hand, on the large volume CLS ensembles where aµ ref has been computed, the value of tr{aM q } in (26) can be estimated using the results for am i,0 given in ref. [30] , and by taking for am cr (g 0 , 0) the corresponding result from the extrapolation of κ cr (g 0 , a/L) described in the previous subsection.
Finally, at present, for the set-up of the CLS simulations, b g (g 0 ) is only known to one-loop order in perturbation theory. We thus used this value, which is given by [50] ,
Due to the smallness of tr{aM q }, the difference between the bare couplings where the CLS simulations have been performed and the improved ones (see Table V) , is very small. The O(g 4 0 ) uncertainty in eq. (27) is irrelevant at the level of our statistical uncertainties.
Our final values for (g 0 , aµ ref ) after the correction g 0 → g 0 are shown in Table V , set A. There, the first four results for aµ ref are from [30] , where also the exact definition of µ ref at finite a is specified. The fifth number is from a new simulation. Some details of this interesting simulation, close to the continuum, are given below.
Simulation at the symmetric point and 6/g The CLS simulations, action and algorithm are described in [29, 30, 51, 52] and the documentation of the openQCD code [53] . To the ensembles already used in these publications, CLS has added a flavor-symmetric one at an even finer lattice spacing. It is a 192 × 64 [54] , and error estimate including a tail contribution (dashed curve), starting from tW.
The general algorithmic setup follows the lines of the ones described in [29] , with only slight adjustments of the algorithmic mass parameters due to the finer lattice spacing. We have used a statistics of 6k molecular dynamics units (MDU) out of the available 6.5k.
The estimated integrated autocorrelation time of the GF topological charge at flow time t = t 0 is 0.3(2)k MDU and ≈ 0.1k MDU for the action density E(t 0 ), cf. (10) of the main text. The latter is indistinguishable from aµ ref concerning autocorrelations. We show the normalized autocorrelation function ρ(t MC ) of aµ ref in Figure 6 . From t MC ≈ 0.2k MDU on, this function is compatible with zero within relatively large errors.
For the determination of the integrated autocorrelation times, we use a slightly modified version of the procedure proposed in [55] . As usual, we sum ρ(t MC ) within a window up to t W , for which we take the last t MD at which ρ(t MC ) is just one sigma away from zero. Above t W we assume a single exponential decay with a decay rate given by the extrapolated value from previous simulations τ exp ≈ 14 × t 0 /a 2 , which corresponds to τ exp ≈ 0.2k MDU for this ensemble. Its amplitude is fixed by the central value of ρ(t W ).
Note that the original procedure proposed in [55] uses a smaller value of t W which generally leads to larger autocorrelation times. In this sense, the procedure adopted here is less conservative than what is denoted "upper bound" in [55] , but more conservative than simply ignoring the tail. The hereby measured integrated autocorrelation times are compatible with the estimate of the extrapolated τ exp , as expected for these slow quantities, which serves as a self-consistency check. With an estimated τ exp ≈ 200 MDU, our particular run has a total statistics of about 30 τ exp , which is not what we would ideally like to have, but it is still (marginally) acceptable.
We finally mention that the simulation parameters yielded φ 4 = 1.108(7) and we thus had to perform only a very small shift in the quark masses to reach φ 4 = 1.11, which is already accounted for in Table V . Table V. For the case of set A, log(aµ had ) is fitted to a polynomial form log(aµ had ) = n ,
which allows to determine values of aµ had at theg 2 0
where aµ ref is known (set A of Table V) . We have repeated the whole analysis chain by replacing this interpolation by the purely heuristic (inverse) function (6/g 
describes our data very well (χ 2 /dof = 0.5/1) and is generally useful for scale setting. Its coefficients a n with covariances are listed in Table VI. As our final estimate we take the numbers of set B extrapolated with data satisfying (aµ ref )
2 ≤ 0.07 since these have the larger errors and in particular, since these make optimal use of our CLS point closest to the continuum at a ≈ 0.039 fm. That data point is in any case crucial in stabilizing the continuum extrapolation. It renders the difference between the last data point and the extrapolated value insignificant and allows us to cite a continuum ratio with less than a percent error. 
