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1. INTRODUCTION
In this paper we study the existence or nonexistence of nonnegative
solutions to the nonlinear Dirichlet problem:
{&2u=({(x), {u)+a(x) u
q&1+b(x) us&1
u=0
in 0
on 0.
(1.1)
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Here 0Rn is a connected bounded domain with C1, : boundary and
({, {u)# :
n
i=1

xi
u
xi
.
The function a can change sign, while the function b is always assumed to
be nonpositive (see assumptions (H2)(H3) below). As for the exponents q,
s we shall always make the following hypothesis,
(H0) 1<q<2*, 1<s<2*,
where
2* :={
2n
n&2

if n3,
otherwise.
Problem (1.1) arises in several situations (e.g., it is related with the theory
of conformal deformations of Riemannian metrics; see [9] and references
therein). The companion problem with Neumann boundary conditions was
investigated in [17] (see also [18]).
Our main concern in this paper is to investigate how the regularity of the
function  in the first order term affects the existence of solutions to
problem (1.1). Specifically, we shall prove the following facts:
(i) as long as  # C(0 ) & W1, n(0) a weak solution u to problem
(1.1) exists, under suitable assumptions concerning the exponents q, s and
the coefficients a, b. If, moreover,  # C:(0 ), then u # C1, :(0 ) (see Section 2);
(ii) if  is smooth only outside some nonempty singular set S, an
admissible solution to problem (1.1) need not exist. Admissible solutions
are defined as those which satisfy a generalized integral identity; in typical
cases the singularity of  is accounted for by a suitable weight in this
identity (see Section 3).
Comparing (i) and (ii), we can think of a disappearance of solutions due
to singular first order terms. It is interesting to observe that this phenomenon
is related with a loss of compactness, exactly as in the case when  is constant
and q=2* (see [20]). In fact, in simple cases the effect of a singular first order
term amounts to changing the critical exponent of the problem (see
Theorem 3.6). Not surprisingly, singular first order terms can also give rise
to the appearance of solutions with respect to the case of constant  (see
Theorem 3.7; sparse remarks in this direction can be found in [68, 13]).
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In this connection, observe that problem (1.1) can be recast in the form
{&div(\(x) {u)=\(x) a(x) u
q&1+\(x) b(x) us&1
u=0
in 0
on 0,
(1.2)
where \ :=e. As far as the existence of weak solutions is concerned, this
problem is equivalent to (1.1) if  # C(0 ) & W1, n(0) (as we assume in
Section 2; see assumption (H1)). However, we prefer to think of the form
(1.1) for nonexistence, since it is known that also nonlinear first order terms
can given rise to such phenomena (see [11]; see also [3, 4 and 10]).
2. EXISTENCE RESULTS
In this section we investigate existence of solutions to problem (1.1)
when  is smooth. We assume:
(H1) a, b # C(0 ),  # C(0 ) & W1, n(0).
If  is constant and b#0, problem (1.1) reads:
{&2u=a(x) u
q&1
u=0
in 0
on 0.
This was investigated in [1] in the case 1<q<2, respectively in [2] in the
case 2<q<2*. In both cases the condition
(H2) a+ :=max[a, 0]0
is necessary and sufficient for the existence of nonnegative nontrivial
solutions (see [1, 2]).
We retain (H2) throughout the paper; moreover, as already mentioned,
we assume:
(H3) b0 in 0.
The relationship between the exponents q and s plays an essential role in
the present situation. If either
(A) q>max[2, s]
or
(B) q<min[2, s]
the following result applies.
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Theorem 2.1. Let either (A) or (B) hold and assumptions (H1)(H3)
be satisfied. Then there exists a nontrivial nonnegative weak solution to
problem (1.1).
It is immediately seen that the same conclusion holds if b#0 and q{2
(see Proposition 4.2).
Existence results can be proved in the remaining cases (namely s<q<2,
2<q<s) under suitable assumptions on the coefficients a, b. Statements
and proofs are almost verbatim the same as in the case of Neumann
boundary conditions (see Theorems 1.3 and 1.4 in [17]), hence we omit
them.
Concerning the regularity of solutions the following result can be proved.
Theorem 2.2. Let assumption (H1) be satisfied. Then any nontrivial
nonnegative weak solution to problem (1.1) belongs to L(0) and is strictly
positive in 0. Moreover, if  # C :(0 ), then the solution is in C 1, :(0 ).
3. NONEXISTENCE RESULTS
In this section we always assume that the set 0 contains the origin.
Moreover, we replace the regularity assumption (H1) by the hypothesis
(H4) a, b # W 1, (0),  # C2(0 "S),
where S is a subset of 0 having zero n-dimensional Lebesgue measure.
Let us make the following definition.
Definition 3.1. By a strong solution to problem (1.1) we mean any
nonnegative function u: 0  R such that:
(i) both u and its distributional derivatives up to the second order
are defined almost everywhere in 0;
(ii) the trace of u is defined almost everywhere on 0;
(iii) u satisfies almost everywhere (in 0, respectively on 0) both
equations in (1.1).
Arguing as in [15], we first derive in a formal way an integral identity
satisfied by suitable strong solutions to (1.1); fro this identity nonexistence
results follow by usual arguments. Problem (1.1) is of the general form
{&2u=({(x), {u)+ f (x, u)u=0
in 0
on 0,
(3.1)
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f : 0_R  R being a Carathe odory function. Let us multiply the first equa-
tion in (3.1) by [(x, {u)+:u] \, where : # R and \ :=e. Denote by K= a
subset of the set [x | dist(x, S)<=] (=>0) with smooth boundary. Integrat-
ing over 0"K= and taking into account the boundary conditions on 0 we
obtain by formal calculations:
|
0"K= _
n(x)&2
2
&:& |{u| 2 \ dx&|0"K= [n(x) F(x, u)&:uf (x, u)] \ dx
&|
0"K=
(x, {xF(x, u)) \ dx
=&
1
2 |0"K= (x, &(x)) |{u|
2 \ ds
+|
K= & 0 _(x, {u)({u, &(x))+F(x, u)(x, &(x))
&
1
2
|{u|2(x, &(x))+:({u, &(x)) u& \ ds. (3.2)
Here &(x) denotes the outer normal and
n(x) :=n+(x, {),
(3.3)
F(x, u) :=|
u
0
f (x, t) dt.
The proof of (3.2) is well known (see [15, 19]), thus we omit it.
Definition 3.2. The quantity n(x) defined in (3.3) is called the convective
dimension of problem (3.1).
Observe that the convective dimension n(x) coincides with the space
dimension n if  is constant; moreover, for any smooth  there holds
n(0)=n.
Now suppose that in (3.2) every integral over 0"K= (respectively, over
0"K=) converges to a finite integral over 0 (respectively, over 0) of the
same quantity, while the integral over K= & 0 vanishes as =  0. Then
from (3.2) we obtain the integral identity:
|
0 _
n(x)&2
2
&:& |{u|2 \ dx&|0 [n(x) F(x, u)&:uf (x, u)] \ dx
&|
0
(x, {xF(x, u)) \ dx=&
1
2 |0 (x, &(x)) |{u|
2 \ ds. (3.4)
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It is natural to ask how regular a strong solution must be in order to make
the above procedure rigorous. This point requires a specific investigation,
depending on the particular function  under consideration (e.g., see Theorem
3.8 and Corollary 3.9 below). It is convenient to put off this problem by
making the following definition.
Definition 3.3. A strong solution to problem (3.1) is said to be admissible
if it satisfies equality (3.4) for any : # R.
Observe that the right-hand side of (3.4) is nonpositive if the set 0 is
star-shaped with respect to the origin. Then we obtain immediately the
following nonexistence result for admissible solutions.
Theorem 3.4. Suppose that 0 is star-shaped with respect to the origin.
If there is : # R such that the left-hand side of (3.4) is positive for u0, no
admissible nontrivial solution of (3.1) exists.
Let us make use of the above result in the case under investigation. For
problem (1.1) equality (3.4) reads:
|
0 _
n(x)&2
2
&:& |{u|2 \ dx&|0 _
n(x)
q
&:& a(x) uq\ dx
&|
0 _
n(x)
s
&:& b(x) us\ dx&1q |0 (x, {a) uq\ dx
&
1
s |0 (x, {b) u
s\ dx
=&
1
2 |0 (x, &(x)) |{u|
2 \ ds. (3.5)
The following result can be proved.
Theorem 3.5. Let n3. Suppose that 0 is star-shaped with respect to
the origin; assume q>s if b0 (q, s # (2, 2*)). Let the following inequalities
hold almost everywhere in 0:
a0, b0; (3.6)
(x, {a(x))0, (x, {b(x))0; (3.7)
(H5) (x, {)>
2*&q
q&2
(n&2).
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Let there exist : # R such that
:
n(x)&2
2
(3.8)
almost everywhere in 0;
n(x)
q
<: (3.9)
almost everywhere in supp a;
:
n(x)
s
(3.10)
almost everywhere in supp b.
Then every admissible solution to problem (1.1) with support contained in
supp a is trivial.
Let us mention that the above conditions can be weakened in some cases
(e.g., if the Hopf boundary point lemma applies; see [19]).
Observe that assumption (H5) reduces to the well-known condition
q>2* if  is constant. On the other hand, according to Theorem 3.5 we
can have nonexistence of admissible solutions even for q<2*.
Let us illustrate this point by discussing the problem
{&2u=
1
h
({h, {u)+uq&1
u=0
in 0
on 0,
(3.11)
where h # C2(0 "S) is a positive homogeneous function with degree of
homogeneity *. Problem (3.11) is of the form (1.1) with a#1, b#0 and
=ln h; (3.12)
thus \ :=e=h in this case. The following result is an easy consequence of
Theorem 3.5.
Theorem 3.6. Let n3, q # (2, 2*) and 0 be star-shaped with respect to
the origin. Let h # C2(0 "S) be a positive homogeneous function with degree
of homogeneity
*>
2*&q
q&2
(n&2). (3.13)
Then no admissible nontrivial solution to problem (3.11) exists.
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Depending on the choice of the function h in (3.11), Theorem 3.6 applies
to problems with different symmetry properties. For instance, if S is
compact, then S=[0]; in this case the choice h(x)=|x|* gives
{&2u=
*
|x|2
(x, {u)+uq&1
u=0
in 0
on 0.
(3.14)
As already mentioned in Section 1, singular first order terms can also
give rise to the appearance of solutions, with respect to the case where 
is constant. Consider for instance problem (3.14) with q2* and 0=
BR :=[x | |x|<R] (n3). Denote by H p*(0), L
p
*(0) the usual weighted
Sobolev, respectively Lebesgue spaces with weight \=|x|*; the following
holds.
Theorem 3.7. Let n3, q2*. Let * satisfy the following inequalities:
2&n<*<
q&2*
q&2
(2&n). (3.15)
Then there exists a nontrivial nonnegative radially symmetric solution u of
(3.14) in 0=BR ; moreover, u # H 10, *(BR).
It has been assumed until now that : is a real parameter. In order to deal
with more general situations, it is expedient to choose : as a real function
defined almost everywhere in 0. Under suitable assumptions on :, the
following generalization of equality (3.4) is easily seen to hold:
|
0 _
n(x)&2
2
&:& |{u|2 \ dx&|0 [n(x) F(x, u)&:uf (x, u)] \ dx
&|
0
(x, {xF(x, u)) \ dx+
1
2 |0 u
2[2:+({:, {)] \ dx
=&
1
2 |0 (x, &(x)) |{u|
2 \ ds. (3.16)
Accordingly, by an admissible solution to problem (3.1) we mean now a
strong solution which satisfies equality (3.16) for any : as above. A generaliza-
tion of Theorem 3.5, whose formulation is left to the reader, is easily
proved.
Having proved nonexistence of admissible solutions, it is natural to ask
under which conditions a strong solution to (3.1) is admissible. As already
pointed out, this question has to be addressed for any specific choice of .
For problem (3.14) the following result can be proved.
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Theorem 3.8. Let n3, *>2&n and
max {q, 2tt&2=p<
(t # (2, *+n)). Then any strong solution u # H 2*(0) & H
1
0, *(0) & L
p
*(0) to
problem (3.14) is admissible.
Arguing as for Theorem 3.8, Theorem 3.5 entails the following result.
Corollary 3.9. Let n3, q # (2, 2*) and 0 be star-shaped with respect
to the origin. Let assumption (3.13) be satisfied. Then any nonnegative weak
solution u # H 10, *(0) & L
q
*(0) to problem (3.14) is trivial.
4. PROOF OF EXISTENCE RESULTS
The proof of Theorem 2.1 makes use of a direct variational approach. It
is virtually the same of the companion result for the case of Neumann
boundary conditions (see Theorem 1.2 in [17]); we give it here for con-
venience of the reader.
Recasting (1.1) in the form (1.2) suggests to work in the Sobolev space
X=H 10(0). Clearly, \ is bounded away from zero in 0 if assumption (H1)
is satisfied; hence the norm
|u|X :={|0 \ |u| 2 dx+|0 \ |{u|2 dx=
12
is equivalent to the usual one. As usual, by a weak solution of problem
(1.2) we mean a critical point of the functional
g(u) := &
1
2 |0 \ |{u|
2 dx+
1
q |0 \a |u|
q dx+
1
s |0 \b |u|
s dx.
By assumption (H0) the embeddings H 10(0)/L
q(0), H 10(0)/L
s(0)
hold, hence the functional g is well defined in X. In order to investigate its
critical points, we associate with it a functional G: R_X  R setting for
any r # R and v # X
G(r, v) :=g(rv)=&
|r|2
2 |0 \ |{v|
2 dx+
|r|q
q
A(v)&
|r| s
s
B(v); (4.1)
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here
A(v) :=|
0
\a |v|q dx,
B(v) :=|
0
\ |b| |v| s dx
(observe that use of assumption (H3) has been made).
If u=rv is a critical point of the functional g, the bifurcation equation
Gr(r, v)=A(v) |r| q&2 r&B(v) |r| s&2 r&\|0 \ |{v| 2 dx+ r=0 (4.2)
must be satisfied. Suppose that for any v in some open subset EX"[0]
there exists a root r=r(v){0 of (4.2); let r( } ) # C1(E). Then the reduced
functional
g~ (v) :=G(r(v), v) (4.3)
is defined and continuously differentiable in E. The following result can be
proved (see [14]).
Theorem 4.1. Let v # E be a conditionally extremum point of the func-
tional g~ (v) under the condition
|
0
\ |{v|2 dx=1. (4.4)
Then u :=r(v) v is a nonzero critical point of the functional g.
The previous remarks suggest the following approach to investigating
critical points of the functional g. First we study the bifurcation equation (4.2),
thus defining the reduced functional (4.3); then, following Theorem 4.1, we
maximize (or minimize) g~ under the constraint (4.4).
Set
E :=[v # X | A(v)>0]; (4.5)
observe that by assumption (H2) the set E is nonempty. An elementary
investigation shows that for any v # E the bifurcation equation has a unique
positive root r=r(v) if either b#0 and q{2, or (A) holds, or (B) holds.
Moreover, for any v # E
Grr(r(v), v)=(q&2) |
0
\ |{v| 2 dx+(q&s) B(v) |r(v)| s&2{0;
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hence r # C1(E). Concerning the reduced functional
g~ (v)=\1q&
1
2+ |0 \ |{v|2 dx |r(v)| 2+\
1
q
&
1
s+ B(v) |r(v)| s
=\1q&
1
2+ A(v) |r(v)|q&\
1
s
&
1
2+ B(v) |r(v)| s, (4.6)
the following result will be proved.
Proposition 4.2. Let assumptions (H1)(H3) be satisfied. Then in both
cases:
(i) b#0 in 0 and q{2,
(ii) either (A) or (B) holds,
the maximum:
max
v # E
g~ (v) under the condition |
0
\ |{v| 2 dx=1 (4.7)
is achieved at some function v 0, v 0 in 0.
Proof. We only consider the case (ii), since the case b#0 is simpler due
to the homogeneity of the reduced functional.
Observe preliminarily that the set
S :={v # X } |0 \ |{v|2 dx=1=
is bounded in X by the Poincare inequality. Set
M :=sup [g~ (v) | v # E & S], (4.8)
where g~ is the reduced functional (4.6). It is easily seen that M # (&, 0]
if (A) holds, or M # (0, ) if (B) is satisfied. Let [vn]E & S be a maxi-
mizing sequence. Due to the boundedness of S and the reflexivity of X, we
can assume that [vn] converges weakly in X to some v ; by assumption
(H0) it follows that vn  v both in Ls(0) and in Lq(0). Let us prove that
v # E & S.
Since [vn]E & S, from the bifurcation equation we obtain:
A(vn) |r(vn)|q&21 for any n # N. (4.9)
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On the other hand, since vn  v in Lq(0) and a is bounded in 0 there
holds:
A(vn)  A(v ) as n  .
Arguing by contradiction it can be proved that A(v )>0 (see [17] for
details); hence v # E.
Let us show that v # S. By the weak convergence of [vn] in X there
holds:
|
0
\ |{v |2 dx1.
Since A(v )>0, we also have
|
0
\ |{v |2 dx>0.
By contradiction, let the former inequality be strict. Then we can find t>1
such that
|
0
\ |{(tv )|2 dx=1;
hence tv # E & S. The root r=r(tv ) of the bifurcation equation satisfies the
equality
A(tv ) |r(tv )|q&2&B(tv ) |r(tv )| s&2=1. (4.10)
Since
A(tv )=tqA(v ),
B(tv )=tsB(v ),
this gives:
A(v ) |tr(tv )|q&2&B(v ) |tr(tv )| s&2=t&2<1. (4.11)
On the other hand, it is easily seen that the sequence [r(vn)] is bounded
(see [17]), thus some subsequence converges. Its limit, say r , satisfies the
equality
A(v ) |r |q&2&B(v ) |r | s&2=1. (4.12)
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Comparing (4.11) and (4.12) immediately gives
tr(tv )<r
if (A) holds, respectively
tr(tv )>r
if (B) is satisfied. An elementary investigation of the function
(!) :=\1q&
1
2+ A(v ) !q&\
1
s
&
1
2+ B(v ) !s (!>0) (4.13)
proves that in both cases
g~ (tv )=(t |r(tv )| )>(r )=M, (4.14)
which is absurd. it follows that v # S, thus the claim is proved.
Since equality (4.10) holds with t=1, we get r(v )=r (see (4.12)), thus
M= g~ (v ). Then the conclusion follows. K
Theorem 2.1 follows immediately from Proposition 4.2 and Theorem 4.1.
Let us prove Theorem 2.2.
Proof of Theorem 2.2. A standard bootstrap argument (see [5]) shows
that u # L(0); hence u>0 in 0, due to the Harnack inequality (see [21]).
Then by standard arguments the conclusion follows. K
5. PROOF OF NONEXISTENCE RESULTS
Let us first prove Theorem 3.5.
Proof of Theorem 3.5. Let us first observe that the inequalities (3.8)(3.10)
are compatible under the present assumptions. In fact, a first compatibility
condition, namely
n(x)
q
<
n(x)&2
2
(5.1)
almost everywhere in supp a, follows from (3.8)(3.9), while (3.9)(3.10)
entail:
n(x)
q
<
n(x)
s
(5.2)
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almost everywhere in supp a & supp b. Since assumption (H5) implies
(x, {)>0, thus n(x)>0 in 0 and by assumption q>s if b0, condi-
tion (5.2) is satisfied. On the other hand, inequality (5.1) follows easily
from assumption (H5). This proves the claim.
Due to assumption (3.7), the conclusion will follow from (3.5) by
Theorem 3.4 if the following inequalities are satisfied for some : # R almost
everywhere in 0,
n(x)&2
2
&:0,
\n(x)s &:+ b(x)0;
moreover,
\n(x)q &:+ a(x)<0,
almost everywhere in supp a.
Due to assumption (3.6), this happens if (3.8)(3.10) hold; hence the
result follows. K
Proof of Theorem 3.6. Since
(x, {)=*
by the homogeneity of h (see (3.12)), condition (H5) reduces to (3.13). The
compatibility condition (5.1) now reads
n+*
q
<
n+*&2
2
,
which is satisfied due to (3.13). Choosing : # [ n+*q ,
n+*&2
2 ) by Theorem 3.5
the conclusion follows. K
Let us now prove the existence result asserted in Theorem 3.7.
Proof of Theorem 3.7. Radially symmetric solutions of (3.14) in BR
satisfy the problem
{&(h(r) u$)$=h(r) u
q&1 in (0, R)
u(R)=0,
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where h(r) :=rn+*&1. Due to assumption (3.15), the following holds:
(i) h # L1(0, R);
(ii) 1h # L
1(r, R) for any r # (0, R), yet
|
R
0
dr
h(r)
=;
(iii) define
Hq(r) :=\|
r
0
h(s) ds+
1q
\|
R
r
ds
h(s)+
12
;
then Hq(0)=0.
It follows from [12] that the embedding
R1* :=[u # H
1
0, *(BR) | u is radial]/L
q
*(BR)
is compact (see also [6]). Then by standard variational arguments the
conclusion follows. K
Let us finally prove Theorem 3.8. For this purpose we need the following
lemma.
Lemma 5.1. Let the assumptions of Theorem 3.8 be satisfied and u # H1*(0)
& L p*(0). Then there holds:
lim inf
=  0
=*+1 |
|x|== { |{u|2+uq+
u |{u|
|x|
+
u2
|x| 2= ds=0.
The proof is adapted from [16]; we give it here for convenience of the
reader.
Proof of Lemma 5.1. Observe that under the present assumptions there
holds:
|
0 {
u |{u|
|x|
+
u2
|x|2= |x|* dx
\|0 |x|*&t dx+
1t
\|0 |{u| 2 |x|* dx+
12
\|0 u2t(t&2) |x|* dx+
(t&2)2t
+\|0 u2t(t&2) |x|* dx+
(t&2)t
\|0 |x|*&t dx+
2t
<; (5.4)
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here use of the Ho lder inequality has been made. Choose =>0 so small
that B = /0; it follows that:
|
B= { |{u|
2+uq+
u |{u|
|x|
+
u2
|x| 2= |x| * dx
=|
=
0
r* \||x|=r { |{u|2+uq+
u |{u|
|x|
+
u2
|x|2= ds+ dr<.
If it were
lim inf
=  0
=*+1 |
|x|== { |{u|2+uq+
u |{u|
|x|
+
u2
|x| 2= ds>0,
the above inequality would be contradicted. Hence the conclusion follows.
K
Now we can prove Theorem 3.8.
Proof of Theorem 3.8. In the present case S=[0]; choose K= B= .
Consider the integral identity (3.2) with ===n , where [=n] denotes any
sequence such that
lim
n  
=*+1n |
|x| ==n { |{u|
2+uq+
u |{u|
|x|
+
u2
|x|2= ds=0; (5.5)
such a sequence exists by Lemma 5.1. The integral over K=n & 0 in (3.2)
takes the following form:
=*n |
|x|==n {}
u
r }
2
|x|&
1
2
|{u| 2 |x|+
uq
q
|x|+:u
u
r= ds.
It is easily seen that
=*n |
|x|==n } }
u
r }
2
|x|&
1
2
|{u| 2 |x|+
uq
q
|x|+:u
u
r } ds
C=*+1n |
|x|==n { |{u|
2+uq+
u |{u|
|x|
+
u2
|x|2= ds
for some constant C>0. Hence by (5.5) the integral over K=n & 0 vanishes
as n  .
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In order to ensure that every integral over 0"K=n in (3.2) converges to
the corresponding integral over 0 as n  , it is sufficient that the functions
u2
|x|2
,
u |{u|
|x|
, |{u|2, uq
belong to L1*(0). This is the case under the present assumptions, due to
inequality (5.4). The same assumptions and classical trace space theory also
ensure that |{u|2 # L1*(0). Then letting n   the conclusion follows. K
Proof of Corollary 3.9. Due to local a priori estimates for uniformly
elliptic operators in divergence form, a weak solution to (3.12) is actually
strong in 0"[0]. Arguing as in the proof of Theorem 3.8, it is shown that
a weak solution u # H 10, *(0) & L
q
*(0) is admissible. Then by Theorem 3.6
the conclusion follows. K
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