Properties determining optimal behavior of continuous analytic wavelet functions are investigated, and wavelet functions nearly obtaining such behavior are identified. This is accomplished through detailed investigation of the generalized Morse wavelets, a highly flexible family of exactly analytic continuous wavelets. The degree of time/frequency localization, the existence of a unique interpretation of scale as frequency, and the extent of bias involved in estimating properties of modulated oscillatory signals, are proposed as important considerations. Optimal wavelet behavior is then found to be achieved by minimizing third central moments in both the frequency and the time domains. A particular subset of the generalized Morse wavelets, recognized as deriving from an inhomogeneous Airy function, are shown to be nearly optimal. These "Airy wavelets" are expected to substantially outperform the only approximately analytic Morlet wavelets for high time localization. Further investigation of the generalized Morse wavelets reveals a remarkably broad range of behavior, and suggests that these wavelets can be considered as a generic analytic wavelet family appropriate for a variety of applications.
where Ψ(ω) = ∞ −∞ ψ(t)e −iωt dt is the Fourier transform of the wavelet and X(ω) is the Fourier transform of the signal. Note the choice of 1/s normalization rather than the more common 1/ √ s, as we find the former to be more convenient for analysis of oscillatory signals. The wavelet is a zero-mean function which is assumed to satisfy the admissibility condition [14] c ψ ≡
and is said to be analytic if Ψ(ω) = 0 for ω < 0. The wavelet modulus |Ψ(ω)| obtains a maximum at the peak frequency ω ψ . It will also be convenient to adopt the convention that |Ψ(ω ψ )| = 2.
The generalized Morse wavelets have the frequency-domain form [7] Ψ β,γ (ω) = U (ω) a β,γ ω β e
where U (ω) is the Heaviside step function and where a β,γ ≡ 2(eγ/β)
is a normalizing constant. The wavelet ψ β,γ (t) is in fact the lowest-order member of an orthogonal family of wavelets for each (β, γ) pair of [7] , denoted by k = 0 therein, but we will not be concerned with the higher-order members in the present paper. The generalized Morse wavelets are the solutions to a joint time/frequency localization problem, with analytic expressions for both the shape of the concentration region as well as the fractional energy concentration [7] . Throughout this paper, the subscript "ψ" denotes a property of an arbitrary analytic wavelet, which we replace with the subscript "β, γ" for specific properties of the generalized Morse wavelets.
The generalized Morse wavelets have a number of attractive properties. In contrast to the popular Morlet wavelet (see Appendix A), they are exactly analytic; the latter is only approximately analytic and this departure becomes more extreme for narrow time-domain localization. They form a two-parameter family of wavelets, exhibiting an additional degree of freedom in comparison with the Morlet wavelet. The latter is controlled by a single parameter, the product of the carrier frequency with the time-domain width of its Gaussian window. The nature of this additional freedom of the generalized Morse wavelets has not yet been fully explored, but it would appear to control variation in higher-order wavelet properties with the time and frequency resolution held fixed. Because of this adjustability, the generalized Morse wavelets can exhibit a very broad variety of behaviors, making (4) a fairly general prescription for constructing an exactly analytic wavelet. It is reasonable to suspect that some member of the generalized Morse wavelet family will obtain ideal performance.
As an example, a generalized Morse wavelet and a Morlet wavelet together with their Wigner-Ville distributions [2] , are shown in Figure 1 . Since the scalogram of a signal with a given wavelet can be seen as the convolution of the Wigner-Ville distribution of the signal with that of the wavelet, the wavelet Wigner-Ville distribution is a fundamental time-frequency object controlling the smoothing implicit in the wavelet transform. The instantaneous frequency [15] of each wavelet is also shown, which reflects the time-varying frequency content of a modulated oscillatory signal.
These two wavelets are very narrow in time, and have been chosen such that the width of the central time window (as measured by the standard deviation of the time-domain wavelet demodulated by its peak frequency) in proportion to the period 2π/ω ψ is the same for both wavelets. The Morlet wavelet exhibits leakage to negative frequencies, as well as substantial instantaneous frequency fluctuations over the central window. At this very narrow parameter setting, a local minimum has developed in the wavelet amplitude at the wavelet center. By contrast, the generalized Morse wavelet has an instantaneous frequency which is nearly constant over the central window, and its Wigner-Ville distribution is entirely concentrated at positive frequencies.
This illustrates some of the desirable aspects of the generalized Morse wavelets. However, they also exhibit some peculiarities, such as the fact that demodulating the wavelet by its peak frequency leads in general to a complex-valued function, which departs from the model of a complex-valued wavelet as a complex sinusoid times a real-valued envelope [e.g. 2]. This comparison motivates a more detailed study of the generalized Morse wavelets, and of the interaction between signal and wavelet in general. We turn now to defining several important properties of analytic wavelets.
B. Interpretations of Frequency
It is common practice to consider the scale s as proportional to an inverse frequency. But it is critical to keep in mind that any assignment of frequency to scale is an interpretation, and there is in fact more than one valid interpretation. The ideal wavelet should have these different interpretations be nearly identical, such that there is no ambiguity in assigning frequency to a given scale.
One may define three meaningful frequencies associated with the wavelet itself: the peak frequency ω ψ at which the wavelet magnitude |Ψ(ω)| is maximized, which is also the mode of |Ψ(ω)| 2 ; the energy frequency
which is the mean of |Ψ(ω)| 2 ; and finally, the time-varying instantaneous frequency [15] of the wavelet
evaluated at the wavelet center definesω ψ (0), the third basic frequency measure. A difference between ω ψ and ω ψ is obviously an expression of frequency-domain asymmetry of the wavelet. On the other hand, the energy frequency and instantaneous frequency are related by [16] 
and therefore a departure ofω ψ (0) from ω ψ implies that the wavelet frequency content is not uniform in time.
There correspond three separate interpretations of scale as frequency. Consider x o (t) = cos (ω o t), having an analytic wavelet transform
where the contribution from negative frequencies vanishes on account of the analyticity of the wavelet. The scale at which the magnitude of the wavelet transform is maximum, obtained by solving
is found to be s = s ψ ≡ ω ψ /ω o . This is the same as the scale at which the rate of change of transform phase is equal to the signal frequency, that is, the scale at which
is satisfied. Note that (10) and (11) respectively define the amplitude and phase ridge curves of the wavelet transform [17] . Secondly, one may form the energy-mean scale, which becomes for the sinusoid
but following a change of variables, this is seen to be simply s ψ = ω ψ /ω o . Finally, let W δ (t, s) be the wavelet transform of a Dirac delta-function δ(t) located at the origin. The rate of change of phase of this transform is
which, at the location of the delta-function, becomesω ψ (0) /s. The wavelet central instantaneous frequencyω ψ (0) therefore controls the rate of phase propagation at the center of a feature much narrower than the wavelet.
Therefore we have that ω s ≡ ω ψ /s, ω s ≡ ω ψ /s, andω s ≡ω ψ (0) /s define three different mappings of scale to frequency. The first will correctly give the frequency of a pure sinusoid from the scale s at which its transform obtains a maximum, the second will correctly give the frequency of a pure sinusoid from the energy-mean scale of the transform, and the third fixes the frequency to be the same as the phase progression of the transform at the location of an infinitesimally narrow impulse, a Dirac delta-function. It will later be shown that certain members of the generalized Morse wavelet family all three of these frequencies nearly identical, and therefore, admit a nearly unique interpretation of scale as frequency.
C. Energy Localization
The degree of energy localization of a wavelet is conventionally expressed in terms of the area of its Heisenberg box [2] A ψ ≡ σ t;ψ σ ω;ψ (14) where the standard deviations
describe the wavelet spread in the time-domain and frequency-domain, respectively; here the standard deviations have been defined such that they are nondimensional. The Heisenberg area A ψ obtains a minimum value of one-half for a function which has a Gaussian envelope, but such a function is not a wavelet because it is not zero-mean. The Heisenberg area is a valuable measure of time-frequency localization, since it is in standard usage and permits ready comparison among different functions. Obviously, it is desirable for a wavelet to minimize the Heisenberg area. Note that the approximately analytic Morlet wavelet itself departs from the theoretical minimum of the Heisenberg area for narrow time-domain spread, on account of the correction term.
Other measures of time-frequency localization have been previously investigated for the generalized Morse wavelets. The γ = 1 generalized Morse wavelets satisfy a wavelet uncertainty principle [18] , which is somewhat different in nature from the regular time-frequency uncertainty principle. The whole set of generalized Morse wavelets are optimally localized in terms of a joint time-frequency localization operator, as shown by [6] and investigated in further detail by [7] . It will be shown later that certain members of the generalized Morse wavelet family nearly obtain the theoretical minimum of the Heisenberg area, while remaining exactly analytic, even for narrow time-domain settings.
D. Minimally Biased Signal Inference
An important application of analytic wavelet analysis is to detect the properties of modulated oscillatory signals of the form [1, 2] 
The amplitude a + (t) > 0 and phase φ + (t) in this model are uniquely defined in terms of the analytic signal [19] x
where U (ω) is again the Heaviside step function. In terms of the analytic signal, the original real-valued signal is written as
and a + (t) and φ + (t) are called the canonical amplitude and phase [19] . The rates of change of the phase ω(t) ≡ d/dt {φ + (t)} and log-amplitude υ(t) ≡ d/dt {ln [a + (t)]} are called the instantaneous frequency and instantaneous bandwidth, respectively.
Wavelet ridge analysis [1, 2] is a second analysis step performed on an analytic wavelet transform which estimates the properties of the analytic signal or signals associated with the time series. The bias properties of wavelet ridge analysis were examined by [17] , the results of which we make use of in this section. A dimensionless version of the wavelet frequency-domain derivative is
where the superscript "(n)" denotes the nth-order derivative. Similarly, an nth-order measure of the departure of the signal from a constant-amplitude, constant frequency sinusoid is
where B n : C n → C is the nth-order complete Bell polynomial [see Appendix B] . For signals locally interpretable as modulated oscillations, it is argued in [17] that ρ n (t) should decay with increasing n, i.e. that
for some fixed small positive constant δ x called the local stability level. With these definitions, the wavelet transform evaluated along the instantaneous frequency curve of the signal takes the exact form [17] 
The quantity ǫ ψ,N +1 (t) is a bounded residual associated with truncating the integration outside of a finite integral over which differentiability of the signal is assumed [17] . Equation (23) defines a nonlinear smoothing of the analytic signal by the wavelet, resulting in a quantity x + ψ (t) which departs from the analytic signal x + (t) on account of interactions between time-domain derivatives of the signal and frequency-domain derivatives of the wavelet. Note that the hierarchy of bias terms depends on wavelet derivatives evaluated only at the peak frequency ω ψ .
The square root of normalized second derivative Ψ 2 (ω ψ ) is a nondimensional measure of the wavelet duration, as discussed in Section III-B below. Since the signal derivative magnitudes are assumed to decay with increasing order as in (22) , it appears desirable choose a wavelet with vanishing Ψ 3 (ω ψ ) for a fixed value of Ψ 2 (ω ψ ), as this removes the next-highest-order bias term. It will be shown that the generalized Morse wavelets achieve this with the choice γ = 3.
A second factor found by [17] to contribute to the bias of wavelet ridge analysis is the frequency-domain smoothness of the wavelet in the vicinity of the peak frequency. More precisely, assuming that the frequency domain derivatives are related to the signal stability level δ x by
ensures that the higher-order terms in (23) remain negligible; the stronger condition on odd derivatives versus even derivatives is both convenient and sensible for reasons discussed in [17] . Essentially (24) states that the higherorder wavelet frequency derivatives should not grow with increasing n so fast that they overwhelm the decay of the signal time derivatives ρ n (t). Such bounded derivative growth should therefore be required when applying an analytic wavelet to an oscillatory signal. It will later be verified that (24) is indeed satisfied by the generalized Morse wavelets.
III. PROPERTIES OF GENERALIZED MORSE WAVELETS
Having defined three useful properties of analytic wavelets-high time/frequency concentration, a unique interpretation of scale as frequency, and minimized bias for analyzing oscillatory signals-our next goal is to form explicit expressions of the relevant quantities for the generalized Morse wavelets.
A. Frequency-Domain Moments
In the following we will need expressions for the frequency-domain wavelet moments and energy moments
as well as for the frequency-domain wavelet cumulants. Technically, these are called "formal moments" and "formal cumulants" since the frequency-domain wavelet is not normalized as a probability density function. The wavelet moments are the terms in the Taylor series expansion
while the coefficients K n;ψ in the expansion
define the frequency-domain wavelet cumulants.
The wavelet cumulants K n;ψ may be found in terms of the wavelet moments M n;ψ through M 0;ψ = exp (K 0;ψ ) together with the recursion relation
which is valid for n ≥ 1; see Appendix B for details. Note that K 2;ψ and K 3;ψ are also the second and third central moments, respectively, of ψ(t)/M 0;ψ , which is the wavelet normalized to have unit zeroth moment. The moments and cumulants are all real-valued if the frequency-domain wavelet is also real-valued. The moments of the generalized Morse wavelets are
while the expression
gives the energy moments of the (β, γ) wavelet in terms of the moments of the (2β, γ) wavelet. Combining (30) with (29), one obtains simple expressions for the cumulants, the first three of which are given explicitly in Appendix B. The series in (27) converges for all t such that |t| < r, where r is a positive constant referred to as the radius of convergence [20, p. 203] . This radius may be determined by the ratio test as
and one finds for the generalized Morse wavelets with fixed (β, γ) that
using (30) and the asymptotic behavior of the gamma function given subsequently in (48). The moment expansion for the generalized Morse wavelets therefore has radius of convergence r = 1 for γ = 1, and infinite radius of convergence for γ > 1.
B. Frequency-Domain Derivatives / Time-Domain Moments
We will also need expressions for the dimensionless frequency-domain derivatives Ψ n (ω) evaluated at the peak frequency ω ψ , shown in Section (II-D) to control the wavelet transform of an oscillatory signal. The dimensionless derivatives can be cast in a form which is somewhat more straightforward to interpret. Introduce the time-domain moments of the demodulated wavelet
and recall the correspondence between time-domain moments and non-normalized frequency-domain derivatives [21, Section 5.5], which gives m n;ψ
from (20) . Since m 1;ψ = 0, the m n;ψ are central moments of the demodulated wavelet e −iωψt ψ(t)/m 0;ψ . This suggests normalizing the demodulate moments evaluated at the peak frequency as a probability density function:
The normalized third and fourth central moments α 3;ψ and α 4;ψ will be called the demodulate skewness and demodulate kurtosis for simplicity, owing to their formal resemblance to skewness and kurtosis of a probability density function. However, it is important to keep in mind that the demodulated wavelet is not a probability density function since it is in general complex-valued and not nonnegative. Now define a dimensionless measure of the wavelet time domain length
such that P ψ /π is the number of oscillations at the peak frequency which fit within the central wavelet window, as measured by the standard deviation of the demodulated wavelet. Increasing | Ψ 2 (ω ψ )| increases the frequencydomain curvature in the vicinity of the peak frequency, narrowing the wavelet in the frequency domain and hence broadening the wavelet in the time domain. For the generalized Morse wavelets, the peak frequency is seen to be ω β,γ ≡ (β/γ) 1/γ , at which Ψ 1;β,γ (ω β,γ ) = 0 by definition. From Appendix C we find P β,γ is simply √ βγ, while the demodulate skewness and kurtosis become
where we note the demodulate skewness is a purely imaginary quantity. We mention the possible values of the demodulate skewness and kurtosis. The choice γ = 3 causes the demodulate skewness [and hence Ψ 3 (ω ψ )] to vanish-while simultaneously maximizing the magnitude of the demodulate kurtosis α 4;β,γ for a fixed value of P β,γ . For a given P β,γ with β > 0 and γ > 0, the imaginary part of the demodulate skewness is bounded from below by −3/P β,γ , but has no upper bound. The demodulate kurtosis α 4;β,γ is not free, but is an implicit function of the demodulate skewness α 3;β,γ for a given duration P β,γ . In the limit of large P β,γ , i.e. a very long wavelet in the time domain, γ = 3 leads to the Gaussian value of kurtosis, lim β−→∞ α 4;β,3 = 3. The value α 4;β,γ = 3 is also the absolute upper bound of the demodulate kurtosis for any value of P β,γ , while no lower bound exists.
The two parameter family of generalized Morse wavelets, indexed by parameters β and γ, can alternatively be seen as being indexed by P β,γ and α 3;β,γ . These two parameters define unique values of β and γ over the domain P β,γ > 0 and ℑ {α 3;β,γ } > −3/P β,γ , corresponding to β > 0 γ > 0. This demonstrates that the adjustability afforded by the two parameters β and γ translates directly into controlling basic features of the demodulated wavelet, namely, its normalized second and third central moments.
C. Wavelet Frequency Measures
We now return to the question of assigning a frequency interpretation to the wavelets. From the results of the preceding sections, we see that the energy frequency defined in (6) becomes
while the time-varying instantaneous wavelet frequency (7) is [using (28)]
when expanded in terms of the wavelet frequency-domain cumulants; only the odd cumulants appear because of taking the imaginary part. Thusω
is a nondimensional measure of the curvature of the instantaneous frequency evaluated at the wavelet center. The quantity on the right-hand side of (43) has a simple interpretation for a real-valued, nonnegative definite frequency domain wavelet such as a generalized Morse wavelet. For such a wavelet, Ψ(ω)/M 0;ψ is a probability density function having K 3;ψ /K 3/2 2;ψ as its coefficient of skewness. One finds for the generalized Morse wavelets that the energy frequency is
gives the time-varying instantaneous frequency at the wavelet center. An expression for the frequency curvature may be found from (30) together with (83) and (85) of Appendix B. The behaviors of these frequency measures of the generalized Morse wavelets versus P β,γ = √ βγ for several values of γ are shown in Figure 2(a,b,c) . The ratio of the energy frequency to the peak frequency ω β,γ /ω β,γ and the ratio of the instantaneous frequency at the wavelet center (t = 0) to the peak frequencyω β,γ (0)/ω β,γ are both very close to unity for γ = 3. For γ = 3 and β > 4, the departure from unity is less than a few parts per thousand. Meanwhile the instantaneous frequency curvature at the wavelet center also approximately vanishes for the γ = 3 wavelets, as shown in Fig. 2c .
Also shown in these plots are the comparable quantities for the Morlet wavelet. These have been computed numerically at values of P ψ indicated by the plus signs. To verify the numerical algorithm, it was also applied to the γ = 3 wavelet, with the results plotted as dots; these are not visible because they nearly completely overlap with the solid line corresponding to the analytic solution. The large degree of curvature of the Morlet wavelet instantaneous frequency at high time localization, Fig. 2c , was apparent in the example presented in Fig. 1 .
From this figure we find that for the γ = 3 wavelets, one has ω β,γ ≈ ω β,γ ≈ ω β,γ (0) to a very good approximation. These wavelets therefore nearly obtain the unambiguous interpretation of scale as frequency which was sought in Section II-B. Some departure between the frequency measures is seen for highly time-localized wavelets, i.e. small P β,γ , but for comparison, the degree of agreement for such cases is notably superior to that of the Morlet wavelet with the same time localization. It should be kept in mind that the generalized Morse wavelets exhibit this behavior while at the same time remaining exactly analytic, unlike the Morlet wavelet.
Furthermore, the sign of the wavelet frequency curvature observed in Fig. 2c means that γ = 3 is the approximate border between two qualitatively different behaviors, as is seen in Figure 3 . For smaller values of γ, we have concave wavelets in which the instantaneous frequency takes on its maximum value at the wavelet center, while for larger values of γ the wavelets are convex and the instantaneous frequency takes on a minimum value at the wavelet center. Likewise, the regions of large amplitude are skewed towards smaller frequencies on the edges of the wavelet for the concave case, and towards higher frequencies for the convex case. The γ = 3 wavelets have roughly constant instantaneous frequency, and have Wigner-Ville distributions which are roughly symmetric about the central frequency. It was seen earlier in Fig. 1d that this symmetry becomes compromised for very time-localized settings, corresponding to degraded performance seen in Fig. 2 for P β,γ < 1 . That ω β,γ and ω β,γ should be nearly the same for some value of γ is not obvious. The former is a simple algebraic expression in terms of powers of β and γ, whereas the latter is given by a ratio of gamma functions. To investigate this, note that the asymptotic behavior of the gamma function is [22, eqn. 6.1.39]
with |arg z| ≤ π and a > 0; here f (z) ∼ g(z), |z| −→ ∞ denotes lim |z|−→∞ f (z)/g(z) = 1 as usual. It follows that 1
for real and positive x, n, and r. Choosing x = 2β/γ and n = 2, one obtains
with fixed γ but not, one may note, as γ −→ 0 with fixed β. Evaluating the left-hand side of (47) for n = 2 numerically (not shown), one finds that for r = 1/3, corresponding to the case γ = 3, this ratio in fact remains very close to unity for all x ≥ 1 and rapidly approaches its asymptotic value as x increases. The minimum departure of the left-hand side of (47) from unity at a particular value of x is found to occur near r = 1/3 for all x ≥ 1. Therefore the special properties of the γ = 3 wavelets have their origins in the behavior of the gamma function ratio in (47) for r = 1/3.
D. Energy Localization
We now address the problem of time/frequency concentration as measured by the Heisenberg area. The frequency spread defined in (16) simplifies to
making use of the definition of ω ψ (41). For the time-domain spread (15) time, note that one may show
using the relation between time-moments and frequency-domain derivatives together with Parseval's theorem. This becomes for the generalized Morse wavelets
which can then be expressed using (5) and (31). The Heisenberg area is shown in Fig. 2d , where we find that γ = 3 corresponds to the approximate location of a minimum of the Heisenberg area. While the Heisenberg area for any γ asymptotes to one half with increasing β, the Heisenberg area of the γ = 3 approaches this limiting value very quickly, with the departure for β = 3 already being only a few parts per thousand. Again the behavior of γ = 3 generalized Morse wavelet at high time localization is found to be superior to that of the Morlet wavelet.
The qualitative behavior discussed in this section is summarized in Fig. 4 . In the vicinity of γ = 3, the wavelet obtains its minimum Heisenberg area, the peak ω β,γ and energy ω β,γ frequencies become identical, the peak frequency and central instantaneous frequencyω β,γ (0) become identical, the peak ω β,γ and instantaneous frequencies become identical, and the wavelet instantaneous frequency curvature defined in (43) vanishes. The exact locations of these curves are for values of γ somewhat exceeding γ = 3, with all three curves approaching γ = 3 as β increases. These occur in the vicinity of a minimum value of the Heisenberg area. The γ = 3 generalized Morse wavelets therefore nearly obtain optimal behavior with respect to the three issues raised in the Section 2.
IV. SPECIAL CASES OF GENERALIZED MORSE WAVELETS
In this section we step back from an emphasis on properties relevant for analysis of oscillatory signals. Instead we examine the broad variety of behavior of the generalized Morse wavelets, with the idea in mind that these could be considered a generic family of analytic wavelets appropriate for analyzing many different types of signals. In this section we therefore isolate special cases of these wavelets, exploring the boundaries of the family as well as the relationships among its different members. The three curved heavy black lines show, moving from left to right, the location at which the peak frequency ω β,γ is equal to the energy frequency e ω β,γ , the location of vanishing instantaneous frequency curvature (43), and the location at which the peak frequency ω β,γ is equal to the wavelet instantaneous frequency at the wavelet centerω β,γ (0). The location of γ = 3 is marked with a thin dashed line. A slanting heavy dashed line shows the boundary β = (γ − 1)/2. Finally, the single thin black curve is a contour of constant βγ.
A. Interpretations of β and γ
We discuss two important interpretations of β and γ, the first pertaining to the relationships among different members of the generalized Morse wavelet family, and the second to the time-domain and frequency-domain decay of the wavelets.
1) Differentiation and Warping:
The (β, γ) generalized Morse wavelet was represented as a nonlinear transformation of the [7] . This representation was crucial for deriving the localization properties of the generalized Morse wavelets in the time-frequency plane for β > γ−1 2 > 0. Here we present an alternate construction which more directly reflects the different roles of the β and γ parameters.
Note that over the entire range γ ≥ 0 and β ≥ 0, the inverse Fourier transform ψ β,γ (t) of (4) still defines a valid filtering function. We refer to ψ β,γ (t) over this entire range as the generalized Morse filter, only a subset of which corresponds to the generalized Morse wavelets. In fact, it is easy to see that this filter is zero-mean for β > 0. Computing c ψ defined in (3) for the generalized Morse wavelets, we find [using (30)]
and over the entire range γ > 0 and β > 0 admissibility is satisfied. Thus only β = 0 or γ = 0 are not valid wavelets.
Note that the time-domain β = 0, γ > 1 filter
may be expressed in terms of the frequency-domain β = 0, γ = 1 filter as
since Ψ 0,1 (ω) = 2e −ω . Equation (54) states that the frequency-domain power distribution of Ψ 0,1 (ω) is mapped onto different Fourier components through the substitution ω → ω γ . But substituting the inverse Fourier transform,
where we have defined
as a time-domain transformation kernel function. Note that for γ = 1 one has K 1 (t, u) = δ(t−u). Thus incrementing γ is accomplished by a frequency-domain warping. Subsequently, the β ≥ 1 filter is obtained from the β = 0 filter for fixed γ and β ∈ N via the time-domain differentiation
Therefore all generalized Morse wavelets can be generated by beginning with ℜ{ψ 0,1 (t)}, making this function analytic to obtain ψ 0,1 (t), warping the frequency content to increment γ, and then differentiating in the time domain to increment β. The nature of the originating function ℜ{ψ 0,1 (t)} will be seen shortly.
2) Frequency and Time Decay:
Clearly the parameter γ also controls the high-frequency decay of the wavelet. We now show that β controls the time-domain decay. The time-domain form of the generalized Morse wavelets is expressed by the inverse Fourier transform
One may obtain their asymptotic time domain behavior using the method of [23, p. 407] by noting that
Inserting this into (58), we find that the integrals of the terms in this summation, while possibly divergent, are Abel summable [23, p. 407] and it follows from this reference that
We therefore obtain the asymptotic behavior
since the smallest power of 1/t dominates at large times. The O(t −(β+1) ) behavior could have been anticipated from the fact that the frequency-domain wavelet Ψ β,γ (ω) is β times differentiable but has a singularity in the (β + 1)st derivative at ω = 0. The different roles of β and γ are illustrated in Fig. 5 , which shows the first sixteen generalized Morse wavelet filters at integer β ≥ 0 and γ ≥ 1. Note that the appearance of the twelve wavelets (β = 0) varies dramatically despite the fact that all have been set to have the same peak frequency. The action of differentiation (increasing β) is to broaden the central portion of the filter, while at the same time making the long-time decay more rapid. On the other hand, increasing γ reduces the curvature of the filter envelope at its center, also causing it to broaden, but without changing the long-time decay. This broadening of the central window width as β and γ agrees with our earlier identification of P βγ = √ βγ as a time-domain width. Adjusting β and γ together therefore permits the "inner" width of the wavelet window to be controlled independently from the long-time decay.
Cauchy Family (γ=1) 
3) Symmetry Versus Compactness:
Earlier it was shown that time-domain symmetry of the demodulated wavelet is controlled by γ through the "demodulate skewness" parameter α 3;β,γ = (γ − 3)/P β,γ (39). Thus we can interpret β as the decay, or compactness, parameter and γ as the symmetry parameter. Note the differing behaviors of the wavelet with fixed P β,γ = √ βγ on either side of γ = 3. For γ ≤ 3, time decay increases as β increases from a minimum at β = P 2 β,γ /3, and the corresponding decrease in γ makes the wavelet less symmetric. On the other hand, for γ ≥ 3, decreasing β from a maximum at β = P 2 β,γ /3 also makes the demodulated wavelet less symmetric. In this case the wavelet is most symmetric when its time decay is also strongest, and this occurs at γ = 3. Time-domain symmetry and compactness are therefore antagonistic for γ < 3 but covary for γ > 3.
B. Domain Boundaries
Next we examine the behaviors of the generalized Morse wavelets at extreme values on the (β, γ) plane.
1) The Analytic Filter Family:
The frequency-domain generalized Morse filter for β = γ = 0 is simply twice the unit step function
so that the time-domain Morse filter is the analytic filter [24] 
which, of course, is not a wavelet. Application of this filter to a signal x(t) simply recovers the analytic version of the signal, i.e.
independent of scale. This shows that the generalized Morse filter includes the analytic filter as a special case.
Commuting the differentiation operator with the analytic filter in (57) shows that taking the wavelet transform with the wavelet ψ β,0 (t) for β ∈ Z essentially involves taking the βth derivative of the analytic signal.
2) The Complex Exponential Limit: The generalized Morse wavelets have an interesting behavior in the case β −→ ∞. It follows from asymptotic expression for gamma function ratio (48) that
Now, the moment expansion of the wavelet (27) can be rewritten as
while a complex sinusoid at the wavelet peak frequency has a Taylor-series expansion
From (65) we then see that for any fixed n, the nth moment of the normalized wavelet ψ β,γ (t)/M 0;β,γ becomes identical with the nth moment of the complex sinusoid e iωβ,γ t as β approaches infinity. In this sense the generalized Morse wavelets approach a complex sinusoid as β increases. Equating (66) and (67) over some range of times would however require careful consideration of terms with n = O(β) in the summations.
3) Bounded Derivative Growth: Earlier in Section II-D the need for bounded growth of wavelet frequencydomain derivatives in the analysis of oscillatory signals was discussed. This was expressed by (24) which related the magnitude of wavelet derivatives in the frequency domain to the local signal stability δ x , a measure of the departure of the signal from a pure sinusoid over the time interval of interest. We have verified numerically (not shown) that choosing P β,γ such that P β,γ ≤ 1/δ x ensures that (24) is indeed satisfied for 1 ≤ γ ≤ 9 and β > 1. Rapid decay of the left-hand side compared to the right-hand side of (24) is seen as the derivative number increases. This indicates the most unstable signal which can be analyzed with a particular wavelet, in order to avoid spurious higher-order interactions in the wavelet transform between the signal and the wavelet.
C. The γ Families
Finally we examine in more detail the generalized Morse wavelet families for the first few integer values of γ.
1) The Cauchy Wavelets :
The γ = 1 family corresponds to the Cauchy wavelets [14, p. 28-29] . For β > 0 and γ = 1 the generalized Morse filter becomes the analytic Cauchy filter
such that ℜ {ψ 0,1 (t)} is the Witch of Agnesi curve, or, equivalently, the standard Cauchy probability distribution. This filter therefore specifies the joint effect of applying the analytic filter and smoothing by the Witch of Agnesi. The βth for β ∈ N and β ≥ 1 is then obtained by (57) to be
a form which, it turns out, is in fact valid for all β > 0 [7] , not just the integers.
Following the results of Section IV-A1, all generalized Morse filters with β ∈ N and γ ≥ 1 are generated from the Witch of Agnesi (in the upper of left-hand corner of Fig. 5 ) by analytization followed by warping followed by differentiation. Although not itself a wavelet, this time-and frequency-localized function forms the basis for all generalized Morse wavelets, and can therefore be thought of as the "queen mother wavelet" function. The next two subsections demonstrate that the γ = 2 and γ = 3 warpings generate two other important functions, the Gaussian probability density function and the inhomogeneous Airy function.
2) The Analytic Derivative of Gaussian Wavelets : The γ = 2 family corresponds to analytic Derivative of Gaussian wavelets [3] . With β = 0 and γ = 2, the generalized Morse filter becomes
where 
using (57) and where
gives the form of the nth derivative of the Dawson function, which has been derived using Leibniz's theorem [22, eqn. 3.3.8] . These wavelets have been proposed for singularity analysis by [3] , but no analytic expression for their timedomain form has been given previously as far as the authors are aware. As illustrated in Fig. 3d , the instantaneous frequency curve for the analytic Derivative of Gaussian wavelets is concave; this is true for all β as Fig. 2c shows. Their frequency domain behavior makes them less appropriate for the analysis of oscillations than the γ = 3 wavelets.
3) The Airy Wavelets : The γ = 3 generalized Morse wavelets in fact derive from an inhomogeneous Airy function, therefore we suggest calling this family the Airy wavelets. The second inhomogeneous Airy function Hi(z), also known as the second Scorer function, is defined by the integral [22, p. 448, eqn. 10.4 .44]
Thus the generalized Morse filter with β = 0 and γ = 3 is simply
which is the inhomogeneous Airy function evaluated at an imaginary argument. Differentiating the analytic Airy filter ψ 0,3 (t) β times, as in (57), one obtains
as an expression for the βth Airy wavelet ψ β,3 (t) with β ∈ N and β ≥ 1. Note that the β = 1 Airy wavelet is not within the localization regime β > (γ − 1)/2. Examples are shown in Fig. 1b and Fig. 3b . As already discussed, the instantaneous frequency of the wavelet is nearly constant over the width of the wavelet, and the wavelet function exhibits no preference for its Wigner-Ville distribution to skew to smaller or larger frequencies on its periphery.
4) The Hypergaussian Wavelets :
The γ = 4 family does not have an analytic time-domain expression in terms of known functions as far as the authors are aware. However, this family is interesting because it is the first integer γ family exhibiting convex behavior of the instantaneous frequency curve. We may note that the analytic Gaussian filter is generated from the analytic Cauchy filter via the frequency-domain warping
while the analytic γ = 4 filter may be expressed as
Thus the relation between ψ 0,4 (t) and ψ 0,2 (t) is the same as that between ψ 0,2 (t) and ψ 0,1 (t). We therefore suggest "Hypergaussian" as a name for ψ 0,4 (t) since it involves a second iteration of the nonlinear operation creating the analytic Gaussian filter from the analytic Cauchy filter.
V. DISCUSSION AND CONCLUSIONS
This paper has examined the properties of analytic wavelets and their impact on the behavior of the wavelet transform. Three important wavelet properties were identified-time-frequency localization in terms of the Heisenberg area, the existence of a unique correspondence between scale and frequency, and minimized bias in the extraction of oscillatory signals. These properties were examined for the generalized Morse wavelets, a two-parameter family of exactly analytic wavelets.
The existence of a unique correspondence between scale and frequency was found to require symmetry about the peak frequency, as measured by the frequency-domain skewness, and also equality between the mean and the mode of the squared modulus of the frequency-domain wavelet. Minimized bias in estimating instantaneous properties of modulated oscillatory signals was found to require a vanishing third derivative at the wavelet peak frequency, which is equivalent to a vanishing third central moment of the time-domain demodulated wavelet. Thus with a lower-order property held fixed-such as the wavelet duration in proportion to its period, denoted here by P ψ -choosing a wavelet which is nearly symmetric in both the time domain and the frequency domain leads to optimal performance for the analysis of oscillatory signals. These results for continuous analytic wavelets could also contribute to an improved understanding of the behavior of discrete analytic wavelets, such as those of [5] .
One member of the generalized Morse wavelet family was found to nearly obtain optimal performance with respect to each of these three criteria. This is the γ = 3 wavelet, shown herein to be derived from an inhomogeneous Airy function. In fact the Airy wavelet preserves the spirit of the Morlet wavelet more than the Morlet itself, remaining nearly symmetric in the frequency domain and maintaining a nearly optimal Heisenberg area even at high time concentration, yet without compromising its exact analyticity.
The roles of the two parameters β and γ in setting practical properties of the wavelet filters was investigated in detail. Here we showed that the former controls the width of the inner wavelet window without impacting the time decay, while increasing the latter broadens the wavelet central window but increases the rate of decay at large times. The generalized Morse wavelets include as special cases the Cauchy wavelets (γ = 1) as well as analytic and differentiated versions of the Derivative of Gaussian wavelet (γ = 2). The Airy wavelets emerge as the approximate boundary between two qualitatively different sorts of behavior, which we identify as convex or concave depending upon the sense of curvature of instantaneous frequency curve. The broad range of behavior of the generalized Morse wavelets, together with their nearly optimal properties for certain values of β and γ, suggests their use as a generic family of exactly analytic wavelets.
APPENDIX A THE MORLET WAVELET
A commonly used wavelet is the Morlet wavelet [14] , which is essentially a Gaussian envelope modulated by a complex-valued carrier wave:
Here a M (ν M ) normalizes the wavelet amplitude, while d M (ν M ) is a correction function necessary to enforce zero mean. This wavelet has a single degree of freedom, which is the trade-off between time and frequency localization controlled by the carrier frequency ν M . The Morlet wavelet is in fact not strictly analytic, but is very close to being analytic for sufficiently large values of the carrier frequency, generally taken as ν M > 5. For such large values, we have ω M ≈ ν M , and the carrier frequency is approximately the same as the peak frequency. However for smaller values of the carrier frequency ν M this is not the case, the wavelet departure from analyticity becomes non-negligible, and the correction term d M becomes large.
APPENDIX B WAVELET MOMENTS AND CUMULANTS
To find the relation between the wavelet cumulants and the moments, note that ψ(t) = exp (ln [ψ(t)]) = exp ∞ n=0 (it) n n! K n;ψ = e K0;ψ 1 + ∞ n=1
(it) n n! B n (K 1;ψ , K 2;ψ , . . . K n;ψ )
[using (28)] which implicitly defines B n (c 1 , c 2 , . . . c n ), the nth-order complete Bell polynomial; see [17] and
