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Abstract
Studying the air- and water-sided boundary layers is vital to understand the exchange
of momentum and gases between ocean and atmosphere. While the water-sided mass
boundary layer can be studied with several imaging techniques, no such technique was
available for the air side. In the scope of this thesis, a laser-induced fluorescence (LIF)
technique was developed, where the tracer sulfur dioxide (SO2) is illuminated with a UV
laser and its fluorescence is imaged, yielding near-surface concentration profiles of SO2 with
a resolution of up to 20µm. The profiles can be used to quantify reliable boundary layer
thicknesses and gas transfer velocities, which was shown in a proof-of-principle experiment
in a wind-wave tank.
In a second experiment at two fetches of a larger wind-wave tank, the SO2 LIF technique
was employed together with particle streak velocimetry, measuring local wind speeds, and
surface elevation measurements. This experiment is the first simultaneous and collocated
measurement of mass and momentum transfer in the air-sided mass boundary layer. The
mean concentration and wind speed profiles as well as their fluctuations were analyzed and
compared. Including the surface elevations, the modulation of the transport processes by
waves was analyzed, resulting in wave-phase averaged transfer velocities.
Zusammenfassung
Die Untersuchung der luft- und wasserseitigen Grenzschichten ist wichtig für das Verständ-
nis vom Transport von Impuls und Gasen zwischen Ozean und Atmosphäre. Während
die wasserseitige Grenzschicht mit mehreren bildgebenden Techniken untersucht werden
kann, gab es noch keine derartige Technik für die Luftseite. Im Rahmen dieser Arbeit
wurde eine laserinduzierte Fluoreszenz (LIF)-Technik entwickelt, in der der Tracer Schwe-
feldioxid (SO2) mit einem UV-Laser beleuchtet und seine Fluoreszenz abgebildet wird, was
oberflächennahe Konzentrationsprofile von SO2 mit einer Auflösung von bis zu 20µm er-
gibt. Die Profile können für die zuverlässige Quantifizierung von Grenzschichtdicken und
Gastransfergeschwindigkeiten genutzt werden, was in einer Machbarkeitsstudie in einem
Wind-Wellen-Kanal gezeigt wurde.
In einem zweiten Experiment an zwei Fetches in einem größeren Wind-Wellen-Kanal
wurde die SO2 LIF-Technik zusammen mit particle streak velocimetry, welche lokale Wind-
geschwindigkeiten misst, und Messung der Höhe der Oberfläche eingesetzt. Dieses Experi-
ment ist die erste zeitlich und örtlich simultane Messung von Massen- und Impulstransfer
in der luftseitigen Massengrenzschicht. Die gemittelten Konzentrations- und Windprofile
sowie ihre Fluktuationen wurden analysiert und verglichen. Mithilfe der Oberflächenhöhen
wurde auch die Modulation der Transportprozesse durch die Wellen analysiert. Dies re-
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The global carbon cycle has been the focus of many studies in the recent decades. This is
motivated by a growing awareness that the rise of the atmospheric carbon dioxide (CO2)
concentration, as for example found in continuous CO2 time series spanning over decades
(R. F. Keeling and C. D. Keeling, 2017), is mainly caused by anthropogenic activities
(IPCC, 2013). To understand the global carbon budget, ideally all sources and sinks have
to be quantified. However, it is a tough objective to do this with high precision as the
carbon cycle is subject to fluctuations and not all sources and sinks can be accessed and
measured in a straightforward manner. Modeling plays a significant role in the budget
calculations. The models contain parametrizations which are either obtained numerically,
from models or from observations. Those parameters are typically easier to measure or
estimate than the fluxes themselves. Therefore, it is of interest to quantify the fluxes
as accurately as possible in experiments in dependence of the parameters. A schematic
illustration of the main sources and sinks is shown in Fig. 1.1, as published in the 2017
report of the Global Carbon Project (Le Quéré et al., 2018). In the graphic, only the budget
is given, i.e. the difference between uptake and release. It is evident that the uncertainties
cannot be neglected.
The oceans play an essential role in the cycle not only of carbon dioxide, being a ma-
jor sink for CO2 (Gruber et al., 2019), but of other gases as well (Brooks et al., 2019).
Field measurements of the gas transfer between atmosphere and ocean provide only local
estimates, and as the exchange depends on many factors, the results from those local meas-
urements can differ greatly due to varying conditions. The most important factors are the
wind force, the characteristics of the wave field, the occurrence of surface films, possibly
occurring bubbles and spray, the air and water temperatures and the salinity as well as the
alkalinity of the water (Jähne, 2019; Wanninkhof et al., 2009). It is therefore of interest to
acquire as much data as possible under a broad variety of conditions, in order to evaluate
the influence of the parameters on the gas exchange.
Different parametrizations of gas exchange have been proposed, the majority taking into
account only the influence of the wind speed and/or the mean sea surface slope, e.g. by
Jähne (1982), Wanninkhof (1992) and Ho et al. (2011). As the system is very complex
and dynamic, the resulting estimates of the gas transfer cover a wide range and may differ
significantly from measurements. The uncertainty of the parametrizations is estimated to
be in the order of a factor of two (Jähne, 2009).
Not only trace gases are transported from air to water and vice versa. Also heat and
momentum are part of the atmosphere-ocean interaction. The transport of the scalar quant-
ities mass, momentum and heat is mainly due to turbulence and diffusion. As the relevance
of turbulence decreases towards the surface which turbulent eddies cannot penetrate, diffu-
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1 Introduction
Figure 1.1: Budget of the global carbon cycle. The netto fluxes, i.e. the differences between
uptake and release, are in GtCyr−1. The illustration was published in Le Quéré
et al. (2018).
sion takes over as the main transport mechanism in the immediate vicinity of the surface.
This layer is the bottleneck for gas transfer and is called the mass boundary layer. It ex-
ists both on the air- and on the water-side of the interface, while the dimensions are very
different: its thickness in air is around 150µm to 1.5mm while in water, it extends only
up to 10-350µm (Jähne, 2019). Depending on the solubility of the gas, the bottleneck lies
either on the air or on the water side. The commonly used variable to quantify gas transfer
besides the mass flux is the transfer velocity, which depends on the mass boundary layer.
However, to study the processes very close to the interface is not straightforward. Many
studies in field experiments on the ocean focus on measuring the mass flux. The main field
methods are the eddy covariance method (Aubinet, Vesala and Papale, 2012) and the dual
tracer method (Watson, Upstill-Goddard and Liss, 1991).
Besides field experiments, laboratory studies are important for the evaluation of the
empirical parametrizations and gain of understanding of the physics behind the air-water
interactions. For this kind of research, wind-wave tanks, i.e. wind tunnels with a water
section, are the study location. The conditions in the tanks differ from the ocean, mainly
the limited fetch, i.e. the length of water exposed to the wind, and the limited height of the
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tanks. However, when the focus lies on processes close to the interface, laboratory setups
are very convenient. In particular, the fact that the influence of each parameter on the gas
transfer can be studied separately by adjusting the conditions is a major benefit. Some
wind-wave tanks even contain wave generators to simulate higher wave ages, i.e. the time
that the wind has acted on a group of waves, to compensate for the limited fetch. Fur-
thermore, annular wind-wave tanks exist, such as the Heidelberg Aeolotron, with a quasi
infinite fetch.
A variety of lab based measurement techniques have been developed in the recent years,
focusing on the transport mechanisms at the interface. In addition to the global averaging
methods, such as absorption spectroscopy (Krall et al., 2019), with which mean transfer
velocities can be deduced, several imaging techniques exist with the aim to visualize the
transfer locally close to the surface.
To assess the influence of waves on the gas exchange, the wave field needs to be charac-
terized locally. This can be done for example by illuminating the water from below with
a coded light source. The illumination signal consists of gradients such that, using the
refraction of the wavy surface, the wave slope can be obtained from the intensity of the
transmitted light through the water (Kiefhaber et al., 2014; Klein, 2019).
Also, the momentum transfer from air to water can be visualized. This can be done for
example by particle imaging (Buckley and Veron, 2018) where particles seeded into the air
are illuminated with a laser sheet and imaged. By tracking the particles, the instantaneous
wind field can be obtained and the momentum flux quantified. A further development of
the technique, Particle Streak Velocimetry (PSV) makes use of a modulated illumination
signal (Bopp, 2018). With this technique, the velocity of a particle can be obtained from
a single image.
A technique called Boundary Layer Imaging (BLI) is based on the fluorescence of a
pH indicator dye in the water which indicates the transfer of an alkaline gas (Kräuter,
2015; Klein, 2019). The fluorescence is excited with an LED array and the fluorescence is
imaged from above. Thus, the mass boundary layer can be visualized and even its thickness
quantified, because the fluorescence intensity is proportional to the thickness.
Another method aims at visualizing the heat transfer through active thermography (Kunz
and Jähne, 2018). Nagel, Krall and Jähne (2015) showed that heat transfer velocities meas-
ured using active thermography measurements can be converted to gas transfer velocities,
indicating that both quantities are transported by the same mechanisms.
In analogy to BLI on the water side, an approach to visualize the mass boundary layer
in air was proposed by Winter (2011), using Laser Induced Fluorescence (LIF). Instead of
a fluorescent dye, a tracer gas which fluoresces is used. The fluorescence intensity is in this
case proportional to the gas concentration. The first test experiment using acetone as a
tracer gas showed that the illuminance from dissolved acetone in the water deteriorated
the images in such a way that the region close to the surface, the boundary layer, could




In this project, the measurement method of Krah (2014) was improved, using sulfur dioxide
as a tracer. It fluoresces in the ultraviolet (UV) when excited with UV light. The benefit of
using sulfur dioxide is its high solubility due to its acidity; the exact value of the solubility
depends on the alkalinity of the water. Thus, by adjusting the pH value of the water, the
influence of the solubility on the gas transfer can be studied. This approach will close a
gap in the range of experimental techniques, because so far, no method is available for
quantifying the air-side mass boundary layer thickness.
In the course of this project, a proof-of-principle experiment was conducted at a small
wind-wave tank. The results gained from this experiment showed that the new technique
can reliably resolve concentrations in the mass boundary layer. A second set of measure-
ments were performed at two fetches of a larger wind-wave tank. In addition, momentum
transport was studied simultaneously at the same fetches using the PSV technique de-
veloped by Bopp (2018) mentioned above. Furthermore, a method for measuring the sur-
face elevation and a mass balance method were applied.
This thesis consists of the following chapters: In Ch. 2, the theoretical background of
the topics connected to this project is presented, including the fundamental equations that
describe gas transfer, the interaction between light and matter and the interaction between
sulfur dioxide and water. Then, the four experimental methods applied in this thesis are
introduced in Ch. 3. Chapter 4 gives a detailed description of the setups in both experi-
ments, followed by a description of the calibration and experimental procedures in Ch. 5.
A thorough account of the analysis of the data obtained with all four techniques is given
in Ch. 6. In Ch. 7, the results deduced from the data, including gas transfer velocities,
the concentration and wind profiles, the fluctuations and the modulation by the waves are
presented. The thesis concludes with a summary of the results and an outlook in Ch. 8.
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2 Theory
In this thesis, the transport of sulfur dioxide (SO2) from air to water is investigated on the
air side close to the wind-driven wavy air-water interface. Simultaneous measurements of
the wind velocity field make comparisons of the gas and momentum transfer possible.
In the first part of this chapter, the theoretical background for the processes controlling
air-water mass and momentum exchange is presented. A general description of the trans-
port mechanisms in fluids is followed by a review of small-scale transfer models. Then, the
interactions between light and matter used in this experiment are described: absorption
and fluorescence; and finally the interaction of sulfur dioxide and water is investigated.
2.1 Mass and Momentum Transport Mechanisms
In this section, the basic fluid dynamic theory for the transport of mass and momentum is
introduced: the mathematical description of the transport mechanisms for mass are followed
by the corresponding formulation for momentum. Transport of mass and momentum as
well as heat in a fluid is governed by a mix of random and directed motion.
The two random transport processes are molecular diffusion and turbulent flow. Even
though they are characterized by seemingly random motion of molecules, the resulting
transport tends to reduce gradients. Turbulence is generally more effective than diffusion
as it is governed by larger-sized eddies than the small-scale diffusive motion of molecules.
However, close to a “wall”, e.g. the water surface, the eddy size and consequently the
turbulence efficiency decreases and the diffusion takes over as the dominating process.
A relevant directed transport process is advection which is induced by the mean velocity
field of a fluid.
This section covers only the considerations which are important for the treatment and
interpretation of the experimental data and results. For a more detailed and complete
representation of fluid dynamics, the reader is referred to textbooks, such as Kundu, Cohen
and Dowling (2015).
2.1.1 Diffusion
Molecular diffusion is caused by the thermal motion of particles in combination with a
concentration gradient. The random walk model describes the statistical process of the
random motion (Pearson, 1905). Diffusion induces the motion of particles from regions
with high to regions with low concentration c, thus reducing the concentration imbalance.
This can be formulated mathematically by Fick’s first law, which states for the diffusive
5
2 Theory
mass flux density ~j:
~j = −D~∇c (2.1)
with the diffusion coefficient D. Here, it is assumed that diffusion is isotropic and con-
sequently, that D is a constant. The flux is directed against the concentration gradient.
Analogously, the viscous transport of momentum can be described with Newton’s law of
viscosity for an incompressible fluid. It states for the momentum flux density tensor jm,
which is equal to the negative viscous stress tensor τ (Landau and Lifshitz, 1987):








with the velocity field ~u and the dynamic viscosity µ, which is equal to the kinematic
viscosity ν divided by the density of the fluid ρ. In the following, both the viscosity and
the density are assumed to be constants.
To relate the diffusive momentum transport to the diffusive mass transport, the dimen-





It is a characteristic number for a specific tracer and varies depending on the fluid: charac-
teristic values for gases in air are Sc ≈ 1, while gases in water have much higher Schmidt
numbers.
Fick’s second law states that the rate of change of the concentration is proportional to
the second spatial derivative of the concentration. It can be derived by combining the
continuity equation in the absence of sources and sinks
∂c
∂t
+ ~∇~j = 0 (2.4)
with Fick’s first law, Eq. (2.1):
∂c
∂t
= ~∇(D~∇c) = D∆c. (2.5)
The analog of the continuity equation for momentum is the Navier-Stokes equation (NSE)
∂~u
∂t
+ (~u~∇)~u = −
~∇p
ρ
+ ~g + ν∆~u, (2.6)
which describes the conservation of momentum in the presence of external forces ~g and pres-
sure gradients ~∇p. Then, assuming no external forces or pressure gradients, the temporal




assuming a spatially and temporally constant viscosity.
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2.1.2 Turbulence
Chaotic, nonlinear flows in fluids are denoted as turbulent flows. In general, such flows are
temporally and spatially nonstationary. A characteristic feature of turbulence is the emer-
gence of eddies. Because they can occur at a wide range of length scales, from microscale
to macroscale, a general mathematical analysis of turbulent flows is difficult.
On relatively small scales, close to boundaries and under stationary conditions or if
the flow is averaged over a long time, a description of turbulence in analogy to diffusion
can be applied: turbulent diffusion, see e.g. in Kundu, Cohen and Dowling (2015).
Here, Reynolds decomposition is introduced where the instantaneous and local velocity
field ~u(~x, t) at a position ~x and a time t is separated into its value averaged over time
~¯u(~x, t) = 〈~u(~x, t)〉t, i.e. the expectation value of ~u(~x, t), and the deviations from the mean
value, the fluctuating velocity ~u′(~x, t):
~u(~x, t) = ~¯u(~x, t) + ~u′(~x, t). (2.8)
Similarly, the instantaneous and local concentration c(~x, t) is decomposed into its time
average c¯(~x, t) = 〈c(~x)〉t and fluctuation c′(~x, t):
c(~x, t) = c¯(~x, t) + c′(~x, t). (2.9)
The transport equations for diffusion, Eqs. (2.5) and (2.7), are extended by including the
terms for the turbulent diffusion, resulting in the continuity equation for the concentration
∂c
∂t
+ ~u~∇c = D∆c (2.10)




+ (~u~∇)~u = ν∆~u. (2.11)
To obtain the expressions for the averaged quantities c¯ and ~¯u, the Reynolds decomposition
is inserted into the two equations before averaging them. This gives
∂c¯
∂t
= D∆c¯− ~u~∇c. (2.12)
The subtrahend can be replaced by the identity ~u~∇c = ~∇ (c~u) − c~∇~u, where the second
term vanishes for an incompressible fluid, because the continuity equation is in this case




















The terms I to III vanish, only the last term remains after averaging: Terms II and III are
equal to zero because the temporal average of a fluctuating quantity vanishes. Under the
assumption that the concentration distribution and the wind velocity field depend only on
the vertical coordinate and are otherwise homogeneous, the mean vertical flux is assumed
to be negligible, such that there is no convergence or divergence. Since the derivative in
the vertical direction vanishes, term I is equal to zero.
The remaining term IV is the correlation of the concentration and wind fluctuations and
vanishes if both quantities are totally uncorrelated. It is also called “eddy covariance” and
is the temporal average of the product of the fluctuations1.
These considerations result in the following transport equation of a tracer with concen-








The term in parentheses is equal to the total mass flux density ~j, as expressed by extending
the diffusive flux density by the turbulent term c′~u′.













Both equations simplify when considering the vertical transport of the tracer in a flow with
a mean orientation in the horizontal direction. In this study, the Cartesian coordinate
system is chosen in the following way: x is the along-wind direction, y is the cross-wind
horizontal wind direction, while z is the vertical direction pointing upwards. The origin
of the coordinate system is set in such a way that z = 0 is the mean water level. Also,
a notation convention in literature is introduced at this point, where the velocity field
components in x, y and z direction are denoted as u, v and w, respectively. Then, the























In analogy to the expression for the diffusive transport in the mass transport equation, the
turbulent part, i.e. the eddy covariance, is replaced by the following expression, defining




1The common notation for the eddy covariance is with covariance braces, 〈c′~u′〉, instead of the averaging
bar which is the used notation here.
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This results in the following expression for the vertical component of the total mass flux
density:
j = − (D +K(z)) ∂c¯
∂z
. (2.21)
The equation for the vertical transport of horizontal momentum in a horizontal flow jm is
then
jm := jm,xz = −ρ (ν +Km(z)) ∂u¯
∂z
= −τxz, (2.22)
assuming no mean vertical flow (w¯ = 0). A characteristic variable for the momentum





The friction velocity in air and water can be converted into each other via the following
equation which follows directly when assuming no-slip condition:
ρwu
2
∗,w = ρau2∗,a (2.24)
with the densities of air and water ρa and ρw. As in this thesis, all measurements are
conducted in the air, only the air-sided consideration is of interest. Consequently, the
notation is simplified to u∗ in this thesis, meaning the air-sided friction velocity.
2.2 Air-Water Mass Transfer
Generally, turbulent transport is more efficient than diffusion, mainly due to the larger
eddies. However, close to a boundary, which the turbulent eddies cannot penetrate, the
turbulent transport decreases and diffusion becomes the main transport mechanism. In
this experiment, the vertical transport of a tracer towards (and through) a water surface
in a horizontally oriented wind field is considered. Here, the water surface is the boundary
for the turbulent eddies. In the following considerations, a stationary mean horizontal flow
and vanishing mean vertical flow (w¯ = 0) is assumed, as mentioned above in Sec. 2.1.2.
Different approaches exist for the parametrization of the turbulent diffusion coefficient, all
having in common that its value decreases towards the boundary. In Sec. 2.3, the most
relevant models for this study are discussed. In the following, the basic concepts and
equations for gas transfer are given.
9
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2.2.1 Mean Wind Profiles
In order to obtain a vertical profile for the horizontal wind, Eq. (2.22) can be solved for the
mean horizontal wind velocity u¯. Since turbulent eddies cannot penetrate the interface, the
turbulent transport decreases towards the surface and vanishes for z = 0. The momentum
flux is constant for all heights above the water, namely equal to the shear stress. The
horizontal wind velocity decreases towards the surface, while the gradient of the horizontal
wind velocity has to increase towards the surface. Close to the surface, the viscous transport
is dominant, such that only the viscous part of Eq. (2.22),
jm = −ρν ∂u¯
∂z
, (2.25)
needs to be considered. This leads to a linear profile in the vicinity of the surface, a
layer named the viscous boundary layer, where the viscosity is the dominant transport
mechanism.
Directly at the surface, the air-side velocity needs to be equal to the water surface velocity
due to the no-slip condition which states that a fluid close to a solid boundary has the same
velocity as the boundary itself. If no additional source of turbulence or motion are present
in the water, the water velocity decreases with the depth. The gradient is, just as on the air
side, largest directly at the surface, and here, too, a viscous boundary layer exists close to
the boundary. However, as the Schmidt number and thus the ratio between viscosity and
diffusion is much larger than one, the water-side viscous boundary layer is much thicker
than the water-side mass boundary layer.
The water surface can be viewed as a solid wall for low wind velocities, as the vertical
motion of the water surface due to waves is negligible compared to the air motion. Con-
sidering the momentum density ~p/V = ρ~u per volume V , a momentum solubility αm can







Explicitly, the velocity profile is continuous at the surface, while the momentum has a
discontinuity, as illustrated in Fig. 2.2.
With the assumption of a smooth water surface, the mathematical description of the
wind profile follows the law of the wall which is depicted in Fig. 2.1 in dimensionless
coordinates. The latter are defined as follows: the height above the mean surface elevation
z is multiplied by the ratio of the friction velocity u∗ and the viscosity of the medium ν
(air or water) while the surface velocity us is subtracted from the horizontal wind u, which
is then divided by the friction velocity:
z+ = zu∗
ν
and u+ = u− us
u∗
. (2.27)
In the viscous boundary layer, the wind increases linearly with the height above the water,
as expressed in Eq. (2.25): u+(z+) = z+. Further away from the interface (the “wall”), a
10
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u + = z +




Figure 2.1: Mathematical description of the mean horizontal wind in dimensionless coordin-
ates: the linear profile for small z+ (dotted line) and the logarithmic function
for larger z+ (dashed line). The law of the wall as parametrized by Reichardt
(1951), Spalding (1961) and Musker (1979) are plotted as well. For better
comparison, a common value of B = 5 is applied.















with the von Kármán constant κ, the roughness length z0= z+0 νu∗ and the dimensionless






. The value for κ has been determined experimentally to be
around 0.41. Furthermore, a value for the parameter B has been found to be between 5
(Schlichting and Gersten, 2006) and 5.5 (Reichardt, 1951), yielding a value for the dimen-
sionless roughness length of z+0 ≈ 0.11− 0.13. A derivation of Eq. (2.28) can be found for
example in Kundu, Cohen and Dowling (2015).
The intersection of the logarithmic profile and the linear profile from the viscous layer is
located at the dimensionless height 11 (Reichardt, 1951) or 11.7 (Townsend, 1976) which
approximates the thickness of the viscous boundary layer zl in dimensionless expression
z+l = zl u∗ν . Several parametrizations are suggested for the transition from one function to
the other.




z − zl tanh z
zl
)
or Km(z+) = κν
(







For z close to zero, the function itself and its first and second derivatives vanish, while for















z′ − zl tanh z′zl
)dz′ or (2.30)












in dimensionless coordinates. The factor in the front of the integral in Eq. (2.31), −jm/(ρu2∗)
is equal to unity according to Eq. (2.23).
Reichardt proposed a simplification of Eq. (2.31) with the aim to eliminate the integral.



























with z+0 as defined above over the parameter B.
Another parametrization was found by Spalding (1961) with a Taylor series and yields
z+ as a function of u+:



















κ+ C(z+)2 + Cκ(z+)3 (2.34)
with the constant C = 0.001093.
All three expressions for u+ are shown in Fig. 2.1, with B = 5 and z+l = 11.7. They
represent the law of the wall very well in the completely viscous and turbulent regions and
are mutually consistent in the transition region.
At around z+ > 104, the wake part of the profile begins where the flow resembles the
wall-free turbulent flow regime. Several different approaches exist for a parametrization of
this part of the profile, but this is outside the scope of this thesis.
In another approach to describe the mean wind profile one employs a polynomial func-
tion. This is presented in Sec. 2.3.2 where an analogous approach is used to parametrize
the concentration profile.
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2.2.2 Transfer Velocity and Resistance
As mentioned in the Sec. 2.1, the mean flux of a tracer is directed against a concentration
gradient, neglecting bulk motion. Equation (2.21) solved for the concentration yields∫ c(z2)
c(z1)





In analogy to electric resistance, the transfer resistance R is defined as the ratio of the
concentration difference (the analogue to voltage) and the mass flux density (the analogue




It has the dimension of an inverse velocity, while its inverse is defined as the transfer


















Equation (2.36) can also be rewritten as
j = k∆c = ∆c/R. (2.39)
Thus, the mass flux between two regions of different concentrations is proportional to the
concentration difference. This general expression is now adapted to the setting of this
experiment: the transport from a region at height z above the surface to the surface is:
j = k(z)(c(z)− cs), (2.40)
where cs= c(0).
Since turbulence can be neglected in the vicinity of the surface, the transfer velocity from
the surface to a certain height z can be directly deduced with




(c(z)− cs)−1 . (2.41)
It is important to notice that in stationary conditions, the mass flux density j is a
constant for all z due to mass conservation, while the transfer velocity k varies with z.
For the comparison of the conditions of different experiments, the measurement of the
mass flux is not helpful if the concentration is not measured. Therefore, the comparison of
the transfer velocities k is more meaningful as the information of the concentration gradient
and the environmental conditions are included.
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Figure 2.2: (a) Concentration and (b) velocity profiles close to the water surface with the
boundary layers indicated, for the case of a dimensionless tracer solubility α > 1,
modified after Degreif (2006). The concentration profile reflects an invasion
experiment. In this thesis, the vertical axis z is defined the other way around.
2.2.3 Concentration Profiles
Similar considerations as for the momentum transport in Sec. 2.2.1 can be applied for the
mass transport with the aim to achieve a formulation for the vertical profile of the concen-
tration. The mean profiles of both the concentration and the horizontal wind are shown in
Fig. 2.2.
Because the mass flux density j as formulated in Eq. (2.21) is constant for all heights
above the water surface z, the absolute change of the concentration increases with decreas-
ing z. Thus, the concentration gradient is largest directly at the water surface. Because the
mass flux is constant throughout the vertical axis, the mass flux can be calculated directly
from the gradient at the surface, if the diffusion constant is known:





Depending on the concentration in the water and the solubility of the tracer, the concen-
tration increases or decreases towards the water surface. In the following, the (initial) tracer
concentration in the water is assumed to be negligible in relation to the air-side concentra-
tion. This setting is also called an invasion experiment. Furthermore, the dimensionless
solubility α which is defined as the ratio of the water- and air-side concentrations cw and
ca in equilibrium, cw,e and ca,e, in analogy to the expression for the momentum solubility
14
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is assumed to be larger than one. This is also the setting in the experiment. In this case,
the transfer of the tracer is directed from the air to the water and the concentration in
the air decreases towards the water surface, as depicted in Fig. 2.2a where an exemplary
concentration profile in air and water close to the water surface is shown for a tracer with
a solubility α > 1.
As indicated in the figure, the air- and water-side concentration profiles meet the surface
(z = 0) at different concentrations. This is due to the fact that the concentrations directly
at the surface always are in equilibrium. If one would wait for a certain equilibration time,
the final homogeneously distributed concentrations in the air and water would also fulfill
Eq. (2.43).
This discontinuity of the concentration profile at the surface is eliminated with the fol-
lowing approach. Depending on the position of the “viewer”, in the air or in the water,
the expression for the concentrations are different: For the viewer on the air side, the con-
centration in the water is divided by the solubility. Similarly, for the viewer on the water
side, the concentration in the air is multiplied by the solubility. In this experiment, all
considerations of the concentrations are air-sided.
The layer where the turbulent transport is smaller than the diffusion, i.e. where K(z) < D,
is named the mass boundary layer, and exists both on the air and water side, as in-
dicated in Fig. 2.2a. It is defined to expand up to the height above the water where an
extended straight line, which starts at the surface concentration and, having as slope the













where cb denotes the bulk concentration in the air or water. With an increasing transfer
velocity, the mass boundary layer gets thinner. Generally, an increase in the wind velocity
causes an increase in the transfer velocity and thus a thinning of the mass boundary layers.
Also, with decreasing values of the diffusion constant, the mass boundary layer becomes
thinner. This results in generally thinner mass boundary layers in the water than in the air
because typically, a tracer’s diffusion coefficient in the air is around 104 times larger than
in the water.
For the concentration profiles themselves, i.e. the mean concentration in dependence of
the height above the surface, several different models exist. The most relevant ones for this




As mentioned in Sec. 2.2.2, the transfer of a tracer from air to water (or vice versa) can be
studied in the resistance model. The total resistance is equal to the inverse total transfer
velocity. It can be separated into several parts at different depths or heights above the
water which are connected in series. Thus, the sum of the partial resistances is the total
resistance, see Eq. (2.37), and the sum of the inverse partial transfer velocities equals the
inverse total transfer velocity, see Eq. (2.38). The total resistance for the transfer from air
to water or vice versa can therefore be separated into the partial resistances in the air Ra
and water Rw:
Ra = −ca − cs
j
and Rw = −cs − cw/α
j
, (2.45)
expressed for the air-side viewer. Then, the total resistance is the sum of both partial
resistances:
R = −ca − cw/α
j
= Ra +Rw. (2.46)
This results in the following expression for the air-side resistance
Ra =
ca − cs
ca − cw/αR. (2.47)
At higher wind velocities, additional resistances have to be considered in the model as
also bubbles and spray take part in the gas exchange. They can be viewed as additional
pathways which add parallel-connected resistances to the turbulence and diffusion mediated
transfer. However, this is not relevant for the present discussion, as the wind speeds studied
in these experiments do not suffice to create such conditions.
Münnich and Flothmann (1975) give an estimate of the magnitudes of the resistances in
different layers and state especially a wide range of magnitudes for the transfer resistance
in the water-side viscous boundary layer, depending on the solubility. In the case of highly
soluble tracers, the resistance on the air side Ra is much larger than the one on the water
side Rw/α. Therefore, the water-side resistance is negligible and the transfer of the tracer
is denoted as “air-side controlled”. Similarly, the transfer of tracers with low solubility
is “water-side controlled”. Furthermore, the effect of bubbles and spray is also highly
dependent on the solubility.
In this study, sulfur dioxide was used as a tracer. Its solubility depends on the pH value
of the water. Hence, by tuning the pH, the partitioning of the transfer between air and
water can be varied.
In very basic conditions, as those considered in this study, the effective solubility of sulfur
dioxide (see Sec. 2.5) is very high, see Fig. 2.4b. The mass transfer is thus highly air-side
controlled. Applying Eq. (2.47) for this condition results in the approximate equality of
the total resistance with the air-side resistance and thus in the equality of the total transfer
velocity with the air-side transfer velocity. Therefore, by measuring the air-side transfer,




In the literature, several different models for the mass transfer have been proposed. Most of
them propose a certain relation between the transfer velocity, the friction velocity and/or
the Schmidt number of the tracer: k ∝ Sc−n with the Schmidt number exponent n. How-
ever, as the Schmidt number of the tracer used in this study is nearly 1 in the air, those
relations cannot be efficiently studied and distinguished with the present experiments.
Nevertheless, the conceptual views of the transfer proposed by the main models are sum-
marized. The only applicable model among the presented models, which is proposed by
Deacon (1977) and based on the parametrization of the turbulent viscosity coefficient by
Reichardt (1951), is explained in more detail.
2.3.1 Stagnant Film Model
The simplest gas exchange model is the film model. It was first proposed by Whitman
(1923) for the absorption of gases by water. The model assumes a thin layer in the water
directly below the interface where diffusion is the only transport mechanism. Outside of
this film, only turbulence is present. The concentration profile is suggested to be linear in
the film and constant below the film, defining the thickness of the film analogously as in
Eq. (2.44).
In this model, by using Eq. (2.44), the following relation between transfer velocity, friction






This results in a Schmidt number exponent n = 1, however experiments show that this is
an overestimation.
The assumption of instantaneous change between turbulence and diffusion at z = z∗ does
not correspond well to experimental observations, but still, this simple model yields a good
first estimate of the gas exchange and the Schmidt number exponent proportionality can
be used as a lower limit.
2.3.2 Turbulent Diffusion
Deacon’s Model
As mentioned above, there are several approaches to derive the turbulent diffusion coeffi-
cient. All have in common that the turbulence decreases continuously towards the air-water
interface. Deacon (1977) applied Reichardt’s parametrization of the turbulent viscosity,
Eq. (2.29), for the turbulent diffusivity:
K(z) = κu∗
(
z − z∗ tanh z
z∗
)
or K(z+) = κν
(







Here, z∗ is the mass boundary layer thickness as defined in Eq. (2.44) and is assumed
to have the same value as the viscous boundary layer thickness zl. This is a reasonable
assumption in the air for tracers with a Schmidt number of around 1 (Jähne, 1985). It
follows that according to this approach, the turbulent transfer of momentum is equivalent
to the turbulent transfer of mass.
In direct analogy to the wind profile, applying the equation for the turbulent diffusivity,
Eq. (2.49), in Eq. (2.35), the concentration profile is derived to






z′ − z∗ tanh z′z∗
)dz′ (2.50)
or as a function of the dimensionless z+:











Deacon states that this formula is valid for z+ ≤ 50. The dimensionless concentration is
defined in this thesis as the concentration normalized by the concentration at z+ = 50:
c+(z+) = c(z
+)− cs
c(z+ = 50) . (2.52)
To derive an equation for the transfer velocity, the relation between concentration and
transfer velocity as defined in Eq. (2.41) is applied. When this formula is integrated for
z+ = 0 to 50, the following approximate proportionality is derived for 0.6 < Sc < 10 with
an accuracy of about 1%:
k = u∗15.2Sc
−0.61. (2.53)
Hence, the Schmidt number coefficient is equal to n = 0.61 in this model. For higher
Schmidt numbers, a different approximation is found, however, as the used tracer has a
Schmidt number close to 1 in the air, this is not relevant here.
This model is only valid for low wind speeds when the water surface can be approximated
by a wall. For the wind speeds and the fetches applied in this study, the Deacon model
is applicable. At higher wind speeds, the transfer velocities are underestimated with this
model.
Polynomial Approach
Close to the interface, the concentration profile can be represented by a Taylor expansion
about z = 0 (Jähne, 1985; Coantic, 1986). The boundary conditions for the concentration
and the wind velocity field need to be considered for the case of a rigid wall or a free
interface, reducing the first terms of the Taylor expansion. For a rigid wall, the no-slip
condition (see Sec. 2.2.1) leads to
u′ = v′ = w′ = 0 for z = 0. (2.54)
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Also, the concentration fluctuations vanish at the surface: c′ = 0 for z = 0. Furthermore,
the velocity field is assumed to be two dimensional. This is a justified assumption for
studies in a linear wind-wave tunnel as in this study.
From these boundary conditions, Coantic (1986) derived the following equations for the
mean concentration and horizontal wind profiles close to a rigid wall:



























The boundary conditions for a free interface reduce to
w′ = 0 for z = 0, (2.59)
as the other fluctuation components can be non-zero. Also, the vertical derivative of the
vertical wind fluctuations can be different from zero at the surface. However, the concen-
tration fluctuations are still assumed to vanish at the surface.
With this reduced set of boundary conditions, the first terms of the Taylor expansions
for the concentration and horizontal wind profiles close to a free interface are:



























For the turbulent diffusivity K(z) and viscosity Km(z), Coantic derived a z3-proportio-
nality for a rigid smooth wall and a z2-proportionality for a free interface. The Schmidt
number exponent n was found to be n = 2/3 for a smooth rigid surface and n = 1/2 for a
free interface.
2.3.3 Surface Renewal Model
This model, developed by Higbie (1935) and Danckwerts (1951) for free surfaces and exten-
ded for a rigid interface by Jähne et al. (1989), proposes a different conceptual description
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of mass transfer in the water close to the water surface: Certain water packages from the
bulk are transported into the boundary layer by eddies where the diffusion is the only
transport mechanism, remaining there for a certain time and are then replaced by new
packages. Thus, the surface is continuously renewed through a statistical process and the
surface water is transported into the bulk by eddy events.
In this model, the Schmidt number exponent is equal to 2/3 for a rigid water surface
and 1/2 for a free water surface, just as in the previously described model.
As the surface renewal model is purely water-sided, it is not applicable to the air-side
measurements in this thesis.
2.4 Interaction of Light and Matter
Light, or more generally electro-magnetic radiation, interacting with matter of any kind
can be absorbed and scattered. If after the absorption, light is re-emitted, one speaks of
photoluminescence. Fluorescence and phosphorescence are two special cases of photolumi-
nescence. The latter happens if the emission is delayed in time due to forbidden transitions.
This section introduces the basic concepts of absorption and fluorescence which are essential
for the measurement technique developed here.
2.4.1 Absorption
For light incident on an absorber, the fraction of photons with wavelength λ transmitted
after an optical path length l is given by the Beer-Lambert law2
tr(λ) = I(λ)
I0(λ)
= 10−(λ)c l = 10−abs(λ) (2.62)
with the incident and transmitted light intensities I0 and I and the molar attenuation
coefficient  of the tracer. This fraction defines the transmittance tr, while the exponent
is denoted as the absorbance abs. The transmittance can also be expressed in terms of
the optical depth δ:
tr(λ) = e−σ(λ)ρN l = e−δ(λ) (2.63)
where σ is the absorption cross section and ρN the number density of molecules. Equa-
tions (2.62) and (2.63) are valid for a homogeneously distributed absorber. In the gener-
alized case of N absorbing tracers with inhomogeneous concentrations ci(z) and number
2The law was originally discovered by P. Bouguer (1729), was further discussed by J. H. Lambert (1760)
and then extended to liquids by A. Beer (1852). Thus, it should actually be called Bouguer-Lambert-
Beer law.
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Figure 2.3: Absorption cross section of sulfur dioxide as a function of the excitation
wavelength (Danielache et al., 2008).















The absorption of light by an absorber material is strongly dependent on the wavelength
since light of different wavelengths triggers different mechanisms in atoms and molecules.
Ultraviolet and visible light causes transitions of valence electrons in atoms and molecules,
while infrared radiation excites molecular vibrations. In most cases, the absorption spec-
tra show distinct absorption peaks which correspond to certain transitions or excitation
energies.




as measured by Danielache et al. (2008), with the Avogadro constant NA. Larger values
mean higher absorption efficiency. The absorption cross section ranges over four orders of




When electrons in excited states decay back to the ground state, the excess energy can
be emitted as new photons with either the same energy as the incident photons (elastic
scattering) or a lower energy (photoluminescence). If, in the latter case, the excited and the
ground states are singlets, the electron does not flip its spin, which results in a short life-
time of the excited state, on the order of nanoseconds. This leads to a nearly instantaneous
emission of the fluorescence photon(s). The loss of energy relative to the incident photon
is caused either by internal conversion, if an excited state decays to the lowest available
vibrational state of the singlet state, or by the influence of the surrounding medium (solvent)
which lowers the energy of the excited state. In the latter case, the difference in energy of
the incident and emitted photon is called “Stokes shift”.
If the spin of the electron is flipped in the decay to a singlet state, e.g. because the
excited state is a triplet state that can be populated in an intersystem crossing process, the
life-time of this state is much longer (on the order of milliseconds) owing to the forbidden
spin transition, and one speaks of phosphorescence.
The fluorescence intensity, just as the absorbance, depends directly on the concentration
of the tracer. Therefore, fluorescence is used in many applications where the aim is to
quantify local tracer concentration distributions or profiles, and also in atmospheric trace
gas measurements. When using a laser light source for the excitation, the method is called
laser induced fluorescence. This method is applied in this experiment for measuring
concentration profiles of sulfur dioxide.
Generally, the fluorescence efficiency is given by the ratio of the number of photons
emitted by fluorescence to the number of absorbed photons, the quantum efficiency Φ.
This is equivalent to the quotient of the fluorescence intensity to that of the absorbed
radiation. It depends on the incident wavelength λ and the ambient temperature T . The
reduction of the efficiency through interactions of the tracer with surrounding molecules
is called quenching: either the interfering molecule (“quencher”) bonds with a tracer
molecule to form a non-fluorescent state or energy is lost in inelastic collisions between the
tracer molecule and the quenchers. Quenching can be used to determine the concentration
of a quencher if the fluorescence of a tracer molecule in the absence of the quencher is
known because the quenching efficiency depends on the quencher concentration. Mohn and
Emmenegger (2014) have studied, inter alia, the ability of oxygen to quench the fluorescence
of sulfur dioxide. A further special quenching mechanism occurs when the incident photon
causes a loss of fluorescence-ability of the molecule, e.g. by dissociating the molecule. This
effect is called photobleaching.
The proposed measurement method is based on the assumption that the fluorescence
intensity of a fluorescent gas If is linearly proportional to the gas concentration c. Fur-
thermore, the detected fluorescence intensity depends on the wavelength λ and intensity of
the excitation light I, the efficiency of the detector optics ηopt as well as the efficiencies of
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Figure 2.4: (a) Bjerrum plot for SO2 solved in water and (b) effective solubility of SO2 in
dependence of the water pH. The dissociation constants pKa1 and pKa2 are
marked with grey lines in both plots.
both absorption and fluorescence, σ and Φ, as formulated by Thurber et al. (1998):
If (λ, T ) =
E(λ)
hc/λ
ηoptdV c σ(λ, T )Φ(λ, T ). (2.67)
Here, E is the laser fluence, which is connected to the intensity of a pulsed laser via
E(λ) = I(λ)fl with the repetition rate of the pulsed laser fl, hc/λ the energy of a photon
at the excitation wavelength λ and dV the collection volume.
2.5 Sulfur Dioxide in Water
Sulfur dioxide is a gas, which is soluble in water. Its physical solubility αphys, i.e. the
fraction of the concentrations in the water and air phase in equilibrium, see Eq. (2.43),





= Rg · T ·Hcp(T ) (2.68)
with the universal gas constant Rg = 0.08205 l atm/(mol K) and the Henry solubility Hcp.
The latter is parametrized by (Burkholder et al., 2015) as lnHcp = −39.72 + 4250/T +
4.525 ln(T ) [mol/(l, atm)]. Equation (2.68) results in a value for the physical solubility of
34 at T = 25 ◦C. When sulfur dioxide is dissolved in water, it forms sulfurous acid which,
depending on the water acidity, can dissolve further:
SO2(aq) + H2O −−⇀↽− H2SO3 Ka1−−⇀↽− H+ + HSO3− Ka2−−⇀↽− 2 H+ + SO32−. (2.69)
23
2 Theory
Thus, depending on the pH of the water, sulfur dioxide exists physically solved (SO2(aq)),








= 6.3 · 10−8 mol/l
(2.70)
(at a temperature of 25◦C) and are often used in analogy to the pH value: pKa1 =
− log10(Ka1) = 1.85 and pKa2 = 7.2 (Haynes, 2016). Figure 2.4a shows the occurrences
of the three coexisting species in dependence of the pH value. In very acidic conditions,
sulfur dioxide is mostly in an aquaeous solution. At medium pH, i.e. pKa1 < pH < pKa2,
bisulfite dominates, while in very alkaline water, sulfite is the dominating species.
Hence, to account for the chemical reactions, an effective solubility αeff needs to be
considered for the total amount of sulfur dioxide that is absorbed by water. αeff is cal-
culated from the concentration distributions for the three coexisting species with the acid




= αphys(T ) ·
(
1 + 10pHKa1 + 102pHKa1Ka2
)
. (2.71)
In Fig. 2.4b, the effective solubility is plotted against the pH value. The two pKavalues are
also marked in the plot. Clearly, αeff increases exponentially with pH. In particular, for
very alkaline conditions, the increase is very strong. This results in an effective solubility
of αeff = 2.5 · 1014 for the target pH of 11 in the experiments described in this thesis.
In this thesis, the solubility α is used as a shorthand for the effective solubility αeff .
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In this section, the main methods used in this thesis are presented. The goal of this thesis
was the simultaneous measurement of sulfur dioxide concentration profiles and wind veloc-
ities in the air as functions of the distance to the wavy water surface. For the concentration
profiles, a new imaging technique was developed based on Laser Induced Fluorescence (LIF)
of sulfur dioxide. The wind velocities were measured via Particle Streak Velocimetry (PSV),
a further development of Particle Image Velocimetry (PIV). A direct detection of the wavy
water surface was realized with the Laser Height Camera (LHC) method. Furthermore,
the integrated transfer velocity measurements were conducted with a mass balance method,
using the concentration measured via UV spectroscopy. The simultaneous application of
these measurement techniques is the focus of the main set of experiments and constitutes
the central challenge of this thesis.
3.1 Laser Induced Fluorescence of Sulfur Dioxide
In Sec. 2.4.2, fluorescence as a radiative relaxation process from an excited state is de-
scribed. If the excitation is performed using laser light and the fluorescence occurs through
spontaneous emission, the process is called Laser Induced Fluorescence (LIF).
The measurement technique developed here uses the fluorescence of sulfur dioxide. For
the excitation, an ultraviolet light source is needed as SO2 has a broad absorption band
in the UV range with absorption cross sections up to 10−17 cm2 (Manatt and Lane, 1993;
for a detailed analysis of the absorption spectrum between 200 and 320 nm, see Belton,
1982). Figure 2.3 shows the absorption cross section spectrum as measured by Danielache
et al. (2008). The distinct absorption lines originating from the vibrational fine structure
of the excited states are clearly visible. Due to the efficient UV absorption, SO2 has
been used in various absorption and fluorescence measurements, e.g. in-situ atmospheric
trace gas detection with LIF (Matsumi, Shigemori and Takahashi, 2005; Rollins et al.,
2016) as well as imaging of flames (Honza et al., 2017) and exhaust-gases (Sick, 2002).
Depending on the excitation frequency, it fluoresces in the UV to visible blue range (Sick,
2002; Simeonsson, Matta and Boddeti, 2012). Ahmed and Kumar (1992) analyzed both
absorption and fluorescence efficiency in dependence of the excitation wavelength. Their
measurements show that the absorption cross section has a maximum at a wavelength of
around 200 nm, which is in accordance with the absorption cross section spectrum shown in
Fig. 2.3. However, the fluorescence cross section is highly reduced in this range due to photo
dissociation: if the excitation wavelength is less than 220 nm, the absorbed energy causes a
dissociation of the molecule (Hui and Rice, 1972). The highest fluorescence efficiency was
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Figure 3.1: Three instantaneous LIF profiles (colors) and the mean profile, averaged over
240000 single images, corresponding to 20 minutes of measurement (black). On
the abscissa, the surface elevation was subtracted from the vertical coordinate.
obtained with excitation at 228 nm.
The goal of this work is to use SO2 LIF for measurements of concentration profiles
with high spatial and temporal resolution. The method is based on the relation between
concentration and fluorescence intensity which is defined in Eq. (2.67). The aim is to
measure the concentration particularly in the air-sided mass boundary layer as close to
the water surface as possible in order to gain a deeper understanding of the transport
mechanisms in this layer. As LIF has already been successfully used to detect and quantify
concentrations of SO2 as mentioned above, the successful application of the technique in
these experiments was anticipated.
In the experiments performed in a wind-wave tank, a certain concentration of sulfur
dioxide is added to the closed air space. The laser beam used for the excitation of the gas
traverses the air space vertically, normal to the water surface. The concentration-dependent
fluorescence along the laser beam is continuously imaged at a high frame rate by a camera
mounted outside the tank. Since the fluorescence is in the near-ultraviolet range, the
camera has to be sensitive for ultraviolet radiation and the focusing optics and the window
of the experiment section of the tank should be appropriate for the transmission of UV
light. As the laser beam is directed vertically towards the surface, vertical concentration
profiles can be obtained from the images. Several exemplary profiles are shown in Fig. 3.1,
after a geometric calibration to translate the pixel coordinates to the height above the
water level has been applied. The profiles can then be further processed to quantify the
instantaneous and the average transfer velocity as well as the thickness of the boundary layer
by fitting model functions to the profiles. Furthermore, by subtracting a mean profile from
the instantaneous profiles, concentration fluctuations are obtained from the images. These
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Figure 3.2: PSV laser trigger signal (top) and a picture of a PSV streak (bottom), showing
the coded illumination in inversed grayscale. The particle propagates from left
to right, in the direction of the wind. The exposure time of the camera texp is
adjusted to the duration of the signal. The signal has an offset Voffset to increase
the ability of the algorithm to connect the two streak parts separated by the
gap. Vmax denotes the maximum applied voltage for the signal.
are specifically interesting for studying the turbulent flux by combining the concentration
fluctuations with vertical wind fluctuations.
3.2 Particle Streak Velocimetry
The wind velocities are visualized with an advanced version of Particle Streak Veloci-
metry (PSV), developed by M. Bopp (2018) and applied at the Lizard wind-wave tank by
F. Kühlein (2019). This measurement technique is based on the flow measurement tech-
nique Particle Image Velocimetry (PIV). In PIV, light reflecting particles are added to the
fluid, which follow the flow. They are illuminated, sequentially imaged and tracked from
one image to the other, thus making the flow visible and a flow measurement possible. This
general technique is well established with different methods to retrieve the flow informa-
tion from the particle image, and has been applied in a large variety of applications (Raffel
et al., 2007; Adrian and Westerweel, 2011).
One method is to obtain a flow vector from the motion of individual particles in two
consecutive images taken by a camera in a technique called Particle Tracking Velocimetry
(PTV). The distance the particles traveled between two exposures is then used to calculate
the velocity vectors. For the analysis to work properly, a low particle density is necessary.
Otherwise the algorithm has difficulties to correctly identify a given particle in two con-
secutive images. Higher particle densities can be analyzed statistically to determine the
velocity field.
In PSV, the information of both the local flow direction and velocity is derived from a
single image. This is achieved by varying the intensity of the light source, four overlayed
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laser sheets in this setup, while the camera takes one image at a sufficiently long exposure
time, such that the trajectory of the particle is imaged. The varied illumination signal
consists of one harmonic (a shifted cosine) with a length of nine periods, where the sixth and
seventh period are zeroed, see Fig. 3.2, which shows in addition to the illumination signal
also an exemplary streak. Thereby, the direction of the motion can be determined. The
velocity is obtained by fitting the illumination signal to an intensity profile of a streak. The
faster the particle is, the longer is the streak. For slow particles, the individual harmonic
periods might not be separable, but the gap between the fifth and eighth period is still
distinguishable such that even at these low velocities, a flow vector can be determined. In
order to have similar accuracy at different wind conditions, the frequency of the signal is
adjusted to the wind speed, with higher frequencies for higher winds.
The method can be applied both in air and in water. For the choice of particles, the
following conditions must be fulfilled:
1) The particles have to be small and have a density similar to that of the fluid in order to
follow the flow completely, because the flow is directly determined from the motion of the
particles. Thus, the buoyancy effect on the particles has to be negligible.
2) However, the particles should not be too small, since the resolution of the imaging system
is limited and their brightness in the images must be sufficiently high.
In this experiment, ammonium chloride (NH4Cl), the salt from the acid-base reaction of
hydrochloric acid (HCl) and ammonia (NH3) vapors,
NH3(g) + HCl(g) −−→ NH4Cl(s) (3.1)
was used as particles. The optical and geometrical properties of the salt comply with the
prerequisites: very small, nearly spherical particles with diameters of around 1µm.
The gas exchange measurements are sensitive to additional acids or bases added during
the experiment: The mass balance should be closed during the experiment. Thus, no
additional sinks for sulfur dioxide (as for example ammonia might react with sulfur dioxide
to ammonium sulfite, (NH4)2SO3) should be added. Moreover, the pH value should ideally
be constant during the experiment. Thus it is important to avoid additional acids or bases
except for those acids derived from the sulfur dioxide. Consequently, the amounts of the
two reactants in Eq. (3.1) have to be equal and the reaction needs to be complete before the
reactants enter the air volume of the tank. When the salt particles enter the water, they
dissolve directly, not changing the pH value. Thus, the particles do not alter the chemistry
in the tank and are chemically inert.
3.3 Surface Detection
In order to determine each particle’s position relative to the water surface, the position of
the latter has to be determined. For this, a third synchronous measurement technique is
applied with a separate setup, the so called Laser Height Camera (LHC) technique. This
method has been first applied by J. Horn (2013). The data processing algorithm used
here is due to K. Schwarz (2016). Here again a LIF method is used where a laser sheet
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illuminates a fluorescent dye mixed into the water. The fluorescence in the laser sheet is
then imaged by a camera aimed at the water surface from the side at an oblique angle.
Using image processing techniques, the upper edge of the fluorescence profile is detected
via thresholding in every image and identified with the surface. From the time series of the
detected surface, the phase of the dominant wave in every image can be calculated. This
information can be used for wave phase-dependent averaging of measured quantities and
profiles for wind conditions where non-negligible waves are present.
As the fluorescence intensity of the dye pyranine is pH dependent, it is important that
the pH value remains almost constant during the whole measurement to ensure that the
surface detection is correct since the latter depends on the intensity threshold. Otherwise,
the threshold would need to be readjusted to the fluorescence intensity, and thus to the pH
value, during the measurement. Because the sulfur dioxide is continuously being dissolved
in water causing its pH to decrease, a buffer is used to counteract this effect.
3.3.1 Curvilinear Coordinates
When studying wave dependent properties, as in this work, it is helpful to make a coordinate
transformation, especially in order to study the processes between wave crests. The method
applied here follows the procedure as used by Bopp (2018). In this work, only the z
coordinate is transformed by subtracting a term f(~x, t) (see for example C. T. Hsu, E. Y.
Hsu and Street, 1981; Troitskaya et al., 2011):
x∗ = x (3.2)
y∗ = y (3.3)
z∗ = z − f(~x, t). (3.4)
Other works also transform the x coordinate, e.g. such that planes of constant x∗ are
normal to the surface. One condition is posed on f : f(~x, t)|z=0 = η(x, t), i.e. the function
is at the surface equal to the elevation of the surface η. Two possible mapping functions
are discussed in the following: the simple shift and the declining shift (Bopp, 2018). The
simple shift transformation subtracts the surface profile η from the z coordinate:
f(x, t) = η(x, t). (3.5)
Similarly, the declining shift also contains the surface profile, however represented through
a sum of the modes in Fourier space, with the amplitudes an, phases Φn and wave vectors
kn. An exponential decline depending on the wave vector kn is applied to each mode.
Consequently, short wavelengths decline faster than long wavelengths:
f(x, z∗, t) =
∑
n
an cos(knx− Φn) exp(−σdknz∗), (3.6)
where σd is the parameter controlling the strength of the decline. Figure 3.3 illustrates
the effect of the simple shift compared to the declining shift for two values of the declining
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declining shift ( d = 1)
declining shift ( d = 0.5)
Figure 3.3: Illustration of the two curvilinear coordinate transformations, taken from Bopp
(2018). The x and z coordinates are expressed in units of the wavelength λd.
Besides the simple shift (red), the declining shift is shown with two values for
the declining parameter (blue and green).
parameter. It is obvious that the effect of the smaller wavelengths is damped much faster
with increasing distance to the surface than long wavelengths. Since the flow of air far
above the surface is not affected by waves, the declining transformation yields a more
natural description of the problem at hand.
3.4 Mass Balance
In the experiments described in this thesis, absorption spectroscopy, a well-established
technique to measure gas concentrations, was used to quantify the average sulfur dioxide
concentration in the “bulk”, i.e. in the well-mixed region far away from the water surface.
Here, light with a known spectrum is directed through the medium with the tracer in an
unknown concentration. The concentration of the tracer can be deduced by calculating
the absorbance abs(λ) from the transmission I(λ) and the light source spectra I0(λ), see
Eq. (2.62), and comparing this to either the absorbance cross section or a spectrum taken
at a known concentration.
The temporal evolution of the bulk concentration during a measurement obtained from
both the LIF and the absorption spectroscopy methods can then be analyzed to calculate
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the gas transfer velocity. This is based on the assumption that the box model, which is
described in the following, is valid for the setup. The model simplifies the setting to two
well-mixed volumes (“boxes”), one filled with air (Va) and one with water (Vw), which are
in contact over a surface A. The air- and water-side concentrations of a tracer, ca and cw,
are considered from the air-side perspective in the following. They depend on each other
and also on the gas flux into and out of the boxes: Gas flux coming into the air space V˙in
with the concentration ca,f as well as the leaking rate V˙out. It is assumed that pressure in
the air space remains constant. Consequently, the inward flux is equal to the outward flux:
V˙in = V˙out ≡ V˙a. Analogously, the water volume can have an influx and a leakage rate
which again are assumed to be equal, namely V˙w. The concentration in the influx water is
cw,f .
With these assumptions, the tracer concentrations in the air and water volumes are
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with the dimensionless solubility of the tracer α, the ratio of the water- and air-side tracer
concentrations in equilibrium, which is equal to the effective solubility as described in
Sec. 2.5. A detailed derivation of the general solution of this system of coupled equations
can be found in Nielsen (2004). This is of the form:
ca(t) = c1va,1 exp (ν1t) + c2va,2 exp (ν2t) + ca,i (3.9)
cw(t) = c1vw,1 exp (ν1t) + c2vw,2 exp (ν2t) + cw,i (3.10)
with the eigenvalues of the homogeneous system ν1 and ν2 and the corresponding eigen-
vectors ~v1 = (va,1, vw,1) and ~v2 = (va,2, vw,2). The constants c1 and c2 are determined by
the initial and boundary conditions. The inhomogeneities in Eqs. (3.7) and (3.8) are due
to the leaks into the boxes. They add the ‘inhomogeneous’ part (ca,i, cw,i) to the solution
which is a special solution of the differential equations. Depending on the setup and the
initial and boundary conditions, several assumptions and simplifications to the system of
equations can be made which simplify the solutions accordingly.
In the first series of measurements at the smaller wind-wave tank, the proof-of-principle
experiment, the tracer of volume Vinput was introduced to the air volume with an almost
instantaneous input. This simplifies the equations, as both volume change rates can be
set to zero, since the leakage rates are negligible compared to the transfer rates. Thus,
in this case, the system of differential equations is homogeneous. The initial condition is
ca(0) = ca,0 = Vinput/Va.
In the case of sulfur dioxide and the target pH value employed here being around 11,
the solubility is of the order of 1014. Therefore, the term cw/α can be safely neglected in
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the following. This decouples the equations and results in the following solution for the
air-side concentration:
ca(t) = ca,0 exp(−kAt/Va). (3.11)
This means that in this simplified model, all sulfur dioxide is transferred into the water
after a sufficiently long time: ca → 0 for t → ∞. See Sec. A.1 for the detailed derivation
of the solution.
Using the second setup at the larger wind-wave tank, the tracer was added to the air
volume continuously, expressed with V˙aca,f in Eq. (3.7), and, as the water leakage rate is
assumed to be negligible, the water volume is assumed to be constant. As in the considera-
tions above the term cw/α is neglected, due to the applied pH of 11 and the corresponding
high solubility. This again simplifies the equations. However, due to the non-zero air leak-
age rate, the inhomogeneous solution contributes. For the solution, it is assumed that the
initial gas concentration both in air and water is zero: ca,0 = cw,0 = 0. The homogeneous
solution is similar to the one in the case above:
cha(t) = c1v1 exp(−(kA+ V˙a)t/Va). (3.12)








After a certain equilibration time, the equilibrium concentration ca(t → ∞) = V˙aca,fkA+V˙a is
reached. In reality, the equilibrium is only quasi-static because the total amount of the
tracer in the box increases continuously and linearly over the duration of the experiment
due to the continuous inflow of sulfur dioxide to the air volume, the inhomogeneous part
ca,i in Eq. (3.9). The complete derivation of the solution of this simplified system can also
be found in Sec. A.1.
These considerations neglect the possible back transfer from the water to the air and that
the solubility decreases with higher water-side concentrations. However, for the relatively
short durations of the measurements, these effects remain small. Moreover, the decrease of
the solubility is counteracted by adding buffer solutions to the water.
The two solutions, Eqs. (3.11) and (3.13), are plotted for the two wind-wave tanks and
typical values for the transfer velocity k and the gas flux V˙a in Fig. 3.4. The rates of increase
and decay depend directly on the exponent in the two equations, as shown in the figure. In
the exponent, the effective height heff which is defined as Va/A depends on the geometry
of the wind-wave tank, having a value of around 0.5m in the Benjamin-tank and 3m in
the Lizard-tank. As visible in Fig. 3.4b, a lower transfer velocity results in a higher equi-
librium concentration, while a lower gas flux results in a lower equilibrium concentration.
Therefore, the gas flux had to be adjusted in the experiments according to the expected
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k = 0.75 cm/s, Va = 360 ml/min
k = 0.75 cm/s, Va = 720 ml/min
k = 1.5 cm/s, Va = 360 ml/min
k = 1.5 cm/s, Va = 720 ml/min
(b)
Figure 3.4: The air-side concentration as a function over time, as calculated via the mass
balance with the (a) homogeneous and (b) inhomogeneous solution, Eqs. (3.11)
and (3.13). For the setup-dependent constants, the dimensions of the two wind-
wave tanks used in this thesis, the Benjamin-tank and the Lizard-tank, are
applied in (a) and (b), respectively. Typical transfer velocities k as measured
in the experiments are used. As the gas flux Va, two values as used in the
Lizard-setup are applied, while the concentration in the inflow is equal to 1. In




The experiments described in this thesis were conducted at two wind-wave tanks, air- and
water tight experimental setups where wind produced by a ventilator blows across a trough
filled with water. Both wind-wave tanks were situated in the air-sea interaction laboratory
at the Institute for Environmental Physics, Heidelberg University. The smaller one, named
‘Benjamin’-tank, was used for a proof-of-principle measurement. As the experiment was
successful, the setup was moved to another linear wind-wave tank called ‘Lizard’, which
is larger and is thus more suitable for a study on the fetch-dependency of the mass and
momentum transfer. Simultaneous measurements of LIF, PSV and LHC were conducted
at two fetches.
In the first section of this chapter, the setups at the two wind-wave tanks used in the
experiment are presented, including the buffers in the water. Then, the optical setup em-
ployed at both facilities is described: at the Benjamin-tank, only the LIF setup was applied,
while at the Lizard-tank, LIF, PSV and LHC were used. Thereafter, the triggering scheme
to ensure synchronous operation of the three methods at the Lizard-setup is characterized.
Finally, the absorption spectroscopy as installed in both setups is described.
4.1 Wind-Wave Tanks
Two linear wind-wave tanks were used in the scope of this work: a smaller facility for the
proof-of-principle measurements and a bigger one for the subsequent experiment with simul-
taneous PSV and LHC measurements. Table 4.1 shows an overview of the characteristics
of the two facilities, which are described in more detail in the following.
Table 4.1: Dimensions of the two linear wind-wave facilities used in this work.
Benjamin Lizard
Wind forced water surface area [m2]1 0.46± 0.02 1.28± 0.02
Water depth(s) [cm] 3.0± 0.2, 12.0± 0.22 9.0± 0.3
Air volume [l] 220± 10 3300± 300
Water volume [l] 20.6± 0.5 122± 4
Used fetch(es) [cm] 127± 5 75± 1, 234± 1
Friction velocities [cm/s] 2.4− 9.3 6− 37
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Figure 4.1: Technical drawing of the Benjamin-tank (Warken, 2010).
4.1.1 Benjamin-tank
The first facility, called ‘Benjamin-tank’ in the following, was used for the development and
testing of the new measurement technique. It was built by Pius Warken and René Winter
and detailed descriptions can be found in Warken (2010) and Winter (2011). The entire
construction, which is sketched in Fig. 4.1, was about 3m long, 1m wide and 1.5m high
and consisted of a water section in the center, surrounded by an air recirculation duct with
a fan for wind generation.
The water section was 25 cm wide and 191 cm long. A deeper section at the end of the
water section was intended for experiments, therefore named the measurement section in
the following. A sketch of this part of the facility is shown in Fig. 4.2 (Warken, 2010). The
water depth was 3 cm in the shallow sections and 12 cm in the measurement section, while
the air space above the water section was 10 cm high. Both air and water temperature
were measured continuously in this section of the tank (two PT100 sensors with GMH
3710 by Greisinger). The access for the UV laser was situated at a fetch of 127 cm in
the measurement section, too. The spectroscopic setup was situated downwind very close
to the laser window in the roof above the water section and is further described in Sec. 4.7.
The walls and bottom of the experiment section consisted of 3.2mm thick borosilicate
glass BOROFLOAT® 33 by Schott AG (Mainz, Germany) with high UV transmittance.
Figure 4.3 shows the transmittance curves of borosilicate glass with different thicknesses.
It shows that possible scattered or reflected light with the laser wavelength (marked on the
1Water surface between the wind inlet and the wave absorber, thus the area where the wind hits the
water.








Figure 4.2: Sketch of the water section of the Benjamin-tank, showing the geometry of the
LIF setup, adapted from Warken, 2010.
abscissa) does not penetrate the borosilicate glass. However, as the fluorescence of sulfur
dioxide excited with light with a wavelength of 223 nm lies above 280 nm (Simeonsson,
Matta and Boddeti, 2012), the choice of a thinner glass would be beneficial for the trans-
mittance of the detectable fluorescence, but a reconstruction of the tank was technically
not feasible. Both the transparent walls and small dimensions made the tank suited for
first test measurements of visualization techniques in the development stage.
For a better mixing, the water was circulated through a bypass tubing system, where its
pH value and conductivity were measured (GE 104 BNC electrode with GMH 3530 and LF
200 RW sensor with GMH 5430, both by Greisinger). The water temperature was meas-
ured close to the measurement section (PT100 sensor with GMH 3710 by Greisinger).
The total water volume (including tubing and pumps) participating in the gas exchange
was 20.6 l while the air volume was 220 l.
In the air recirculation duct behind the water section, a small tubing port was installed
which was used for gas addition. There, the desired amount of SO2 was added via a precise
gas tight syringe. For an initial air-side SO2 concentration of 100 ppm, a volume of 22ml
of the gas was needed per partial measurement.
For wind generation, a frequency converter was used to drive the motor of a radial
ventilator. The wind speed was not measured during this experiment. However, from earlier
experiments by Krah (2014), data exists of the air-side friction velocity u∗ at varying driving
frequencies set at the frequency converter. This adds some additional uncertainties to the
estimate of the friction velocity as small changes in the geometry or of the water height
already influences the wind field. Nevertheless, the data is good enough for this proof-of-
concept measurements. For the wind conditions used in this experiment, the previously
measured friction velocities range between 2.4 and 9.3 cm/s.
4.1.2 Lizard-tank
The second linear flume, named ‘Lizard-tank’, was used for the fetch experiment with
simultaneous LIF, PSV and LHC measurements. With 7.7m length and 1.5m height,
the whole construction has larger dimensions than the Benjamin-tank. It was built by
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Figure 4.3: Transmittance curve of BOROFLOAT® glass with different thicknesses in the
ultraviolet range, adapted from Schott (n.d.).
Alexandra Herzog and a thorough description including technical details is given in Herzog
(2010). After a reconstruction, the tank in its current state is described in Friedl (2013).
A sketch of the tank and the measurement equipment employed in the present study is
shown in Fig. 4.4.
The axial ventilator (HF A 400 D by Hürner Funken) accelerating the air is located
beneath the water section, connected to it through rectangular tubings. The air recir-
culation duct is made of foamed Polyvinyl Chloride (PVC) (Kömacel by Kömerling
Plastics), the inside being covered completely with Polytetrafluoroethylene (PTFE) foil
with a thickness of 0.25mm, manufactured by Polytetra, improving the chemical resis-
tance of the walls. As seen in Fig. 4.5, the water section has a uniquely formed cross section
optimized for optical access to the water from the side. The base is narrow and widens
upwards, the angle of the tilted segments being 16.8◦ ± 0.3◦. Large observation windows
made from borosilicate glass of 5mm thickness are built in the bottom, one tilted side wall
as well as the roof, making optical access from three sides possible. The non-transparent
parts of the water section are made of the same materials as the air recirculation duct.
At a water level of 9 cm, the tank contains 3.3m3 of air, with the air space above the
water being 23 cm high, and a total volume of 122 l of water, including 3.85 l of water in the
bypass system. There are two bypasses: one is connected to the water inlet and containing
a pump which creates a flow through the tubes from low fetch to high fetch for better
mixing of the water. In the second smaller bypass where also a pump causes a flow in
the same direction, a pH electrode is installed (GE 104 BNC electrode with GMH 3530 by
Greisinger). The water segment itself is (388±0.5) cm long and the water surface at the



































































Figure 4.4: The Lizard tank and the measurement instrumentation, sketched from the side
(modified after Papst, 2019; Friedl, 2013). The particle production setup is














Figure 4.5: Cross sectional view of the water section, showing the windows in grey and
non-transparent walls in black.
made of PTFE halftubes at the end of the water section reduces wave reflections. As the
wind inlet protrudes over the first 22 cm of the water section and the breakwater disrupts
28 cm of the water surface, the wind forced surface area measures around 1.3m2. The
experiment was conducted at two measurement sections, one located at a fetch of 75 cm
and one at 234 cm.
During the experiments, the wind velocity was measured around 10 cm downwind from
the high fetch measurement section with a Pitot tube and a differential pressure trans-
ducer (DIFF-CAP by Special Instruments), where the wind speed is deduced from the
differential pressure with the air density (Kundu, Cohen and Dowling, 2015). For better
comparison of the wind conditions with the other wind-wave tank, the friction velocities
measured at different fetches and for different wind generator settings are taken from Friedl
(2013), ranging between 6 and 37 cm/s. Also the air pressure and temperature as well as
the water temperature are measured at this location of the tank (GMSD 1.3 BA sensor
with GMH3110 and 2 PT1000 sensors with GMH 3710, both by Greisinger). The rel-
ative humidity of the air was recorded with a humidity sensor (HC2-S by Rotronic). At
the highest fetch, above the breakwater, the spectroscopic setup was located, see Sec. 4.7.
The laboratory temperature in the vicinity of the setup was also recorded (PT1000 sensor
with GMH 3710 by Greisinger).
In this setup, a constant flux of sulfur dioxide was introduced into the tank during each
experiment, using a digital mass flow controller, Model 35831S by Analyt-MTC.After
a short equilibration time, an equilibrium between influx and transfer to the water is
established, see Sec. 3.4. Thus, the air-side concentration is approximately constant during
the whole experiment if the water’s capacity to absorb sulfur dioxide, which depends on
the pH and the buffer concentration, is not exceeded (see Sec. 4.1.3). This equilibrium
phase is the interesting part of the measurement where the fluorescence images are best
comparable between the measurements. However, the flux had to be adjusted according to
the wind generator setting in order to obtain comparable equilibrium concentrations ce (see
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Fig. 3.4b). In Tab. 4.2, the fluxes and the resulting air-side equilibrium concentrations at
the two fetches are listed for the different wind conditions. The flows were adjusted under
the assumption that the wind speed is linearly proportional to the ventilator frequency and
that the starting conditions, e.g. water level, water pH, water temperature, were exactly
equal in all measurements. However, this is only an idealized assumption and explains why
the equilibrium concentrations differ for different wind conditions.
In this setup, the same gas detector was used as at the Benjamin-tank for leakage mon-
itoring.
Table 4.2: Wind generator frequencies W with the used SO2 flows and the resulting equi-
librium concentrations ce for the measurements at Low Fetch (LF) and High
Fetch (HF).
W Flow ce LF ce HF
Hz ml/min ppm ppm
5 180 523± 5 520± 15
10 360 505± 5 600± 5
15 540 506± 2 487± 1
20 720 470± 2 452± 2
4.1.3 Water
In both facilities, the humidity increases continuously when the tank is closed, filled with
water and under operation. As also the air temperature rises due to the heat produced by
the ventilators, condensation on surfaces such as walls, windows and optics is a possible
consequence. To prevent this, the water was cooled in both facilities via Peltier tem-
perature control units. In the Benjamin-tank, 40 Peltier elements (QC-127-2.0-15.0M by
Cooltronic) were mounted on 5 fan cooled heat sinks below the water tank, connected
directly to the aluminum base plate in the shallow region of the tank. The Peltier elements
were regulated by a Peltier controller (TC3215 by Cooltronic) and the system could
both cool and heat the water.
The temperature control setup in the Lizard-tank is very similar. It contains two separate
arrays of 24 Peltier elements (QC-127-2.0-15.0M by Cooltronic) each, one at the lowest
and one at the highest fetch of the water section. The setup is regulated by one Peltier
controller (TC2812 by Cooltronic). A detailed description of the cooling setup in the
Benjamin-tank and Lizard-tank can be found in Winter (2011) in the appendix and in
Friedl (2013), respectively. During the measurements presented here, a target temperature
of 16 ◦C was chosen, however this temperature was never reached due to the large amount
of heat produced by the ventilators. Nevertheless, the systems achieved cooling of the water
compared to the surroundings of a few degrees with a minimum temperature of 18− 19 ◦C,
which already suffices to prevent condensation.
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To keep the chemistry in the experiments simple, deionized water is used in both setups
with a conductivity less than 0.1µS/cm. The deionized water has an initial pH of around
5.6. In order to have the same measurement conditions at the start of each experiment,
the water was made alkaline by mixing either NaOH or a buffer into the water (see below).
Thereby, the pH is increased to above 11. Furthermore, a fluorescent dye, pyranine, needed
for the surface detection is added to the water prior to each experiment of the fetch study
in the Lizard-tank (see Sec. 4.4).
Sodium Hydroxide
The first set of experiments at the Benjamin-tank was planned in such a way, that all
measurements were conducted successively with the same water charge. As adding sulfur
dioxide to water makes it more acidic, starting the measurement series with already acid
water, deionized water in this case, would lead to different starting conditions for successive
measurements. Therefore, in order to have the same initial conditions, the water is made
alkaline to a pH value larger than 11 by adding 1-molar sodium hydroxide solution (NaOH).
The idea is that the sodium hydroxide reacts with the dissolved sulfur dioxide. The reaction
equation is
H2SO3 + 2 NaOH −−→ 2 H2O + Na2SO3, (4.1)
showing that the pH is kept constant due to the reaction of the sulfite ion with the sodium
ions to sodium sulfite. This means that the amount of sodium hydroxide solution needed
to neutralize a certain amount of sulfur dioxide is double the latter. Therefore, given the
volume of pure SO2 released into the air volume at each measurement, i.e. 22ml which
corresponds to 100 ppm and to 10−3 mol with the molar volume of an ideal gas, one finds
that an amount of at least 2ml 1-molar NaOH solution is theoretically needed per partial
measurement to keep the pH value constant. Since 11 measurements with varying wind
conditions were made, this sums up to 22ml 1-molar NaOH solution.
Also the carbon dioxide in the lab air has to be considered. An initial CO2 concentration
in the air of 1000 ppm (this is the Pettenkofer-number, often referred to as the upper
limit for good indoor air quality, Pettenkofer, 1858) is assumed. Furthermore, between the
partial experiments, the tank was not opened such that no fresh air with additional carbon
dioxide could enter. Then, because the reactions of CO2 with water are analogous to those
of SO2, see next section, 20ml 1-molar NaOH solution is needed to counteract a change
in the pH value due to the solution of the CO2 in the water. Hence, the total amount
of 1-molar NaOH solution theoretically needed to keep the pH value constant during the
experiment is 42ml.
Test experiments showed that a minimum of 150ml of 1-molar sodium hydroxide solution
has to be added to the deionized acid water to raise the pH to 11, which was the target
pH. Calculating the pH value resulting from adding this amount of sodium hydroxide to
the water of the tank yields a theoretical value of 11.86. The reason for this discrepancy
lies probably in the uncertainty of the pH probe. On the one hand, the electrode has an
uncertainty of ±0.05 and on the other hand, the probe is to be used in still water rather
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than in a flow, as it is applied here in the bypass. Papst (2019) observes a systematic offset
of −0.3 when the bypass pump is active compared to when it is turned off.
During the measurement series, the pH value stayed practically constant, since the SO2
was directly neutralized in the alkaline water. Making the water that alkaline also increases
the effective solubility of SO2 to about 1015 and higher, as can be seen from Fig. 2.4b.
Carbonate Buffer
In test measurements in the larger Lizard-tank with the same method as in the Benjamin-
tank, adding sodium hydroxide to the water, the pH value changed significantly during
the duration of the experiment as the water became more and more acidic. The reason
is that a much larger amount of SO2 is introduced to the tank per measurement, since a
constant flux was applied to reach equilibrium conditions. Therefore, the pH control had to
be refined for the Lizard-tank: a carbonate buffer was used instead, consisting of sodium
carbonate (Na2CO3) and sodium bicarbonate (NaHCO3). The dissociation equilibrium
between sodium carbonate and sodium bicarbonate is at a pH of 10.33 (Haynes, 2016),
which is the pKa value of carbonate at a temperature of 25 ◦C. Here, the following reaction
equations illustrate the buffering effect of the solution:
H2SO3 + 2 NaHCO3 −−→ Na2SO3 + 2 H2CO3, (4.2)
H2SO3 + Na2CO3 −−→ Na2SO3 + H2CO3. (4.3)
In both reactions, sodium sulfite and carbonic acid are the products while the pH remains
constant. By adjusting the ratio of the two buffer components [Na2CO3]/[NaHCO3], the
pH of the water can be tuned to a target pH, which is 11 in this setup. The ratio was
calculated in the Henderson-Hasselbalch approximation:






with the following assumptions:
1. The initial pH of the water is 7, i.e. the water is initially neutral. However, the
deionized water actually used in the experiment is slightly acidic. But an estimate of the
amount of buffer needed to neutralize the acidic water is of the order of 10−3 mol. As this
value is much smaller than the amounts used for the experiments, this circumstance adds
only a small, negligible uncertainty to the resulting pH of the buffered water. Other factors
add much larger uncertainties to the pH, as e.g. the uncertainty in the amount of the added
buffer.
2. The pH range is limited to pKa ± 1, i.e. the ratio of the concentrations of the
two buffer components is smaller than 10, which is the case in this setup, see the following
calculation.




= 1011−10.33 = 100.67 = 4.68. (4.5)
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The necessary absolute concentration of the buffer in the tank water is calculated by an
estimate of the total amount of sulfur dioxide added to the tank during one experiment.
This is different at each wind condition since the SO2 input flux is varied according to
the wind speed, i.e. higher winds result in higher transfer velocities and call for higher gas
input fluxes to the target in order to obtain the same equilibrium concentration. Thus,
for the 20Hz-measurements, approximately twice the amount of buffer was needed than
for the 10Hz-measurements, assuming that the wind speed is linearly proportional to the
ventilator frequency and that the gas transfer is linearly proportional to the wind speed.
It was planned to limit the gas input flux to 30min for each measurement. Combined
with the flux, being between 180ml/min for the lowest and 720ml/min for the highest
wind condition (see Tab. 4.2), a value for the amount of released SO2 is approximately in
the range of 5.4 to 21.6 l or 0.24 to 0.96mol.
Since the air in the flume also contains carbon dioxide which tends to be dissolved in
the water, this must also be taken into account. Assuming an initial CO2 concentration of
1000 ppm in the air (see above) and 0 ppm in the water3 and that all of the gas eventually
is dissolved in the water4, this results in 0.134mol of CO2. This molarity has to be added
to the molarity of the sulfur dioxide, then the following equation needs to be solved for the
concentrations of the buffer constituents:
n(Na2CO3) + 2n(NaHCO3) ≥ n(SO2) + n(CO2). (4.6)
This implies that at least 33 to 96 g of Na2CO3 and 5.6 to 16.2 g of NaHCO3 are needed to
neutralize the sulfur dioxide and carbon dioxide, depending on the wind condition.
However, test experiments showed that these amounts did not suffice to keep the pH
constant. For the two lowest wind conditions (5 and 10Hz), a mixture of 280 g Na2CO3
and 47.4 g NaHCO3 was used, while for the two highest wind conditions (15 and 20Hz),
the amount was doubled to 560 g Na2CO3 and 94.8 g NaHCO3. The buffer was premixed
in 2-4 l of deionized water, then the buffer solution was added to the tank water.
4.2 Overview of the Optical Setup at the Lizard-tank
In this section, an overview of the optical system consisting of three independent measure-
ment setups which need to be paralleled and operated simultaneously is given. Then, in
the subsequent three sections, the three independent measurement setups are described in
detail.
Each of the three measurement techniques consist of a light source, i.e. one or more
lasers, and a camera. The four lasers of the PSV setup and the LHC laser are each spread
to a laser sheet and adjusted in such a way that their sheets cover the measurement Region
Of Interest (ROI) centered around the LIF laser, as shown in the schematic illustration
3This is an idealizing assumption since the deionized water when filled into the tank already contains
CO2.
4This is probably not the case for the carbon dioxide as the solubility of carbon dioxide is typically around
1.
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Figure 4.6: Schematic of the laser setup at the Lizard-tank.
in Fig. 4.6. All lasers are mounted above the wind-wave tank, their light entering the
air-space of the tank through the top glass window, with the exception of the LIF laser:
its light is in the UV and is absorbed by the window. Therefore, a small UV transmitting
window is build into the top window at the location of the UV laser beam. The PSV and
LHC cameras view the ROI which is illuminated by the laser sheets through the big side
window of the tank. The fluorescent light from pyranine and the scattered light from the
particles is in the visible range, and can therefore penetrate the borofloat glass. However,
as the fluorescence from the sulfur dioxide is in the UV range and the borofloat glass’
transmittance in the UV is limited, a thinner window with higher UV transmittance is
located in the wall opposite to the large side window. In order to minimize reflections off
the optics or windows from disturbing the images, the extra window is not located directly
opposite to the LHC and PSV cameras, but is displaced in the wind direction by a few
centimeters. Figure 4.7 shows the setup of the cameras in a cross sectional view of the tank.
The Field Of View (FOV) of the cameras in relation to each other is shown in Fig. 5.2:
The LHC has a wider FOV of the surface, however with relatively low resolution, the PSV
FOV is in the center of the LHC FOV and oriented vertically, while the LIF FOV is in the








Figure 4.7: Schematic of the camera setup at the Lizard-tank. See also Fig. 4.5 for the
dimensions. The three cameras are shown as if they are in one plane. As
described above, this is not the case and serves only to simplify the illustration.
4.3 LIF Setup
The LIF setup consists of a UV laser as a light source and UV sensitive cameras for the
detection of the fluorescence. Both tanks had to be adapted for the use of ultraviolet
radiation.
This setup is the only one of the three setups which also was applied at the Benjamin-
tank.
4.3.1 UV Laser
Sulfur dioxide, which is used as a tracer in this experiment, is excited by ultraviolet laser
radiation. The laser is mounted above a special window with high UV transmittance such
that the laser beam traverses the air volume above the surface before reaching the surface.
The following prerequisites are posed on the laser:
The laser wavelength has to be in the high absorbance region of SO2, but not below
220 nm where the fluorescence efficiency is reduced due to photodissociation (Hui and Rice,
1972). In Fig. 4.8, the absorption cross section of sulfur dioxide is shown as measured in
the scope of this thesis and in the literature.
Furthermore, the lifetime of the excited states has to be longer than the fluorescence
deexcitation time, otherwise the states will be deexcited by means of processes other than
fluorescence, e.g. through collisions. This happened in first experiments with a laser at
266 nm where the fluorescence signal was smaller than the elastic scattering signal by
several orders of magnitude. In the literature, the most commonly used wavelength for
LIF with SO2 is 223 nm (see for example Simeonsson, Matta and Boddeti, 2012).
The laser source used here is a Q-switched laser system, namely the IMPRESS 224 by
Xiton Photonics, emitting UV laser pulses with a repetition frequency of 10 kHz and a
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Figure 4.8: Absorption cross section of sulfur dioxide against the excitation wavelength,
data from this study (orange) in comparison with values from literature (Wu
et al., 2000; Danielache et al., 2008). The laser wavelength 223.7 nm used in
this setup is marked by a vertical line. Only the part of the spectrum relevant
for this thesis is shown.
pulse duration of up to 9 ns, a maximum average power of 200 − 300mW and an energy
per pulse of 20 − 30µJ. The spectral profile of the laser is shown in Fig. 4.9 with a fit to
the data, which gives a mean emission wavelength of 223.69 nm and a linewidth of 0.13 nm.
As seen in Fig. 4.8, the wavelength of the laser lies in a dip of the absorption cross section
curve. This is unfortunate for obvious reasons, but for lack of alternatives the application
of this laser was the only possibility.
At both wind-wave tanks, the laser was positioned above the tank, see Figs. 4.2 and
4.6. In the test setup at the Benjamin-tank, it was mounted vertically very close to a laser
window (quartz glass with high UV transmittance) in the tank roof. As the distance to
the water surface was short, around 20 cm, no focusing optics ware needed. However, as
the laser beam exits the laser head at an angle, this angle could not be corrected and the
beam did not hit the water surface perpendicularly. This was corrected for in the analysis
of the LIF data. Moreover, the skewed incident angle has the advantage that the risk for
back reflections reaching the laser head is reduced.
At the Lizard-tank, the laser could not be mounted in the same way: the removable tank
roof is the only access point where chemicals (e.g. buffer and dyes) can be added to the
water or calibration targets put into the experiment section and the space above the tank
is limited by the roof such that the laser cannot be mounted vertically. Therefore, the laser
was mounted horizontally above the tank with a calcium fluoride prism which led the beam
vertically towards the tank roof. Calcium fluoride (CaF2) is commonly used in UV optics
as it has very low absorbance in the ultraviolet range. As the distance between the laser
head and the water surface in the Lizard-tank was much larger than in the Benjamin-tank,
the divergence of the beam had to be corrected through a focusing telescope with two CaF2
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Figure 4.9: Spectral profile of the UV laser measured with the spectrometer used in the
spectroscopic setup: data (blue) with a Gaussian profile fit (red).
lenses, a concave lens with a focal length of −25mm and a convex lens with a focal length
of 80mm. In the measurement section, the diameter of the focused beam is very small,
such that it was hard to determine at exactly which height the focus point was.
The laser beam entered the tank through a calcium fluoride window which is mounted
over a hole in the roof window. During the first test measurements in the Lizard-tank,
it was observed that the beam quality decreased with time5. The cause was found in an
opaque spot that appeared on the CaF2 window exactly where it is traversed by the laser
beam. A possible origin was explained by Perkins (2019): the focused laser beam causes
hydroxyl radicals (OH) to form from the water vapor, which then react with sulfur dioxide
to form sulfuric acid (H2SO4), which then in turn reacts with the CaF2 of the window to
form hydrogen fluoride (HF):
H2SO4 + CaF2 −−→ 2 HF + CaSO4. (4.7)
A similar reaction is described by Bauer et al. (2009) where carbon dioxide instead of sulfur
dioxide acts as the acid source. Here, the end product CaCO3 was detected and identified
as the contamination on the calcium fluoride window. It is assumed that the analogous
product of the reaction described above, CaSO4, is the constituent of the opaque dots
occurring at the beam position on the CaF2 window.
In order to hinder water vapor from accumulating close to the laser window, a heat gun
was directed on it from above, its temperature setting was adjusted to 50◦C. However, this
procedure only reduced the effect and was unable to completely prevent it.
5This effect had already been noted during the test measurements at the Benjamin-tank. However, the
measuring time was much shorter and the beam quality was not affected to the extent that a counter
measure had to be considered.
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4.3.2 UV Sensitive Cameras
For fluorescence detection, a camera with high UV sensitivity and preferably low noise is
needed. The proof-of-principle experiment at the Benjamin-tank was conducted using a
Dhyana 95 camera byTucsen (Fuzhou, China) with a 2048×2048 pixels back-illuminated
CMOS sensor. The sensor has high sensitivity in the ultraviolet range, with a quantum
efficiency between 35 and 60% in the wavelength range of the sulfur dioxide fluorescence,
and its pixels measure 11× 11µm2. In combination with the camera, a Pentax UV lens
(H2520-UVM) with a focal length of 25mm and maximum aperture of f/2.0 was used. It
has a maximum transmittance of 70% between 300 and 350 nm and in the fluorescence
wavelength range, the transmittance is at least 69% (the transmittance spectrum is shown
in Fig. A.2). The spatial resolution obtained from geometric calibration was 56.6µm/px.
By only reading out the central section of the sensor with 1024 × 256 pixels, a maximum
recording speed of 40 fps was reached. The camera was positioned at the side of the tank,
viewing the measurement section with the laser beam perpendicular to the wind direction
(see Fig. 4.2). It was slightly tilted in the y-z-plane such that small waves would not shield
the laser beam in the air close to the water surface which is the most interesting part for
the measurements.
At the Lizard-tank, another camera was used: a Basler acA3088-57um. Its CMOS
sensor consists of 3088× 2064 pixels, each measuring 2.4× 2.4µm2. Thus, it has a smaller
chip and smaller pixels, but also a lower dark noise than the first camera, while the sensors’
quantum efficiency in the ultraviolet range is comparable. Here, too, the Pentax 25mm
UV lens was used, resulting in a spatial resolution of 20.0µm/px. As a thinner window was
build into the second tank, shorter exposure times were possible. In this case, a recording
speed of 200 fps was used. The exposure time is limited by the readout time of the camera,
thus the maximum exposure time at the set recording speed was 4.848ms.
In the Benjamin-tank, the windows’ transparency in the ultraviolet range of the elec-
tromagnetic spectrum was sufficient for the first proof of principle of the measurement
technique. However, as shown in Fig. 4.3, the thicker observation windows of the Lizard-
tank in combination with a less sensitive camera sensor made the installation of a thinner
borosilicate window necessary for sufficient fluorescence detection. The windows were places
opposite to the large panorama window. To reduce interference by reflections off the win-
dow in the LHC and PSV cameras, the window was not positioned in line with the laser
beams and the optical axes of the other two cameras, such that the LIF camera viewed the
laser beam at an angle not only in the y-z-plane. As the LIF setup uses the laser light as
a beam, not a sheet, the angle does not appreciably influence the sharpness of the images
and the distortion can be compensated through geometric calibration with a calibration
target and by division by reference images (see Sec. 5.1.1). This also reduces the vignetting
effect caused by the lens. As the camera’s exposure time coincided with both other laser
signals (the triggering is described in Sec. 4.6), a filter was used to minimize the interference
by fluorescence from the water or scattering from particles. The absorbance spectrum of
the filter is presented in Fig. 4.10, along with the pyranine fluorescence spectrum and the
wavelengths of the lasers used in this experiment. The figure shows that the absorbance
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Figure 4.10: Absorbance spectrum of the filter used in the LIF setup (blue), measured with
a Shimadzu spectrophotometer, and fluorescence spectrum (red) of pyranine
in the basic state, measured with a spectrophotometer by Ocean Optics
(Kräuter, 2015), with the wavelengths of the LIF laser (223.7 nm) and the
PSV and LHC lasers (450 nm) marked with dashed lines.
is not perfect in the visible range, however, it is expected to reduce the interference of the
pyranine fluorescence in the LIF pictures to an acceptable level.
4.4 Surface Detection (LHC) Setup
To facilitate the surface detection by means of the LHC measurement technique, the flu-
orescent dye pyranine is added to the alkaline water. It has different absorbance and
fluorescence states, depending on the alkalinity of the water: the absorption maximum
(and efficiency) as well as the fluorescence efficiency changes with the pH. Both absorbance
and fluorescence increase with increasing pH. Figure 4.11 shows the pyranine absorbance
spectrum in the tank water, after adding buffer and thus increasing the pH value to over
11, as well as the fluorescence spectrum, measured in water with a pH of 9 (Kräuter, 2015).
Since only the fluorescence intensity increases with the pH, the spectrum is representative
for water with different alkalinities, too. For fluorescence emission and absorption spectra
at various pH values, see Kräuter (2015) and Papst (2019).
A blue laser diode, with the wavelength 450 nm and a maximum output power of 3W,
mounted above the glass roof of the tank was employed to excite the dye. The wavelength
of the laser diode is chosen according to the absorbance spectrum of pyranine (see Fig. 4.11)
showing a maximum absorbance in the visible range of the spectrum at 455 nm. The laser
beam is widened to a sheet in wind direction with a cylindrical lens which is then focused
on the water surface to minimize the width in cross wind direction, resulting in a sheet
length of 6 cm and a width of 1mm.
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Figure 4.11: Absorbance (blue and green), measured with a Shimadzu spectrophotometer,
and fluorescence spectrum (red) of pyranine in the basic state, measured with
a spectrophotometer by Ocean Optics (Kräuter, 2015). The absorbance
spectrum is shown twice with different scales for better visualization.
For the detection of the fluorescence, a camera of the type Basler acA1920-155um is
used, mounted on the side of the tank. Its CMOS sensor has 1920 × 1200 pixels with a
pixel size of 5.86 × 5.86µm2, however only a segment of 512 × 400 pixels was used. The
quantum efficiency is around 70%. With the reduced image size and in combination with
a fast hard drive for storage of images (solid-state drive, SSD), a frame rate of 400 fps was
achieved. The lens, a Tamron 23FM16SP, has a focal length of 16mm and a maximum
aperture of f/1.4 and the resulting resolution from geometric calibration is 122µm/px (see
Sec. 5.1.1). The camera views the field of interest where the laser sheet meets the surface
at an angle. A tilt-shift adapter was not required as the setup has a large depth of field.
Sharp images were obtained when the camera was focused on the fluorescence line on the
surface. A green band pass filter is attached to the lens to absorb reflections of the laser
light.
The amount of pyranine needed for efficient surface detection depends on the pH of the
water because the fluorescence efficiency depends on the alkalinity. Thus, before every
measurement, the dye concentration is tested by turning on the laser sheet and viewing the
fluorescence as imaged by the camera. A minimum of 100mg was needed for a pH of 11.
On the other hand, the amount of pyranine is limited by the fluorescence intensity in the
PSV images: in particular, at low wind speeds and long exposure times, the fluorescence




Figure 4.12: Sketch of the particle production with NH3 and HCl (modified after Kühlein,
2019).
4.5 Flow Visualization (PSV) Setup
The particles used for the flow measurements via PSV are produced in the following way
(see Fig. 4.12): a stream of dried air is led through two wash bottles, filled with high
concentrated solutions of ammonia and hydrogen chloride (hydrochlorid acid), respectively.
The flow is controlled by two digital mass flow controllers by Analyt-MTC. The two air
flows containing ammonia and hydrogen chloride meet in a wider tube where the chemicals
react to ammonium chloride. To get equal concentrations of the two reactants in the mixing
tube, the air flux through the HCl solution is 14 times higher than the flux through the
NH3 solution because the saturation pressure of NH3 is 14 times higher than for HCl. The
salt crystals are flushed into the tank through a tube connected to the tank just in front
of the axial ventilator such that it is evenly mixed into the air of the tank until it reaches
the water section.
The setup is illuminated by a laser sheet produced by four laser diodes in order to have
sufficiently high luminosity. The laser diodes are of the same type as the one used for the
LHC setup. They are mounted horizontally in line above the tank, each in an aluminum
heatsink with the electronics glued on top of the latter. Each laser beam is first focused
by a spherical lens and then spread with a cylindrical lens with a focal length of −25mm,
producing a 1.5 cm long sheet at the water surface, the width being 1mm. All four laser
sheets are aligned in such a way that they overlap in the center of the camera FOV,
approximately 1 cm above the water surface.
For particle detection, a camera of the same type as in the LHC setup is used. In this
case, a section of 1920× 800 pixels is read out, centered around the region of the LIF laser,
at a frame rate of 200 fps. A tele macro lens with a focal length of 100mm is used (type:
ZeissMakro-Planar T* 2/100 ZF), yielding a resolution of the optical setup of 12.5µm/px.
In order to avoid shielding by waves, the camera is mounted above the highest wave crests
and views the illuminated region of interest at an angle. Thus, the sensor plane was tilted
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Figure 4.13: Scheme of the laser trigger signals (orange) and the camera exposure times
(blue) of the LIF, PSV and LHC methods for one period of the LIF and PSV
triggers and two periods of the LHC trigger.
a very narrow depth of field. Consequently, not the whole FOV can be in focus. This is
corrected for using Scheimpflug optics: by tilting the lens plane, the focal plane can be
aligned with the object plane. To achieve this, the lens is mounted on the camera body
with a tilt-shift adapter. The angles between the three planes are determined using the
Scheimpflug criterion (Jähne, 2012)
tan(θ′) = −m tan(θ), (4.8)
where θ′ is the angle between the focal and lens plane, θ the angle between the sensor and
lens plane and m the magnification factor. In this setup, the magnification factor is around
0.625 and the tilt-shift adapter has an angle of 4◦. Therefore, the lens plane is tilted by
9.5◦ and the resulting total angle between focal and lens planes is 13.5◦.
4.6 Triggering
In this section, the trigger scheme used in the fetch experiment is explained. The scheme is
sketched in Fig. 4.13. In the proof-of-principle experiment, a trigger was not needed, since
only the LIF camera was read.
In order to synchronize the measurements of all three imaging techniques, the lasers
and cameras must be triggered. For the triggering, two function generators are available,
providing two trigger outputs each. A problem in this context is that the maximum expo-
sure time of the camera used in the LIF setup is reduced when an external trigger source
is applied. On the other hand, in order to collect as much fluorescence light as possible,
longer exposure times are favored. The problem is resolved by using the camera as the
trigger source for all other devices. Thus, the LIF camera is operated with a repetition rate
of 200Hz and its trigger output is used as the external trigger for both function generators.
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The first function generator triggers the LHC laser and camera with a TTL rectangle
signal of 200µs length with a repetition rate of 400Hz and the PSV lasers and camera with
the programmed signal with 200Hz. The programmed signal consists of a 40µs long trigger
rectangle signal followed by a 20µs break and the PSV signal for the laser, see Fig. 3.2.
The duration of the latter as well as the exposure time are adapted to the wind velocity:
the higher the wind, the shorter the signal. The lengths are chosen such that the particle
streaks in the free stream section are approximately 150 pixels long. The rectangle signal
triggers the onset of the PSV camera exposure and its timing accounts for the intrinsic,
electronically caused trigger delay time. Both the PSV and LHC signals are delayed to the
input trigger signal such that the PSV signal is positioned in the center of the exposure
time of the LIF camera and centered between two succeeding LHC triggers. This ensures
that the PSV and LHC methods do not interfere with each other. As the LIF camera has a
filter which has the highest transmittance in the wavelength range of the LIF fluorescence,
the light from the other lasers is not expected to disturb the LIF images.
The LIF laser is triggered by the second function generator with 49 pulses at a frequency
of 10 kHz and a duty cycle of 25%.
The trigger settings are adjusted according to the wind condition: the PSV signal fre-
quency as well as the signal delay relative to the LIF camera trigger is decreased for lower
wind speeds, while the corresponding exposure time is increased. This is done in order
to maintain the coincidence of the PSV and LIF exposures halfway between the two LHC
signals. The LHC signal is not directly affected by the wind speed. However, for lower
wind speeds, the pyranine fluorescence in the PSV images is strongly enhanced as the il-
lumination and exposure times grow. Because an overexposure means loss of information
and affects the image quality. This effect should be avoided with priority. Therefore, lower
pyranine concentrations are used for the two low wind speed measurements at the high
fetch. In order to reach similar fluorescence intensities as in the other measurements, the
LHC illumination and exposure times were correspondingly increased.
4.7 Absorption Spectroscopy
In addition to measuring the gas concentration near the air-water interface using fluores-
cence, an in situ spectroscopic setup was installed in the roof of both tanks to quantify the
SO2 concentration averaged over the whole air volume. The spectroscopic setup consists
of a deuterium lamp as ultraviolet light source, focusing optics made of quartz glass and
a USB-spectrometer (Maya 2000 Pro by Ocean Optics). The light emitted by the lamp
traverses a path of 16 cm in the Benjamin-tank and 39 cm in the Lizard-tank in the air
between two UV transmitting prisms. A detailed description of the setup at the Lizard-
tank can be found in Papst (2019).
The bulk sulfur dioxide concentration is obtained from the transmittance spectra (see
Eq. (2.62)). Because the absorbance and bulk fluorescence intensities are proportional,
these measurements provide a useful benchmark for the absolute and relative concentration
series determined from the fluorescence profiles. Figure 4.14 shows a typical lamp spectrum
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Figure 4.14: (a) Dark, lamp and transmittance spectra as well as (b) the resulting absorb-
ance spectra at sulfur dioxide concentrations of 88 ppm and 441 ppm. The
region used for the reference spectrum is highlighted in grey.
I0 and dark spectrum Idark as well as spectra at sulfur dioxide concentrations of 88 ppm
and 441 ppm on the left. On the right, the resulting absorbance spectra, computed using
the Beer-Lambert law, Eq. (2.62),






are shown for two exemplary concentrations.
Due to the limited sensitivity of the spectrometer, the high absorbance regions at wave-
lengths below 220 nm reach saturation at high concentrations. This is clearly visible in
Fig. 4.14b. Therefore, only the central spectral region between 224 and 260 nm is used for
determining the concentration from a reference spectrum. The reference spectrum used
for the analysis of all absorbance spectra is obtained from the concentration calibration
measurement (see Sec. 5.1.2).
Furthermore, the absorption cross section was deduced from absorbance measurements
at the Benjamin-tank with known concentrations and optical path length. Figure 4.8 shows
the values for the absorption cross section obtained in this study in orange in comparison




5 Calibration and Experiments
Both a geometric calibration as well as a concentration calibration were conducted. The
procedures as well as the analysis routines are described in Sec. 5.1. In Sec. 5.2, the
experimental procedures of the two conducted experiment series are delineated, including
both the reference measurements and the measurement series.
5.1 Calibration
In this section, the calibration procedures are explained. First the geometric calibration,
then the calibration of both absorbance and detected fluorescence in dependence of the
sulfur dioxide concentration are outlined.
5.1.1 Geometric Calibration
Primarily, a geometric calibration is necessary to assign to every pixel a real-world coordi-
nate. Furthermore, distortion and potential rotation owing to the orientation of a camera
relative to the object is compensated through the calibration. A rectangular plate (‘target’)
with a pattern made of crosses printed on it is used for the geometric calibration. The target
is positioned in the measurement section at the position where the UV laser beam and the
LHC and PSV laser sheets overlay, or in the case of the proof of principle measurement
series in the UV laser beam. In the latter case, the laser beam was tilted by a few degrees
in the wind plane because it exited the laser head already at an angle. Therefore, the target
was positioned in such a way that the laser beam touched the target in the whole FOV of
the UV camera.
During the calibration, the cameras are operated with longer exposure times than during
the experiment, and a light source for homogeneous illumination of the target is needed as
the blue laser sheet from above does not illuminate the vertically oriented target sufficiently.
For the geometric calibration of the UV setup, a UV light source for the illumination of
the target is needed due to strong chromatic aberration of the lens. For this, a deuterium
lamp is used in combination with a UV band pass filter. The filter still has sufficiently
high transmittance in the visible range that visible light reduces the quality of the cali-
bration picture due to chromatic aberration. Figure 5.1 (a) shows the calibration picture
when illuminated with UV light, while Fig. 5.1 (b) shows the chromatic aberration when
illuminated with visible light instead of UV light. The geometric calibration was repeated
frequently between the measurements.
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Figure 5.1: The LIF calibration picture with a) UV illumination and b) broadband visible
illumination.
The calibration images for the PSV and LHC setup are analyzed via a program written
in Matlab, the LIF calibration images with a similar program written in Python. Both
programs perform the steps summarized in the following:
First, the background intensity is quantified. Then, the image is binarized into back-
ground and not-background, such that the crosses stand out in front of the surrounding
background. The median point of each region is determined. Beginning at one point in one
corner, the pixel positions of the median points are detected. From these pixel positions
(X,Z) and the actual real-world positions (x, z), a calibration function is determined, using
the following mapping function (Raffel et al., 2007):
x = a11X + a12Z + a13 + a14X
2 + a15Z2 + a16XZ
a31X + a32Z + a33 + a34X2 + a35Z2 + a36XZ
(5.1)
z = a21X + a22Z + a23 + a24X
2 + a25Z2 + a26XZ
a31X + a32Z + a33 + a34X2 + a35Z2 + a36XZ
(5.2)
a33 = 1. (5.3)
with the 17 fit parameters aij. The parameter a33 is set equal to 1 as in Bopp (2018).
The function assigns the corresponding real-world position to each pixel position. Its
linear parts realize the perspective projection while its nonlinear parts take into account
geometric distortions by the lenses.
This calibration procedure is very robust if the calibration image has good contrast and
if no disturbing bright objects (e.g. dust) are visible in the image which could possibly be
detected as target crosses. The cross target with the camera FOV’s as well as the medium
water level is shown in Fig. 5.2.
The LHC and PSV cameras are calibrated simultaneously with the same target position.
With a larger central cross on the target, the coordinate systems of the two cameras are
matched.
Because the LIF setup has a laser beam rather than a laser sheet and the laser beam is
clearly visible in the LHC images in the water as an increase (or decrease of) the fluorescence
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Figure 5.2: Matched field of views of the three cameras (LHC: yellow, PSV: orange, LIF:
green) as the result of the calibration with the cross target. The FOV of the
LIF camera is mirrored as it looks from the opposite direction than the LHC
and PSV cameras. The mean water level as obtained from the surface detection
algorithm is marked in blue.
(see Sec. 6.3). This allows for a straightforward matching of the along-wind positions of all
three cameras. In addition, a transparent glass target with an engraved cross pattern at
the laser sheet position is imaged by all three cameras as a backup. When illuminated from
above with the blue laser sheet and from the side with the UV light source, the pattern is
visible in all three cameras. Because the green pyranine fluorescence is not clearly visible in
the LIF images due to the filter, which is transparent only in the UV, the vertical coordinate
is later matched by employing the LHC surface detection (see Sec. 6.5.2).
5.1.2 Concentration Calibration
During the proof-of-principle measurements in the Benjamin-tank, a concentration calibra-
tion was not necessary as known amounts of sulfur dioxide were introduced into the tank
for every measurement. Therefore, only the relative concentration was needed as also only
quotient images were used for the analysis with relative intensities. This was not the case
in the second measurement series as the sulfur dioxide was introduced continuously during
the experiment in order to produce an equilibrium for constant measurement conditions.
Thus, also the total concentration was of interest here. In the following, the calibration
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Figure 5.3: Concentration calibration of the Lizard-tank: Every 25th spectrum shown over
the time, yellow corresponds to high intensities while violet to low intensities.
A few minutes of lamp spectrum (region a) are followed by five successive steps
of SO2 addition (regions b to f), increasing the concentration stepwise.
measurement procedure is explained.
The calibration was conducted in the dry Lizard-tank. The spectroscopic setup was
in operation during the whole measurement. With the mass flow controller, a constant
flow of 360ml/min sulfur dioxide was added to the tank for 50 sec. This corresponds to
a concentration of 88 ppm, considering the volume of the tank. Then, an estimate of the
leakage of the tank was obtained by observing the concentration during a 25min timespan.
Thereafter, four additional doses with the same amount of sulfur dioxide were added,
increasing the concentration by 88 ppm with every step. By waiting a few minutes after
each gas addition, it was ensured that the gas was well mixed into the air. The measured
spectra are shown in an intensity plot in Fig. 5.3, with the time on the horizontal axis. In
the plot, only every 25th spectrum is shown as the spectra were recorded at a high rate.
From the spectra, the absorbance was quantified, as described in Sec. 4.7. The result is
shown in Fig. 5.4a. Because the saturation effect described in Sec. 4.7 is not relevant at
low concentrations, a mean of three consecutive spectra at the lowest concentrations was
used as a reference spectrum. For the calibration of the concentration probe, 1500 to 3000
spectra, obtained after the equilibration phase, were averaged. The result is shown by the
red lines in Fig. 5.4a. Figure 5.4b shows the sulfur dioxide concentration as a function of
the fitted absorbance factors with estimated uncertainties: The standard deviation and the
uncertainty of the fit value were added up via error propagation to an uncertainty of the
absorbance factors. For an uncertainty in the concentrations, both an error in the duration
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Figure 5.4: Results from the concentration calibration measurement: (a) Parameter from
the absorbance spectrum fits against time. (b) Resulting calibration curve with
the sulfur dioxide concentration plotted against the corresponding absorbance
parameter obtained from the spectrum fits. Linear and quadratic fits are shown
in green and orange, respectively. The uncertainties in the absorbance factors
are not depicted in (b) for better illustration.
of the inflow and the uncertainty of the volume are included. The uncertainty of the flow
as indicated in the data sheet of the mass flow controller is negligibly small compared to
the other uncertainties.
Taking into account the uncertainties, both a linear and a quadratic function were fitted
to the spectra. As the resulting parameters from the quadratic fit have larger uncertainties,
the linear function is taken as the better fit. The fit result can then be used to translate
the absorbance spectra taken during the measurements into absolute concentrations.
A similar approach was applied to the calibration of the fluorescence intensity versus the
concentration. The sulfur dioxide concentration was increased in steps of 20 ppm up to
a maximum total concentration of 200 ppm, and during the whole calibration, the gas
fluorescence was imaged. Figure 5.5 shows the resulting series of fluorescence intensity
profiles. The decrease of the intensity towards the edges of the FOV is due to vignetting
(see Sec. 6.1.1). For each step, the fluorescence intensity was averaged over one minute.
The resulting mean intensities are shown in Fig. 5.6 against the concentration. The un-
certainty of the concentration was estimated as described above, while the uncertainty of
the fluorescence intensity was calculated analogously to the uncertainty in the absorbance.
The concentration uncertainties dominate and the fluorescence intensity uncertainties are
negligible.
This measurement cannot be used as a true calibration just as the absorbance-con-
centration calibration, because the fluorescence intensity does not only depend on the
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Figure 5.5: Fluorescence intensity of the central beam column over time in a t-Z-
representation. Similar to Fig. 5.3, several dark images (region a) are followed
by captures during a stepwise increase in the concentration (regions b to k),
which leads to an increase of the fluorescence. The dark vertical stripes at
around 30min, 65min and 80min correspond to times where no images were
taken.



















Figure 5.6: The resulting fluorescence calibration curve: Fluorescence intensity versus sul-
fur dioxide concentration (blue), and the linear fit to the data (red).
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concentration, but also on the laser intensity, among others. The experiments showed that
the laser intensity varied even during one measurement. Therefore, the fluorescence-con-




Before filling the tank with water, a sequence of 1000 images without tracer and with
the laser turned off were recorded (dark images). Next, a reference measurement with a
sequence of 1000 images was carried out with the same initial sulfur dioxide concentration
as in the real measurements (100 ppm) and the laser turned on (reference images). A
constant wind ensured homogeneous mixing of the tracer in the air volume. Reference
images at different wind conditions are not necessary as the wind speed has no influence on
the reference profiles as long as the tracer is well mixed. Both dark and reference images
are averaged to reduce noise.
Measurement Series
Then, the measurement with 100 ppm SO2 in the air was repeated for 11 different wind
speeds, this time with water in the tank. The wind generator settings used for the experi-
ment correspond to reference friction velocities u∗ between 2.4 and 9.3 cm/s (Krah, 2014).
Higher winds produce too much disturbance due to waves, reducing the ability to measure
close to the interface and even to detect it. All physical variables and absorbance spectra
were logged continuously during the whole experiment. Images were recorded at 40 fps with
an exposure time of 25ms until the intensity of the fluorescence had decreased almost to
zero, implying that essentially all SO2 had been transferred to the water. This procedure




Also here, dark images and reference images were recorded, but in a different manner:
sulfur dioxide was added continuously to the dry closed tank (with the wind generator
turned on) until a certain concentration, approximately the equilibrium concentration of
the main measurements, was reached. The whole time, the LIF camera was recording
such that images at various concentrations (also at zero ppm, thus the dark image) were
obtained. At the maximum concentration, the wind generator frequency was varied for a
later evaluation of the influence of vibrations caused by the wind generator on the image
quality. In total, a few thousand images were exposed. During the whole measurement, the
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concentration was monitored with the spectroscopy setup. Neither the flow measurements
nor the height detection setup were operated as there was no water in the tank and the
flow was not of interest for this calibration. Subsequently, the tank was flushed with water
in order to cleanse it of SO2.
Measurement Series
For every experiment, the setup had to be prepared separately in order to assure identical
conditions at the beginning of each measurement. Buffer and dye were added to the fresh
water, which was cooled by the Peltier setup, and the trigger signals and camera settings
were adjusted to the wind generator setting. The spectroscopy setup was turned on as
well as all probes. In Tab. A.1, the probe data is listed. For the measurement, the three
optical setups, LHC, LIF and PSV, were operational, the sulfur dioxide flux and the particle
production were turned on. The latter was active only for a short while, a few seconds, in
order not to have too many particles in the tank. By contrast, SO2 flowed in during the
main part of measurement, for 30min, and a quasi equilibrium was established between the
influx of gas and the transfer to the water, as described by the solution of the mass balance
equations, Eq. (3.13). Depending on the wind condition, the equilibration time varied. This
is natural, since, as discussed in Sec. 3.4, the equilibration time depends on the transfer
velocity. At the lowest wind speed at low fetch, equilibration took very long. Therefore,
the flux was initially increased at the lowest wind speed at high fetch in order to reach the
equilibrium concentration more quickly, and subsequently reduced again to the targeted
value. The reason for this procedure is that the measurement time was limited by the
disk space and the most interesting part for the measurements is in the quasi equilibrium
phase. The measurement conditions and settings can be found in Tab. 5.1. Both the delay
and exposure times of the PSV setup were adjusted to the wind condition in order for the
exposure to be centered, while the LHC laser pulse duration and camera exposure time
was only extended for the last two measurements, as described in Sec. 4.6. At zero delay
at the function generator, the PSV signal is delayed to the trigger signal by 249µs. This is
an offset produced by the setup and has to be subtracted for the settings at the function
generator. The duration of each measurement was set to 20min, resulting in 240000 LIF
images, 240000 PSV images and 480000 LHC images captured for every wind condition,
resulting in at least 670GB of data.
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Table 5.1: Camera and laser settings for the fetch experiment: Wind generator frequency
W , amount of added dye, PSV signal frequency νPSV, PSV delay τPSV, PSV
exposure time ∆tPSV, LHC delay τLHC and LHC exposure time ∆tLHC. The LIF
exposure time was the same for all measurements: 4.848ms.
Fetch W Dye νPSV τPSV ∆tPSV τLHC ∆tLHC
Hz mg kHz ms µs µs µs
Low 5 57 5.5 1.58 1750 1079 200
10 90 11 1.99 900 1079 200
15 108 18 2.15 600 1079 200
20 112 25 2.21 400 1079 200
High 5 38 5.5 1.58 1750 979 400
10 81 11 1.99 900 1029 300
15 91 18 2.15 600 1079 200




In this chapter, the data processing methods and algorithms are presented. First, each of
the data sets obtained with the imaging techniques, LIF, PSV and LHC, are separately
processed. Second, the coordinate systems of the different methods are aligned before
further processing. Third, the absorbance spectra are analyzed.
6.1 LIF Analysis
During each measurement in the proof-of-principle experiment, 20000 raw images were
captured with the UV camera. In the fetch experiment, 240000 raw images were collected
for every wind and fetch condition. Every image was analyzed to obtain a vertical fluores-
cence profile, the bulk fluorescence as well as the position of the surface. In the following,
the processing method for the analysis of the LIF images is described. The processing is
programmed in Python.
For the evaluation of the raw images, (normalized) concentration profiles were obtained
by using the reference images (see Fig. 6.1 on the left). In the proof-of-principle experi-
ment, the surface position could be estimated from the concentration profiles as the signal
from the water was very bright, see Fig. 6.1 on the right, such that a simple thresholding
could be applied. This was not possible in the fetch experiment as the UV filter on the
camera absorbed the light from the pyranine fluorescence efficiently. Therefore, the surface
detection from the LHC was needed here for processing the LIF images, see Sec. 6.2.
The results from the proof-of-principle experiment have been published recently (Friman
and Jähne, 2019), therefore some figures from the publication are used in this chapter, as
mentioned in the captions.
6.1.1 Fluorescence Profiles
From Raw Images to Quotient Profiles
As formulated in Eq. (2.67) and demonstrated in the calibration measurement described
in Sec. 5.1.2, the fluorescence intensity is linearly proportional to the tracer concentration.
However, the efficiency of the optics is not equal for all pixels. For example, vignetting,
which is the reduction of the brightness of an image towards the edges, and offset values of
the pixels have to be taken into account in the analysis. Therefore, the dark images Idark





































Figure 6.1: Left: Mean reference image Iref with an arrow indicating the wind direction.
Right: Raw image I from the measurement with the lowest wind speed. The
water surface location is marked by a horizontal line. This figure was published
in Friman and Jähne (2019).
To reduce the vignetting, a ‘dry’ measurement, where sulfur dioxide is added to the
tank in the absence of water in the channel, with a uniform distribution of SO2 is used as a
reference image Iref , which is equally corrected for the background. An exemplary reference
image from the fetch experiment is shown in Fig. 6.2 where the vignetting effect is visible.
It is rotated by 90◦ relative to the one in Fig. 6.1.
In the following, the procedures to obtain quotient profiles from the raw images used for
both experiments is described.
In the proof-of-principle experiment, the background was subtracted from all images and
the resulting images were rotated to compensate for the laser tilt in the images. This
induced a slight smoothing of the image. The vertical axis was translated into distance
above the surface z by geometric calibration and surface detection with thresholding. Then,
an intensity profile was derived from every image by averaging over the central three pixels
of the beam along the wind direction. These intensity profiles were then normalized via
division by a reference profile which was derived through an analogous evaluation of a mean
reference image, averaged over 1000 reference images. This resulted in quotient profiles Q:















Figure 6.2: Mean reference image (averaged over 250 raw images) from the fetch experi-
ment. Orange stands for high and black for low pixel values. The water surface
position is at around Z = 800pixels.
In the following, the tilde symbol marks a concentration which is normalized by the refer-
ence concentration.
In the fetch experiment, the position of the laser beam in the FOV of the LIF camera
changed during the experiment due to vibrations. To compensate for this effect, the laser
beam’s x position had to be determined separately for each file of 250 images. This was
done via fitting Gaussian distributions at two z-positions, one at the center and the second
at the upper edge of the first image in each file. Since the determination of the laser beam
position in each raw image would increase the total analysis time considerably, this was
done only in the first image of each raw file. This procedure is justified since a test evalu-
ation showed that the x positions of the beam in one raw file did not vary by more than
5 pixels. As the width of the laser beam in the images obtained during the fetch experi-
ment spanned 10− 20 pixels, this procedure only resulted in fluctuations for the maximum
intensity between adjacent profiles. This was later corrected, see Sec. 6.1.1.
By assuming that the beam has a linear shape, the beam position was estimated via
fitting a linear function to the x-z coordinates obtained from the Gaussian fits. Then, for
each z-coordinate, the mean fluorescence intensity was obtained with subpixel resolution:
This was done by calculating a weighting factor according to the deviation of the calculated
x-coordinate of the center of the beam to the nearest x-pixels and thus averaging over the
three to four pixels closest to the central pixel values, applying the weighting factors. To
reduce the noise level, the profile was smoothed by averaging over three adjacent values in
z-direction.
The same procedure was applied to the mean reference image. By normalizing the
intensity profiles by the reference profile, the quotient profiles were then derived. This is
illustrated in Fig. 6.3, where the original profiles are shown in the top plot and the resulting
quotient profile in the bottom plot. The intensity quotients decrease along the laser beam
towards the surface. A continuous intensity decrease along the laser beam could be caused
by the absorption of UV laser light by sulfur dioxide, such that the laser beam intensity
itself decreases along its path through the air in the tank. However, the effect would be on
the order of 10−3 − 10−4 (according to Eqs. (2.62) and (2.63)). An estimate of the effect


















Figure 6.3: Top: Profiles from a reference image (orange) and a raw image (blue). Bottom:
The resulting quotient profile. The height grows with increasing pixel number
Z. The surface and thus z = 0 is located around Z = 800pixels.
Cutting Profiles at the Surface
The profiles are further processed by using the geometric calibration to convert the vertical
pixel scale into a physical distance above the water surface and discarding the part of the
profile, which corresponds to positions below the surface; only the air-side profile are of
interest.
In the images obtained in the proof-of-principle experiment, which were obtained without
a UV filter, the quotient intensities from the water close to the surface show a distinct
narrow peak due to reflections or scattering from the water, making the detection of the
surface via thresholding feasible. A sequence of 1000 consecutive quotient profiles from the
proof-of-principle experiment, corrected for the surface position, are shown in Fig. 6.4a.
This approach is not applicable for the fetch experiment. There, the surface elevation
data obtained with the LHC is used both to shift the z-axis such that its origin corresponds
to the mean water level and to separate the air-side profiles from the intensity from the
water (see Sec. 6.5.2).
The z-coordinate minus the coordinate of the detected surface, i.e. the real height above





Figure 6.4: Time series of (a) 1000 quotient profiles at the lowest wind speed from the
proof-of-principle experiment and (b) 1000 concentration profiles at the lowest
wind speed at high fetch from the fetch experiment. Note the different time
axes: In the proof-of-principle experiment, 1000 profiles encompass 25 s, while
at the fetch experiment, the same number of profiles correspond to 5 s.
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Figure 6.5: Bulk fluorescence intensity (blue) and bulk concentration (orange) plotted over
time. Only every tenth measured fluorescence intensity is shown for better
readability of the figure.
From Quotient Profiles to Concentration Profiles
During the fetch experiment measurements, it became evident that the fluorescence inten-
sity changed appreciably even though the concentration remained almost constant. Several
possible causes for this problem were identified. On the one hand, the laser intensity was
subject to changes, the reason of which could not be determined. On the other hand, the
laser transmission through the calcium fluoride window in the tank roof was changing due
to chemicals agglomerating on the glass (see Sec. 4.3.1). Furthermore, the evaluation pro-
cedure for obtaining the profiles induced a fluctuation of the fluorescence between adjacent
images.
Exemplarily, the bulk quotient intensity of the measurement at the lowest wind speed and
high fetch is plotted in Fig. 6.5 along with the concentration determined from the absorption
spectroscopy. While the concentration still increases slightly during the 20 minutes of
measurement, the bulk fluorescence decreases to around 70% of the initial intensity and
shows even an inexplicable peak near the end of the measurement. Furthermore, the bulk
fluorescence, even though it is averaged over the top 5 cm of each profile, fluctuates at least
an order of magnitude more than the concentration. The reason for this is probably the
profiling procedure.
Therefore, each profile is normalized by the bulk fluorescence and then multiplied by
the concentration obtained from the absorption spectroscopy, resulting in concentration
profiles. This procedure was not applied to the data obtained in the proof-of-principle
experiment because those measurements were not performed under stationary conditions.
The translation of fluorescence profiles into concentration profiles is viable only because
in the concentration calibration of the fluorescence (see Sec. 5.1.2), the assumption of a
proportionality between concentration and fluorescence has been shown to be valid.
Figure 6.4b shows a series of 1000 consecutive concentration profiles from the fetch
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Figure 6.6: Normalized concentration from two measurements with similar friction veloc-
ities from the proof-of-principle experiment (POP) and the fetch experiment
(FE).
experiment. The profiles are taken from the measurement at the lowest wind speed and high
fetch. A cautious qualitative comparison with the quotient profiles in Fig. 6.4a obtained
from the proof-of-principle measurement exhibits a rough similarity. The two figures cannot
be compared in detail because many experimental parameters were different, wind velocity,
fetch, channel height, camera exposure time to name a few.
6.1.2 Comparison of Profiles from both Experiments
The setup in the two experiments was different: the wind-wave tanks have different charac-
teristics, the camera setup changed and also the experimental procedure, for example the
addition of the sulfur dioxide to the tanks was not the same. Therefore, the measurements
are truly independent and it is of interest to compare the two data sets.
Figure 6.6 shows two mean concentration profiles from measurements at both tanks un-
der similar wind conditions. The data from the Benjamin-tank was obtained at a wind
corresponding to u∗ = (7.9 ± 0.5) cm/s as measured by Krah (2014), while the data from
the Lizard-tank was measured at a friction velocity of (7.6 ± 0.3) cm/s. The latter was
deduced from the mean wind profile at the same wind condition. In the proof-of-principle
experiment, the data was translated into quotient profiles, where the quotients are pro-
portional to the concentration, while the profiles from the fetch experiment are directly
transferred to concentration units via calibration. Therefore, the mean profiles in Fig. 6.6
are normalized by the value in the bulk to allow a direct comparison of the shapes.
It is evident that the shapes differ. The gradient of the profile from the Benjamin-tank
decreases with the height above the surface and the concentration reaches a plateau at
around zshift = 30mm, while the gradient of the profile from the fetch experiment does not
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reach zero in the FOV. The reason for this can be found in the different heights of the
tanks, the Benjamin-tank having only a height of 10 cm while the Lizard-tank ’s height
is 23 cm. This induces that the influence of the roof on the wind field is stronger in the
proof-of-principle measurements than in the fetch experiment. Furthermore, the wind field
in the Benjamin-tank is not as homogeneous as in the Lizard-tank. This effect has to be
considered when analyzing the profiles from the two experiments.
Still, the profiles in the boundary layer are similar on a qualitative level.
6.1.3 Profile Fitting
From the fluorescence (or concentration) profiles, several quantities can be determined,
most importantly for this study the transfer velocity and the mass boundary layer thickness.
The transfer velocity can be obtained from the proof-of-principle experiment by either
observing the bulk fluorescence over time and fitting an exponential function to it, analo-
gously to the evaluation of the absorbance, as described in Sec. 6.7. Furthermore, two model
functions can be fitted to the mean profile to determine the transfer velocity averaged over
the measuring time, as well as fitted to the single profiles to obtain instantaneous transfer
velocities.
In the following, the fitting procedure is described. It is applied both to the quotient
profiles in the proof-of-principle experiment and to the concentration profiles, obtained
from the fetch experiment.
Single Profiles
Through fitting single concentration profiles, data on instantaneous transfer velocities and
boundary layer thicknesses can be obtained.
As defined in Eqs. (2.41) and (2.44), the transfer velocity is proportional to the concen-
tration gradient at the surface and inversely proportional to the concentration difference
between surface and bulk. In Sec. 2.3.2, it was shown that the mean concentration close
to the air-water interface can be represented by the first few terms in a Taylor expansion
in z. In the air and at low wind velocities as applied in this experiment, the water surface
can, as noted in Sec. 2.3.2, be approximated with a rigid wall. Then, the Taylor expansion
approximation for a rigid wall, Eq. (2.57) contains polynomial terms of zeroth, first and
fourth order. Under the assumption that the same function is valid for single profiles very
close to the interface, the polynomial
c(z, cs, c1, c2) = cs + p1z + p2z4 (6.2)
is fitted to the single profiles within a fit region to bes defined below. The fit parameters
cs and p1 correspond to the concentration and the concentration gradient at the surface,
respectively. The fit parameter p2 is not relevant for the calculation of the transfer velocities.
In Friman and Jähne (2019), a polynomial including zeroth, first and third order terms
was fitted to the proof-of-principle data. However, the difference between the results ob-
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Figure 6.7: A single concentration profile obtained for the second highest wind condition at
low fetch (black), fitted with the polynomial function, Eq. (6.2) (turquoise), (a)
in linear representation and (b) in a semi-logarithmic plot with a logarithmic
scale on the z axis. The fit range is marked in gray and the mass boundary
layer thickness is marked by a red vertical line.
tained by fitting a polynomial with the third term being of third or fourth order is negligibly
small.
For the proof-of-principle experiment, the lower limit of the fit region was set to the
position of the minimum of the profile a few pixels above the water surface. Since the influ-
ence of the water was much stronger in the fetch experiment, 6 pixels above the minimum
position was chosen as the lower fit limit.
For the upper limit, the height corresponding to the dimensionless thickness of the the-
oretical mass boundary layer z+∗ = z∗ u∗/ν = 11.7 was chosen (Townsend, 1976), while for
the friction velocities u∗ the values derived from the mean wind profile determined in the
corresponding measurement were employed, see Sec. 6.4.4. Consequently, the upper limit
depends on the friction velocity and thus on the wind condition.
The concentration (or quotient) gradient at the surface was determined from the gradient
at z = 0, i.e. the value of the fit parameter p1. The concentration (or quotient) at the
surface was identified as the value for cs determined in the fit and for the bulk concentration
(quotient), the concentration value at z+ = 50 was used. Subsequently, the transfer velocity
and the mass boundary layer thickness were calculated using Eq. (2.44).
In Fig. 6.7, a single concentration profile from the fetch experiment is shown, along with
the polynomial fit plotted in turquoise and the fit range in gray. The results are presented
both in a linear as well as in a semi-logarithmic plot, where the region of interest, namely
the boundary layer, is more clearly represented.
By fitting a series of profiles from every condition at both experiments, a statistic of the




Also the mean concentration profiles were fitted to obtain a mean transfer velocity. In
the case of the proof-of-principle experiment, only 1000 profiles obtained at the maximum
concentration were averaged for the mean profile because the bulk concentration decreased
very quickly during the measurements at the highest wind speeds. Since the measurements
during the fetch experiment were conducted in a quasi-equilibrium, all 240000 profiles
obtained from the LIF images were averaged to obtain the mean transfer velocity for each
measurement. Due to the averaging, the fluctuations were suppressed in the mean profile.
Moreover, by subtracting the mean profile from each single profile, fluctuation profiles were
obtained.
The mean quotient profiles from the proof-of-principle experiment were fitted with a










z′ − z∗ tanh z′z∗
)dz′, (6.3)
with the fit parameters c˜1 = cs/cref and c˜2 = −j/cref . The mass boundary layer thickness
was set to z∗ = 11.7ν/u∗, which was also the upper fit limit even though Deacon (1977)
states that this equation is valid up to z+ = 50. The reason for using a lower upper limit on
the fir region is due to the fact that the wind field in the Benjamin-tank was not ideal, as
discussed in Sec. 6.1.2. For the friction velocities, the values obtained by Krah (2014) were
used. The lower fit limit was the same as for the single profile fitting. Using Eq. (2.36),
the transfer velocity was calculated from the fit results:
k = c˜2
c˜b − c˜1 = −
j/cref
c˜b − c˜s (6.4)
with the bulk concentration c˜b = c˜(z+ = 50).
For the fetch experiment, a different function was employed, which included the mass
boundary layer thickness as a fit parameter:




D + κ11.7 ν
z∗
(
(z′ − z0)− z∗ tanh (z′−z0)z∗
)dz′. (6.5)
A further fit parameter z0 was added, to account for errors in the determination of the
surface elevation. Thus, the fit function in Eq. (6.5) has four fit parameters: c1, c2, z∗ and
z0.
As the model is valid for 0 < z+ < 50 (Deacon, 1977), the upper fit limit was z+ = 50,
while the lower fit limit was again the same as for the single profile fitting. The transfer
velocity can directly be derived from the fit result for z∗ via the definition of the mass
boundary layer, Eq. (2.44).
Figure 6.8 shows the mean concentration profile obtained for the lowest wind condition at
high fetch with the model fit. Again, the plot is shown both in linear and semi-logarithmic
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Figure 6.8: The mean concentration profile from the lowest wind condition at high fetch
(black), fitted with Deacon’s model function Eq. (6.5) (orange) and the poly-
nomial fit (turquoise), both in (a) linear and (b) semi-logarithmic plots. The
fit range for Deacon’s model is marked in gray, while the mass boundary layer
thickness is marked with by the vertical line.
representation. Because the Deacon model is only valid in the case of a stationary state,
the fit of the Deacon model could not be applied to the single profiles.
Furthermore, the mean profiles were also fitted with the polynomial fit as described for
the single profiles in the previous section, yielding values for the mean transfer velocities,
too.
Absorption by Sulfur Dioxide
As discussed in Sec. 2.4.1, light traversing a medium is in general subject to absorption.
Therefore, the light intensity decreases exponentially along the path. Since fluorescence is
proportional to the intensity of the impinging light, see Eq. (2.67), the intensity of the LIF
signal drops with decreasing z not only due to the decreasing concentration, but also owing
to absorption. One idea to quantify the impact of the absorption on the profiles would be
to estimate the absorption from the concentration profiles, but those are obtained from the
fluorescence profiles which already include the effect. Furthermore, the determination of the
exact value of the absorbance is not straightforward because the absorption cross section
spectrum and the laser spectrum were measured with different resolutions. Therefore,
the absorption effect is not easy to quantify from the profiles themselves and a different
approach is chosen to estimate the effect for every measurement condition in the fetch
experiment.
Using a model concentration profile according to Deacon’s model and Beer-Lambert’s
law, see Eqs. (2.62) and (2.63), a realistic model fluorescence profile for estimating the
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Figure 6.9: (a) The normalized fluorescence intensity profile I˜f , neglecting the absorption
(black) and taking the absorption into account (orange), using Eq. (6.6). (b)
The deviation of the two functions in (a), normalized by the realistic model
profile with the not neglected absorption.
effect of absorption was constructed, using Eq. (2.67):













· c(z) with z′ = zmax − z. (6.6)
Because the values of a few constants in Eq. (2.67) as well as the real initial laser intensity I0
at the top of the air-space in the tank are unknown, a normalized intensity was considered.
Furthermore, a mean absorption cross section σ = 2·10−19 cm2 was assumed for the estimate
and the normalized initial intensity I˜0 was set to unity. For the concentration profile c(z),
the Deacon model, Eq. (6.5), with the fit results from fitting the mean concentration profiles
was applied. The integral in Eq. (2.65), which is the exponent in the Beer-Lambert law, was
approximated by a step function with n steps of length 0.1mm. For zmax, the maximum z
in the FOV of the LIF camera was chosen: 36mm.
The realistic model profile was then compared to the idealized model profile with σ = 0
which is directly proportional to the concentration profile according to Deacon’s model
function. In Fig. 6.9a, both functions are shown, while the deviation is given in Fig. 6.9b,
normalized by the realistic model profile. The maximum difference between both functions
was 0.75%. Then, both the polynomial fit function, Eq. (6.2), and the Deacon model,
Eq. (6.5), were fitted to the model profiles to estimate the effect of the absorption on
the transfer velocities. The comparison of the transfer velocities from both model profiles
showed that the absorption effect affected the transfer velocities from the fits by less than
1%. Because the uncertainties of the transfer velocities from the fits are larger, the absorp-
tion effect can be neglected.
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Figure 6.10: (a) LHC raw image with detected surface (red). (b) Measured intensities in
the central column (at X = 256) with the detected surface (red) in a t-Z-
representation. This data is from the measurement at highest wind speed
condition at the high fetch measurement section. Yellow stands for high in-
tensities, dark purple represents low intensities. The bright parts represent
the fluorescence from the water. In both figures, the Z-axis is limited to the
interesting region.
As the concentrations were much smaller in the proof-of-principle experiment, the effect
was assumed to be much smaller here, even negligible, and therefore, those measurements
were also not corrected for absorption.
6.2 LHC Analysis
The data obtained with the LHC setup for measuring the surface height is analyzed with
a Matlab-algorithm written by K. Schwarz in her bachelor thesis. The output of the
algorithm is a surface height profile for every image with sub-pixel precision. A brief
summary of the algorithm is given in the following, for a detailed description see Schwarz
(2016).
First, the LHC raw image is smoothed with a narrow binomial filter, then the average
background level is determined by averaging the topmost part of the image. The back-
ground threshold is set to the background level plus 20 times the standard deviation of the
whole image. Only the image pixels with values above this threshold are further analyzed,
the background is eliminated. A binary image containing the selected pixels is eroded and
dilated, i.e. the regions of interest are smoothed by eliminating small zones (e.g. from dust)
and closing holes. Then, a vertical gradient filter is applied to the preprocessed image,
the maxima of the gradient image regarding the binary image are found, and thereby the
surface position for each pixel column is determined.
In Fig. 6.10a, an exemplary raw image from the highest wind condition at the high fetch
measurement section with the detected surface is shown. The wind direction is from right
to left. In the image, the higher pyranine fluorescence caused by the UV laser is visible in
the center of the image. Figure 6.10b shows a t-Z-plot of the column at the position of the
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Figure 6.11: Intensity plot showing the detected water elevations (a) for the same measure-
ment condition as Fig. 6.10, the highest wind speed, and (b) for the second
lowest wind speed, both at high fetch. Yellow stands for positive, dark purple
for negative surface elevations relative to the mean water level.
UV laser.
In Fig. 6.11, a series of consecutive water height profiles as detected by the LHC al-
gorithm are shown in an intensity plot, at two different measurement conditions. The left
figure shows an example for how this plot should ideally look like with a clean signal: a
characteristic pattern composed of diagonals. Here, one diagonal of high intensity corres-
ponds to a wave crest moving with the time from the right to the left side of the image.
By contrast, the right figure exhibits less distinct diagonal features at a lower wind, as well
as additionally discrete lines. The cause for this, pyranine bleaching, is discussed in the
following section. However, it is worth to notice that the waves at high and low winds seem
to have the same speed as estimated from the tilt of the diagonals.
6.3 Pyranine bleaching
The dye pyranine has high absorbance in the ultraviolet range of the spectrum, see Fig. 4.11,
and the illumination with UV light causes fluorescence. However, at high intensities and
long continuous exposures to ultraviolet radiation of the LIF laser, the pyranine molecules
are subject to photolysis and a bleaching effect occurs (see Kiskin et al. (2002), and Nairn
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Figure 6.12: Coincident (a) LHC and (b) PSV raw image with the detected surface (red)
from both algorithms at the second lowest wind condition at high fetch. In
both figures, the vertical axis is limited to the region of interest and multiple
streaks of lower fluorescence intensity are visible.
and Forster (2015), where the dye’s photostability was quantified during exposure to sun-
light).
This effect is visible both in the images of the PSV and LHC camera, see Fig. 6.12, and
causes surface detection problems, especially at low wind speeds, because the fluorescence
intensity is reduced by bleaching. In the figure, the surface as detected by the corresponding
algorithm is marked in red. It is clear that the detection is error-prone as the physical
surface is expected to be smooth at these low wind speeds. In Sec. 6.5.1, the procedure
applied to the erroneous surface detections is described.
As the surface water flows along with the wind, the darker regions generally follow, so
that the water containing the bleached dye is mixed into the surrounding water. Sometimes,
however, the non-fluorescent regions pursue other trajectories, as visible in Fig. 6.12a, even
moving in both directions away from the location of the UV laser.
6.4 PSV Analysis
The PSV data is analyzed using a Matlab algorithm written by M. Bopp in his PhD
project with the aim to extract various flow characteristics from the particle images. The
purpose of the measurements in his thesis was to extract shear stress profiles in the bound-
ary layer and possibly even shear stress partitioning. As the purpose in this project is
different, the determination of instantaneous wind vector fields in the area of interest for
the LIF-measurement section is sufficient. Thus, only the first part, including the particle
detection and position and vector quantification, of the existing algorithm is needed for
the analysis. Figure 6.13 illustrates the results of the algorithm, the surface and streak
detection. The description of the algorithm in the following sections largely follows the





















Figure 6.13: PSV raw image (a) and the results from the PSV algorithm (b): the detected
surface in red and streaks in green. The intensity range is adjusted for better
visualization.
6.4.1 Algorithm
The data is saved in raw-files with 250 images, each. Each image is analyzed with the
algorithm, resulting in the position of the detected surface as well as the position, length
and orientation of the streaks.
Thresholds
For the processing, two thresholds are needed: one for the detection of the particles and
one for detection of the surface. The thresholds are obtained by fitting a function to the
histogram of the gray values, denoted g, of the first image of a raw file. Typically, the
histogram shows two distinct peaks, a narrow one in the background and a wide one in the
range of the brighter pixel values corresponding to the surface and the underlying water.
The streaks are only a few pixels per image and are thus too few to be distinguished from
either the surface or the background in the histogram. Consequently, the fit function to
the histogram of the gray values consists of two Gaussian distributions









with the fit parameters ai, µi and σi for the background (b) and the surface (s) parts of
the histogram. The thresholds for the particles gp and the surface gs are then calculated
from the fit parameters as
gp = max(b1σb, b2µb), (6.8)
gs = s(µs + µb) (6.9)
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with the parameters b1, b2 and s set manually before the evaluation is started. For most
of the evaluations, the values were b1 = 4, b2 = 1.5 and s = 0.15, however sometimes they
had to be adjusted to improve surface and particle detection for exceptional illumination
conditions, e.g. for the low wind speed measurements where the surface was very bright.
This procedure is repeated for every 12000 images (corresponding to one minute of meas-
urements) to reduce the effect of fluctuations of the pyranine fluorescence due to bleaching
or changes of the pH value.
Preprocessing
First, the background is detected in order to separate it from the streaks. The background
image is obtained by applying a median filter of 9×9 pixels’ size to the raw image, blurring
fine structures like the particles, but leaving the surface nearly untouched, as it already
extends vertically over several pixels. Then, those pixels in the raw image, which deviate
from the median image by more than the threshold for particle detection, are replaced by
the corresponding values in the median image, resulting in a background image, which is
smoothed with a binomial filter.
The surface position is first estimated via the threshold gs. As the surface extends over
several pixels due to the non-zero width of the laser sheet and the high camera resolution,
the maximum of the vertical gradient of the pixel values close to the first surface estimate
is determined as the surface height. This information is stored for later evaluation.
Now, the background image is subtracted from the raw image and the pixel values below
the surface are set to zero, yielding a preprocessed image, reduced to the region of interest,
the air above the water, and ideally containing only particle streaks.
Orientation Field
The ‘particle image’ obtained in the last step is then further processed to extract a direction
field along which the particle streaks are going to be collected. This was done by applying
the structure tensor on the particle image, yielding an orientation vector in every pixel, i.e.
the angle of the orientation.
Streak Detection
Now, the image is prepared for the main processing: the identification of the streaks. First,
the particle threshold as defined before the evaluation, see above, is applied to the image,
yielding a binary image. The binary image is then dilated, i.e. the connected areas with
pixels above the threshold (‘1’) are expanded, being identified and marked as detections.
Depending on the length of the streak, several detections can belong to one streak: the
separate peaks of the signal, or, separated by the gap, the two parts of the signal. Therefore,
those detections belonging to one streak are connected, using the orientation field: From
one detection object, in steps of 0.5 pixels, all detections in both directions along the local
orientation vector are collected, up to a maximum streak length limit.
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Figure 6.14: Streak profile (blue) with smoothed curve (green) on the left with the
wavelength spectrum resulting from the FFT on the right. The wavelength
with the highest peak is taken as the estimate for the PSV frequency. The
figure is taken from Bopp (2018).
Profile Extraction
The next step is the determination of the direction and length of a streak, i.e. its velocity
vector. A linear fit is applied to the streak pixels, weighted by their gray values, resulting
in the direction of the streak. Along the line, the gray values are extracted in steps of 0.5
pixels, as weighted means of the adjacent pixels, yielding the streak gray-value profile.
Profile Fitting
A first estimate of the wavelength of the streak (in pixels) λstreak is the maximum of
the frequency spectrum of the gray-value profile from the application of a Fast-Fourier
Transform (FFT) algorithm. The latter is applied to the profile minus a highly smoothed
profile in order to eliminate long wavelengths. This procedure is illustrated in Fig. 6.14,
where the profile, the smoothed profile and the FFT result are shown. The maximum of
the FFT λfft is a good first estimate for the wavelength, i.e. the length of one period of
the PSV signal in pixels, corresponding to 1/9 of the streak length, for longer streaks. For
shorter streaks, the FFT does not yield a reliable result.
Finally, the PSV signal is fitted to the profile in the form of model profiles with different
wavelengths. Those model profiles were generated with wavelengths λfit between 0 and 20
pixels in steps of 0.05 pixels and projected with a resolution of 0.5 pixels, simulating the
limited camera resolution.
All streaks are fitted with model streaks with wavelengths ranging 0.9λfft < λfit < 1.1λfft,
while streaks shorter than the threshold streak length lthresh = 75 px are additionally also
fitted with all model streaks with streak lengths up to λthresh = 1/9 lthresh. This makes the
fitting procedure slower, but also more accurate for shorter streaks.
The real profile is compared to the group of model profiles, oriented in both direc-
tions (both ‘upwind’ and ‘downwind’) and the best correlation with the lowest normalized
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Figure 6.15: Streak profile (blue) with best (red) and second best (black dotted) fit on the
left with the residuum for each wavelength on the right. The results from the
FFT and the end result where the residuum is minimal are marked. The figure
is taken from Bopp (2018).
residuum Θ,
Θ =
∑ |gmodel,i − gprofile,i|∑
gmodel,i
(6.10)
gives the wavelength and also the direction of the particle movement as the fit result for
the streak. Fig. 6.15 shows the fit results for one streak including the residuum.
In summary, the PSV algorithm output is the detected surface (for comparison with the
LHC surface detection) and the position, i.e. the position of the centroid of a streak,
direction and wavelength of the detected particle streaks in each picture. From the latter
data of the particles, the velocity vectors can be determined.
6.4.2 Secondary Particles
In the fetch experiment, a phenomenon was observed which posed a problem to the PSV
algorithm: During the measurements, an increasing number of very light streaks, much
smaller and thus fainter than the NH4Cl particles, occurred. In the following, those scat-
tering centers will be called ‘secondary particles’, even though they could be either droplets
or particles. The secondary particles were particularly disturbing at low wind speeds close
to the water surface, see Fig. 6.16b. The reason might be the high intensity of the fluores-
cence from the water in long exposures of the PSV camera, see Fig. 6.16a from the beginning
of the measurement, where the background intensity is increased close to the surface. As
they occurred in very high densities towards the end of the measurements, the algorithm
had problems to separate these particles from the background and from the real particles.
To illustrate this, the incorrectly identified streaks are colored white in Fig. 6.16b (the
selection process is described in the next section). It is obvious that the number of false
streaks increased compared to the beginning of the measurement. Also, the bright water
surface enhanced the background brightness close to the surface such that the secondary
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Figure 6.16: PSV raw images from the lowest wind speed measurement at low fetch, (a)
from the beginning and (b) from the end of the measurement. The detected
surface (red) is shown as well as the correctly (green) and incorrectly identified
streaks (white). The intensity range is limited for better illustration. Also,
the bleaching effect is visible in the fluorescence from the water in (b).
particles could not be eliminated by applying a simple threshold. Particles very close to the
water surface interfere with the surface detection algorithm, thus causing incorrect iden-
tifications in the PSV images, which is again illustrated in Fig. 6.16b where the detected
surface has ‘jumps’.
The cause for these particles has so far not been clarified. A possible explanation in
analogy to atmospheric chemistry is the following: The UV laser light and the UV spec-
troscopy setup produce ozone from oxygen via photo dissociation. The ozone can react
further via two ways. In pathway one, the ozone molecule is again split into an oxygen
molecule and a separate oxygen atom by the UV light of the spectroscopy setup, which then
reacts with water to two hydroxyl radicals. The latter react with sulfur dioxide to sulfuric
acid. In the second pathway, ozone directly reacts with sulfur dioxide to form oxygen and
sulfur trioxide, which then forms sulfuric acid with water. In both cases, ozone plays a
key role and the end product is sulfuric acid which is very hydrophilic and therefore acts
as a condensation nucleus where water molecules are adsorbed, producing aerosol particles
which appear as secondary particles in the images.
Another possibility is that the particle production in the mixing cell is not 100 % effi-
cient and that therefore also gaseous ammonia enters the air in the tank and reacts with
sulfur dioxide to ammonium sulfite which again can act as condensation nuclei for droplet
production. These droplets could also be the cause for the secondary particles.
The reactions are in analogy to the formation of fine particulate matter (secondary
inorganic aerosols) in the atmosphere which is controlled by the abundance of the reactive





Figure 6.17: Histogram of all detections (a) and the detections passing the selection criteria
(b) from the measurement at high wind and low fetch.
6.4.3 Eliminating Erroneous Detections
The PSV streak detection algorithm is not perfect: non-ideally imaged particles can be
detected, but the fits might not work well for all streaks. In particular, incorrect identifica-
tions are caused by the secondary particles as discussed in the previous section. Therefore,
it is important to sort the streaks identified by the detection algorithm according to their
fit quality before the data is further analyzed. Figure 6.17a shows a histogram of all de-
tections in one measurement over their vertical position in the image (z in pixels) and the
wavelength obtained from the signal fit, which corresponds to 1/9 of the streak length. The
mean logarithmic profile as expected from theory is visible, but also a high number of obvi-
ously incorrect identifications are visible. In general, also negative horizontal velocities are
possible, especially close to the water surface behind waves with heights significantly larger
than the mass boundary layer thickness where airflow separation occur in the lee of the
wave, see for example Buckley and Veron (2018). However, the conditions at the present
experiments had much lower wind speeds and thus, negative horizontal wind speeds should
not occur. Consequently, negative wavelengths correspond to streaks detected flying in the
direction opposite to that of the wind and are therefore incorrect identifications.
Close to the water surface at low z-values, high densities of secondary particles cause
detections of clusters of several particles as one streak, as seen in Fig. 6.16b. These wrong
detections are found in the histogram at z ≈ 400 − 450 px and varying wavelengths.
Generally, the secondary particles cause a high number of wrong detections, as discussed





Figure 6.18: The residuum Θ (a) and the difference of the two best fit residua ∆Θ (b) plot-
ted over the streak wavelength for every 50th detection from the measurement
at high wind and low fetch. The detections passing both selection criteria are
plotted in green, the others in black. The red lines marks the threshold func-
tions by Bopp (2018) while the blue lines represent the threshold functions
employed in this experiment.
However, also the streaks farther away from the surface can be incorrectly fitted, e.g.
when only one peak of the PSV signal is fitted as one streak. This causes the detection of
short streaks with 1/9 of the mean wavelength at the corresponding z-position as visible
in Fig. 6.17 as vertical lines looking like an echo of the logarithmic profile.
Those wrongly processed particles can be identified and eliminated by setting selection
criteria on the fit residuum Θ and a second parameter which is characteristic for the qual-
ity of the detection: ∆Θ is the difference of the residua of the best fit and the second best
fit, the latter being generally one with the same (or similar) wavelength as the best fit, but
in the opposite direction. For example, for short streaks, the direction might be hard to
determine, thus resulting in a small difference between the two residua. Low values for Θ
and high values for ∆Θ indicate reliable detections and good streak fits.
Bopp (2018) determined wavelength-dependent functions for the two parameters by eval-
uating the overall quality of fit of the algorithm through the analysis of a simulated data
set. As the real parameters of the simulated streaks were known, a fit to the limit between
good and bad detections in the distributions of Θ and ∆Θ over the wavelength resulted in
two functions. Using those functions on the PSV data produced here resulted in ‘holes’ in
the streak histograms, similar to those observed by Kühlein (2019). The conclusion is that
the residua have different distributions in the two experimental setups. Therefore, a new
approach was used.
Again, the thresholds were chosen as functions of the wavelength. A first assumption
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was that generally, due to the occurrence of secondary particles close to the water surface,
see Fig. 6.16b, short streaks are less efficiently detected and fitted than long streaks, but
also that more short streaks are detected than long ones. However, also long streaks were
detected in those high streak density areas close to the surface, because of several streaks
being detected as one. These detections typically showed high Θ values and close to zero
∆Θ values.
The routine for the determination of the selection rules is the following: The detections
were separated in bins according to their wavelengths, each bin having the width ∆λ = 0.1
px. Then, a discrete approximation of the cumulative distribution function (CDF) was
determined at the bin centers and interpolated. Finally, the threshold value was set to the
Θ and ∆Θ values which fulfilled
FΘ = f1 + f2 λ, f1[0.01, 0.1], f2[0.015, 0.045], (6.11)
F∆Θ = f3 − f4 λ, f3[0.6, 0.9], f4[0.025, 0.04]. (6.12)
The values for the parameters f1 to f4 had to be adjusted for every measurement in order
to produce reasonable looking wind distributions. In other words: for increasing λ, the
threshold for the residuum increased, such that higher values of Θ were accepted, while the
threshold for the difference residuum decreased, leading to also lower difference residua to
be accepted. For higher wavelengths, λ > λthresh, a constant threshold was used for both
Θ and ∆Θ.
In Fig. 6.18, the two fit quality variables Θ and ∆Θ as functions of the streak wavelength λ
for one measurement are shown. The threshold functions are plotted in blue, in comparison
to the functions that were used by Bopp (2018), shown in red. It is obvious that using the
functions by Bopp (2018) would eliminate much more ‘good’ streaks.
Figure 6.17b shows the result of the sorting routine: only the expected form remains
(even though also detections in this area were eliminated) with a very small number of
wrong detections passing the selection rules.
In few measurements, where the wrong detections close to the water surface due to
secondary particles were not completely eliminated by the Θ and ∆Θ thresholding, a zshift-
dependent threshold was used to eliminate those wrong detections. The thresholds are
shown with a red dashed line in the histograms in Figs. 7.1 and 7.2, showing the resulting
horizontal wind histograms. The detections below the thresholds were rejected.
The outliers at larger heights above the water surface were eliminated by making a
shortest coverage approach: the shortest λ-interval ‘covering’ the sum of 95% of the de-
tections is selected, the outliers are rejected. The shortest coverage interval borders are
marked in Figs. 7.1 and 7.2, with red lines. By averaging over the resulting horizontal ve-
locities in the 95% intervals, mean wind profiles were obtained, which are marked in these
plots by the black lines.
6.4.4 Mean Wind Profile Fitting
The mean horizontal wind profiles obtained in the previously described step were used to
determine both the friction velocity u∗ and the roughness length z0 for every measurement.
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Figure 6.19: Mean wind velocity profile from the measurement at the second highest wind
condition at low fetch with the logarithmic fit (red), with (a) linear and (b) log-
arithmic zshift axis. The fit range is marked in gray.









with the fit parameters u∗ and z0 to the mean wind profiles. According to literature, see
for example Kundu, Cohen and Dowling (2015), the logarithmic function represents the
real profile well for z+ > 30. Thus, the lower limit of the fitting interval should be z+ = 30.
However, with this fit, u∗ should be determined but the scaling of z+ depends on u∗.
Therefore, an iterative fitting routine was applied where not only the logarithmic function
but also the lower fit limit z+ = 30 was fitted in each iteration step. For the initial guess
for the friction velocity, estimates from the measurements in Friedl (2013) were used. The
fitting procedure was iterated ten times. This was sufficient, since the values for the fitting
parameters u∗ and z0 converged quickly. For an estimate of the uncertainty of both fit
parameters, the fit was repeated with the lower fit limit varied by ± 1mm. The maximum
deviation of the parameters was adopted as the uncertainty.
In Fig. 6.19, the mean wind velocity profile is shown together with the fitted logarithmic
function for one examplary wind condition.
6.5 Combination Analysis
The data obtained from all three measurement techniques in the fetch experiment need
to be combined. The procedure is described in this section. First, the PSV and LHC
coordinates were aligned comparing the surface detections of the two algorithms. For each
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PSV and LIF exposure, the two LHC surface data sets taken just before and just after
were averaged and then aligned with the PSV data. Then, the curvilinear coordinates
were calculated for the PSV particles. Thereby, the particle vectors are transformed into
real-world velocity vectors.
Second, the LIF profiles were aligned to the LHC coordinate system. After this step, all
three measurement techniques are spatially and timely synchronized and are in real-world
coordinates.
Third, the PSV and LIF data are compared, to obtain simultaneous and collocated
concentration and wind fluctuations.
6.5.1 PSV and LHC
This evaluation step was programmed in Matlab by M. Bopp. The first step is the evalu-
ation of the surface data obtained from the LHC algorithm. The result from the geometric
calibration, the transformation functions, Eqs. (5.1) to (5.3), were used to transform the
smoothed LHC surface data to real world coordinates. Also some outliers were eliminated
with thresholding.
Then, the surface data as detected by the PSV algorithm was transformed to real world
coordinates. Furthermore, the LHC surface data was averaged for the PSV times, i.e. two
LHC surface profiles were averaged to obtain the LHC surface profile at the time of the
PSV (and LIF) image capture. As the trigger signals were adjusted in such a way that the
PSV capture lies exactly in the center between two LHC signals, both LHC signals were
weighted equally.
Now, the mean of the surface data, which might be tilted, was subtracted from all data
in order to correct for the mean water level. The PSV surface data was then compared to
the corrected LHC surface data in order to eliminate an offset in both x and z direction,
which might be caused by smaller calibration errors. Fig. 6.20 shows an exemplary LHC
surface profile with the corresponding PSV surface profile after alignment.
The curvilinear coordinates (see Sec. 3.3.1) were then calculated, using only the simple
shift transformation, Eq. (3.5). The declining shift transformation is needed only when the
wave height is much larger than the viscous boundary layer thickness which was not the
case under the wind conditions used of this experiment. Thus, the particle coordinates were
transformed to zshift by means of the geometric calibration, see Sec. 5.1.1. Furthermore,
the velocity vector for every particle was calculated in real-world coordinates.
As mentioned above in Sec. 6.3, the pyranine undergoes bleaching by the UV laser
light which possibly disrupts the detectable fluorescence at the water surface and thereby
prevents correct surface detections by both PSV and LHC. At low wind speeds, this effect
occurs in a higher percentage of the images than at higher wind speeds. Therefore, the data
sets at the two lowest wind speeds were evaluated differently than the high-wind data. As
there were no considerable waves at those wind conditions, the surface was approximated
with a linear fit for η(x) for every image, smoothing away wrong detections of the surface
due to the pyranine bleaching. The resulting coordinates were then used in the subsequent
analysis in the same manner as the surface detection data.
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Figure 6.20: Surface detected by the LHC algorithm averaged for the PSV and LIF time
(black) with the corresponding PSV surface (blue), after the alignment.
6.5.2 LIF and LHC
The transformed LHC surface data was then used in the analysis of the LIF data obtained in
the fetch experiment, because in the latter, no surface detection was possible (see Sec. 6.1).
First, the surface data at the position of the UV laser beam was compared to the raw,
uncorrected LIF profiles in order to eliminate an offset due to the geometric calibration.
Then, the LIF profiles were shifted, using the coordinate transformation deduced in the
previous step for the UV laser’s x position.
Figure 6.21 shows the result of the LIF height correction: a sequence of quotient profiles
from two LIF measurements at the lowest and highest wind condition at low fetch. It is
evident that the light originating from the fluorescence underwater, which is also much
brighter than the bulk intensity of the SO2 fluorescence, is not usable for surface detection
purposes. Especially at high waves, the fluorescence shifts and is not constant while at the
lowest wind condition, its distribution in relation to the surface is more or less similar in
adjacent profiles.
Still, the fluorescence profiles can be used to manually adjust timing and spatial offsets
because the waves are nevertheless still visible in the profiles. Furthermore, the good
agreement of the profiles with the surface elevation obtained with this approach for low
wind speeds, as described in the previous section, shows that this procedure is justified.
Another striking feature of the profile sequences shown in Fig. 6.21 is that the thickness
of the boundary layers and the corresponding gradients are very different. This is discussed
further in Sec. 7.3.
After this step, all three visualization techniques are synchronized, geometrically and
timely. With the height corrected, the z axis is transformed into the zshift axis by subtracting




(a) 5 Hz, low fetch
(b) 20 Hz, low fetch
Figure 6.21: A series of LIF profiles obtained from the measurements at the (a) lowest and
(b) highest wind conditions at low fetch after the height correction, with the
mean water level in red and the surface elevation from the LHC analysis in
white.
6.5.3 LIF and PSV
The LIF profiles give continuous concentration values for the whole z axis in every image,
but the PSV technique does not yield continuous wind profiles. Therefore the following
procedure was applied: First, only those particles whose streak traverse or ‘touch’ the UV
laser beam were selected for further analysis as only the local wind field around the laser
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position is important for the analysis. This was done by sorting those particles out whose
central x-coordinate minus the x-position of the laser at the z-position of the particle
is larger than half their length in x-direction. Then, for every ‘beam particle’, the LIF
concentration c at the corresponding height was determined. The fluctuating concentration
c′ was calculated by subtracting the mean concentration c¯ at the corresponding height from
c. The concentration fluctuations could then be correlated with the corresponding vertical
wind fluctuations.
6.6 Wave Analysis
In order to study the phase dependence of several variables, e.g. the transfer velocity and the
viscous boundary layer thickness, the surface elevation data obtained from the processed
and averaged LHC data (see Sec. 6.5.1) from the two highest wind conditions were analyzed
with respect to the wave properties. For the analysis of the phase dependence, the phase
of the dominant wave is needed. The following procedure is based on the wave evaluation
in Bopp (2018).
First, the dominant wave frequency fd had to be derived from the time series of the local
surface elevation at each x position. The power spectral density (PSD) for every x position
was calculated and then averaged. The dominant wave frequency was then obtained from
the maximum of the spectrum. The result is listed in Tab. 6.1. As expected, the dominant
frequency decreases for higher wind conditions and higher fetch.
Table 6.1: Dominant wave frequencies for the four highest wind measurements at the fetch







Second, a Fourier based band pass filter was applied to the elevation time series with the
frequency range being [0.5, 1.5]fd.
Finally, a Hilbert transformation of the filtered signals at each x position yielded the
local dominant amplitude and phase at each time step. Thus, the phase and amplitude of
the waves at the UV laser position could be derived. The results are shown exemplarily
for the measurement at highest wind speed and high fetch in Fig. 6.22 with the surface
elevation and the dominant wave height. When a wave traverses the measurement section,
first its ‘front’ is visible, the leeward side of the wave. Here, a wave’s phase is defined as
[−pi, 0] for the windward side of the wave from trough to crest, and [0, pi] on the leeward
side from crest to trough.
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Figure 6.22: (Top) Surface elevation (blue) at the UV laser position with dominant wave
height (black) obtained via the Fourier band pass filter and the amplitude
of the dominant wave as an envelope (red) from the Hilbert transformation.
(Bottom) The phase of the dominant wave from the Hilbert transformation.
6.7 Spectra Processing
The transmittance spectra recorded with the absorption spectroscopy setup were evaluated
with the following procedure to yield a time series of the absorbance or concentration. As
described in Sec. 4.7, a dark and lamp spectrum as well as the transmittance spectrum
were used to obtain the absorbance spectrum. The latter was then fitted with a model
containing three components: a reference absorbance spectrum absref(λ), an array with
linear dependence of the wavelength lin(λ), and an offset a0:
absmeas(λ) = a2 absref(λ) + a1 lin(λ) + a0, (6.14)
with the fit parameters a2, a1 and a0. The latter two components are necessary to com-
pensate for changes in the lamp spectrum or intensity (Krall, 2013). The fit parameter a2
corresponds to the fitted mean absorbance at the time of the measurement which was then
further used for the mass balance fits. Thus, with this fitting routine, a mean absorbance
time series was calculated for every measurement.
In the fetch experiment, a concentration calibration as described in Sec. 5.1.2 was per-
formed, thus enabling the translation of the absorbance values to bulk concentration values.
The absorbance or concentration time series were then fitted with the modeled concen-
tration functions as determined from the mass balance method, see Sec. 3.4.
Equation (3.11) was fitted to the absorbance series obtained from the proof-of-principle
experiment. Two exemplary absorbance time series are shown in Fig. 6.23, one from the
lowest and one from the highest wind condition. The fit function is plotted in red, showing
very good agreement. It is evident that the exponential decay of the absorbance is quicker
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Figure 6.23: The absorbance as a function of time as obtained by the evaluation of the
absorption spectra (blue), for the (a) lowest and (b) highest wind speeds in
the proof-of-principle experiment, along with the fitted function from the mass
balance calculations, Eq. (3.11). The gray areas mark the 25 seconds time
window where the LIF data was averaged for the mean profiles.
at high wind than at low wind. Furthermore, directly after the addition of the sulfur dioxide
at t = 0, the absorbance (and thus the concentration) oscillates strongly until the tracer is
well mixed into the air volume.
The concentration data from the fetch experiment were fitted with Eq. (3.13). In
Fig. 6.24, two exemplary concentration time series, one from the lowest wind condition
at high fetch and one from the highest wind condition at low fetch, are shown along with
the corresponding fit function. Also here, the fit function matches the data quite well. In
comparing the two graphs, the different equilibration times, i.e. the times until the sys-
tem has reached the quasi-equilibrium, are directly visible: at the lowest wind condition,
the equilibrium concentration was still not reached after 40min even though the SO2 flux
was adjusted to reduce the equilibration time (see Sec. 5.2.2), while at the highest wind
speed, the equilibrium concentration was reached already after around 15min. This is also
discernible in the decay after turning the sulfur dioxide flow off when the concentration
decreases exponentially.
It was decided not to fit the decay function, Eq. (3.11), to this part of the time series
because with time, the humidity in the tank increased and thus also the possibility of water
condensation on the prisms of the spectroscopic setup, despite the fact that the tank water
was being cooled. At some measurements, especially at high winds, this reduced the height
of the transmittance spectra drastically in the course of the measurements. Therefore, only
the beginning of the measurements was used for the fits.
The naive uncertainties of the fit parameters given by the fit algorithm were very small,
because of the high number of data points and the good agreement between the data and
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(a) 5 Hz, high fetch












(b) 20 Hz, low fetch
Figure 6.24: The concentration as a function of time as obtained by the evaluation of the
absorption spectra (blue), for the (a) lowest and (b) highest wind speeds at
the two fetches in the fetch experiment, along with the fitted function from
the mass balance calculations, Eq. (3.13). The gray areas mark the 20-minutes
time windows where the LIF, PSV and LHC data were analyzed, assuming a
quasi equilibrium state.
the model. Even the fit applied to the measurement where the SO2 flux was changed
yielded reasonable fit results and a reliable value for the transfer velocity. However, the fit
results depend on the fit limits as well as the input parameters: the surface area A and
the air volume Va have the largest uncertainties which should not be neglected. Thus, to
get a better estimate of the true parameter uncertainties in dependence of the fit limits,
the fits were repeated with the lower fit limit being increased by 1min. This reduced the
data points in the critical part of the distribution at the beginning of each measurement
where the change of concentration is the fastest. This procedure yielded more realistic
uncertainties of 1 to 5%. To estimate the influence of the input parameters A and Va on
the uncertainties, the fit was repeated with varying combinations of A±dA and V ±dV . The
largest deviations from the transfer velocities obtained without uncertainties were around




In this chapter, the results from the analysis of the data obtained in this project are
presented.
To better understand the mass and momentum transport mechanisms, the wind condi-
tions needed to be characterized. This was done by evaluating the wind profiles and ob-
taining the friction velocity and roughness length from the mean wind profiles, see Sec. 7.1.
One of the main focuses of this thesis was to obtain transfer velocities from various
sources. Four methods to determine either instantaneous transfer velocities or the transfer
velocity averaged over a whole or part of an experiment were applied in this study:
1) The bulk fluorescence was evaluated with a mass balance method in the proof-of-principle
experiment to obtain a global mean transfer velocity, averaged over the respective experi-
ment.
2) The absorbance as obtained from absorption spectroscopy was analyzed with a mass
balance method, too, yielding the mean global transfer velocity of a measurement.
3) The mean concentration or quotient profile of a measurement was used to obtain a local
mean transfer velocity via fitting a model function.
4) The single concentration or quotient profiles were fitted with a polynomial and a model
function to calculate the instantaneous local transfer velocities.
The methods 2), 3) and 4) were applied in both experiments. The methods are separated
into global and local techniques: The first two methods yield globally averaged transfer
velocities, averaged over the total water area, all fetches and wind conditions present at
different locations in the wind tank. The results from the global methods and both exper-
iments are given in Sec. 7.2. In contrast, the profile fitting methods give rise to mean local
and instantaneous local transfer velocities. The local transfer velocities are presented in
Sec. 7.3.2. In Sec. 7.3.3, the global and local transfer velocities are compared qualitatively.
The comparison of the concentration data from both experiments is given in Sec. 7.4.
Furthermore, the concentration and wind data were analyzed with respect to their fluctu-
ations, see Sec. 7.5.
The measurements at the highest wind conditions, where waves occurred, were also
evaluated with respect to the modulation with the phase of the dominant wave. This was
done by including the wave analysis of the respective surface elevation data. In Sec. 7.6,




In Sec. 6.4, the evaluation of the PSV data is described. The resulting horizontal velocities
are shown as histograms in Figs. 7.1 and 7.2. In the z-direction the bins have a width of
0.1mm. Also shown are the 95% coverage intervals as well as the mean of the data points
in the intervals.
The general shape of the histograms satisfies the expectation of logarithmic dependence
on z with a linear component close to the water surface. It seems that the procedure adopted
to eliminate the erroneous detections yields smooth and homogeneous distributions. The
histograms can be compared with the histograms in Kühlein (2019), where measurements
at the same wind conditions and similar fetches at the Lizard-tank were conducted. The
same PSV and LHC setup was used there as well. Those measurements were evaluated
with the old filtering procedure by Bopp (2018), resulting in holes and irregularities in the
distributions caused by the filtering procedure and a non-optimal choice of the threshold
streak length lthresh (see also Sec. 6.4.1). As a consequence, the mean profiles exhibit bends
in the region where the profiles should be linear according to the theoretical description,
discussed in Sec. 2.2.1. Furthermore, lower PSV signal frequencies were applied at all wind
conditions which also reduces the efficiency of the PSV algorithm. Finally, the pyranine
concentration and the alkalinity of the water were different, inducing different surface
detection efficiencies. And also, the issues with pyranine bleaching due to the UV laser
and secondary particles were not present at the previous measurements. Therefore, a
detailed comparison of the profiles from the previous study to the ones obtained here
cannot be performed, only the overall shape and the shape at higher zshift can be compared.
The histograms in the zshift-bins are seemingly tilted, the maximum value not being in
the center of the 95% interval, resembling a skewed Gaussian distribution. The width
of the histograms per zshift-bin increased with increasing zshift for low wind conditions.
However, with increasing wind velocity, the width of the histograms close to the surface
increases, probably because of the onset of waves. With increasing fetch, the overall width
of the distributions per zshift-bin increased, and with increasing wind generator setting,
also the maximum wind speed in the bulk increased. All those general observations are in
accordance with the measurements in Kühlein (2019).
As Kühlein (2019) applied only the PSV and the LHC methods, the occurrence of sec-
ondary particles did not pose a problem for his measurements. Still, in the immediate
vicinity of the surface, the mean wind profiles deviate from the theoretical expectation.
Similar irregularities of the mean profiles in the vicinity of the surface occur in the
profiles of this study, independent of the fetch. However, the cause of these irregularities
is presumably different. At the low wind conditions (5 to 10Hz), the high density of
detections in the lowest 0 to 2mm causes a bend in the linear region of the profile. At
15Hz, this effect is smaller, but still visible. The two measurements at the highest wind
condition, 20Hz, show no increased density of detections at the surface. Probably due
to the filtering procedure, the high fetch measurement shows even a distinct decrease in
the number of detections at low u-values near the surface. Still, at both fetches, the
mean wind profiles show better linearity in the boundary layer than the profiles at lower
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(a) 5 Hz, low fetch. (b) 5 Hz, high fetch.
(c) 10 Hz, low fetch. (d) 10 Hz, high fetch.
Figure 7.1: Histograms of the horizontal wind-speeds u for the height above the water sur-
face zshift, measured at the two lowest wind speeds at low fetch (a, c) and high
fetch (b, d) in the fetch experiment. The water level (zshift = 0) is marked with
a white line, while the 95% coverage interval at each height bin as well as the
mean of the interval are marked with red and black lines, respectively. In a
few measurement conditions, where erroneous detections in the vicinity of or
directly at the surface were not properly sorted out by the selection criteria de-
scribed in Sec. 6.4.3, a threshold was applied to eliminate them. This threshold
is marked by a red dashed line.
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(a) 15 Hz, low fetch. (b) 15 Hz, high fetch.
(c) 20 Hz, low fetch. (d) 20 Hz, high fetch.
Figure 7.2: Histograms of the horizontal wind-speeds u for the height above the water sur-
face zshift, measured at the two highest wind speeds at low fetch (a, c) and high
fetch (b, d) in the fetch experiment. The water level (zshift = 0) is marked with
a white line, while the 95% coverage interval at each height bin as well as the
mean of the interval are marked with red and black lines, respectively. In a
few measurement conditions, where erroneous detections in the vicinity of or
directly at the surface were not properly sorted out by the selection criteria de-
scribed in Sec. 6.4.3, a threshold was applied to eliminate them. This threshold
is marked by a red dashed line.
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(a) 5 Hz, low fetch. (b) 20 Hz, high fetch.
Figure 7.3: Histograms of the vertical wind-speeds w for the height above the water surface
zshift, measured (a) at the lowest wind speeds at low fetch and (b) at the highest
wind speed at the highest fetch.
wind speeds. The influence of erroneous surface detections due to pyranine bleaching is
difficult to estimate. Generally, the influence should be larger at lower wind speeds, as
discussed in Sec. 6.3 and shown exemplary in Fig. 6.11.
To summarize these qualitative considerations: The general shape of the histograms and
the mean wind velocity profile are in accordance with the expectations from theory and
previous measurements. In the logarithmic layer, the measurements seem reliable and can
be utilized in further analysis. However, in the vicinity of the surface, irregularities oc-
cur both in the histograms and the mean velocity profiles, caused by secondary particles,
erroneous surface detection and the evaluation algorithm. Consequently, further work is
needed to obtain reliable profiles in the viscous boundary layer.
Besides the horizontal wind velocities, the PSV algorithm also derives vertical wind ve-
locities from the particle streak images. Examplarily, the resulting histograms from two
measurements are plotted in Fig. 7.3. The mean vertical velocity vanishes at each height
while the fluctuations grow with the height above the water surface.
7.1.1 Mean Wind Profiles
For better comparison of the mean profiles in all experimental conditions, they are shown
together in Fig. 7.4, both with the zshift axis in linear and logarithmic representation. As



































Figure 7.4: Mean wind velocity profiles from all eight measurements obtained from the fetch
experiment, with the abscissa (a) in linear and (b) logarithmic representation.
The results obtained at low fetch (LF) are shown by full lines, the ones at high
fetch (HF) by dashed lines.
theoretical expectation, i.e. a linear shape close to the interface and a logarithmic profile
farther away. All of the low wind profiles (5 to 10Hz) show a deviation from the linear
behavior in the viscous boundary layer due to the experimental difficulties.
In the plot, the fetch dependence of the mean wind profiles can be directly analyzed.
For the lowest wind conditions, the profiles at the two fetches match very well, though the
high fetch data lie a bit below the low fetch data. Still, this difference is in the range of
the uncertainty of the mean wind values and could also be due to low statistics in some
measurements.
For the higher wind conditions, it is apparent that the profiles from the high fetch
measurements show lower velocities than the profiles at low fetch. This contradicts the
wind profile measurements in Friedl (2013), where the maximum wind speed increases with
the fetch. However, those measurements were conducted with a Pitot tube, which cannot
be positioned to close to the water surface due to the risk of being hit by waves. Especially
at high winds, this could lead to incorrect wind velocity estimates because the profiles do
not extend down to the interesting part, the viscous boundary layer.
As the results of Kühlein (2019) also show slightly decreasing maximum wind speeds with
the fetch for measurements at three fetches, the explanation might be found in the algorithm
or in physical processes. Further studies with better statistics than in the measurements
in this thesis and in the previous experiment are needed to resolve this issue.
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Figure 7.5: Mean wind velocity profiles from all eight measurements at the Lizard-tank (a)
with the corresponding logarithmic fits (red) and (b) in dimensionless coordi-
nates, both with the abscissa in logarithmic representation. In (b), the function
u+(z+), Eq. (2.31), for the turbulent diffusion model is plotted as a thick gray
line.
7.1.2 Friction Velocities
From the shape of the mean horizontal wind profiles and the implications discussed above,
it is evident that the friction velocities from Friedl (2013) cannot be used in this study.
Therefore, the friction velocities were determined from the mean wind profiles of this study.
As described in Sec. 6.4.4, the mean wind profiles were fitted with a logarithmic function to
obtain the friction velocities and the roughness lengths. Another possibility to obtain the
viscous shear stress would be to use the gradient at the surface, see Eq. (2.25). However,
this method is not applicable in the present context, since, as discussed in the previous
section, the shape of the profiles in the viscous boundary layer are not reliable. The wind
profiles and their logarithmic fits are shown in Fig. 7.5a with the abscissa in logarithmic
representation.
In Figs. 7.6a and 7.6b, the two fit variables resulting from the fits are presented. The
values are listed in Tab. A.2. The friction velocities do not show a clear fetch dependence,
as the data for both fetches have similar values and their uncertainties overlap. This is in
disagreement with the results of in Friedl (2013) (also shown in Fig. 7.6a) where the friction
velocity increases with the fetch. Nevertheless, the overall shape is similar as the friction
velocity increases with the wind generator frequency. The values obtained in this study lie
between the ones of previous measurements. The dependence of the roughness length on
the wind generator setting shown in Fig. 7.6b exhibits a characteristic shape, similar to a
shifted parabola with a minimum around 13 to 14Hz.
The roughness length as a function of the friction velocity is plotted in Fig. 7.6c. Fur-
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Figure 7.6: Results of the logarithmic fits of the mean wind profiles: (a) the friction veloci-
ties with data from Friedl (2013), and (b) roughness lengths. (c) The roughness
length as a function of the friction velocity with a parametrization for z0(u∗)
(gray) (Edson et al., 2013).








with the gravitational acceleration g and the Charnock coefficient αCh. The latter is given
in a wind-dependent formulation as:
αCh = mCh U10N + bCh (7.2)
with the empirically determined parameters mCh = 0.0017m−1 and bCh = −0.005. Equa-
tion (7.1) consists of a smooth part (the first summand) and a wave part (the second
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summand). The wind speed at 10m height is adjusted to neutral conditions, U10N , is









As z0, αCh and U10N are interdependent, z0 was calculated selfconsistently by an iteration
in 50 steps.
The parametrization underestimates the data for u∗ < 0.1m/s and overestimates the
data for u∗ > 0.1m/s. This is explained by the fact that the parametrization was derived
empirically from ship measurements on the ocean with much larger fetches than would be
possible in the linear wind-wave tanks employed in this study. Therefore, the waves in
the tanks are not comparable to those at similar wind conditions on the ocean and the
overestimate of the roughness lengths at larger friction velocities is expected.
Still, the general shape is similar and also comparable to simulated data in Varlas et al.
(2018). First a decrease to a minimum, then an increase again with increasing friction
velocity. This characteristic shape is understood in terms of a thinning of the viscous
boundary layer, causing a reduction of z0(u∗), followed by the onset of waves, which in-
duces an increase of the roughness. This is in accordance with the observations that the
first waves occur at the medium wind generator setting 15Hz, implying that the wave re-
gime starts here.
In Fig. 7.5b, the mean wind profiles are plotted in dimensionless coordinates, where the
friction velocities obtained from the data are used. According to theory, see Sec. 2.2.1, the
profiles should collapse onto the model curve, which is shown in the figure by the thick gray
line, when using the dimensionless coordinates. The profiles generally lie below the curve
but are relatively close, and the bend in the bridge layer between the linear and logarithmic
profiles is approximately at the same position as in the model curve. The reason for the
underestimation might be found in the PSV analysis procedure. Moreover, it is evident
that the profiles measured at the highest wind deviate the most from the others, while
the rest are relatively similar. This is probably also due to waves occurring at those wind
speeds.
7.2 Global Transfer Velocities
Two of the four methods applied in this study to determine transfer velocities make use
of the bulk concentration, i.e. the concentration in the well mixed layer above z+ = 50.
The absorbance, measured with a spectrometer, and the fluorescence in the bulk, deduced
from the LIF images, were analyzed with the mass balance method. The resulting transfer
velocities are plotted in Fig. 7.7, while the data obtained for the fetch experiment is listed
in Tab. A.2. In the case of the Benjamin-tank, the data is plotted against the local friction
velocities measured by Krah (2014), while for the fetch experiment, the friction velocities















Figure 7.7: The transfer velocities as a function of the friction velocity, as measured with
the bulk methods, in a double logarithmic plot: Absorbance (Abs.) and Bulk
Fluorescence (Bulk Fl.). Crosses represent values measured during the proof-
of-principle experiment (POP), while diamonds show results from the fetch
experiment (FE). Also the parametrizations by Deacon (1977) (D1977) and
Mackay and Yeun (1983) (MY1983) are plotted in gray. The bars representing
the uncertainties in u∗ and k were left out for better visualization. The un-
certainties are around 10% for the fetch experiment (see Tab. A.2) and much
smaller for the proof-of-principle experiment.
wind conditions. As globally averaged friction velocities were not available, the averaging
over the data from two fetches was the best possibility to obtain an estimate of the globally
averaged transfer velocity. Also, two parametrizations for the transfer velocity as a function
of the friction velocity are shown: the model by Deacon (1977), see Eq. (2.53), and a model
by Mackay and Yeun (1983):
k(u∗) = 0.1 + 46.2 · 10−3 u∗ Sc−2/3. (7.4)
To calculate the Schmidt number for SO2, for the kinematic viscosity of air the value ν =
15.3mm2/s (Kadoya, Matsunaga and Nagashima, 1985) and for the Diffusion coefficient
of SO2 in air the value D = 14.442mm2/s was calculated (Yaws, 2014). Thus, a Schmidt
number of Sc = 1.06 was found.
Before interpreting the data, it should be noted that the transfer velocities from the
two bulk methods are averaged over the water surface, while the friction velocities were
measured locally. Thus, global values are compared to local values. However, the global
transfer velocities as a function of the local (or averaged over the two fetches for the fetch
experiment) friction velocities are in accordance with the parametrization by Mackay and
Yeun (1983). The data from both experiments match and are consistent with a linear
relation between u∗ and k.
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The global transfer velocities can be compared with field measurements conducted by
Porter et al. (2020) at similar friction velocities. The values from the field study are lower
than the ones obtained in this study. This is consistent with the expectation from Mackay
and Yeun (1983) that measurements in the field might yield lower values for k than in the
lab.
7.3 Concentration Profiles
The fluorescence images obtained from the LIF data were analyzed as described in Sec. 6.1.
The procedure resulted in one instantaneous concentration profile per time step, i.e. 240000
profiles per measurement condition. This is different from the statistics of the PSV method
where around 10-20 particle streaks per image were detected. Clearly this is not sufficient
for extracting instantaneous wind profiles. This has to be kept in mind when comparing the
data and analyzing the fluctuations, see Sec. 7.5. In Figs. 7.8 and 7.9, the concentration data
from the eight different measurement conditions of the fetch experiment are shown: Single
profiles from every minute are plotted exemplarily to visualize the fluctuating character of
the single profiles, while the mean profile averaged over all 240000 measurements is shown
in black. For a similar histogram depiction of the concentration as in Figs. 7.1 and 7.2 for
the horizontal wind velocities, see Figs. A.6 and A.7.
The following qualitative observations are made: The maximum concentration in the
bulk is similar in all measurements and characterizes the equilibrium between the adjusted
influx of sulfur dioxide and the flux into the water. However, the bulk concentration is
obtained from the absorbance as described in Sec. 6.1.1, and is thus not further evaluated
here. With increasing wind, the fluctuations seem to decrease. This could be due to
increasing frequencies of the eddies compared to the exposure time of the LIF camera,
which is kept constant for all measurements, causing a reduction of the amplitude of the
fluctuations due to smoothing. The fluctuations decrease towards the surface, which is
expected as the wind profile is laminar in the viscous boundary layer. Also, the mean
concentration profiles are smoother at higher wind speeds.
All the above observations can also be made on the so-called ‘curtain’ plots in Sec. A.3.
There, a series of 1000 profiles is shown for every measurement condition. In that depiction,
the decrease of the turbulent structure with increasing wind field is clearly discernible.
Since sulfur dioxide has a very high solubility at the pH value prepared for the measure-
ments, the concentration should collapse to nearly zero with decreasing height above the
surface. However, this layer could not be resolved in the experiment because the light from
the water was disturbing the fluorescence signal from the sulfur dioxide in the air.
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(a) 5 Hz, low fetch. (b) 5 Hz, high fetch.
(c) 10 Hz, low fetch. (d) 10 Hz, high fetch.
Figure 7.8: Concentration profiles from every minute, measured at the two lowest wind
speeds at low fetch (a, c) and high fetch (b, d) from the fetch experiment.
The profile in black represents the average over all 240000 profiles (equal to 20
minutes of measurement). The different colors represent single profiles.
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(a) 15 Hz, low fetch. (b) 15 Hz, high fetch.
(c) 20 Hz, low fetch. (d) 20 Hz, high fetch.
Figure 7.9: Concentration profiles from every minute, measured at the two highest wind
speeds at low fetch (a, c) and high fetch (b, d) from the fetch experiment.
The profile in black represents the average over all 240000 profiles (equal to 20
minutes of measurement). The different colors represent single profiles.
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Figure 7.10: Mean concentration profiles from all eight measurements of the fetch experi-
ment, with the abscissa (a) in linear and (b) in logarithmic representation. The
results obtained at low fetch (LF) are plotted as a full line, the ones at high
fetch (HF) as a dotted line. In (b), the abscissa is in dimensionless coordinate
z+, defined using the friction velocities deduced from the wind profiles. Also
shown by the gray thick line is the result of the turbulent diffusion model.
The concentration is in (a) normalized by the concentration at the 20 topmost
pixels and in (b) by the bulk concentration at z+shift = 50.
7.3.1 Mean Concentration Profiles
The mean concentration profiles from every condition in the fetch experiment, which are
shown in black in Figs. 7.8 and 7.9, are plotted together in Fig. 7.10. In Fig. 7.10a, the
concentrations are normalized by the concentration averaged over the top 20 pixels. This
representation enables the evaluation of the bulk transport: already in Figs. 7.8 and 7.9, it
was evident that the profiles from the low wind conditions at low fetch show a different shape
than the ones at higher fetch and higher wind. For the first set of profiles, a nearly constant
bulk concentration is reached at around zshift = 20mm for the low wind conditions, while
all high fetch profiles and the profile from the measurement at 20Hz at low fetch increase
continuously in the FOV. The reason for this is so far not understood.
In Fig. 7.10b, the abscissa is the dimensionless z+shift = zshiftu∗/ν and is plotted in logar-
ithmic scale. The concentration is here normalized by the bulk concentration at z+shift = 50.
From the turbulent diffusion model, which was used to fit the mean concentration profiles
in Sec. 6.1.3, it was expected that the profiles in dimensionless coordinates would match,
all having the same shape, namely Eq. (2.51). This function is shown in the figure in gray.
All profiles except three follow the model curve for z+shift < 100. The three outliers consist
of the two highest wind measurements at both fetches and the high fetch measurement at
the second lowest wind condition. The latter varies from the theoretical curve only in the
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boundary layer region which can be understood in terms of light emitted from the dye in
the water degrading the fluorescence signal close to the surface. As was the case for to the
wind velocity profiles, the two measurements at the highest wind conditions deviate from
the others. An explanation could be found in the onset of waves at those wind conditions.
This issue was discussed in more detail in Sec. 7.1.
The shape of the mean concentration profiles in the bulk region, above approximately
z+shift = 100, begin to deviate. This could be due to the onset of the wake part of the profile.
According to the models, the turbulent layer extends to around z+ = 104, but the limited
height of the tank restricts the wind field. Consequently, the deviations might be caused
by the limited height of the tank.
7.3.2 Local Transfer Velocities
From both the mean and the single concentration profiles, local transfer velocities were
obtained. The mean profiles were fitted with both a polynomial function and the Deacon
model function (see Sec. 6.1.3), while the single profiles were only fitted with the polynomial
function because the Deacon model is valid only under stationary conditions (see Sec. 6.1.3).
This was done for both experiments.
The following notation is introduced for the local fit methods: PM stands for transfer
velocities obtained from fits of the mean profiles with the polynomial function and DM for
transfer velocities obtained from Deacon model fits to the mean profiles, while PS denotes
k’s obtained by averaging over the transfer velocities obtained by fitting single profiles from
one measurement with the polynomial function.
The results from the mean profile fits are shown in Fig. 7.11a together with the para-
metrizations by Deacon (1977) and Mackay and Yeun (1983). The data from the proof-of-
principle experiment is underestimated by the models, while the data from the fetch ex-
periment spread evenly around the parametrizations. Interestingly, the Deacon fit yielded
smaller values relative to the values from the polynomial function for the proof-of-principle
data, with the opposite trend for most of the fetch experiment data.
In Fig. 7.11b, the transfer velocities resulting from averaging over 1000 measurements in
the case of the proof-of-principle experiment and 12000 in the case of the fetch experiment,
which were obtained from single profile fits, are plotted. Again, the parametrizations
underestimate the proof-of-principle data, while the data from the fetch experiment is
distributed around the model functions. The transfer velocities obtained for the fetch
experiment with all three fit methods is given in Tab. A.2.
The uncertainties were omitted in Fig. 7.11a because they were negligibly small, but can
be found in Tab. A.2 for the fetch experiment data. In the second figure, the standard
deviations of the single, instantaneous transfer velocities are shown as error bars. As
expected, they are much larger for the fetch experiment because the exposure times were
shorter. Longer exposure times induce averaging over a larger number of turbulent eddies
and smoothing of the profiles.
Furthermore, the error bars grow with the increasing friction velocity. For the highest





























Figure 7.11: The local transfer velocities as a function of the local friction velocity, in double
logarithmic plot: from (a) mean profile fits and (b) single profile fits. The mean
profiles were fitted with the Deacon model (DM) and the polynomial function
(PM), while the single profiles were only fitted with the polynomial function,
where the mean of the single transfer velocities is plotted here (PS). POP
stands for proof-of-principle experiment and FE denotes the fetch experiment.
Also the parametrizations by Deacon (1977) (D1977) and Mackay and Yeun
(1983) (MY1983) are plotted in gray. In (a), the uncertainties of u∗ and k
were suppressed for better visualization. The uncertainties are less than 5%.
In (b), the vertical uncertainty bars represent the standard deviations of the
single transfer velocities.
physical reason but to the fact that light from the fluorescence in the water distorted the
lower parts of the fluorescence profiles and induced a reduction of the fit ranges, which
were already narrow due to higher winds and thinner boundary layers. Using fewer pixels
for the fit increases the uncertainties of the estimated parameters.
Still, the mean values of the instantaneous transfer velocities match reasonably well with
the model functions and the values obtained by the mean profile fitting. Actually, for the
measurements obtained at the highest wind speeds, the transfer velocities obtained from
the fits to the single profiles agree better with the model functions than the values deduced
from the mean fits. This is not expected, since the mean concentration profiles of these
two measurements in dimensionless coordinates deviate from the other data (see Fig. 7.10b).
As the friction velocities from the eight measurements at the Lizard-tank do not show
a fetch dependence, the same is expected for the transfer velocities, since according to the
transfer models (see Sec. 2.3) the transfer velocities should be proportional to the friction
velocities. Figure 7.12 shows the local transfer velocities obtained in the fetch experiment.


















Figure 7.12: The local transfer velocities from the fetch experiment as a function of the
local friction velocity, in double logarithmic scale: The mean profiles were
fitted with the Deacon model (DM) and the polynomial function (PM), while
the single profiles were only fitted with the polynomial function (PS). LF
stands for low fetch and HF for high fetch. The parametrizations by Deacon
(1977) (D1977) and Mackay and Yeun (1983) (MY1983) are plotted in gray.
The bars representing the uncertainties in u∗ and k were left out for better
visualization. The same data is shown as in Fig. 7.11, with the marker color
denoting the fetch.
is visible in the graphs. Contrary to the measurements by Kunz and Jähne (2018), who
observed an overshoot of the water-sided part of the heat transfer velocity at low fetches,
no fetch effects are found here for the air-side controlled transfer.
The ability of the fit algorithm to determine instantaneous transfer velocities from single
concentration profiles is assessed by comparing the spread of the single transfer velocities
around the mean value with the uncertainty of the mean value. This is shown in Fig. 7.13,
where two histograms of single transfer velocity measurements in each experiment are
shown. The uncertainty is illustrated with a Gaussian distribution with a width of the av-
erage uncertainty of the single fits. In both cases, the mean fit uncertainty is smaller than
the width of the histogram. Consequently, the single fit algorithm yields reliable instantan-
eous transfer velocities for both experiments. The data shown in Fig. 7.13 is representative
for the other measurements. The conclusions made above are valid for all measurements.
Even though the measurements in Fig. 7.13 were conducted under similar wind conditions
with comparable friction velocities, the width and the shape of the histograms differ. This
is probably due to better statistics and shorter exposure times in the fetch experiment.
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Figure 7.13: Transfer velocities resulting from the single profile fitting from both experi-
ments, shown in histograms: (a) 1000 transfer velocities from the highest wind
condition of the proof-of-principle measurement (u∗ = 9.3 cm/s) and (b) 12000
transfer velocities from the second lowest wind condition at low fetch of the
fetch experiment (u∗ = 13 cm/s). The mean values are marked with a vertical
line. Gaussian distributions with a width equal to the mean fit uncertainty of
the single fits are plotted in red. Note the different scales on the horizontal
axis. Figure (a) was published in Friman and Jähne (2019).
7.3.3 Comparison of Local and Global Transfer Velocities
In Fig. 7.14a, the transfer velocities obtained with all four methods are shown. It is evident
that all values match both model functions. A different depiction where the global and
local methods are separated by color, is shown in Fig. 7.14b. In this depiction, it is evident,
that the global methods coincide with the parametrization by Mackay and Yeun (1983),
while the local methods do not show a clear preference for either of the two proposed
parametrizations.
Moreover, the data from the proof-of-principle measurement show a different tendency.
The interpretation that the locally measured transfer velocities overestimate the results
averaged over the whole water surface is invalidated by the data from the fetch experiment
which is plotted against mean friction velocities obtained by averaging over values from










































Figure 7.14: The transfer velocities obtained with all four techniques in the proof-of-
principle (POP) and fetch experiments (FE): Bulk fluorescence (Bulk Fl.),
absorbance (Abs.), polynomial fit (mean: PM, and single: PS) and Deacon
model fit (DM). Also the parametrizations by Deacon (1977) (D1977) and
Mackay and Yeun (1983) (MY1983) are plotted in gray. In (a), the color code
matches the method (see legend), while in (b), the global methods are marked
in orange and the local methods in petrol.
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Figure 7.15: Mean concentration and horizontal wind profiles from two measurements, (a)
the second highest wind condition at low fetch and (b) the highest wind con-
dition at high fetch, in dimensionless coordinates. The dimensionless concen-
tration c+ is multiplied with the model bulk value at z+ = 50, as given in
Eq. (7.5).
7.4 Comparison of Mean Concentration and Wind Profiles
The mean wind and concentration profiles have been evaluated separately and were dis-
cussed in Secs. 7.1.1 and 7.3. They match the prediction of the turbulent diffusion model
reasonably well, with the exceptions of the data from the two highest wind speeds. In
dimensionless coordinates, the model functions describing c+(z+) and u+(z+) are given by
Eqs. (2.31), (2.51) and (2.52). If the Schmidt number is nearly one, as is the case for sulfur
dioxide, it can be set to one. The aim is to examine whether c+(z+) = (c(z+) − cs)/cb =
(u(z+) − us)/ub is valid for the data. Since u+(z+) = (u(z+) − us)/u∗, c+ needs to be
normalized with the bulk wind speed in dimensionless coordinates, u+b = ub/u∗,
c+(z+)u+b = u+(z+). (7.5)
In Fig. 7.15, two exemplary data sets are shown with the proper normalization. Fig. 7.15a
shows the dimensionless mean concentration and wind profiles from the measurement at the
second highest wind condition at low fetch as an example for data which matches the model
curve well. By contrast, in Fig. 7.15b the corresponding data from the measurement at high
wind and high fetch is plotted, where both mean profiles deviate from the theoretical profile.
The concentration data lies above the theoretical curve, while the wind data lies mostly
below. More measurements at high wind conditions are necessary to find an explanation
for this finding.
From both the wind and the concentration profiles, the parts close to the surface which
are under influence of light from the water were removed. It is evident that close to the
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surface the PSV method has a better resolution than the LIF method. This is because the
LHC surface measurement disturb only the LIF images due to the long exposures and the
filter which did not absorb all of the fluorescence light from the pyranine in the water.
The observation that some mean concentration profiles reach a plateau above around
z+shift = 100− 200 cannot be correlated with the wind profiles because the FOV of the PSV
camera was smaller than the one of the LIF camera, cutting off the interesting part where
the flattening occurs (see Fig. 7.15a).
7.5 Fluctuation Evaluation
In this section, the fluctuations of the concentration profiles as well as of the wind vectors
deduced from the PSV method are discussed. The fluctuations c′, u′ and w′ were calculated
by subtracting the mean value at the corresponding height from each measured value. The
u fluctuations correspond to the width of the histograms in Figs. 7.1 and 7.2.
7.5.1 Mean Fluctuations
In Figure 7.16, the root mean square (corresponding to the absolute mean value) of the
fluctuations c′, u′ and w′ per height bin are plotted for every measurement of the fetch
experiment against the dimensionless height above the surface z+shift.
The plot of the concentration fluctuations shows an interesting feature: all profiles have
a maximum at approximately the same position. The position interestingly is very close
to z+ = 11.7 which is the theoretical boundary layer thickness. However, especially for the
measurements at high winds, the influence of the light from the dye in the water disturbs
the profiles. This is the case, even though the plot is already limited to the part where the
concentration values were deemed reliable. Nevertheless, the maximum has a similar value
in all profiles.
A similar observation is made in Fig. 7.16b where the mean absolute velocity fluctuations
in wind direction are shown. The plots exhibit a maximum at around the same position.
Here, the normalized fluctuation amplitude increases with the wind and the fetch. However,
the profiles from the highest wind speeds are again anomalous as expected, exhibiting a
decrease of the fluctuations relative to the second highest wind speed around the boundary
layer thickness.
Figure 7.16c shows the mean absolute fluctuations in the vertical wind velocity. Again,
the profiles show maxima at the same z+shift position, however at a larger height, around
z+shift ≈ 60− 80. The amplitude again increases with the wind and the fetch, just as for u′,
with the known exception of the two measurements at the highest wind speed. Towards
the surface, all profiles decrease to zero, except for the highest wind conditions which have
an offset. This is probably again due to waves and secondary particles, disturbing the
detections and the evaluation algorithms.















































Figure 7.16: Root mean-square deviations of the (a) concentration, (b) horizontal and (c)
vertical wind profiles, for all eight measurement conditions. The abscissa is
dimensionless, while the ordinates in the for the two wind components are
normalized by the friction velocities.
conducted by Laufer (1954) and Klebanoff (1955). Furthermore, c′ measurements in water
show similar characteristic profiles, where the maximum of the fluctuations is also posi-
tioned approximately at the boundary layer thickness, too: see for example Münsterer
(1996), Herlina and Jirka (2008) and Friedl (2013).
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Figure 7.17: Histogram of the horizontal wind fluctuations versus the vertical wind fluc-
tuations, for z+shift > 50, from the measurement at the highest wind speed at
low fetch. The reason for the horizontal stripes is unknown. They may be an
artifact of the particle detection, the streak fitting or the selection algorithm.
7.5.2 Fluctuation Correlation
The turbulent shear stress is defined as τturb = −ρu′w′. The total shear stress is the sum
of the viscous shear stress (in the viscous layer) and the turbulent shear stress (above of
the viscous layer). Thus, from the horizontal and vertical wind velocity fluctuation above
the viscous layer, the friction velocity can be calculated via Eq. (2.23).
In Fig. 7.17, u′ and w′ are plotted from the measurement at the highest wind speed at
low fetch, for z+shift > 50. It is evident that a correlation exists as the histogram shows a
tilted profile, i.e. negative fluctuations in u are correlated with positive values of v′ and vice
versa. Also the Pearson correlation coefficient of the data is −0.32. This agrees with the
theoretical expectation that the correlation is negative when the momentum flux is direc-
ted downwards towards the water. The mean value of the product is u′w′ = −0.034m2/s2.
Thus, the resulting value for the friction velocity is u∗ = 0.18m/s, which is less than the
value obtained from the logarithmic fit to the mean horizontal wind profile, u∗ = 0.31m/s.
In Sec. A.7, friction velocities as derived from the wind fluctuations of all measurements
are presented.
By selecting only the streaks that cross the UV laser beam and calculating the concen-
tration fluctuation at the corresponding heights, c′ and w′ can also be compared. They are
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Figure 7.18: Histogram of the horizontal wind fluctuations versus the vertical wind fluctu-
ations, for z+shift > 50mm, from the measurement at the highest wind speed at
low fetch. The reason for the horizontal stripes is unknown. They may be an
artifact of the particle detection, the streak fitting or the selection algorithm.
plotted in Fig. 7.18 for the same measurement as in Fig. 7.17. Shown there is the meas-
urement where the largest number of particles were released into the channel and thus also
detected. Still, the statistics are not sufficient to derive flux profiles. However, the mean of
the correlation can be calculated and yields for this measurement c′w′ = −0.23ppmm/s.
No correlation is evident from the histogram, which is confirmed by a very low Pearson
correlation coefficient of only −0.017. The value obtained by averaging over all particles





For the measurements at the two highest wind conditions, the phase of the dominant wave
at the position of the UV laser beam was derived (see Sec. 6.6). With this data, both
the concentration profiles and the wind velocity data from the particle streaks crossing
the UV laser beam were averaged according to the phase of the dominant wave at the
corresponding x position. In Fig. 7.19, the resulting graphs are shown for the highest wind
condition at high fetch where the waves as well as the effects were largest. The mean wave
height is marked in red. The very bright region directly at the surface in the wave trough in
Fig. 7.19a is not a real concentration but the remnant from the surface illuminance which
disturbed the images. The disturbance is largest on the lee side of the wave.
As the mean horizontal wind and concentration match and the mass and momentum
transfer is analog in air, it is expected that the corresponding phase diagrams look similar.
That this is the case as can be seen in Figs. 7.19a and 7.19b. Both show the same charac-
teristic shape of the boundary layer, which is thinner on the windward side of a wave and
thicker on the lee side. It is evident that the statistics are poorer for the wind measure-
ments as more noise is visible in the profiles. The phase averaged vertical wind velocity is
also modulated with the waves. It follows the waves, as would be expected because air is
essentially incompressible under the present conditions (Bopp, 2018). On the lee side, the
wind is directed downwards, while on the windward side of the wave, it is directed upwards.
The mean vertical wind averaged over all phases is zero, as was found above in Sec. 7.1.
The maximum vertical wind speed is an order of magnitude smaller than the maximum
horizontal wind speed.
The phase averaged fluctuations, i.e. the phase averaged deviations from the mean profile,
for example c˜′ = c′ϕ (ϕ being a certain phase interval), were calculated and are shown in






Figure 7.19: (a) Concentration, (b) horizontal and (c) vertical wind profiles, averaged over
the phase, from the measurement at the highest wind condition at high fetch.







Figure 7.20: (a) Concentration, (b) horizontal and (c) vertical wind fluctuation profiles,
averaged over the phase, from the measurement at the highest wind condition
at high fetch. The mean wave height is marked with a red line. The wind


















Figure 7.21: Wave phase averaged transfer velocities from the Deacon model fits to the wave
phase averaged concentration profiles from the measurements at the medium
and highest wind conditions at both fetches. The corresponding values for
transfer velocities obtained by the Deacon model fit on the mean concentration
profiles are 0.86 cm/s and 1.5 cm/s for the highest and second highest wind
speed condition at low fetch and 1.5 cm/s and 1.1 cm/s for the highest and
second highest wind speed condition at high fetch.
To obtain values for the dependence of the thickness of the mass boundary layer and the
transfer velocity of the wave phase, the phase averaged concentration profiles are fitted with
the Deacon model. However, to do this, an upper fit limit is needed. A straightforward
ansatz would be to fit the phase averaged wind profiles first with the logarithmic profile
and then use the phase-dependent friction velocities to calculate the fit limits. However,
the results from those fits were not reliable as the noise was too large. Therefore, a simpler
approach was adopted, where the mean friction velocity from the mean wind profile was
used.
In Fig. 7.21, the wave phase averaged transfer velocities are shown for the four phase
evaluated measurements. All graphs have in common, that the minimum lies in the wave
trough, however the position of the maximum transfer velocity is not the same for all
measurements. The modulation of the transfer velocity at the highest wind condition at
high fetch is similar to the modulation of shear stress in Bopp (2018) as would be expected
as the mass and momentum transfer should be analog. The reason why the shape of the
modulation differs between the measurements is not known. More measurements at higher
winds are necessary for a more detailed evaluation as the wave height is still very low in
the present measurements.
The results for the wave phase averaged mass boundary layer thickness z˜∗ are shown in
Fig. 7.22 with the concentration profiles and the mean wave height. In the figure, z˜∗ is added
to the mean wave height η˜ for a better comparisons with the profiles in the background
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(a) 15 Hz, low fetch. (b) 15 Hz, high fetch.
(c) 20 Hz, low fetch. (d) 20 Hz, high fetch.
Figure 7.22: Wave phase averaged concentration profiles with the mean wave height (red)
and the mass boundary layer thickness z∗ added to the mean wave height
(black), shown for the measurements at the medium and highest wind condi-
tions at both fetches.
and to compare the wave height with z˜∗. As expected, z˜∗ is thinner on the windward side
and thicker on the lee side. The measurement at the highest wind speed at high fetch is
again the one which is best consistent with theory.
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8 Conclusion and Outlook
The boundary layers in air and water are of special interest in the study of air-sea inter-
action as they form the bottleneck for the transfer of mass, momentum and heat. In this
project a method to determine air-sided vertical concentration profiles of a tracer gas in
the vicinity of a wind-driven wavy water surface in a wind-wave tank was developed. With
high temporal and spatial resolution, the transport mechanisms in the mass boundary layer
were assessed.
The measurement technique employed in the experiments is based on a laser induced fluor-
escence (LIF) method, proposed by Winter (2011) and tested with acetone as the tracer
by Krah (2014). In this study, the tracer gas was sulfur dioxide, which fluoresces in the
UV. The gas was excited with a pulsed UV laser at a wavelength of 224 nm. A first test
experiment at a small wind-wave facility showed promising results which are published in
Friman and Jähne (2019): It was possible to deduce vertical concentration profiles close to
the air-water interface and thus to quantify the mass boundary layer thickness from the
resulting profiles using this method.
A further experiment with simultaneous application of the LIF setup, a particle streak
velocimetry (PSV) setup for wind velocity measurements and a laser height camera (LHC)
setup for surface elevation measurements was performed. The measurements were conduc-
ted with four different wind conditions at two fetches each in a larger wind-wave facility.
This enabled the comparison of mass and momentum transfer both averaged over a whole
measurement and locally in time and space, accounting for fluctuations of concentration and
wind velocity. Furthermore, by conducting a wave analysis of the surface elevation data,
concentration and wind profiles averaged over the dominant wave phase were obtained for
the measurements at the two highest wind speed conditions at both fetches.
The results show that for sulfur dioxide, the concentration and horizontal wind profiles
are similar, with exceptions when waves occur, as expected of a gas with a Schmidt number
of approximately 1. For the detailed analysis of fluctuation correlations, better statistics
would be needed as the number of particle streaks crossing the laser beam detected per
measurement is not sufficient for a statistical analysis. However, the mean fluctuation
profiles of concentration, horizontal and vertical wind are consistent with the theory. The
phase averaged wind velocity profiles compare well with those in Bopp (2018). The phase
averaged concentration profiles were used to derive phase averaged transfer velocities and
mass boundary layer thicknesses. The data at the highest wind speed condition at high
fetch shows the best agreement with the phase averaged viscous shear stress as measured
in Bopp (2018).
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The measurements show that the setup could be improved in various ways. First, a differ-
ent UV laser for the excitation of sulfur dioxide with a wavelength corresponding ideally
to a peak of the absorption cross section in the range between 220 nm and 224 nm is de-
sirable. This would yield a higher absorption efficiency and better fluorescence intensity
and thus increase the image quality of the LIF signals. Simply using higher air-side mean
SO2 concentrations in the invasion experiment would not have the same effect because the
increased absorption of the laser light by SO2 would decrease the laser intensity along the
beam path. With higher laser powers and/or increased fluorescence efficiency, LIF meas-
urements with a laser sheet become feasible, as in Krah (2014) with acetone, allowing the
extraction of two dimensional concentration profiles.
Second, the statistics of the PSV method and the LIF method differ greatly as the LIF
method delivers a continuous vertical concentration profile per captured image while in
each PSV, only around 10-20 streaks are detected. A straightforward possibility to improve
statistics would be to apply higher particle densities. However, this would lead to lower
efficiency of the PSV algorithm. By contrast, longer measurements or a different particle
imaging technique, ideally producing an instantaneous wind velocity field per image, would
improve the statistics.
Third, the biggest problems caused by the simultaneous application of the three meas-
urement methods was the occurrence of secondary particles due to unwanted chemical
reactions, the bleaching of the fluorescent dye in the water by the light of the UV laser and
the fluorescence intensity from the water being visible in the LIF images. All three effects
deteriorated the results from the second experiment. Therefore, all observed interactions
between the measurement setups need to be assessed and if possible counteracted, by for
example using a different dye fluorescing at a different wavelength or simply a better suited
filter for the LIF camera, or improving mixing in the particle production tube.
Fourth, the application of higher frame rates at the second experiment compared to the
proof-of-principle experiment already improved the ability to measure the turbulent fluctu-
ations. Even higher frame rates would be beneficial for the evaluation of the fast transfer
mechanisms.
More measurements with other parameters and under different conditions and possibly
also the application of different setups could be of interest. In the following, a few ex-
amples are given.
The solubility of sulfur dioxide increases with the alkalinity of water, and ranges over many
orders of magnitude. This is an interesting feature because the partitioning of the transfer
resistance between air and water depends on the solubility. Therefore, measurements with
the same wind conditions and varying pH value of the water would be interesting. By
changing the temperature and/or salinity of the water, the effects of these parameters on
the gas transfer velocities could be studied individually. Higher waves would be of interest
for the studies of the mass boundary layer thickness in dependence of the wave phase.
Thus, experiments at higher wind speed conditions and at the Heidelberg Aeolotron with
infinite fetch would allow studies at higher wave ages.
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A Appendix
A.1 Solution of system of coupled differential equations
In the following, the solution of the system of coupled differential equations describing the
air- and water-side concentrations (Eqs. (3.7)) of a tracer is derived. More details can be




































































is to first solve the homogeneous system and then to determine the inhomogeneity (ca,i, cw,i)
(the special solution) which is added to the homogeneous solution. The initial conditions




To find the eigen values λ1 and λ2 of the homogeneous system, ignoring the inhomogeneity








− a11a22 + a12a21. (A.9)
The eigen vectors ~v1 = (va,1, vw,1) and ~v2 = (va,2, vw,2) are determined by
(a11 − λ1)va,1 + a12vw,1 = 0 (A.10)
a21va,2 + (a22 − λ2)vw,2 = 0, (A.11)












With c1 and c2 chosen according to satisfy the initial and boundary conditions, the homo-
geneous solution is found.
When applying the assumptions and conditions as defined in Sec. 3.4 for the proof-of-
principle experiment, the following simplifications apply: a12 = 0 and a22 = 0 because of
the high value of the solubility in the experiment as well as the water leakage assumed to
be zero. Then, the eigenvalues reduce to
λ1 = a11 =
−kA
Va
and λ2 = 0. (A.13)
With the initial condition ca(0) = ca,0, the homogeneous solution then simplifies to
ca(t) = ca(t) = ca,0 exp(−kA/Vat). (A.14)
A.1.2 Inhomogeneous Solution
In the following, the inhomogeneous solution using the assumptions and initial conditions
as described in Sec. 3.4 for the fetch experiment is calculated. The eigenvalues for the
homogeneous solution with the second set of conditions is
λ1 = −kA+ V˙a
Va
and λ2 = 0. (A.15)
To determine the solution for the inhomogeneous system, the additional term is assumed
to be constant in time, thus c˙a,i = c˙w,i = 0. This leads to:






A.2 Transmission of Camera Lens
From the initial condition ca(0) = 0 it follows:
c1va,1 exp(λ1 · 0) + ca,i ⇒ c1v11 = −ca,i (A.17)








In this case, ca,i is equal to the equilibrium concentration.
A.2 Transmission of Camera Lens




(a) 5 Hz, low fetch.
(b) 10 Hz, low fetch.




(a) 15 Hz, low fetch.
(b) 20 Hz, low fetch.




(a) 5 Hz, high fetch.
(b) 10 Hz, high fetch.




(a) 15 Hz, high fetch.
(b) 20 Hz, high fetch.





(a) 5 Hz, low fetch. (b) 5 Hz, high fetch.
(c) 10 Hz, low fetch. (d) 10 Hz, high fetch.
Figure A.6: Histograms of the concentration c for the height above the water surface zshift,
measured at the two lowest wind speeds at low fetch (a, c) and high fetch (b,
d) in the fetch experiment. The mean profiles are shown with red lines.
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A.4 Concentration Histograms
(a) 15 Hz, low fetch. (b) 15 Hz, high fetch.
(c) 20 Hz, low fetch. (d) 20 Hz, high fetch.
Figure A.7: Histograms of the concentration c for the height above the water surface zshift,
measured at the two highest wind speeds at low fetch (a, c) and high fetch (b,




As mentioned in Sec. 5.2, the probes measuring water, air and lab temperatures, humidity
and water pH were in operation during each measurement of the fetch experiment. There
values at the beginning and at the end of each measurement are listed in Tab. A.1. Gen-
erally, the temperatures did not change significantly during the measurements, while the
pH decreased slightly. The humidity increased a lot, already during the preparations for
the experiments. This is illustrated in Fig. A.8 where the humidity in one measurement is
shown exemplarily. The orange region marks the time interval when the probe was in the
tank, the gray region corresponds to the measurement time. It is obvious that the humidity
in the tank is significantly higher than outside the tank.
Table A.1: Probe data from the fetch experiment: water, air and lab temperatures Ta, Tw
and Tl, water pH pH and humidity H; with the wind generator frequency W .
The first value is taken from the beginning of a measurement, the second from
the end.
Fetch W Tw Ta Tl pH H
Hz ◦C ◦C ◦C %
Low 5 20.92± 0.01 23.72± 0.01 23.36± 0.01 11.5± 0.1 87.8± 0.1
21.09± 0.01 23.789± 0.003 23.578± 0.004 11.3± 0.1 93.8± 0.1
10 20.591± 0.007 23.455± 0.005 23.36± 0.01 11.40± 0.09 91.7± 0.1
20.830± 0.009 23.578± 0.004 23.384± 0.005 11.16± 0.08 95.0± 0.1
15 20.288± 0.004 23.125± 0.005 22.867± 0.007 11.38± 0.07 92.2± 0.1
20.74± 0.01 23.326± 0.005 23.02± 0.01 10.84± 0.06 96.0± 0.1
20 18.920± 0.006 22.510± 0.006 22.38± 0.01 11.30± 0.04 84.9± 0.1
19.730± 0.008 22.680± 0.006 22.470± 0.007 10.45± 0.03 92.6± 0.1
High 5 18.08± 0.02 21.844± 0.008 22.24± 0.07 12.5± 0.3 77.0± 0.1
18.46± 0.02 21.982± 0.004 22.40± 0.03 12.3± 0.3 84.7± 0.1
10 17.45± 0.04 22.02± 0.01 22.48± 0.06 12.3± 0.2 72.9± 0.1
18.09± 0.03 22.19± 0.01 22.73± 0.04 11.8± 0.3 81.9± 0.1
15 19.431± 0.003 22.300± 0.007 22.47± 0.02 12.3± 0.2 85.6± 0.2
19.661± 0.006 22.374± 0.005 22.45± 0.02 11.8± 0.2 90.6± 0.1
20 19.096± 0.006 22.513± 0.004 22.721± 0.007 11.8± 0.1 83.0± 0.2
19.496± 0.005 22.532± 0.005 22.81± 0.02 11.25± 0.09 90.5± 0.1
A.6 Data from Fits
In Tab. A.2, the data as obtained from fits to the wind and concentration profiles from
the fetch experiment are listed: From the mean wind profiles, the friction velocities and
roughness lengths were derived via fitting a logarithmic function to the logarithmic parts.
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Figure A.8: Humidity during the second highest wind condition at low fetch, with the time
interval when the probe was in the tank marked in orange and the measurement
time interval marked in gray.
Single concentration profiles yielded averaged local transfer velocities by polynomial fits.
The mean concentration profiles were fitted with a polynomial function as well as the
Deacon model, resulting in local averaged transfer velocities.
Table A.2: Friction velocities u∗ and roughness lengths z0 from the mean wind profiles and
transfer velocities k from the four applied methods - Absorption spectroscopy
(Abs), single polynomial fits (PS), mean polynomial fits (PM) and mean Deacon
model fits (DM) -; with the wind generator frequency W .
Fetch W u∗ z0 kAbs kPS kPM kDM
Hz cm/s mm cm/s cm/s cm/s cm/s
Low 5 7.9± 0.2 0.07± 0.01 0.40± 0.04 0.4± 0.2 0.38± 0.001 0.4880± 0.0008
10 14.4± 0.4 0.026± 0.005 0.77± 0.08 0.8± 0.3 0.79± 0.01 1.011± 0.002
15 19.8± 0.5 0.010± 0.002 1.2± 0.1 1.2± 0.5 1.15± 0.04 1.492± 0.004
20 31.5± 0.4 0.032± 0.003 1.6± 0.2 2.1± 3.8 0.93± 0.06 0.863± 0.001
High 5 7.6± 0.3 0.07± 0.02 0.51± 0.05 0.4± 0.2 0.4042± 0.0005 0.5341± 0.0008
10 13.5± 0.6 0.021± 0.006 0.58± 0.06 0.7± 0.4 0.638± 0.005 0.7172± 0.0008
15 21± 1 0.021± 0.008 1.2± 0.1 0.8± 1.8 0.92± 0.01 1.0906± 0.0003
20 32.6± 0.6 0.067± 0.006 1.8± 0.2 2.4± 3.3 0.96± 0.01 1.49± 0.05
141
A Appendix
A.7 Friction Velocities from Wind Fluctuations
As described in Sec. 7.5.2, the friction velocity can be derived from the correlation u′w′
for z+shift > 50. Figures A.9 and A.10 show histograms of the horizontal wind fluctuations
versus the vertical wind fluctuations for all measurements in the fetch experiment. They
all show a certain tilt as expected, indicating a correlation between both fluctuations. The
resulting values for u∗ are given in Tab. A.3 in comparison with the values from the mean
wind profiles, as well as the Pearson correlation coefficients of the horizontal and vertical
wind fluctuations. The Pearson correlation coefficients show a clear correlation, however,
this method to obtain u∗ from u′w′ underestimates the friction velocities systematically.
Table A.3: Friction velocities obtained from the mean wind profiles umathrm∗, fit and
from the wind fluctuation correlation u∗,corr as well as the Pearson correlation
coefficients of the horizontal and vertical wind fluctuations P ; with the wind
generator frequency W .
Fetch W P u∗,corr u∗,fit
Hz cm/s cm/s
Low 5 −0.41 4.4 7.9± 0.2
10 −0.41 9.5 14.4± 0.4
15 −0.4 13 19.8± 0.5
20 −0.38 18 31.5± 0.4
High 5 −0.41 4.8 7.6± 0.3
10 −0.4 9.8 13.5± 0.6
15 −0.37 15 21± 1
20 −0.33 23 32.6± 0.6
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(a) 5 Hz, low fetch. (b) 5 Hz, high fetch.
(c) 10 Hz, low fetch. (d) 10 Hz, high fetch.
Figure A.9: Histograms of the horizontal wind fluctuations versus the vertical wind fluctu-
ations, for z+shift > 50, measured at the two lowest wind speeds at low fetch (a,
c) and high fetch (b, d) in the fetch experiment.
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(a) 15 Hz, low fetch. (b) 15 Hz, high fetch.
(c) 20 Hz, low fetch. (d) 20 Hz, high fetch.
Figure A.10: Histograms of the horizontal wind fluctuations versus the vertical wind fluc-
tuations, for z+shift > 50, measured at the two highest wind speeds at low fetch




α Dimensionless solubility. In this thesis, the effective
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A Water surface area 30
αeff Effective solubility 24
αm Momentum solubility 10
an Amplitudes of the modes of a wavy surface profile 29
αphys Physical solubility 23
abs Absorbance 20
αCh Charnock coefficient 106
c Volume concentration of a gas in air or water, i.e. the
ratio of the volumes of the tracer and the fluid. Unit:
ppmv, parts per million in volume. In this document,
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ca Air-side concentration 14
cs Concentration at the surface 13
cw Water-side concentration 14
c¯ Mean concentration 7
c′ Concentration fluctuations 7
D Diffusion coefficient 6
δ Optical depth 20
 Molar attenuation coefficient 20
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η Surface elevation 29
f Transformation function for the vertical coordinate z
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~g External forces in the Naver-Stokes equation 6
g Gravitational acceleration 106
Hcp Henry constant 23
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