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CAPÍTULO 1. Introducción 
 
El objetivo de este proyecto es el estudio e implementación de una plataforma 
de virtualización open-source para ofrecer servicios triple-play avanzados sobre una 
plataforma de acceso basada en un modelo de fibra hasta el hogar (FTTH: Fiber To 
The Home) sobre una topología de red de árbol pasiva (x-PON; Passive Optical 
Network).  
 
El estudio se centrara en la implementación y testeo del servidor usando 
software de licencia libre para minimizar los costes de equipación sobre una 
plataforma FTTH. Se estudiaran las diferentes posibilidades que se ofrecen en la red 
para la distribución de servicios virtualizados sobre una misma plataforma y se 
realizará un análisis de las ventajas y desventajas que supone la virtualización de 
servidores sobre una misma infraestructura física. 
 
El proyecto se inicia con un estudio previo de los diferentes servicios a ofrecer, 
así como las diferentes tecnologías que se usaran para llevar a cabo la creación del 
servidor multiplataforma. 
 
En el capítulo de Estado del Arte, se estudiarán las tecnologías GE-PON y G-
PON, en las cuales se testeará el servidor con sus diferentes servicios: voz (VoIP; 
Voice over IP), video (VoD; Video on Demand) y datos. También se realizara un 
estudio de las principales características de la virtualización y se evaluaran los  
diferentes programas de virtualización existentes actualmente. 
 
En el siguiente capítulo se definen los componentes utilizados para la 
configuración y puesta en funcionamiento del servidor. Seguidamente se detallan las 
diferentes pruebas a realizar para comprobar el correcto funcionamiento de la 
plataforma en laboratorio, así como los resultados de las diferentes pruebas realizadas 
sobre un escenario FTTH. 
 
En los últimos capítulos se extraerán las conclusiones y las acciones futuras 
del proyecto así como las diferentes experiencias e impresiones que supone trabajar 





















CAPÍTULO 2. Estado del arte 
2.1. PON 
2.1.1 Topologías de redes de fibra óptica. 
 
La fibra óptica (FO) es un medio de transmisión clave en las redes de 
telecomunicación de alta capacidad del futuro. La principal virtud de la FO es su ancho 
de banda, juntamente con una muy baja atenuación. Esto hace que la relación entre 
ancho de banda y distancia de la FO sea muy superior a cualquier otro medio de 
transmisión. Adicionalmente, las técnicas de multiplexación de longitud de onda 
(WDM) permiten transmitir en paralelo varios canales sobre una única fibra 
(comercialmente hasta 80), cada uno de ellos a velocidades de hasta 40Gbps, 
consiguiendo velocidades de transmisión agregadas del orden de Tbps a distancias de 
miles de Km.  
 
La FO es desde hace tiempo el medio de transmisión en redes troncales (core) 
y metropolitanas. Los operadores de telecomunicaciones substituyeron las uniones por 
cable coaxial entre las centrales telefónicas por FO a finales de los años 1980 y los 
enlaces a nodos remotos (RN) que dan acceso a un número pequeño de usuarios 
también se realizan por FO. Si bien se utilizan los radioenlaces para zonas de 
montaña o en despliegues rápidos y también en el transporte de señales de televisión, 
su capacidad es limitada y vulnerable a las condiciones meteorológicas, 
substituyéndose en muchos casos por FO, para ahorrar los costes asociados al uso 
del espectro radioeléctrico (canon de radiofrecuencia - RF). 
 
El único ámbito donde no está extendida todavía la FO, particularmente en 
Europa, es en el acceso final de usuario. La explicación a este hecho se basa en tres 
pilares: costes, aplicaciones i regulación en la materia.  
 
La planta exterior constituye el coste más elevado para un operador, 
especialmente el acceso final de abonado. En este sentido, mientras la interconexión 
entre centrales tiene una gran utilización y rendimiento a causa de su compartición 
entre muchas comunicaciones y un uso continuado, el acceso de abonado es un 
enlace exclusivo, tiene una baja utilización y por lo tanto un gran coste de despliegue. 
Además hasta ahora, el ancho de banda del tradicional par de cobre telefónico era 
suficiente para transmitir las aplicaciones que se ofrecían a los usuarios.  
 
A partir de los finales de la década de los 90 se han desarrollado las redes de 
acceso xDSL (x Digital Subscriber Line) y especialmente las redes ADSL (Asymmetric 
DSL), que han permitido velocidades de hasta 8/1 (descendente/ascendente) Mb/s i 
ADSL2+ hasta 24/2 (descendente/ascendente) Mb/s, usando 1.1 MHz o 2.2 MHz de 
ancho de banda en el par de cobre, respectivamente, los cuales permiten transmitir 
señales de datos utilizando el mismo par de cobre ya desplegado para las aplicaciones 
de voz y por tanto a un coste de planta externa cero.  
 
La aparición de la tecnología ADSL, que había sido desarrollada en los años 
70, ha sido posible gracias al procesado de señal a alta velocidad. Esta tecnología ha 
permitido alargar la vida al par de cobre, pero solo consigue estas velocidades de 
transmisión a distancias cortas, en tramos de abonado de 3 Km la velocidad total en el 
par está limitada a 5 Mb/s. Por lo tanto, para dar servicios actuales de alta velocidad a 
través del acceso, como televisión que requiere 5 Mb/s por canal utilizando 
codificación MPEG-2, no hay más solución que utilizar un medio de transmisión de 
mayor ancho de banda.  
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Si bien el cable coaxial tiene una buena respuesta en frecuencia, la mejor 
solución es apostar directamente por despliegues basados totalmente en FO hasta el 
usuario final, ya que además de ser inmune a interferencias, la FO tiene una 
capacidad muy superior y una menor atenuación, resultando una mejor previsión de 
futuro ya que permitirá redes totalmente ópticas cuando los dispositivos de 
conmutación óptica estén más desarrollados. 
 
2.1.2 Modelos FTTx. 
 
Las redes de acceso basadas en fibra óptica ofrecen diferentes posibilidades 
para realizar el despliegue. Una clasificación a tener en cuenta y que condiciona las 
prestaciones, escalabilidad y solución tecnológica del despliegue es la profundidad 
que la fibra alcanza dentro del tramo entre la central y el usuario final. Esta 
clasificación da lugar al concepto de FTTx (Fiber-To-The-x: Fibra hasta x) donde x es 
una variable que determina el punto final de la fibra. 
 
 
Fig. 2.1 Arquitecturas de las diferentes topologías FTTx 
 
El acrónimo FTTx (Fiber-To-The-x) para redes de acceso ópticas designa fibra 
hasta x, donde x denota un número de destinos, que pueden ser FTTH (Home, casa), 
FTTU (user, usuario), FTTP (Premise, proximidad), FTTC (Curb, acera), FTTB 
(Building, edificio), FTTN (Node, nodo).  Estos conceptos se solapan en significado: 
FTTP es similar a FTTB y FTTC es complementario a FTTN. Para evitar confusiones y 
la proliferación de acrónimos, los Consejos de FTTH de Norteamérica, Europa i Asia-
Pacifico, considerando que el objetivo es aproximar al máximo la fibra óptica al 
usuario, mantiene solo dos variantes: FTTH y FTTB, con las siguientes definiciones: 
 
FTTH usa un enlace de fibra óptica desde la central del operador hasta la 
vivienda o oficina de negocios. 
 
FTTB usa un enlace de fibra óptica des de la central del operador hasta los 
límites de los edificios, continuando hasta el usuario final mediante otro medio de 
transmisión, sea cobre o radio. 
 
Estas dos definiciones no incluyen la finalización de la fibra óptica en un punto 
intermedio de distribución RN para servir un conjunto de viviendas u oficinas. Este 
acceso óptico se denomina FTTN y mantiene una continuidad hacia los usuarios 




2.1.3 Arquitecturas y características. 
 
Dentro de las soluciones FTTH existen dos topologías a considerar: Punto-a-
Punto (P2P), donde una fibra en exclusiva está dedicada desde la central hasta cada 
usuario y Punto-a-Multipunto (P2MP), donde hay una FO común para un conjunto de 
usuarios que se divide mediante un dispositivo óptico pasivo en N usuarios a partir de 
un cierto punto intermedio. Estas dos arquitecturas son de la familia Red Óptica Pasiva 
(Passive Optical Network-PON ), ya que no hay ningún equipo activo en la planta 
externa. 
 
Una arquitectura PON está constituida por la Terminación de Línea Óptica 
(Optical Line Terminal-OLT), que es el equipo situado en la central de conmutación y 
la Unidad de Red de Usuario (Optical Network Unit-ONU), que es el equipo del 
usuario, interconectándose ambos mediante la planta externa.  
 
La solución P2P típicamente se implementa en Ethernet Punto-a-Punto (EP2P). 
Una ventaja de EP2P es que permite velocidades simétricas entre la central y el 
usuario de 100 Mb/s, que pueden llegar a 1 Gb/s o 10 Gb/s mediante las tarjetas 
adecuadas en la central y en el usuario. No obstante los costes económicos de EP2P 
son más elevados que los de P2MP en despliegues exteriores de FO y en la central en 
equipamiento y consumo. Otra desventaja de EP2P es que no soporta overlay de RF, 
que consiste en asignar una longitud de onda para la difusión de vídeo sobre un medio 
de transmisión broadcast. 
 
Fig. 2.2 Arquitectura Punto-a-Punto (P2P). 
 
En la arquitectura Punto-a-Multipunto (P2MP) una FO sale de la OLT y un 
dispositivo pasivo divisor/mezclador de potencia (splitter/combiner) segrega la FO en N 
fibras hasta los usuarios finales en una topología en árbol. De esta manera solo se 
necesita una sola FO de salida de la central telefónica (y una única interficie de 
transmisión), realizándose la repartición de fibras en la proximidad de los usuarios. Se 
obtiene así un menor coste de despliegue. La función de divisor se puede realizar en 
serie en varias etapas de splitting, de forma que la arquitectura se adapta a la 
distribución de los usuarios. Los datos de bajada OLT-ONU se transportan en una 
longitud de onda, que se distribuye a través del splitter a todas las ONUs. Para la 
subida ONU-OLT se usa una longitud de onda diferente para no interferir en la bajada 





Fibra dedicada al usuario 
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arquitectura  P2MP es la capacidad de gestionar el tráfico según las necesidades de 
los usuarios a través de una asignación dinámica del ancho de banda (Dynamic 
Bandwidth Allocation-DBA). La DBA también debe coordinar la transmisión de las 
ONUs de forma que llegue a la OLT sin colisiones.  
 
 
Fig. 2.3 Arquitectura en árbol Punto-a-Multipunto (P2MP). 
 
Los estándares comerciales utilizan la siguiente asignación de longitudes de 
onda: El tráfico de bajada se realiza en la banda de 1480-1500 nm y el de subida en la 
banda de 1260-1360 nm. La banda de 1550 nm se reserva para aplicaciones de vídeo 
overlay ya que permite el uso de amplificadores EDFA en la OLT para mejorar el 
balance de potencia. La banda de 1260-1360 nm permite utilizar láseres de bajo coste 
sin estabilización de temperatura del tipo Fabry-Pérot en la ONU. Los divisores de 
potencia 1:k, donde k es múltiplo de 2 (2, 4, 8, 16, 32), se pueden combinar hasta 
llegar a una partición máxima total N de 32 o 64, según el estándar utilizado y la 
distancia OLT-ONUs, que puede ser hasta 20 Km.  
 
2.1.4 Tipos de PON P2MP: TDM-PON. 
 
La multiplexación por división de tiempo, TDM, es una técnica para compartir 
un canal de transmisión entre diversos usuarios. Consiste en asignar a cada usuario, 
durante unas determinadas "ranuras de tiempo", la totalidad del ancho de banda 
disponible. Esto se consigue organizando el mensaje de salida en unidades de 
información denominadas tramas, y asignando intervalos de tiempo fijos dentro de la 
trama a cada canal de entrada. De esta forma, el primer canal de la trama corresponde 
a la primera comunicación, el segundo a la segunda, y así sucesivamente, hasta que 
el n-ésimo más uno vuelva a corresponder a la primera.  
Acoblador óptico 
(1:k; k=16, 32, 64) 
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Fig. 2.4 Esquema de encapsulado TDM en una red PON. 
 
Los estándares comerciales de redes PON (B-PON, E-PON, G-PON) utilizan 
esta tecnología como un medio de encapsulado de la información.  
A continuación se muestran los estándares actuales y las posibles variantes de 
redes de acceso óptico PON. 
2.1.4.1. BPON (Broadband PON) 
 
La especificación G.983.1 de la Unión Internacional de Telecomunicaciones 
(UIT) se adoptó el año 2001, desarrollando los trabajos del Full Service Access 
Network (FSAN). También conocida como APON, ya que está basada en ATM, con 
una velocidad de bajada de 622 o 155 Mb/s y una subida de 155 Mb/s. La máxima 
partición de usuarios es de 32, pudiendo crecer hasta 64, y la distancia máxima es de 
20 Km.   
 
De forma general las ONUs están a distancias diferentes de la central 
telefónica, por lo tanto la transmisión de subida se debe coordinar de forma que no 
haya colisiones en la OLT. Para ello, la OLT mide los tiempos de propagación ONU-
OLT y obliga a la ONU a insertar un retardo ecualizador de tal manera que todas las 
distancies efectivas ONU-OLT equivalgan a la máxima distancia disponible (ranging).  
 
La transmisión de subida se realiza en 1260-1360 nm y la de bajada en 1480-
1580 nm. 
En una BPON totalmente cargada en tráfico a 622/155 Mb/s (down/up) cada 
usuario de los 32 tiene una máxima velocidad de bajada de 13 Mb/s y 3 Mb/s de 
subida. En cualquier caso, esta suposición no tiene en cuenta criterios de 
simultaneidad ni ganancias debido a multiplexación estadística, parámetros típicos de 
las redes de datos. 
 
En las redes residenciales se puede ofrecer adicionalmente al servicio de datos 
también servicio de difusión de vídeo. Con la especificación G.983.3 se ha ampliado el 
uso del espectro óptico para permitir este servicio. La subida de datos se mantiene en 
1260-1360 nm y la bajada se reduce a 1480-1500 nm, reservando una banda de 1539- 
1565 nm  para difusión de vídeo: 
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1260 - 1360 upstream
1480 - 1500 downstream
1539 - 1565 video overlay
 
Fig. 2.5 Distribución del espectro óptico en BPON. 
 El estándar BPON no se utiliza comercialmente a fecha de hoy, pero sirve de 
referencia para presentar su evolución, el estándar GPON. 
2.1.4.2. GPON (Gigabit PON) 
 
La serie de estándares G.984.x de la UIT del año 2004 presentan una 
evolución de BPON hacia velocidades de Gb/s bajo el acrónimo de estándar GPON. 
La recomendación G.984.1 es similar a la BPON, incrementando la velocidad de 
transmisión y el máximo factor de división. La máxima distancia es de 20 Km para 32 
usuarios. Sirviendo 64 usuarios la distancia máxima es de 15 Km y con 16 usuarios se 
puede llegar a 30 Km. Todos estos parámetros dependen, en cualquier caso del 
presupuesto óptico del enlace (power budget) y de la clase de equipamiento utilizado. 
Incluye velocidades de bajada de 1244 y 2488 Mb/s y de subida de 155, 622, 1244 
Mb/s. Con 2488 Mb/s de bajada la velocidad mediana entre 32 usuarios es del orden 
de 80 Mb/s.  
 
La subida de datos está en 1260-1360 nm y la bajada también en 1480-1500 
nm, posibilitando la distribución de vídeo en overlay. 
 
2.1.4.3. EPON (Ethernet PON) 
 
El estándar EPON (IEEE 802.ah) fue ratificado por el IEEE también en el 2004, 
siendo una extensión del trabajo realizado por el comité Ethernet in the First Mile 
(EFM), que incluye diversos fabricantes de equipos Ethernet. Soporta 32 usuarios con 
una distancia máxima OLT-ONU recomendada de 20 Km.  
 
La mayor diferencia con BPON es que EPON transporta paquetes variables en 
formato de trama Ethernet de hasta 1518 bytes, mientras que BPON usa celdas fijas 
de 53 bytes. Esto proporciona a EPON gran eficiencia para la transmisión de tráfico IP. 
Los paquetes se transportan a una velocidad efectiva de 1 Gb/s (1.25 Gb/s de 
velocidad de línea) usando  el protocolo Ethernet 802.3. 
 
La subida y bajada de datos se mantienen en 1260-1360 nm y 1480-1500 nm, 
respectivamente, con la posibilidad de difusión de vídeo overlay.  
 
Comparativamente, el protocolo EPON es similar a GPON a nivel de 
velocidades de transmisión, pero no ofrece las capacidades de gestión de este último, 
y se considera EPON como una solución de bajo coste. Adicionalmente, los requisitos 
de los dispositivos EPON son menos críticos que en GPON, cosa que hace que la 





2.1.5 RF-vídeo overlay/IP TV. 
 
La distribución de contenidos de vídeo en redes PON es una de las 
aplicaciones clave que justifica el despliegue de este tipo de infraestructura. En 
cualquier caso, hay diferentes aproximaciones para ofrecer esta aplicación a los 
usuarios finales. 
 
La solución directa, que proviene del mundo de las redes de cable, consiste en 
transmitir el espectro RF mediante una fuente láser dedicada a la aplicación de vídeo 
en paralelo a las señales de datos. Este concepto se conoce como video overlay. 
 
El hecho de modular el espectro RF y transmitirlo de manera analógica por la 
fibra tiene, sin embargo, ciertos inconvenientes. Transmitir analógicamente por la fibra 
hace que las sensibilidades de recepción sean bajas, obligando al emisor a transmitir a 
alta potencia, normalmente utilizando amplificación mediante EDFAs. El diseño de 
esta etapa de vídeo overlay no es trivial, ya que puede provocar interferencias sobre la 
señal de datos EPON/GPON. 
 
Como ventaja, las soluciones de vídeo overlay ofrecen una compatibilidad 
directa con las soluciones de distribución de TV existentes ya que la terminación de la 









Fig. 2.6 Espectro de vídeo overlay. 
Para solucionar los problemas de transmisión asociados al vídeo overlay y 
ofrecer interactividad avanzada, se pueden transmitir las señales de vídeo 
conjuntamente con las señales de datos sobre la misma portadora. Este es el 
concepto de IPTV.  
 
IPTV distribuye vídeo digital utilizando la infraestructura de transporte 
EPON/GPON de datos de manera que es totalmente transparente al canal de 
transmisión óptico. Como ventaja ofrece alta calidad en la señal y interactividad 
avanzada y presenta como principal inconveniente el hecho de cargar el ancho de 
banda descendente con información de vídeo, ocupando gran ancho de banda (6-
8Mb/s por canal IPTV transmitido en el estándar H.264) 
 
2.1.6 Tendencias futuras: WDM 
 
El ancho de banda de una conexión de fibra óptica se puede incrementar 
transmitiendo diversas longitudes de onda en una única fibra, técnica conocida como 
WDM. El WDM se consigue usando un multiplexor para combinar longitudes de onda 
viajando por diferentes fibras hacia una sola fibra. Al final de la conexión, un 
demultiplexor separa las longitudes de onda y las dirige hacia diferentes fibras que 






Fig. 2.7 Esquema de WDM. 
La transmisión por CWDM (coarse wavelength division multiplex) está ganando 
popularidad en aplicaciones tales como acceso metropolitano 10 GbE, FTTH-PON, y 
otros sistemas de corto alcance punto a punto con servicios transparentes, utilizando 
protocolos tales como Gigabit y Fast Ethernet. 
 
El multiplexado por división aproximada de longitud de onda (CWDM), una 
tecnología WDM, se caracteriza por un espaciado más amplio de canales que la 
división densa de longitud de onda (DWDM). Los sistemas CWDM son más rentables 
para las aplicaciones de redes metropolitanas. 
La técnica de multiplexado CWDM consta de 18 longitudes de onda definidas 
en el intervalo de 1270 a 1610 nm con un espaciado de 20 nm, de las cuales, se 
aprovechan efectivamente 16. 
 
 
Fig. 2.8 Planificación de canales en sistemas CWDM. 
 
Los sistemas CWDM admiten distancias de transmisión de hasta 50 km y no 
usan amplificación óptica. Entre estas distancias, la tecnología CWDM puede admitir 
diversas topologías: anillos con distribuidor (hubbed ring), punto a punto y redes 
ópticas pasivas. Además, se adapta correctamente a las aplicaciones de redes 
metropolitanas. 
 
Existen diversos escenarios, además de las ya comentados redes 
metropolitanas, donde CWDM constituye una opción atractiva. Por ejemplo, los 
sistemas de acceso de banda ancha sobre redes HFC requieren a menudo la 
transmisión de tráfico de retorno desde los nodos HFC hacia la cabecera situada a 
unos 75 km de distancia de estos, siendo CWDM un candidato ideal para esta 
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aplicación. El alcance de las transmisiones digitales banda base sobre CWDM es de 
hasta 75 km, si bien en el caso de retorno analógico se tiene un alcance más reducido 
a causa de los requisitos de relación señal ruido. Los sistemas de acceso de bucle de 
abonado FTTC, FTTB o FTTH, caracterizados per alcances de hasta 20 km, 
constituyen otro campo de aplicación donde CWDM puede ser beneficioso.  
 
 
Fig. 2.9 Costes relativos CWDM vs DWDM. 
 
La tecnología CWDM es especialmente atractiva a causa de su bajo coste. En 
comparación a DWDM, los sistemas CWDM proporcionan ahorros del orden de un 
35% a 65%. Por ejemplo, en la figura anterior se muestran los costes relativos de 
ambas tecnologías calculados para un sistema consistente en un anillo protegido de 
16 canales, con un hub y cuatro nodos, cada uno de los cuales utilizan 4 longitudes de 
onda. 
 
EL ahorro proporcionado por CWDM (hasta un 40% en este caso) surge de la 
reducción de costes de los láseres sin necesidad de control de temperatura y del 
menor precio de los multiplexores y demultiplexores pasivos. Esto trae consigo un 
ahorro de espacio, simplifica la construcción del láser y reduce además el consumo de 
potencia (un valor medio de 0,5 W para un láser CWDM en comparación de más de 2 








Canales por fibra 4-16 32-80 80-160 
Espectro utilizado O, E, S, C, L C, L C, L, S 
Espaciado entre canales 20 nm (2500 GHz) 0,8 nm (100 GHz) 0,4 nm (50 GHz) 
Capacidad por canal 2,5 Gbit/s 10 Gbit/s 10-40 Gbit/s 
Capacidad de la fibra 20-40 Gbit/s 100-1000 Gbit/s >1 Tbit/s 
Tipo de láser uncooled DFB cooled DFB cooled DFB 
Distancia hasta 80 km centenares de km miles de km 
Coste bajo medio alto 
Amplificación óptica ninguna EDFA EDFA, Raman 
Tabla 2.1 Comparativa entre tecnologías WDM según el tipo de aplicación. 
En las redes PON se ha implantado el concepto WDM-PON. Esta tecnología se 
basa en la utilización de una longitud de onda diferente para cada ONU, lo que nos 
permite implementar diferentes subredes sobre la misma infraestructura. Está utiliza 
múltiples longitudes de onda para incrementar el ancho de banda de subida y bajada 
hasta los usuarios finales. WDM-PON puede proporcionar más ancho de banda en 
largas distancias, además incrementando el link loss budget se consigue menos 





Fig. 2.10 Esquema funcionamiento WDM-PON. 
 
Las redes de acceso por fibra óptica representan la solución de futuro para dar 
servicios de banda ancha a los usuarios finales. Todo y que en un principio presentan 
unos costes de despliegue relativamente altos, escogiendo soluciones tecnológicas 
que aseguran escalabilidad y transparencia se consigue disponer de una planta 
externa que no se deberá modificar en un largo tiempo. Las soluciones PON son un 
ejemplo de este tipo de tecnología, siendo una apuesta muy interesante para 
localizaciones residenciales de alta densidad. 
 
A nivel de soluciones PON, hay dos estándares predominantes: las soluciones 
EPON y las soluciones GPON. EPON, desarrollado por el IEEE, ofrece un canal de 
datos entre la central y los usuarios finales a un coste bajo; mientras que GPON ofrece 
servicios avanzados, calidad de servicio y diferenciación, a un coste más elevado. 
 
Finalmente, la transmisión de vídeo, que es una aplicación crítica en las futuras 
redes de acceso, debido a su elevado consumo de recursos, se puede ofrecer 
mediante el concepto de vídeo overlay, consistente en transmitir el espectro de RF 
modulando directamente un láser de manera analógica o bien transmitiendo el vídeo 
directamente en formato digital dentro del mismo canal de datos, concepto conocido 
como IPTV. IPTV es la solución tecnológica más avanzada y la que permite más 
calidad e interactividad, mientras que el vídeo overlay presenta una solución de 
transición que permite aprovechar el equipamiento de RF ya desplegado. 
 
2.2. Servicio de Voz, VoIP 
 
El estándar VoIP (Voice over Internet Protocol) define la tecnología que permite 
la encapsulación de voz en paquetes IP para así, poder ser transportados  a través de 
las redes IP, sin necesidad de establecer un circuito físico entre el emisor i el receptor. 
En el caso de la red de telefonía conmutada (PSTN) las llamadas entre 2 terminales se 
efectúan creando un circuito conmutado para la unión de los 2 clientes. Este 
procedimiento implica la reserva de recursos hasta la finalización del servicio, mientras 
que las conversaciones con la tecnología VoIP nos permiten ahorrar tanto en recursos 
como en futuras ampliaciones y servicios debido a su gran flexibilidad de 
configuración. 
 




- Reducción de costes de mantenimiento, gestión y administración, además de 
disponer, si se desea, de llamadas sin coste dentro del entorno que se quiera 
dar servicio. 
- Mejor utilización del ancho de banda, al usar solo el ancho en el momento de la 
transmisión de voz. 
- Control de tráfico de la red, por lo que disminuye las posibilidades de caídas 
importantes en el rendimiento. 
- Posibilidad de ofrecer servicios alternativos como el correo de voz (voice-mail), 
desvío de llamadas, SMS, etc... 
- Integración de servicios sobre una única red, no requiriendo el despliegue de 
diferentes redes para cada servicio. 
El mayor problema que nos encontramos para poder ofrecer un servicio es la 
necesidad de garantizar una determinada QoS. Debido a que la transmisión de voz 
realiza en tiempo real, los paquetes tienen que llegar ordenados y sin pérdidas a su 
destino. La solución radica en priorizar los paquetes de voz frente a los de datos y 
evitar que la transmisión de los paquetes no supere los 150 milisegundos, retardo 
máximo aceptable para una comunicación de voz con calidad similar a la telefonía 
convencional. La recomendación ITU-T G114 se especifica cómo conseguir una 
determinada QoS, gracias también a la aplicación de diferentes mecanismos como 
VAD (Voice Activity Detection), la compresión de cabeceras, cancelación del eco, etc... 
 
2.2.1 Centralita Asterisk 
 
La idea de nuestro proyecto es la virtualización de un servidor para el control, 
administración y enlace hacia una red telefónica analógica o RDSI, de las diferentes 
llamadas que podamos llegar a atender desde nuestro entrono de servicio. Para llevar 
a cabo dicha centralita telefónica (PBX) virtual se han analizado varias opciones open-
source actualmente disponibles, escogiendo la solución soft-switch Asterisk. La 
mayoría de aplicaciones disponibles se basan en la distribución libre Asterisk, que nos 
permite emular las características de una PBX, junto con las nuevas capacidades que 
nos ofrece la tecnología de VoIP.  Esta aplicación fue desarrollada por el ingeniero 
Mark Spencer, miembro fundador de la compañía Digium, principal desarrolladora de 
Asterisk. Soporta diferentes protocolos de VoIP, así como el uso de los diferentes 
códecs de audio utilizados en esta tecnología y su reconversión en tiempo real. 
 
Protocolos VoIP Códecs de Audio 
SIP H.323 IAX MGCP/MEGACO SCCP 
UNISTIM 
G.711 G.723.1 G.726 G.729ª GSM iLBC 
Speex ADPCM Linear Mp3 
Tabla 2.2 Principales protocolos y códecs de audio utilizados en VoIP. 
 
De entre muchas opciones se han destacado tres soluciones específicas para tal 
servicio. Se trata de distribuciones especialmente diseñadas sobre plataformas open-
source  con tal de ofrecer al usuario total control y administración sobre el servicio de 
VoIP que quiera ofrecer. Así pues las tres opciones que se han analizado han sido: 
 
- AsteriskNOW: es una distribución de software open-source basada en Linux 
que incluye el sistema Asterisk, AsteriskGUI y todo el software necesario para 
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montar un sistema específico de administración VoIP. Se distribuye 
gratuitamente la ISO del programa auto-instalable y autoconfigurable. Asterisk 
es propiedad de Digium, por lo que la compatibilidad con sus tarjetas 
analógicas esta asegurada. Sus principales carencias son la imposibilidad de 
añadir módulos externos para una hipotética ampliación futura. 
 
Fig. 2.11 AsteriskNOW 
 
- Trixbox CE: Propiedad de la casa Fonality, nos ofrecen diferentes posibilidades 
para desarrollar nuestra propia centralita. En este caso, Trixbox Community 
Edition es la solución gratuita basada en Asterisk. Similar en características a 
AsteriskNOW, con la posibilidad de ampliación a la distribución Trixbox Pro, la 
cual deja de ser open-source. En su página principal, podemos encontrar en 
descarga directa la maquina virtual para VMWare, lo que demuestra el 




- Elastix: software aplicativo que integra un conjunto de herramientas para PBX’s 
basadas en Asterisk. Su principal punto fuerte consiste en la posibilidad de 
ampliar sus capacidades con la creación de módulos externos a su núcleo 
principal. Elastix pone a disposición las herramientas necesarias para que cada 
usuario se pueda caracterizar su propio modulo, o bien se amplié sus 
capacidades con distribuciones de módulos creados por terceros. 
 
Fig. 2.13 Elastix 
Para realizar las pruebas de rendimiento en nuestro proyecto se ha utilizado la 
última versión estable de la distribución Elastix en el momento de la configuración, 
versión 1.1. Por sus capacidades de ampliación y su fácil manejo administrativo a 
través de su interfaz web. Desde su página principal nos podemos descargar la 
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imagen del archivo o bien, la distribución virtualizada para la plataforma VMWare, 
también compatible con el software libre VirtualBox. 
 
La siguiente figura muestra el esquema de un posible escenario utilizando 
nuestro servidor virtualizado juntamente con una infraestructura PON. 
 
 
Fig. 2.14 Esquema red VoIP con arquitectura PON. 
En el esquema se puede observar nuestro servidor conectado a la OLT que da 
servicio al árbol PON y a la red pública de telefonía conmutada, conexión posible a 
través de una tarjeta hardware comercial Digium. Por parte del cliente, podemos 
encontrar software que nos permite simular un teléfono o teléfonos preparados para 
ser conectados directamente a una red IP. 
 
2.2.2 Tarjetas Digium 
 
Estas tarjetas disponen de una conexión PCI o miniPCI preparadas para ser 
instaladas sobre la placa base de la computadora. Su venta consiste uno de los 
principales ingresos de la empresa Digium, dejando al margen el soporte y 
mantenimiento de servidores Asterisk. Estas tarjetas disponen de varias interfaces 
estandarizadas que se detallan a continuación: 
 
 - FXO: (Foreign eXchange Office): conexión a extensiones de otras centralitas 
o a la PSTN. Nos permite conectar tantas líneas externas como módulos disponga la 
tarjeta. El modulo FXO se distingue por ser de color rojo. 
 
 - FXS (Foreing eXchange Station): conexión a enlaces de centralitas, teléfonos 
analógicos (POTS: Plain Old Telephone System) y faxes. Nos permite conectar tantos 
teléfonos analógicos como mòdulos. En este caso, el módulo FXS se distingue por el 
uso del color verde. 
 
Se pueden diferenciar dos familias de tarjetas analógicas: 
 
- TDM400P: Tarjetas PCI 2.2 con capacidad de conectar hasta 4 interfaces FXO, 
4 módulos FXS o cualquier combinación con un máximo de 4 módulos. 
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- TDM800E: Tarjetas PCI 2.2 con capacidad de conectar hasta 8 interfaces FXO, 
8 interfaces FXS o cualquier combinación con un máximo de 8 módulos. 
- TDM2400P:Tarjeta PCI 2.2 con capacidad de conectar hasta 6 módulos X400M 
(4 interfaces FXO), 6 módulos S400M (4 interfaces FXS) o cualquier 
combinación de estos con un máximo de 24 interfaces. 
Si se desea conectar teléfonos analógicos a los puertos FXS, es necesario 
alimentar la tarjeta analógica a 12V mediante la fuente de alimentación del propio PC 
para poder producir el timbre del propio teléfono. 
 
También existe la familia de tarjetas digitales, su función es similar a la de las 
analógicas, pero en este caso estas interfaces digitales permiten conectar Asterisk con 
una red digital RDSI. Se pueden clasificar en dos tipos: 
 
- Básicas (BRI): Cada puerto BRI permite mantener 2 conversaciones 
simultáneamente. Existen tarjetas de 1, 4 o 16 puertos. Digium no comercializa 
estas tarjetas, debido a la poca implementación de las redes RDSI en América. 
- Primaria (PRI): Cada primario (E1/T1) permite establecer aproximadamente 30 
conversaciones simultáneas. Digium comercializa estas tarjetas con 1, 2 o 4 
puertos primarios. 
Según las necesidades eligiéremos un tipo de tarjeta u otra, eligiendo entre las 
múltiples opciones disponibles la que más se ajuste a nuestros requerimientos. En 
nuestro escenario, se ha optado por elegir una tarjeta TDM22B, la cual se compone de 
2 módulos FXO para aprovechar las dos líneas de teléfono disponibles en la empresa 
Ingeplan Telecom y poder realizar las pruebas sobre la red de telefonía conmutada; y 
dos módulos FXS para poder conectar dos teléfonos analógicos de prueba. 
 
 
Fig. 2.15 Tarjeta Digium TDM22B. 
 
2.2.3 Clientes VoIP 
 
Como se ha comentado anteriormente, por parte del cliente podemos 
configurar teléfonos IP preparados para poder realizar llamadas VoIP, o bien podemos 
usar software preparado para simular el funcionamiento de estos teléfonos, también 
llamado soft-phone. 
 
En la misma página de configuración de Elastix encontramos dos soft-phones 
de libre distribución preparados para ser descargados. Esta página también puede ser 
accesible introduciendo el usuario y contraseña del usuario VoIP en la página de 
logueo del servidor Elastix, por lo que cualquier cliente que disponga de una cuenta en 




Algunos de los soft-phones disponibles actualmente son: 
 
- XTen Lite: Cliente SIP multiplataforma (Windows, Linux y  MacOS). 
Actualmente existe una versión comercial y otra gratuita. 
- Idefisk: Cliente gratuito SIP e IAX multiplataforma (Windows, Linux y  MacOS). 
- SJPhone: Cliente SIP multiplataforma de libre distribución. 
Una vez descargado e instalado el softphone en los diferentes clientes, se debe 
proceder a su configuración. Básicamente es necesario introducir en cada softphone la 
localización del SIP Proxy, así como el usuario y clave para poder registrarse en el 
servicio. Para las comunicaciones se utilizara en puerto 5060, definido por las 
especificaciones del protocolo SIP. 
 
También es posible la utilización de teléfonos IP, especialmente diseñados para la 
transmisión de datos a través de la red IP. El terminal se configura a través de su 
menú contextual añadiendo los parámetros principales de la red. El terminal dispondrá 
de una dirección IP, como si de un PC se tratará, además de añadir la IP del Gateway, 
el número de usuario, su contraseña y,  adicionalmente, el numero y contraseña del 
buzón de voz. 
 
La configuración de estos terminales es similar a la que se utiliza en un soft-phone, 
pero navegando por las diferentes opciones que nos permiten los menús de cada 
terminal. 
2.3. Servicio de Vídeo Bajo Demanda, VoD 
 
El servicio de VoD (Video on Demmand o video bajo demanda) permite al 
usuario escoger la programación que desee a través de su conexión de banda ancha. 
En estos días VoD incluye se considera una de las killer applications para el 
despliegue de las redes de nueva generación debido a sus altos requerimientos de 
transmisión, que las redes actuales no pueden ofrecer de manera robusta. El creciente 
aumento de las capacidades de almacenamiento, seguido de una aumento en la 
compresión del flujo de datos para transmitir video a través de la red (el formato MPEG 
puede ser transportado por una tasa de pocos Mbit/s), han permitido evolucionar la 
tecnología de VoD. Si a este hecho le añadimos el hecho de disponer de un transporte 
de datos como la fibra óptica, se multiplica la interactividad de los servicios a ofrecer 
para nuestros clientes. 
 
2.3.1 Servicios interactivos 
 
Dentro del servicio de VoD se pueden diferenciar diferentes tipos de servicios, 
dependiendo del grado de interacción con el usuario final. 
 
- Pay-per-view (PPV) servicio en que el usuario se identifica y paga para una 
programación especial. 
 
- N-VoD (Near Video-on-Demand): los usuarios son agrupados en diferentes 
grupos según el programa que quieran realizar. Por ejemplo, una película se 
puede empezar cada 30 minutos, así el usuario podrá verla en la franja que 




- Q-VoD (Quasi Video-on-Demand): parecido al N-VoD, pero solo se emite si hay 
un mínimo de subscripciones. Se agrupan a los usuarios en diferentes grupos 
dependiendo de su interés, sin que estos tengan control interactivo sobre el 
canal. 
 
- T-VoD (True Video-on-Demand): servicio donde el usuario tiene interactividad 
total con el servicio. El cliente puede rebobinar, avanzar, pausar, ralentizar, 
congelar la imagen en cualquier posición de la programación. 
 
A medida que aumenta la interactividad del usuario, más aumenta la dificultad de 
gestionar las conexiones (bi-direccionales en el caso de T-VoD) y establecer los 
recursos necesarios para ofrecer nuestros servicios. 
 
El hecho de ofrecer total control al usuario con la tecnología T-VoD, se presentan 
diferentes retos para llevar a cabo su buen funcionamiento.  Algunos puntos 
importantes a tener en cuenta en un servidor VoD son: 
 
- Balanceo de carga: para soportar múltiples clientes y facilitar una respuesta 
rápida a las solicitudes recibidas. 
- Almacenamiento multimedia: Necesidad de disponer de grandes capacidades 
de almacenamiento así como un uso eficiente del espacio. 
- Adaptación con la red dinámica: El enlace con el cliente puede no ser siempre 
consistente, un control eficiente del servidor adaptado a la capacidad variable 
de la red permitirá distribuir eficientemente el contenido multimedia. 
- Buffer/Caché: un uso eficiente del buffer o memoria caché, nos permitirá dar 
servicio de calidad y con tiempo de respuesta pequeño. 
De todas estas características, dependerá la calidad de servicio que podemos 
llegar a ofrecer. Los servidores requeridos para un sistema VoD exigen de gran 
potencia para bombear los flujos, sobretodo para contenidos de alta definición, por lo 
que en nuestro proyecto se ha desestimado el hecho de virtualizar un servidor VoD, 
debido a la gran necesidad de recursos que se deben implementar para poder ofrecer 
un servicio de calidad.  
 
2.3.2 Componentes de un sistema de Video en Demanda 
 
Un sistema VoD se puede dividir en 3 elementos principales: 
 
- El servidor de video con sus aplicaciones 
- La red de distribución 
- Las set-top box situadas en las inmediaciones del cliente 
2.3.2.1. Red de distribución 
 
Nuestro estudio, se centra en una red de distribución basada en la tecnología 
FTTH.  Esta tecnología nos asegura tener las principales características para poder 




- Alta velocidad 
- Orientada a transferencia 
- Mínimo retardo y “jitter” entre el stream enviado por el servidor y el recibido por 
el cliente. 
2.3.2.2. Set-top box 
 
La set-top box es el dispositivo que conecta al televisor a la red de 
comunicaciones, en nuestro caso la red de fibra óptica. En la gran mayoría de los 
casos se maneja a través de un mando remoto o un teclado inalámbrico, para que el 
cliente final pueda elegir entre los diversos contenidos multimedia ofrecidos por el 
operador. 
 
2.3.2.3. Servidor de Video 
 
El servidor de video es el encargado del almacenamiento de los programas que 
pueden acceder los usuarios finales. Sus principales funciones consisten en el control 
de acceso a las aplicaciones, responder a las peticiones de los usuarios, el manejo de 
restricciones, la entrega de información y la encriptación de la misma. 
 
Existen diferentes configuraciones de arquitectura para los servidores de VoD. 
 
- Servidores Autónomos: Como su propio nombre indica, los servidores de este 
tipo se pueden considerar como unidades aisladas que almacenan los flujos 
codificados y no requieren de la cooperación de otros servidores para servir a 
un cliente. Su implantación física se compone de una CPU, un medio de 
almacenamiento y una interfaz de red. Sus principales puntos débiles consiste 
en su procesamiento centralizado del cual dependen todos sus clientes, por lo 
que si este falla afecta al servicio de todos sus clientes servidos.  
 
Fig. 2.16 Servidores de vídeo autónomos. 
- Servidores Distribuidos: En este caso, los streams pueden estar repartidos por 
un gran número de servidores de vídeo distribuidos por una red local o WAN. 
28 
 
En esta arquitectura se necesita una buena comunicación entre servidores 
para dar servicio a diferentes clientes de VoD. Esta configuración disminuye 
considerablemente la posibilidad de fallo del servicio VoD, debido a que en 
caso de error de algún servidor, los clientes pueden ser enrutados hacia el 
servidor más cercano. El único punto negativo consiste en el overhead que 
puede suponer la coordinación entre los diferentes servidores. Este overhead 
se puede medir en términos de ancho de banda o de utilización de CPU. 
 
Fig. 2.17 Servidores  de vídeo distribuidos. 
 
2.3.3 Flujo de transmisión de Datos 
 
En un sistema de VoD se considera el flujo de transmisión de datos, como la 
información transmitida desde el servidor hacia el cliente. Existen dos posibilidades de 
llevar a cabo dicha tarea: pull y push. 
 
- Pull: El terminal del cliente determina cuanta data se necesita y envía una 
petición hacía el servidor VoD. Este responde con la cantidad de data 
requerida.  El cliente recibe la información en periodos variables de tiempo y 
pide más data. Este proceso se repite hasta que todo el programa es 
presentado al espectador. Se puede considerar como una reserva de recursos, 
debido a que el cliente puede calcular el ancho de banda que necesita en cada 
petición. 
- Push: En este caso, la data es enviada de forma continuada desde el servidor 
al cliente sin que este último solicite la cantidad. Este tipo de flujo es 
comúnmente utilizado en el caso de video codificado en CBR (Constant Bit 
Rate). Esto significa que cierta cantidad de data es consumida siempre en un 
cierto periodo de tiempo, tal como ocurre con el estándar MPEG1. Aunque este 
modelo también es aplicable a streams con tasa de bits variables (VBR, 
Variable Bit Rate) siempre que el servidor pueda transformar este stream a un 
formato CBR antes de ser transmitido por la red. 
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En el caso de pull se puede considerar como un modo receptor-iniciador, mientras 
que en el caso de push se considera como un modo transmisor-iniciador. Así pues, en 
el modo push conseguimos una mejor utilización de los recursos de la red, debido a 
que la tasa de datos se consume al mismo tiempo, eliminando retardos y preservando 
el ancho de la red, sin la necesidad de la petición de transferencia de información 
utilizada en el flujo de transmisión pulll. 
 
2.3.4 Protocolos empleados en servidores VoD 
 
El protocolo mas aceptado para la gestión y monitoreo de transmisión de datos 
en tiempo real es el Reat Time Protocol (RTP) y el Real Time Control Protocol (RTCP). 
Estos protocolos de tiempo real bajo UDP (User Datagrama Protocol) se emplean en 
aplicaciones multimedia y aplicaciones de control relacionadas a esta. 
 
El protocolo RTP se desarrollo para proveer servicios de entrega de datos 
punto a punto en tiempo real. Para ello se provee de funcionalidades como 
“timestamps” y mecanismos de control para la sincronización de diferentes flujos de 
datos.  
 
El protocolo RTCP opera también en modo mulitcast y provee retroalimentación 
a la fuente de data RTP y a todos sus participantes. Se puede considerar como un 
protocolo de distribución de los paquetes entre los diferentes componentes de un 
sistema de VoD, donde su principal función es la de brindar información de brindar 
información a las aplicaciones en relación a la calidad de los datos distribuidos. Cada 
paquete RTCP contiene datos estadísticos del transmisor y del receptor, como por 
ejemplo el número de paquetes enviados, el número de paquetes perdidos, el tiempo 
de llegada de los paquetes, etc. Toda esta información se utiliza como retro 
alimentación para determinar si los problemas son locales, regionales o globales, así 
como para evaluar el rendimiento de las redes y determinar el ancho de banda. 
Se pueden diferenciar dos modos de transmisión en este tipo de servidores: la ruta de 
entrega y la ruta de recepción. 
 
En la ruta de entrega, el servidor lee el bitstream del archivo MPEG de la 
unidad de almacenamiento, paquetiza y agrega los encabezamientos necesarios para 
su transmisión en el protocolo RTP y envía el bitstream en tiempo real. El bitstream se 
asume inicialmente en el disco, para después pasar a memoria, fragmentarlo y 
paquetizarlo de forma que cada paquete contenga un solo frame. De esta forma se 
asegura que, en caso de pérdida de paquete, solo se pierda un frame de video.  
 
En la ruta de recepción se leen los paquetes de control enviados por el cliente, 
con tal de informar al servidor del estado del servicio. En función de los paquetes 
recibidos, el servidor puede adaptarse a la nueva situación, cambiando su modo de 
envío de acuerdo al feedback recibido. En el lado del cliente se establece un socket 
TCP entre el cliente y servidor para poder obtener información básica sobre el cliente, 
como puede ser su dirección IP, stream ofrecido y el número de puerto RTP. 
 
2.3.5 Darwin Streaming Server 
 
En este proyecto nos hemos centrado en los servidores de video bajo demanda 
open-source, para poder evaluar su rendimiento y evaluar sus funcionalidades sobre 
una plataforma PON. El Software elegido para efectuar las pruebas ha sido el Darwin 
Streaming Server (DSS) de la casa Apple. Este paquete de software nos permite dar 
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servicio en directo, por ejemplo capturando video directamente de una cámara o 
montando nuestra propia estación de radio, y en T-VoD, donde el usuario final tiene 
completo control interactivo sobre el video demandado. También nos ofrece la 
posibilidad de distribuir diferentes streams de video procedentes de otros servidores o 
fuentes stream, como puede ser otro servidor de video que emite la señal en tiempo 
real. La siguiente figura muestra un ejemplo de una posible función del DSS, la 
distribución de un stream de video en tiempo real procedente de una cámara de video; 
procedimiento usado para la realización de videoconferencias. 
 
 
Fig. 2.18 Darwin Streaming Server como videoconferencia. 
2.4. Virtualización 
En términos informáticos cuando hablamos de virtualización se refiere a la 
abstracción de los recursos de una computadora. Este término es bastante antiguo: 
viene siendo usado desde antes de 1960, y ha sido aplicado a diferentes aspectos y 
ámbitos de la informática, desde sistemas computacionales completos hasta 
capacidades o componentes individuales. El principal objetivo de tal virtualización es 
ocultar los detalles técnicos a través de la encapsulación de los diferentes elementos 
presentes en la computadora.  
La virtualización crea un interfaz externa que esconde una implementación 
subyacente mediante la combinación de recursos en locaciones físicas diferentes, o 
mediante la simplificación del sistema de control. Un reciente desarrollo de nuevas 
plataformas y tecnologías de virtualización han hecho que se vuelva a prestar atención 
a este maduro concepto. De modo similar al uso de términos como “abstracción” y 
“orientación a objetos”, virtualización es usado en muchos contextos diferentes.  
Podemos separar el término en dos grandes funcionalidades: 
- Virtualización de plataforma 
- Virtualización de recursos 
2.4.1 Virtualización de plataforma 
La virtualización  de plataforma tiene el objetivo de la creación de una máquina 
virtual utilizando una combinación de hardware y software. La virtualización de 
plataforma es llevada a cabo en una plataforma de hardware mediante un software 
host que simula un entorno computacional (máquina virtual) para su software “guest”. 
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Este software “guest”, que generalmente es un sistema operativo completo, corre 
como si estuviera instalado en una plataforma de hardware autónoma. Típicamente 
muchas máquinas virtuales son simuladas en una máquina física dada. Para que el 
sistema operativo “guest” funcione, la simulación debe ser lo suficientemente robusta 
como para soportar todas las interfaces externas de los sistemas guest, las cuales 
pueden incluir los drivers de hardware. 
Existen muchos enfoques a la virtualización de plataformas, aquí se listan con 
base en cuan completamente es implementada una simulación de hardware: 
• Emulación o simulación: la máquina virtual simula un hardware completo, 
admitiendo un sistema operativo invitado sin modificar para una CPU 
completamente diferente. Este enfoque fue muy utilizado para permitir la 
creación de software para nuevos procesadores antes de que estuvieran 
físicamente disponibles. 
• Virtualización nativa y virtualización completa: la máquina virtual simula un 
hardware suficiente para permitir un sistema operativo “guest” sin modificar 
(uno diseñado para la misma CPU) para correr de forma aislada.  
• Virtualización parcial: la máquina virtual simula múltiples instancias del 
entorno subyacente del hardware, particularmente address spaces. Este 
entorno admite compartir recursos y aislar procesos, pero no permite instancias 
separadas de sistemas operativos “guest”. 
• Paravirtualización: la máquina virtual no necesariamente simula un hardware, 
en cambio ofrece un API especial que solo puede usarse mediante la 
modificación del sistema operativo “guest”.  
• Virtualización a nivel del sistema operativo: virtualizar un servidor físico a 
nivel del sistema operativo permitiendo múltiples servidores virtuales aislados y 
seguros correr en un solo servidor físico. El entorno del sistema operativo 
virtualizado comparte el mismo sistema operativo que el del sistema “host” (el 
mismo kernel del sistema operativo es usado para implementar el entorno del 
“guest”). Las aplicaciones que corren en un entorno “guest” dado lo ven como 
un sistema autónomo. 
• Virtualización de aplicaciones: consiste en el hecho de correr una desktop o 
una aplicación de server localmente, usando los recursos locales, en una 
máquina virtual apropiada. Esto contrasta con correr la aplicación como un 
software local convencional (software que fueron “instalados” en el sistema). 
Semejantes aplicaciones virtuales corren en un pequeño entorno virtual que 
contienen los componentes necesarios para ejecutar, como entradas de 
registros, archivos, entornos variables, elementos de uso de interfaces y 
objetos globales. Este entorno virtual actúa como una capa entre la aplicación y 
el sistema operativo, y elimina los conflictos entre aplicaciones y entre las 
aplicaciones y el sistema operativo. 
2.4.2 Virtualización de recursos 
Una vez explicada la virtualización de plataforma, en el mundo informático se 
definió la virtualización de recursos específicos del sistema como la capacidad de 
almacenamiento, nombre de los espacios y recursos de la red. Los términos resource 
aggregation, spanning o concatenation se utiliza cuando se combinan componentes 
individuales en un mayor recurso o en un recurso de uso común (resource pools). Por 
ejemplo RAID’s y volume managers combinan muchos discos en un gran disco lógico. 
La Virtualización de almacenamiento (Storage virtualization) se refiere al proceso 
de abstraer el almacenamiento lógico del almacenamiento físico, y es comúnmente 
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usado en SANs (Storage Area Network). Los recursos de almacenamientos físicos son 
agregados al storage pool, del cual es creado el almacenamiento lógico. Múltiples 
dispositivos de almacenamiento independientes, que pueden estar dispersos en la red, 
le aparecen al usuario como un dispositivo de almacenamiento independiente del lugar 
físico, monolítico y que puede ser administrado centralmente. 
• Channel bonding y el equipamiento de red utilizan para trabajar múltiples 
enlaces combinados mientras ofrecen un enlace único y con mayor amplitud de 
banda. 
• Red Privada Virtual (Virtual Private Network, VPN), Traducción de dirección de 
red (en inglés Network Address Translation, NAT) y tecnologías de red 
similares crean una red virtual dentro o a través de subredes. 
• Sistemas de computación multiprocesador y multi-core muchas veces 
presentan lo que aparece como un procesador único, rápido e independiente. 
• Cluster, grid computing y servidores virtuales usan las tecnologías 
anteriormente mencionadas para combinar múltiples y diferentes computadoras 
en una gran metacomputadora. 
• Particionamiento es la división de un solo recurso (generalmente grande), 
como en espacio de disco o ancho de banda de la red, en un número más 
pequeño y con recursos del mismo tipo más fáciles de utilizar. 
• La encapsulación es el ocultamiento de los recursos complejos mediante la 
creación de un interfaz simple. Por ejemplo, muchas veces CPUs incorporan 
memoria caché para mejorar el rendimiento, pero estos elementos no son 
reflejados en su interfaz virtual externa. Interfaces virtuales similares que 
ocultan implementaciones complejas se encuentran en los discos, módems, 
routers y otros dispositivos. 
En los últimos tiempos se ha visto incrementado el interés en aplicar la 
virtualización en los servidores teniendo en cuenta la disminución del coste energético, 
espacial y económico que supone tener varias maquinas funcionando en el mismo 
hardware. Gran parte de las comentadas “virtudes de la virtualización” provienen de 
aspectos vinculados con el área de la denominada “green IT”: los grandes ahorros en 
costes y eficiencia energética que pueden obtenerse gracias a la virtualización de 
servidores. Se trata, precisamente, de un aspecto que estoy comenzando a introducir 
en el curso de Sistemas de Información. Se calcula que por cada doscientos 
servidores virtualizados, las grandes empresas pueden llegar a ahorrarse en torno a 
un millón de dólares en un plazo de tres años, una cantidad que de por sí justifica en 
gran medida el fuerte interés en torno a este tipo de tecnologías. En empresas más 
pequeñas se estiman unos setecientos dólares y casi diez mil Kw/h por cada servidor 
virtualizado, además de importantes ahorros en espacio y en necesidades de 
climatización. 
 
La reducción más habitual y practicada a nivel de centros de proceso de datos es 
de 4:1, cuatro máquinas virtuales sobre cada ordenador físico, lo que supone una 
reducción de un 75%, aunque se puede llegar a ratios de 8:1 (87.5%) o de 10:1 (90%). 
En grandes rasgos, el paso a máquinas virtualizadas supone: 
 
- Incrementar del tiempo de funcionamiento efectivo (reducción del downtime). 
- Incrementar la flexibilidad en caso de averías de hardware (una máquina virtual 
puede ser trasladada a otra plataforma de manera prácticamente inmediata).  
- Mayores facilidades de cara a la realización de backups y procedimientos de 
recuperación en caso de sufrir algún problema en su funcionamiento. 
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- Mayor seguridad referente a la privacidad de los datos, se puede tener una 
maquina específica para cada función, separando los datos privados no 
necesarios para cada servicio. 
- Reducción de coste en infraestructuras. Ahorro en componentes hardware y 
reducción del espacio necesario para ubicar los servidores. 
Como empresa líder en virtualización nos encontramos con VMWare, el cual 
pretende crear un estándar para la virtualización. Aunque últimamente han cogido 
fuerzas otros productos open-source como VirtualBox, el cual ofrece características 
técnicas parecidas y compatibilidad con maquinas creadas con VMWare, aparte de 
disfrutar de las ventajas que supone trabajar con software de licencia libre. 
2.4.3 Maquinas virtuales 
 
Una maquina virtual es un contenedor de software aislado que puede correr 
con su propio sistema operativo y sus aplicaciones como si fuera una computadora 
física independiente. Se pueden diferenciar dos grandes tipos de maquinas virtuales: 
de sistema y de proceso. 
 
Las maquinas virtuales de sistema o máquinas virtuales de hardware, permiten 
a la máquina física anfitriona la multiplexación entre varias máquinas virtuales, cada 
una ejecutando su propio sistema operativo independiente. El software que gestiona la 
virtualización se llama monitor de máquina virtual o hypervisor. Este software se puede 
ejecutar directamente sobre el hardware o bien sobre un sistema operativo, entonces 
conocido como “host operating system”.  
 
Estas maquinas virtuales se comportan exactamente como si fueran PC’s 
individuales, el cual, cada uno, contiene su CPU, RAM, disco duro y su tarjeta de red. 
Un sistema operativo no puede diferenciar una maquina virtual de un PC físico, así 
pues, podríamos afirmar que actúa como un PC “real”. El único inconveniente que 
podíamos encontrar es una ralentización del SO, pero se compensa al poder utilizar 
varias maquinas virtuales sobre el mismo hardware. 
 
Las maquinas virtuales de proceso, también llamadas maquinas virtuales de 
aplicación, se ejecutan como un proceso normal dentro de un sistema operativo y 
soportan un solo proceso. La maquina se inicia al lanzar el proceso deseado y se para 
cuando este ha finalizado. El objetivo principal de esta máquina es proporcionar un 
entorno de ejecución independiente de la plataforma de hardware y del SO, al mismo 
tiempo que oculte los detalles de la plataforma subyacente y permita que un programa 
se ejecute siempre de la misma forma sobre cualquier plataforma. Como ejemplo, la 
maquina virtual de Java se puede considerar la más conocida dentro del mundo 
informático. 
 
2.4.4 Software de Virtualización 
 
En el mercado nos podemos encontrar con diferentes plataformas para la 
virtualización de SO. Dentro de las más conocidas nos encontramos con VMWare, 
VirtualBox, VirtualPC, Xen y Q-Emu.  
 
En este proyecto se han realizado pruebas con 3 principales plataformas para 
llevar a término la virtualización de las diferentes plataformas implementadas: 
VMWare,  VirtualBox y Xen. Se ha elegido analizar principalmente estas tres 
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plataformas debido a su gran popularidad y su buen rendimiento en la virtualización de 
plataformas x86, ideal para la virtualización de nuestros servicios. Sus principales 
características se detallan a continuación. 
 
2.4.4.1. VMWare 
Existen diferentes distribuciones de software dentro de la categoría VMWare; 
algunas de las versiones gratuitas más destacables por su versatilidad y facilidad de 
uso son VMWarePlayer y ESXi Server.  
VMWarePlayer nos permite ejecutar máquinas virtuales previamente creadas o 
Virtual Appliances descargadas desde la página principal de VMWare. Como 
versiones comerciales nos encontramos con Workstation y Infrastructure 3. La primera 
nos permite la creación y utilización de maquinas virtuales propias desde cualquier 
plataforma de PC, lo que permite al usuario simular las maquinas virtuales desde su 
propio portátil o sobremesa. La solución Infrastrcuture 3 consiste en un conjunto de 
herramientas pensadas para la administración completa de un Data Center 
virtualizado. La principal herramienta es el ESX Server y consiste en un SO pensado 
para la administración de maquinas virtuales. Facilita la centralización y virtualización 
de servidores a un nivel de datacenter de ISP, ya que prácticamente no reconoce la 
mayoría de hardware doméstico. Actualmente existe una versión gratuita llamada ESXi 
compuesta principalmente del kernel de virtualización. Su administración se hace a 
través del VIClient o del RCLI (Remote Command Line Interface) desde una segunda 
maquina. 
2.4.4.2. Sun xVM VirtualBox 
 
Software de virtualización para arquitecturas x86, desarrollado inicialmente por la 
empresa alemana Innotek GbmH, para luego ser traspasado a Sun Microsystems en 
febrero de 2008. Similar a VMWare Workstation, nos permite la creación y utilización 
de diferentes maquinas virtuales corriendo sobre el SO host de nuestro laptop o 
sobremesa. Existen 2 versiones: VirtualBox con licencia privada para su uso 
comercial, y VirtualBox OSE, con licencia de software de libre distribución. El único 
punto negativo, es la carencia de determinadas opciones disponibles en otras 
distribuciones. Aunque se pueden suplir indirectamente con aplicaciones externas a la 
distribución. 
Actualmente Sun Microsystems prepara una versión server de su plataforma de 





Herramienta de virtualización desarrollada por la Universidad de Cambridge. 
Utilizada en entorno Linux, una vez instalado se inicia junto al kernel del SO para 
poder crear, modificar e iniciar las diferentes maquinas virtuales (en Xen llamadas 
dominios). El hecho de estar integrado en el SO permite un mayor rendimiento en la 
utilización de los recursos hardware disponibles. En 2007 Citrix adquiere XenSource 
para después lanzar el software de pago Xen Server 4.1, aunque existe la versión 
gratuita Xen Server Express Edition la cual permite hacer correr hasta 4 maquinas 
virtuales. 
 
Finalmente se ha optado por la opción de VirtualBox, debido principalmente a su 
licencia open-source y a su gran rendimiento computacional frente a otras 
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distribuciones. El único punto negativo de la distribución es la imposibilidad de  
“puentear” la tarjeta de red para simular diferentes tarjetas virtuales conectadas 
directamente sobre la misma red. En este caso, usaremos la distribución bridge-utils i 
uml-utilities para crear los diferentes vínculos entre la tarjeta hardware y las diferentes 
tarjetas virtualizadas. La siguiente figura nos muestra el esquema de red virtualizada 
con las herramientas mencionadas. Podemos distinguir la tarjeta de red física eth0 con 
sus respectivos “puentes” a las tarjetas de red virtuales, en este caso nombradas 
como tap#x. 
 
Fig. 2.19 Esquema red virtual con VirtualBox, bridge-utils i uml-utils. 
 
Una función interesante en VirtualBox es la opción de administrar las diferentes 
maquinas virtuales a través de la línea de comandos, ya sea en local o remotamente. 
Estas opciones nos permiten crear, modificar, gestionar y eliminar las diferentes 
maquinas virtuales que deseamos. Las opciones son las mismas que obtenemos en el 
entorno grafico (GUI, Graphical User Interface) que dispone VirtualBox solo que ahora 
pueden ser modificadas por línea de comandos (CLI, Command Line Interface) desde 
una ubicación remota lo que nos permite prescindir de cualquier pantalla para poner 
en funcionamiento los diferentes servidores virtualizados. También disponemos la 
opción de activar el servicio VRDP el cual nos permite acceder al escritorio de forma 
remota. 
 
Actualmente disponemos de muchas posibilidades en el campo de la 
virtualización de escritorios (Desktop Virtualization) debido sobre todo al creciente 
aumento de este mercado en los últimos años. Un ejemplo claro de la implantación de 
sistemas virtualizados, es que la empresa VMWare vio incrementados sus beneficios 
un 70% más en 2007, y prevé un aumento en el vigente año 2008. Además muchas 
compañías están uniendo fuerzas para presentar soluciones competentes en el 
mercado, inicialmente dominado por VMWare. Las empresas actuales proponen 
soluciones para la virtualización en Data Centers y hasta ofrecen plataformas para la 
virtualización de aplicaciones, por lo que permite al cliente tener una plataforma 
“delgada” (ThinClient). Actualmente las empresas líderes en el mercado son VMWare 
(especializado tanto en Data Centers como en pequeñas empresas), Citrix (basa su 
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filosofía en la virtualización de aplicaciones) y Sun Microsystems (actualmente 
preparando una plataforma de virtualización y gestión de máquinas virtuales). Otros 
competidores, en un segundo nivel, serian Microsoft (su VirtualPC no tiene un 
rendimiento optimo) y Oracle (que ha sacado su plataforma de virtualización en 
Octubre 2008). 
 
Esta reducción de costes y consumo nos lleva a hablar de la nueva tendencia 
entre los Data Center: el ITGreen. Filosofía basad en sacar el máximo rendimiento a 
los equipos actuales, para reducir la potencia total consumida y por lo tanto la emisión 
total de CO2. No en vano, una empresa con los sistemas virtualizados puede ahorrar 
cifras considerables en poco tiempo. Por ejemplo, si una empresa dispone de 8 
servidores “reales” y virtualiza su infraestructura con 2 plataformas de virtualización 
con 4 máquinas virtuales cada una, el consumo eléctrico puede llegar a reducirse 
hasta un 75%. 
 
Dentro del concepto de ITGreen, a parte de la virtualización, nos encontramos con 
la creciente utilización de los servidores Blade, los cuáles hacen un uso eficiente de la 
energía. Estos servidores disponen de diferentes módulos específicos ampliables 
según las necesidades del Data Center. 
 
Un aspecto importante y a tener en cuenta a la hora de la virtualización de 
servidores es la infraestructura de la red sobre la que vamos a virtualizar. Por ejemplo, 
si tenemos 4 máquinas virtuales sobre una misma interfaz física (por ejemplo una 
tarjeta GigabitEthernet), no debemos de pretender que cada una de las 4 máquinas 
virtuales disponga de todo el ancho de banda. Además debemos tener en cuenta la 
capacidad de proceso de los diferentes switch y routers (forwarding capacity) para que 
puedan soportar el envío y recepción de los paquetes de las diferentes máquinas 
virtuales en un mismo puerto. 
 
En una plataforma de virtualización también debemos de tener en cuenta varios 
factores importantes a la hora de implementar un entorno virtualizado.  
 
El primer paso es la confección de una buena documentación y seguimiento de la 
red virtualizada, debido a que puede surgir cualquier problema en la red virtual difícil 
de detectar, ya sea por error en la configuración o solapamiento de maquinas virtuales. 
Por ejemplo, podríamos tener un problema en un servicio virtualizado, pero para 
solucionarlo no deberíamos afectar al servicio ofrecido por otras maquinas virtuales 
almacenadas dentro del mismo host físico. Por eso es necesario tener una buena 
documentación de la infraestructura de red virtual, ya sea para la solución de 
problemas como para el posible aumento de la misma. 
 
Otro punto importante si queremos unificar servicios dentro de la misma máquina 
virtual es la protección del hardware físico. Todas las mejoras y posibilidades que nos 
ofrece la virtualización pueden desaparecer si no protegemos correctamente la 
plataforma física. Debemos pensar que, el ahorro derivado de la implementación de 
sistemas virtualizados, como menor número de servidores, se puede compensar en un 
aumento de la seguridad frente a posibles problemas, como bajadas de tensión, fallos 
en las fuentes de alimentación, protección de ataques al host, además de una buena 
ventilación, ya que el servidor, al aprovechar todo su potencial, podría estar trabajando 
al límite de sus capacidades. Podríamos decir que la importancia de la plataforma de 







CAPÍTULO 3. Configuración del Servidor 
 
El siguiente capítulo nos muestra la estructura del servidor implementado para 
la realización de las diferentes pruebas sobre la arquitectura PON. 
 
3.1. Hardware i Software 
El hardware implementado en el servidor se compone de: 
 
AMD Sempron LE 1100 (1900 MHz) 
2Gb RAM 
160GB Disco Duro 
1 Tarjeta Fast Ethernet 
2 Tarjetas Gigabit Ethernet 
 
Como sistema operativo host se ha instalado una versión linux Ubuntu Desktop 
8.04 (última versión estable de la distribución, en el momento de la configuración), 
basado en Debian. Se ha eliminado software no esencial con tal de acelerar el 
rendimiento global del sistema.  
 
En este SO se ha instalado el software VirtualBox, para la virtualización de las 
diferentes maquinas virtuales. La instalación se produce directamente del paquete de 
distribución ofrecido por el fabricante, por lo que no existe ningún problema con su 
instalación y puesta en funcionamiento. 
 
El siguiente esquema nos muestra la configuración del servidor principal, con 
sus diferentes maquinas virtualizadas. 
 




Como nos indica la Fig. 3.1 Esquema distribución de virtualización y aplicaciones 
en el servidor., disponemos del SO Ubuntu Desktop 8.04 como Host SO, para 
disponer de las diferentes aplicaciones. Por un lado tenemos la plataforma de 
virtualización VirtualBox, la cual nos permite ejecutar las tres maquinas virtuales que 
emularan nuestros servidores de voz sobre IP, el servidor EMS y las otras 
aplicaciones. Como se ha comentado anteriormente, para dar servicio de VoIP se ha 
decidió implementar la distribución Elastix, el cuál en la misma página web del 
proyecto nos podemos descargar el archivo de maquina virtual de la distribución, con 
tal de implementar directamente la centralita sin necesidad de previa instalación.  
 
Por otra parte disponemos del SO Ubuntu Server 8.04 ejecutándose en  una 
maquina virtual sobre la plataforma VirtualBox. Sus principales funcionalidades son: 
 
- Servidor DNS: encargada de transformar los nombres de las diferentes 
peticiones a direcciones IP. 
- Servidor DHCP: para asignar IP’s  las diferentes ONU’s a través de su MAC 
(dirección física) pertenecientes al condominio de nuestro servicio. 
- Servidor FTP: a nivel administrativo, para almacenar y compartir archivos. 
- Servidor Web: para informar a los diferentes clientes del estado de nuestro 
servicio, así como para ofrecer nuestro sistema de VoD, basado en un portal 
web. 
También disponemos de una maquina virtual emulando un Windows Server 2003 
Standard Edition, el cual alberga el servidor y cliente de elementos EMS, que nos 
permite administrar los equipos FTTH de la casa Enablence. El servidor actúa de 
forma transparente al usuario y es a través del cliente dónde se efectúan todas las 
acciones para la configuración y activación de los equipos FTTH. Esta MV está 
ubicada dentro de la red de administración, debido a que debe de poder comunicarse 
con el módulo EMS de la OLT. 
Finalmente, podemos distinguir la aplicación Darwin Streaming Server 
ejecutándose como otra aplicación en el host SO. Principalmente se ha decidido no 
virtualizar el servidor VoD por la gran cantidad de recursos necesarios para su correcta 
implementación Por lo que en una hipotética implementación real, se consideraría la 
utilización de una maquina singular que establecería tales funciones de video 
streaming, juntamente con sus unidades de almacenamiento externas para el 
almacenaje de los contenidos multimedia. Así pues, para este proyecto se ha 
implementado directamente el servidor de VoD, sobre el SO principal para tener todos 
los servicios integrados en una sola computadora. 
 
Finalmente, para el control remoto de la plataforma de virtualización, se han 
activado dos servicios en el SO Host: SSH y VNC. Con el acceso a través del servicio 
SSH podremos  controlar el arranque, configuración y administración de sus diferentes 
servicios y maquinas virtuales, teniendo prácticamente todo el control necesario de la 
plataforma. El servicio VNC se ha habilitado para casos excepcionales, como la 
adición de una nueva MV (aunque se puede realizar a través de comandos remotos, el 
tiempo en realizarlo en un entorno gráfico disminuye considerablemente) o la 
configuración en red de las diferentes maquinas virtuales. También se ha activado un 
servicio FTP, para subir archivos necesarios en caso de creación de nuevas MV, 




3.2. Configuración de la red virtualizada 
 
Como se puede comprobar, dispondremos de diferentes direcciones IP’s 
dependiendo de la tarjeta física y los puentes realizados sobre ellas. Así podemos 
diferenciar el servicio que estamos ofreciendo según sea su origen; voz, datos o vídeo. 
La siguiente tabla muestra los puentes realizados sobre cada NIC, así como otros 
datos como su IP y SO al que pertenecen. 
 
Interface Type Bridge OS IP 
eth0 FastEth Public IP UbuntuDesktop 8.04 147.83.115.18 
eth1 GigabitEth 
Static Host IP UbuntuDesktop 8.04 10.0.0.1 
br0 
tap1 UbuntuServer 8.04 10.0.0.2 
tap2 Elastix 1.1.2 10.0.0.3 
eth2 GigabitEth 
Static Host IP UbuntuDesktop 8.04 192.168.0.20 
br1 tap3 Win2003+EMS 192.168.0.21 
Tabla 3.1 Configuración tarjetas de red. 
Podemos observar las diferentes redes que manejará el servidor, dependiendo de 
la tarjeta de red asignada. La primera tarjeta actuará como puerta de enlace al 
exterior, dentro de la red 147.83.115.0/24. La segunda tarjeta, eth1, se encargará de 
proporcionar los servicios a las ONUs dentro de la red de servicios 10.0.0.0/16. Por 
último la tarjeta eth2, se encargará de la administración de los equipos dentro de la red 
































CAPÍTULO 4. Escenario FTTH 
 
4.1. Configuración del escenario 
 
Para el testeo de la solución de virtualización propuesta se utilizaran los equipos 



















































Fig. 4.1 Esquema del escenario FTTH. 
 Simplificando la distribución de los elementos albergados en el laboratorio, 
podemos realizar una simplificación del escenario con el siguiente esquema que nos 
muestra la Fig. 4.2 Esquema simplicado del escenario FTTH. 
 




El escenario se compone de 2 OLT’s dónde cada una distribuye la señal óptica 
a una rama independiente de FTTH con un splitter de 2:8 y dos ONU’s como clientes 
finales del servicio. La primera OLT, donde cuelga la rama #1, usa la tecnología G-
PON, mientras que la segunda utilizara la tecnología E-PON. Esta interesante 
diferencia nos permitirá comprobar la diferencia de rendimiento entre las dos 
tecnologías dependiendo del servicio a ofrecer. 
 
Las pruebas a realizar en el laboratorio nos aproximaran al rendimiento que 
puede obtener nuestro servidor en un entorno FTTH con equipos comerciales. Los 
equipos pertenecen a la empresa americana-canadiense Enablence, de la serie 
Wave7 Optics FTTx Networks. Los equipos OLT pertenecen a la gama TRIDENT7 
Universal Acces Platform (T7), concretamente el modelo T7 Compact OLT (T7 COLT), 
versión compacta de los modelos (ocupa solo 2 unidades de rack) y está adaptada 
para instalarla en oficinas u entornos no climatizados. Consiste en una solución 
pensada para pequeñas operadoras o para la realización de pruebas en entornos 
aislados, además también se puede utilizar para futuras extensiones de red o 
aumentar la protección al borde de la red de agregación.  
 
Sus principales características son: 
 
- Soporte de múltiples estándares desde la misma plataforma: 
o IEEE 802.3 GE-PON (EFM PON) 
o ITU G.984 GPON 
o IEEE 802.3 Point-to-Point 
 
- Hasta 256 ONUs utilizando splitters de 1:32. 
 
- Modulo de gestión EMS (Element Management System) 
 
La COLT dispone de una plataforma principal llamada PIM (Platform Interface 
Module) donde se puede conectar la tarjeta que definirá el servicio óptico a 
implementar y una plataforma NIM (Network Interface Module) que alberga los puertos 
de uplink hacia la red de agregación. Así pues podemos instalar una tarjeta EPON o 
GPON dependiendo de los requerimientos de nuestra red óptica pasiva. El manejo y 
control de la COLT, así como el control de los servicios y clientes de la red, se realiza 
a través de un puerto de gestión nombrado EMS. Este puerto, conectado al software 
EMS Server (ubicado en nuestro caso en la maquina virtual de Windows Server 2003)  
nos permite administrar, supervisar y modificar las opciones de nuestra OLT y sus 
ONUs asociadas. Es necesario utilizar conectores SFP-1000 BASE-T para la conexión 








En un principio, las pruebas del servidor sobre la plataforma FTTH se iban a utilizar 
las ONUs ONT-E1800i para las pruebas con el árbol GE-PON y la ONT-G1000i para 
las pruebas GPON. Los dos modelos están enfocados dentro de la serie TRIDENT7 
de la casa Enablence.  
 
Finalmente, debido a problemas de conectividad con la tarjeta GPON y al tiempo 
disponible para la finalización del PFC, únicamente se han podido realizar pruebas 
sobre la plataforma EPON. Además, debido a retrasos en el envío de las ONUs 
EPON, se ha optado la instalación provisional de 2 ONT-E221 pensada para ser 
instalada en exterior. Esta ONU incorpora 2 puertos Fast-Ethernet, 2 POTS y 1 canal 
de vídeo RF.  
 
Los spitters disponen de 2 entradas con 8 salidas. Han sido creados con un splitter 
1:2 junto con un splitter 1:8, tal como se muestra en la Fig. 4.4 Configuración interna 
del splitter 2:8. 
 
 
Fig. 4.4 Configuración interna del splitter 2:8. 
El hecho de disponer 2 entradas nos permite mezclar las señales de dos PONs 
distintas configurando adecuadamente el WDM, además también nos permite mezclar 
una señal de video RF sobre nuestra PON. La atenuación total de este splitter es de 
12dB; 3dB del splitter 1:2 y 9db del splitter 1:8. Las entradas al divisor se deben 
efectuar con conectores de fibra SC-UPC y las salidas son SC-APC, conector utilizado 
en el despliegue de FTTH comercial. 
4.2. Pruebas sobre el servidor virtualizado 
 
Se han realizado pruebas sobre todos los servicios desplegados en la plataforma 
virtualizada: 
 
- Llamada VoIP: Realización de una llamada a través de un softphone i un 




Fig. 4.5 Prueba VoIP sobre EPON. 
 
- Transferencia de archivos: Navegación y descarga de archivos usando HTML y 
FTP a través de un entorno web. 
 
Fig. 4.6 Prueba de datos sobre EPON. 
 
- Transmisión de vídeo de alta cualidad: Streaming de diferentes videos con 
diferentes características para ver su rendimiento sobre la estructura FTTH. 
 




Estas tres pruebas sobre cada tramo de FTTH, han permitido determinar el 
rendimiento global del servidor para ofrecer servicios triple-play en entornos 
multiusuario usando tecnología E-PON. 
 
4.3. Resultados de las pruebas 
 
En este apartado se analizan los resultados obtenidos en la realización de las 
diferentes pruebas sobre la plataforma de virtualización. Las ONUs utilizadas son las 
E221 de la casa Enablence. El servicio ofrecido por la OLT es simétrico de 100Mbps. 
 
4.3.1 Servicio VoIP 
 
Para la realización de la prueba se han montado el escenario anteriormente 
descrito, utilizando ambos portátiles el softphone de libre distribución SJPhone. 
Inicialmente se han definido dos usuarios SIP en el entorno de configuración de la 
centralita Elastix. Una vez añadidos, se ha procedido a la configuración del software 
cliente para el registro de los usuarios en la misma centralita y seguidamente proceder 
a la realización de la llamada. La siguiente Fig. 4.8 Conversación cliente SIP con la 
centralita Elastix.muestra la conversación mantenida por el cliente 6001, con IP 
10.0.1.58, y la centralita Elastix, con IP 10.0.0.3. 
 
Fig. 4.8 Conversación cliente SIP con la centralita Elastix. 
La siguiente figura nos muestra el gráfico de la llamada realizada a través de 
los dos clientes de aproximadamente 1 minuto de duración, con el numero de bits por 
segundo en el eje Y. 
 
Fig. 4.9 Gráfico del tráfico de la llamada VoIP. 
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Duración captura: 0:00:58 
Nº Paquetes: 60174 
Tamaño medio paquete (bytes): 207,044 
Tasa media paquetes/s 60,174 
Tasa media Mbps 0,100 
Tabla 4.1 Resumen de la llamada VoIP. 
Podemos comprobar cómo la velocidad media de la llamada es de unos 
100Kbps, habiendo una velocidad constante durante la transmisión de audio de 
aproximadamente 200Kbps.  
 
4.3.2 Servicio de Datos 
 
Referente a los servicios de transmisión de datos sobre la plataforma FTTH, se 
han realizado diferentes pruebas: navegación web, subida y bajada de archivos en el 
servidor FTP. 
 
4.3.2.1. Servicio Web 
 
Primero, se ha navegado en los diferentes servicios web que nos ofrece la plataforma 
virtualizada. Entre ellos se ha navegado a través de un portal Joomla 1.5 y de una 
página simple ambos ubicados en la maquina virtual ubicada en la plataforma de 
virtualización. 
 
Fig. 4.10 Trafico de navegación web. 
 
Duración captura: 0:05:40 
Nº Paquetes: 1909 
Tamaño medio paquete (bytes): 354,264 
Tasa media paquetes/s 5,610 
Tasa media Mbps 0,16 
Tabla 4.2 Resumen de la navegación web. 
Podemos observar en la Fig. 4.10 Trafico de navegación web. los picos de las 
demandas de los diferentes sitios web ubicados en la plataforma de virtualización. La 
velocidad media de transmisión es pequeña, debido principalmente al poco contenido 




4.3.2.2. Servidor FTP 
 
 En el servidor FTP instalado en la maquina virtual de Ubuntu Server 8.04, se ha 
procedido a la carga y descarga de un archivo de considerables dimensiones; una 
imagen ISO de la plataforma Elastix de aproximadamente 650 MB. 
 
Fig. 4.11 Trafico de descarga del archivo en el servidor FTP. 
Duración captura: 0:01:34 
Nº Paquetes: 442756 
Tamaño medio paquete (bytes): 1414,975 
Tasa media paquetes/s 4673,5 
Tasa media Mbps 52,93 
Tasa de pico Mbps 91,982 
Tabla 4.3 Resumen de la descarga de archivo en FTP. 
   
Posteriormente se procedió a la carga del mismo archivo al servidor, para evaluar la 











Duración captura: 0:01:49 
Nº Paquetes: 239174 
Tamaño medio paquete (bytes): 2836,254 
Tasa media paquetes/s 2183,367 
Tasa media Mbps 49,54 
Tasa de pico Mbps 93,192 
Tabla 4.4 Resumen de la carga en el servidor FTP. 
Los diferentes gráficos nos muestran la transmisión del archivo descargado y 
cargado al servidor FTP. Podemos observar como la tasa media ronda los 50 Mbps en 
ambos casos, teniendo picos de velocidad cercanos al máximo del servicio ofrecido, 
100Mbps. 
 
4.3.3 Transmisión de video 
 
Se realizaran tres transmisiones diferentes, cada una con un video de 
diferentes características. Las especificaciones de los videos a transmitir se reflejan en 
la siguiente tabla: 
 
Calidad: Baja Media Alta 
Formato: AAC, Estéreo, 32.000 kHz AAC, Estéreo, 48.000 kHz 
AAC, Estéreo, 48.000 
kHz 
H.264, 320X240 Soreson Video 3, 960x540 H.264, 1920x1080 
FPS: 15 29.95 24 
Tamaño: 3,53 MB 56,7 MB 518,53 MB 
Velocidad 
datos: 650,62 Kbps 3,46 Mbps 22,50 Mbps 
Duración: 00:00:45.6 00:02:11.43 00:03:13.23 
Tabla 4.5 Propiedades de los diferentes videos. 
 
El formato de video Soreson Video 3 era en un principio propiedad de Apple y 
de código cerrado, siendo su reproducción solo posible con reproductores QuickTime. 
Más adelante, un desarrollador anónimo desvelo que era una versión del estándar 
H.264, incluyéndolo en el paquete de distribución para manipulación multimedia 
ffmpeg de software libre. Así pues, cualquier reproductor compatible con ffmpeg podrá 
reproducir el vídeo transmitido. 
Las siguientes figuras nos muestran el tráfico de los diferentes videos 
transmitidos a través de la red FTTH. Podemos observar como aumenta el tiempo de 
tráfico de datos por la duración del video a medida que mejora la calidad. Así pues, en 
el video de baja calidad observamos el final de la transmisión a la mitad de duración 





Fig. 4.13 Grafico de tráfico del video de baja calidad. 
 
 
Fig. 4.14 Grafico de tráfico del video de media calidad. 
 
 
Fig. 4.15 Gráfico del tráfico del video de alta calidad. 
 
La siguiente tabla nos muestra el resumen de las diferentes transmisiones 
sobre la red FTTH para comprobar el rendimiento del servidor de video implementado 
en el sistema operativo host de la plataforma de virtualización. 
 
Calidad: Baja Media Alta 
Duración captura: 0:00:47 0:02:16 0:03:18 
Nº Paquetes: 3805 47744 96532 
Tasa media paquetes/s 78,175 348,617 485,888 
Tasa media Mbps 0,332 3,482 4,467 
Tasa de pico Mbps 0,920 10,503 9,324 




Podemos observar la tasa media de bits en el video de baja calidad es la mitad 
de la velocidad de datos, esto es debido a que la transmisión del video se ha 
completado en la mitad de tiempo de duración del mismo. La tasa de apenas supera la 
velocidad de los 10 Mbps, debido a las limitaciones del servidor. 
Se ha podido comprobar cómo el servidor no es suficientemente potente como 
para bombear el video de alta calidad, por lo que su visualización ha resultado 
pixelada y con retardos en la sincronización de audio y video. Observamos como la 
tasa media de Mbps apenas llega a 5Mbps, cuando el video de alta calidad tiene una 
tasa de 22Mbps. La solución a este problema pasa en aumentar la capacidad de 
cálculo del servidor, upgradeando su hardware o añadiendo una tarjeta codificadora 
para reducir los cálculos en el sistema operativo host de la plataforma. 
Por otra parte, la reproducción de los videos de baja y media calidad ha 
resultado satisfactoria, debido a que se ha podido alcanzar sin problemas la tasa 








































CAPÍTULO 5. Conclusiones 
 
El objetivo de este proyecto ha sido el de evaluar e implementar una plataforma 
virtualizada para ofrecer servicios avanzados en proyectos FTTH de tamaño mediano, 
utilizando plataformas open-source.  
 
Los motivos de plantear soluciones virtualizadas para este tipo de entornos 
son: 
 
- Mayor gestión de recursos 
- Menor consumo eléctrico 
- Mayor flexibilidad, seguridad y robusteza en los servicios 
- Simplificación de la red física 
- Menor espacio físico 
- Independencia entre servicio-hardware 
 
Lo que se traduce en: 
 
- Reducción de costes de infraestructura y mantenimiento. 
- Gran escalabilidad 
- Seguridad y estabilidad 
 
Así pues, en un despliegue FTTH de tamaño pequeño / mediano (<500 puntos de 
conexión) se pueden desplegar aplicaciones avanzadas de manera rápida y sencilla 
sin riesgos. 
 
En caso de requerir mayor potencia de cálculo, simplemente se debe añadir más 
hardware y trasladar las máquinas virtuales. Adicionalmente, en caso de fallo, la 
resolución de incidencias se resuelve moviendo la máquina virtual a hardware 
operativo. 
 
Para llevar a cabo las pruebas, se ha implementado un servidor virtualizado para 
ofrecer servicios tiple-play (vídeo, voz y datos) sobre una red FTTH basada en equipos 
compactos (hasta 512 usuarios), cosa que se encuadra perfectamente con el enfoque 
del servicio virtualizado. 
 
Sobre una plataforma E-PON se han realizado pruebas de transmisión de voz 
(VoIP), video (Video Bajo Demanda) y datos (web + FTP) sacándose las siguientes 
conclusiones: 
- El servicio VoIP funcionaba sin problemas con soft-phones, hecho totalmente 
predecible ya que la carga sobre la red FTTH era mínima. Se ha utilizado la 
codificación G.711, por lo que debe tenerse en cuenta el consumo de la CPU 
en función del número de llamadas simultáneas para calcular la carga 
computacional necesaria. 
- El servicio de VoD no es operativo en máquinas virtualizadas con múltiples 
aplicaciones ya que no ofrece la tasa suficiente ni la capacidad de proceso 
para ofrecer un servicio en producción con garantías. 
- El servicio de datos y navegación funcionaba correctamente, aunque debería 
analizarse con más detalle configuraciones optimizadas de servidor para 
aumentar la tasa de transferencia, cómo el uso de discos duros más rápidos. 
 
Así pues, las plataformas virtualizadas ofrecen soporte satisfactorio para 
aplicaciones de voz y datos, mientras que para aplicaciones de video de alta 
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definición, debemos recurrir a configuraciones más potentes que justifican el uso de 
hardware dedicado. 
 
Hemos de tener en consideración, que este proyecto es una prueba de concepto, 




















































CAPÍTULO 6. Acciones Futuras 
 
 El presente proyecto ha desplegado una solución virtualizada inicial, la cual 
puede crecer en base a las siguientes acciones: 
 
- Adición y configuración de una tarjeta VoIP Digium; lo que permitiría 
interconectar el servidor con la red conmutada de Telefónica. 
 
- Automatización de procesos en el servidor. Se podrían automatizar a través de 
scripts, los procesos de copias de seguridad ó snapshots, para hacer frente a 
posibles pérdidas o destrucción de datos. 
 
- Disponer de un almacenamiento externo para el servidor de VoD. Aunque 
nuestro servidor no nos permite transmitir videos de alta calidad, si podemos 
hacer streaming de diferentes videos de menor calidad. Aún así, disponemos 
de poco espacio lógico en el mismo servidor, por lo que podemos montar un 
servidor de almacenamiento externo, en el cual se ubiquen los diferentes 
archivos multimedia. 
 
- Creación de un portal Web aprovechando las capacidades del servidor de VoD 
para ofrecer un servicio interactivo con el usuario. Al tener todas las maquinas 
centralizadas, podemos acceder a todos los recursos de la misma sin tener 
problemas ni retardo de conectividad. Esto nos permitiría aprovechar el 
servidor web para crear entornos interactivos que puedan actuar con applets 
del servidor DSS o la centralita de VoIP. 
 
- Creación de un portal interactivo y configuración de un set-top box. Aunque no 
podamos transmitir videos de HD en este servidor debido a sus limitaciones 
técnicas, podemos crear un portal accesible a través de un set-top box pre-
configurado. 
 
- Buscar una solución inalámbrica para ofrecer servicios inalámbricos sobre la 
red FTTH. Principalmente, soluciones Wi-fi o Wiimax, que nos permitan 
controlar los usuarios activos y los servicios a ofrecer sobre la red inalámbrica.  
 
- Etiquetar los diferentes servicios en VLANs diferentes. Cambiar la 
configuración de la cabecera OLT para que identifique los diferentes servicios a 
ofrecer y les asigne sus correspondientes prioridades. 
 
Por último, sería recomendable mejorar el hardware del servidor, moviendo los 
servicios existentes a otra máquina más potente para poder soportar cargas 
superiores y así disponer de la posibilidad de transmitir diferentes videos en HD y 
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Anexo  I : Creación de puentes para VirtualBox 
El procedimiento es la creación de una interfaz física en el archivo de 




#iface tap1 inet manual 
#up ifconfig &iface 0.0.0.0 up 
#down ifconfig &iface down 
#tunctl_user USERNAME 
 
Sustituyendo USERNAME por el nombre de usuario del servidor. Si queremos 
podemos añadir tantos tap# como tarjetas virtuales “puenteadas” se necesiten. 
 
Una vez modificado nuestro archivo de configuración, nos centraremos en la 
creación de un script para la automatización del proceso de inicialización de las 
diferentes unidades virtuales. Para eso crearemos dos archivos de textos diferentes, 
una para la activación y otra para la desactivación de las tarjetas virtuales. Como 
nuestro servidor usara una IP estática, nuestro script de activación será el siguiente: 
 
#sudo tunctl – t tap1 –u USERNAME 
# sudo chown root.vboxusers /dev/net/tun 
#sudo chmod g+rw /dev/net/tun 
#sudo brctl addbr br0 
#sudo ifconfig eth0 0.0.0.0 promisc 
#sudo brctl addif br0 eth0 
#sudo ifconfig br0 HOST_IP netmask NETMASK 
#sudo route add default gw GATEWAY br0 
#sudo brctl addif br0 tap1 
#sudo ifconfig tap1 up 
 
Por otra parte, si queremos desactivar los diferentes puentes en la eth0, usaremos el 
siguiente script: 
 
#sudo ifconfig tap1 down 
#sudo ifconfig br0 down 
#sudo brctl delbr br0 
#sudo ifconfig eth0 HOST_IP netmask NETMASK up 
#sudo route add default gw GATEWAY eth0 
 
Dónde debemos sustituir los siguientes campos en ambos scripts: 
 
 USERNAME: nombre de usuario. 
HOST_IP: IP estática del servidor “host”. 
NETMASK: mascara de subred. 








Anexo  II : Arranque de diferentes máquinas virtuales 
remotas con VirtualBox 
VirtualBox nos permite activar la opción de escritorio remoto en las diferentes 
maquinas virtuales que disponemos actuando como un servidor VRDP. En las 
opciones disponibles en el CLI (Command Line Interface) nos encontramos con la 
posibilidad de activar el servicio VRDP en la maquina virtual deseada a través del 
comando: 
 
#VBoxManage modifyvm “Nombre VM” –vrdp on|off 
 
Se puede elegir el puerto a utilizar para la transmisión del escritorio remoto, o 
volver al puerto por defecto (puerto 3389) con el comando: 
 
#VBoxManage modifyvm “Nombre MV” –vrdpport default|Puerto_VRDP 
 
Una vez configurada la maquina virtual deseada, se puede arrancar a través de 
dos diferentes comandos: 
 




#VBoxHeadless  -startvm “Nombre MV” 
 
La única diferencia en utilizar un comando u otro es que el comando 
VBoxHeadless, en caso de error, nos puede proporcionar más información a través de 
la pantalla y los mensajes .log creados en el directorio de configuración de VirtualBox. 
Otras opciones interesantes para el control de las maquinas virtuales remotas son el 
control y revisión de su funcionamiento: 
 
#VBoxManage list vms|runningvms 
 
Nos muestra las diferentes máquinas virtuales disponibles y las maquinas 
virtuales que actualmente están funcionando. 
 
#VBoxManage showvminfo “Nombre MV” –details –statistics  
 
Nos muestra información de la máquina virtual deseada. 
 
#VBoxManage controlvm “Nombre MV” pause|resume|reset|poweroff|savestate 
 
Nos permite pausar, resumir, reiniciar, apagar o guardar el estado de nuestra 
máquina virtual. 
 
Disponemos de múltiples de opciones a través del comando VBoxManage, por 
lo que si se desea realizar alguna otra acción remotamente es aconsejable el uso del 
manual de VirtualBox disponible en la web de la distribución. 
 
En nuestro caso, para el montaje del servidor se han arrancado dos maquinas 
virtuales a través del servidor VRDP con puertos distintos al predeterminado, con tal 
de evitar conflictos en su funcionamiento. En nuestro caso se ha dejado el puerto 
predeterminado (3389) en la distribución Elastix, debido a que es preciso ingresar el 
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nombre de usuario y su correspondiente contraseña antes de que la distribución 
arranque la centralita Asterisk. De este modo, podemos acceder a través del escritorio 
remoto con el cliente VRDP Escritorio Remoto en Windows,  rdesktop en Linux o Cord 
en Mac, para poder iniciar el servicio de VoIP en nuestro servidor. 
 
Para acceder al servidor virtualizado Ubuntu Server 8.04, se puede acceder a 
través de comandos ssh, por lo que se  ha modificado el puerto del servidor VRDP por 
alguno que no sea utilizado en ningún servicio ofrecido por el servidor, en nuestro caso 















































Anexo  III : Instalación del servidor Darwin Streaming 
Server 
En su instalación debemos de tener en cuenta la creación de un usuario 
llamado qtss con totales permisos para la administración del servidor. La creación se 
puede realizar a través de la consola de comandos con las instrucciones: 
 
# groupadd qtss 
# useradd -g qtss qtss 
# passwd qtss 
 
A continuación debemos introducir la contraseña deseada para el nuevo 
usuario. Se debe tener en cuenta que los archivos a transmitir desde el servidor deben 
de ser propiedad de usuario creado. Una vez realizada la creación de usuarios, ya se 
puede proceder a la instalación del paquete DSS, simplemente extrayendo el archivo y 
ejecutando el comando: ./Install en el directorio donde se encuentren los archivos de 
instalación.  





De esta forma nos aparece la pantalla de logueo de DSS, dónde introduciendo sus 
correspondientes datos nos redirecciona a la interfaz de administración. Las 
principales opciones que podemos elegir son: 
 
- Directorio raíz del servidor: dónde se ubican los archivos a transmitir y sus 
diferentes subcarpetas. 
- Puerto 80: si deseamos utilizar el puerto 80 como puerto transmisor. No 
deseable si en el mismo servidor tenemos un servidor web, pero útil si tenemos 
que realizar pruebas a través de un cortafuego. 
- Máximo número de conexiones y máximo throughtput: Conexiones máximas y 
ancho de banda permitido para la realización de las transmisiones. 
 
Fig. 7.1 Pantalla de inicio y de configuración del servidor Darwin Streaming Server. 
 
DSS también nos ofrece otras posibilidades como la mejora de nuestra 
seguridad añadiendo una clave digital SSL o la posibilidad de recibir flujos de 
transmisión de otros servidores para ser reenviados o servidos a los usuarios 
deseados. También dispone de una pantalla de servicio donde se muestran los 
usuarios conectados y el estado de flujo de transmisión. Otra de sus principales 
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funcionalidades es la creación de listas de reproducción, ya sean de mp3 como de 
contenido multimedia. 
 
Otras aplicaciones necesarias para el correcto funcionamiento del servidor y 
para administrar los diferentes archivos multimedia son las distribuciones ffmpeg y 
mp4creator. La primera distribución nos permite manipular las pistas de vídeo y audio 
de los archivos multimedia, independientemente de su formato. Entre sus principales 
funcionalidades, destacan la de extraer audio y video de un archivo y su 
correspondiente recodificación usando cualquier códec disponible. Por otra parte, 
mp4creator nos permite juntar diferentes archivos de audio y video para poder crear el 
definitivo archivo multimedia preparado para su transmisión en la red, así como ver 
sus principales características e indicaciones. 
 
Tenemos que tener en cuenta que el archivo para ser transmitido a través de 
nuestro servidor tiene que poseer las indicaciones para su correcta transmisión en la 
red. Esto se consigue a través de los programas anteriormente especificados o con la 
distribución comercial de Apple, QuickTime Pro. 
 
Una vez tengamos nuestros archivos preparados para la transmisión, basta con 
colocarlos en el directorio especificado en la configuración de DSS para iniciar las 
peticiones desde cualquier reproductor compatible con el protocolo RTSP. La ruta que 




Otra opción es realizar una página web con nuestros videos integrados en ella. 
Existen diferentes módulos javascript para su integración, entre ellas un módulo 
creado especialmente por la casa Apple que traduce simultáneamente la integración 
de archivos multimedia en páginas web. 
 
