Each day, a lot of text data is generated. This data comes from various sources and may contain valuable information. In this article, we use text mining methods to discover if there is a connection between news articles and changes of the S & P 500 stock index. The index values and documents were divided into time windows according to the direction of the index value changes. We achieved a classification accuracy of 65 -74 %.
INTRODUCTION
In recent years, big data have emerged as an important addition to traditional data sources derived from behavioral research (which generally involves data collection via either surveys or accessing administrative records, followed by analysis). The term "big data" is evolving and refers to extremely large data sets derived from the Internet, mobile devices, sensors, and other sources, as well as the wealth of available information that, if analyzed appropriately, can reveal valuable insights (Manyika, 2011) .
Lot of current research has been focusing on incorporating the vast amount of data available online into models of various social and economic phenomena in miscellaneous areas. The data, which is generated not only by domain experts but also by regular people, can provide new perspectives and potentially complementary information to conventional quantitative and objective evidence.
A huge amount of data is constantly being generated by people and organizations. The data often comes from nontraditional and contemporary information sources and environments, like social networks or microblogging sites.
The data has typically a form of unstructured texts that are published by different types of subjects, without the time and spatial limits. The speed of data creation is rapidly growing and we use the term "data stream" -a possibly unbounded sequence of data records -for the constant flow of new data (Aggarwal, 2007) .
Data streams may be of various data types (text, image, numeric) and come from different application areas (computer networks monitoring, scientific experiments, internet search, social networks etc.). In comparison to batch processing (for which we have all data available at once), data streams processing provides a different approach, because it reflects the concept changing over time (Gama, 2010) .
There are many possible applications of using data streams for various business and industrial data. Han (2012) stated that currently a very attractive application of data streams lies in examining data generated in the financial market. Kargupta et al. (2002) showed this even earlier by creating a real-time system for monitoring of stock market data.
In this article we would like to examine stock prices and their movement in time. Most research in this area uses structured (quantitative) data to analyse the impact of data on stock prices. Structured data were used e. g. by Lo (2001) and Giot (2005) for risk management or by Chang and Liu (2008) , Lin et al. (2009) and Hafezi et al. (2015) for stock price prediction. However, unstructured data (like text) may provide us with another complementary information with additional hard-to-quantify knowledge (Groth, 2011) . Therefore, we will focus on the connection of text data with stock prices. We will use a data streams approach to detect change of concept in the published texts in time.
Texts contain objective or subjective information (Darena et al., 2018) . Behavioural finance theory says that emotions may deeply influence behaviour and decision making of individuals as well as whole human societies (Kearney, 2014) . This means that the prices on capital markets are (more or less) influenced by emotions, moods and opinions of market participants (Bollen, 2011) . These attributes are often contained in text documents. Together with the objective information they can help us to determine what is the public opinion about given company or stock market as a whole.
We can use machine learning techniques to examine this connection, as was done in numerous research articles in the past (Bollen, 2011; Di Persio, 2016; Wang, 2017; Netolický, 2017) .
Goal
The article will focus on text mining in streams of textual data and on the connection between text documents published on the Internet and movement of stock prices. We will focus on the US stock market (specifically S & P 500 index) and use news articles on Yahoo Finance as text data. We will treat stock prices and related text documents as data streams divided into time windows as we suppose that the reasons of stock price changes evolve in time.
Literature overview
Numerous research studies investigating stock prices using textual analysis have been published. Based on the way they model the behaviour of a stock price with a relation to the text document's content, we can divide into two main groups. The first group examines stock price changes as real numbers and uses regression. Wang (2012) uses textual information to aid the financial time series forecasting via SVR (Support Vector Regression). It concludes that the additional market sentiment improves the results. Kogan et al. (2009) examine annual financial reports and predicts volatility of stock market returns. Predictions of their "text regression" model predictions correlate with true volatility. They also mention that regression is not widely used in NLP (Natural Language Processing) because most text data are discrete. Finally, Deng et al. (2011) combine technical analysis with sentiment analysis. They model the stock price movements as a function of several input features and solve it as a regression problem. The results show that the proposed combined method outperforms the baseline methods.
The second group of studies examines only direction of the stock price changes and uses classification. This type of goal represents in fact a classical text classification task -given a text, determine its class (here it is the direction of price change). Mittermayer (2004) processed press releases from US companies into two categories associated with an increase or decrease of stock price on US stock exchanges. He achieved an accuracy of 58 % in predicting direction of price change in 60 minutes after document publication. Schumaker (2009) examined about 10,000 financial news articles and stock prices of S & P 500 companies during a five week period. They estimated a stock price change twenty minutes after a news article was released and used both regression and classification. In both cases the textual data enhanced the model's performance. Hagenau et al. (2013) used about 15,000 corporate announcements from Germany and UK and extracted from them different features (single words, sequences of 2 and 3 words, noun phrases and 2-word combinations). Each document was assigned a class based on its corresponding stock price change (negative, positive) between opening and closing day price. By using the Support Vector Machine classifier, they achieved an accuracy of 62 % (type of feature did not have a significant effect). Lee et al. (2014) investigated stock price changes in response to financial events reported in so-called "8-K" reports published by US public companies. They calculate the difference in the company's stock price before and after the report is released. A threshold value of 1 % is used to assign report one of the three classes. The model was trained using a random forest classifier and multiple type of text features. However, a simple unigram (one word) approach achieved the best results with an accuracy of 55 %.
Also twitter data (tweets -short messages) are often used in this area, as indicated by highly cited article of Bollen (2011) which examined whether a public mood regarding a company (obtained by estimating tweets' sentiment) has a connection with economic indicators. An accuracy of 87.6 % was reached to predict whether the DJIA stock index would fall or rise at the end of the day.
Today, data have usually characteristics of data streams (constantly evolving input data of large size). The goal is to find patters in data streams -either repeating similar patterns or contrary patterns across the data stream. This can help us understand the context of the data stream. It is also desirable to analyze the nature of changes in data over time. The input data may be either put into one big set and processed in bulk or divided into smaller parts to be processed individually. The advantage of bulk processing is that it's simple and does not require special measure. The disadvantage is that it's challenging in terms of computational space and time. To overcome this limitation, we can assume that only some parts (windows) of the data streams are important at certain times -so-called sliding window model. A window is a part of data stream that is bound by some limits -for example time windows capture a certain section over time. There is no clear way how to determine the ideal size of the fraction of the stream (i.e. the window) that will provide us with the most valuable results. If we focus on time windows, there are several kinds of them.
The landmark window is a model that expresses a frequent set of objects that occur from the starting time point i to the current time point t. In other words, it tries to find a frequent set of objects through the W [i, t] window. A special case of a window is the case when i = 1 ("whole time window"). In this case, we are interested in a frequent set of items throughout the whole data stream (Aggarwal, 2007) .
The sliding window model is based on a sliding window which, when provided with a segment, grows until it exceeds some error bound. The process repeats with the next data point not included in the newly approximated segment. The sliding window algorithm works by anchoring the left point of a potential segment and the first data point of a time series, then attempting to approximate the data to the right with increasing longer segments. At some point i, the error for the potential segment is greater than the user-specified threshold, so the subsequences from the anchor to i -1 is transformed into a segment. The anchor is moved to location i and the process repeats until the entire time series has been transformed into a piecewise linear approximation (Falinouss, 2007; Guha, 2004) .
For example, Hulten (2001) studied the problem of mining knowledge on a closed set of objects that is defined by a sliding window of the data flow. Specifically, it is assumed that the width of the sliding window is not too large. It can be concluded that the transaction of each sliding window could be performed in the main memory.
Furthermore, Nassirtoussi (2014) perceives the sliding window technique as a technique based on the fact that the training and test data must be chronologically linked to each other. The reason is that if there is a long distance between the training and prediction window, the machine learning algorithm model may not be up to date and therefore may be inaccurate because the information available in the gap is not used for training. To their surprise, this technique is used by small number of research works. There is a possibility of more detailed examination.
Schematically illustrates both of the abovementioned types of windows. The bars represent time windows. The length of the bar shows the amount of data used for machine learning. We can see that for landmark the bar length is increasing with passing time, however for sliding window the bar length is still the same, although used data are changing over time.
We based our work upon the above-mentioned articles. Our aim is to study the behavior of the stock price in relation to published news articles. We will use text classification to divide text documents into classes based on the direction of the stock price change. We decided to use the sliding window model which enables us to divide input data into defined groups, so we can process them individually. The groups will be generated based on two parameters -price change threshold and maximal window size. Each group will contain documents published in time windows in which the stock price rose or fell by the precise amount of percent (the threshold). This combination of approaches is unique amongst the published studies in this field and presents the main contribution of this article.
MATERIALS AND METHODS
The goal of the work was to examine whether the content of text documents published on the Internet has any connection with stock price movements. For this, we decided to use a text classification approach. We divided time series of S & P 500 Index values into time intervals (windows).
1: Schematic representation of the landmark and sliding window
Source: (Ho, 2010) Based on the percentage change of value between start and end of the window, we assigned a class to documents published in the window. Then we used 6 classification algorithms to predict direction of index value change for given text.
Data
To represent stock prices, we chose to use the values of the S & P 500 Index. The index values reflect stock prices of the selected companies on the US stock market. The historical values of the index were downloaded from Yahoo Finance. For each trading day, a closing (end-of-day) numeric value of the S & P 500 Index is available.
As text data, we used news articles published on Yahoo Finance about companies from the S & P 500 Index. Each company has its own homepage (e.g. https: / / finance.yahoo.com / quote / INTC for company Intel) and news are listed there. Amongst the news there are also links to advertisements. We identified relevant articles by including only those whose URL link leads to Yahoo Finance. Each article has a title, publication time and text content. In total, 96,598 Yahoo articles published between 1. 8. 2015 and 30. 5. 2016 (10 months) were used.
Creating time windows
The goal was to find time intervals (windows) in which the stock index value grows or descends by a certain amount of percent. The created script receives on its input the list of dates (date_list -in which each date is assigned price), maximal length of window in days (max_window_size) and percent_ threshold for up or down price movement.
Script takes each day and iterates from it until it finds price movement which is greater than given threshold. Then, it saves the window and continues from the last point with a search for another window. Fig. 2 shows the used algorithm in pseudo-code.
The resulting windows are identified by first and last date and each window has as-signed a percentage price change between these two dates. We used thresholds of 1, 2 and 3 % and maximal window sizes of 3, 10 and 30 days. In total, 9 sets of windows were created.
The reason for choosing these parameter values was to have some variability in the data sets and that the combinations of the values generated high enough number of windows. For the threshold values we also draw inspiration from the earlier def find_adjacent_windows (date_list, max_window_size,percent_threshold) works on this topic. E. g. Wuthrich et al. (1998) found that "appreciation and depreciation take place when the market moves up or down by at least 0.5 %". They also observed that "average change in market indices is often much more, about 1.5 %". Lee et al. (2014) used a minimal change of 1 % and Mittermayer (2004) worked with 1 % average change and 3 % extremes in the change. And last but not least, Darena et al. (2018) used values 1 to 5 %. Regarding the window sizes it was more of a guess because there is no recommendation. We tried different sizes and selected those for which the number of created windows was high enough and classes inside the windows were well balanced (the number of "up" and "down" windows was very similar). Fig. 3 shows the several types of windows to better understand the principle of how we determined direction of price change for the time windows. In this example, the maximal window size is 3 days and threshold value are 7 units for the "down" window and 3 units for the "up" window. The window marked "down" represents a sudden fall of price within one day. The following "up" window is an example of a slow, gradual change of price with a local maximum on day 3, local minimum on day 4 and finally a threshold value on day 5. The last window indicates a rapidly growing trend which reaches a threshold value within one day.
Classification
We used text classification to predict whether the given document is connected with an upward or downward movement of the S & P 500 Index. Based on its publication date, each document was connected to a corresponding time window (found in previous step) and assigned a class (1 for downward and 2 for upward movement). The documents collection was processed for all 9 sets of time windows and 9 classification sets were created.
Tab. I shows the basic statistics of used data sets used for classification. We can see that the number of text documents was in a range of 3732395643, document collection contained 21221-51702 words and that data sets are well balanced between the two classes.
Text pre-processing and conversion
The raw text of each document was processed as follows: 1) Remove all whitespace. 2) Lowercase all letters. 3) Tokenize the document -get words (using TreebankWordTokenizer). 4) Filter words -the minimal word length was three letters and all numbers were excluded. The edited text was converted into a structured format by using a Python library scikit-learn and its Vectorizer class. Only words that occurred at least 10 times in the whole document collection were included in the resulting vector representation, because this minimal number of occurrences provides the best results and speeds up processing time.
The documents were converted to the bag-of-words representation using TF-IDF (local weight multiplied by global weight) weighting scheme for the term-document matrix (Weiss, 2010) . The reason for this was that this scheme provided in previous experiments the best results.
Training and testing
The converted data was split into the training (60 %) and testing (40 %) set (this ratio was chosen to not overfit the classifier and properly test the created model on unknown data). Each bag-of-words representation was processed by 6 classifiers (with default settings -no parameter optimization was made) in scikit-learn. The classifier's performance was evaluated by the achieved accuracy (proportion of the correctly classified instances on all examined instances on the test set (Go, 2009) 1  30  52  24  28  93810  49980  43830  51131   2  3  27  14  13  37323  17083  20240  31327   2  10  28  14  14  83995  38727  45268  48593   2  30  25  13  12  95643  48321  47322  51702   3  3  13  6  7  18758  9309  9449  21221   3  10  17  8  9  53855  27800  26055  37054   3  30  16  8  8  75636  40178  35458  44209 They were used because they are available in scikit-learn, represent different types of classification algorithms and provided good results in previous experiments of the authors.
RESULTS
One set of text data (Yahoo articles) together with 9 sets of S & P 500 Index values divided into time windows were used to prepare the data for the classification. The class-labelled data sets were processed using TF-IDF weighting scheme by 6 classification algorithms. In total, 9 classification results were obtained.
Tab. II shows classification results for 9 different data sets based on generated time windows. We can see that the accuracy is in range from 65 % to 74 %. Regarding classification algorithms, the best accuracy provided decision trees and Linear SVC. If we compare the results to other works mentioned in the Literature overview, we can see that the achieved accuracy is lower (Bollen, 2011 achieved about 90 %). However, our method focused on longer time intervals than only one day. We showed that it is, with a rather high accuracy, possible to determine if the document is part of downward or upward price movement. 
CONCLUSION
The goal of the work was to examine whether the content of text documents published on the Internet (specifically Yahoo news articles posts) has any connection with stock price movements. We used the values of the S & P 500 Index and divided them into time windows with either growing or decreasing index value trend. Subsequently, we examined (using the classification accuracy) the connection between the documents' content and the trend of the index value in the time window in which was the document published. The achieved accuracy around 70 % tells us that the news articles which are published about companies are partially related to the performance of the whole stock index. Of course, there is the chicken or the egg causality dilemma -do the news articles influence the stock price changes or are they just a reaction to the changes? The used methodology was based on the premise that based on the document's text we can predict whether the document is part of a downward or upward price movement. This means that document could be published at the very start of the movement and therefore could influence future price. However, it could be also published in the middle or the end of the movement and therefore be in fact a reaction to the past changes. Our results indicate there is indeed a causal relation between texts and prices, but we give no definitive answer about the direction of this relation. Regarding used classification algorithms, it was discovered that the best results provided decision tree classifiers and Linear SVC. It must be noted that we did not optimize the parameters of used classification algorithms. By doing this, we might achieve a slightly higher accuracy. This area could be further researched in various directions. Firstly, the analysis may be performed on more types of documents (e.g., newspaper articles). Secondly, the class assigning method may be enriched by using various thresholds of the index value changes (not only 5 %). Thirdly, it might be interesting to examine not the whole stock index, but the stock prices of the individual companies instead. 
