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ON SOLUTIONS OF f(x) + f(a1x) + · · ·+ f(aNx) = 0 AND RELATED
EQUATIONS
J. M. ALMIRA∗, KH. F. ABU-HELAIEL
Abstract. We study some properties of the solutions of the functional equation
f(x) + f(a1x) + · · ·+ f(aNx) = 0,
which was introduced in the literature by Mora, Cherruault and Ziadi in 1999, for the
case ak = k + 1, k = 1, 2, · · · , N [4] and studied by Mora [5] and Mora and Sepulcre
[6, 7].
1. Motivation
The functional equation
(1) f(x) + f(a1x) + · · ·+ f(aNx) = 0,
was introduced in the literature by Mora, Cherruault and Ziadi in 1999, for the case
ak = k+ 1, k = 1, 2, · · · , N − 1 [4] and studied by Mora [5] and Mora and Sepulcre [6, 7].
Concretely, the equations f(x) + f(2x) = 0 and f(x) + f(2x) + f(3x) = 0 were used for
modeling certain processes related to combustion of hydrogen in a car engine [4, 5] and,
later, the most general equation
(2) f(x) + f(2x) + · · ·+ f(Nx) = 0
was studied from a more theoretical point of view [5, 6, 7]. Concretely, by imposing
a solution of the form zα, these authors have shown that there exists a strong connec-
tion between the continuous solutions of (2) and the zeroes of the exponential functions
GN(z) = 1 + 2
z + · · ·+N z, and they have developed a very interesting theory with some
deep results concerning the distribution of the zeroes of GN(z). Note that the functions
HN(z) = GN(−z) are the partial sums of the Riemann zeta function ζ(z) =
∑∞
n=1 n
−z, so
that the study of the zeroes of GN(z) is an important problem, connected with the well
known Riemann’s conjecture.
In [5] the author proved that if f(z) is a solution of (2) and f(z) 6= 0, then f(z) cannot
be analytic at z = 0. Furthermore, he also proved that the set of solutions of (2) that
are analytic on Ω = C \ (−∞, 0] is an infinite dimensional vector space. In this paper we
study the more general equation (1). In Section 2 we prove that if f(x) is a solution of
(1), with 0 < a1 < · · · < aN and ak 6= 1 for k = 1, 2, · · · , N , there exists a positive natural
number m = m(a1, · · · , aN) such that, for any δ > 0, if f ∈ C(m)[0, δ], then f|[0,δ] = 0
and, if if f ∈ C(m)[−δ, 0], then f|[−δ,0] = 0. In particular, if f ∈ C(k)(R) is a solution
of (1) and k ≥ m(a1, · · · , aN), then f = 0. We also give upper and lower bounds for
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m(a1, · · · , aN). In Section 3 we concentrate on the study of the equation (1) with the
additional restriction x > 0. We transform this equation into the easier one
(3) g(w) + g(w + b1) + · · ·+ g(w + bN) = 0 (w ∈ R),
and we give a new elegant argument to prove that the set of continuous solutions of
both equations is an infinite dimensional vector space. Furthermore, we also study the
existence of continuous periodic solutions for (3).
2. A regularity result for f(x) + f(a1x) + · · ·+ f(aNx) = 0
We study, for N ≥ 1, the functional equation:
f(x) + f(a1x) + · · ·+ f(aNx) = 0,
where 0 < a1 < a2 < · · · < aN are positive real numbers, ak 6= 1 for all k ∈ {1, · · · , N},
and x is a real variable. Moreover, in all what follows we set a0 = 1.
The first thing we observe is that we can assume that 1 < a1 since otherwise, making
the change of variable y = a1x, the equation (1) is transformed into the equation
f(y) + f(b1y) + · · ·+ · · ·+ f(bNy) = 0 (x ∈ (0,∞)),
where
(b1, b2, · · · , bN) ==
{
(a2
a1
, · · · , ak
a1
, 1
a1
, ak+1
a1
, · · · , aN
a1
) if ak < 1 < ak+1
(a2
a1
, · · · , aN
a1
, 1
a1
) if aN < 1
.
Hence, we impose the conditions 0 < a0 = 1 < a1 < · · · < aN through this paper.
Furthermore, we use the notation a = (a1, a2, · · · , aN).
Definition 2.1. Given I ⊆ R an interval, we say that a function f : I → R satisfies
(1) (or that f is a solution of (1) on I) if f(x) + f(a1x) + · · · + f(aNx) = 0 whenever
{x, a1x, · · · , aNx} ⊆ I.
Definition 2.2. Let N ≥ 1 and a = (a1, a2, · · · , aN). We define the natural number
m(a) = min
{
m ∈ N :
N−1∑
k=0
(
ak
aN
)m < 1
}
.
Obviously, m(a) is well defined because all fractions ak
aN
appearing under the summation
symbol satisfy 0 < ak
aN
< 1, and the number N of summands is fixed.
Theorem 2.3. Let δ > 0 be a positive real number. Then:
(a) If f is a solution of (1) on [0, δ] and f ∈ C(m(a))[0, δ], then f|[0,δ] = 0.
(b) If f is a solution of (1) on [−δ, 0] and f ∈ C(m(a))[−δ, 0], then f|[−δ,0] = 0.
Proof. We only prove part (a) of the theorem, since part (b) follows with the very
same arguments. Assume that f ∈ C(m(a))[0, δ] is a solution of (1) over [0, δ]. Let us set
x = h/aN , so that equation (1) is transformed into
(4) f(h/aN) + f(a1h/aN) + · · ·+ f(aN−1h/aN) + f(h) = 0.
Taking derivatives m(a) times at (4) and defining ϕ(h) = f (m(a))(h), we get
ϕ(h) = (−1)
[
(
1
aN
)m(a)ϕ(
h
aN
) + (
a1
aN
)m(a)ϕ(
a1
aN
h) + · · ·+ (aN−1
aN
)m(a)ϕ(
aN−1
aN
h)
]
.
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It follows that
‖ϕ‖[0,δ] ≤ ‖ϕ‖[0,δ]
N−1∑
k=0
(
ak
aN
)m(a),
so that ‖ϕ‖[0,δ] = 0 (since
∑N−1
k=0 (
ak
aN
)m(a) < 1). This implies that f|[0,δ] is a polynomial
of degree ≤ m(a) − 1. In particular, f is real analytic on [0, δ] and, given any natural
number m ∈ N, we have that
f (m)(h) = (−1)
[
(
1
aN
)mf (m)(
h
aN
) + (
a1
aN
)mf (m)(
a1
aN
h) + · · ·+ (aN−1
aN
)mf (m)(
aN−1
aN
h)
]
,
so that
f (m)(0)
[
1 + (
1
aN
)m + (
a1
aN
)m + · · ·+ (aN−1
aN
)m
]
= 0.
Hence f (m)(0) = 0 for all m. This means that f|[0,δ] = 0. 2
Corollary 2.4. If f ∈ C(k)(R) is a solution of (1) and k ≥ m(a), then f = 0. In
particular, f = 0 is the unique solution of (1) which admits infinitely many derivatives in
all the real line.
Remark 2.5. It is important to note that, for all N ≥ 2, the function f : [0,∞) → R
given by f(x) = 0 can be extended in infinitely many ways to a solution f˜ of equation (2)
such that f˜ ∈ C(R) ∩C(∞)(R \ {0}) and f˜ does not vanish identically. To prove this, we
use that, for N ≥ 2, the function GN(z) = 1 + 2z + · · ·+N z has infinitely many zeros in
the complex plane (see [5, Proposition 1] for a proof of this fact). Thus, let α = a+ ib ∈ C
be a zero of GN(z) and let us define f˜α(x) = Re(|x|α) for x < 0 and f˜(x) = 0 for x ≥ 0.
Then f˜α is clearly a solution of equation (2) in [0,∞), and, for x < 0 we have that
N∑
k=1
f˜α(kx) = Re
(
|x|α
N∑
k=1
kα
)
= 0,
so that f˜α is also a solution of equation (2) in R.
Remark 2.6. The natural number m(a) appearing in Theorem 2.3 is not optimal. For
example, it is clear that, for N = 1, a1 = 2, m(a) = 1. Now, let us assume that f is a
solution of f(x) + f(2x) = 0 and f(h0) 6= 0 for some h0 > 0. Then f(12h0) = (−1)f(h0)
and, for all k ∈ N we have that f( 1
2k
h0) = (−1)kf(h0). This obviously implies that f(x)
cannot be continuous at x = 0.
The following result gives a simple estimation of the number m(a):
Proposition 2.7.
1
2
aN
max0≤k<N(ak+1 − ak) − 1 ≤ m(a) ≤
aN
min0≤k<N(ak+1 − ak)
Proof. The result follows directly from the interpretation of the sum
N−1∑
k=0
(
ak
aN
)m(
ak+1
aN
− ak
aN
)
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as a lower Riemann sum for the integral
∫ 1
0
xmdx and the sum
N∑
k=0
(
ak
aN
)m(
ak
aN
− ak−1
aN
)
as an upper Riemann sum for the same integral (here we impose a−1 = 0). Concretely,
we have that
N−1∑
k=0
(
ak
aN
)m(
ak+1
aN
− ak
aN
)
≤
∫ 1
0
xmdx =
1
m+ 1
,
so that, for all m ≥ aN
min0≤k<N (ak+1−ak) ,
N−1∑
k=0
(
ak
aN
)m
≤
N−1∑
k=0
(
ak
aN
)m(
ak+1
aN
− ak
aN
)
aN
min0≤k<N(ak+1 − ak)
≤ 1
m+ 1
aN
min0≤k<N(ak+1 − ak) < 1,
which implies that m(a) ≤ aN
min0≤k<N (ak+1−ak) .
On the other hand,
N∑
k=0
(
ak
aN
)m
≥
N∑
k=0
(
ak
aN
)m(
ak
aN
− ak−1
aN
)
aN
max0≤k<N(ak+1 − ak)
≥ (
∫ 1
0
xmdx)
aN
max0≤k<N(ak+1 − ak)
=
1
m+ 1
aN
max0≤k<N(ak+1 − ak) ,
so that, for all m < 1
2
aN
max0≤k<N (ak+1−ak) − 1,
N−1∑
k=0
(
ak
aN
)m
≥ 1
m+ 1
aN
max0≤k<N(ak+1 − ak) − 1 > 1,
which implies that m(a) ≥ 1
2
aN
max0≤k<N (ak+1−ak) − 1. 2
Note that the best bounds for m(a) appear when the points ak are equidistributed (i.e.,
when ak = 1 + k(a1 − 1) for all k ∈ {0, 1, · · · , N}) since it is precisely in this case when
max0≤k<N(ak+1−ak) attains its minimum and min0≤k<N(ak+1−ak) attains its maximum,
and both coincide with d = a1 − 1. Hence, in this case we get the following bounds:
1
2
N − 1 ≤ m((1 + d, 1 + 2d, · · · , 1 +Nd)) ≤ N,
which are independent of the separation d.
On solutions of f(x) + f(a1x) + · · · + f(aNx) = 0 5
3. A related functional equation
Let us consider the equation
(5) f(x) + f(a1x) + · · ·+ f(aNx) = 0 (x ∈ (0,∞)),
where a0 = 1 < a1 < a2 < · · · < aN are real numbers. If we set x = ew and g(w) = f(ew)
then, taking into account that f(akx) = f(ake
w) = f(ew+ln ak) = g(w+ln ak), the equation
(5) can be written as
(6) g(w) + g(w + b1) + · · ·+ g(w + bN) = 0 (w ∈ R),
where 0 < bk = ln ak < ln ak+1 < bk+1, k = 1, · · · , N − 1.
Lemma 3.1. Let us assume that g : [0, bN ]→ R is a continuous function which satisfies
(6). Then there exists a unique g˜ ∈ C(R) such that g˜ is a solution of (6) on R and
g˜|[0,bN ] = g.
Proof. First of all, we note that g : [0, bN ]→ R satisfies (6) if and only if it satisfies the
interpolation condition:
g(0) + g(b1) + · · ·+ g(bN) = 0.
Moreover, if y, w denote two real numbers satisfying the relation y = w+ bN and g˜ is any
solution of (6) on R, then a simple substitution shows that g˜ satisfies
g˜(y) + g˜(y − bN) + g˜(y − (bN − b1)) + · · ·+ g˜(y − (bN − bN−1)) = 0 (y ∈ R).
We will use this relation to (uniquely) define on [0,∞) the solution g˜ such that g˜|[0,bN ] = g.
Furthermore, we will use the original equation (6) to (uniquely) extend the solution g˜ over
the negative part of the real axis.
Let us set I0 = [0, bN ], g˜0 = g, and define, for h ∈ I1 = [bN , bN + (bN − bN−1)], the
function
g˜1(y) = (−1) [g˜0(y − bN) + g˜0(y − (bN − b1)) + g˜0(y − (bN − b2)) + · · ·+ g˜0(y − (bN − bN−1))] .
Obviously, g˜1 is well defined, since t ∈ I1 implies that
0 ≤ y − bN ≤ y − (bN − b1) ≤ y − (bN − b2) ≤ · · · ≤ y − (bN − bN−1) ≤ bN .
Moreover, g˜1 ∈ C(I1). For k ≥ 2, we set Ik = [bN + (k−1)(bN − bN−1), bN +k(bN − bN−1)]
and
g˜k(y) = (−1) [g˜k−1(y − bN) + g˜k−1(y − (bN − b1)) + · · ·+ g˜k−1(y − (bN − bN−1))] (y ∈ Ik).
Let us now consider the negative part of the real axis. Set I−1 = [−b1, 0] and
g˜−1(x) = (−1) [g˜0(x+ b1) + g˜0(x+ b2) + · · ·+ g˜0(x+ bN)] (x ∈ I−1).
For k ≤ −2, we set Ik = [kb1, (k + 1)b1] and
g˜k(x) = (−1) [g˜k+1(x+ b1) + g˜k+1(x+ b2) + · · ·+ g˜k+1(x+ bN)] (x ∈ Ik).
Clearly,
⋃
k∈Z Ik = R and g˜(x) = g˜k(x) (x ∈ Ik, k ∈ Z) is the function we were looking
for. The uniqueness is guaranteed by the construction we have used for the definition of
g˜.
2
For the proof of the following theorem, we need firstly to recall the concept of expo-
nential polynomial which is of common use for people working on functional equations.
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Definition 3.2. We say that f(x) ∈ C(R) is a (real) exponential polynomial if f(x)
is the solution of some ordinary homogeneous linear differential equation with constant
coefficients, y(n) + a1y
(n−1) + · · ·+ any = 0. These functions are completely characterized
as finite R-linear combinations of the real and imaginary parts of functions of the form
m(x) = xkeλx, where k ≤ n − 1 is a natural number and λ is a complex number. Fur-
thermore, they can also be characterized as the continuous solutions of certain functional
equations which do not involve the use of derivatives, such as Popoviciu’s equation (see,
for example, [3], [8]):
det

f(x) f(x+ h) · · · f(x+ nh)
f(x+ h) f(x+ 2h) · · · f(x+ (n+ 1)h)
f(x+ 2h) f(x+ 3h) · · · f(x+ (n+ 2)h)
...
. . .
...
f(x+ nh) f(x+ (n+ 1)h) · · · f(x+ 2nh)
 = 0.
We say that f(x) ∈ C(R,C) := {f : R→ C, f is continuous} is a (complex) exponential
polynomial if f(x) is a finite C-linear combination of functions of the form m(x) = xkeλx,
where k is a natural number and λ is a complex number.
Theorem 3.3. Let S = {g ∈ C(R) : g is a solution of (6)}. Then S is an infinite
dimensional vector space. As a consequence, the space of continuous solutions of (5) is
also an infinite dimensional vector space.
Proof. It is well known (see [1], [2]) that, if V is a finite dimensional subspace of C(R,C)
and V is invariant by translations (i.e., f(x) ∈ V implies gL(x) = f(x − L) ∈ V for all
L ∈ R), then all elements of V are (complex) exponential polynomials. In particular,
all elements of V are analytic functions. On the other hand, the space S is obviously
invariant by translations and can be considered in a natural way as a subspace of C(R,C).
Moreover, Lemma 3.1 implies that S is nonempty. Hence, the proof will end as soon as
we find a continuous solution of (6) which is not an exponential polynomial.
Let us define
g(x) =
{
1 if 0 ≤ x ≤ bN−1
bN+NbN−1−(N+1)x
bN−bN−1 if bN−1 < x ≤ bN
Obviously, g satisfies (6) in [0, bN ], so that Lemma 3.1 implies that there exists g˜ ∈ S
such that g˜|[0,bN ] = g. In particular, g˜ is not an exponential polynomial, since g is not
differentiable. 2
It is interesting to note that, in some cases, the function g˜ we get in the construction
shown at the proof of Theorem 3.3 is periodic. For example, if we impose bk = k,
k = 1, 2, · · · , N and we follow all steps of the proof, we get that g˜(x) is the (N + 1)-
periodic extension of the function :
g(x) =
 1 if 0 ≤ x ≤ N − 1−(N + 1)x+N2 if N − 1 < x ≤ N(N + 1)x−N(N + 2) if N < x ≤ N + 1
Thus, an interesting question is, under which conditions on (b1, · · · , bN) can we guar-
antee that equation (6) admits periodic solutions? The following theorem partially solves
this question:
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Theorem 3.4. The equation (6) admits a continuous periodic solution g 6= 0 if and only
if there exists α ∈ R such that
(7)
{
1 +
∑N
k=1 cos(αbk) = 0∑N
k=1 sin(αbk) = 0
Furthermore, in such a case, there are trigonometric polynomials satisfying equation (6)
which are periodic of fundamental period equal to 2pi/α. Finally, the equation (6) admits
continuous periodic solutions for (b1, · · · , , bN) if and only if it admits continuous periodic
solutions for (db1, · · · , dbN) for all d > 0.
Proof. Assume g is a continuous T -periodic solution of (6) and set θ = 2pi/T . Let
g(x) =
∞∑
k=1
(ak(g) cos(kθt) + bk(g) sin(kθt)) +
a0(g)
2
be the Fourier series expansion of g (this expansion exists because, being g continuous,
its Fourier coefficients are well defined). Then h(x) = g(x) +
∑N
k=1 g(x + bk) is also
continuous and T -periodic, so that its Fourier coefficients are well defined. Indeed, a
simple computation gives a0(h) = a0(g) and(
ak(h)
bk(h)
)
=
(
1 +
∑N
k=1 cos(kθbk)
∑N
k=1 sin(kθbk)
−∑Nk=1 sin(kθbk) 1 +∑Nk=1 cos(kθbk)
)(
ak(g)
bk(g)
)
for all k ≥ 1.
Now, the function h vanishes identically if and only if all its Fourier coefficients are zero.
Thus, if g is a solution of (6) then a0(g) = 0 and
(8)
(
1 +
∑N
k=1 cos(kθbk)
∑N
k=1 sin(kθbk)
−∑Nk=1 sin(kθbk) 1 +∑Nk=1 cos(kθbk)
)(
ak(g)
bk(g)
)
=
(
0
0
)
for all k ≥ 1. Let us denote by Ak the matrix appearing in (8). If g is not the zero
function, then there exists k ≥ 1 such that (ak(g), bk(g)) 6= (0, 0) and, for this concrete
value of k we should have
det(Ak) =
(
1 +
N∑
k=1
cos(kθbk)
)2
+
(
N∑
k=1
sin(kθbk)
)2
= 0.
In other words, the system of equations (7) is satisfied for α = kθ. What is more: as
soon as det(Ak) = 0 we have that Ak = 0 is the null matrix, which implies that for all
(ak, bk) ∈ R2 the trigonometric polynomial
g(x) = ak cos(kθt) + bk sin(kθt)
satisfies (6) and is a periodic function with fundamental period T = 2pi
kθ
. The last claim of
the theorem follows from the fact that α is a solution of (7) for (b1, · · · , bN) if and only if
α
d
if a solution of (7) for (db1, · · · , dbN).
2
Corollary 3.5. Let d > 0 and set bk = kd, k = 1, 2, · · ·N and let m ∈ Z \ (N + 1)Z.
Then equation (6) admits continuous periodic solutions of period T = N+1
m
.
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Proof. It is only necessary to make the proof for d = 1. Assume that bk = k for
k = 1, 2, · · · , N . Then (7) becomes:
(9)

sin(N+12 α)
sin(α2 )
cos
(
N
2
α
)
= 0
sin(N+12 α)
sin(α2 )
sin
(
N
2
α
)
= 0
.
Hence, in this case, to find α ∈ R which solves (7) is equivalent to find a real solution α
of (
sin
(
N+1
2
α
)
sin
(
α
2
) )2 = [sin (N+12 α)
sin
(
α
2
) cos(N
2
α
)]2
+
[
sin
(
N+1
2
α
)
sin
(
α
2
) sin(N
2
α
)]2
= 0.
Equivalently, we are looking for the real solutions of
sin
(
N+1
2
α
)
sin
(
α
2
) = 0,
which exist and are given by α = 2mpi
N+1
, m ∈ Z \ (N + 1)Z. This ends the proof. 2
Corollary 3.6. Let us assume that b > 0. The equation
(10) g(x) + g(x+ a) + g(x+ b) = 0 (x ∈ R)
admits a continuous periodic solution g 6= 0 if and only if
(11)
a
b
∈ { 2 + 3k
1 + 3m
,
1 + 3m
2 + 3k
: (m, k) ∈ Z2}.
In particular, if a/b ∈ R \Q then (10) admits no continuous periodic solutions. Further-
more, there are infinitely many rational numbers p/q such that a/b = p/q implies that
(10) admits no continuous periodic solutions.
Proof. In this case, the equations we must study are given by:
(12)
{
1 + cos(αa) + cos(αb) = 0
sin(αa) + sin(αb) = 0
Solving the second equation in the system we get that αb = −αa + 2kpi or αb = αa +
(2k + 1)pi for a certain k ∈ Z. We consider both cases separately:
Case 1: αb = αa + (2k + 1)pi. Introducing the corresponding values into the first
equation in the system, we get
1 + cos(αa) + cos(αa+ (2k + 1)pi) = 1 6= 0.
Hence, in this case we get no solutions of (12).
Case 2: αb = −αa+ 2kpi. Introducing the corresponding values into the first equation
in the system, we get
1+cos(αa)+cos(−αa+2kpi) = 1+2cos(αa) = 0⇔ αa ∈ {2pi/3+2mpi, pi/3+(2m+1)pi}m∈Z.
Taking into account that αb = −αa+ 2kpi, we conclude that α is a solution of the system
of equations (12) if and only if it is a solution of at least one of the following two systems:
(13)
{
αa = 2pi/3 + 2mpi
αb = −(2pi/3 + 2mpi) + 2kpi for some (m, k) ∈ Z
2.
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or
(14)
{
αa = pi/3 + (2m+ 1)pi
αb = −(pi/3 + (2m+ 1)pi) + 2kpi for some (m, k) ∈ Z
2.
Let us study the equations given in (13). Clearly, we should have a, b 6= 0. Furthermore,
α =
1
a
(2pi/3 + 2mpi) =
1
b
(−(2pi/3 + 2mpi) + 2kpi)
In particular, the system has real solutions if and only if
b
a
∈ {−1 + 3(k −m)
1 + 3m
: (m, k) ∈ Z2} = { 2 + 3k
1 + 3m
: (m, k) ∈ Z2}.
As the parameters a, b are interchangeable in all the argument above, we conclude that
b
a
∈ { 2 + 3k
1 + 3m
,
1 + 3m
2 + 3k
: (m, k) ∈ Z2}.
Finally, it is clear that the system (14) is a particular case of (13).
2
Remark 3.7. The condition (11) can be studied for any particular instance of a, b. For
example, if a = b then (11) becomes
1 ∈ {2 + 3m
1 + 3k
,
1 + 3k
2 + 3m
: (k,m) ∈ Z2}
which is clearly impossible. It follows that there are no continuous periodic functions
g 6= 0 satisfying g(x) + 2g(x + a) = 0. We give here a direct proof of this fact: Assume,
on the contrary, that g(x) + 2g(x + a) = 0 and g(x) is continuous and T -periodic with
T > 0 a fundamental period. Let s0 ∈ [0, T ] be such that |g(s0)| 6= 0. There are two
possibilities:
(a) The numbers {a, T} are linear dependent when dealing R as a Q-vector space. In
this case, there are natural numbers k,m such that kT = ma. Then
0 < |g(s0)| = |g(s0 + kT )| = |g(s0 +ma)| = 1
2m
|g(s0)| < |g(s0)|,
which is a contradiction.
(b) dim spanQ{a, T} = 2. Taking into account that g is continuous and periodic,
it is uniformly continuous. Hence, given ε > 0 there exists δ > 0 such that
|g(x) − g(y)| < ε whenever |x − y| < δ. Now, our hypothesis on {a, T} implies
that for any δ > 0 there exists n,m ∈ Z such that |nT +ma| < δ (indeed, we may
assume m > 0). Hence, if d = |g(s0)| > 0 and ε < d/2,
|g(s0 + nT +ma)− g(s0)| < ε
which implies |g(s0 + nT +ma)| > d/2. On the other hand,
|g(s0 + nT +ma)| = |g(s0 +ma)| = 1
2m
|g(s0)| ≤ 1
2
d,
a contradiction.
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Of course, a direct proof of existence (or nonexistence) of continuous periodic solutions of
equation (10) for each instance of the parameters a, b, would be a difficult task. Instead
of that, checking if condition (11) is (or it is not) satisfied is always easy.
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