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CLASSIFICATION OF RANK TWO LIE CONFORMAL
ALGEBRAS
REKHA BISWAL, ABDELKARIM CHAKHAR, AND XIAO HE
Abstract. We give a complete classification (up to isomorphism) of rank two
Lie conformal algebras, and determine their automorphism groups.
Introduction
Lie conformal algebras, and their super versions, were first introduced rigorously
by V. Kac [9] around 1996 . Their structure theory, representation theory and
cohomology theory have been studied extensively by V. Kac and his collaborators
in [2, 4, 7, 8, 9]. A non-linear version of Lie conformal algebras was further studied
in [1, 6]. On one hand, Lie conformal algebras axiomatize the singular part of the
operator product expansion (OPE) of chiral fields in a two-dimensional conformal
field theory. On the other hand, they have been proved to be useful in the study of
infinite-dimensional Lie algebras satisfying the locality property [10]. Lie conformal
algebras are related to vertex algebras in a similar manner as Lie algebras are related
to their universal enveloping algebras [5, 9].
Besides the applications to other areas, Lie conformal algebras themselves are
quite interesting from a purely algebraic point of view. As algebraic objects, their
definition has a lot of resemblance to that of Lie algebras. A Lie algebra is a
vector space endowed with a Lie bracket satisfying skew-symmetry and the Jacobi
identity. In the case of Lie conformal algebras, several things need to be modified.
First, the base ring is replaced by the polynomial ring C[∂] in in one variable. The
base space R is replaced by a module over C[∂] and Lie bracket is replaced by
lambda-bracket [·λ·] : R ⊗ R → C[λ] ⊗ R, for some indeterminate λ. Then the
corresponding axioms of sesquilinearity, skew-symmetry and Jacobi identity for the
lambda-bracket versions are required to be satisfied (see Definition 1.1).
A Lie conformal algebra R is said to be finite if it is finitely generated as a C[∂]-
module, and it is said to be of rank n if it is free of rank n as a C[∂]-module. As in
the case of Lie algebras, the corresponding notions of simple, semisimple, nilpotent
and solvable Lie conformal algebras can be defined. A complete classification of
finite semisimple Lie conformal algebras was done in [4]. A super version of the
classification was done soon after in [7].
Let R be a C[∂]-module of rank n. Defining a Lie conformal algebra structure
on R is equivalent to finding a set of polynomials, which we call the structure poly-
nomials analogous to the structure constants in the case of Lie algebras, satisfying
certain equations, i.e., the structure polynomial versions for skew-symmetry and Ja-
cobi identity equations (see (2.1), (2.2) for the rank two case, or (2.7.8) and (2.7.9)
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in [9] for the general case). In [9], V. Kac and M. Wakimoto classified the rank one
Lie conformal algebras by giving explicit solutions of those equations. Further, V.
Kac surmised in [9] that “It is clearly impossible to solve those equations directly
for n ≥ 2”. In this paper, we give a solution to the rank two case.
Our main result, Theorem 2.21, may be stated briefly as follows. Let R be a
non-semisimple rank two Lie conformal algebra:
(1) If R is nilpotent, then R is parametrized by a skew-symmetric polynomial
Q(λ, ∂), i.e. Q(λ, ∂) = −Q(−λ− ∂, ∂). If R is solvable but not nilpotent,
then R is parametrized by a non-zero polynomial a(λ) (Proposition 2.3).
(2) If R is not solvable, then either R is the direct sum of a rank one commuta-
tive Lie conformal algebra and the Virasoro Lie conformal algebra (Propo-
sition 2.8), or it belongs to a class of Lie conformal algebras parametrized
by three parameters c, d, and Qc(λ, ∂)), where c, d ∈ C are constants and
Qc(λ, ∂) is a skew-symmetric polynomial. Moreover, Qc(λ, ∂) 6= 0 only
when (c, d) ∈ {(1, 0), (0, 0), (−1, 0), (−4, 0), (−6, 0)}. In these cases, we doc-
ument the polynomials Qc(λ, ∂) explicitly in the table of Theorem 2.21.
The organization of the present paper is as follows. In §1, we recall the defini-
tion of a Lie conformal algebra and give some concrete examples. In §2, we give a
complete classification of rank two Lie conformal algebras. We compute the auto-
morphism groups of rank two Lie conformal algebras in §3. All vector spaces and
tensor products are considered over the complex numbers C.
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1. Preliminaries
Definition 1.1 ([9])). A Lie conformal algebra is a C[∂]-module R endowed with a
C-linear map R⊗R→ C[λ]⊗R, denoted by a⊗b 7→ [aλb] and called the λ-bracket,
satisfying the following axioms: for all a, b, c ∈ R, we have
[∂aλb] = −λ[aλb], [aλ∂b] = (λ+ ∂)[aλb], (sesquilinearity)
[bλa] = −[a−λ−∂b], (skew-symmetry)
[aλ[bµc]]− [bµ[aλc]] = [[aλb]λ+µc]. (Jacobi identity)
The sesquilinearity implies that, for all a, b ∈ R and f(∂), g(∂) ∈ C[∂], we have
[f(∂)aλg(∂)b] = f(−λ)g(λ+ ∂)[aλb]. (1.1)
Given a Lie conformal algebra R, for each n ∈ {0, 1, 2, · · · }, the n-th product is
defined as a C-linear product R ⊗ R → R and denoted by a⊗ b 7→ a(n)b, which is
encoded in the λ-bracket as:
[aλb] =
∑
n∈Z+
λ(n)a(n)b , (1.2)
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where we use the notation λ(n) = λ
n
n! and λ
(n)a(n)b := λ
(n) ⊗ a(n)b. Then we have
the following equivalent definition.
Definition 1.2 ([9]). A Lie conformal algebra is a C[∂]-module R endowed with
a C-linear product −(n)− for each n ∈ Z+ satisfying the following axioms: for all
a, b, c ∈ R and m,n ∈ Z+,
(C0) a(n)b = 0 for n≫ 0,
(C1) ∂a(n)b = −na(n−1)b, a(n)∂b = ∂(a(n)b) + na(n−1)b,
(C2) b(n)a = −
∑
j≥0
(−1)n+j∂(j)(a(n+j)b), here ∂(j) =
∂j
j!
,
(C3) a(m)(b(n)c)− b(n)(a(m)c) =
m∑
j≥0
(
m
j
)
(a(j)b)(m+n−j)c.
Definition 1.3. Let R1, R2 be two Lie conformal algebras. A Lie conformal algebra
homomorphism ϕ : R1 → R2 is a C[∂]-module homomorphism which preserves the
λ-brackets, i.e., ϕ([aλb]) = [ϕ(a)λϕ(b)] for all a, b ∈ R1, where it is understood that
ϕ commutes with multiplication by λ.
Definition 1.4. Let R be a Lie conformal algebra, and S ⊆ R a C[∂]-submodule.
Then S is called a Lie conformal subalgebra of R if a(n)b ∈ S for all a, b ∈ S, n ∈ Z+.
It is called a Lie conformal ideal of R if a(n)b ∈ S for all a ∈ R, b ∈ S, n ∈ Z+, and
we denote it by S ⊳ R. By the skew-symmetry (C1), an ideal is always two-sided.
Lemma 1.5. Let R be a Lie conformal algebra and S, T be two ideals of R. The
subspace [SλT ] := spanC{a(n)b | a ∈ S, b ∈ T, n ∈ Z≥0} is an ideal of R.
Proof. This can be easily seen by the Jacobi identity (C3) in Definition 1.2. 
If I ⊆ R is an ideal, then there is a canonical way to define a Lie conformal algebra
structure on the quotient R/I. The derived algebra of R, which we denote by R′,
is defined to be the C-span of all elements of the form a(n)b with a, b ∈ R, n ∈ Z+.
We denote by R(1) = R and define R(n) = (R(n−1))′ inductively for n ≥ 2, then we
have the derived algebra series, which are all ideals by Lemma 1.5,
R ⊇ R(2) ⊇ · · · ⊇ R(n) ⊇ R(n+1) ⊇ · · · .
Let Rn = spanC{a1(m1)a2(m2) · · · a
n−1
(mn−1)
an | ai ∈ R,mi ∈ Z+}, then we have R(n) ⊆
Rn and the following series of ideals
R ⊇ R2 ⊇ · · · ⊇ Rn ⊇ Rn+1 ⊇ · · · .
Definition 1.6. Let R be a Lie conformal algebra. An element a ∈ R is called
central if [aλb] = 0 for all b ∈ R, and R is called commutative if all elements of
R are central. If R(n) = 0 for some n ≥ 1, R is called solvable and if Rn = 0 for
some n ≥ 1, R is called nilpotent. A Lie conformal algebra is called simple if it is
not commutative and has no proper ideals. It is called semisimple if it contains no
non-zero solvable ideals.
Example 1.7. The Virasoro Lie conformal algebra is the rank one C[∂]-module
Vir = C[∂]L with [LλL] = (2λ+ ∂)L. It is the unique non-commutative Lie confor-
mal algebra of rank one.
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Example 1.8. Given a finite dimensional Lie algebra g, Cur g := C[∂]⊗ g can be
given a Lie conformal algebra structure by defining [aλb] = [a, b] for a, b ∈ g, and it
is called the current Lie conformal algebra associated to g.
Example 1.9. The semi-direct sum of Vir with Cur g is the Lie conformal algebra
R = Vir⋉Cur g with [LλL] = (2λ+ ∂)L, [Lλc] = (λ+ ∂)c, and [aλb] = [a, b] for all
a, b, c ∈ g.
In fact, the above three examples are sufficient to describe the classification of
finite semisimple Lie conformal algebras.
Theorem 1.10 ([4]). Any finite semisimple Lie conformal algebra is a finite direct
sum of Lie conformal algebras of the following types:
(i) the finite current Lie conformal algebra Cur g with g being simple,
(ii) the Virasoro Lie conformal algebra Vir,
(iii) the semidirect sum of (i) and (ii) as in Example 1.9.
The goal of this paper is to classify rank two Lie conformal algebras. Let R =
C[∂]X1 ⊕ C[∂]X2. To define a Lie conformal algebra structure on R, it is enough
to define the λ-brackets of the basis elements {X1, X2}, namely,
[X iλX
j] = Qki,j(λ, ∂)X
k, where Qki,j(λ, ∂) ∈ C[λ, ∂] and i, j, k ∈ {1, 2}, (1.3)
such that the skew-symmetry property for the pairs (X i, Xj) and the Jacobi iden-
tities for the triples (X i, Xj, Xk) are all satisfied. By sesquilinearity, we can then
extend the λ-brackets to R. We will call the polynomials Qki,j(λ, ∂) the structure
polynomials of R. They are similar to the structure constants of a Lie algebra under
a chosen basis and completely determine the Lie conformal algebra structure on R.
Let us recall here the classification of rank one Lie conformal algebras following
[9]. Let R = C[∂]L be a rank one Lie conformal algebra, with [LλL] = f(λ, ∂)L for
some f(λ, ∂). Then by skew-symmetry and Jacobi identity, we have
f(λ, ∂) = −f(−λ− ∂, ∂),
f(µ, λ+ ∂)f(λ, ∂)− f(λ, µ+ ∂)f(µ, ∂) = f(λ,−λ− µ)f(λ+ µ, ∂). (1.4)
Let deg∂ f(λ, ∂) = n. If n ≥ 2, an easy calculation shows that the degree with
respect to ∂ on the left hand side of (1.4) is 2n − 1, while that on the right hand
side is n, which is impossible since 2n− 1 6= n. So n ≤ 1. If n = 0, skew-symmetry
implies that f = 0, so we have the commutative Lie conformal algebra. If n = 1,
then f(λ, ∂) = (2λ + ∂)α for some non-zero constant α ∈ C× by skew-symmetry.
We can then do change of basis to set α = 1, i.e., we have the Virasoro Lie conformal
algebra. So a rank one Lie conformal algebra is either commutative or the Virasoro
Lie conformal algebra.
Definition 1.11. A polynomial f(x, y) ∈ C[x, y] is said to be skew-symmetric if it
satisfies the equation
f(x, y) = −f(−x− y, y).
Note that the polynomialsQ11,1(λ, ∂), Q
2
1,1(λ, ∂), Q
1
2,2(λ, ∂) andQ
2
2,2(λ, ∂) defined
in (1.3) are all skew-symmetric.
Lemma 1.12. If f(x, y) ∈ C[x, y] is a skew-symmetric polynomial, then f(x, y) =
(2x+ y)g(x2 + xy, y) for some polynomial g.
CLASSIFICATION OF RANK TWO LIE CONFORMAL ALGEBRAS 5
Proof. It is easy to see that (2x+ y)|f(x, y). Indeed, plugging y = −2x in f(x, y),
we have f(x,−2x) = −f(x,−2x) by skew-symmetry, i.e., f(x,−2x) = 0. Let
f(x, y) = (2x + y)g(x, y), then g(x, y) = g(−x − y, y). Hence g(x, y) is invariant
under the transformation x 7→ −x − y, y 7→ y. Thus an easy application of the
invariant theory implies that g(x, y) ∈ C[x2 + xy, y]. 
Corollary 1.13. Let f(x, y) be a skew-symmetric polynomial. If degy f(x, y) = n,
then the coefficient of yn is a polynomial in x of degree ≤ n− 1.
Proof. By skew-symmetry, we can write f(x, y) = (2x + y)g(x2 + xy, y) for some
polynomial g, and degy g(x
2 + xy, y) = n− 1. As degy(x2 + xy) = 1, we can write
g(x2 + xy, y) =
∑
i+j≤n−1 bi,j(x
2 + xy)iyj . Thus the coefficient of yn in f(x, y) is∑n−1
i=0 bi,n−1−ix
i, which is a polynomial in x of degree less than or equal to n−1. 
2. Classification of rank two Lie conformal algebras
2.1. The first step towards the classification. For a rank two Lie conformal
algebra R with basis {X1, X2} and structure polynomials Qki,j(λ, ∂), by the skew-
symmetry and Jacobi identity axioms, the structure polynomials must satisfy
Qki,j(λ, ∂) = −Qkj,i(−λ− ∂, ∂) for i, j, k ∈ {1, 2}, (2.1)
2∑
s=1
(
Qsj,k(µ, λ+ ∂)Q
t
i,s(λ, ∂)−Qsi,k(λ, µ+ ∂)Qtj,s(µ, ∂)
)
=
2∑
s=1
Qsi,j(λ,−λ− µ)Qts,k(λ+ µ, ∂) (2.2)
for all i, j, k, t ∈ {1, 2}. Although the Jacobi identity is S3-symmetric, and we
just need to consider (2.2) for the triples (i, j, k) with i ≤ j ≤ k, there are still 6
equations containing 12 polynomials in two variables of the same type as (2.2).
So it is important to simplify the calculations if we want to do the classification.
From Theorem 1.10, we know that the only semisimple Lie conformal algebra of
rank two is the direct sum of two Virasoro Lie conformal algebras. So we only need
to consider the non-semisimple ones. The following key lemma plays a crucial role
in simplifying the calculations in our classification.
Lemma 2.1. For a non-semisimple Lie conformal algebra R of rank two, there
exists a basis, say {A,B}, such that [AλA] = 0, and C[∂]A ⊳ R is an ideal.
Proof. Since R is not semisimple, there exists a non-zero solvable ideal. Let S ⊆ R
be such an ideal. Then the derived series of S must terminate somewhere, i.e.,
S(n) 6= 0 but S(n+1) = 0 for some n ∈ Z+. Then I := S(n) is commutative. By
Lemma 1.5, all these S(i)’s are ideals of R. In particular, I is an ideal of R. Since
C[∂] is a principal ideal domain and I is a submodule of R, we can find a basis of R,
say {A,B}, such that I is generated by {f(∂)A, g(∂)B} for some f(∂), g(∂) ∈ C[∂],
where f(∂) is a non-zero polynomial and f(∂) divides g(∂). When g(∂) 6= 0, i.e, I
is of rank two as a C[∂]-module, using (1.1), it is straightforward to see that R is
commutative . When g(∂) = 0, we have I = C[∂]f(∂)A is a rank one abelian ideal.
Thus C[∂]A is an abelian ideal of R. 
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From now on, we assume that R has a basis {A,B} satisfying [AλA] = 0 and
C[∂]A ⊳ R. Comparing the coefficients of A in the Jacobi identity for the triple
(B,B,A), we have
QAB,A(µ, λ+ ∂)Q
A
B,A(λ, ∂)−QAB,A(λ, µ+ ∂)QAB,A(µ, ∂)
= QBB,B(λ,−λ− µ)QAB,A(λ + µ, ∂), (2.3)
where we assume that [XλY ] = Q
A
X,Y (λ, ∂)A + Q
B
X,Y (λ, ∂)B for X,Y ∈ {A,B}.
Using the same argument as in the classification of rank one Lie conformal algebras,
we can easily see that deg∂ Q
A
B,A(λ, ∂) ≤ 1, so we may assume that QAB,A(λ, ∂) =
a(λ) + b(λ)∂ for some polynomials a(λ), b(λ) ∈ C[λ]. Since C[∂]A is an ideal,
R
C[∂]A
∼= C[∂]B is a rank one Lie conformal algebra. Thus [BλB] = α(2λ + ∂)B
mod C[∂]A for some scalar α. Without loss of generality (after doing some scaler
multiplication), we can assume moreover that α ∈ {0, 1}.
Lemma 2.2. Let R = C[∂]A ⊕ C[∂]B be a rank two Lie conformal algebra with
[AλA] = 0, [BλA] = (a(λ) + b(λ)∂)A and Q
B
B,B(λ, ∂) = (2λ + ∂)α, for some poly-
nomials a(λ), b(λ) ∈ C[λ] and α ∈ {0, 1}. Then the following holds,
(1) if α = 0, then b(λ) = 0,
(2) if α = 1, then b(λ) ∈ {0, 1}. Moreover, if b(λ) = 0, then we have a(λ) = 0;
if b(λ) = 1, then deg a(λ) ≤ 1.
Proof. Set QAB,A(λ, ∂) = a(λ) + b(λ)∂ and Q
B
B,B(λ, ∂) = (2λ+ ∂)α in (2.3) yields
(a(µ) + b(µ)(λ+ ∂))(a(λ) + b(λ)∂)− (a(λ) + b(λ)(µ+ ∂))(a(µ) + b(µ)∂)
= (λ − µ)α(a(λ + µ) + b(λ+ µ)∂). (2.4)
Comparing the coefficients of powers of ∂ in (2.4), we get
b(λ)b(µ) = b(λ+ µ)α. (2.5)
b(µ)a(λ)λ − b(λ)a(µ)µ = (λ− µ)a(λ + µ)α (2.6)
When α = 0, we get b(λ) = 0. When α = 1, (2.5) ensures that b(λ) = k is a
constant and k2 = k, i.e., k ∈ {0, 1}. When b(λ) = 0, (2.6) implies that a(λ) = 0.
When b(λ) = 1, (2.6) implies that deg a(λ) ≤ 1. 
Therefore, any non-semisimple rank two Lie conformal algebra R has a basis
{A,B}, such that [AλA] = 0, [BλA] = (a(λ) + b(λ)∂)A for some polynomials
a(λ), b(λ) ∈ C[λ], and [BλB] = Q(λ, ∂)A + (2λ + ∂)αB for some skew-symmetric
polynomial Q(λ, ∂) and for α ∈ {0, 1}. Lemma 2.2 implies that we only need to
consider the following three cases:
Case 1: α = 0, b(λ) = 0.
Case 2: α = 1, a(λ) = b(λ) = 0.
Case 3: α = 1, b(λ) = 1 and a(λ) = cλ+ d for some c, d ∈ C.
We divide Case 3 into two subcases: 3a: d 6= 0 and 3b: d = 0.
Note that for all these three cases, the Jacobi identities for the triples (A,A,A),
(A,A,B) and (A,B,B) are easily verified. Moreover, the coefficients of B in both
sides of the Jacobi identity for the triple (B,B,B) are equal. So we only need to
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consider the coefficients of A in the Jacobi identity for the triple (B,B,B), which
gives us the following equation:
α(λ − µ)Q(λ+ µ, ∂)−Q(λ,−λ− µ) (a(−λ− µ− ∂) + b(−λ− µ− ∂)∂)
= Q(µ, λ+ ∂)(a(λ) + b(λ)∂) + α(2µ+ λ+ ∂)Q(λ, ∂)
−Q(λ, µ+ ∂)(a(µ) + b(µ)∂)− α(2λ+ µ+ ∂)Q(µ, ∂). (2.7)
Hence the classification of non-semisimple rank two Lie conformal algebras is
equivalent to the classification of the quadruples (a(λ), b(λ), α,Q(λ, ∂)), such that
a(λ), b(λ), and α satisfy the conditions in one of the cases described above, and the
skew-symmetric polynomial Q(λ, ∂) satisfies (2.7).
2.2. Case 1. (α = 0, b(λ) = 0)
Proposition 2.3. Let R = C[∂]A ⊕ C[∂]B be a rank two Lie conformal algebra
satisfying [AλA] = 0, [BλA] = a(λ)A, and [BλB] = Q(λ, ∂)A. If a(λ) = 0, then
Q(λ, ∂) may be any skew-symmetric polynomial. If a(λ) 6= 0, then we can find a
new basis {A,C}, such that [AλA] = [CλC] = 0 and [CλA] = a(λ)A.
Proof. When a(λ) = 0, A is a central element in R and R′ ⊆ C[∂]A. So all the
Jacobi identities are trivially satisfied and the only constraint for Q(λ, ∂) is that it
should be skew-symmetric. When a(λ) 6= 0, we show that by a suitable change of
basis we can kill Q(λ, ∂). If Q(λ, ∂) 6= 0, we assume that Q(λ, ∂) = ∑ni≥0 fi(λ)∂i
and fn(λ) 6= 0. Then (2.7) gives us
a(µ)
n∑
i≥0
fi(λ)(µ+ ∂)
i − a(λ)
n∑
i≥0
fi(µ)(λ + ∂)
i
= a(−λ− µ− ∂)
n∑
i≥0
fi(λ)(−λ − µ)i. (2.8)
Comparing the degrees with respect to ∂ on both sides of (2.8), we have deg a(λ) ≤
deg∂ Q(λ, ∂). If deg a(λ) < n, then the coefficient of ∂
n on the left side of (2.8)
must be zero, which implies that fn(µ)a(λ) = fn(λ)a(µ). So fn(λ) = ka(λ) for
some constant k ∈ C×. For B′ = B − k∂nA, {A,B′} forms a new basis and
[B′λA] = a(λ)A, [B
′
λB
′] = Q′(λ, ∂)A, where
Q′(λ, ∂) = Q(λ, ∂) + (−λ)na(−λ− ∂)k − (λ+ ∂)na(λ)k.
It is clear that deg∂ Q
′(λ, ∂) ≤ n. Moreover, the coefficient of ∂n in Q′(λ, ∂) is
fn(λ)− ka(λ) = 0, i.e., deg∂ Q′(λ, ∂) < deg∂ Q(λ, ∂). By induction, we can assume
that deg a(λ) = m = deg∂ Q(λ, ∂). Since Q(λ, ∂) is skew-symmetric, Corollary 1.13
implies that the coefficient of ∂m inQ(λ, ∂) is a polynomial in λ of degree less than or
equal to m−1. Let us assume that fm(λ) =
∑m−1
i=0 biλ
i. If p(∂) = ∂m+
∑m−1
i=0 pi∂
i,
and C = B + p(∂)A, then [CλA] = a(λ)A and
QAC,C(λ, ∂) = Q(λ, ∂)− p(−λ)a(−λ− ∂) + p(λ+ ∂)a(λ).
Note that deg∂ Q
A
C,C(λ, ∂) ≤ m. If we write a(λ) =
∑m
i=0 aiλ
i with am 6= 0, then
the coefficient of ∂m in the polynomial QAC,C(λ, ∂) is
m−1∑
i≥0
(bi + (−1)m+i+1ampi + ai)λi.
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Since am 6= 0, given ai, bi, we can choose pi = (−1)m+i ai + bi
am
such that the coef-
ficient of ∂n in QAC,C(λ, ∂) becomes zero, which implies that deg∂ Q
A
C,C(λ, ∂) <
m. But if QAC,C(λ, ∂) is non-zero, it must also satisfy (2.8), i.e., deg a(λ) ≤
deg QAC,C(λ, ∂). Hence Q
A
C,C(λ, ∂) = 0 and in the new basis {A,C}, we have
[AλA] = [CλC] = 0, [CλA] = a(λ)A. 
Remark 2.4. It is clear that R is solvable but not nilpotent when [AλA] = [BλB] =
0 and [BλA] = a(λ)A for some non-zero polynomial a(λ). So we denote it by
Rsol(a(λ)). When [AλA] = [BλA] = 0 and [BλB] = Q(λ, ∂)A for some skew-
symmetric polynomial Q(λ, ∂), R is nilpotent. So we denote it by Rnil(Q(λ, ∂)).
We will call the λ-brackets in Proposition 2.3 the normalized λ-brackets.
Remark 2.5. As in Case 2 and Case 3, we haveB ∈ R(n) for any n, so Proposition 2.3
classifies all solvable rank two Lie conformal algebras.
Definition 2.6. Two polynomials f and g are said to be associated if f = kg for
some k ∈ C×, which we denote by f ∼ g.
Lemma 2.7. The solvable Lie conformal algebras Rsol(a(λ)) and Rsol(a
′(λ)) are
isomorphic if and only if a(λ) ∼ a′(λ). The nilpotent Lie conformal algebras
Rnil(Q(λ, ∂)) and Rnil(Q
′(λ, ∂)) are isomorphic if and only if Q(λ, ∂) ∼ Q′(λ, ∂).
Proof. Let R1 denote Rsol(a(λ)) or Rnil(Q(λ, ∂)) and R2 denote Rsol(a
′(λ)) or
Rnil(Q
′(λ, ∂)), respectively, with basis elements {A,B} and {A′, B′} satisfying the
normalized λ-brackets. It is clear that if a(λ) = ka′(λ), then the map A 7→
A′, B 7→ kB′ gives an isomorphism between Rsol(a(λ)) and Rsol(a′(λ)), and if
Q(λ, ∂) = kQ′(λ, ∂), then the map A 7→ A′, B 7→ √kB′ gives an isomorphism be-
tween Rnil(Q(λ, ∂)) and Rnil(Q
′(λ, ∂)).
For the converse, assuming that ϕ is an isomorphism between R1 and R2, we have
ϕ(R′1)
∼= R′2. In both cases, we have
{0} ( R′1 ⊆ C[∂]A, {0} ( R′2 ⊆ C[∂]A′.
So ϕ(A) = f(∂)A′ for some polynomial f(∂). But {ϕ(A), ϕ(B)} forms a basis of
R2, so we have f(∂) = s and ϕ(B) = tB + g(∂)A for some constants s, t ∈ C×
and some polynomial g(∂). When R1 = Rsol(a(λ)) and R2 = Rsol(a
′(λ)), as
ϕ([BλA]) = [ϕ(B)λϕ(A)], we get a(λ) = ta
′(λ). When R1 = Rnil(Q(λ, ∂)) and
R2 = Rnil(Q
′(λ, ∂)), as ϕ([BλB]) = [ϕ(B)λϕ(B)], we get Q(λ, ∂) =
t2
s
Q′(λ, ∂). 
2.3. Case 2. (α = 1, a(λ) = b(λ) = 0)
Proposition 2.8. Let R = C[∂]A ⊕ C[∂]B be a rank two Lie conformal algebra
satisfying [AλA] = [BλA] = 0, and [BλB] = (2λ + ∂)B + Q(λ, ∂)A. Then by a
suitable change of basis we can set Q(λ, ∂) = 0.
Proof. If Q(λ, ∂) 6= 0, then by skew-symmetry, we can assume that Q(λ, ∂) =
(2λ+ ∂)
∑n
i≥0 fi(λ)∂
i with fn(λ) 6= 0. From (2.7), we get
(2µ+ λ+ ∂)(2λ+ ∂)
n∑
i≥0
fi(λ)∂
i − (2λ+ µ+ ∂)(2µ+ ∂)
n∑
i≥0
fi(µ)∂
i
= (λ − µ)(2λ+ 2µ+ ∂)
n∑
i≥0
fi(λ+ µ)∂
i. (2.9)
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Setting µ = 0 in (2.9), we have
n∑
i≥0
fi(λ)∂
i =
n∑
i≥0
fi(0)∂
i,
i.e., fi(λ) = fi(0) for all i. If B
′ = B +
∑n
i≥0 fi(0)∂
iA, then [B′λB
′] = (2λ + ∂)B′
and [AλA] = [B
′
λA] = 0. 
Lemma 2.9. Let R = C[∂]A⊕C[∂]B be a rank two Lie conformal algebra satisfying
[AλA] = 0, [BλA] = (cλ + d + ∂)A, and [BλB] = (2λ + ∂)B + Q(λ, ∂)A. Then R
has no non-trivial central element.
Proof. Let X = f(∂)A+ g(∂)B be central in R. As [XλA] = g(−λ)[BλA] = 0 and
[XλB] = f(−λ)[AλB] = 0, we have that f(∂) = g(∂) = 0. Hence X = 0. 
Remark 2.10. It is clear that there exists a non-trivial central element in the Lie
conformal algebras considered in Case 2. Hence the Lie conformal algebras consid-
ered in Case 2 and those in Case 3 are not isomorphic.
2.4. Case 3a. (α = 1, b(λ) = 1, a(λ) = cλ+ d for c ∈ C, d ∈ C×)
Assuming that Q(λ, ∂) =
∑m
i=0 fi(λ)∂
i, from (2.7) in Case 3 we have
(cλ+ cµ+(c− 1)∂ − d)
m∑
i=0
fi(λ)(−λ − µ)i + (λ− µ)
m∑
i=0
fi(λ + µ)∂
i
= (cλ+ d+ ∂)
m∑
i=0
fi(µ)(λ + ∂)
i + (2µ+ λ+ ∂)
m∑
i=0
fi(λ)∂
i
− (cµ+ d+ ∂)
m∑
i=0
fi(λ)(µ+ ∂)
i − (2λ+ µ+ ∂)
m∑
i=0
fi(µ)∂
i. (2.10)
By skew-symmetry, it is clear that if deg∂ Q(λ, ∂) ≤ 1, then Q(λ, ∂) = (2λ+∂)k for
some constant k ∈ C. It is easy to see that such a polynomial always satisfies (2.10).
Hence we may assume that deg∂ Q(λ, ∂) = m ≥ 2. Comparing the coefficients of
∂m in both sides of (2.10), we get
(λ−µ)fm(λ+µ) = ((c+m−2)λ−µ+d)fm(µ)−((c+m−2)µ−λ+d)fm(λ). (2.11)
When deg∂ Q(λ, ∂) = m ≥ 3, comparing the coefficients of ∂m−1 in both sides of
(2.10), we get
(λ− µ)fm−1(λ+ µ) =
(
cm+
(
m
2
))
λ2fm(µ) + ((c+m− 3)λ− µ))fm−1(µ)
−
(
cm+
(
m
2
))
µ2fm(λ)− ((c+m− 3)µ− λ))fm−1(λ)
+ d(fm(µ)mλ− fm(λ)mµ+ fm−1(µ)− fm−1(λ)). (2.12)
Proposition 2.11. Let R = C[∂]A ⊕ C[∂]B be a rank two Lie conformal algebra
satisfying [AλA] = 0, [BλA] = (cλ + d + ∂)A and [BλB] = Q(λ, ∂)A + (2λ + ∂)B.
If d 6= 0, then by a suitable change of basis we can set Q(λ, ∂) = 0.
Proof. Firstly, if deg∂ Q(λ, ∂) ≥ 2, then we show that by a suitable change of basis
we may decrease its degree with respect to ∂. Let Q(λ, ∂) =
∑m
i≥0 fi(λ)∂
i with
fm(λ) 6= 0 and m ≥ 2. Setting λ = 0 in (2.11), we get
fm(µ)d− ((c+m− 2)µ+ d)fm(0) = 0,
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i.e., fm(µ) =
fm(0)
d
((c+m− 2)µ+ d) is of degree less or equal to 1.
For B′ = B − k∂mA, we have [B′λA] = [BλA] and
[B′λB
′] = (2λ+ ∂)B′ +QAB′,B′(λ, ∂)A
where
QAB′,B′(λ, ∂) =(2λ+ ∂)k∂
m +Q(λ, ∂)
− (k(−λ)m(cλ+ c∂ − d− ∂)− k(λ+ ∂)m(cλ+ d+ ∂)).
It is straightforward to see that deg∂ Q
A
B′,B′(λ, ∂) ≤ m. Rewriting QAB′,B′(λ, ∂) =∑m
i≥0 gi(λ)∂
i, we get
gm(λ) = fm(λ)− k[(c+m− 2)λ+ d].
Choosing k =
fm(0)
d
, we conclude that gm(λ) = 0, i.e., deg∂ Q
A
B′,B′(λ, ∂) <
deg∂ Q(λ, ∂). This procedure can be continued until we have deg∂ Q(λ, ∂) = 1.
By induction, we may assume that Q(λ, ∂) = (2λ+ ∂)k for some constant k. Set-
ting C = B − k
d
∂A, we get [CλA] = (cλ+ d+ ∂)A and [CλC] = (2λ+ ∂)C. 
2.5. Case 3b. (α = 1, b(λ) = 1, a(λ) = cλ for c ∈ C)
In this subsection, we assume that R = C[∂]A ⊕ C[∂]B satisfying [AλA] = 0,
[BλA] = (cλ + ∂)A and [BλB] = Q(λ, ∂)A + (2λ + ∂)B. We write Q(λ, ∂) =∑
n≥0Qn(λ, ∂) where Qn(λ, ∂) is the homogeneous component of Q(λ, ∂) of degree
n as a polynomial in λ and ∂. Note that (2.7) is homogeneous in Case 3b in the
sense that Q(λ, ∂) satisfies (2.7) if and only if Qn(λ, ∂) does so for all n. In the
same sense, skew-symmetry is also a homogeneous property. Thus Q(λ, ∂) satisfies
(2.7) and the skew-symmetry if and only if Qn(λ, ∂) does so for all n.
We show that after suitable changes of basis, we can kill almost all Qn(λ, ∂)
except a few special values of n depending on the parameter c. We also determine
Qn(λ, ∂) explicitly for those special values which we discuss in two cases, n ≤ 4 and
n ≥ 5. Note that Q0(λ, ∂) ≡ 0 by skew-symmetry. When n ≤ 4, by skew-symmetry,
the polynomials Qn(λ, ∂) must be of the following forms (see Lemma 1.12),
Q1(λ, ∂) = α1(2λ+ ∂), (2.13)
Q2(λ, ∂) = α2(2λ+ ∂)∂, (2.14)
Q3(λ, ∂) = (2λ+ ∂)(α3∂
2 + β3(λ
2 + λ∂)), (2.15)
Q4(λ, ∂) = (2λ+ ∂)(α4∂
3 + β4(λ
2 + λ∂)∂), (2.16)
where α1, α2, α3, β3, α4, β4 ∈ C are constants.
For B′ = B + k∂m−1A, where k ∈ C and m ≥ 1, {A,B′} forms a new basis of
R satisfying [AλA] = 0, [B
′
λA] = (cλ + ∂)A, and [B
′
λB
′] = (2λ + ∂)B′ +Q′(λ, ∂)A
such that
Q′(λ, ∂)−Q(λ, ∂)
= k[(−λ)m−1(c(λ+ ∂)− ∂) + (λ+ ∂)m−1(cλ+ ∂)− (2λ+ ∂)∂m−1]
= k(c+m− 3)λ∂m−1 + k(m− 1)(c+ (m− 2)/2)λ2∂m−2 + · · · , (2.17)
where “· · · ” stands for some homogeneous polynomial in λ, ∂ of degree m involving
only powers of ∂ which are strictly less than m− 2. Note that Q′(λ, ∂) differs from
Q(λ, ∂) only in the homogeneous component of degree m.
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Lemma 2.12. Let R = C[∂]A ⊕ C[∂]B be a rank two Lie conformal algebra sat-
isfying [AλA] = 0, [BλA] = (cλ + ∂)A and [BλB] = Q(λ, ∂)A + (2λ + ∂)B. If we
write Q(λ, ∂) =
∑
n≥1Qn(λ, ∂) where Qn(λ, ∂) is the homogeneous component of
degree n of Q(λ, ∂), then
(1) Q1(λ, ∂) = α1(2λ + ∂) for some α1 ∈ C. Moreover, if c 6= 1, then by a
suitable change of basis we can set α1 = 0.
(2) Q2(λ, ∂) = δc,0α2(2λ+ ∂)∂ for some α2 ∈ C.
(3) Q3(λ, ∂) = (2λ+ ∂)(δc,−1α3∂
2 + β3(λ
2 + λ∂)) for some α3, β3 ∈ C. More-
over, if c 6= 0, by a suitable change of basis we can set β3 = 0.
(4) Q4(λ, ∂) = β4(2λ+∂)(λ
2+λ∂)∂. Moreover, if c 6= −1, by a suitable change
of basis we can set β4 = 0.
Proof. The general forms of Qn(λ, ∂) are given in (2.13)–(2.16). The coefficients of
α2, α3, i.e., δc,0, δc,−1, and α4 ≡ 0 are by straightforward calculations.
For B′ = B + (k0 + k1∂ + k2∂
2 + k3∂
3)A, {A,B′} forms a new basis of R with
[AλA] = 0, [B
′
λA] = (cλ + ∂)A and [B
′
λB
′] = (2λ+ ∂)B′ +Q′(λ, ∂)A such that
Q′(λ, ∂) = Q(λ, ∂) + (2λ+ ∂)[k0(c− 1) + k2c(λ2 + λ∂) + k3(c+ 1)(λ2 + λ∂)∂].
If we write Q′(λ, ∂) =
∑
n≥1Q
′
n(λ, ∂), where Q
′
n(λ, ∂) is the homogeneous compo-
nent of degree n of Q′(λ, ∂), then Q′n(λ, ∂) = Qn(λ, ∂) for n ≥ 5 and n = 2.
If c 6= 1, we may choose k0 suitably to get Q′1(λ, ∂) = 0. If c 6= 0, we may choose
k2 suitably to set β3 = 0 in the general form of Q
′
3(λ, ∂) given in (2.15). If c 6= −1,
k3 may be suitably chosen to set β4 = 0 in the general form of Q
′
4(λ, ∂) given in
(2.16). 
Next we consider the case n ≥ 5. If we write Qn(λ, ∂) =
∑n
i=0 biλ
n−i∂i. Then
(2.7) for Qn(λ, ∂) gives us
(λ− µ)
n∑
i=0
bi(λ+ µ)
n−i∂i + (cλ+ cµ+ (c− 1)∂)
n∑
i=0
biλ
n−i(−λ− µ)i
= (cλ+ ∂)
n∑
i=0
biµ
n−i(λ + ∂)i + (2µ+ λ+ ∂)
n∑
i=0
biλ
n−i∂i
− (cµ+ ∂)
n∑
i=0
biλ
n−i(µ+ ∂)i − (2λ+ µ+ ∂)
n∑
i=0
biµ
n−i∂i. (2.18)
Lemma 2.13. If n ≥ 4, then Qn(0, ∂) = 0, i.e., deg∂ Qn(λ, ∂) ≤ n− 1. Moreover,
if n is even, we have Qn(λ, 0) = 0.
Proof. Let Qn(λ, ∂) =
∑n
i=0 biλ
n−i∂i. Setting λ = 0 in (2.18), we get
(cµ+ (c− 1)∂)bn(−µ)n = (2µ+ ∂)bn∂n − (cµ+ ∂)bn(µ+ ∂)n. (2.19)
As n ≥ 4, comparing the coefficients of µ2∂n−1 and µn−1∂2 in both sides of (2.19),
we get ((
n
2
)
+ cn
)
bn =
(
c
(
n
2
)
+ n
)
bn = 0.
But
(
n
2
)
+ cn and c
(
n
2
)
+ n can not be zero at the same time when n ≥ 4. Hence
bn = 0, i.e., Qn(0, ∂) = 0. Since Qn(λ, ∂) is a skew-symmetric polynomial, by
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Lemma 1.12, we can write
Qn(λ, ∂) = (2λ+ ∂)
∑
i≥0
ki(λ
2 + λ∂)i∂n−1−2i
where ki ∈ C. If n is even, then n− 1− 2i > 0. Hence Qn(λ, 0) = 0 if n is even. 
The following lemma will be very important in the sequel.
Lemma 2.14. If Qn(λ, ∂) 6= 0 and n ≥ 4, then deg∂ Qn(λ, ∂) ≥ n− 3. Moreover,
deg∂ Qn(λ, ∂) = n− 2 or n− 3 only if c+ n− 3 = 0.
Proof. Let us assume that deg∂ Qn(λ, ∂) = m and Qn(λ, ∂) =
∑m
i=0 biλ
n−i∂i such
that bm 6= 0. Since Qn(λ, ∂) is skew-symmetric, by Corollary 1.13, the coefficient
of ∂m in Qn(λ, ∂) is of degree less than or equal to m − 1, i.e., n − m ≤ m − 1.
Hence m ≥ ⌊n+12 ⌋ which implies that m ≥ 2 since n ≥ 4. By (2.11), we have
bmh
m
n−m(c, λ, µ) = 0,
where hmj (c, λ, µ) := (c+m−2)λ−µ)µj−((c+m−2)µ−λ)λj −(λ−µ)(λ+µ)j . By
straightforward calculations, we have hm1 (c, λ, µ) ≡ 0 for all c and hmj (c, λ, µ) 6= 0
for all j ≥ 4. Moreover, we have
hm0 (c, λ, µ) = 0 if and only if c+m− 2 = 0, (2.20)
hm2 (c, λ, µ) = 0 if and only if c+m− 1 = 0, (2.21)
hm3 (c, λ, µ) = 0 if and only if c+m = 0. (2.22)
As bmh
m
n−m(c, λ, µ) = 0 and bm 6= 0, (2.20)–(2.22) imply that n − m ≤ 3, i.e.,
deg∂ Qn(λ, ∂) = m ≥ n− 3 which proves the first part of the lemma.
If m = n− 2, then c+m− 1 = 0, i.e., c+ n− 3 = 0 by (2.21).
If m = n− 3, then c+m = 0, i.e., c+ n− 3 = 0 by (2.22). 
Corollary 2.15. Let n ≥ 4 and n 6= 3− c. Then by a suitable change of basis we
can kill Qn(λ, ∂).
Proof. By Lemma 2.13, we have deg∂ Qn(λ, ∂) ≤ n − 1. We show that we can
kill off the λ∂n−1 term in Qn(λ, ∂). If B
′ = B + k∂n−1A, then [B′λB
′] = (2λ +
∂)B′+Q′(λ, ∂)A. Write Q′(λ, ∂) =
∑
Q′ℓ(λ, ∂), where Q
′
ℓ(λ, ∂) is the homogeneous
component of degree ℓ in Q′(λ, ∂). By (2.17), we have Q′ℓ(λ, ∂) = Qℓ(λ, ∂) for
ℓ 6= n, and
Q′n(λ, ∂) = Qn(λ, ∂) + k(c+ n− 3)λ∂n−1 + ...,
where “...” stands for some polynomial whose degree with respect to ∂ is less than
n − 1. Since n 6= 3 − c, we may choose k properly to kill off the λ∂n−1 term in
Qn(λ, ∂), i.e., deg∂ Q
′
n(λ, ∂) 6= n− 1. Then Lemma 2.14 implies that Q′n(λ, ∂) = 0
as c+ n 6= 3. 
Thus for n ≥ 5, we only need to consider the special case where n = 3− c.
Lemma 2.16. If n = 3 − c ≥ 5, then deg∂ Qn(λ, ∂) 6= n − 1. Moreover, by a
suitable change of basis we can kill off the λ2∂n−2 term in Qn(λ, ∂).
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Proof. If deg∂ Qn(λ, ∂) = n−1, then Qn(λ, ∂) =
∑n−1
i≥0 biλ
n−i∂i for some bn−1 6= 0.
As n− 1 ≥ 3, by (2.12), we have (where in our case, m = n − 1, fm(λ) = bn−1λ ,
fm−1(λ) = bn−2λ
2 and d = 0)(
cm+
m(m− 1)
2
)
λ2µbn−1 −
(
cm+
m(m− 1)
2
)
µ2λbn−1 = 0. (2.23)
But (2.23) is satisfied only when c = −1 and n = 4. Hence we have deg∂ Qn(λ, ∂) 6=
n− 1.
For B′ = B + k∂n−1A, we have [B′λB
′] = (2λ + ∂)B′ + Q′(λ, ∂)A for some
polynomial Q′(λ, ∂). If we write Q′(λ, ∂) =
∑
ℓ≥0Q
′
ℓ(λ, ∂), where Q
′
ℓ(λ, ∂) is the
homogeneous component of degree ℓ of Q′(λ, ∂), then by (2.17), we have
Q′n(λ, ∂) = Qn(λ, ∂) + k(n− 1)
(
c+
n− 2
2
)
λ2∂n−2 + ...,
where “...” stands for some polynomial whose degree with respect to ∂ is less than
n− 2. Hence we may choose k properly to kill off the λ2∂n−2 term in Qn(λ, ∂). 
By Lemma 2.16, if n = 3−c ≥ 5 then we may assume that deg∂ Qn(λ, ∂) ≤ n−3.
Moreover, by Lemma 2.14 if Qn(λ, ∂) 6= 0, then deg∂ Qn(λ, ∂) = n− 3 .
Remark 2.17. When n = 3 − c ≥ 5, if there exists a skew-symmetric and homoge-
neous polynomial Qn(λ, ∂) of degree n satisfying (2.7), such that deg∂ Qn(λ, ∂) =
n−3, then it is unique up to scalar multiples. Indeed, if there are two such polyno-
mials, after multiplying by a scalar, we can assume that their leading terms λ3∂n−3
have the same coefficients. Their difference is still skew-symmetric and satisfies
(2.7), but is of degree less than or equal to n− 4 with respect to ∂, hence must be
zero by Lemma 2.14.
Corollary 2.18. If c = −2,−3, then by a suitable change of basis we can kill
Q3−c(λ, ∂).
Proof. By Lemma 2.16, if Q3−c(λ, ∂) 6= 0, we can assume that deg∂ Q3−c(λ, ∂) =
−c. Then the coefficient of λ3∂−c in Q3−c(λ, ∂) is non-zero, which contradicts
Corollary 1.13 as 3 ≥ −c. 
Lemma 2.19. Let n = 3 − c. Assume that n ≥ 6 if n is even and n ≥ 11 if n is
odd. If deg∂ Qn(λ, ∂) ≤ n− 3, then Qn(λ, ∂) = 0.
Proof. Let Qn(λ, ∂) =
∑n−3
i=0 biλ
n−i∂i. Comparing the coefficients of λ2∂kµn−1−k
in both sides of (2.18), we have,((
n− k
1
)
−
(
n− k
2
))
bk =
(
c
(
k + 1
1
)
+
(
k + 1
2
))
bk+1, (2.24)
for 0 ≤ k ≤ n − 3 because the only terms containing the monomial λ2∂kµn−1−k
in (2.18) are (λ − µ)∑ni=0 bi(λ + µ)n−i∂i and (cλ + ∂)∑ni=0 biµn−i(λ + ∂)i as
bn = bn−1 = bn−2 = 0 in our case.
When n ≥ 6 is even, we have b0 = 0 by Lemma 2.13. Note that for k ≤ n− 3,
we always have c
(
k+1
1
)
+
(
k+1
2
) 6= 0. So bk = 0 by (2.24), i.e., Qn(λ, ∂) = 0.
Now let n = 3 − c ≥ 11 be odd. Comparing the coefficients of λ4µn−3 on both
sides of (2.18), we get
b0
((
n
3
)
−
(
n
4
))
+ c(1− c)bn−3 = cb3. (2.25)
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Since c
(
k+1
1
)
+
(
k+1
2
) 6= 0 for k ≤ n− 3, (2.24) gives us
bk+1 =
Πki=0(n− i)
(
3 + i− n
2
)
Πki=0(i+ 1)
(
6− 2n+ i
2
) b0 = Πki=0(n− i)(3 + i− n)
Πki=0(i+ 1)(6− 2n+ i)
b0.
In particular,
bn−3 =
Πn−4i=0 (n− i)(3 + i− n)
Πn−4i=0 (i+ 1)(6− 2n+ i)
b0,
and
b3 =
Π2i=0(n− i)(3 + i− n)
Π2i=0(i+ 1)(6− 2n+ i)
b0 =
n(n− 1)(n− 2)
3!
5− n
4(7− 2n)b0.
Note that
Πn−4i=0 (n− i)
Πn−4i=0 (i + 1)
=
n(n− 1)(n− 2)
3!
,
Πn−4i=0 (3 + i− n)
Πn−4i=0 (6− 2n+ i)
=
(n− 3)!× (n− 3)!
(2n− 6)! ,
and (
n
3
)
−
(
n
4
)
=
n(n− 1)(n− 2)(7− n)
3!× 4 .
Replacing b3 and bn−3 by the above expressions in (2.25) and then dividing both
sides of (2.25) by
n(n− 1)(n− 2)
3!
, we get
b0
(
7− n
4
+ (3− n)(n− 2)(n− 3)!× (n− 3)!
(2n− 6)! +
(n− 3)(5− n)
4(7− 2n)
)
= 0.
Note that
7− n
4
+
(n− 3)(5− n)
4(7− 2n) =
n2 − 13n+ 34
4(7− 2n) < 0 when n ≥ 11. It is obvious
that (3 − n)(n− 2)(n− 3)!× (n− 3)!
(2n− 6)! < 0 when n ≥ 11. So we must have b0 = 0.
Then (2.24) implies that bk = 0 for all k, i.e., Qn(λ, ∂) = 0. 
Lemma 2.20. If c = −4, then Q7(λ, ∂) = (2λ + ∂)(λ2 + λ∂)3 satisfies (2.18). If
c = −6, then Q9(λ, ∂) = (2λ+ ∂)(11(λ2 + λ∂)4 + 2(λ2 + λ∂)3∂2) satisfies (2.18).
Proof. This follows from straightforward calculations. Indeed, by the property of
skew-symmetry and by the assumption that deg∂ Q3−c(λ, ∂) = −c, we can give a
general form for Q3−c(λ, ∂). Then we just need to check (2.18) for Q3−c(λ, ∂). 
2.6. The classification.
Theorem 2.21. Let R be a non-semisimple rank two Lie conformal algebra. Then,
up to isomorphism, R is one of the following types.
(1) If R is nilpotent, then R ∼= Rnil(Q(λ, ∂)), and Rnil(Q(λ, ∂)) ∼= Rnil(Q′(λ, ∂))
if and only if Q(λ, ∂) = kQ′(λ, ∂) for some k ∈ C×.
(2) If R is solvable but not nilpotent, then R ∼= Rsol(a(λ)), and Rsol(a(λ)) ∼=
Rsol(a
′(λ)) if and only if a(λ) = ka′(λ) for some k ∈ C×.
(3) If R is not solvable, then we have two classes.
(3i) R is the direct sum of a rank one commutative Lie conformal algebra
and the Virasoro Lie conformal algebra.
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(3ii) R has a basis {A,B}, such that [AλA] = 0, [BλA] = (cλ + d + ∂)A
and [BλB] = Qc(λ, ∂)A + (2λ + ∂)B for some constants c, d ∈ C and
some skew-symmetric polynomial Qc(λ, ∂). We denote such R in this
class by R(c, d,Qc(λ, ∂)). Moreover, Qc(λ, ∂) 6= 0 only when d = 0 and
c ∈ {1, 0,−1,−4,−6}, in which case we document the explicit formulae
for Qc(λ, ∂) in the following table.
c Qc(λ, ∂), β, γ ∈ C,
1 β(2λ+ ∂)
0 β(2λ+ ∂)(λ2 + λ∂) + γ(2λ+ ∂)∂
−1 β(2λ+ ∂)∂2 + γ(2λ+ ∂)(λ2 + λ∂)∂
−4 β(2λ+ ∂)(λ2 + λ∂)3
−6 β(2λ+ ∂)[11(λ2 + λ∂)4 + 2(λ2 + λ∂)3∂2]
Moreover, R(c, d,Qc(λ, ∂)) ∼= R(c′, d′, Q′c′(λ, ∂)) if and only if c =
c′, d = d′ and Qc(λ, ∂) = kQ
′
c′(λ, ∂) for some k ∈ C×.
Proof. It is clear that Lie conformal algebras of different types in (1)-(3) are non-
isomorphic. The non-semisimple rank two Lie conformal algebras are divided in
three cases by Lemma 2.2. The solvable case (Case 1) is done in Proposition 2.3
and Lemma 2.7, which gives us the types (1)-(2) in the list. For the non-solvable
ones, we have Case 2 and Case 3. Case 2 is done in Proposition 2.8 and it gives
us the class (3i). We have divided Case 3 into two subcases. Case 3a is done in
Proposition 2.11 and it gives us the d = 0 and Qc(λ, ∂) = 0 part of the class (3ii).
The Case 3b is the core of our work. Recall that in this subcase, we assume
that R has a basis {A,B} satisfying [AλA] = 0, [BλA] = (cλ + ∂)A and [BλB] =
Q(λ, ∂)A + (2λ + ∂)B. Let us write Q(λ, ∂) =
∑
n≥1Qn(λ, ∂), where Qn(λ, ∂) is
the homogeneous component of degree n of Q(λ, ∂) as a polynomial in λ and ∂.
If c /∈ {1, 0,−1,−4,−6}, then by Lemma 2.12, we can kill Qn(λ, ∂) for n ≤ 4.
By Corollary 2.15, Corollary 2.18 and Lemma 2.19, we can kill Qn(λ, ∂) for n ≥ 5.
Thus by a suitable change of basis, we can set Q(λ, ∂) = 0.
If c ∈ {1, 0,−1}, then by Corollary 2.15 we can kill Qn(λ, ∂) for n ≥ 5. For
n ≤ 4, Lemma 2.12 determines the parts of Qn(λ, ∂) which can be killed.
If c ∈ {−4,−6}, then by Lemma 2.12, we can kill Qn(λ, ∂) for n ≤ 4. By
Corollary 2.15, we can kill Qn(λ, ∂) for n ≥ 5 and n 6= 3 − c. For n = 3 − c, by
Lemma 2.16, we can assume that deg∂ Q3−c(λ, ∂) = −c if it is not zero, and is
unique up to scalar multiples by Remark 2.17. Then by Lemma 2.20, we get the
formulae for Q3−c(λ, ∂) as listed in the table.
We prove the isomorphism between different types of Lie conformal algebras in
the class (3ii) in Proposition 2.25. 
Remark 2.22. The dimension of the solution space of the polynomialsQc(λ, ∂) in the
table of Theorem 2.21 were predicted by Theorem 7.2 in [2], where the cohomology
of the Virasoro Lie conformal algebra with coefficients in rank one modules was
calculated.
Remark 2.23. We call the λ-brackets in Theorem 2.21 the normalized λ-brackets.
Lemma 2.24. If Qc(λ, ∂) 6= 0 is one of the polynomials appearing in the table of
Theorem 2.21, then for any f(∂) ∈ C[∂],
Qc(λ, ∂) 6= f(λ+ ∂)(cλ+ ∂) + f(−λ)(cλ+ c∂ − ∂)− (2λ+ ∂)f(∂). (2.26)
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Proof. It is enough to prove the lemma for the homogeneous components ofQc(λ, ∂)
as a polynomial in λ and ∂. Denote the right side of (2.26) by Scf(∂)(λ) for a
polynomial f(∂). Let h(λ, ∂) be a homogeneous component of Qc(λ, ∂) of degree
m + 1. If h(λ, ∂) = Sc
f(∂)(λ) for some polynomial f(∂), then f(∂) must have a
degree m monomial k∂m and h(λ, ∂) = Sck∂m(λ).
For c ∈ {0, 1,−1}, the total degree of Qc(λ, ∂) is less than or equal to 4. Hence if
Qc(λ, ∂) = S
c
f(∂)(λ) for some polynomial f(∂), then we can assume that the degree
of deg f(∂) is less or equal to 3. For f(∂) =
∑3
i=0 ki∂
3, we have
Scf(∂)(λ) = (2λ+ ∂)[k0(c− 1) + k2c(λ2 + λ∂) + k3(c+ 1)(λ2 + λ∂)∂].
Now it is clear that Qc(λ, ∂) 6= Scf(∂)(λ) for any f(∂).
For c ∈ {−4,−6} and Qc(λ, ∂) 6= 0, the total degree of Qc(λ, ∂) is 3 − c and
deg∂ Qc(λ, ∂) = −c. Thus we can assume f(∂) = k∂2−c if Qc(λ, ∂) = Scf(∂)(λ). But
by straightforward calculations, we have deg∂ S
c
k∂2−c
(λ) = 1− c if k 6= 0.

Proposition 2.25. The rank two Lie conformal algebras R(c, d,Qc(λ, ∂)) and
R(c′, d′, Q′c′(λ, ∂)) are isomorphic if and only if c = c
′, d = d′ and Qc(λ, ∂) =
kQ′c′(λ, ∂) for some k ∈ C×.
Proof. Let {A,B} and {A′, B′} be bases of R(c, d,Qc(λ, ∂)) and R(c′, d′, Q′c′(λ, ∂)),
respectively, satisfying the normalized λ-brackets as in Theorem 2.21. Assume
that ϕ is an isomorphism between R(c, d,Qc(λ, ∂)) and R(c
′, d′, Q′c′(λ, ∂)), such
that ϕ(A) = f(∂)A′ + g(∂)B′ and ϕ(B) = p(∂)A′ + q(∂)B′ for some polynomials
f(∂), g(∂), p(∂) and q(∂) ∈ C[∂]. Then the equation
ϕ([AλA]) = 0 = [ϕ(A)λϕ(A)]
implies that g(∂) = 0. Since {ϕ(A), ϕ(B)} forms a basis, we have f(∂) = s and
q(∂) = t for some s, t ∈ C×. Moreover, ϕ([BλA]) = [ϕ(B)λϕ(A)] implies that t = 1
and c = c′, d = d′.
When d = d′ 6= 0, there is nothing to say, since Qc(λ, ∂) = Q′c′(λ, ∂) = 0.
When d = d′ = 0, from ϕ([BλB]) = [ϕ(B)λϕ(B)], we get
Qc(λ, ∂)− sQ′c′(λ, ∂) = p(λ+ ∂)(cλ+ ∂) + p(−λ)(cλ + c∂ − ∂)− (2λ+ ∂)p(∂).
Since c = c′, d = d′, Qc(λ, ∂)− sQ′c′(λ, ∂) is also a polynomial of the form as listed
in the table of Theorem 2.21. Thus by Lemma 2.24, we have Qc(λ, ∂) = sQ
′
c′(λ, ∂).
The converse is clear by defining the map ϕ(A) = k−1A′ and ϕ(B) = B′. 
3. Automorphism groups of rank two Lie conformal algebras
We devote this final section to compute the automorphism groups of rank two
Lie conformal algebras. We denote by Rc, Rss and Rcs the commutative, the
semisimple and the direct sum of the commutative and the Virasoro rank two Lie
conformal algebras, respectively. It is clear that AutRc ∼= GL(2,C[∂]).
Let {L1, L2} be a basis of Rss satisfying [LiλLj ] = δi,j(2λ+ ∂)Li. Assume that
ϕ(Li) = fi(∂)L
1 + gi(∂)L
2 is an automorphism of Rss, where fi(∂), gi(∂) ∈ C[∂].
Then we can show that for i, j ∈ {1, 2}, we have
δi,jfi(∂) = fi(−λ)fj(λ+ ∂) and δi,jgi(∂) = gi(−λ)gj(λ+ ∂). (3.1)
CLASSIFICATION OF RANK TWO LIE CONFORMAL ALGEBRAS 17
Setting i = j = 1 and i = j = 2 in (3.1), we get fi(∂), gi(∂) ∈ {0, 1} for i ∈ {1, 2}.
Setting i = 1, j = 2 in (3.1), we get f1(−λ)f2(λ+ ∂) = g1(−λ)g2(λ + ∂) = 0. So(
f1(∂) g1(∂)
f2(∂) g3(∂)
)
=
(
1 0
0 1
)
or
(
0 1
1 0
)
,
i.e., AutRss ∼= Z2. Let {K,L} be a basis of Rcs satisfying [KλK] = [KλL] = 0 and
[LλL] = (2λ+ ∂)L. Let φ be an automorphism of Rcs. Then direction calculations
show that φ(L) = L and φ(K) = cK for some c ∈ C∗, i.e., AutRcs ∼= C×.
Lemma 3.1. Let R be a non-commutative rank two Lie conformal algebra of type
Rnil(Q(λ, ∂)), Rsol(a(λ)) or R(c, d,Qc(λ, ∂)) with basis {A,B} satisfying the nor-
malized λ-brackets in Theorem 2.21. Let ϕ ∈ AutR be an automorphism. Then
ϕ(A) = k1A and ϕ(B) = k2B+ p(∂)A for some k1, k2 ∈ C× and some p(∂) ∈ C[∂].
Proof. Assume that ϕ(A) = f(∂)A + g(∂)B and ϕ(B) = p(∂)A + q(∂)B, where
f(∂), g(∂), p(∂), q(∂) ∈ C[∂]. We show that g(∂) = 0. Then {ϕ(A), ϕ(B)} forms a
basis of R will imply that f(∂) and q(∂) are some nonzero constants.
For R = R(c, d,Qc(λ, ∂)), we have g(∂) = 0 because
0 = [ϕ(A)λϕ(A)] ≡ g(−λ)g(λ+ ∂)(2λ+ ∂)B mod C[∂]A.
For R = Rnil(Q(λ, ∂)) and Q(λ, ∂) 6= 0, we have g(∂) = 0 because
0 = [ϕ(A)λϕ(A)] = g(−λ)g(λ+ ∂)Q(λ, ∂)A.
For R = Rsol(a(λ)) and a(λ) 6= 0, we have g(∂) = 0 because
a(λ)ϕ(A) = [ϕ(B)λϕ(A)] ≡ 0 mod C[∂]A.

Lemma 3.2. If c, d ∈ C and f(∂) ∈ C[∂] satisfy
f(λ+ ∂)(cλ+ d+ ∂) + f(−λ)(cλ+ c∂ − d− ∂)− (2λ+ ∂)f(∂) = 0, (3.2)
then there exists some a0, a1, a2, a3, k ∈ C, such that
f(∂) =


k
(
1 +
1− c
d
∂
)
if d 6= 0,
δc,1a0 + a1∂ + δc,0a2∂
2 + δc,−1a3∂
3 if d = 0.
Proof. For d 6= 0, set λ = 0 in (3.2), we get f(∂)d + f(0)((c − 1)∂ − d) = 0, i.e.,
f(∂) = k
(
1 +
1− c
d
∂
)
, where f(0) = k ∈ C. By straightforward calculations, we
can see that such a polynomial always satisfies (3.2).
For d = 0, let us assume that f(∂) =
∑
i ai∂
i. Note that (3.2) is equivalent to
ai
[
(λ + ∂)i(cλ+ ∂) + (−λ)i(cλ+ c∂ − ∂)− (2λ+ ∂)∂i] = 0
for all i. By straightforward calculations, we have
(λ + ∂)i(cλ+ ∂) + (−λ)i(cλ+ c∂ − ∂)− (2λ+ ∂)∂i 6= 0 for i ≥ 4.
Thus ai = 0 for i ≥ 4, and f(∂) = a0 + a1∂ + a2∂2 + a3∂3. Then (3.2) gives us
a0(c− 1)(2λ+ ∂) + a2c(2λ+ ∂)(λ2 + λ∂) + a3(c+ 1)(2λ+ ∂)(λ2 + λ∂)∂ = 0,
i.e., a1 ∈ C and a0(c− 1) = a2c = a3(c+ 1) = 0. 
Theorem 3.3. The automorphism groups of rank two Lie conformal algebras are:
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(1) AutRc ∼= GL(2,C[∂]),AutRss ∼= Z2, and AutRcs ∼= C×.
(2) AutRnil(Q(λ, ∂)) ∼= C× ⋉C[∂].
(3) AutRsol(a(λ)) ∼= C× ⋉C.
(4)
AutR(c, d,Qc(λ, ∂)) ∼=


C× ⋉C if d 6= 0,
C if d = 0, c /∈ {1, 0,−1}, Qc(λ, ∂) 6= 0,
C× ⋉C if d = 0, c /∈ {1, 0,−1}, Qc(λ, ∂) = 0,
C2 if d = 0, c ∈ {1, 0,−1}, Qc(λ, ∂) 6= 0,
C× ⋉C2 if d = 0, c ∈ {1, 0,−1}, Qc(λ, ∂) = 0.
Proof. Part (1) is done in the beginning of this section. For (2)–(4), we de-
note by {A,B} the basis satisfying the normalized λ-brackets in Theorem 2.21.
For example, we assume that [AλA] = 0, [BλA] = (cλ + d + ∂)A and [BλB] =
Qc(λ, ∂)A+ (2λ+ ∂)B for R(c, d,Qc(λ, ∂)).
Let ϕ be an automorphism of R. Then Lemma 3.1 implies that ϕ(A) = k1A and
ϕ(B) = k2B + f(∂)A for some k1, k2 ∈ C× and f(∂) ∈ C[∂]. We use the matrix(
k1 f(∂)
0 k2
)
to represent ϕ. Note that ϕ([AλA]) = [ϕ(A)λϕ(A)] is already satisfied
when ϕ is of the above form. So we only need to consider ϕ([BλA]) = [ϕ(B)λϕ(A)]
and ϕ([BλB]) = [ϕ(B)λϕ(B)].
For R = Rnil(Q(λ, ∂)), ϕ([BλA]) = [ϕ(B)λϕ(A)] is satisfied and ϕ([BλB]) =
[ϕ(B)λϕ(B)] implies that k1 = k
2
2 . Thus
AutRnil(Q(λ, ∂)) ∼=
{(
k22 f(∂)
0 k2
)
| k2 ∈ C×, f(∂) ∈ C[∂]
}
∼= C× ⋉C[∂].
For R = Rsol(a(λ)), ϕ([BλA]) = [ϕ(B)λϕ(A)] implies that k2 = 1 and then
ϕ([BλB]) = [ϕ(B)λϕ(B)] = 0 implies that f(λ+ ∂)a(λ) = f(−λ)a(−λ− ∂). Since
a(λ) 6= 0, we get f(∂) = ka(−∂) for some k ∈ C. Thus
AutRsol(a(λ)) ∼=
{(
k1 ka(−∂)
0 1
)
| k1 ∈ C×, k ∈ C
}
∼= C× ⋉C.
For R = R(c, d,Qc(λ, ∂)), ϕ([BλB]) = [ϕ(B)λϕ(B)] implies that k2 = 1 and
(k1−1)Qc(λ+∂) = f(λ+∂)(cλ+d+∂)+f(−λ)(cλ+c∂−d−∂)−(2λ+∂)f(∂). (3.3)
Note that when k2 = 1, ϕ([BλA]) = [ϕ(B)λϕ(A)] is also satisfied.
We show that (k1 − 1)Qc(λ + ∂) ≡ 0. For d 6= 0, we already have Qc(λ, ∂) = 0,
so we are done. For d = 0, if (k1 − 1)Qc(λ, ∂) 6= 0, then Qc(λ, ∂) is of the form
Sc
f(∂)(λ) as in Lemma 2.24, which is impossible. Hence both sides of (3.3) must be
zero. Thus k1 = 1 if Qc(λ, ∂) 6= 0 and k1 ∈ C× if Qc(λ, ∂) = 0. The polynomial
f(∂) is given in Lemma 3.2.
For d 6= 0, we have k1 ∈ C× since Qc(λ, ∂) = 0. By Lemma 3.2, we have
f(∂) = k
(
1− c− 1
d
∂
)
for some k ∈ C, hence
AutR(c, d, 0) ∼=



k1 k
(
1− c− 1
d
∂
)
0 1

 | k1 ∈ C×, k ∈ C

 ∼= C× ⋉C.
Using similar arguments, we have the following list of automorphism groups of
R(c, d,Qc(λ, ∂)) for d = 0.
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(i) If c /∈ {1, 0,−1} and Qc(λ, ∂) 6= 0, then k1 = 1 and f(∂) = k∂, hence
AutR(c, 0, Qc(λ, ∂)) ∼=
{(
1 k∂
0 1
)
| k ∈ C
}
∼= C.
(ii) If c /∈ {1, 0,−1} and Qc(λ, ∂) = 0, then k1 ∈ C× and f(∂) = k∂, hence
AutR(c, 0, Qc(λ, ∂)) ∼=
{(
k1 k∂
0 1
)
| k1 ∈ C×, k ∈ C
}
∼= C× ⋉ C.
(iii) If c ∈ {1, 0,−1} and Qc(λ, ∂) 6= 0, then k1 = 1 and f(∂) = a1∂ + δc,1a0 +
δc,0a2∂
2 + δc,−1a3∂
3 where ai ∈ C, hence
AutR(c, 0, Qc(λ, ∂)) ∼=
{(
1 f(∂)
0 1
)}
∼= C2.
(iv) If c ∈ {1, 0,−1} and Qc(λ, ∂) = 0, then k1 ∈ C× and f(∂) = a1∂+ δc,1a0+
δc,0a2∂
2 + δc,−1a3∂
3 where ai ∈ C, hence
AutR(c, 0, Qc(λ, ∂)) ∼=
{(
k1 f(∂)
0 1
)
| k1 ∈ C×
}
∼= C× ⋉C2.

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