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1 The goal of this chapter is to provide a brief introduction to one ofthe most rigorous nonexperimental analytical methods currentlyemployed by education researchers: regression discontinuity.
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Institutional researchers are often tasked with studying the effects of a va-
riety of postsecondary education practices, policies, and processes. Exam-
ples include the effectiveness of precollegiate outreach programs such as
summer bridge programs; whether first-year experience and developmen-
tal classes affect student outcomes; whether students residing in living–
learning communities have outcomes that differ from their nonparticipating
colleagues; and whether financial aid provision affects student outcomes
such as persistence and completion. Given scarce institutional resources
and the push for accountability in postsecondary education, decision mak-
ers are increasingly interested in whether institutional policies and pro-
grams actually achieve their intended goals.
Although a large body of research about the effectiveness of institu-
tional interventions designed to improve student and institutional out-
comes exists, there have been calls to improve the rigor of our research
(DesJardins & Flaster, 2013; Schneider, Carnoy, Kilpatrick, Schmidt, &
Shavelson, 2007). In particular, there has been a push for education re-
searchers to be able to make more rigorous (“causal”) claims about our
practices, policies, and processes.
Experiments (randomized controlled trials, or RCTs), which are char-
acterized by the random assignment of subjects into treatment and con-
trol groups, are considered the “gold standard” for making causal claims
(Schneider et al., 2007; Shadish, Cook, & Campbell, 2002). The rationale
for conducting experiments is to be able to provide an unbiased estimate
of the treatment on an outcome, but RCTs are often impracticable or may
even be unethical in some research contexts (see Bielby, House, Flaster, &
DesJardins, 2013; DesJardins & Flaster, 2013, for details). There are, how-
ever, statistical methods that can be employed when using observational
(nonexperimental) data. These quasi-experimental methods attempt to
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remedy the inferential problems that arise when units of observation, such
as students, are not randomly assigned into treatment or control groups.
Even though these methods, some of which are discussed in this volume,
do not randomize units into treatment/control status, when properly ap-
plied they can substantially reduce any estimation bias due to nonrandom
assignment.
Here we provide an introduction to one of these methods: the regres-
sion discontinuity (RD) design. In the next section, we discuss a frame-
work often used as the conceptual basis in nonexperimental analyses such
as RD.
Overview of the Counterfactual Framework
Many social scientists have employed the counterfactual framework in sup-
port of analysis designed to make rigorous claims about the effectiveness of
institutional practices, policies, or processes (“interventions”). Collectively,
these interventions are often referred to as treatments. The counterfactual
framework posits that, hypothetically, each unit (individuals, classrooms,
households, and so on) under study has two potential outcomes: one out-
come under treatment and another outcome under nontreatment (Holland,
1986; Murnane &Willett, 2011). Ideally, to determine whether a treatment
causes an effect, we would compare each unit’s outcome in a world where
it received the treatment and then compare its outcome in a counterfactual
world where it did not receive the treatment.
For example, imagine we want to determine whether the provision of
student financial aid (the treatment) improves the retention rate of students
to the sophomore year (the outcome; henceforth, first-year retention). One
way to study the effects of the provision of aid on retention is to use the
students as controls (counterfactuals) for themselves. We could do this by
providing some students with financial aid in their first year of college and
then measure whether they are retained to the beginning of the sophomore
year. Then, if we had a time machine, we would turn the clock back to the
beginning of the freshman year, not give these students financial aid, mea-
sure their retention rate at the beginning of year two, and then calculate the
difference between the two retention rates. The intuition is that comparing
students to themselves under both the treatment and control conditions
accounts for all the observed and unobserved factors that may affect their
retention to the sophomore year. Thus, any difference in the retention rates
between these two groups represents financial aid’s causal effect, because the
treatment condition would be the only factor that was different across these
two states of the world. If we did this for a large number of students and av-
eraged over each of their outcomes, we could ascertain an unbiased average
treatment effect (ATE)—an estimate of the treatment’s effect on the popu-
lation of interest that is purged of influence from (possibly) confounding
factors.
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The fundamental problem in the example provided earlier, and in the
application of the counterfactual framework more generally, is that we can-
not observe units in these two different states of the world (Holland, 1986).
We observe them only under the factual condition (the world we can ob-
serve), whereas outcomes under the counterfactual condition remain un-
known. This fundamental problem is, essentially, a missing data problem
(Murnane & Willett, 2011). For example, assume that the outcome (Y) is
retention to the sophomore year and the treatment (T) equals 1 when aid is
provided to a student and 0 when it is not. Typically we possess data on the
outcome under treatment for those in the treatment group (Y1 | T= 1), but
not the outcome under treatment for those in the control group (Y1 | T= 0),
and vice versa.
Researchers often attempt to approximate the counterfactual condi-
tion by employing experiments where units are randomized into treat-
ment. When correctly implemented, these designs result in the treated
and control groups having (on average) identical observable and unobserv-
able characteristics and differing only with regard to their treatment status
(Murnane & Willett, 2011; Schneider et al., 2007). When this is the case,
the ATE can be obtained by simply comparing the average outcomes, or
the means, for the treated and control groups. When treatment assignment
is done using randomization, the mechanism by which assignment takes
place is exogenous. In the context of causal inference, exogeneity refers to
variation that occurs because it is determined outside of the model under
analysis and is used to assign units to either the treatment or control condi-
tion. Its converse, endogeneity, occurs when a unit is assigned to treatment
status by an “agent” within the system under study (see Murnane&Willett,
2011, for additional details).
In colleges and universities, endogenous treatment assignment is the
norm. Students, a common unit of analysis, often choose the classes they
take, the types of financial aid they apply for, and the support services they
receive. Similarly, faculty members often choose different types of pedagogy,
whether to engage in interdisciplinary research, or whether to participate in
technology training. Endogenous treatment assignment complicates mak-
ing causal inferences about these interventions, because units such as stu-
dents or faculty who elect to choose a treatment may be systematically dif-
ferent in unobserved or unmeasured ways than those who do not choose
treatment. Any unobserved factors that are related to both the receipt of
treatment and outcomes are called confounding factors. For instance, mo-
tivation, which is typically unmeasured in observational data, may affect
one’s treatment status (whether a student receives aid, which requires an
application) and also affect the outcome (e.g., that student’s retention). Un-
tangling this confoundedness is a major challenge, one that we can attempt
to remedy using different designs and statistical methods.
Randomized trials may be the best method for untangling confound-
edness, but it is not always possible to use them to study the effectiveness
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of a program or policy (Cook, 2002). For example, there may be resistance
to randomly assigning students, regardless of their motivation to succeed in
their coursework, to participate in a new tutoring program. Furthermore,
RCTs necessitate considerable work in the research design stage to ensure
that they are properly executed (Murnane & Willett, 2011). This requires
institutional researcher involvement with program evaluations before treat-
ments are administered. Oftentimes, however, institutional researchers are
not asked to evaluate the effectiveness of an intervention until after the in-
tervention has been implemented.
Fortunately, over the course of several decades, analytical methods
have been developed that can help researchers to make very rigorous infer-
ences when treatment assignment is nonrandom (Cook, Shadish, &Wong,
2008). Of the various analytical approaches used to solve the missing data
problem inherent in the counterfactual framework, RD design is generally
viewed to be one of the more rigorous nonexperimental methods available
for estimating treatment effects (Steiner, Wroblewski, & Cook, 2009; U.S.
Department of Education, 2011).
Fundamentals of Regression Discontinuity Design
RD design has a relatively lengthy history within the field of education and
program evaluation (Cook, 2008). Thistlethwaite and Campbell employed
the technique in the late 1950s to study the effects of “certificates of merit”
provided by the National Merit Scholarship (NMS) Program on (a) high
school students’ ability to obtain funding for college and (b) their plans
to pursue advanced degrees. They proposed that legitimate counterfactuals
could be produced by capitalizing on a feature of the certificate awarding
process: Students were eligible to receive an NMS certificate if they scored
at or above a threshold on a standardized test. Thistlethwaite and Campbell
(1960) reasoned that—unlike students at opposite ends of the test score
distribution—students who narrowly missed earning a certificate (e.g., by
one point), and those who received a certificate by scoring at or just above
the threshold, shared very similar characteristics. Key to their argument
was the assertion that, as is true in a randomized trial, the only substantial
observed and unobserved difference between the two groups of students at
the threshold margin was that one group was exogenously provided with a
treatment by the National Merit Scholarship Corporation and the other was
not. Thus, any significant differences in outcomes between the two groups
could be attributed to the certificates’ treatment effects.
Researchers in education psychology, economics, and statistics have
made many contributions to RD’s conceptual and practical development
since the 1960s (Cook, 2008). We provide an introduction to the method
in the following sections, noting when it is appropriate to use RD, some
of the assumptions underlying its use, and how to test whether these as-
sumptions are being violated. We do so using a hypothetical example from
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the world of institutional research. Because this chapter is geared toward
researchers who have little to no experience with RD design, we keep de-
tailed technical and conceptual points to a minimum and point interested
readers to additional sources where appropriate.
A Hypothetical Example. Midwest University is a (fictional) large
university that is striving to become more socioeconomically diverse. Two
years ago, administrators decided to implement a loan replacement grant
program for low-income students modeled after similar financial aid pro-
grams at Princeton University and the University of North Carolina-Chapel
Hill. The grant program, dubbed the “Midwest Compact” (M-Comp), re-
places all loans in eligible students’ financial aid packages with institutional
gift aid that does not need to be repaid. Students are automatically eligi-
ble to receive the M-Comp grant if they have a family income lower than
a maximum amount set each year by the university. In the first year of the
program, only students with a gross family income of $35,000 or less—as re-
ported on their prior year federal income tax form—were eligible to receive
the M-Comp grant. In the second year, the income cutoff was increased to
$37,000. Approximately 10% of Midwest University undergraduates were
eligible to receive the grant each year (N = 3,050 in year one; N = 3,402
in year two). The family income cutoffs were set by enrollment managers
prior to the administration of grant funds, and the specific income cutoffs
were not publicly announced prior to students applying for financial aid
from Midwest University in either year. The university spent about $5 mil-
lion on the M-Comp grant program in its first two years of implementation,
so administrators were eager to know if the money was well spent. Next we
will introduce the basic concepts of the RD design while discussing how an
institutional researcher at Midwest University could apply RD to estimate
the causal effect of the loan replacement grant program on the first-year
retention of recipients.
Running Variable. A defining feature of RD design is that an indi-
vidual’s probability of receiving the treatment is determined by that per-
son’s value on a (typically) continuous variable, referred to as the running
or forcing variable (Imbens & Lemieux, 2008). The point along the run-
ning variable at which one’s probability of receiving the treatment jumps
considerably or discontinuously (hence the name) is called the cut-point
or treatment threshold. In the M-Comp example discussed earlier, the run-
ning variable that determines eligibility for treatment is family income, and
the cut-points are $35,000 (in year one) and $37,000 (in year two). As a
first step in applying RD, the researcher should examine the relationship
between the probability of receiving the treatment and the running vari-
able. Figure 1.1 illustrates the case where all students with a value to the
left of (or “below”) the cut-point (represented by the dashed vertical line at
35) for year one receive the M-Comp grant in their financial aid package,
and all students with a value to the right of (or “above”) the cut-point do
not. In such a case, a student’s probability of being treated is either 1 or 0,
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Figure 1.1. Probability of Receiving M-Comp Grant by Student
Family Income in a Sharp Regression Discontinuity Design, Year One
determined wholly by the student’s family income. When the probability of
treatment is wholly determined by the cut-score, such as in Figure 1.1, the
RD design is said to be a “sharp” design (DesJardins, McCall, Ott, & Kim,
2010; McCall & Bielby, 2012). Sharp designs occur when all subjects being
studied comply with the threshold-based policy that determines who is in
the treatment group and who is in the control group (Lesik, 2008).
However, sometimes there is noncompliance with the mechanism de-
termining treatment assignment. For example, administrators may adjust
eligibility criteria, so that individuals who should be placed in the control
group based on the established threshold are suddenly eligible for the treat-
ment. In addition, individuals eligible for treatment given the criteria being
used to establish the cut-point may opt out of treatment receipt, thereby
placing themselves in the control group.
To examine the extent of compliance with the assignment mechanism,
an institutional researcher at Midwest University graphed students’ prob-
abilities of receiving the M-Comp grant by family income in year one and
found that some students whose family income was below the cut-point did
not receive the M-Comp grant, and some students whose income was above
the cut-point did (see Figure 1.2). After speaking with employees in the fi-
nancial aid office, the IR staff member learned that the M-Comp grant is a
“last dollar” award, meaning that the grant is used to make up the difference
between the students’ other need- and merit-based scholarships and their
total cost of attending Midwest University. Some low-income students re-
ceived a sufficient amount of federal, state, and departmental scholarships
(all of which are applied to need first) to cover their cost of attendance
so they did not need the M-Comp grant. The IR staff member also learned
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Figure 1.2. Probability of Receiving M-Comp Grant by Student
Family Income in a Fuzzy Regression Discontinuity Design, Year One
that, occasionally, staff in the financial aid office exercised professional judg-
ment, which is perfectly legitimate, allowing students with family incomes
of up to $45,000 to be eligible for M-Comp if they had extenuating circum-
stances such as a parental job loss within the past year or a family size greater
than four.
Earlier we discussed the case when the assignment mechanism is de-
terministic. In instances where the cut-score does not strictly determine
treatment status, but there is a “jump” in the probability of treatment at the
cut-score (as in Figure 1.2), the RD is said to be a “fuzzy” design (McCall
& Bielby, 2012; Trochim, 1984). In a fuzzy design, treatment assignment
is determined by both the exogenous running variable and other factors
that are potentially endogenous (DesJardins et al., 2010). This makes the
estimation of causal effects a bit more complex. We will discuss the impli-
cations of fuzzy designs for making causal inferences in greater detail in the
following sections.
Assumptions of Regression Discontinuity. The hypothetical exam-
ple from the preceding section highlights the importance of understand-
ing the mechanism(s) behind treatment assignment when employing RD
design. Once the researcher understands the mechanism behind selection
into treatment status, and thus whether the RD design for her study will
be sharp or fuzzy, she can begin to examine the relationship between the
treatment variable and the outcome. First, it is important that researchers
have a firm understanding of the assumptions that underlie RD analysis. An
important assumption that needs to be checked when using RD is that the
observations are randomly distributed near (“locally” around) the cut-point
(Lee& Lemieux, 2010). This concept—known as local randomization—was
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fundamental to Thistlethwaite and Campbell’s (1960) assertion that, on av-
erage, students who barely won and those who just missed winning an NMS
certificate were essentially identical in observed and unobserved ways. Per-
haps the students who missed earning a certificate by one point were just
as meritorious as those just above the threshold, but performed slightly less
well on the standardized test that determined treatment because they were,
for any number of reasons, having an “off day.”
The local randomization assumption holds that if, in a counterfac-
tual world, the National Merit Scholarship Corporation administered the
same standardized test to the same group of potential certificate winners
again, these students’ placement around the test score cut-point would be
randomly determined. In other words, students locally distributed around
the cut-point when the test was administered the first time would have a
50-50 chance of falling above or below the cut-point the next time the test
was administered. Essentially, the probability of placement into the treatment
or control group is akin to a coin-flip for students locally distributed around
the cut-point. These students’ treatment group assignment could potentially
vary across the two counterfactual worlds only if they do not have perfect
control over whether they are treated or not (Lee & Lemieux, 2010). Thus,
as discussed previously, another underlying assumption of RD design is that
there is some degree of exogenous variation in treatment group assignment
(Lee & Lemieux, 2010).
Applying local randomization to the M-Comp grant example, an in-
stitutional researcher at Midwest University might assume that whether a
student’s family income is immediately above or below the income cutoff in
a given year is determined by random factors, and this assumption can be
tested using several methods. One approach is to plot pretreatment charac-
teristics against the running variable (see Imbens & Lemieux, 2008; McCall
& Bielby, 2012, for more information). This strategy was used in a study of
the effects of the Gates Millennium Scholars (GMS) program on a number
of outcomes and explained in detail in McCall and Bielby (2012). To test the
assumption of no differences near the cut-point threshold, the researchers
regressed the amount of loan aid students received (one of the outcomes of
interest) on baseline variables such as the student’s gender and SAT score.
They then calculated the average predicted values of the outcome for each of
the values of the running variable, a noncognitive test score used for treat-
ment assignment. They then plotted the predicted values against the values
of the noncognitive test score. This graph allowed them to visually ascer-
tain whether there was a discontinuity in any of the student pretreatment
characteristics that corresponds with the running variable (see Figures 5.6
and 5.7 in McCall & Bielby, 2012, for examples of such plots).
Researchers can also check the validity of the local randomization as-
sumption by comparing the average values of pretreatment characteristics
immediately around the cut-point (see Calcagno & Long, 2008; DesJardins
et al., 2010; Lee, 2008, for more information). For instance, Calcagno and
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Long (2008) found that, in their full sample, there were differences in av-
erage characteristics such as age and gender between students who were
assigned to remedial education (using a standardized test) and those who
were not. However, these differences disappeared when only students who
scored 10 points above and below the cut-point were compared, implying
similarities between the two groups based on (at least) these observable
characteristics.
It is also important to examine the running variable’s distribution to
check for violations of the exogenous treatment assignment assumption
(Murnane &Willett, 2011). McCrary (2008) notes that researchers should
consider whether individuals in the sample had an opportunity to com-
pletely manipulate their values on the running variable. Complete manipu-
lation is likely when individuals (a) know the specific cutoff value prior to
treatment assignment, (b) are incentivized to seek the treatment (or not),
and (c) have the capacity through time and effort to modify their value on
the running variable (see McCrary, 2008, for more information).
For example, suppose Midwest University had announced the income
cutoffs for the M-Comp grant in a press release before financial aid appli-
cations were due. If students viewed the M-Comp grant as desirable and
were able to reduce their work hours so that their family income was just
below the maximum to qualify for the grant, then they could perfectly ma-
nipulate their treatment status. This would be, however, a violation of the
assumption of exogeneity needed to make causal inferences when using
the RD method. In such a case, an examination of the data would indicate
that more students than expected have family incomes directly below the
income cutoff of $35,000, and fewer students than expected have family
incomes directly above the cutoff. Luckily, however, administrators at Mid-
west University did not announce the income cutoffs prior to distributing
the grant funds.
Examining the distribution of the treated/nontreated within $100 of
each side of the cut-point, an institutional researcher at Midwest University
found reassuring visual evidence that students were not manipulating their
treatment status (see Figure 1.3). Histograms of family income in years one
and two (panels a and b, respectively) do not exhibit large jumps in density
Figure 1.3. Family Income Histograms
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near theM-Comp grant income cutoffs (the points at 0), suggesting that stu-
dents did not have the ability to completely determine whether they were
eligible for the aid. In situations where complete manipulation of treatment
status is suspected, researchers may want greater assurance than a simple
visual inspection can provide. For examples of a more rigorous test of treat-
ment manipulation when using discrete (noncontinuous) running variables
such as family income or standardized tests, see Calcagno and Long (2008)
and DesJardins and McCall (2014).
Making Causal Inferences
When they are satisfied that the underlying assumptions discussed earlier
cannot be refuted, researchers can begin the process of estimating the causal
effect of the treatment on the outcomes of interest. In the case of Midwest
University, administrators want to know if the M-Comp grant (the treat-
ment) is effective at inducing students to remain enrolled to their second
year (the outcome). The counterfactual conditions they wish to uncover
are: (a) what the average retention rate would have been for treated stu-
dents if these students had not received the grant (Y0 | T = 1) and (b) what
the average retention rate would have been for untreated students if these
students had received the grant (Y1 | T= 0)—outcomes that are impossible
to observe without our yet-to-be-invented time machine.
An institutional researcher at Midwest University can construct coun-
terfactuals using data from students immediately around the income cutoff
and then project what the retention outcomes would have been for treated
students if they had not received the M-Comp grant, and vice versa. The
logic behind this approach is illustrated in Figure 1.4, where the average
predicted probability of being retained to year two is plotted in an $8,000
window around the cut-point (the point at the double line). For simplic-
ity, the figure depicts a sharp RD design where all students comply with
the threshold-based policy. Solid regression lines, which represent the re-
lationship between retention and family income, are fitted to observations
on each side of the cut-point. We can use these regression lines to infer
what the counterfactual outcomes would have been for students who did
and did not receive the grant. When these regression lines cross over the
threshold, they become dotted to represent that these portions of the lines
are extrapolations into areas where factual data do not really exist.
For example, Figure 1.4 demonstrates that the average predicted prob-
ability of retention for students with a family income of $35,000 is approx-
imately 0.80. This is evident by reading the value on the Y axis at the point
where the regression line on the left side of the cut-point (the line fitted to
the treatment group) crosses the cut-point threshold. If we extrapolate the
regression line on the right side of the cutoff (the line fitted to the control
group) into the treated group region, its trajectory suggests what the average
outcome would have been for treated students if they had not received the
NEW DIRECTIONS FOR INSTITUTIONAL RESEARCH • DOI: 10.1002/ir
APPLYING REGRESSION DISCONTINUITY DESIGN IN INSTITUTIONAL RESEARCH 13
Figure 1.4. Average Probability of Retention by Selected Values of
Family Income, Regression Lines Added, Year One
M-Comp grant. The point where this regression line crosses the threshold
and intersects the Y axis is 0.72, the counterfactual estimate of the outcome
for treated students at the cut-point.
Regression Discontinuity Models. Figure 1.4 is an illustration of
some of the concepts that underlie RD estimation. To formally estimate
treatment effects, one needs to model the relationship between the treat-
ment, the running variable, and the outcome among individuals who are
locally distributed around the cut-point (Lesik, 2008; Murnane & Willett,
2011). Parametric and nonparametric regression techniques have been used
to do just that, but due to space limitations we will only cover paramet-
ric techniques in this chapter. However, Imbens and Lemieux (2008) and
McCall and Bielby (2012) offer detailed discussions of how to use nonpara-
metric techniques, such as local linear regression, to model the running
variable/outcome relationship on each side of the cutoff.
To facilitate interpretation of the treatment effects of the M-Comp
grant, we use a linear probability model. Formally, the model could be de-
fined as
Pr (Y = 1) = β0 + β1 (M )+ β2 (X )+ ε, (1.1)
where β1 represents the effect of the M-Comp grant (M) on the probabil-
ity of retention (Y = 1), β2 represents the underlying relationship between
family income (X) and retention, and ε is a random error term. M is a di-
chotomous treatment indicator whose value is determined such thatM= 0
(untreated) if family income (c)> 35,000 in year one or c> 37,000 in year
two, andM= 1 (treated) if c≤ 35,000 in year one or c≤ 37,000 in year two.
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Pretreatment variables such as SAT score and demographic variables could
also be added to the regression model to decrease variance (improve model
power) and test for nonrandomness around the cut-point (McCall & Bielby,
2012). If pretreatment characteristics are significant predictors of the out-
come, then individuals in the sample may not be randomly distributed
around the cut-point.
For ease of interpretation and to facilitate the combining of data from
the two academic years, the institutional researcher at Midwest University
could transform (“normalize”) the family income running variable to in-
dicate a student’s relative distance from the cut-point (using X = family
income − cutoff score). Centering the running variable on the cut-score
allows one to interpret the intercept as the counterfactual outcome for in-
dividuals at the treatment threshold (Murnane & Willett, 2011). Thus, β0
in Equation 1.1 provides an estimate of what the average probability of re-
tention would have been for students with incomes of $35,000 ($37,000)
in year one (two) if they had not been eligible for the M-Comp grant.
Choosing a Bandwidth. One way the RD design differs from tradi-
tional regression analysis is that the researcher does not necessarily include
the full sample of data in her estimation of the treatment effects. You may
recall that Thistlethwaite and Campbell’s (1960) intuition for the develop-
ment of RD was that only students near the test score cut-point were ran-
domly distributed across the certificate of merit threshold. But an important
question is: What does “near” the cut-point mean?
One of the goals of RD is to identify a group of individuals assigned
to the control group who can serve as reasonable counterfactuals for the
treated group. In other words, with the exception of their treatment group
assignment, the individuals assigned to be treated are, on average, identical
to the individuals who are assigned to the control group in all observed
and unobserved ways. Of course, it is impossible to know if the average
values of unobserved characteristics are the same between the two groups.
Nonetheless, researchers need to decide which observations to include in
the analysis.
Choosing an analytic window around the cut-point (known as a “band-
width”) often involves striking a balance between the need for power and
the need for bias reduction (McCall & Bielby, 2012). Smaller bandwidths
reduce the possibility of model misspecification and estimation bias, but
can result in imprecise (higher variance) treatment effects estimates if there
are too few observations located within the observation window. Although
statisticians have not yet identified a minimum sample size needed to con-
duct valid RD analyses, Bloom (2012) describes a formula to approximate
the minimum detectable effect (MDE), or “the smallest true treatment effect
(or effect size) that has an 80% chance (80% power) of producing an esti-
mated treatment effect that is statistically significant” (p. 64). Researchers
can input various sample sizes into this formula to help determine a target
MDE. Because RD design requires extrapolation into areas where factual
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data do not exist, a general rule of thumb is that samples used in RD anal-
yses need to be larger than samples used in randomized trials by a factor
of at least 2.72 to produce the same level of precision in their estimates
(Bloom, 2012).
After combining the data from year one and year two to (potentially)
increase power, the institutional researcher at Midwest University found
that there were only 228 students with a family income in a narrow range
around the cut-point (arbitrarily defined as+ or−$100). Worried that this
small sample size would make it difficult to uncover the treatment effect of
the M-Comp grant, the IR staff member examined the average values of ob-
servable student characteristics in this interval and decided to expand the
analytic bandwidth to be $250 on either side of the cutoff. The rationale for
increasing the bandwidth was that students assigned to the treatment and
control groups within this interval exhibit no statistically significant differ-
ences based on their observable characteristics such as sex, race/ethnicity,
entering major, and high school GPA. In addition, widening the bandwidth
increased the effective sample size to 655 students, more than double the
size when the interval around the cut was only $100.
Specifying a Functional Form. Why is a regression model used in
RD, rather than simply approximating a random experiment by taking the
difference in the average (mean) outcomes among the treated and untreated
students at or near the cut-point? The answer is that it is important to ac-
count for the relationship between the running variable and the outcome
in order to accurately measure the effect of the treatment on the outcome
(Murnane & Willett, 2011). Indeed, many scholars have documented that
there is a positive relationship between student family income or social
class and college retention (Chen & DesJardins, 2008; Kim, 2007; Walpole,
2003). Most likely, students at Midwest University are no different from stu-
dents elsewhere in the United States—making those with the greatest access
to material resources the most likely to be retained in college. Thus, even if
the M-Comp grant had never been implemented, differences in the average
probability of retention could have existed between students whose family
incomes are just below and above the threshold. By modeling the relation-
ship between the running variable and the outcome, we help ensure that
the M-Comp treatment effect (β1) on Equation 1.1 is purged of underlying
relationships such as the income and retention correlation.
However, including the running variable in the analysis requires that
the researcher accuratelymodel the functional form of the regression (Lesik,
2008; McCall & Bielby, 2012; Murnane&Willett, 2011). Relationships may
not always be linear; for example, family income may have differential im-
pacts on student education outcomes at lower levels than at higher levels
of income. Thus, it is important to consider the possibility that the slope
of the relationship between the running variable and the outcome may dif-
fer on opposite sides of the cut-point and across the values of the running
variable.
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Researchers can use several methods to attempt to identify the correct
functional form between the running variable and the outcome, thereby
helping to avoid model misspecification bias (Lesik, 2008). One useful ap-
proach is to begin by graphing the relationship between the running vari-
able and the outcome and then fitting a line that appears to best approximate
the relationship (Lesik, 2007, 2008; McCall & Bielby, 2012). For example,
Lesik (2007) used a nonparametric lowess smoothing technique to graph
the relationship between a course placement test score and college reten-
tion. The graph indicated that, in her sample, a linear logit transformation
was appropriate for data on both sides of the cut-point.
Another approach to find the correct functional form is to include
higher orders of the running variable—such as quadratic or cubic—or in-
teractions between the running variable and the treatment variable in the
regression (Lesik, 2008; Murnane & Willett, 2011). Using this approach,
DesJardins and McCall (2014) found that a model with a quadratic form of
the noncognitive test score used to assign GMS scholarships was the most
appropriate specification.
Although it is advisable to check for the appropriate functional form, in
practice it may not be as critical when one is modeling using data very close
to the cut-point—especially if there are very large samples in this interval.
This is because the smaller the analytic bandwidth, the more likely it is
that the slope of the regression line is approximately linear in this smaller
interval (McCall & Bielby, 2012).
Estimating Treatment Effects. In a sharp RD design, the treatment
effect is the parameter associated with the dichotomous treatment indicator.
This treatment effect is estimated using only data in a window around the
cut-point. In Equation 1.1, the parameter β1 reflects what the ATE of the
M-Comp grant would have been for students at the cut-point had all stu-
dents and staff at Midwest University complied with the threshold-based
policy. Therefore, the treatment effect is referred to as the local average treat-
ment effect (LATE; McCall & Bielby, 2012). The LATE can be visualized in
Figure 1.4 as the vertical distance between the two regression lines evalu-
ated at the cut-point. It is important to note that the LATE is a measurement
of the estimated treatment effect for students at the margin of receiving the
intervention being studied. In our M-Comp grant example, the marginal
students are those whose family income places them directly at the cut-
point (those with family incomes of $35,000 and $37,000). We can also
make the assumption that the LATE reflects the effect of the treatment on
those who are included in the analytical bandwidth (for instance, students
with a family income of $34,800 in year one). However, as individuals far
from the cut-point are often not included in an RD analysis, no inferences
should be made as to how the treatment affects their behavior (Murnane &
Willett, 2011). Given that the treatment effect (LATE) is local, it may not be
an accurate estimate of the M-Comp grant’s effect on students from families
with very low income levels (e.g., $0 to $5,000).
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But as noted earlier in the chapter, the mechanisms underlying the M-
Comp grant may not be amenable to a sharp RD design. Some low-income
students assigned to the treatment group based on their family income did
not actually receive the grant because they had already received the maxi-
mum financial aid allowable. Also, some students with incomes above the
threshold (those who were assigned to the control group) received the grant
(were treated) due to an administrative intervention. Individuals whose as-
signed treatment group and actual treatment group differ are referred to as
crossovers (Shadish et al., 2002).
There are several approaches that researchers can use to account for
crossovers in an RD design. One approach is to estimate a sharp RD model,
such as in Equation 1.1, and redefine the study’s research question to be an
examination of the effect of being offered a treatment rather than the effect
of actually having received a treatment. This is known as an intent-to-treat
analysis (Shadish et al., 2002). If the institutional researcher at Midwest
University were to take this approach, her analysis would produce an esti-
mate of the effect of having an income at or below the M-Comp cut-point on
an individual’s probability of retention, not an estimate of M-Comp receipt
on retention.
However, an intent-to-treat analysis does not always answer the sub-
stantive questions that educational stakeholders have about the effec-
tiveness of an intervention. For example, the administrators at Midwest
University want to know if the M-Comp grant program improved the likeli-
hood of retention for actual recipients, not students who were just income-
eligible to receive the grant. Thus, another approach the IR staff mem-
ber could take is to eliminate crossovers from the sample and estimate
Equation 1.1. This approach is only appropriate if crossovers constitute a
small proportion of the sample—typically 5% or less—or are confined to
a narrow range of the running variable immediately around the cut-point
(Shadish et al., 2002; Trochim, 1984). If eliminating crossovers is not an
option, then one could use instrumental variable (IV) methods. Space re-
strictions prevent us from illustrating how to employ IV estimation here,
but an example of IV use in educational evaluation can be found in Bielby
et al. (2013).
Sensitivity Analysis. A crucial step in conducting an RD analysis is
to check the sensitivity of the estimated treatment effects to variations in
the model specification. Point estimates that are stable across model spec-
ifications provide more believable evidence of the LATE than is the case
when such estimates change depending on the regressors included, their
form (quadratic, cubic), or the estimation bandwidth chosen. In particular,
it is important to check how sensitive the estimates are to changes in the
bandwidth and the specification of the functional form of the running vari-
able/outcome relationship. Table 1.1 presents the institutional researcher’s
(hypothetical) parameter estimates of M-Comp’s ATE on recipients’ proba-
bility of first-year retention, using various bandwidths. Administrators may
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Table 1.1. Parameter Estimates of M-Comp ATE on One-Year
Retention Across Various Bandwidths
Cutoff Score Cutoff Score Cutoff Score Cutoff Score
±$250 ±$350 ±$450 ±$550
(Model 1) (Model 2) (Model 3) (Model 4)
ATE 0.079 0.085 0.100 0.111
SE 0.038 0.032 0.028 0.027
N 655 827 1101 1290
be relieved to note that the treatment estimates across all bandwidths sug-
gest a positive effect of the grant on retention to the sophomore year.
Note that Model 1, which has the most restrictive bandwidth, estimates
that the M-Comp grant increases recipients’ probability of first-year reten-
tion by 7.9 percentage points, and this result is significant at conventional
levels (t = 2.08; p < .05). The results from Models 2, 3, and 4, each of
which has wider bandwidths, provide estimates that the grant increases re-
tention by a statistically significant 8.5, 10.0, and 11.1 percentile points,
respectively.
In addition to checking for robustness across bandwidths, one should
test the sensitivity of the results to the functional form of themodel. Shadish
et al. (2002) recommend overfitting a test case model by including higher
order polynomial terms of the running variable (quadratic/cubic terms) and
interactions of these with the treatment indicator. Then the analyst suc-
cessively removes these variables from the regression model and uses fit
statistics, such as an F test when using ordinary least-squares regression
or likelihood ratio tests when using logistic regression, to test whether the
constrained models (the ones with the higher order/interaction terms) are a
better fit to the data than the models that do not include these variables (the
unconstrained models). (Interested readers should consult Lesik [2008] for
more details about this approach, and see pp. 269 and 270 in McCall and
Bielby [2012] for an example of how to present and interpret the results of
a model that is estimated with linear, quadratic, and cubic terms.)
Conclusion
Institutional researchers have been very successful in informing education
decision makers about the factors that are correlated with educational out-
comes, but we have been less successful in determining whether there are
causal linkages among interventions and educational outcomes. One rea-
son may be researchers’ failure to apply designs and methods that can help
unravel the causal effects of educational treatments on outcomes. Given the
push for researchers to better understand the causal mechanisms underly-
ing much of what we study, it is incumbent on us to employ the types of
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methods that will allow us to better understand what programs, policies,
and practices are truly effective. Doing so has the potential to improve in-
stitutional decision making and, by extension, the prospects of the varied
stakeholders we serve. We hope this chapter and the references provided
throughout it, along with the other chapters in this volume, will help in-
form institutional researchers about the utility and proper applications of
these methods.
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