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AN INTEGRODIFFERENTIAL EQUATION DRIVEN BY
FRACTIONAL BROWNIAN MOTION
HAKIMA BESSAIH AND CHANDANA WIJERATNE
Abstract. This paper deals with the well posedness of an integrodifferential equation
that describes a vortex filament associated to a 3D turbulent fluid flow. This equation
is driven by a fractional Brownian motion of Hurst parameter H > 1/2. We prove the
global existence and uniqueness of a solution in a functional space of Sobolev type.
1. Introduction
The definition of stochastic integrals with respect to the fractional Brownian motions has
been investigated intensively by several authors, see for example [1], [19], [7], [15] and for a
more comprehensive introduction to this topic see [6] and [9]. There are two approaches to
the construction of such integrals, the pathwise approach that is based on the Riemann-
Stieltjes construction and is due to Young [21] and the rough path approach. While
the pathwise theory is fairly well understood, it is applicable only for Hurst parameters
H > 1/2, the rough path theory is receiving a lot of interest, see for example [16], [13],
[10] and the references therein and is applicable for Hurst parameters H > 1/4.
In the present paper, we are using the pathwise argument to solve an integral equation
which is an approximation of the line vortex equation. In particular, we will assume that
the vorticity field associated to an ideal inviscid incompressible homogeneous fluid in R3
is described by a fractional Brownian motion with Hurst parameter H > 1/2 and we will
study its evolution through a pathline equation. Let us denote by ω this vorticity field
then
~ω := ∇× ~u,
where ~u is the velocity field in R3. If we denote by ~Xt(~x) the position at time t of the
fluid particle that at time 0 was at ~x ∈ R3. We have the following path-lines equation
d ~Xt(~x)
dt
= ~u(t, ~Xt(~x)). (1.1)
Now, let us assume that the vorticity field is concentrated on a fractional Brownian curve
~BH as follows
~ω(t, ~x) = Γ
∫ 1
0
δ(~x− ~BH(t, ξ))d ~BH(t, ξ), (1.2)
where δ is the usual “Dirac delta function”, Γ > 0 is the intensity of vorticity, ξ ∈ [0, 1] is
the arc-length, while the parameter t represents the time. Using the Biot-Savart formula,
the equation (1.1) becomes
d ~X(t, ξ)
dt
=
∫ 1
0
Q( ~X(t, ξ) − ~BH(t, η))d ~BH (t, η), (1.3)
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with
~X(0, ξ) = ~φ(ξ).
Here ~φ is the initial condition and the matrix valued function Q is the singular matrix
−Γ
4π|~y|3

 0 y3 −y2−y3 0 y1
y2 −y1 0

 .
For an introduction to this topic we refer to [4], [8], [20], [18] and for a more probabilistic
approach to [12]. When ~BH is replaced by ~X, the equation (1.3) has been studied by [2]
for a smooth closed curve ~X in the Sobolev space W 1,2 and an existence and uniqueness
theorem has been proved for local solutions in time. Later, local solutions in some spaces
of Ho¨lder continuous functions have been investigated in [5] that have been extended to
global solutions in [3].
In the present paper, we will be dealing with an approximation of equation (1.3), the
approximation will be on the matrix Q, while the study of equation (1.3) is left for a
subsequent paper. Furthermore, in order to make the exposition of our results easier to
understand, we will make the assumption that the function ~X is a real valued function,
however, our results will still be true for a vector valued function ~X. More precisely, we
are interested in the following integrodifferential equation
Y (t, ξ) = φ(ξ) +
∫ t
0
∫ ξ
0
A(Y (s, η))dBH(s, η)ds, (1.4)
where for all t ∈ [0, T ], BH(t) =
{
BH(t, ξ), ξ ∈ [0, 1]
}
is a real valued fractional Brownian
motion of Hurst parameter H > 12 , A is a bounded and differentiable real valued function
with a Lipschitz continuity property, ξ is a parameter in [0,1].
Let us describe the content of the paper. In Section 2, we introduce the notions of FBM,
our assumptions and the functional setting of our problem. In Section 3, we recall the
notions of fractional integrals and some related a priori estimates that would be used later.
In Section 4, we introduce the notion of integration wrt to a FBM. Section 5 contains our
main results about the existence and uniqueness of a global solution for the equation (1.4)
with their proofs.
2. Some preliminaries
2.1. Fractional Brownian motion.
Definition 2.1. Let BH = {BHη , η ≥ 0} be a stochastic process, and H ∈ (0, 1). B
H is
called a Fractional Brownian Motion (FBM) with Hurst parameter H, if it is a centered
Gaussian process with the covariance function
RH(γ, η) = E[B
H(γ)BH(η)] =
1
2
(η2H + γ2H − |η − γ|2H). (2.1)
2.2. The integrodifferential equation. In this paper we study the following equation.
∂Y (t, ξ)
∂t
=
∫ ξ
0
A(Y (t, η))dBH (t, η), ξ ∈ [0, 1] and t ∈ [0, T ] (2.2)
with
Y (0, ξ) = φ(ξ)
or alternatively, we can consider the integral form
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Y (t, ξ) = φ(ξ) +
∫ t
0
∫ ξ
0
A(Y (s, η))dBH(s, η)ds, (2.3)
whereBH is a fractional Brownian motion defined on a complete probability space (Ω,F , P ),
φ(ξ) is the initial condition and A : R→ R is a measurable function that satisfies the as-
sumptions given below.
2.3. Assumptions. Let us assume that:
A1. A is differentiable.
A2. There exists M1 > 0 such that |A(x)−A(y)| ≤M1|x− y| for all x, y ∈ R.
A3. There exists M2 > 0 such that |A(x)| ≤M2 for all x ∈ R.
A4. For every N there exists MN > 0, such that
|A′(x)−A′(y)| ≤MN |x− y| for all |x|, |y| ≤ N .
2.4. Functional Setting. Let 12 < H < 1, 1−H < α <
1
2 . We will introduce the follow-
ing functional spaces.
Let C([0, T ],Wα,∞[0, 1]) be the space of measurable functions f : [0, T ] × [0, 1] → R such
that
‖ f ‖α,∞:= sup
t∈[0,T ]
sup
ξ∈[0,1]
(
|f(t, ξ)|+
∫ ξ
0
|f(t, ξ)− f(t, η)|
(ξ − η)α+1
dη
)
<∞. (2.4)
Let C([0, T ],W 1−α,∞0 [0, 1]) be the space of measurable functions f : [0, T ] × [0, 1] → R
such that
‖ f ‖1−α,∞,0:= sup
t∈[0,T ]
sup
0<η<ξ<1
(
|f(t, ξ)− f(t, η)|
(ξ − η)1−α
+
∫ ξ
η
|f(t, γ)− f(t, η)|
(γ − η)2−α
dγ
)
<∞. (2.5)
Let Wα,1([0, 1]) be the space of measurable functions f : [0, 1]→ R such that
‖ f ‖α,1:=
∫ 1
0
|f(η)|
ηα
dη +
∫ 1
0
∫ η
0
|f(η)− f(δ)|
(η − δ)α+1
dδdη <∞. (2.6)
3. Some a priori estimates
Since FBM with Hurst parameters H > 1/2 have sample paths that are λ-Ho¨lder
continuous for all λ ∈ (0,H), the construction of the integral with respect to a FBM will
be performed using a pathwise argument by means of fractional derivatives and integrals.
We refer to [14] and [19] for more details.
3.1. Fractional integrals and derivatives. As usual we denote by Lp(a, b) the space
of all Lebesgue measurable functions f : (a, b)→ R such that
‖ f ‖Lp(a,b):=
(∫ b
a
|f(x)|pdx
) 1
p
<∞ (3.1)
for a < b and 1 ≤ p < ∞. Let us recall some definitions on Riemann-Liouville fractional
integrals and Weyl derivative.
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Definition 3.1. Let f ∈ L1(a, b) and α > 0. The left-sided and right-sided Riemann-
Liouville fractional integrals of f of order α are defined for almost all x ∈ (a, b) by
Iαa+f(x) =
1
Γ(α)
∫ x
a
f(y)
(x− y)1−α
dy (3.2)
and
Iαb−f(x) =
(−1)−α
Γ(α)
∫ b
x
f(y)
(y − x)1−α
dy (3.3)
respectively, where (−1)−α = e−iπα and Γ(α) =
∫∞
0 r
(α−1)e−rdr is the Gamma function
or the Euler integral of the second kind.
Definition 3.2. Suppose Iαa+(L
p) is the image of Lp(a, b) under the operator Iαa+ and
Iαb−(L
p) is the image of Lp(a, b) under the operator Iαb−. Let 0 < α < 1, then we define the
Weyl derivative for almost all x ∈ (a, b) as
Dαa+f(x) =
1
Γ(1− α)
(
f(x)
(x− a)α
+ α
∫ x
a
f(x)− f(y)
(x− y)α+1
dy
)
1(a,b)(x) (3.4)
when f ∈ Iαa+(L
p), and
Dαb−f(x) =
(−1)α
Γ(1− α)
(
f(x)
(b− x)α
+ α
∫ b
x
f(x)− f(y)
(y − x)α+1
dy
)
1(a,b)(x) (3.5)
when f ∈ Iαb−(L
p).
The convergence of the integrals at the singularity y = x holds pointwise for almost all
x ∈ (a, b) when p = 1, and in Lp sense when 1 < p <∞.
We now introduce the following notations in order to define the generalized Stieltjes inte-
grals. Assuming the limits exist and are finite, let
f(a+) = limǫց0 f(a+ ǫ),
g(b−) = limǫց0 g(b− ǫ),
fa+(x) = [f(x)− f(a+)]1(a,b)(x),
gb−(x) = [g(x) − g(b−)]1(a,b)(x).
Definition 3.3. Suppose that f and g are functions such that f(a+), g(a+) and g(b−)
exist, fa+ ∈ I
α
a+(L
p) and gb− ∈ I
1−α
b− (L
q) for some p, q ≥ 1, 1
p
+ 1
q
≤ 1 and 0 < α < 1.
Then the generalized Stieltjes integral of f with respect to g is defined as follows, (using
(3.4) and (3.5)),∫ b
a
fdg = (−1)α
∫ b
a
Dαa+fa+(x)D
1−α
b− gb−(x)dx + f(a+)[g(b−) − g(a+)]. (3.6)
Remark that if αp < 1, under the assumptions of the above definition, we have f ∈ Iαa+(L
p),
and (3.6) can be written as∫ b
a
fdg = (−1)α
∫ b
a
Dαa+fa+(x)D
1−α
b− gb−(x)dx. (3.7)
For a ≤ c < d ≤ b, the restriction of f ∈ Iαa+(L
p(a, b)) to (c, d) belongs to Iαc+(L
p(c, d))
and the continuation of f ∈ Iαc+(L
p(c, d)) by zero beyond (c, d) belongs to Iαa+(L
p(a, b)).
Thus, if f ∈ Iαa+(L
p) and gb− ∈ I
1−α
b− (L
q), then the integral
∫ b
a
1(c,d)fdg in the sense of
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(3.7) exists for any a ≤ c < d ≤ b, and whenever the left-hand side is defined in the sense
of (3.7), we have ∫ d
c
fdg =
∫ b
a
1(c,d)fdg. (3.8)
3.2. A priori estimates. We have the following basic estimates. Let
Λα(g) :=
1
Γ(1− α)
sup
0<η<ξ<1
|(D1−αξ− gξ−)(η)|. (3.9)
Then
Λα(g) ≤
1
Γ(1− α)Γ(α)
‖ g ‖1−α,∞,0<∞. (3.10)
If f ∈Wα,1(0, 1), and g ∈W 1−α,∞0 (0, 1) then the integral
∫ ξ
0 fdg exists for all ξ ∈ [0, 1].
Also, by (3.8) we have ∫ ξ
0
fdg =
∫ 1
0
f1(0,ξ)dg.
Using (3.7) we get ∫ ξ
0
fdg = (−1)α
∫ ξ
0
Dα0+f(η)D
1−α
ξ− gξ−(η)dη.
Then ∣∣∣∣
∫ ξ
0
fdg
∣∣∣∣ ≤ sup
0<η<ξ
|D1−αξ− gξ−(η)|
∫ ξ
0
|Dα0+f(η)|dη.
Hence ∣∣∣∣
∫ ξ
0
fdg
∣∣∣∣ ≤ Λα(g) ‖ f ‖α,1 . (3.11)
4. Stochastic integrals with respect to a FBM
Let us recall the following result, for details and proofs see [19].
Lemma 4.1. Let {BHη : η ≥ 0} be a real-valued FBM of Hurst parameter H ∈ (
1
2 , 1). If
1−H < α < 12 , then
E sup
0≤γ≤η≤1
|D1−αη− B
H
η−(γ)|
p <∞, (4.1)
for all p ∈ [1,∞).
Let {BHη : η ∈ [0, 1]} be a real-valued FBM, with the Hurst parameter
1
2 < H < 1, defined
on a complete probability space (Ω,F , P ). By (2.1), we have
E(|BHη −B
H
γ |
2) = |η − γ|2H ,
and for any p ≥ 1 we have
‖ BHη −B
H
γ ‖p= [E(|B
H
η −B
H
γ |
p)]
1
p = cp|η − γ|
H . (4.2)
By Lemma (4.1) we know that the random variable
G =
1
Γ(1− α)
sup
0<γ<η<1
|D1−αη− B
H
η−(γ)| (4.3)
has moments of all orders.
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As a consequence for 1 − H < α < 12 , the pathwise integral
∫ η
0 uγdB
H
γ exists when
u = {uη, η ∈ [0, 1]} is a stochastic process whose trajectories belong to the space W
α,1
and BHγ is a FBM with H >
1
2 . Moreover, we have the estimate∣∣∣∣
∫ 1
0
uγdB
H
γ
∣∣∣∣ ≤ G‖u‖α,1. (4.4)
5. Main results with proofs
5.1. Main result. We state the main result of the present paper:
Theorem 5.1. Let α ∈ (1 − H, 12). Assume that φ ∈ W
α,∞[0, 1] and the function A
satisfies the assumptions A1, A2, A3, and A4. Then for every T > 0, there exists a
unique stochastic process Y ∈ L0((Ω,F , P ), C([0, T ],Wα,∞[0, 1])) solution of the equation
(2.2).
As we already defined in Section 4, the stochastic integral wrt to the FBM is well defined
pathwise. The above theorem will be proved using a contraction principle that will give
us the existence and uniqueness of local solutions. In order to get the global solution, we
will need to have an a priori estimate of the solution in some functional spaces. The proof
will follow after several steps and will be stated in Section 5.3.
5.2. Fixed point argument. Consider the operator
F : C([0, T ],Wα,∞[0, 1]) −→ C([0, T ],Wα,∞[0, 1])
defined by
F (Y (t, ξ)) := φ(ξ) +
∫ t
0
∫ ξ
0
A(Y (s, γ))dgγds, (5.1)
where g ∈ C([0, T ],W 1−α,∞0 [0, 1]), φ ∈W
α,∞[0, 1] and A satisfies the assumptions A1, A2,
A3, and A4.
Remark 5.2. Let us remark that the function g in the equation (5.1) is a function of time
t and γ and the fractional integration is with respect to the parameter γ ∈ (0, 1).
For a given R > 0, let us define the ball BR,T in C([0, T ],W
α,∞[0, 1]) as
BR,T = {Y ∈ C([0, T ],W
α,∞[0, 1]) : ||Y ||α,∞ ≤ R}.
Lemma 5.3. Given a positive constant R1 > ‖φ‖α,∞, there exists T1 > 0 such that
F (BR1,T1) ⊆ BR1,T1 . The time T1 depends on R1, α and the initial condition ‖φ‖α,∞.
Proof.
||F (Y )||α,∞ = sup
t∈[0,T ],ξ∈[0,1]
(
|F (Y (t, ξ))| +
∫ ξ
0
|F (Y (t, ξ))− F (Y (t, η))|
(ξ − η)α+1
dη
)
. (5.2)
Consider the first term inside the parenthesis in (5.2). We note that
|F (Y (t, ξ))| ≤ |φ(ξ)| +
∫ t
0
∣∣∣∣
∫ ξ
0
A(Y (s, γ))dgγ
∣∣∣∣ ds
≤ |φ(ξ)| +
∫ t
0
(Λα(g)||A(Y (s, ·))||α,1) ds,
where Λα(g) =
1
Γ(1−α) sup0<η<ξ<1 |D
1−α
ξ− gξ−(s, γ)|.
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Further,
||A(Y (s, ·))||α,1
=
∫ 1
0
|A(Y (s, γ)|
γα
dη +
∫ 1
0
∫ γ
0
|A(Y (s, γ))−A(Y (s, δ))|
(γ − δ)α+1
dδdγ
≤M2
∫ 1
0
γ−αdγ +M1
∫ 1
0
∫ γ
0
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
dδdγ
≤
M2
1− α
+M1
∫ 1
0
(
sup
s∈[0,T ],γ∈[0,1]
∫ γ
0
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
dδ
)
dγ
≤
M2
1− α
+M1||Y ||α,∞.
Thus, we see that
|F (Y (t, ξ))| ≤ |φ(ξ)|+ T sup
0≤t≤T
Λα(g)
(
M2
1− α
+M1||Y ||α,∞
)
. (5.3)
Now, we consider the second term in (5.2).
∫ ξ
0
|F (Y (t, ξ)) − F (Y (t, η))|
(ξ − η)α+1
dη
=
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣φ(ξ)− φ(η) +
∫ t
0
∫ ξ
η
A(Y (s, γ))dgγds
∣∣∣∣ dη
≤
∫ ξ
0
|φ(ξ)− φ(η)|
(ξ − η)α+1
+
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ t
0
∫ ξ
η
A(Y (s, γ))dgγds
∣∣∣∣ dη
=
∫ ξ
0
|φ(ξ)− φ(η)|
(ξ − η)α+1
+
∫ t
0
(∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ ξ
η
A(Y (s, γ))dgγ
∣∣∣∣ dη
)
ds. (5.4)
Again we consider the second term in (5.4) and get
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ ξ
η
A(Y (s, γ))dgγds
∣∣∣∣ dη
≤ Λα(g)
∫ ξ
0
1
(ξ − η)α+1
(∫ ξ
η
|A(Y (s, γ))|
(γ − η)α
dγ
+
∫ ξ
η
∫ γ
η
|A(Y (s, γ))−A(Y (s, δ))|
(γ − δ)α+1
dδdγ
)
dη
≤ Λα(g)
∫ ξ
0
1
(γ − η)α+1
∫ ξ
η
|A(Y (s, γ))|
(ξ − η)α
dγdη
+Λα(g)M1
∫ ξ
0
1
(ξ − η)α+1
∫ ξ
η
∫ γ
η
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
dδdγdη. (5.5)
First, we use the Fubini theorem on the first term in (5.5) and then the substitution
η = γ − (ξ − γ)x. Thus,
∫ ξ
0
1
(ξ − η)α+1
∫ ξ
η
|A(Y (s, γ))|
(γ − η)α
dγdη
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=
∫ ξ
0
∫ ξ
η
(ξ − η)−α−1(γ − η)−α|A(Y (s, γ))|dγdη
=
∫ ξ
0
∫ γ
0
(ξ − η)−α−1(γ − η)−α|A(Y (s, γ))|dηdγ
=
∫ ξ
0
|A(Y (s, γ))|
(∫ γ
0
(ξ − η)−α−1(γ − η)−αdη
)
dγ
=
∫ ξ
0
|A(Y (s, γ))|
(
(ξ − γ)−2α
∫ γ
ξ−γ
0
(1 + x)−α−1x−αdx
)
dγ
≤
∫ ξ
0
|A(Y (s, γ))|
(
(ξ − γ)−2α
∫ ∞
0
(1 + x)−α−1x−αdx
)
dγ
≤
M2b
(1)
α
1− 2α
ξ1−2α, (5.6)
where b
(1)
α = B(2α, 1 − α) and B(p, q) is the beta function given by
B(p, q) =
∫ 1
0
xq−1
(1 + x)p+q
dx.
Now consider the second part in (5.5). We see that
∫ ξ
0
1
(ξ − η)α+1
∫ ξ
η
∫ γ
η
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
dδdγdη
=
∫ ξ
0
∫ ξ
η
∫ γ
η
|Y (s, γ)− Y (s, δ)|
(ξ − η)α+1(γ − δ)α+1
dδdγdη
=
∫ ξ
0
∫ γ
0
∫ γ
η
|Y (s, γ)− Y (s, δ)|
(ξ − η)α+1(γ − δ)α+1
dδdηdγ
=
∫ ξ
0
∫ γ
0
∫ δ
0
|Y (s, γ)− Y (s, δ)|
(ξ − η)α+1(γ − δ)α+1
dηdδdγ
=
∫ ξ
0
∫ γ
0
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
(∫ δ
0
(ξ − η)−α−1dη
)
dδdγ
≤ α−1
∫ ξ
0
∫ γ
0
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
(ξ − γ)−αdδdγ
≤ α−1
∫ ξ
0
(ξ − γ)−α
∫ γ
0
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
dδdγ
≤ α−1
∫ ξ
0
(ξ − γ)−α sup
γ∈[0,1],s∈[0,T ]
∫ γ
0
|Y (s, γ)− Y (s, δ)|
(γ − δ)α+1
dδdγ
≤
||Y ||α,∞
α(1− α)
ξ1−α. (5.7)
Now using the estimates (5.3), (5.4), (5.5), (5.6) and (5.7) in (5.2), we get
||F (Y )||α,∞
≤ sup
t∈[0,T ],ξ∈[0,1]
[
|φ(ξ)| + Λα(g)t
(
M2
1− α
+M1||Y ||α,∞
)
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+
∫ ξ
0
|φ(ξ)− φ(η)|
(ξ − η)α+1
dη +
∫ t
0
(
Λα(g)M2b
(1)
α
1− 2α
ξ1−2α +
Λα(g)M1||Y ||α,∞
α(1 − α)
ξ1−α
)
ds
]
≤ sup
t∈[0,T ],ξ∈[0,1]
[
sup
ξ∈[0,1]
(
|φ(ξ)|+
∫ ξ
0
|φ(ξ)− φ(η)|
(ξ − η)α+1
dη
)
+ Λα(g)t
(
M2
1− α
+M1||Y ||α,∞
)
+
Λα(g)M2b
(1)
α
1− 2α
tξ1−2α +
Λα(g)M1||Y ||α,∞
α(1 − α)
tξ1−α
]
≤ sup
t∈[0,T ],ξ∈[0,1]
[
||φ||α,∞ + Λα(g)t
(
M2
1− α
+M1||Y ||α,∞
)
+
Λα(g)M2b
(1)
α
1− 2α
tξ1−2α +
Λα(g)M1||Y ||α,∞
α(1 − α)
tξ1−α
]
≤ ||φ||α,∞ + T sup
0≤t≤T
Λα(g)
[
M2
(
1
1− α
+
b
(1)
α
1− 2α
)
+M1
(
1 +
1
α(1 − α)
)
||Y ||α,∞
]
≤ ||φ||α,∞ + Tb
(2)
α [1 + ||Y ||α,∞],
where b
(2)
α =
[
M2
(
1
1−α +
b
(1)
α
1−2α
)
+M1
(
1 + 1
α(1−α)
)]
sup0≤t≤T Λα(g).
It is enough to choose T1 =
R1−||φ||α,∞
b
(2)
α (1+R1)
with R1 > ||φ||α,∞ to get that F (BR1) ⊆ BR1 .
This completes the proof.

Now in order to prove that the operator F is a contraction, we will need the following two
propositions.
Proposition 5.4. Let f ∈ C([0, T ],Wα,∞0 [0, 1]) and g ∈ C([0, T ],W
1−α,∞
0 [0, 1]). Then,
for all ξ ∈ [0, 1] and t ∈ [0, T ]∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds
∣∣∣∣
+
∫ ξ
0
(ξ − η)−α−1
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds−
∫ t
0
∫ η
0
f(s, γ)dgγds
∣∣∣∣ dη
≤ sup
0≤t≤T
Λα(g)b
(3)
α
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
(
|f(s, γ)|
+
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδ
)
dγds. (5.8)
where b
(3)
α is a constant which depends on α, its explicit expression is given below.
Proof. Let 0 ≤ η < ξ ≤ 1. Then,
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds−
∫ t
0
∫ η
0
f(s, γ)dgγds
∣∣∣∣
=
∣∣∣∣
∫ t
0
∫ ξ
η
f(s, γ)dgγds
∣∣∣∣
=
∫ t
0
∣∣∣∣
∫ ξ
η
f(s, γ)dgγ
∣∣∣∣ ds
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=
∫ t
0
|Dαη+f(s, γ)D
1−α
ξ− gξ−(s, γ)dγ|
≤ sup
0≤t≤T
Λα(g)
∫ t
0
(∫ ξ
η
|f(s, γ)|
(γ − η)α
dγ + α
∫ ξ
η
∫ γ
η
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδdγ
)
ds. (5.9)
We multiply (5.9) by (ξ − η)−1−α, integrate from 0 to ξ, use Fubini’s theorem and we get
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds−
∫ t
0
∫ η
0
f(s, γ)dgγds
∣∣∣∣ dη
≤ sup
0≤t≤T
Λα(g)
∫ t
0
∫ ξ
0
1
(ξ − η)α+1
(∫ ξ
η
|f(s, γ)|
(γ − η)α
dγ
+ α
∫ ξ
η
∫ γ
η
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδdγ
)
dηds
≤ sup
0≤t≤T
Λα(g)
(∫ t
0
∫ ξ
0
∫ ξ
η
|f(s, γ)|
(ξ − η)α+1(γ − η)α
dγdηds
+ α
∫ t
0
∫ ξ
0
∫ ξ
η
∫ γ
η
|f(s, γ)− f(s, δ)|
(ξ − η)α+1(γ − δ)α+1
dδdγdηds
)
. (5.10)
Consider the first term on the right side of (5.10):
∫ ξ
0
∫ ξ
η
(ξ − η)−α−1(γ − η)−α|f(s, γ)|dγdη
=
∫ ξ
0
∫ γ
0
(ξ − η)−α−1(γ − η)−α|f(s, γ)|dηdγ
=
∫ ξ
0
|f(s, γ)|
(∫ γ
0
(ξ − η)−α−1(γ − η)−αdη
)
dγ
using again the same substitution used in (5.5), we get
≤ b(1)α
∫ ξ
0
|f(s, γ)|(ξ − γ)−2αdγ. (5.11)
Now, consider the second term on the right side of (5.10):
∫ ξ
0
∫ ξ
η
∫ γ
η
|f(s, γ)− f(s, δ)|
(ξ − η)α+1(γ − δ)α+1
dδdγdη
=
∫ ξ
0
∫ γ
0
∫ γ
η
|f(s, γ)− f(s, δ)|
(ξ − η)α+1(γ − δ)α+1
dδdηdγ
=
∫ ξ
0
∫ γ
0
∫ δ
0
|f(s, γ)− f(s, δ)|
(ξ − η)α+1(γ − δ)α+1
dηdδdγ
=
∫ ξ
0
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
[∫ δ
0
(ξ − η)−α−1dη
]
dδdγ
≤ α−1
∫ ξ
0
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
(ξ − γ)−αdδdγ
≤ α−1
∫ ξ
0
(ξ − γ)−α
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδdγ. (5.12)
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Using (5.10) (5.11) and (5.12), we obtain
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds−
∫ t
0
∫ η
0
f(s, γ)dgγds
∣∣∣∣ dη
≤ sup
0≤t≤T
Λα(g)
∫ t
0
(
b(1)α
∫ ξ
0
|f(s, γ)|(ξ − γ)−2αdγ
+
∫ ξ
0
(ξ − γ)−α
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδdγ
)
ds. (5.13)
By (5.9) we have
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds
∣∣∣∣
≤ sup
0≤t≤T
Λα(g)
∫ t
0
(∫ ξ
0
|f(s, γ)|
γα
dγ + α
∫ ξ
0
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδdγ
)
ds. (5.14)
From (5.13) and (5.14), we have
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds
∣∣∣∣+
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ t
0
∫ ξ
0
f(s, γ)dgγds−
∫ t
0
∫ η
0
f(s, γ)dgγds
∣∣∣∣ dη
≤ sup
0≤t≤T
Λα(g)
∫ t
0
(
b(1)α
∫ ξ
0
|f(s, γ)|
(ξ − γ)2α
dγ +
∫ ξ
0
|f(s, γ)|
γα
dγ
+
∫ ξ
0
[(ξ − γ)−α + α]
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδdγ
)
ds
using the fact that α < γ−α and
1
(ξ − γ)α
<
1
(ξ − γ)2α
we get (5.15)
≤ sup
0≤t≤T
Λα(g)
∫ t
0
∫ ξ
0
(
[b(1)α (ξ − γ)
−2α + γ−α]|f(s, γ)|
+ [(ξ − γ)−2α + γ−α]
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδ
)
dγds
≤ sup
0≤t≤T
Λα(g)b
(3)
α
∫ t
0
∫ ξ
0
(
[(ξ − γ)−2α + γ−α]|f(s, γ)|
+ [(ξ − γ)−2α + γ−α]
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδ
)
dγds
≤ sup
0≤t≤T
Λα(g)b
(3)
α
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
(
|f(s, γ)|+
∫ γ
0
|f(s, γ)− f(s, δ)|
(γ − δ)α+1
dδ
)
dγds,
where b
(3)
α = max{1, b
(1)
α }. This completes the proof. 
Proposition 5.5. Let h : R → R be a function satisfying the assumptions A3 and A4.
Then for all N > 0 and |X1|, |X2|, |X3|, |X4| ≤ N for all X1,X2,X3,X4 ∈ R,
|h(X1)− h(X2)− h(X3) + h(X4)|
≤M1|X1 −X2 −X3 +X4|+MN |X1 −X3|(|X1 −X2|+ |X3 −X4|). (5.16)
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Proof. Using the mean value theorem, we get
h(X1)− h(X3)
X1 −X3
= h′(θX1 + (1− θ)X3) (0 < θ < 1)
= h′(β) where β = θX1 + (1− θ)X3, X1 < β < X3
=
1
X3 −X1
∫ X3
X1
h′(γ)dγ.
Using the substitution γ = θX1 + (1− θ)X3, we get
h(X1)− h(X3) = (X1 −X3)
∫ 1
0
h′(θX1 + (1− θ)X3)dθ. (5.17)
Similarly we get
h(X2)− h(X4) = (X2 −X4)
∫ 1
0
h′(θX2 + (1− θ)X4)dθ. (5.18)
By (5.17) and (5.18) we obtain
|h(X1)− h(X2)− h(X3) + h(X4)|
=
∣∣∣∣(X1 −X3)
∫ 1
0
h′(θX1 + (1− θ)X3)dθ − (X2 −X4)
∫ 1
0
h′(θX2 + (1− θ)X4)dθ
∣∣∣∣
=
∫ 1
0
(X1 −X2 −X3 +X4)h
′(θX2 + (1− θ)X4)dθ
+
∫ 1
0
(X1 −X3)[h
′(θX1 + (1− θ)X3)− h
′(θX2 + (1− θ)X4)]dθ
≤M1|X1 −X2 −X3 +X4|
+ |X1 −X3|
∫ 1
0
|[h′(θX1 + (1− θ)X3)− h
′(θX2 + (1− θ)X3)]dθ
+ |X1 −X3|
∫ 1
0
|[h′(θX1 + (1− θ)X3)− h
′(θX2 + (1− θ)X4)]dθ
≤M1|X1 −X2 −X3 +X4|+MN |X1 −X3|
(
|X1 −X2|
∫ 1
0
θdθ
+ |X3 −X4|
∫ 1
0
θdθ
)
≤M1|X1 −X2 −X3 +X4|+MN |X1 −X3|(|X1 −X2|+ |X3 −X4|).
This completes the proof. 
Lemma 5.6. Given a positive constant R2 > ‖φ‖α,∞, there exists T2 > 0 and a constant
0 < C < 1 such that,
||F (Y1)− F (Y2)||α,∞ ≤ C||Y1 − Y2||α,∞
for all Y1, Y2 ∈ BR2,T2 .
Proof. Recall F (Y (t, ξ)) = φ(ξ) +
∫ t
0
∫ ξ
0 A(Y (s, γ))dgγds. Then,
F (Y1(t, ξ))− F (Y2(t, ξ)) =
∫ t
0
∫ ξ
0
[A(Y1(s, γ)) −A(Y2(s, γ))]dgγds.
Using the expression (5.2) and Proposition 5.4, we have that
AN INTEGRAL EQUATION DRIVEN BY FRACTIONAL BROWNIAN MOTION 13
||F (Y1)− F (Y2)||α,∞
≤ sup
0≤t≤T
Λα(g)b
(1)
α sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
[
|A(Y1(s, γ))−A(Y2(s, γ))|
+
∫ γ
0
|A(Y1(s, γ))−A(Y2(s, γ))− {A(Y1(s, η)) −A(Y2(s, η))}|
(γ − η)α+1
dη
]
dγds
≤ sup
0≤t≤T
Λα(g)b
(1)
α sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
[
M1|(Y1(s, γ))− (Y2(s, γ))|
+
∫ γ
0
|A(Y1(s, γ))−A(Y2(s, γ))−A(Y1(s, η)) +A(Y2(s, η))|
(γ − η)α+1
dη
]
dγds.
By Proposition 5.5 we get
||F (Y1)− F (Y2)||α,∞
≤ sup
0≤t≤T
Λα(g)b
(1)
α sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
[
M1|Y1(s, γ)− Y2(s, γ)|
+M1
∫ γ
0
|Y1(s, γ)− Y2(s, γ)− Y1(s, η) + Y2(s, η)|
(γ − η)α+1
dη
+MN |Y1(s, γ)− Y2(s, γ)|
×
(∫ γ
0
|Y1(s, γ)− Y1(s, η)|
(γ − η)α+1
dη +
∫ γ
0
|Y2(s, γ)− Y2(s, η)|
(γ − η)α+1
dη
)]
dγds.
Using the notation
∆(Yj) = sup
s∈[0,T ],γ∈[0,1]
∫ γ
0
|Yj(s, γ)− Yj(s, η)|
(γ − η)α+1
dη, j ∈ {1, 2},
we get
||F (Y1)− F (Y2)||α,∞
≤ sup
0≤t≤T
Λα(g)b
(1)
α sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
[
M1|Y1(s, γ)− Y2(s, γ)|
+M1
∫ γ
0
|Y1(s, γ)− Y2(s, γ)− Y1(s, η) + Y2(s, η)|
(γ − η)α+1
dη
+MN |Y1(s, γ)− Y2(s, γ)|(∆(Y1) + ∆(Y2))
]
dγds
≤ sup
0≤t≤T
Λα(g)b
(1)
α b
(4) sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
[
|Y1(s, γ)− Y2(s, γ)|
+
∫ γ
0
|Y1(s, γ)− Y2(s, γ)− Y1(s, η) + Y2(s, η)|
(γ − η)α+1
dη
]
dγds,
where b(4) = (M1 +MR1)(1 + 2R1). Hence,
||F (Y1)− F (Y2)||α,∞
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≤ sup
0≤t≤T
Λα(g)b
(1)
α b
(4) sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]
× sup
t∈[0,T ],ξ∈[0,1]
(
|Y1(s, γ)− Y2(s, γ)|
×
∫ γ
0
|Y1(s, γ)− Y2(s, γ)− {Y1(s, η) − Y2(s, η)}|
(γ − η)α+1
dη
)
dγds
= sup
0≤t≤T
Λα(g)b
(1)
α b
(4) sup
t∈[0,T ],ξ∈[0,1]
∫ t
0
∫ ξ
0
[(ξ − γ)−2α + γ−α]||Y1(s, γ)− Y2(s, γ)||α,∞dγds
= sup
0≤t≤T
Λα(g)b
(1)
α b
(4)||Y1 − Y2||α,∞ sup
t∈[0,T ],ξ∈[0,1]
(
ξ1−2α
1− 2α
+
ξ1−α
1− α
)
t
≤ sup
0≤t≤T
Λα(g)b
(1)
α b
(4) 2− 3α
(1− 2α)(1 − α)
T ||Y1 − Y2||α,∞
= b(5)T ||Y1 − Y2||α,∞,
where b(5) = b
(1)
α b(4)
2−3α
(1−2α)(1−α) .
Choose T2 such that b
(5)T2 = C < 1. This completes the proof. 
Now, we are able to state the following theorem:
Theorem 5.7. Let 0 < α < 12 , g ∈ C([0, T ],W
1−α,∞
0 [0, 1]). Consider the integrodifferen-
tial equation
Y (t, ξ) = φ(ξ) +
∫ t
0
∫ ξ
0
A(Y (s, η))dg(s, η)ds (5.19)
where t ∈ [0, T ], ξ ∈ [0, 1]. Assume that A satisfies assumptions A1, A2, A3, and A4 and
that φ ∈Wα,∞([0, 1]). Then, there exists T0 > 0 such that the above equation has a unique
solution
Y ∈ C([0, T ],Wα,∞[0, 1]),
for all T ≤ T0.
Proof. Choose T0 = min{T1, T2}, and R = min{R1, R2}. Then, using Lemma 5.3 and
Lemma 5.6 the operator F is a contraction on BR,T for all T ≤ T0 and this completes the
proof. 
Now, we can show that the solution of (5.19) is global in time.
Theorem 5.8. Let 1−H < α < 12 , g ∈ C([0, T ],W
1−α,∞,0[0, 1]). Assume that A satisfies
assumptions A1, A2, A3, and A4 and that φ ∈ Wα,∞([0, 1]). Then for all T > 0, there
exists a unique Y ∈ C([0, T ],Wα,∞[0, 1]) solution of (5.19).
Proof. It is enough to get an estimate in C([0, T ],Wα,∞[0, 1]). We can write
||Y (t)||α,∞ = sup
ξ∈[0,1]
(
Y (t, ξ) +
∫ ξ
0
|Y (t, ξ)− Y (t, η)|
(ξ − η)α+1
dη
)
. (5.20)
Consider the first term on the right side of the above equality,
|Y (t, ξ)| ≤ |φ(ξ)|+
∫ t
0
∣∣∣∣
∫ ξ
0
A(Y (s, η))dg(s, η)
∣∣∣∣ ds.
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From (5.3) we obtain
|Y (t, ξ)| ≤ |φ(ξ)|+
∫ t
0
Λα(g)t
(
M2
1− α
+M1||Y (s)||α,∞ds
)
. (5.21)
Consider the second term. We have∣∣∣∣
∫ ξ
0
|Y (t, ξ)− Y (t, η)|
(ξ − η)α+1
dη
∣∣∣∣
=
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣φ(ξ) +
∫ t
0
∫ ξ
0
A(Y (s, γ))dgγds−
(
φ(η) +
∫ t
0
∫ η
0
A(Y (s, γ))dgγds
)∣∣∣∣
≤
∫ ξ
0
1
(ξ − η)α+1
(
|φ(ξ)− φ(η)| +
∫ t
0
∣∣∣∣
∫ ξ
η
A(Y (s, γ))dgγ
∣∣∣∣ dsdη
)
≤
∫ ξ
0
|φ(ξ)− φ(η)|
(ξ − η)α+1
dη +
∫ t
0
∫ ξ
0
1
(ξ − η)α+1
∣∣∣∣
∫ ξ
η
A(Y (s, γ))dgγ
∣∣∣∣ dηds.
From (5.6) and (5.7) we obtain
∣∣∣∣
∫ ξ
0
|Y (t, ξ) − Y (t, η)|
(ξ − η)α+1
dη
∣∣∣∣
≤
∫ ξ
0
|φ(ξ)− φ(η)|
(ξ − η)α+1
dη +Λα(g)
∫ t
0
(
M2b
(1)
α
1− 2α
ξ1−2α +
M1
α(1 − α)
||Y (s)||α,∞ξ
1−α
)
ds.
(5.22)
By (5.21) and (5.22) we get,
||Y (t)||α,∞
≤ ||φ||α,∞ + Λα(g)
∫ t
0
(
M2
(
1
1− α
+
b
(1)
α
1− 2α
)
+M1
(
1 +
1
α(1− α)
)
||Y (s)||α,∞
)
ds.
By Gronwall’s inequality we obtain,
||Y ||α,∞ ≤ ||φ||α,∞ exp(KT ),
where K = sup0≤t≤T Λα(g)
[
M2
(
1
1−α +
b
(1)
α
1−2α
)
+M1
(
1 + 1
α(1−α)
)]
.
Hence, the local solution is global in time. 
5.3. Proof of Theorem 5.1. For every t ∈ [0, T ], the random variableG = 1Γ(1−α) sup0<η<ξ<1 |(D
1−α
ξ− Bξ−)(t, η)|
has moments of all orders by Proposition 4.1. Hence, the pathwise integral
∫ 1
0 A(Y (t, η))dBη(t)
exists for 1−H < α < 12 and the existence and uniqueness of solutions follows from The-
orem 5.8 which completes the proof.
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