Computer Generated Holography (CGH) is considered a promising candidate for realizing 3D display with complete depth features. However, the realization of a largescale CGH requires a huge computation time. This paper proposes a method for decomposing an input object into sub-objects and generating sub-holograms from them utilizing interpolation. The major advantage of this method is that the generation processes become mutually independent and can be executed in parallel without communication and synchronization. After presenting the theory of interpolation method, we will show how we can implement the method on GPU using data-parallel operations. We will also show the simulation and optical reconstruction results that verify the correctness of the method. Finally, we will present the preliminary results of our experiment by using GPU.
Introduction
Holography is the art of recording the complete information about an object and then reproducing it at a later time, very close to reality. Generally speaking, holography is regarded as, "3D depth perception from a 2D screen", and it has become popular because a good hologram resembles the original object itself. Scientifically speaking, holography is the recording of both amplitude and phase information contained within the wave emanating from an object. From optics principles, hologram can be defined as "a diffraction screen which, when suitably illuminated, diffracts light in a desired manner". This diffracted light from the screen (hologram) can be tailored to resemble the light that would otherwise emanate from an object, when illuminated. Then if we look through the illuminated screen (hologram), we feel like viewing the original object itself. The diffraction pattern inscribed on the hologram is responsible for the whole process. The art of generating and inscribing that pattern on the screen (hologram) is called holographic recording.
The earliest and the popular method of recording the pattern on the hologram is by using highly coherent light sources (lasers) and high resolution recording materials (silver-halide film). The detailed explanation regarding the theory and methods related to this technique is given by Hariharan [1] . This technique is called optical holography and demands the presence of the real object (for which the hologram is to be made) and a reference laser light during the recording process. The question then arises: can we produce the hologram of an object that never existed? The solution came from Lohmann and Paris [2] in the form of computer generated holograms (CGH). In this process, the whole optical holographic recording setup is simulated to get the pattern that should be inscribed on the hologram. CGH also avoids the need to use lasers, optical components (lens, mirror, etc.) and vibration isolation setup for the recording process. The scalar diffraction theories are extensively used for making CGH [2] and there are many methods and processes for their implementation [3, 4] .
In order to generate CGH, we generally assume that a 3D object is composed of light sources where each light source is represented by a complex number. Using this representation, light intensity of a hologram point may be computed according to point-to-point ray-tracing formula [15] . This requires the computational complexity of O(N o N x N y ) where N o , N x and N y represent the number of light sources (i.e., object points), and the horizontal and vertical sampling numbers of the CGH, respectively [10] .
Holograms are being generated using computers for the past four decades, right from its invention by Lohmann in 1967 [4] . CGH has all the potentials needed for a complete 3D display with attractive features, such as no requirement for special glass and fully satisfying 3D perception [8] . However, until now a practical 3D system using this CGH technology has not been realized due to two significant problems: first, the difficulty of the spatial light modulator (SLM) development with large area and high resolution, and, second, the huge computation time to generate a large-scale CGH. This research focuses on the second problem. The need for large computation originates from the need to satisfy a) the large space-bandwidth product (Nyquist sampling condition) [6] and b) large view zone angle (grating equation) [7] . Accordingly, to make a CGH display of size 25cm and view zone angle 12 o , we need approximately N = 20000 data points. A general purpose computer cannot solve such a problem efficiently.
A lot of approaches for the acceleration of CGH calculation using parallel hardware have been proposed. Among them, the use of graphics processing unit (GPU) is becoming one of the most popular approaches by its highly parallel, multithreaded, many-core architecture with tremendous computational power and high memory bandwidth [23] . The development of new data-parallel programming models, such as CUDA and OpenCL, allows the users, familiar with standard programming languages such as C, to utilize GPU with low learning curve [24] . An early work on CGH computation using GPU was reported by Masuda et al. [12] . They showed that the GPU implementation was 47 times faster than a standard CPU implementation. To further reduce the computation time using GPU, Pan et al. designed split look-up tables (S-LUT) for the fast computing of the cosine function on GPU [13] . Shimobaba et al. also proposed the usage of look-up table for calculating CGH [14] . They further performed a comparative study on the computation performances of NVIDIA GPU's and AMD GPU's for CGH calculation [15] , where the AMD device was found to outperform the NVIDIA device. Researches on fast computation of CGH using multi-GPU's have also been reported [16, 17, 18] . Apart from using GPU's, other parallel hardware devices were also tried. A special purpose hardware named HORN was developed by Ichihashi et al. which could calculate a hologram of 1 million data points at a rate of 1 frame per second [11] . Seo et al. also implemented FPGA boards for CGH computation. [19] . All the above parallel computation procedures used parallelism either in the hologram plane or in the object plane, but never both. However, the proposed scheme based on interpolation method could use parallelism in both object and hologram plane by decomposing both object and hologram.
In addition to various hardware and software parallel computing solutions for fast computation of CGH, as described above, there are numerical computation issues associated with the theory and formula. Among the hologram calculation formulas, the Fourier-based approach attracts our attention as it is built around the Fast Fourier Transform (FFT) which provides efficient computation algorithm [20] . However, from the view point of fast computation for a large-scale object, it has a serious disadvantage of data dependency that we should treat the object as a whole to generate a hologram. To this problem, the interpolation method provides a solution by decomposing the object into an arbitrary number of independent segments. This method is expected to have two advantages over the conventional Fourier-based approaches: the utilization of high-speed memory due to the small size of decomposed object segments and the capability of data-independent parallel operations on them (i.e., data parallelism). We should note that these are particularly amenable to current GPU architecture.
In section 2 we propose the interpolation-based method for object decomposition and its parallel processing. Section 3 describes how we implement the method on GPU. Section 4 shows the experimental results that verify the correctness of the method as well as show its performance. Section 5 concludes the paper and mentions our future work.
Interpolation-based method for object decomposition
The calculation algorithm for CGH can be expressed in an abstract way as follows:
where Hologram is the resulting 2D image (matrix) that holds the hologram data, Object holds the Object data, Ref erence means the reference light mentioned in section 1, and F F T represents discrete fast Fourier transforms. As you can see from the above expression, we need N × N FFT operations for the calculations where all the N 2 data points are dependent of each other. However, if the Object and Hologram data can be divided into
FFT's and the calculation can be done on K 2 parallel processors independent of each other. The interpolation method for generating Fourier CGH with higher carrier frequency proposed by Yatagai, et al. [9] makes this decomposition possible.
Generally, when we do an FFT operation on N × N input data (Object), an output (CGH) of the same size ( N ×N ) is produced. However, in the interpolation method, a small object of size N/K × N/K was used to make a hologram of large size N × N . In other words, the sampling period of a low carrier frequency CGH (small CGH) was divided into sub-periods and data for those sub-periods was filled in by interpolation using the shifting property of Fourier transform [21] . The high carrier frequency (large CGH) enabled reconstruction of large sized objects and also provided sufficient separation between reconstructed twin images.
Our method uses the same principle but in a different sense as explained below. The calculations in the following are carried out in 1D for easy understanding. The extension to 2D is trivial due to the separability of Fourier transform.
We define an object O(p∆x) with side length L and sample interval ∆x. Its discrete Fourier transform F (n∆f ) is given by Eq.1 which has the maximum frequency f = 1/2∆x and sampling interval ∆f = 1/L. Now, when the object is segmented into K sub-objects, its Fourier transform is given by Eq.2, and the sampling interval ∆f in the Fourier plane increases to ∆f s = K/L. In order to reconstruct the original sub-object back, it is required to restore back the increased sampling interval. For this we divide the sampling interval ∆f s into K sub periods, producing the new sampling interval given by ∆k = ∆f s /K. Since the sequence F (n∆f s ) has data only at intervals ∆f s , the data required for ∆k sub intervals should be generated by interpolation [9] as shown in Eq.3.
where n = −N/2, ..., N/2
where n = −N/2K, ..., N/2K
where n = −N/2K, ..., N/2K and k = −K/2, ..., K/2
Eq.(3) can be now interpreted as a N/K point discrete Fourier transform of the product of the sequence O(p∆x) and a phase term. This means only N/K samples are dependent and hence K times data-independent parallelism is obtained. As a result, K sub-holograms are generated in parallel and each could reconstruct its sub-object independently. By applying a suitable phase shift to sub-holograms the reconstructed sub-object can be spatially moved to appropriate positions. Adding all the sub-holograms produces a single hologram that is same to the hologram obtained by a conventional no-interpolated Fourier transform method and thus reconstructs the complete object. Fig. 1 shows a conceptual diagram of our proposed method that decomposes an input object into sub-objects and generates sub-holograms according to the above formulas. In the figure, the 6 × 6 input object is decomposed into four 3 × 3 sub-objects. For each sub-object, a 6 × 6 sub-hologram is generated by interpolation. Now each subhologram is capable of reconstructing its corresponding sub-object. Notice this process contains two kinds of parallelism; one is the inter-sub-object parallelism (first layer) and the other is the parallelism in the generation process of sub-hologram (second layer), as shown in Fig. 1 .
As seen from the above discussion the whole problem of N × N is decomposed into K 2 × (N/K × N/K), which allows the efficient use of parallel hardware. For example, if the computation size was still N × N , then size of Figure 1 . Schematic of the method data demands its storage on the global memory. Again each computing thread has to access this global memory every time it needs a data. This produces memory bank conflict which keeps the processing threads waiting and hence the full potential of the processors is not utilized. However, if we decompose the data, then the data can be loaded into the shared memory which had very small latency (large bandwidth) and is hundreds of times faster than global memory access. Hence, the computing processors can run at their full speed and calculation can be accelerated accordingly. This calculation method also supports multi-GPU configuration and CPU clusters, where each computing node takes care of one decomposed data set that is totally independent of each other. In a nut-shell, the nature of CGH generation process is highly data dependent which restricts the full potential of parallel hardware by demanding large data transfer bandwidth.The problem can be solved by modifying the calculation algorithm using interpolation method.
Implementation of the method on GPU
We have implemented the above explained method on GPU to exploit the available parallelism. CUDA was used as the development toolkit for programming the GPU [25] . Fig. 2 shows the computation procedure both for the conventional method as well as for the proposed method. As shown in the figure, the conventional, no-interpolation method applies two dimensional CUFFT to input object to obtain the output CGH. The proposed interpolation method first decomposes the input object to sub-objects and applies the interpolation, Fast Fourier Transform and space shift to Figure 2 . The scheme of GPU computation each decomposed sub-object for x-and y-dimensions. Finally, all the computed holograms (CGH:1-4) may be accumulated to form the final hologram or each computed hologram may be directly sent to the display buffer as subhologram itself. Fig. 3 shows the flowchart for the implementation of the interpolation method. For each segmented sub-object, GPU repeats the interpolation, FFT, and space-shift for xand y-dimensions to generate corresponding sub-hologram. Thus, the key to the efficient implementation of the interpolation method is the utilization of architectural features of GPU in these three steps. Fig. 4 shows the kernel code that executes these steps for the x-dimension in GPU.
Experimental results

Simulation and optical reconstruction results
In order to verify the correctness of our proposed interpolation method, we chose a 2D object of 128 × 128 as shown in Fig. 5 . The full object is decomposed into sixteen 32 × 32 object segments, as shown in Fig. 6 . From each of these sixteen sub-objects, sixteen sub-holograms of size 128 × 128 were generated by using interpolation method described in Fig. 1 . The computer generated subholograms corresponding to each sub-object is shown in Fig. 7. Fig. 8 shows the simulated reconstruction from each sub-hologram. Each sub-hologram could successfully reconstruct the corresponding sub-object in its original position. Further, the complete final hologram can be obtained by adding all the sub-holograms. The final hologram of size 128 × 128 is shown in Fig. 9 . The simulated reconstruction of the final hologram is shown in Fig. 10 . All of these simulation results of decomposition and reconstruction processes show that the simulated reconstructions agree well with the original object which verifies the proposed interpolation method. (Notice that the "verification" in this paper means we get the original object back from To test the computed hologram for optical reconstruction, an optical setup was developed as shown in Fig. 11 . The setup consists of a light modulator (LCOS-SLM holoeye LC-2500) which displays the computed hologram. This LCOS-SLM has a pixel pitch of 19µm and size 1.5cm × 1cm with 1024 × 768 pixels. Hence the full object and hologram sizes were chosen to be 768 × 768 to match the light modulator. A Fourier hologram of the object, shown in Fig. 12 , is calculated using interpolation method. To avoid the overlap of real and conjugate image during reconstruction, the object data is placed in top-left quarter of full object space. A collimated beam is used as reference beam during hologram calculation. All the calculated sub-holograms of size 768 × 768 were added to produce the final hologram which is shown in Fig. 13 . To initially test the hologram, simulated reconstruction was performed and the resulting image is shown in Fig. 14 . The simulation result verifies the correctness of the hologram. To verify the optical reconstruction, the light modulator is configured to work in the amplitude mostly mode [22] by using a polarizer and analyzer at right angles to each other as seen from Fig. 11 . Since the calculated hologram is of Fourier type, we need a convex lens to reconstruct the object. In this setup a lens of 480mm focal length is used. A charge-coupled device (CCD) is placed at the focal plane of the lens to record the reconstructed pattern. The hologram is illuminated with a collimated beam of Helium-Neon laser of wavelength 633nm. The reconstructed pattern as recorded in the CCD is shown in Fig.  15 . The reconstructed image matches well with the simulated reconstruction except for the mirror effect. This is due the orientation direction of the CCD which is not im- portant. This experiment proves that, the proposed method can be successfully used for CGH calculations.
Computing cost estimation using multiple-GPUs
The proposed method requires no or very small amount of data communication between the K 2 parallel processes. Hence very large scale parallel computing platforms can be used efficiently, where generally the communication load increases with increase in parallelism. A typical example of such platforms is a cluster of GPUs.
As our environment does not allow us to develop a large-scale GPU cluster, we estimate the computing cost by defining computing models and using the computing time of elements of the models. An object of 4096 × 4096 data points is decomposed into 4(2×2) sub-objects for the interpolation model. The execution environment is as follows: CPU is Intel Core i7 920 2.67GHz, and GPU is NVIDIA Tesla C1060 1.30GHz (240 cores). The time for interpolation model shows the execution time for one sub-object. Two types of simulations were performed for the initial tests. The first simulation used the conventional method (without dividing the object), and the second one used object decomposition and interpolation method.The calculation time for the conventional method was found to be 80 Figure 5 . Full object used for simulation Figure 6 . Segmentation of object into sub-objects ms while for the interpolation method it was 124.9 ms. At present the proposed method is slower than the conventional method. This is because the initial code was developed using a direct approach by using only global memory. Moreover, a little tuning has been done to match the hardware architecture. To attain the estimated acceleration in computation speed the following optimizations are being implemented: i) utilization of shared memory, ii) application of memory coalescing techniques, and iii) the use of multi-GPU's. Further, as our future evaluation work, we plan to evaluate the effectiveness of our proposed method for a large scale CGH, such as 8K × 8K. When such a large-scale object cannot be stored in a global memory of one GPU, it should be decomposed and stored separately, either in CPU or GPU or multi-GPUs. In this case, CUFFT needs the frequent communications between CPU and GPU. As the bandwidth between CPU and GPU is very small, the performance will be degraded. In the case of interpolation model, sub-objects can be processed in a dataindependent manner and thus there should be not so much overhead. 
Conclusion and future work
We proposed a new method for decomposing a large-scale object into an arbitrary number of object segments and generating hologram segments from them in parallel. We verified the correctness of the method by using simulation and optical system. We also presented the preliminary results that compare the execution times for the conventional method and interpolation method.
Our future work includes the further tuning of GPU codes, especially for the interpolation model to attain the estimated computing cost. To evaluate the effectiveness of the interpolation model for various scale objects and on different GPU architectures is also our future work. 
