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Modelling volatility is important since it relates closely to risk, which is a key topic in economics. If the 
volatility of a time series varies over time it is said to have heteroskedastic effects. The models of 
heteroskedasticity have been introduced quite recently (Engle 1982), and they have been shown to be very 
effective even with few parameters. The aim of this thesis is to find sufficiently good models for three 
exchange rate datasets, and we are especially interested in modelling the heteroskedasticity which can be 
seen as volatility clustering in the data.
We explore the time series modelling of three exchange rate series: the United States dollar, the Swedish 
krona and the pound sterling each compared to the euro. First we use autoregressive moving average 
(ARMA) models to remove the serial correlations in the time series. Then we apply ARCH (autoregressive 
conditional heteroskedasticity) and GARCH (generalized autoregressive conditional heteroskedasticity) 
models to the residuals of the chosen ARMA models to dispose of the volatility clustering.
We start by discussing the importance of modelling volatility in economics. Then we proceed to the data 
analysis. Several ARMA models are estimated for the three datasets to remove the serial correlations. We 
compare the ARMA models by means of two information criteria (Akaike information criterion and 
Bayesian information criterion) to find the best fit. Next we apply simple ARCH and GARCH models to the 
residuals of the chosen ARMA models. The models of heteroskedasticity are evaluated using graphical 
residual analysis.
We find ARMA models that are good fits to each dataset, i.e., the models remove all the significant serial 
correlations. In addition, the GARCH(1,1) model turns out to be an accurate model for the 
heteroskedasticity in all three series and it manages to even out the volatility clustering.
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1 Introduction
Risk is one of the most important aspects of any financial market. It is also 
the most difficult part to predict since it involves human behavior and thus 
sometimes irrational decisions. Modelling risk has long been a key field of 
study in economics and the recent financial crisis showed that there is still 
a lot to learn in that area. Risk is closely related to volatility, by which we 
mean fluctuations around the trend line of an economic time series. Hence, 
understanding the dependencies in volatility is of particular interest.
The changes in volatility over time are called the heteroskedasticity effect 
and similarly a series with no changes in volatility is called homoskedastic. 
Heteroskedasticity often appears as volatility clustering when higher vari­
ances occur together. Similarly, times of low volatility, and thus low risk, 
are followed by similar times. If we had an accurate way of modelling he­
teroskedasticity it would allow us to predict time periods of higher risk and 
thus be prepared for larger losses. This is something every investor is trying 
to accomplish in order to be able to decide when to buy and sell their assets.
The aim of this thesis is to model the dependencies in exchange rate 
time series using models of heteroskedasticity. We observe the similarities 
and differences in the time series and their dependencies on each other. A 
secondary objective is to demonstrate the behavior of an economic time 
series in general.
Possible ways to model heteroskedasticity have been studied only during 
the past few decades and the breakthrough in this field was the autoregres­
sive conditional heteroskedasticity (ARCH) model introduced in the seminal 
work of Engle [Engle, 1982]. He was the first to formally recognize the depen­
dence in the variances of an economic time series. Serial correlations had 
been modelled before using, e.g., autoregressive moving average (ARMA) 
models but Engle extended this idea to the variances. The work of Engle 
was continued by Bollerslev who took the idea of the ARCH model fur­
ther and presented the generalized conditional heteroskedasticity (GARCH) 
model [Bollerslev, 1986]. After this many variations of ARCH and GARCH 
have been developed, but still these fairly simple models continue to suc­
cessfully capture the heteroskedasticity in many economic time series.
In Section 2 of this thesis we discuss some aspects of volatility in eco­
nomics and explain more closely why modelling volatility is of particular in­
terest. Then, in Section 3 we take three exchange rates, namely the United 
States dollar, the Swedish krona and the pound sterling, each compared to
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the euro. After some preprocessing we model the serial correlations in each 
dataset with autoregressive moving average (ARMA) models and aim to find 
a model that is a good fit to the data. We use the Akaike information crite­
rion and the Bayesian information criterion to determine the suitable orders 
for the ARMA models. Then we examine the graphical residual analysis, 
containing also the correlogram and the partial correlogram of the residuals, 
for the best ARMA models to see whether the models are good fits to the 
datasets and succeed in removing the significant serial correlations.
Next, in Subsection 3.4 we proceed to study the heteroskedasticity in 
the three time series and look for evidence for that models of heteroske­
dasticity should be applied. Finally, we apply some simple autoregressive 
conditional heteroskedasticity (ARCH) models and generalized autoregres­
sive conditional heteroskedasticity (GARCH) models to the residuals of the 
chosen ARMA models for each dataset. To study the goodness of fit of these 
models we again look at the residual analyses.
2 Volatility in economic time series
Especially in economic time series volatility is often a point of interest. The 
volatility of an exchange rate refers to the non-constant fluctuation of the 
exchange rate around a constant mean or a trend line. This kind of variations 
are due to revelations of new information to the financial market. Volatility 
is usually measured as the conditional standard deviation of the underlying 
asset return, here the exchange rate [Tsay, 2010]. It is considered to be the 
most important measure of risk in the financial market and thus it is an 
interesting research subject [Bekaert and Wu, 2000].
Volatility corresponds with risk quite straightforwardly. If the price of 
the asset changes substantially the risk of loss gets higher for the owners of 
these assets. It is also worthwhile to monitor the changes in volatility. When 
the asset price varies only little, i.e., there is little volatility, then there is less 
uncertainty and the risk is considered smaller. But when volatility suddenly 
increases, the risk of loss increases also. This often causes the volatility 
to stay high for a longer period of time due to the uncertainty, which can 
be seen as significant drops and increases in the price following each other 
closely.
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Volatility is a suitable and efficient measure of risk for two reasons. First 
of all, it is very simple to measure and compare the volatilities of assets. And 
secondly, volatility gives a clear way to study the behavior of the asset price 
from the perspective of earning and losing money. If the volatility is high, 
the investors are more likely to have big winnings but also big losses. When 
the volatility is lower, both the winnings and the losses stay moderate. This 
is exactly the issue investors face when deciding whether to take risks.
Traditionally in economics the volatility has been considered to be a 
constant and hence something that cannot help in forecasting. However, 
during the last few decades it has been discovered that many economic 
time series have non-constant variances [Hendry and Juselius, 2000]. This 
suggests that there is time dependence and predictability in the variances. 
It is quite intuitive that at uncertain times (as during the financial crisis in 
2008) the exchange rate varies more than at economically more stable times. 
Major events and the overall state of the economy affect the exchange rate 
differently at different times and thus cause the volatility to vary.
The theory of dependent volatility led to the concept of volatility clus­
tering, i.e., the higher variances tend to occur together. If the exchange rate 
has remained steady it most probably will stay that way. And usually large 
drops are followed by a relatively large increase, and vice versa. This kind of 
behavior can be modelled with allowing the variance of a data point to de­
pend somehow on the past variances (or prediction errors). Heteroskedastic 
models presented later in this work (Appendix A.7) have this property.
As many studies [Ball and Mankiw, 1994, Cover, 1992] show, the finan­
cial market does not react similarly to positive and negative shocks. This 
is called the leverage effect and is due to the fact that the trust of the in­
vestors is much easier to lose than to gain. However, the most common 
heteroskedastic models (e.g., ARCH and GARCH in Appendices A.7.1 and 
A.7.2) cannot take into account this difference, which leads to prediction 
errors. There does exist more complex models of heteroskedasticity which 
can model the asymmetricity of shocks (Appendix A.7.3), but they are not 
utilized in this work.
In addition to the issue of volatility clustering, economic time series are 
often heavy tailed, i.e., there is more probability mass at the tails than 
in the normal distribution [Loretan and Phillips, 1994]. This is due to 
the occasional unusually high or low values that appear when something 
unexpected happens in the market. These extreme data points make the 
distribution to have more mass at the tails. Due to this property of heavy
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tails, the residuals of economic time series models are often t-distributed 
instead of being normally distributed.
Volatility exists in every area of finance and economics, not only in the 
exchange rate market. Stock prices and government loans are just as vulner­
able to the changes in the prices or the interest rates and economists spend 
a lot of time and effort on managing the risks caused by volatility.
The prices in the stock market are determined by supply and demand, 
and the price of today is always equal to the expected future value of the 
asset [Parkin et al.. 2008]. If the agents performing in the market think that 
the value of the asset is going to rise they want to buy the asset, and if they 
think the value is going to drop they want to sell it. However, when most of 
the agents have the same opinion and everyone wants to buy the asset for 
example, this increases the current price of the asset. Due to this effect the 
price of today balances to equal the expected price in the future.
These predictions of the changes in stock price make the price of the 
asset to be very volatile especially on economically more uncertain times. 
The price can fluctuate significantly and often large drops are followed by 
another drop or an unusually large increase. This volatility clustering is a 
phenomenon often seen in the stock market but also in the exchange rate 
market.
The financial crisis in 2008 was a good example of how much the changes 
in volatility affect the market prices and the whole economy. The chain 
reaction began with the irresponsible granting of mortgages in the US, which 
eventually led to the real estate bubble bursting. This made the interest 
rates to drop which again increased the uncertainty, volatility and risk in 
both stock and exchange rate markets. The effects were so drastic since the 
agents working with finance are human. Everyone tries to protect their own 
investments and become more cautious when there is more uncertainty in 
the market. Thus, the changes in the asset price are more volatile than if 
the system was handled by totally rational agents. Also, the agents usually 
react more aggressively when there is risk for big losses than for big winnings. 
This effect is called market psychology and it needs to be taken into account 
when making economic analysis.
As discussed in this section, volatility is a very important part of the 
analysis of financial time series. Next we will take three real datasets and 
explain their behavior using the ideas of volatility introduced in this section. 
We also aim to find reasonably good time series models for the data.
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3 Data analysis
In this section we take the three exchange rate time series and model them 
first with autoregressive moving average (ARMA) models. Then we apply 
models of heteroskedasticity to the residuals of the chosen ARMA models. 
Finally, we divide one of the datasets into two parts and model these parts 
separately to possibly obtain better results.
3.1 Presentation of the data
The datasets used in this study are the exchange rates of three curren­
cies: the United States dollar, the Swedish krona and the pound sterling, 
compared to the euro. The data are downloaded from the website of the 
European Central Bank (http://www.ecb.int/stats/exchange/eurofxref).
The exchange rate data are for the period from January 4th 1999, when 
the euro was first established, until July 3rd 2012. The rate between the 
U.S. dollar (USD) and the euro is presented in Figure 1, the rate between 
the Swedish krona (SEK) and the euro in Figure 2 and the rate between the 
pound sterling (GBP) and the euro in Figure 3. Just by examining these 
three graphs we see that there are no clear outliers or missing data to be 
dealt with. The exchange rates are only calculated on weekdays, hence there 
are no data for weekends or for bank holidays. There are 5 trading days in 
a week and approximately 252 trading days in a year.
Figure 1: The exchange rate between the U.S. dollar and the euro from 1999 
to 2012
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Figure 2: The exchange rate between the Swedish krona and the euro from 
1999 to 2012
о
Figure 3: The exchange rate between the pound sterling and the euro from 
1999 to 2012
All of the three exchange rate data (Figures 1, 2 and 3) are very volatile 
and no monotonic trends are visible. The USD data first declines until the 
beginning of 2002, reaching its minimum value of 0.8525 in October 2000. 
Then the rate starts to climb until it reaches its highest value of 1.5990 in 
July 2008. Shortly after this, there is a sudden drop due to the beginning 
of the financial crisis and since then, as the crisis affected Europe also, the 
rate has been fluctuating around the same value.
The SEK and GBP rates have evolved quite similarly over the obser­
vation period. There is a slight drop in the beginning of both time series 
when the euro devalued just after being introduced. The rates reach their 
minimum values in May 2000 (8.055 for SEK and 0.5711 for GBP). Next,
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there is quite a long period where the exchange rates of the euro against the 
krona and the pound stay fairly steady. However, when the financial crisis 
hit, these two rates increased significantly and started to fluctuate strongly. 
The economy of Great Britain was affected earlier as the GBP rate starts 
to rise in the beginning of 2008 and the SEK rate only in the beginning of 
2009. The pound rate reaches its maximal value of 0.97855 in December 
2008. The krona rate is at its highest of 11.7135 in March 2009.
In 2011 the SEK rate drops under its value before the crisis, but the GBP 
rate stays high until the end of the dataset and shows only minor signs of 
dropping during the year 2012. This suggests that the Swedish economy 
recovered from the crisis much faster than the euro zone as Great Britain 
continued to struggle.
One significant feature of all of the three datasets is the volatility clus­
tering, i.e., the higher variances occur together. When there is a large peak 
it is often followed by a large drop (as happened during the financial crisis) 
and when the series has been fluctuating very little it most often stays that 
way. Another interesting point is that the values of the time series seem to 
follow the previous values rather closely. This suggests that there are some 
serial correlations in the data.
In Figure 4 are the original USD time series as well as its QQ-plot against 
the normal distribution, and autocorrelation (ACE) and partial autocorre­
lation (PACE) functions (Appendix A.2). In Figures 5 and 6 are the same 
graphs for the krona and the pound, respectively. From the QQ-plots we 
can see that none of the series is normally distributed. However, the USD 
and GBP datasets seem to have fairly symmetric distributions. The SEK 
data, on the other hand, is not symmetrically distributed. All three distri­
butions have heavier tails than the normal distribution, which could suggest 
them following Student’s t-distribution. In addition, the shapes of the ACF 
and PACE graphs of all three rates indicate that the time series are non­
stationary. The dashed horizontal lines in the ACF and PACF graphs are 
at ±2/^/n, where n is the number of observations. If the values are outside 




Figure 4: The U.S. dollar time series and its normal QQ-plot, correlogram 
and partial correlogram.
Normal Q-Q Plot
Figure 5: The Swedish krona time series and its normal QQ-plot, correlo­
gram and partial correlogram.
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Normal Q-Q Plot
Figure 6: The pound sterling time series and its normal QQ-plot, correlo- 
gram and partial correlogram.
Based on the observations made in this section, we start modelling the 
data separately with autoregressive moving average models (see Appendix 
A.3) to deal with the serial correlations. Then we apply models of heteroske- 
dasticity (see Appendix A.7) to the residuals of the chosen ARM A models to 
remove the volatility clustering. The ARMA models are applied before the 
heteroskedastic models since the serial correlation in the data would interfere 
in applying the heteroskedastic models. But first we do some preprocessing 
for the data.
3.2 Preprocessing of the data
Before actually starting we apply some general preprocessing methods in 
order to make the data more convenient for modelling. Especially we aim 
to make the time series more stationary, since the models used later in this 
study suit only stationary data. A time series is stationary if its mean and 
variance stay unchanged throughout the data and the correlation between 
points xt and xs depends only on the time difference (s — t). The proce­
dures tested include taking the natural logarithm of the data and the first 
difference of the data, i.e., Yj = Xt — Xt~\. where Xt is the original series.
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Also differencing the logarithmic series is tested.
Taking the natural logarithm of the series alone did not make any of the 
three datasets more stationary or otherwise simpler to model and we move 
on to differencing the data. Figure 7 shows the once differenced series, a 
normal QQ-plot and the correlogram and partial correlogram of the differ­
enced USD data. The graph shows that the once differenced series is much 
more stationary than the original series, since its mean stays approximately 
the same. The variance fluctuates though, which is a sign of the need for 
heteroskedastic models (Appendix A.7). The shape of the QQ-plot suggests 
that the series is not normally distributed either, but that its distribution 
has heavier tails than the normal distribution. The distribution seems to be 
quite symmetric, which together with the heavy tails points to a Student’s 
t-distribution. The ACF and PACF suggest that there are serial correlations 
at lags 9, 12, 29 and 52.
ACF for differenced USD PACF for differenced USD
Figure 7: Differenced USD series, QQ-plot and correlogram and partial 
correlogram for the differenced series
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We also tried taking the difference of the natural logarithm of the original 
USD series. At least with naked eye it did not seem to do anything to 
the time series compared to the once differenced USD series. Differenced 
logarithm had slightly less serial correlations when we looked at the ACE 
and PACE, although the only real difference was that the peak at lag 9 was 
not significant for the logarithmic difference of the USD series.
When examining the SEK and GBP datasets we found that the dif­
ferences of the logarithmic series seemed to be more stationary than the 
differences of the original series. Thus, we choose the differenced logarith­
mic series for these two datasets. In Figures 8 and 9 are the differenced 
logarithmic series for the SEK and GBP data, respectively. The figures 
also include a QQ-plot and the ACE and PACE of the differenced logarith­
mic data. According to these figures neither the SEK nor the GBP data 
is normally distributed and there are significant serial correlations in the 
datasets.
Normal Q-Q Plot
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Theoretical Quantiles
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Figure 8: Difference of logarithmic SEK series, QQ-plot and correlogram 
and partial correlogram for the differenced series
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Normal Q-Q Plot
Figure 9: Difference of logarithmic GBP series, QQ-plot and correlogram 
and partial correlogram for the differenced series
When comparing the differenced USD series (Figure 7) with the same 
analysis of the original USD data (Figure 4) its is clear that the differenced 
USD series is more stationary and there is significantly less serial correlation. 
Thus, working with the once differenced USD series should be more sensible 
than fitting models to the original USD data. The same holds for the other 
two time series. In Figures 8 and 9 (differenced logarithmic SEK and GBP 
series) there are less serial correlations than in Figures 5 and 6 (original SEK 
and GBP series). We decide to continue working with the once differenced 
USD series and the differenced logarithmic SEK and GBP series, since they 
are more stationary than the original series.
3.3 Estimating ARMA models
In this section we estimate some autoregressive moving average models (Ap­
pendix A.3) for the three datasets to remove the serial correlations in them. 
The ACF and PACF of the differenced USD data presented in Figure 7 show 
that there are significant correlations at lags 9, 12, 29 and 52. The peak at 
lag 9 is barely significant but the peak at lag 12 is quite large. This could 
mean that an ARMA model, with less than 12 parameters cannot do well in
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modelling the data. The SEK and the GBP datasets also have significant se­
rial correlations at several lags as can be seen in the ACE and PACE graphs 
of Figures 8 and 9. For the rest of this section we call the differenced USD 
series, the differenced logarithmic SEK series and the differenced logarithmic 
GBP series solely the USD, the SEK and the GBP series, respectively.
We start by modelling the three time series with autoregressive moving 
average models (ARMA(p, q)) where p,q = 1,2,..., 20 and p + q < 21. 
Having more parameters would make the model too complicated and to 
have too many insignificant parameters. Later in this section we estimate 
ARMA models with only the terms corresponding to the peaks in the ACE 
and PACF plots. To compare the ARMA models we calculate their Akaike 
information criteria (AIC) (cf. Appendix A.5). The lower is the AIC the 
better fit the model is to the data. Since the AIC includes also a penalty 
term the resulting model will not become too complicated, i.e., have too 
many parameters. The AIC values of the estimated ARMA models are 





Figure 10: AIC values of some ARMA(p, q) models against p + q for USD
data
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Figure 12: AIC values of some ARMA(p, q) models against p + q for GBP
data
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According to the AIC values (Figure 10) the MA(12) model would be the 
best fit for the USD data, and the AR(12) has almost as low an AIC value. 
As for the SEK data (Figure 11) the AIC values suggest an ARMA(11,7) 
model and for the GBP data (Figure 12) an ARMA(2.13) model. When we 
compare the three AIC graphs, we note that for the SEK data the models 
with less than 5 parameters have relatively high AIC values as for USD and 
GBP data these simple models provide approximately as low AIC values 
as the models with more parameters. This could be caused by the non- 
symmetric QQ-plot and the large peaks at high lags in the ACF and PACF 
of the differenced logarithmic SEK series seen in Figure 8.
Another comparison method used is the Bayesian information criterion 
(BIC), which is similar to the AIC, but has a larger penalty on the number 
of parameters especially for longer time series (cf. Appendix A.5). The BIC 
values of the estimated ARMA models are shown in Figures 13, 14 and 15.
For the USD data. AR(1) and MA(1) models clearly have the lowest BIC 
values (Figure 13) and thus would be the best models for the data. The 
MA(12) model suggested by the AIC does not stand out at all. The BIC 
graphs for the SEK and the GBP series (Figure 14, Figure 15) arc similar 
to that of the USD series. They also suggest AR(1) or MA(1) models and 






Figure 13: BIC values of some ARMA(p, q) models against p + q for USD 
data
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Figure 15: BIC values of some ARMA(p, q) models against p + q for GBP 
data
In this case the AIC and the BIC provide different suggestions for the 
best ARMA models for all three datasets. However, we choose to follow the 
suggestion of the AIC since our goal is to reduce the serial correlations in the 
series, and following the BIC would mean to remove the serial correlation 
only at lag 1. In this setting, having more parameters is not considered to 
be such a disadvantage.
We discuss the U.S. dollar time series first. Since the AIC values pointed 
so clearly to an AR(12) or MA(12) model we now estimate these models for 
the differenced USD data and examine the residual series to evaluate the 
goodness of fit. The estimated coefficients for the AR(12) model are pre­
sented in Table 1, where the significant values are in bold. When comparing 
with the ACF and PACF of the differenced USD series in Figure 7 we see 
that the significant values of the coefficients are at the same lags where there 
were larger peaks in the ACF and PACF. Thus, the model seems sensible 
and should remove the serial correlations for lags smaller than 13.
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Table 1: Estimated coefficients for AR(12) for USD data and their standard 
errors. The significant values are in bold.
coefficient value std. error coefficient value std. error
Ф\ 0.0045 0.0170 Фт 0.0168 0.0170
4>2 -0.0135 0.0170 Фз 0.0210 0.0170
Фз 0.0144 0.0170 Фя -0.0345 0.0170
Фа -0.0087 0.0170 Фю -0.0254 0.0170
Фь 0.0266 0.0170 Фп -0.0234 0.0170
Фб 0.0026 0.0170 Ф\2 0.0546 0.0170
6.561 x IO"5
Normal Q-Q Plot
Figure 16: Residual analysis for the AR(12) model for USD data
18
Figure 16 presents the residuals of the AR(12) process applied to the 
differenced USD data, as well as the normal QQ-plot and the ACF and 
PACF. We can see that the AR(12) model removed all the correlations at 
lags smaller than 13, as it should have. However, there are still some serial 
correlations at larger lags. According to the QQ-plot the residuals are not 
normally distributed either. A Ljung-Box test for the correlations in the 
residuals (see Appendix A.4) provides a p-value that is very close to one at 
all degrees of freedom from one to 20. This suggests that, on all conventional 
significance levels, we have no evidence against the null hypothesis of the 
residuals being white noise. Thus, the AR(12) model was shown not to be 
a perfect fit to the data, but it did make it closer to white noise. We also 
estimated the MA(12) model for the differenced USD series and it gave the 
same significant coefficients and similar residuals as the AR(12).
Next, we tested how leaving out the insignificant coefficients (according 
to the ACF and PACF in Figure 7) in the AR model would change the 
model. We estimated an AR model for the differenced USD data such that 
coefficients other than фд and ф\2 were set to zero. The residual analysis of 
this model is shown in Figure 17 and the parameter values are in Table 2. 
The Ljung-Box test for the autocorrelation in the residuals gives a p-value 
between 0.5 and 1 for all degrees of freedom between one and 20. This 
provides no evidence against the null hypothesis on any conventional signif­
icance level, and thus, according to the test, the residuals can be considered 
to be white noise.
The QQ-plot in Figure 17 shows that the distribution of the residuals 
is symmetric but not normal. The autocorrelation functions of the two AR 
models for the USD data (AR(12) in Figure 16 and AR in Figure 17) have 
the same significant values left (29 and 52) but the AR(12) has 10 more 
(insignificant) parameters. Hence, we choose to work with the AR model 
with only two terms. It is simpler and still removes the significant serial 
correlation at lags 9 and 12.
Table 2: Estimated coefficients for the AR model for the USD data and their 
standard errors. Only the coefficients at lags 9 and 12 were estimated.






Figure 17: Residual analysis for the AR model with parameters only at lags 
9 and 12 for USD data
In addition, we estimated an AR model for the USD series with only the 
coefficients </>g, ф\2 and </>29 as well as an AR model with coefficients </>g, </>12, 
</>29 and </>52, corresponding to the significant peaks in the ACF in Figure 7. 
These models disposed of the peaks at lags 29 and 52, but did not otherwise 
have any effect on the ACF and PACF compared to the AR model with 
only two terms. Removing all the serial correlations is not considered to be 
important as 5% of the values in an ACF plot are expected to be outside 
the boundaries even though the series was white noise (on a 5% significance 
level). Hence, we continue working with the AR model with two terms. 
From now on we refer to this model by merely the AR model of the USD 
data.
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Next we model the SEK series with the ARMA(11,7) model suggested 
by the AIC (Figure 11). The parameters of the ARMA(11,7) model are 
presented in Table 3. The significant values are in bold. The residual anal­
ysis of the ARMA(11,7) applied to the differenced logarithmic SEK series is 
shown in Figure 18. The QQ-plot shows that the residuals are not normally 
distributed, but they are fairly symmetric. The ACE and PACE show that 
there are still some serial correlations but they exceed the expected amount 
of 5% by very little. The Ljung-Box test for the autocorrelation in the resid­
uals of the ARMA(11,7) model provides a p-value close to one for every lag 
until 30. This gives no evidence against the null hypothesis of white noise, 
on any conventional significance level.
Table 3: Estimated coefficients for the ARMA(11,7) model for the SEK data 
and their standard errors. Significant values are in bold.
coefficient value std. error coefficient value std. error
Ф\ 0.0121 0.0142 0.0424 0.0026
Фъ -0.2844 0.0155 Ö2 0.2529 0.0135
Фз 0.2880 0.0161 03 -0.3232 0.0125
Фа 0.1604 0.0288 ØA -0.1893 0.0245
Фь -0.6076 0.0208 05 0.5463 0.0066
Фб -0.0734 0.0294 05 0.1000 0.0068




Фи 0.0818 0.0152 1.679 x IO“5
Although the ARMA( 11,7) was shown to be a good fit to the SEK data, 
it is quite complicated and has several parameters. It could be possible to 
find as good a model with less parameters by estimating an AR model and 
setting some parameters to zero. Since there were significant peaks in the 
ACE and PACE of the SEK data (Figure 8) on lags 1. 2, 3, 5, 11, 14, 16 and 
21. we applied an AR model containing parameters corresponding to these. 
After applying models where not all of these 8 terms were included, we found 
that they were all necessary for removing the significant serial correlations. 
Thus, we decided on an AR model with only the parameters ф\, <fø, Фз- Фъ, 
фи, фи, Ф16 and ф‘2\- The estimated coefficients are presented in Table 4 
and the residual analysis in Figure 19.
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Normal Q-Q Plot
Figure 18: Residual analysis for the ARMA(11,7) model for SEK data
Table 4: Estimated coefficients for the AR model for the SEK data and their 
standard errors. Only the coefficients at lags 1, 2, 3, 5, 11, 14, 16 and 21 
were estimated.
coefficient value std. error
Ф\ 0.0544 0.0169










Figure 19: Residual analysis for the AR model with parameters only at lags 
1, 2, 3, 5, 11, 14, 16 and 21 for SEK data
Comparing this model with the ARMA(11,7) we see that the AR model 
with only 8 parameters is at least as good a fit to the SEK data. The 
distribution of the residuals is not normal but quite symmetric. The AR 
model removed all the significant serial correlations until lag 48 and espe­
cially disposed of the peak at lag 21, which was still visible in the ACE of 
the ARMA(11,7) model. The ACF and PACF (Figure 19) indicate also that 
there are no more serial correlations since only 5% of the peaks reach out­
side the boundaries. The Ljung-Box test for the correlations in the residuals 
provides a p-value close to one for all lags up to 30. Thus, on all conven­
tional significance levels there are no evidence against the null hypothesis of 
the residuals being white noise. We conclude that the AR model with the 
8 parameters is the best choice for modelling the serial correlations in the 
SEK data.
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Finally, we proceed to the GBP series. The AIC (Figure 12) suggests 
an ARMA(2,13) model hence we first estimate it for the differenced loga­
rithmic GBP series. The estimated coefficients are presented in Table 5. 
The significant values are in bold. Since many of the parameters were not 
significant (especially at higher lags), it could be sensible to estimate an AR 
model with some parameters set to zero.
Table 5: Estimated coefficients for the ARMA(2.13) model for the GBP 
data and their standard errors. Significant values are in bold.
coefficient value std. error coefficient value std. error
Ф\ 0.1488 0.0168 07 -0.0010 0.0229
Ф 2 -0.9421 0.0169 08 -0.0218 0.0221
09 -0.0092 0.0226
в1 -0.1071 0.0224 010 -0.0575 0.0177
02 0.8952 0.0223 011 -0.0317 0.0197
03 0.0335 0.0225 012 0.0100 0.0183
04 -0.0612 0.0226 013 -0.0319 0.0198
05 -0.0009 0.0226
06 0.0037 0.0229 O1 2.575 x 10~5
The residual analysis of the ARMA(2,13) model for the GBP data is 
shown in Figure 20. The QQ-plot shows that the residuals are not normally 
distributed but are almost symmetric. The ACF and PACF indicate that 
there are no serial correlations at lags smaller than 21, but some peaks 
at higher lags remain. The Ljung-Box test for the autocorrelation in the 
residuals provides a p-value close to one for all lags until 30. Thus we have 
no evidence against the null hypothesis on any conventional significance 
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Figure 20: Residual analysis for the ARMA(2,13) model for GBP data
To find out whether an AR model with reduced parameters would be a 
better choice for the GBP data we estimate an AR model with only param­
eters фi, Ф2 and øg. We choose these parameters since there are peaks in 
the ACF and PACF in Figure 9 at these lags and the next peak is not until 
lag 20. The estimated coefficients of the AR model are shown in Table 6. 
The residual analysis of the AR model with only the parameters ф\. ф% and 
08 is presented in Figure 21. The residuals are not normally distributed but 
are almost symmetric. The ACF and PACF show that there are still some 
serial correlations in the residuals but not more than in the residual of the 
ARMA(2,13) model (Figure 20). The Ljung-Box test for the autocorrelation 
gives a p-value larger than 0.5 for all lags until 30 which provides no evidence 
against the null hypothesis of white noise, on any conventional significance 
level. This AR model with only three parameters was shown to be as good 
a fit to the GBP data as the ARMA(2.13), and since the AR model is less 
complicated we choose it to model the serial correlations. From now on we 
refer to this AR model with only three terms as solely the AR model of the 
GBP series.
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Table 6: Estimated coefficients for the AR model for the GBP data and their 
standard errors. Only the coefficients at lags 1, 2 and 8 were estimated.
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Figure 21: Residual analysis for the AR model with parameters only at lags 
1, 2 and 8 for GBP data
When we look at the residual series for the chosen AR models in Figures 
17, 19 and 21 we still detect some volatility clustering, i.e., the higher vari­
ances occur together. This kind of behavior can be expected to be better 
captured by applying a heteroskedastic model such as ARCH or GARCH 
(Appendix A.7).
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3.4 Testing for heteroskedasticity
Next we proceed to model the changing volatility in the time series. As 
mentioned earlier, this can be modelled with models of heteroskedasticity 
(see Appendix A.7). To more formally justify the usage of heteroskedastic 
models we calculate some simple statistical measures which show whether 
the variances of the three time series actually change over time. First we 
examine the ten-point moving standard deviations of the differenced USD 
series and the differenced logarithmic SEK and GBP series presented in 
Figures 22, 23 and 24. respectively. The graphs clearly shows that the stan­
dard deviation varies significantly at different time periods. We calculated 
also the 3-point. 5-point, and 20-point moving standard deviations, but the 













Figure 24: Ten-point, moving standard deviation for the differenced loga­
rithmic GBP series
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Next we use the coefficient of variation Cy defined as the ratio of the 
standard deviation a to the mean /i
a
Cv — •
The coefficient of variation is a statistical measure which allows to compare 
how wide spread two probability distributions are, or how large is the change 
in volatility within one time series [SearIs, 1964].
The ten-point coefficient of variation for the three time series are shown 
in Figures 25, 26 and 27. From the figures it is quite clear that the series 
have heteroskedastic characteristics since there are several large (positive 
and negative) values. We again calculated also the 3-point, 5-point, and 
20-point coefficients of variation for the three series, but they were not any 
clearer in detecting the heteroskedasticity than the ten-point versions.
Figure 25: Ten-point moving coefficient of variation for the differenced USD 
series
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Figure 26: Ten-point moving coefficient of variation for the differenced log­
arithmic SEK series
Figure 27: Ten-point moving coefficient of variation for the differenced logrit- 
mic GBP series
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In Figure 28 are the correlogram and partial correlogram for the squared 
differenced USD series and the squared differenced logarithmic SEK and 
GBP series (Appendix A.2). The graph shows that there are a lot of se­
rial correlations in the squared series which also points strongly to a het- 
eroskedastic model.
ACF for squared differenced USD PACF for squared differenced USD
III llllltill l ilt jlil' lit .111 ill III-
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ACF for squared differenced log SEK PACF for squared differenced log SEK
$ . 
§
ACF for squared differenced log GBP PACF for squared differenced log GBP
Figure 28: ACF and PACF for the squared differenced USD series and the 
squared differenced logarithmic SEK and GBP series
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Next we use the Lagrange multiplier method (see Appendix A.9) for 
deriving an ARCH test. This test can confirm whether the heteroskedasticity 
that could be seen in the residuals of the AR models in Figures 17, 19 and 
21 is statistically significant. The test gives a p-value very close to zero at all 
lags between 1 and 30 for all three time series, and thus, on all conventional 
significance levels, we have significant evidence against the null hypothesis 
of no conditional correlations in the variances. This means that an ARCH 
or a GARCH model should be a fairly good fit to the datasets.
Still another method to detect heteroskedasticity is to apply the Ljung- 
Box test (Appendix A.4) to the squared time series [Tsay, 2010]. The possi­
ble autocorrelation in the squared series would mean that we need a model 
of heteroskedasticity to properly model the series. The p-value of the Ljung- 
Box test statistic, for all three datasets, is close to zero suggesting that the 
variances really are serially correlated.
3.5 Estimating ARCH and GARCH models
We start the estimation of ARCH and GARCH processes (Appendix A.7) 
with the simplest models to see if they give satisfying results. We will apply 
ARCH(l), ARCH(2) and GARCH(1.1) models to the three residual series 
of the AR processes chosen in Section 3.3. The GARCH(l.l) is usually 
accurate enough to model the volatility clustering in a time series. And an 
ARCH(m) with m > 2 would not be sensible to estimate since it has more 
parameters than GARCH(1,1).
From a theoretical viewpoint we can argue that a GARCH model should 
be a better fit for the residual data since it allows the model to depend 
also on the past estimated variance and not just the realized variances in 
the residual series (as in ARCH models). This should make it possible for 
the GARCH models to be more accurate than the plain ARCH models. 
There are also more complex ARCH models (Appendix A.7.3) which can in 
some cases be significantly better for the data. However, here we do not 
detect unsymmetric reactions to positive and negative peaks or any other 
exceptional behavior which would require the use of these models.
It should be possible to determine the degree of an ARCH(m) process 
by looking at the PACF of the squared series (Figure 28) [Bollerslev, 1986]. 
If the partial correlogram clearly cuts off after lag h, then an ARCH(h) 
model could be a good fit to the data. In Figure 28 the PACF graphs of the 
squared SEK and the squared GBP series do not have clear cut off points, 
but they die out slowly and there are significant peaks here and there also
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at higher lags. This suggests that a plain ARCH process cannot model these 
two datasets as well as a GARCH process. However, in the PACT of the 
squared USD series the value at lag 1 is significantly larger than the other 
peaks. This points out that an ARCH(l) process could be a good fit to the 
USD data.
We start with applying an ARCH(l) model to the residuals of the AR 
model for the differenced USD data. Figure 29 presents the residuals of 
the ARCH(l) process, a QQ-plot against normal distribution and the ACF 
and PACF. From Figure 29 we see that there are no more significant serial 
correlations, and that the residual series is not normally distributed. The 
residuals seem to still have some volatility clustering left, even though the 
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Figure 29: Residual analysis for ARCH(l) for the residuals of the AR model 
of USD data
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The QQ-plot in Figure 29 shows that the distribution of the residual 
series has heavier tails than the normal distribution. The distribution is 
also quite symmetric. Student’s t-distribution satisfies these conditions and 
thus we examine if the residuals would follow a t-distribution. In Figure 30 is 
a QQ-plot of the residuals against t-distribution with 10 degrees of freedom. 
We tried several different degrees of freedom for the t-distribution, but the 
one with 10 degrees of freedom seemed to be the best fit to the distribution 
of the residuals. We can see that the residual series follows quite well the 
t-distribution.
Student’s t Q-Q Plot
Theoretical Quantiles
Figure 30: QQ-plot for the ARCH(l) residuals of the AR residuals of the 
USD data against t-distribution with 10 degrees of freedom
Although ARCH(l) was shown to be a fairly good model, we estimate 
also the ARCH(2) and the GARCH(1,1) model for the residual of the AR 
model of the USD data to see if the results differ. Especially to see if 
we can remove the remaining volatility clustering. The GACH(l.l) was a 
better model to dispose of the volatility clustering than the ARCH(2). The 
residuals of GARCH(l.l), a QQ-plot against t-distribution with 10 degrees 
of freedom and the ACF and PACF are presented in Figure 31. According 
to the residual analysis the GARCH(1,1) applied to the residuals of the AR 
model is also a good fit to the data. There are no serial correlations, the 
residuals appear to be close to white noise and they are t-distributed with 
10 degrees of freedom.
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Student’s t Q-Q Plot
Figure 31: Residual analysis for GARCH(1,1) for the residuals of the AR 
model of USD data. QQ-plot against t-distribution with 10 degrees of free­
dom.
When we compare the residual analysis of the ARCH(l) and the 
GARCH(1,1) for the USD data (Figures 29 and 31) we see a few differ­
ences. The residual series of ARCH(l) seems to still have some volatility 
clustering, but for GARCH (1,1) the series is more stable in terms of vari­
ance. Then again, the ACF and PACF show that the serial correlations (even 
though not significant) are a little larger for the GARCH(1,1) process. All 
in all, GARCH(1,1) might be a better model, since it removed the volatility 
clustering which was the aim of applying the models of heteroskedasticity.
Next we applied ARCH(l), ARCH(2) and GARCH(1,1) models to the 
residuals of the AR model for the differenced logarithmic SEK series. As 
happened with the USD data, the ARCH(l) and ARCH(2) models did not 
remove the volatility clustering as well as the GARCH(1,1) model. The 
residual analysis of the GARCH (1,1) applied to the AR of the SEK data is 
shown in Figure 32. The QQ-plot is against t-distribution with 10 degrees 
of freedom which was again the best fit. There are no more significant 
serial correlations. The few peaks that reach outside the boundaries in the 
ACF and PACF are considered to be meaningless since 5% of the values are 
expected to be outside the boundaries even if the series is white noise. Also, 
there is no more visible volatility clustering in the residual series.
35
Student’s t Q-Q Plot
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Figure 32: Residual analysis for GARCH(1,1) for the residuals of the AR 
model for SEK data. QQ-plot against t-distribution with 10 degrees of 
freedom.
Finally we estimated the ARCH(l). ARCH(2) and GARCH(l.l) models 
to the residuals of the AR model of the differenced logarithmic GBP series. 
The GARCH (1,1) is again clearly the best model and its residual analysis 
is presented in Figure 33. The QQ-plot is again against t-distribution with 
10 degrees of freedom, which was the best fit to the series. There are still 
some serial correlations according to the ACF and PACF but as was already 
pointed out, it is not always necessary to remove all the serial correlations 
at the expense of adding more parameters. The residual series seems to be 
very close to white noise and the volatility clustering is no more significant.
All in all, the GARCH(l.l) was the best fit to all three residual series 
and it removed the heteroskedastic effects quite efficiently. Thus, we have 
succeeded to model both the serial correlations (with ARMA models) and 
the volatility clustering (with models of heteroskedasticity) in the three ex­
change rate series.
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Student's t Q-Q Plot
Figure 33: Residual analysis for GARCH(1,1) for the residuals of the AR 
model for GBP data. QQ-plot against t-distribution with 10 degrees of 
freedom.
3.6 Dividing the data
Even though we concluded that the ARMA and GARCH models estimated 
in previous sections are a good fit to the datasets, we still look into the 
possibility of finding a better model by dividing the data into two parts. 
When we look at the residual series of the AR model of the USD data 
(Figure 34) we can detect two different parts of the data (separated by the 
red vertical line). During the first part (from the beginning of the data until 
the end of 2007) there is relatively less volatility than during the second 
part (from the beginning of 2008 until the end of the data). The increased 
volatility after the year 2008 is likely to be due to the worldwide financial 
crisis which made investments in foreign currency riskier than before. Now 
we will estimate some ARCH and GARCH models separately to the two 
parts to see if this improves the goodness of fit for the heteroskedastic models 
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Figure 34: The residual series of the AR model for USD data. The data is 
divided at the red line.
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Figure 35: Residual analysis for ARCH(l) for residuals of the AR model of 
USD data. QQ-plot against t-distribution with 10 degrees of freedom. First 
part of the data.
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We estimate ARCH(l). ARCH(2) and GARCH(1.1) for both parts sep­
arately. For the first part, the three models showed very similar results in 
terms of residual analysis and Ljung-Box test. Hence, we would choose the 
simplest model, i.e., ARCH(l) for the first part. The residual analysis for 
ARCH(l) applied to the residuals of the AR model of USD data is shown in 
Figure 35. The QQ-plot is constructed against t-distribution with 10 degrees 
of freedom. We tried several different degrees of freedom, but the distribu­
tion with 10 degrees of freedom seemed to be the best fit. The Ljung-Box 
test for the autocorrelation in the residuals of ARCH(l) gives a p-value of 
0.734 at lag 1, and stays above 0.3 for all other lags. This suggests that the 
residuals actually can be considered to be white noise.
When we compare the residual analysis of ARCH(l) for the first part 
and GARCH(l.l) for the whole data (Figure 31) we see that there is more 
volatility clustering in the first part residuals. In addition, the ACF and 
PACF show that there are more serial correlations in the first part. This 
suggests that maybe the AR model is not good for the first part of the data 
but was chosen because it modelled well the correlations in the second part 
of the USD data.
For the second part the GARCH(l.l) model made the residuals closer to 
white noise than the plain ARCH models and thus we choose GARCH(1,1) 
for the second part of the data. The residual analysis of GARCH(l.l) applied 
to the AR model residuals for the second part of USD data is presented in 
Figure 36. The Ljung-Box test for the autocorrelation in the residuals of 
GARCH(l.l) gives a p-value of 0.294 at lag 1 and a p-value larger than 0.5 
for other lags. This means that, on all conventional significance levels, the 
residuals can be considered to be white noise.
Compared to the GARCH(l.l) for the whole data, the residual series 
of GARCH(l.l) for the second part is quite similar. There are no serial 
correlations in either of these series. The residuals of the GARCH(1,1) for 
the second part are t-distributed with 10 degrees of freedom, as were the 
residuals for the whole data.
We could say that there is more heteroskedasticity in the second part 
of the USD data than the first part since a GARCH model was needed for 
the second part as for the first part an ARCH model was enough. However, 
applying a GARCH model also to the first part can only make the model 
more accurate and thus there is no reason not to use the GARCH(l.l) 
model for the whole data, as we did earlier. It is also more convenient and 
less complicated to use one model instead of two different models, and thus
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Figure 36: Residual analysis for GARCH(1,1) for residuals of the AR model 
of USD data. QQ-plot against t-distribution with 10 degrees of freedom. 
Second part of the data.
we conclude that the GARCH(1,1) applied to the whole residual series of 
the AR model is the best fit to the USD data.
The SEK and the GBP series were quite similar to the USD data and 
it seems that dividing them would not provide better goodness of fit since 
this was the case for the USD data. In Figures 8 and 9 the differenced 
logarithmic series of SEK and GBP data do not seem to even have clearly two 
different parts since there are more volatility also in the beginnings of these 
two datasets compared to the USD data. Thus, we might have to divide 
the SEK and the GBP series to at least three parts which would make the 
model significantly more complex. In addition, the models found earlier were 
already sufficiently accurate which makes dividing the data unnecessary.
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4 Conclusions
In this thesis we took three exchange rate datasets, namely the United States 
dollar (USD), the Swedish krona (SEK), and the pound sterling (GBP), 
each against the euro, and studied them from the point of view of time 
series analysis. The aim was to find time series models which explained the 
behavior of the series as accurately as possible while keeping the number 
of parameters in the models at a sensible level. The three time series were 
quite similar but had also some differences. Especially the behavior of the 
SEK data after the financial crisis in 2008 was distinctively different from 
the other two series.
The modelling included two parts: first we removed the serial correla­
tions using autoregressive moving average (ARMA) models and then applied 
models of heteroskedasticity to the residuals of the ARMA models to elimi­
nate the volatility clustering. The serial correlations were caused by the fact 
that the rate of today usually depends somehow on the past values. The 
volatility clustering, meaning that higher variances occur together, can be 
explained by normal human behavior. At uncertain times the rate varies 
greatly as at more stable times the rate hardly fluctuates at all.
Before starting the actual modelling of the datasets we discussed the role 
of volatility in economic time series. Volatility here means the non-constant 
fluctuations around a constant mean or a trend line and is of particular 
interest since it is closely related to risk. Risk in the exchange market, as 
on any economic market, is the factor which along with the previous prices 
determines the current price of the asset. Thus understanding and modelling 
changes in volatility is crucial.
The phenomenon of volatility clustering and time-dependent variances is 
called heteroskedastic effect. This property of the data can be modelled with 
models of heteroskedasticity, the most common of which are autoregressive 
conditional heteroskedasticity (ARCH) and generalized autoregressive con­
ditional heteroskedasticity (GARCH) models (introduced by [Engle, 1982] 
and [Bollerslev, 1986]).
The analysis of the three exchange rate data was started by choosing 
a suitable ARMA model for each of the datasets. We used the Akaike in­
formation criterion and the Bayesian information criterion to determine the 
number of parameters needed for the model to sufficiently remove the serial 
correlations. We applied several models to each data and used graphical 
residual analysis containing normal QQ-plots, correlograms and partial cor-
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relograms to finally decide on the best models. The chosen ARMA models 
were an AR model with only parameters фд and ф\2 for the USD data, an 
AR model with parameters ф\, ф2, фз, Фъ, Фп, Фи, Ф\& and ф21 for the SEK 
data and an AR model with parameters ф\, ф2 and </>§ for the GBP data. 
These models removed all the significant serial correlations in all three time 
series.
In the residuals of the chosen ARMA models we could detect some 
volatility clustering which pointed to the necessity of models of heteroske- 
dasticity. However, we also tested more formally whether there were het- 
eroskedastic effects in the data. We studied the moving standard deviations 
and moving coefficients of variation and they indicated that all three series 
had heteroskedasticity in them. We also applied an ARCH test based on 
the Lagrange multipliers and it pointed clearly to heteroskedasticity in the 
three datasets.
Next we applied some simple models of heteroskedasticity to the resid­
uals of the three AR models. We estimated the ARCH(l). ARCH(2) and 
GARCH(l.l) models to each residual series. By looking at the residual 
analyses of these models we concluded that the ARCH(l) and ARCH(2) 
could not remove the volatility clustering in any of the datasets but the 
GARCH(1,1) was a good fit for all three time series. It disposed of the 
volatility clustering and there were no serial correlations in the residual se­
ries. We also detected that the residuals followed closely a t-distribution 
with 10 degrees of freedom.
Finally, since there were two distinctively differently behaving parts in 
the USD data, we studied whether modelling these two parts separately 
would give even better results. However, modelling the two parts individ­
ually did not provide significantly better goodness of fit than having one 
model for the whole USD data. We concluded that this would probably be 
the case for the SEK and the GBP data also, since they were similar to the 
USD data.
All in all we were satisfied with the models we found for each dataset. 
They described well the behavior of the three exchange rate datasets mod­
elling both the serial correlations and the heteroskedasticity in the data. The 
models were also relatively simple and did not have too many parameters 
to be sensible in practice.
While the results of this study were quite satisfying even more accurate 
models could be achieved by using more complex ARCH models (Appendix 
A.7.3). Thus, the next step would be applying several other ARCH based
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models and comparing the results with the residual analyses and other in­
dicators of goodness of fit of this study. Probably these models would not 
give significantly better results than the GARCH (1.1) model, since it was 
already a good fit, but checking this could be useful.
Another approach for continuing with the theme of this thesis would 
be to take other economic datasets, model them and compare the results 
with this study. It would be interesting to see what kind of similarities 
and differences can be found. This could give some deeper insight into 
how exchange rates and other economic time series (e.g., stock share prices) 
differ. In the exchange rate series we found no seasonality of any kind, 
but we cannot say if this is merely a coincidence and there might be some 
seasonality in other time series of exchange rates or other economic series. 
The existence of, e.g., a 5-day seasonality would be sensible since the data 
are usually only for weekdays and the events during the weekends could have 
a larger effect on the rates. Also, comparing the heteroskedastic effects in 
the data would be interesting.
A third possible way to extend this study would be to apply multivariate 
GARCH models to a set of exchange rates [Engle and Kroner, 1995]. These 
models combine the heteroskedasticity of several time series and model them 
together. Thus, if there is some dependence in the volatility clustering of 




A time series with independent, identically distributed random variables is 
called white noise. The process has got its name from the fact that it has 
all frequencies equally present, as in white light. A time series {yt} is a 
Gaussian white noise process if
Vt = £t, (2)
where {et} is a sequence of independent random variables which follow a 
normal distribution with mean zero and variance a2. [Davison, 2011]
A.2 ACF and PACE
Empirical autocorrelation function ACF (or correlogram) of a time series is 
a useful tool for examining the serial correlations. To calculate the empirical 
autocorrelation function we first need the empirical autocovariance function 
of equally spaced data yi, ...,yn, which is
1 n—h
lh = n _ h _ i Ufø* ~ y)(Vi+h - У), /г = 0,1,...,n-2, (3)
1 i=l
where у is the average of yb...,yn, i.e., у = £ £Г=1 Vi- The empirical 
variance of the data yi,..., yn is 70 — ^r[(yi — y)2. The correlogram is 
then a plot of the empirical autocorrelation function ph = 7/1/70 against the 
lag h. ph takes values between -1 and 1 (ph € [—1,1]) and we always have 
Po = 1.
Let yo, • • - ун be successive observations of a stationary time series and 
let y0 and у/, be such linear combinations of yi,..., yh that they minimize 
E{(yo — Уо)2} and E{(yh — yh)2}, respectively. The partial autocorrelation 
function (PACE) is
pi = corr(y0, yi), ph = corr(y0 - y0, у/j - y/i), h = 2,---- (4)
The ACF shows the plain correlation between the data and its past value 
h time steps ago. The PACF. on the other hand, shows the conditional 
correlation between the data and its past value at lag h, given that the 
datapoints in the middle (at lags 1,2,..., h - 1) are held constant.
When illustrating the ACF and PACF we usually add dashed horizontal 
lines at ±2/у/n, where n is the number of observations. If the ACF or PACF
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value at some lag h is outside these error boundaries this suggests that there 
is serial correlation at that lag, on the 5% significance level. However. 5% of 
the values are expected to be outside the boundaries even though the series 
really had no serial correlation.
A.3 ARMA models
Autoregressive moving average (ARMA) processes [Yule, 1926,Slutsky. 1927] 
are the most common set of time series models. They explain the behavior 
of the series by correlations to the previous values and previous errors in the 
same series. A time series {Yt} is an ARMA(p,q) process if
P 9
4>iYt-i + Et + (5)
i=l i=l
where et ~ A/r(0, a2) is a white noise series (see Appendix A.l) and фг 
and 0{ are constants. The first two terms of (5) form the autoregressive 
part of the model and the latter two terms the moving average part. An 
ARMA(p,q) model is weakly stationary if the parameters satisfy \фг\ < 1 
for all i E {1,... ,p} and the roots of
ФЩ = 0 (6)
lie outside the unit circle. Here ф{Ь) = 1 - ф\Ь — ф2Ь2 — ... - фрЬР is 
the autoregressive operator. Thus, the stationarity of an ARMA process 
depends only on the parameters of the autoregressive part.
An ARMA(p, q) process can also be written with the lag operator (Lxt = 
Zt-i) as follows
4>{L)Yt = 0(L)et, (7)
where ф(Ь) — 1 — ф\Ь — ф2Ь2 — ... — фрЬр is the autoregressive operator 
and 6{L) — 1 + 0[L + 02L2 + ... + 6pLp is the moving average operator.
A.4 Ljung-Box test
The Ljung-Box test [Ljung and Box, 1978] belongs to the family of Port­
manteau tests and is used to determine whether a time series is just white 
noise. The test statistic in Ljung-Box test looks at the residual correlation 
at individual lags and takes into account their magnitudes as a group. The 
formulation is
Q{K) = n[n + 2)(+ + (8)
\n- 1 n — 2 n - К)
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where ph is the empirical autocorrelation (see Appendix A.2) of the series 
at lag h, n is the sample size and К is the maximum number of lags being 
tested.
The null hypothesis is that the series is white noise, i.e., Hq: p\ —
... рк = 0, and the alternative hypothesis is H\. pi ф 0 for some i € 
K}. Under the null hypothesis the test statistic Q has an approxi­
mate chi-square distribution with К degrees of freedom (Q(K) ~ y2).
The decision rule is to reject Hq if Q(K) > y2, where Xq is the 100(1 — 
a)th percentile of the chi-square distribution with К degrees of freedom. 
The p-value, on the given significance level a, is then the probability of 
obtaining a test statistic at least as extreme as the one that was actually 
observed, assuming that the null hypothesis is true. Thus, if the Ljung-Box 
test provides a p-value smaller than the chosen significance level we have 
evidence against the series being uncorrelated for some lag h < K, at that 
significance level.
A.5 Information criteria
The Akaike information criterion is a way to compare the goodness of fit of 
different time series models [Akaike, 1973]. It is calculated
AIC = —2/(0; y) + 2k, (9)
where 1(6: y ) is the log-likelihood of the model, 6 is the maximum likeli­
hood estimator and к is the number of parameters in the model. A larger 
likelihood means that the model is more likely to have produced the data 
than an other model with a lower likelihood. Adding parameters to a model 
always improves the likelihood, and thus we need a penalty term (2k in (9)) 
to prevent too complicated models. The lower is the AIC the better fit the 
model is to the data.
The Bayesian information criterion is similar to the AIC, but it puts 
more weight on the penalty term especially with large datasets [Akaike, 
1980]. The formula is
BIC = -21(6-, y) + k\og(n), (10)
where l(6;y) is the log-likelihood with the maximum likelihood estimator 




Sometimes the error terms of a time series have different variances at differ­
ent times even though they are uncorrelated with each other. In this case 
the series is said to have heteroskedastic effects [Hamilton, 1994]. On the 
other hand, if the variance of the error terms stays unchanged the series is 
called homoskedastic.
A.7 Models of heteroskedasticity
When the variance clearly does not stay the same at different parts of the 
series, there are probably heteroskedastic effects, i.e., the variance is time 
dependent and correlates with the previous variances. This kind of series 
can be modelled with autoregressive conditional heteroskedasticity (ARCH) 
models, generalized autoregressive conditional heteroskedasticity (GARCH) 
models, and many variations of these.
The ARMA processes (Appendix A.3) model the serial correlations in a 
time series whereas the processes of heteroskedasticity model the correlation 
of the variances. It is important to note the difference between unconditional 
and conditional variances. The unconditional variance of the residuals is a 
constant also for models of heteroskedasticity, but the conditional variance 
can change over time.
A.7.1 ARCH
The autoregressive conditional heteroskedasticity (ARCH) model introduced 
in [Engle, 1982] is the first and simplest of the heteroskedastic models. 
ARCH is a nonlinear, stationary time series model which allows the variance 
°7 to depend on the past values of the series. This makes it possible for the 
model to follow the natural pattern of volatility clustering. When the past 
variances are high the model estimates the next variance to be higher than 
it would be in case of low past variances. The coefficients in the ARCH 
model determine how fast the effect of past variances dies out.
A time series process {ut} is an ARCH(m) if the square of ut can be 
described as an AR(m) process [Hamilton, 1994]:
ut = C + + ot2Ut_2 + ... + amu2_m + wt, (11)
where Wt is white noise with zero mean and
Var(wt) = A2. (12)
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Another representation for an ARCH(m) process is
ut = y/ht-vt, (13)
where vt is a white noise series with zero mean and unit variance. The 
coefficient ht is calculated according to
m
ht = C + X] aJut~j = C + A(L)ut2, (14)
i=i
where Lxt = xf_i is the lag operator and A(L) - J^jLi ajLj the coeffi­
cient operator. Both of these representations ((11) and (13)) lead to the 
conditional variance of щ to be
E(ut I 2, • • •) — C + + q2M2_2 + • • ■ + amit2_m, (15)
which depends on the past variances and can change over time. The uncon­
ditional variance, however, remains constant.
Since ht must always be positive (because of the square root) the series 
Щ in (11) has to be bounded from below by —( and the coefficients must 
satisfy the conditions C > 0 and aj > 0, j = l,...,m. The first coefficient 
C represents the long-term mean of the variance and the other coefficients 
Otj determine how fast the effects of a shock die out.
Stationarity is an important property of a time series process, since many 
time series models are derived for stationary series only. A process is co- 
variance stationary if its mean and variance do not change over time and 
the correlation between two points depends only on the time distance be­
tween the points. An ARCH(m) process is covariance stationary (or weakly 
stationary) if the roots of
1 — Oi\L — Q2 L2 — ... — amLm — 0 (16)
lie outside the unit circle [Hamilton, 1994].
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A.7.2 G ARCH
The ARCH model was found useful but to get good fits a large number of 
parameters m was required. To overcome this problem another model type 
was developed. An ARCH(m) model allows the conditional variance to de­
pend on the past sample variances but in a generalized autoregressive con­
ditional heteroskedasticity GARCH(r, m) model the variances depend also 
on the lagged conditional variances [Bollerslev, 1986], thus less parameters 
are needed.
A time series process {iq} is a GARCH(r, m) if
ut = y/ht ' vt, (17)
where vt is a white noise series with zero mean and unit variance. The 
coefficient ht is
r m
ht = к + У' ßj ht-j + 5X, 
j=i i=i
- K + B(L)ht + A{L)u%, (18)
where к — (1 — ß\ — ß2 —----- ßr)C- The latter form in (18) uses the lag op­
erator L. i.e., L\Xt = x(_i and the coefficient operators A(L) = YIJLi aj^ 
and B(L) = Y?j=\ßjlj. It is required that £ > 0, aj > 0,j = l,...,m 
and ßj > i).j = 1,,r. These restrictions for the coefficients are needed 
to ensure that ht is always positive.
A GARCH(r, m) process is covariance stationary if the roots of
1 ~ {ßi + oti)L — (ß2 + ot2)L" — ... — (ßp + ap)Lp — 0, (19)
where p is the larger of r and m, are outside the unit circle [Hamilton, 1994].
Actually, a GARCH process relates to an ARCH process quite directly 
as GARCH can be shown to be equivalent to ARCH(m), where m —> oo 
[Hamilton, 1994]. Thus, a GARCH process is a generalization of an ARCH 
process.
A generalized ARCH process with infinite number of parameters is






This can be parameterized as the ratio of two finite-order polynomials [Hamil­
ton, 1994]
-(t\ _ a(L) _ ctiL + a2L'2 4------ VamLm
т=т ~ ~hi -m — »ru ■ (22)
We assume that the roots of 1-/3(L) = 0 lie outside the unit circle and thus 
we can multiply both sides of equation (20) by 1 — /3(L). The result is
[l-ß(L)]ht = [l-ß(L)]C + a(L)u2t, (23)
which is equivalent to
Ы — к + ßiht-i + ßzht-z + • • • + ßrht-r
+ <W_2 + ••• + amUj_m, (24)
where к — (1 — /3i — /32 — • • • — /3Г)С- This is exactly the definition of a 
GARCH(r, m) process presented earlier in (18).
GARCH connects also to ARMA models as the variance in a GARCH 
process follows an ARMA model. The following representation of a 
GARCH(r, m) model shows this connection.
max(m,r) r
= K + 53 (“i + ßi)ut-i +Vt~Yl PjVt-j, (25)
j=1
where // = vß — /q. GARCH models have been proven quite effective 
and because of the possibility to depend also on past estimated variances, 
GARCH (1,1) model is often enough to model the heteroskedasticity in a 
time series.
A.7.3 Other models of heteroskedasticity
Even though ARCH and GARCH models are quite efficient they have some 
limitations which have inspired several more complicated models. First of 
all, ARCH and GARCH models require the coefficients to be non-negative, 
but in reality there can be negative correlations between current values 
and future volatility [Black, 1976]. This problem is solved by exponen­
tial GARCH (EGARCH) model [Nelson. 1991], where taking the logarithm 
ensures that the variance never becomes negative even with some negative 
coefficients. The formula for the ht in (17) in an EG ARCH process is [Hamil­
ton. 1994]
loght = C + 53' (IVt~iI - E\vt-jI + Nvt-j}, (26)
3=1
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where vt is normally distributed with zero mean and unit variance. This 
model is sometimes easier to estimate, compared to a GARCH model, since 
the ht is always positive with any chosen parameters.
Another problem with ARCH and GARCH models is the symmetric 
reactions to positive and negative shocks, unlike what might happen in re­
ality. The parameter N in (26) allows the model to react differently to 
these shocks. The issue is also solved with, e.g., the threshold GARCH 
(TGARCH) model [Zakoian, 1994]. where an extra term is added to equa­
tion (18) to allow different behavior in the case of positive versus negative 
shock. The formulation of (18) for a TGARCH model is [Tsay, 2010]
ht = K + ]Г(а* + 7iJVt_i)u?_i + ^2 ßjht-j’ (27)
i=l j=l
where к, cq. /Зг and 7, are nonnegative parameters satisfying similar condi­
tions as those of GARCH models. Nt—i is an indicator for negative Щ-i
f 1 if Щ-i < 0 
1 0 if Щ-i > 0 (28)
From among the numerous GARCH model types we mention also the 
GARCH-in-mean (GARCH-М) model [Engle et ah, 1987] where a hetero- 
skedasticity term is added also to the main equation (17), and the integrated 
GARCH (IGARCH) model where the coefficients in (18) are restricted to 
satisfy [Bollerslev, 1986]
m r
Eai + E& = L (29)
3=1 f=i
This limitation ensures that the GARCH process has a unit root.
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A.8 Estimation method for ARCH and GARCH models
The simple heteroskedastic ARCH and GARCH models are usually esti­
mated using the maximum likelihood approach [Bera and Higgins, 1993].
If we assume that the white noise series vt in (13) is Normally distributed 
then the conditional likelihood function of an ARCH(m) model is




where a = (С,сцis a vector consisting of the coefficients in the 
model [Tsay, 2010].
Maximizing the likelihood function is equivalent to maximizing its log­
arithm. which is usually easier to compute. The conditional log-likelihood 
function of an ARCH(m) model is











! /7 \ 1 U}
l0g№) + 2Ы (32)
Then again, if the white noise series vt is assumed to be t-distributed 
with w degrees of freedom, then the conditional log-likelihood function takes 
the form [Tsay, 2010]




(w - 2)ht + 2 los(^)
(33)
where Um - щ,... ,um.
Once the log-likelihood function has been determined the correct param­
eter values are found by calculating the maximum likelihood estimate. It is 
numerically computed by a Quasi-Newton optimizer.
To estimate GARCH models a two-pass estimation method can be used 
[Tsay, 2010]. This means that the parameters are estimated using the 
ARM A representation of the squared series in formula (25) and the max­
imum likelihood method. Let the AR and MA coefficient estimates be фг 
and 6i. The GARCH estimates are then Д = вг and аг — ф{ — вi.
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A.9 LM-test for heteroskedasticity
The Lagrange multiplier test is an often used tool for detecting heteroske­
dasticity in a time series. The squared values of the series {u<} are regressed 
on a constant and m of its own lagged values:
ut= C + + <W_2 + + ocmu2t_m + et, (34)
for t — 1,2,T, where T is the sample size [Hamilton. 1994].
The null hypothesis is that there are no heteroskedastic effects (H0: 
c*l = c*2 = ... = atm — 0), i.e., no volatility clustering or correlation in the 
variances. The alternative hypothesis is that there exists i s.t. аг ф 0.
The test statistic is the usual F-statistic for the regression on the squared 
series which, under the null hypothesis, follows a ^-distribution with m 
degrees of freedom. Thus, if the test provides a p-value smaller than the 
chosen significance level, there is evidence against the null hypothesis and 
there probably is heteroskedasticity in the data.
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