We use two unsupervised machine learning algorithms, Shared Nearest Neighbor (SNN) and EnLink, as a single approach to identify stellar groupings in the Orion star-forming complex as an application to the 5-dimensional astrometric data from Gaia DR2. The algorithms present two different ways to limit user bias when evaluating the relative weights among the astrometric parameters, automatically determined by the machine and through a standard procedure by monitoring several outcome measures. Both algorithms complement each other and produce similar stellar groups. Because SNN groups have a much smaller spread in proper motions compared to EnLink, we use EnLink, which requires no input, as a first pass tool for group identification and validation. We then used the SNN algorithm to dissect the Orion star-forming complex. We identify 21 spatially-and kinematically-coherent groups in the Orion complex, nine of which previously unknown. The groups show a wide distribution of distances extending as far as about 150 pc in front of the star-forming Orion clouds, to about 50 pc beyond them where we find, unexpectedly, three groups. Our results expose to view the wealth of sub-structure in the OB association, within and beyond the classical Blaauw Orion OBI sub-groups. A full characterization of the new groups is of the essence as it offers the potential to unveil how star formation proceeds globally in large complexes such as Orion. The data and code that generated the groups is provided in this Letter.
Introduction
Disentangling between different young populations of similar ages in nearby star-forming regions promises to allow an accurate reconstruction of the star formation process of local giant molecular clouds and provide new insight into how young stellar populations form and disperse to build the Galactic field. Traditionally, distinguishing nearby young stellar populations with ages younger than ∼ 100 Myr has been a difficult task mostly because of the large solid angle in the sky that needs to be covered, and, when only photometry is available, sample contamination can severely hamper the analysis. Recently, the Gaia mission has begun providing massive amounts of all-sky and high-quality photometry and astrometry, dramatically improving this situation. Clustering techniques are naturally becoming mainstream statistical tools for astronomers trying to identify populations of stars, but reproducibility can be problematic.
An obvious target to disentangle young populations leaving their natal gas is the Orion complex, the closest massive starforming region to Earth (see Bally 2008; Alves & Bouy 2012; Bouy et al. 2014; Bouy & Alves 2015; Kubiak et al. 2017; Zari et al. 2017; Kounkel et al. 2018; Kos et al. 2018) . It is tempting to explore the Orion complex in the full 6d phase space, but unfortunately only a fraction of stars in the Complex have radial velocities available. Recently, Kounkel et al. (2018) computed the distance matrices for stars with 3d (APOGEE (Majewski et al. 2017) ), 5d (Gaia DR2), and 6d (APOGEE-Gaia) information separately and normalized them to produce a joint distance matrix. With a hierarchical clustering algorithm, they classified the Orion Complex into five components, Orion A, B, C, D, and λ Ori. Similarly, Kos et al. (2018) introduced a custom metric in 6d phase space which contains a factor that makes distances calculated with 5d and 6d information compatible. Adopting an iterative approach instead, they identified 5 clusters in the Ori OB 1a association, including one estimated to be 21 Myrs old.
The approaches in Kounkel et al. (2018) and Kos et al. (2018) both involve inexplicit assumptions about missing dimensions. In this work, we choose to omit radial velocities, given their limited availability, and focus on the 5d phase space in Gaia DR2. Instead of scaling all dimensions to the same length, we adopt two algorithms that weigh the astrometric parameters differently as a unified approach. EnLink (Sharma & Johnston 2009 ) partitions the entire sample into uniform chunks and uses a locally adaptive metric suitable to each chunk, which is automatically determined by the machine. On the other hand, we modified the metric introduced in Shared Nearest Neighbor (SNN) by Ertoz et al. (2003) A&A proofs: manuscript no. orion_snn in 3d spatial locations and 2d kinematics respectively. We will explore the parameter space extensively in order to remove user bias in parameter selection and demonstrate the stability of our final results across a range of parameter values as well as comparing the results from both algorithms. In Section 2, we will briefly describe our sample selection. In Section 3, we will describe our methodology in detail, including the heuristics behind the EnLink and SNN clustering algorithms, parameter tuning, and ways to verify the stability of our recovered stellar groups. In Section 4, we will closely examine the groups we recover with both algorithms. The data and code that produced the results presented in the Letter can be found at http://...
Data
The data we use in this work will be Gaia DR2, which provides precise positions in the sky (α, δ), parallaxes ( ), and proper motions (µ α , µ δ ), for over a billion stars (Gaia Collaboration et al. 2018) . We adopt the same selection criteria as Kounkel et al. (2018) to restrict our sample to the Orion complex. A total of 9,218 stars are left for classification after applying the cuts in (α, δ, , µ α , µ δ ) as well as Gaia's BP-RP color 1 and G-band magnitude. We define classification as assigning valid group labels to stars by our clustering algorithms. Unclassified stars are thus treated as noise. We convert the right ascension (α), declination (δ), and parallax of every star into 3d rectangular coordinates (x, y, z) with Astropy (Astropy Collaboration et al. 2013; PriceWhelan et al. 2018) . Since the distance to the Orion complex is relatively close, we use the reciprocal of parallax as our distance estimate. We then recenter our sample so the mean values of 3d rectangular coordinates, (x,ȳ,z), is at (0 ,0 ,0).
Methodology
One of the main challenges associated with clustering in our 5d phase space is how to find the ideal balance among the degrees of variation in astrometric parameters. Members of a stellar group could have a large spread in (α, δ, ) but little spread in proper motions or the exact opposite. The most common approaches would be to normalize astrometric parameters to a common range or by their measurement errors and feed the transformed data to clustering algorithms as vectors. However, these approaches do not promise the optimal balance. Therefore, we propose two distinct clustering algorithms, EnLink and SNN. EnLink will automatically pick the balance for us even if the geometry of our data space is not uniform, while we adopt a standard procedure in unsupervised machine learning to find the balance for SNN. We refer to all structures recovered by the SNN algorithm in the Orion field as groups to avoid confusion.
EnLink
EnLink is a density-based hierarchical clustering algorithm and uses a locally adaptive Mahalanobis metric. The Mahalanobis distance is defined as
where d is the dimensionality of our data set, x and y are vectors in our 5d phase space for two stars, and Σ(x, y) is the covariance matrix of data in local volumes containing x and y respectively. In practice, Σ(x, y) is approximated with 1/2(Σ(x) + Σ(y)). Σ(x) 1 BP and RP are the Gaia red and blue bands and Σ(y) are calculated separately through a partitioning scheme such that points are as uniformly distributed as possible in each partition. The balance among our five astrometric parameters is determined in each of these local partitions through the covariance matrices Σ. This metric is particularly useful when our data space is not uniform. For example, if α and δ anti-correlate for stars in a certain partition, as in the case of IC 2118, EnLink will prioritize the search for structures that do not follow this relationship in that partition. EnLink minimizes the need for parameter selection so we use the default values for all parameters. This feature of EnLink makes it perfect for exploratory analysis, while SNN requires more knowledge of the data set and parameter tuning.
SNN

Introduction to SNN
The Shared Nearest Neighbor (SNN) clustering algorithm can be viewed as a modified version of DBSCAN, short for DensityBased Spatial Clustering of Applications with Noise (Ester et al. 1996) . SNN inherits the same mechanism as DBSCAN, but adopts the Jaccard distance metric of nearest neighbors in 5d space, to make the density threshold more flexible. The Jaccard distance is defined as
where S A and S B represent the sets of neighbors for two stars, A and B, and the absolute value signs represent the cardinal/size of a set. If two stars share identical neighbors, |S A ∩S B | and |S A ∪S B | would be identical and thus the distance between them would be at minimum 0. If A and B share no neighbor, the distance between them would be at maximum 1.
Modification to SNN
SNN in general follows three steps: 1) Retrieve the nearest neighbors based on some selection criteria; 2) Compute the Jaccard distance between every pair of objects and create a distance matrix; 3) Perform DBSCAN clustering with the precomputed distance matrix. Our modified SNN differs from the generic version in Step 1 where we first retrieve the same number of nearest neighbors for every star in rectangular spatial coordinates, (x, y, z), and then prune those with dissimilar proper motions in order to keep neighbors that share both similar spatial locations and proper motions, similar to (Chen et al. 2018) . Two parameters are thus involved in the selection of the nearest neighbors, n xyz and d pm . n xyz is the number of nearest neighbors for every star in the rectangular coordinate converted from RA, Dec, and parallax from Gaia DR2. d pm is the maximum difference allowed in proper motion vectors between a star and its nearest neighbors in spatial coordinates. This modification is the novelty of our SNN clustering algorithm. Indeed, there are many other clustering algorithms available that mitigate the fixed density threshold in DBSCAN, such as OPTICS and HDBSCAN. However, without an appropriate metric to measure the proximity between stars in our 5d phase space, clustering algorithms are unlikely to obtain clusters in all dimensions. We will briefly discuss the tuning of these two parameters in Section 3.2.3 and in detail in Section B in the appendix.
Step 1 outputs a list of nearest neighbors in our 5d space for every star. The minimum significance level of the groups is set at 5 sigmas. We kept about one-third of the densest members in each group and afterwards only groups with more than twenty stars. Even though we applied these cuts, the stellar groups recovered by EnLink still have large spreads in proper motions (see the last column). The balance among the five astrometric parameters automatically determined by EnLink seems to favor celestial coordinates and parallax over proper motions.
Step 2 takes the lists of nearest neighbors from step 1 and converts them into a distance matrix by computing the Jaccard distance between every pair of stars.
DBSCAN clustering comes in Step 3. Technically, any clustering algorithm that allows a precomputed sparse distance matrix could be used in this step. However, we used DBSCAN because it was the original design of SNN (Ertoz et al. 2003) and also because of its speed and proven ability to recover clusters of irregular shapes. As for the parameters values in DBSCAN, min_samples and eps, we want to set a density threshold as low as possible to maximize the number of classified stars in the entire Orion region, or the number of stars being assigned a nonnoise label by SNN. We choose min_samples to be 20 and eps to be 0.5, which limits our results to stars that have at least 20 stars with more than 50% shared nearest neighbors in the 5d space. min_samples=20 also effectively limits our minimum group size to 20 stars.
Elbow method for parameter tuning in SNN
We will use the elbow method to find the appropriate parameter values for SNN in an unbiased way. Typically for algorithms that assign labels to every object in the data set and thus no noise points, the elbow method monitors the sum of intra-cluster variation as a function of the number of clusters the algorithm recovers. The parameter values are not chosen necessarily where Article number, page 3 of 11 A&A proofs: manuscript no. orion_snn the sum of intra-cluster variation is minimized but where it first experiences a discrete increase. The actual curve often stays relatively flat up to some parameter value and suddenly bends upward, creating an elbow-like shape, thus the name. Since SNN will label some objects as noise, we will monitor the total number of stars assigned a non-noise label in our sample instead of the number of recovered groups. As for the sum of intra-cluster variation, we will measure the Residual Sum of Squares (RSS) in parallaxes across all recovered stellar groups in Orion, defined as
where N is the number of recovered groups, N * i is the number of stars in each group i, i j is the parallax for star j in group i, and i is the average parallax for all stars in group i. Our goal is to find a group of results just before the first discontinuity in the RSS as SNN classifies more and more stars in the Orion region. To fully explore the parameter space, we specified a uniform distribution within some range, 50-1,400 and 0-0.6 for n xyz and d pm respectively, and randomly generated 2,000 sets of parameters. Given our sample size of 9,218 stars, the range adopted for n x,y,z allows every star a chance to connect to at most about 15% of the sample closest to it in (x, y, z). The maximum value of d pm is set to be three times the maximum error (0.2 mas/year) of proper motions in both directions. In the end, we limited our elbow to 79 runs that classified more than 2,500 stars (circled in Fig. B.1 ) that also happen to occupy a unique place in parameter space (see open circles in Fig. B. 2). Our final parameter values are chosen to be the medians of parameter values at the elbow, d pm = 0.5335 and n xyz = 609.
How to demonstrate the stability of recovered stellar groups
There are two ways to demonstrate the stability of our recovered stellar groups. The first way is to cross-check the stellar groups recovered by the two algorithms. We expect both algorithms to recover some common groups, even though they might have dif-ferent variations in the five astrometric parameters. The second is to cross-check stellar groups found by SNN with the final parameter values against all stellar groups recovered by the 79 elbow runs. For every group recovered in our final SNN results, we look for the closest counterpart in each of elbow runs and measure the Jaccard distance between their respective members. If our groups are indeed resistant to small changes in parameter space, we expect to see counterparts with very small Jaccard distances, in other words sharing a high percentage of members, in a majority of the elbow runs.
Results
We will first present the results from EnLink as the initial exploratory analysis. EnLink identified seventeen groups above five sigma significance level, containing 2,943 stars in total after keeping about one-third of the densest members in each group. Figure 1 shows the EnLink stellar groups in three 2D projections: RA and Dec, parallax and Dec, and proper motions. The groups are divided into two categories: those with at least 150 stars are shown in the upper panels and the rest are shown in the lower panels. The large groups mostly agree with the classification in Kounkel et al. (2018) . The EnLink groups are coherent in the first two projections but much less so in proper motion space. Even after we increase the threshold in density score, it is not clear to us whether some of these groups are co-moving. SNN assigned valid group labels to 2,790 stars among sixteen groups. Figure 2 shows the SNN stellar groups in the exact same way as Fig. 1 . Compared to EnLink, SNN recovered several similar stellar groups, but they are divided into smaller subgroups and much more coherent in proper motion space. Group 7 shown in Fig. 2 is the only group unique to SNN.
We cross-matched these sixteen SNN groups against every single group recovered in the 79 elbow runs. It turns out that all groups, except for Groups 6 and 12, have a counterpart sharing at least 80% of their members in more than 50% of the elbow results. When we examine the elbow results more carefully, we found that stars in Groups 6 and 12 are more often assigned to a single stand-alone group rather than split into two groups in our final results, just as EnLink. The vast majority of our groups are stable and not subject to small changes in parameter values. Comparison between the groups found and the literature, together with comments, are presented in Appendix C. Table D. 1 presents the final results of this Letter. Since both clustering algorithms share the majority of recovered stellar groups, we took the sixteen SNN groups and included five groups unique to EnLink to produce the combined list of recovered stellar groups. Each row corresponds to one distinct stellar group identified by either algorithm. We searched for these groups in previous literature and found that seven SNN groups are previously unknown. In addition, two groups unique to EnLink were also found to be new.
We should note that SNN treats two-thirds of the stars in our sample as background noise and thus they remain unclassified. Even though EnLink classified every star, it delivered only five more unique groups, all of which contain less than 100 stars. The rest of the sample could contain more structures that we did not discover in this work. The upper panels of Figure E .1 show the stars unclassified by SNN in the same projections as Fig. 1 and Fig. 2 . SNN was able to identify and completely remove λ Ori from our sample due to its low density and isolated spatial location, but left the other parts of Orion mostly intact. Interestingly, SNN only picked up a foreground population in the region of Orion nebula. One of the reasons for such a low number of classified stars is that the actual volume the 609 nearest neighbors span in (x, y, z) is too limited to identify stellar populations in the densest regions of Orion. However, when we adopt a larger value for n xyz , the stellar groups in our final results inevitably get swallowed by an overwhelmingly large group. There are at least two approaches we can implement in the future to expand our classified sample. The first is to use the current classified sample as a training set and assign the background stars to existing stellar groups with a supervised algorithm, such as Gaussian Processes. The second approach is to apply the SNN algorithm to only the background stars with relaxed parameter values to identify new stellar groups or try a different clustering algorithm. The lower panels of Fig E. 1 shows several additional stellar groups when we used the same parameter values.
Conclusion
We have taken advantage of the EnLink and SNN algorithms, in particular their ability to recover simultaneously clusters of various densities, sizes, and shapes, to isolate 21 spatially-and kinematically-coherent groups in the Orion complex. We used the parameter free Enlink as an exploratory and validation tool and used a modified version of the SNN algorithm to dissect the Orion star-forming complex. We chose the final parameter values in an unbiased way through the elbow method by maximizing the number of stars classified as non-background-noise while keeping the total dispersion across all recovered stellar groups small. Our final result are shown to be stable and resilient to small variations in the parameter space. Perhaps more remarkable, most of the groups identified in this Letter match previously well-known stellar populations, which gives us confidence in the approach followed. We find nine new stellar groupings, spread as far as about 150 pc in front of the star-forming Orion clouds, to about 50 pc beyond them, where we find, unexpectedly, three groups, revealing the wealth of sub-structure in the OB association, within and beyond the classical Blaauw Orion OBI sub-groups.
The analysis in this work should be repeated including the sixth dimension, radial velocity. We expect radial velocity to be available for more stars in the Orion complex from Gaia DR3 or ongoing GALAH observations. The addition of radial velocity will allow us to produce stellar groups consistent in 6d phase space and study the kinematics of these groups. Gaia DR3 will provide more precise parallaxes and proper motions, which would further improve clustering results. For now, a full characterization of the new groups is of the essence as it offers the potential to unveil how star formation proceeds globally in large complexes such as Orion.
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Appendix B: Details of the elbow method Each jump is caused by the merging of small groups into larger groups. The total number of groups does not seem to change significantly after we reach more than 2,000 stars and would not have been very useful for the elbow method. Before the first discrete change in the RSS, the runs split into two continuous sequences, one of which has a lower RSS. The tip of this lower sequence is adopted as our elbow and contains 79 runs with more than 2,500 stars classified in the Orion region. Now that we have established which runs have the desired general properties, we will examine their parameter values and set the parameter values with which we will obtain our final result. EnLink to produce the combined list of recovered stellar groups. Each row corresponds to one distinct stellar group identified by either algorithm. The boldface numbers represent the groups for which the statistics in the table were calculated from. Names in bold highlight the new groups. The columns from left to right show for each group: 1) the final group index; 2) the EnLink group index; 3) the SNN group index; 4) number of stars it contains; 5) the average RA; 6) the average Dec; 7) the standard deviation of RA; 8) the standard deviation of Dec; 9) the average parallax; 10) the standard deviation of parallax; 11) the average PMRA; 12) the average PMDec; 13) the standard deviation of PMRA; 14) the standard deviation of PMDec; 15) identifier from previous works; 16) which Blaauw structure to which it belongs; 17) reference for the identifier in 15). The information in columns 4) to 14) is for the stellar groups highlighted in bold in columns 2) and 3). We note that EnLink tends to combine multiple SNN groups into a single group, but produces more unique groups. Orion nebula is still visible because SNN only picks out a foreground population in this area. The additional groups are again coherent in our 5d phase space. Some of these groups, for example Group 21, could not be matched to any of the SNN or EnLink groups. More groups are very likely hidden in the unclassified stars.
