Abstract. From a systems-theoretic point of view, Khazitonov's seminal theorem on stability of interval polynomials suffers from two fundamental limitations: Frt, the theorem only applies to polynomials with independent coefficient perturbations. Note that uncertainty in the physical parameters of a linear system typically results in dependent perturbations in the coefficients of the characteristic polynomial. Secondly, Kharitonov's Theorem only applies to zeros in the left half plane-more general zero location regions are not accommodated. In view of this motivation, the main result of this paper is a generalization of Kharitonov's four polynomial concept to the case of linearly dependent coefficient perturbations and more general zero loction regions.
Introduction and Termi'nology
The seminal theorem of Kharitonov (1978) has provided much impetus for recent research on the so-called robust stability problem; eg., see Barmish and DeMarco (1987) for a review of the continuous-time case and Bose and Zeheb (1987) for the discrete-time case. To motivate the type of stability problems under consideration, consider a linear system whose characteristic polynomial depends on some vector of underlying physicl parameters q E RP. For example, the components qi of q might represent various mass loadings, spring constants and coefficients of friction. Within this framework, the characteristic polynomial is of the form n p(s, q)-IE ai(q)s4 (l ) i=O and it is apparent that as q varies over some prescribed bounding set Q C RP, we obtain a family of polynomials P. More precisely, 'P p(-,q):q E Q) Given the set-up above, the system designer often wants to know if the zeros of all polynomials in P lie interior to some prespecified region D in the complex plane. That is, D might represent a specification on the closed loop poles of a dynamic system and a robust design is one which guarantees that p(s,q) has all its zeros in D for all q E Q. When this condition is satisfied, we say that P is V-stable. Note that this terminology is suitable for both continuous-time and discretetime problems-D can be the left half plane, the unit disk or a wide variety of other regions motivated by considerations such as damping, degree of stability, etc. The breakthrough of Kharitonov (1978) provides a complete solution to one bpedial case of the V0-stability problem. Namely, D is taken to be the left half plane and P is a so-caUled interval polynomial family. More precisely, letting a(q) -[ao(q) al(q) an(q) ] Kharitonov asumes that the set of possible coefficient variations A-{a(q):qEQ} is an (n + 1)-dimensional rectangle obtained from a lower bound and an upper bound on each individual polynomial coefficient. Subsequently, it is established that P is V-stable if and only if four distinguished polynomials, chosen from the 2+ extremes, all have their zeros in the strict left half plane. Hence, the stability problem for the interval polynomial famfly P is reduced to four applications of the RIouth-Hurwitz stability criterion.
There are two important motivations for the considerable research effort following Kharitonov (1978) . First, Kharitonov' s assumption that A is an (n+ 1)-dimensional rectangle severely inhibits application of the result to practical problems. This rectangularity assumption is tantamount to having independent coefficient perturbations. Hence, when a physical parameter qi enters into more than one coefficient, one either abandons Kharitonov' s Theorem or applies it to an overbounding rectangle A+ which contains A. This latter alternative leads to conservative results because the set of polynomials associated with A may be stable but the set of polynomials associated with A+ may trnL out to be unstable; eg., see Barmish, Fu and Saleh (1987) .
The second motivation for further research stems from Kharitonov's assumption that V is the left half plane. Even when A is an (n + 1)dimensional rectangle, it is easy to show that for D regions other than the left half plane, V-stability of the set of 2'+l extreme polynomials is not sufficient for D-stability of P. This point is established via counterexamples by a number of authors; e.g., see and Cieslik (1987) for the case when V is the the unit disk (discrete-time systems).
These counterexamples and the difficulties encountered treating dependent coefficient perturbations has driven much of the recent research in this area. Perhaps the strongest postKharitonov result to date is the "Edge Theorem" of Bartlett (i) For the special case when P is an interval polynomial family and V is the left half plane, the four Kharitonov polynomials "fall out" inmnediately from H(S); see Section 4. This provides "unity" with the Kharitonov theory.
(ii) As the number of parameters qi increase, the previously discussed D-stability results involving the pairwise combinations pij(s, A) all require enormous computational effort. For example, if there are 8 physical parameters qi, then P has 256 generating polynomials leading to 32,640 pairwise combinations pij(s, A) to be considered. When the number of qj increases to 11, the number of pairwise combinations pG(s, A) increases to 2, 096,108. More generally, if there are p physical parameters qj, the number of pairwise combinations which result is given by Npw = 2b'--2P-In short, as p increases, one must contend with a "combinatoric explosion" in Npw. In contrast, the theory in this paper does not require separate calculations (such as a root locus or one of the other alternatives discussed above) for each exposed edge of P. The function H(6) is generated using only the extreme points of P.
(iii) The theory presented here accommodates rather general regions D. For exanple, in Section 5, we consider an example with a dominant pole specification of the following sort: The designer wants two closed loop poles within a radius of 1.0 from -2 ± i and the remaining closed loop poles with real part less than -5.
(iv) It is felt that the approach described here for linearly dependent coefficient perturbations suggests lines of attack for more general classes of coefficient perturbations. This point is briefly discussed in Section 5. 2. 3 Step 3: The Generators for the Interval Polynomial Family P There are at most 27+l generating polynomials for P of the form pi(s) = ans"s+an-,s"' + a._2$'52 + *"+a2s +ais+ao (6) with aj = q or q for j = 0,1, 2,...,n.
2. 4 Step R-(6) = qZ64 q+2 + qj;
R+(6) = q+6A _ qff62 + q+; I(6) = q65 _ q63 +qT g; I+(a) = q5+b5 q 83 + q+b. Now, it is easy to verify that for 6 > 0, the sharpest possible bounds for the real and imaginary parts of polynomials p(s,q) in P are given by (8)
R-(6) < Rep(j6,q) < R+(6);
I-(b) C~Im p(jb,q) !< I+ (6), and for 6 < 0, the bounds become R-(6) < Re p(j6,q) < R+(6); I+ (a) C Im p(jb, q) < I-(6)* (10)
2. (12) for all 6 E R and all q E Q. That is, since P contains at least one V-stable polynomial and the zeros of p(s,q) vary continuously with q, V-stability is guaranteed if and only if, for all q E Q, p(s, q) does not vanish on the boundary of D-in this case, the boundary of VD is the imaginary axis. This type of "boundary sweeping" condition is used frequently in the literature; e.g., see Fam and Meditch (1978) , Argoun (1987) and Hertz, Jury and Zeheb (1987). for all 6 E R. Hence, for this special case, we have derived a robust stability testing function whose positivity is both necessary and sufficient for D-stability. It is this concept which we now generalize.
The Main Results
In this section, the main objective is to generalize the definition of H(S) given for interval polynomials to accommodate more general polytopes of polynomials and more general VD regions. To this end, we introduce our two main assumptions and describe two "boundary sweeping" functions which are used in the construction of H(6).
Assumptions
The two main assumptions in this paper are indicated belowv. In this section, we consider the special case of the theorem above which results when r is taken to be the t1 unit ball; i.e., r= (71+ j72:11+1721<1i}.
There are two reasons for considering this special case: First, when P is an interval polynomial family and D is the left half plane, this choice of r is shown to lead to the same robust stability testing function H(6) which was obtained for the Kharitonov analysis in Section 2. That is, we obtain a "unification" with the Kharitonov theory.
The second motivation for this choice of r stems from computational considerations. Although the choice of r is rather arbitrary as far as validity of the theorem is concerned, numerical computation is quite a different matter. When r is the 11 unit ball, we obtain a degree of simplification in the computation of H(6)--even when P and D are unrestricted. For fixed 6, it wil be seen that h(p,6) turns out to be a piecewise linear concave function of p E [0, 11. This is seen to facilitate numerical computation of p'(6) and H(6). Note that the generation of the scalar functions Hl(b) above is quite straightforward and readily lends itself to computeraided graphics: For fixed 6, one can easily display the piecewise linear scalar function hi(., 6) and the maximum value H6) can be simply "picked off" the graph. Subsequently, as 6 varies, the graph of hi(.,6) shifts and Hi(b) is obtained as the upper envelope of this one-parameter family of functions.
4. 4 Step 4: Further Specialization-Kharitonov's
Problem
The main objective in this subsection is to compute a closed form for H(6) for the special case when P is an interval polynomial family, D is the left half plane and p is the I' unit ball-this is the problem considered by Kharitonov. It will be shown that our general formula for H(S) degenerates into the same formula derived in Section 2 by common sense considerations.
Indeed, we take the generating polynomials pi(s) for P as given in (2) and begin with the computation of Hi(S): Now. A similar calculation for 6 < 0 results in HI(6) = ra{1C(6),I+(6)}.
The computations of H2(6),53(6) and H4 (6) Finally, substituting the Hi(6) into the expression for H(6),
we obtain H(6) = max{fH(6),H2(6),H3(6),H4(6)} _mIax{R-(i),-R+(b)I-(6),-I+(6)} if6 > 0; { maxx{R(6),-R+(6),-It(6)J+(6)} if6 < 0 which is identical to the H(6) function obtained in Section 2.1.
Numerical Example
In this section, we ilustrate the application of the main results.
Example: Dominant Pole Problem
We consider a perturbed polynomial of the form (1) given by p(s,q)= 83+(10+q2)82+(29+qI)s+ (30+ql+q2) and observe that the nominal polynomial p(s, 0) has zeros at s = -6 and s = -2 ± j. To illustrate application of the theory, suppose that the objective is to guarantee that two of the zeros remain within circles of radii E = 1 centered at s = -2 ± j and the third zero has real part < -5. 6 
Conclusion
To k-eep the conduding discussion simple, suppose V is the strict left half plane. Then this paper and a number of others all begin their technical analysis from the same starting point. Namely, under the stated assumptions, robust stability is guaranteed if and only if the point s = 0 is excluded from the set of polynomial values fQ() = {p(jw,q) :qE Q} for all frequencies w E R. This relationship between "zero exclusion" and robustness has been known for a long time; e.g., when the coefficients ai(q) are multilinear functions of q, the robustness problem is set up precisely im this manner in Zadeh and Desoer (1963) . What fuels current research is the issue of computational tractability; i.e., are there dasses of robustness problems for which the test for zero exclusion is "reasonable" to perform. The polytope structure provided here is one such example.
For the more general multilinear problem, Saeki (1986) provides a sufficient condition for robust stability by working with the the so-called Mapping Theorem as in Zadeh and Desoer (1963) . An interesting recent paper by de Gaston and Safonov (1986) provides an algorithmic approach for testing the zero exclusion condition. They provide a cutting hyperplanetype algorithm to ascertain whether or not 0 E fl(w) and in a followup paper, Sideris and de Gaston (1986) extend these ideas to handle the case when the a,(q) are polynomic functions of q. The proof will be carried out in 3 steps. The first step of the proof is omitted for the sake of brevity because it involves a rather standard connectivity argument. Namely, if one considers a continuous "path" of n-th order polynomials beginning on a polynomial which is V-stable and ending on one which is not, the following condition holds: At some point along the path, one of the polynomials wil have a zero on the boundary of D.
Step a: We state that P is V-stable if and only if p(D(S),A) # 0 for all 6 E R and all A E A.
Step 2: In this step of the proof, we use a separating hyperplane agument. To this end, for each 6 E R and each A E A, we break p(Oi(b),A) into its real and imaginary parts: p( (6) 
Now, for each fixed a E R, we define the polytope fl(S) = fp4D(6), A): A E A} = conV{pj($p(S)),P(O(S)).*.
It now follows that the satisfaction of (19) or (20) 
for all A E A.
Step 3: In this final step of the proof, we examine the ramifications of the separating hyperplane condition (21) for V-stability. The first point to note is that we can restrict attention to E ar because of the homogeneity with respect to v on the left hand side of (21).
The second point to note is th:at the V-stability condition (21) need not be checked for all A E A. That is, 0 can be separated from fl(S) if and only 0 can be separated from the set of extreme points of f(6). Hence, it follows that P is Vstable if and only if for each 6 E R, there exists some 9 E ar such that qhRe Pi($4D(6)) + 2IIm pi(SD()) > 0 (22) for i E (1,2 That is, P is V-stable if and only if for each S E R, 0 < h(p(6),6) = H(6).
The proof of the theorem is now complete. 
