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ABSTRACT.  In every field of life, people are interested to be able to forecast 
future.  A number of techniques are available to predict and forecasting upto 
a certain level of accuracy. Many techniques involve statistical tools and 
techniques for forecasting, modeling and control. Use of statistical techniques 
is growing with time and new techniques are being developed very rapidly. 
Especially in the field of economics and finance, the estimation and forecasting 
of economic and financial indicators play a vital role in decision making. Many 
models are developed in the last 2 decades to get better accuracy and 
efficiency in time series analysis and still there is a scope of learning and 
getting betterment in this field is available. In this research we have reviewed 
probability graphs, directed acyclic graphs, Bayesian networks, feature 
selection algorithms and Markov blankets for time series forecasting on the 
economic and financial problems (like stock exchange forecasting, 
multi-objective business risk analysis, consumers’ analysis, portfolio 
optimization, credit scoring etc). This is a new dimension for adaptive 
modeling techniques in economics and finance modeling.   
Keywords: Features selection (FS); Probabilistic Graph Models (PGMs); 
Bayesian networks (BN); Markove blanket (MB); Autoregressive Integrated 
Moving Average models (ARIMA) and Generalized Autoregressive 
Conditional Heteroskedasticity models (GARCH). 
 
1. Directed acyclic graphs. Directed acyclic graphs (DAGs) are commonly used tool for formulating and 
designing the statistical, logical and mathematical problems based on graph theory. DAGs make the 
visualization of the interaction of the variables easy and more meaningful. In DAGs, each end represented by a 
circle shows the variable and the connected arrow line shows the effect of one variable on the other. DAGs play 
a vital role in feature selection for any statistical study. Currently, step wise regression and model selection 
criterion are commonly used for this purpose to enter or remove a variable in a model which becomes difficult 
in some specific situations. 
Graph representations have gained quite some popularity in the past few years. They offer a strong paradigm 
in terms of representational power mainly thanks to their ability to encode relations among the elements of a 
given pattern. Graphs have been extensively used in regression modeling, Bayesian inference, epidemiology, 
bioinformatics, link analysis, computer network analysis, web content mining and in many other subfields of 
statistics and computer science [8]. Directed acyclic graphs (DAGs) are graphical representations of the 
assumed causal relations between the exposure of interest, the outcome, and key covariates [6].  A directed 
acyclic graph (DAG) can describe parallel computations where nodes represent tasks and directed arcs 
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represent synchronization constraints among tasks. A DAG may be analyzed for mean completion time, for 
time of the shortest path and for various other performance measures [4]. Importance of DAGs in representing 
independencies, conditional independencies and causal relationships by proposeing a decomposition approach 
for structural learning of DAGs. In this approach, a problem of learning a large DAG is split into problems of 
learning small sub-graphs. Domain or prior knowledge of conditional independencies can be utilized to 
facilitate the decomposition of structural learning. They theoretically proved the correctness of the proposed 
algorithms. Both the complexity of the algorithms and the power of conditional independence tests can be 
improved by decomposing a large graph into small sub-graphs. The theoretical results can also be used for 
scheme design of multiple datasets [32].  
 DAGs with no directed cycles is a fresh method for visualizing finite DAGs in such a way that the 
nodes do not overlap. Finally they applied their research on a new E-spring algorithm for removing node 
overlaps in clustered directed acyclic graphs (DAGs). The overall graph area reduction achieved using 
enhancements to E-Spring algorithm varies between 45% and 79%, depending on the string length and 
number of clusters [22].  
 
 
Figure 1. Directed Acyclic Graph 
 
   
DAGs are widely used nowadays in reactive scheduling of heterogeneous and dynamic computing systems, 
rescheduling strategies for grid workflow, multiclass classification, modeling event driven, genes recognition, 
RNA and DNA identification and prediction, Variation recording, Taxonomy, Training and development, 
Sequence analysis, Protein classification and clustering, mapping, Homology, Literature, genetics and 
medicines, data and software designing and manipulation and chemical and bioassay fields of life.    
 
2. Probabilistic Graph Models. Probabilistic graphical models (PGMs) combine ideas from statistics and 
computer science into a unifying framework for modeling complex real-world phenomena. PGMs are now 
widespread in language and speech processing. Probabilistic graphical models are a combination of probability 
and graph theories. They provide a natural tool for dealing with two problems uncertainty and complexity that 
occur throughout applied mathematics, applied statistics and engineering especially and in particular they are 
playing an increasingly important role in the design and analysis of machine learning algorithms. Fundamental 
idea of a PGM is conceived from a complex system which is built by combining simpler parts. Probability 
theory provides the glue whereby the parts are combined, ensuring that the system as a whole is consistent, and 
providing ways to interface models to data. The graph theoretic side of graphical models provides an intuitively 
appealing interface by which humans can model highly-interacting sets of variables as well as a data structure 
[19]. Graphical modeling (GM) is a relatively new statistical approach that earned famous in the last decade. 
The major attraction of approach in empirical research is its convenient way to present pairwise relationships 
between random variables taken from a multivariate context. The initial step in the approach is the computation 
of the partial correlations between the variables in the particular multivariate system under study. Once the 
numerical values are known we can test their significance by using an opportune statistic. Finally the results are 
presented as a graph. If the variables in the graph are jointly distributed as a multivariate Gaussian distribution, 
a significant partial correlation implies the presence of conditional dependence. For this reason the graph is 
called a conditional independence graph (CIG) [24]. A more informative object in GM is the directed acyclic 
graph (DAG). This is a directed graph where there are arrows linking the nodes and where the joint distribution 
of the variables can be expressed as a sequence of marginal conditional distributions [24]. 
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PGMs talk over a mixed bag of models, spreading over discrete and continuous Bayesian systems, undirected 
Markov systems, and developments to manage dynamical and relational frameworks. These models can 
additionally be taken in immediately from data, permitting the methodology to be utilized within situations 
where physically building a model is challenging or even impossible. The framework of the PGMs provides 
algorithms for discovering and analyzing structure in complex distributions to describe them in brief and extract 
the unstructured information, allows them to be built and utilized effectively [21]. 
 
Figure 2. Probabilistic Graph Model 
   
Applications of PGMs includes many of the classical multivariate probabilistic systems studied in different 
fields such as pure statistics, statistical mechanics, systems engineering, information theory and pattern 
recognition. PGMs can also be  included in mixture models, factor analysis, hidden Markov models and 
these are well suited to handle the problems regarding complex and structured relationships, a large number of 
relevant attributes, and large volumes of data. 
 
3. Feature Selection. In statistics, feature selection, otherwise called variable selection which is the procedure 
of selecting a subset of significant variables for utilization in model development. The focal surmise when 
utilizing a feature determination system is that the information holds numerous repetitive or insignificant 
features. Feature choice procedures give three fundamental profits when developing prescient models: 
 improved model interpretability, 
 shorter training/learning times, 
 enhanced generalization by reducing over fitting. 
Feature selection is defined by many authors as an ideal tool that may be used for model’s redundancy 
elimination, resolving time and model complexity reduction, improving prediction accuracy and 
approximating actual class distribution. Feature selection attempts to select the minimally sized subset of 
features according to the following criteria. The criteria can be:  
1. The classification accuracy does not significantly decrease; and  
 2. The resulting class distribution, given only the values for the selected features, is as close as 
    possible to the original class distribution, given all features.  
The most popular form of feature selection used in statistics is stepwise regression. It is a greedy algorithm that 
adds the best feature (or deletes the worst feature) at each round. The main control issue is deciding when to stop 
the algorithm. There are a variety of optimality criteria that can be used for controlling feature selection 
including, Cp statistic, Akaike information criterion (AIC), Bayesian information criterion (BIC), minimum 
description length (MDL), and a variety of new criteria that are motivated by false discovery rate (FDR) [28]. 
 
The feature selection process constitutes a commonly encountered problem of global combinatorial 
optimization. This process reduces the number of features by removing irrelevant, noisy, and redundant data, 
thus resulting in acceptable classification accuracy. Feature selection is a preprocessing technique with great 
importance in the fields of statistics, data analysis and information retrieval processing, pattern classification, 
and data mining applications [3].  
 
Feature selection is the process of defining the most informative and discriminative features in a dataset for 
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the data mining task. The two basic steps in a typical feature subset selection process are the specification of 
the parameter set and the search for the best subset. The parameter set often includes the selection algorithm, 
the learning mechanism, and the process for error estimation. It is commonly observed that there is no single 
best parameter set combination valid for all tasks and all types of datasets. In addition, the performance of the 
feature selection process is strongly dependent on the selection algorithm employed [30]. 
 
The presence of less relevant or highly correlated features often decreases classification accuracy. Feature 
selection in which most informative variables are selected for model generation is an important step in 
data-driven modeling to get discriminating power and model performance [31].  
 
4. Bayesian Networks. A Bayesian network is a directed acyclic graph in which the nodes represent the 
variables and the arcs represent a relationship among the connected variables. A conditional probability table 
gives the strength of such relationship. The variables that are not connected by an arc can be considered as 
having no direct influence on them. The strength of this influence is given by the conditional probability  
 
 
 
These conditional probabilities in the graph are often estimated by using known statistical and computational 
methods. Hence, BNs combine principles from graph theory, probability theory, computer science, 
Mathematics and Statistics. 
 
The most specific use of DAG is a probabilistic graphs models (PGMs). In PGMs, DAGs are used to identify 
the conditional independence among the variables (also by using probability theories) which make development 
of a statistical model more easy, accurate and reliable. PGMs are always proven efficient for probabilistic 
inference like Bayesian networks (BNs). They are the directed acyclic graphs which are used to compute the 
conditional probability among the variables [21].  
 
A Bayesian network graphically encodes probabilistic relationships among a set of features. It has numerous 
applications from diagnosis and forecasting to automated vision and manufacturing control [13]. A Bayesian 
network can be constructed on the basis of a multivariate approach called causal structure learning [25] this 
technique aims to discover causal relationship among variables and to build a directed acyclic graph (DAG) 
from observational data. Constructing a DAG is a difficult problem with exponential complexity in the worst 
case. [1].  
 
Bayesian network is a probabilistic graphical model that represents a set of random variables and their 
conditional dependencies via a directed acyclic graph. The use of the Bayesian network enables the time series 
forecast without white noise model. Although the time series data are continuous values, the Bayesian network 
can deal with the discrete (digitized) values alone. The time series distribution is digitized firstly by using the 
clustering algorithms and then, the Bayesian network is used for modeling the stochastic dependencies among 
the digitized values of the previous time series [33]. 
 
Bayesian networks (BN) are statistical models which allow graphic representation by means of a directed 
acyclic graph (DAG), complex structures of dependencies among stochastic variables. They have been widely 
employed in a great variety of real world problems because of their excellent properties for reasoning under 
uncertainty [21].A Bayesian Network is ultimately a graphical representation of a collection of conditional 
independence restrictions [5]. Bayesian networks play an important role in decision making and statistical 
inference and have been applied in many fields. They offer powerful knowledge representations for 
independence, conditional independence and causal relationships among variables in a given domain [14].  
 
Bayesian Network is popular technique due to their ability to support probabilistic reasoning from data with 
uncertainty. According to the BNs, probabilistic inference can be conducted to predict the values of some 
variables based on the observed values of other variables. Hence, we can conclude four principal advantages 
of using a discrete variable Bayesian network for network analysis: (1) the Bayesian network framework does 
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not require that the joint distribution follows a specific parametric distribution; (2) a Bayesian network 
supports probabilistic reasoning as it consists of probabilistic associations among variables; (3) because the 
Bayesian network representation is based on the concept of conditional independence, it supports Bayesian 
inference without having to maintain the full joint distribution in memory; and (4) since each Bayesian 
network is a multivariate model that we can evaluate using a single probability score, we can evaluate many 
structure–function interactions without the multiple comparison problem [29]. 
 
Bayesian networks, equivalently graphical Markov models determined by directed acyclic digraphs or DAGs, 
have proved to be both effective and efficient for representing complex multivariate dependence structures in 
terms of local relations. However, model search and selection is potentially complicated by the many-to-one 
correspondence between DAGs and the statistical models that they represent [9]. 
 
The conditional probabilities in the BNs are mostly estimated by using statistical and computational methods 
which then are used to develop a Markov blanket of the target variable. A Markove blanket is a Bayesian 
network of the target variable surrounded by its directly related variables called its children, parents and spouse. 
The Markov blanket holds all the variables that shield the target variable from whatever remains of the system. 
This technique is quite useful to reduce the complexity of the statistical model development.  
 
5. MARKOV BLANKETS. Markov blanket filtering is a backward feature selection algorithm. Initially, for 
each feature in feature subset a Markov blanket is defined. The Markov blanket Mi for feature fi is defined as the 
S features that have the highest Pearson correlation with feature fi, where S is the size of the Markov blanket. 
For each feature, the coverage of its blanket (i.e. how well the information in a feature is covered by its blanket) 
is computed. The feature that has the lowest score (i.e. the highest coverage) is considered to be the most 
redundant and is removed from the dataset. This process is iterated until the feature subset contains S features. 
This is a logical stopping criterion as at this point it is no longer possible to create blankets of size S [18]. 
 
Markov blanket for any variable X, MB(X) is a minimal set of variables conditioned by which X is 
conditionally independent of all the remaining variables. Under the faithfulness assumption, ensuring that all 
the conditional independencies in the data distribution are strictly those entailed by G, MB(X) consists of the 
union of the set of parents, children, and parents of children (i.e., spouses) of X [25]. 
 
The Markov blanket for a node A in a Bayesian network is the situated of nodes A  made of A's parents, its 
children, and its children's other parents. In a Markov network, the Markov blanket of a node is its set of 
neighboring nodes. A Markov blanket may also be denoted by MB(A). 
 
Every set of nodes in the network is conditionally independent of A when conditioned on the set A , that is, 
when conditioned on the Markov blanket of the node A. The probability has the Markov property; formally, 
for distinct nodes A and B 
  
The Markov blanket holds all the variables that shield the nodes from whatever remains of the system. This 
implies that the Markov blanket of a node is the main learning required anticipating the conduct of that node. 
[26]. In a Bayesian network, the qualities of the parents and kids of a node obviously give data about that 
node; nonetheless, its youngsters' guardians likewise must be incorporated, on the grounds that they might be 
utilized to clarify away the hub being referred to. The Markov Blanket studying calculation is a directed 
calculation that is utilized to discover a Bayesian Network that portrays the Target hub. All Discriminative 
models though the Markov Blanket Learning calculation gives back a Generative model. 
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Figure 3. Markov Blanket 
  
6. Time Series Models. The combination of autoregressive and moving averages models is known 
as autoregressive–moving-average (ARMA) models, which provide a parsimonious description of 
a  stationary stochastic process in terms of two polynomials, one for the auto-regression and the second for 
the moving average. The notation ARMA (p, q) refers to the model with p autoregressive terms 
and q moving-average terms. This model contains the AR (p) and MA (q) models,[2] 
 
In statistics and econometrics, and specifically in time series analysis, an autoregressive integrated moving 
average (ARIMA) model is a generalization of an autoregressive moving average (ARMA) model. ARMA 
models are fit to time series data either to better realize the data or to anticipate future focuses in the series (to 
get the expected values) [6]. They are connected in a few situations where data indicate confirmation of 
non-stationary, where a starting differencing step (relating to the "differencing" part of the model) might be 
connected to remove the non-stationary. If an autoregressive moving average model (ARMA model) is 
assumed for the error variance, the model is a generalized autoregressive conditional 
heteroskedasticity (GARCH) model. Usually, when testing for heteroskedasticity in econometric models, 
the best test is the White test. On the other hand, when managing time arrangement information, this intends 
to test for ARCH and GARCH blunders [10]. 
7. Challenges in Probabilistic Graph Models for Time series forecasting: This research direction is new 
and revolutionary to resolve the forecasting problems in the field of time series forecasting in terms of 
increasing forecasting accuracy (minimize the forecasting error), reducing the model complexity by reducing 
the variables by eliminating the non-useful variables based on feature selection techniques (only those 
variables will included who becomes in the Markov blanket) and applying and testing the conditional 
independence among the selected features for good forecasting. It is possible to use these techniques and 
develop better forecasting models in every field for better accuracy and minimum forecasting errors.  
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