In order to gain a deeper understanding of the onset and progression of pulmonary infections we present and analyze a low dimensional, phenomenological model of infection and the innate immune response in the lungs. Because pulmonary innate immunity has features unique to itself, general mathematical models of the immune system may not be appropriate. The differential equations model that we propose is based on current knowledge of the biology of pulmonary innate immunity and accurately reproduces known features of the initial phase of the dynamics of pulmonary innate system as exhibited in recent experiments. Further, we propose to use the model as a starting point for interrogation with clinical data from a new noninvasive technique for sampling alveolar lining fluid.
Introduction
Pulmonary infections are a common and costly health care complication. We refer consistently to pneumonia, but most everything holds for pulmonary infections in general. Pneumonia is the second most common nosocomial infection of critically ill patients [23] , affecting 27% of these patients [43] . The diagnosis of pneumonia remains problematic [23] . Using clinical criteria, a diagnosis of pneumonia is typically not made until an infection is well established. This leaves physicians in the position of fighting an established infection that:
1. Is much harder to control than a nascent one. 2. Causes more collateral damage to the patient. 3. Costs the patient, the hospital and society more money, resources, time and effort.
There exist numerous risk scores that are used to aid in the diagnosis of pneumonia. While these are of enormous value they are based on point estimates and none, that we are aware of, focus on time series data and the predator-prey like dynamics between the pulmonary immune response and the infectious agent.
In [21] the authors introduce a new inexpensive, direct and non-invasive method to monitor the presence and levels of pathogens of intubated patients (connected to a ventilator). We use PCR (polymerase chain reaction) technology to detect pathogens from aerosolized droplets of alveolar lining fluid (ALF) that collect in a standard filter in the ventilator circuit. This method can produce time series data of exactly the type required for phenomenological models such as that studied in this work. We describe the method and some results in Appendix A.
The origin of this work is the desire to develop models of pulmonary infection/immunity dynamics that can be used in conjunction with the new monitoring techniques to understand, diagnose and control ventilator associated pneumonia (VAP).
In this manuscript we begin with a review of some of the known features of the immune response in the lungs. We then develop a low-dimensional differential equations model of the interaction between infection and the pulmonary innate response. We incorporate many of the properties of the innate system that are specific to the lungs. We analyze the dynamics of the model and numerically compare the model to recent experimental findings.
The immune system and the lungs

General information
The human immune system is an extremely complicated system with hundreds or thousands of components that interact with each other and with other physiological processes via perhaps tens of thousands of interactions. Some of these interactions are relatively well-understood, some are barely understood and most have not been investigated.
It is conventional to subdivide the immune system into two parts; the innate and adaptive systems. The table below summarizes the characterization. These two systems are not independent but interact in various ways.
Innate immune system
Adaptive immune system
Response is non-specific Pathogen and antigen specific response Immediate/rapid response Delay between exposure and response Cell-mediated and humoral components
Cell-mediated and humoral components No immunological memory Exposure leads to immunological memory Found in nearly all forms of life
Found only in jawed vertebrates
Under ideal conditions bacterial pathogens can divide and grow much faster than marrow and hematopoiesis can produce mature immune cells of the adaptive system. Given this and the fact that we are all exposed to bacterial pathogens on a constant basis, a fundamental question is: why are not we sick all the time? The answer seems to lie in the innate system, that provides surveillance and a ''first response'' to invasion by pathogens (see for example [10] ). In the lungs, the innate system has components that are always present in alveoli and alveolar lining fluid and also components that are recruited and activated very rapidly and this system is sufficient to clear away small levels of exposure to most pathogens.
Pulmonary innate immunity
Many cell types contribute to innate immunity including macrophages, neutrophils, dendritic cells, and the epithelial cells [12] . These cells can secrete multiple chemical agents that play various roles in detecting, marking, inhibiting and killing pathogens, and signaling to other components of the immune system [20, 32, 46, 51] .
In broad strokes the alveoli are patrolled by alveolar macrophages that are capable of phagocytizing small numbers of bacteria. Macrophages are large cells that inhabit the healthy lung and play a wide variety of roles that include killing of pathogens and signaling both the innate and adaptive immune responses. When the alveolar macrophages detect a threat that they themselves cannot contain, they can recruit other components of the immune system.
In humans, it is known that the largest population of intravascular phagocytes are the polymorphonuclear leukocytes (PMN's) [28, 47, 51] . Also known as neutrophils, PMNs are more effective in their killing capacity than macrophages [37, 47] . Estimates suggest that as much as 40% of the body's PMNs are contained in the lung capillary bed [33, 51] .
Another seemingly important aspect of the lungs is compartmentalization [36] . Most of the chemical signaling agents that are associated with the immune response in the lungs do not migrate into the bloodstream during a bacterial challenge [20] . For example, signals for the recruitment of PMNs into the aveolar space seem to go only as far as the interface between the epithelial cells and the capillaries. Only a few types of innate signaling agents, such as G-CSF, migrate into the bloodstream en route to the bone marrow and lymph nodes [20] .
Dynamic nature of the innate system in the lungs
It has been long recognized that the immune system is inherently dynamical (e.g. [44, 48] ) and dynamical modeling of different aspects of the system has been a fruitful endeavor for many years (e.g. [29, 26, 39] ). Here we summarize some of the dynamical aspects of the innate system in the lungs that have been learned from experimental and clinical studies.
Alveolar spaces are normally a nearly sterile environment. Other epithelial surfaces, such as the upper respiratory tract or the digestive track, are in constant contact with pathogens and the innate systems in those areas are in a constant state of activation. In contrast, the innate system in the alveolar space is normally at a low level of activity, but can be rapidly induced into action [51, 5] , and once activated it remains more sensitive to repeated insults as we will discuss below.
A small number of PMNs can be found in a healthy lung [8] , but they enter the lungs in large numbers after a bacterial challenge is encountered and chemical signals are emitted to recruit PMN's to the site of the challenge.
In the lungs of mice it has been shown that PMN's are the dominant effectors of the innate response to bacterial invasions [10, 51] . It was shown that mice having either deficient numbers of PMN's or deficient PMN recruitment mechanisms are much more likely to experience severe bacterial infections and death when exposed to only small amounts of two different pneumonia causing bacteria [51] . In animal studies, healthy lungs contain only a very small amount of PMNs, but within 3-4 h after introduction of an intrapulmonary challenge by bacteria, PMNs constitute 60-80% of the cells recovered from samples of alveolar fluid [36] .
Human PMNs normally live about 8 h and are constantly being replenished by the bone marrow. PMNs that are activated to fight infection have a longer life span, but also die after ingesting and destroying several bacteria cells [19] . It is known that bacterial invasion in the lungs stimulates further production and release of PMNs by the bone marrow, presumably to replace those recruited into the air sacs. It is also known that PMNs are subject not only to recruitment, but also priming, activation and down-regulation. These processes are complex and seem to be very important in protecting the lungs from damage.
In a series of experiments [5] mice were exposed to one strain of a bacteria by microaspiration, then 4 h later exposed to a nearly identical second strain. After 24 h, the amounts of each strain were measured and the first order growth rate constants of each strain were calculated. The results show that the second strain proliferated much more slowly than the first (which strain was introduced first did not matter). Further, the growth constant of the second strain was inversely related to the amount of the first strain introduced. The growth constant of the first bacteria was mostly unaffected by the size of its initial load.
The main conclusion of these ''two-hit'' experiments is that the pulmonary innate system is dynamic. It quickly becomes activated by the introduction of the first strain. Thus when the second strain is introduced the conditions for growth are much less favorable than in the quiescent state.
A low-dimensional ODE Model of the immune system
Pugliese and Gandolfi [40] introduced the following simple equations to model the interaction between a pathogen and a host immune response:
1Þ [40] . While this generalization is useful, it is not surprising, since the dynamical behaviors exhibited by Eq. (3.1) are generally of types that are structurally stable, i.e. also exhibited by all equations that are close to the original ones (in the sense of norms on vector fields) [1] . The models (3.1) and (3.2) (PGO models) do not accurately model the action of innate immunity in the lungs since in those equations the action of the innate system is immediate and decreases with the bacterial load. In reality the most effective agents of the pulmonary innate system (PMNs) start at very low levels, but increase rapidly after the introduction of the pathogen. All of this leads to an important challenge: to correctly add the action in the lungs of PMNs and other rapid (but not immediate) innate effectors to PGO models. Of particular interest, the PGO models cannot predict the results of the two-hit experiment [5] . A new model should reproduce this phenomenon.
In this manuscript, as in [40, 11] , we focus on low-dimensional phenomenological models and on properties peculiar to the lungs.
A low-dimensional model of the innate response in the lungs
We begin our modeling by noting that the pulmonary innate system has components, such as the macrophages, that are ever present and immediately effective. According to our knowledge, the interaction as modeled in [40] :
has support as a model for the bacterial load and the part of the pulmonary innate immune response that is immediate. It is evident from experiments that these initial effectors are limited in their capacity to clear larger bacterial loads. This is accurately reflected in the model since the ''effective growth rate'' of x, a À m 1 þ bx will be positive for x sufficiently large. From the experimental evidence, we require that a < m ð4:2Þ in order to reflect the fact that very small pathogen loads are effectively eliminated by the immediate part of the system. With this assumption Eq. (4.1) will serve as our model for this part of the innate pulmonary response. Now we turn our attention to the parts of the innate system of the lungs that are not immediate, but are ''rapid'' in their deployment, focusing primarily on our knowledge of PMNs. Let z denote the level of active PMNs and other rapidly responding elements of the innate system inside the lungs. From our physiological knowledge of the system, the ''background'' state of z should be low, but not zero, and z should increase in response to a bacterial attack on a time scale of a few hours. We could also include, in addition to z, a variable representing the level of PMNs waiting in the pulmonary capillaries, however this source of PMNs is constantly being renewed on a time scale of a few hours and we would not expect this variable to experience large fluctuations, so we will treat it as a constant. Thus we will model the influx of PMNs into the alveolar sacs as dependent only on the bacterial load x for small z. We expect the activation of the variable z by x to be self-limiting. Taking all of these considerations into account, we propose the following equation to govern z:
ð4:3Þ
In this equation g and Àlz represent the small baseline influx and natural death of PMNs respectively. In the absence of bacteria, the equations maintain a z level of g=l. Here g is small and l is on the order of 1=8hr À1 . Since we expect the presence of bacteria to recruit significant numbers of PMN's, we should have that c 0 ( d. Finally, we add to the model the phagocytic action of the PMNs. We will model this simply by the mass-action term Àbxz since this interaction should be approximately proportional to both x and z. Since PMNs die after ingesting and destroying several pathogens [13, 19] , we add a similar interaction term Àb 0 xz to the equation 
ð4:4Þ
Generally, since we know that large bacterial loads will overcome the innate system we expect that a will be larger than bz for z not too large. Since z has an ''effective carrying capacity'' of d=c for x large, this leads to a constraint:
ð4:5Þ
Other constraints on the parameters should include the requirement:
That is, the background level of PMNs is much less than the effective carrying capacity.
We have written the interactions as specific equations. We know that this lacks justification. However, as long as the behaviors exhibited by the equations are relatively ''simple'', then we know that these qualitative behaviors are shared by all nearby equations. The dynamics we encounter are all of the simplest possible class known as ''Morse-Smale''. In short, a system is MorseSmale if (1) its non-wandering set consists of a finite number of hyperbolic equilibria or hyperbolic periodic orbits and (2) any intersections of stable and unstable manifolds are transversal [1, p. 79] . Morse-Smale systems are structurally stable, i.e. all nearby equations share the same dynamical characteristics.
Analysis of the equations
Fixed point at x ¼ 0
First we observe that the system has an equilibrium at ð0; g=lÞ.
At this point the linearization of the vector field is represented by the matrix:
It is easily seen that the eigenvalues of this linearization are both negative provided
ð5:1Þ
As stated in the previous section we assume that a < m (4.2) and so under our assumptions, the equilibrium ð0; g=lÞ is a stable node and thus small bacterial loads are eliminated.
Other equilibria
Next we turn our attention to the possibility of additional equilibria in the model. The nullcline associated with
or, the graph of a function z 1 :
Note that this curve is negative at x ¼ 0 under our assumptions, it is monotone increasing and is asymptotic to a=b as x goes to infinity.
The nullcline associated with z 0 ¼ 0 is given by:
This is also an increasing curve. It emanates from the equilibrium at ð0; g=lÞ and is asymptotic to d=c as x ! þ1. Graphically, it is clear that if a=b > c=d then the two nullclines must cross. In the other case, the curves might not cross, or they might cross an even number of times (excluding tangencies). Equating the formulas for the nullclines we obtain:
Simplifying, we have a rational equation in x:
ð5:2Þ
The denominator is non-zero for x > 0 and the numerator is a quadratic
where A ¼ bðac À bdÞ;
ð5:3Þ
Since we assume m > a we see that C < 0. This implies that there are two main cases, Case 1:
ac > bd which implies that there always exists a unique positive root, and, Case 2:
ac < bd which implies that either (a) there are no real roots, (b) one real root, or (c) two real roots of the same sign. Case 1 is consistent with the constraint (4.5). For completeness we will also consider Case 2 in an Appendix.
Case 1
In Case 1, the x value of the unique intersection of the nullclines is given by:
We will show the following result.
Theorem 5.1. In Case 1, the unique intersection of the nullclines is a saddle equilibrium. The stable manifold of the equilibrium divides the phase space into two parts. It is a graph of a function x ¼ /ðzÞ. All solutions with initial conditions to the left of the manifold are asymptotic to the equilibrium ð0; g=lÞ and solutions with initial conditions to the right of the manifold are unbounded in x as t ! 1.
Proof. To examine the stability of this fixed point, we use a geometric argument. Note that the two nullcline equations, z 1 and z 2 , corresponding to x 0 ¼ 0 and z 0 ¼ 0, cross at the roots of the quadratic in the numerator of (5.2). In the Case that there are two real roots, the roots of the quadratic must be non-degenerate. This implies that we have z where f and g denote the components of the nonlinear vector field F in the x and z directions. This and z
Now since the eigenvalues of DF are the solutions to k 2 À TrðDFÞkþ detðDFÞ ¼ 0 there must be two real eigenvalues at the equilibrium, one positive and one negative. So the unique equilibrium in Case 1 is a saddle and therefore must have a stable manifold and an unstable manifold.
Consider that the nullclines subdivide the 1st quadrant into 4 sectors, which we denote by Roman numerals from I to IV as in Fig. 1 . Recall that both nullclines are the graphs of increasing functions. Note from Eq. (4.4) that above the x 0 ¼ 0 nullcline the x component of the vector field is negative and below the nullcline the x component is positive. Above the z 0 ¼ 0 nullcline, the z component of the vector field is negative, and below the nullcline it is positive. Thus in sector I the vector field points in the ''southeast'' direction, in sector II it points ''southwest'', in sector III it points ''northwest'' and in sector IV it is ''northeast''. See again Fig. 1 . Now consider the local stable and unstable manifolds of the equilibrium which are smooth by standard results. First note that neither of the nullclines can be invariant under the flow. Thus the local stable and unstable manifolds cannot coincide with either nullcline.
Next suppose that either a stable or an unstable manifold were contained in sector I. Because the nullclines both have positive slope, a local stable or unstable manifold in sector I would have to have positive slope near the equilibrium. Since the stable and unstable manifolds are flow invariant, the flow along those manifolds must be either to the northeast (unstable) or to the southwest (stable). However, this is not consistent with the fact that the flow points in the southeast direction everywhere in this sector. So we conclude that neither the local stable or local unstable manifolds can be in sector I. It follows immediately from the smoothness that the invariant manifolds also cannot be inside sector III.
Thus the stable and unstable manifolds in a neighborhood of the equilibrium must have components contained in sectors II and IV. In sector IV the flow is toward the northeast. asymptotic to z ¼ d=c as x ! 1. h Theorem 5.1 gives a complete picture of the dynamics of the system in Case I. The stable manifold of the saddle equilibrium serves as a dynamic threshold beyond which the innate system as modeled cannot eliminate a pathogen. This threshold is not simply a fixed value, but depends on the level of activation of the innate system at the time of the challenge. Fig. 2 . Arrangement of the local stable and unstable manifolds at the saddle equilibrium in Case 1.
Comparison with the two-hit experiments
The model with two nearly identical pathogens
Suppose that the pulmonary innate immune system is attacked by two nearly identical strains of a bacteria as in the two-hit experiments [5] . Let x 1 and x 2 represent the bacterial loads of each strain. According to our model, the dynamics of the infection could be studied using the equations:
ð6:1Þ
Since the two strains are nearly identical, we do not assume any interaction between them other than what would be expected were they a single population of size x ¼ x 1 þ x 2 . For two different bacterial species, this assumption might not be valid.
In the next sections we simulate the two-hit experiment using the most reasonable values of the parameters available and show that all features are accurately reproduced. Further we use the data from the two-hit experiment to estimate certain model parameters.
Simulation with estimated parameter values
The accurate estimation of parameter values in any detailed model is difficult and in this low-dimensional model it is already somewhat problematic. A few of the parameter values are known, some are estimated based on our best information and others are chosen arbitrarily within the constraints of Case 1 of the model. We have not attempted to optimize the values with respect to any principle such as metabolic efficiency or with respect to the experiments to which we compare the model. Actual values of the parameters would vary somewhat from host to host and would vary, perhaps greatly, for different species of pathogen.
The bacteria Klebsiella pneumoniae, used in the experiments in [5] , has a doubling time on the order of one hour, so we let a ¼ 1. Since neutrophils are known to be very effective phagocytes, the value of b is also on the order of 1. We take it to be 0.2 or on the low side. We expect the response rate of the PMNs (the time scale for their response is about 4 h.) and other rapidly deploying immunological cells to be significantly lower than the bacterial growth rate, and we use values near d ¼ 0:04 and c ¼ 0:01. The parameter l is known to be approximately 0.087, and we let g ¼ 0:04 so that the background rate of immune activity is low (0.5). The parameters representing the immediate part of the immune system m and b are taken to be 4 and 3.7, respectively, so that the effect of this part of the system becomes small for x in the range of the experiments. With this choice of parameters, the system belongs to Case 1 described in Section 5.3, above.
We use a second-order modified Euler's Method to integrate the system (6.1) on the time interval t 2 ½0; 12, with a time step of.01.
The initial condition is x 1 ð0Þ ¼ d 1 ; x 2 ð0Þ ¼ 0; z 1 ð0Þ ¼ g=l. When t ¼ 4; x 2 is set to d 2 ¼ 5 CFU and then allowed to progress normally. This corresponds to the second inoculum administered after 4 h. As in [5] , we vary the first dose d 1 from 5 CFU to 15 CFU. At t ¼ 12, first order growth rates are determined for the two strains via the formula k i ¼ ln
where T 1 ¼ 12 and T 2 ¼ 8. Both initial conditions are well to the right of the stable manifold, and accordingly both strains are seen to display positive growth. The calculated growth constants k 1 and k 2 are plotted in Fig. 4 . They match the measured values in [5] quite well; first, we see that k 1 > k 2 and in particular, k 1 À k 2 % 0:25, whereas the median observed difference in the experiments was 0:22. Second, the actual values for k 1 and k 2 match closely with experimental observations. Third, the graph shows that k 2 is inversely related to the size of the initial inoculum, while k 1 is much less strongly affected, again matching up with the experimental results. The conclusion is that our model is adequate to accurately reproduce this experimentally observed phenomena in the pulmonary immune system.
Further comparison of the model with the two-hit experiment
From the two-hit experiments we have data for x 1 and x 2 , but not z. However, with reasonable simplifications we can compare the data with the model. During the first four hours of the experiment we need only consider x 1 . Since the inoculate x 1 ð0Þ is large enough that we are past the significant influence of the term mx i =ð1 þ bx 1 Þ, we ignore this nonlinear term. Further, at least initially the level of z is very low (since the response time is on the order of 4 h as noted earlier). We take it to be zero throughout this interval. This leads to a linear equation for x i with and exponential solution x 1 ðtÞ % x 1 ð0Þ expðatÞ.
At hour 4 the inoculate x 2 ð4Þ is introduced and during the next 20 h both strains grow, but under the negative influence of z. We will make the simplifying assumption during this period that z % d=c, the limiting value of z, corresponding to full activation (on the order of 4 h.). This gives two linear equations with solutions: Comparison of the data with the simplified model gives:
ð6:3Þ
Immediately from the second equation we have:
in other words, we confirm that the system is operating in Case 1 as we supposed. Second, we may solve the linear system:
Unfortunately, these equations are mildly ill-conditioned and so results derived from them should be considered as approximate and their precision should be confirmed by other experiments. The chief factor leading to the ill-conditioning is the disparity in time intervals (4 h and 20 h) and a repeat of the experiment using a shorter second period would be useful. The authors of the two-hit experiment reported the median apparent growth constant for the initial inoculum was k 1 ¼ 0:34h À1 and k 2 ¼ 0:11h À1 for the later inoculum.
This yields approximations: Note that the estimated value of a corresponds well to known values. Note also that we have not specified units for z and so the second ratio must be considered as non-dimensional and scaled to the proper units if used.
Discussion
Summary of results from the model
Research in pulmonary immunity reveals that the innate system contains components that are immediate in their effect and components that are not immediate, but dynamic. The system of differential equations (4.4) incorporates basic known properties of both immediate and rapidly responding parts of pulmonary innate immunity in a 2-dimensional model. We have analyzed the dynamics of this model completely for the biologically relevant parameter values (Case 1). In this Case we showed that there is a unique non-zero equilibrium that is a hyperbolic saddle -it possesses both stable and unstable manifolds. The stable manifold subdivides the phase space of the model into two parts, defining a dynamical threshold for the outcome of an initial condition. For infection densities less than the threshold, the innate system returns the patient to the zero equilibrium (resolution of the infection). For infection densities greater than the threshold, the infection will grow unbounded. Of course this model is only reasonably valid for the initial phase of an infection since it does not take into account the adaptive system or even the fine details of the innate system. However, we do find that the simple model with parameters chosen in Case 1 is adequate to explain the dynamical nature of the innate response found in the two-hit experiments [5] . We also used data from the two-hit experiments to estimate the parameter a and the ratio bd=c in our model. To make further estimates, more data is needed. An experiment that could be completed in the murine model would be to give very low level inoculates. These could be used to estimate m and b for the specific host and pathogen. Also note that d=c might be directly measured as the concentration of neutrophils recovered in the murine model after subjection to a large inoculate and a sufficient period of response time.
The model in the context of modeling immunity and infection
In this article we have only explored low-dimensional, or phenomenological modeling. There is a long history phenomenological model of both immunity and infection and these methods, though by definition simple, have proven to be extremely helpful in furthering our knowledge of biological processes, at least in some cases. Modeling of HIV and other viral infections have been the subjects of particularly intense and productive studies in recent years [29, 35, 39, 2] and, for instance, led to experiments that revealed the high reproduction and mutation rate of HIV. Studies of models for immunity and tumor growth have led to insights into possible therapies [26, 22, 15, 4] , and embedding of immunity models in epidemiological models has increased the accuracy of forecasting in that field [17, 31] .
Much of the effort in modeling of immunity has been placed on long term dynamics and the adaptive system [3, 50, 2, 7, 49] and there has been limited focus on the onset of infection and initial response (for one such study see [34] ). Further, we find very little mathematical modeling of the immune response in the lungs, except for an extensive and rich literature on M. tuberculosis infections (see [16, 30] ). The peculiar nature of the TB infection makes comparison with other types of infections tenuous.
Many studies have considered immune models that incorporate delays [29, 15, 50, 4, 14] . Delays may be an important underlying cause of oscillatory behavior in chronic states of disease. It appears that delays are not needed in our model because there is no evidence of delays in the part of the immune system under study.
Detailed modeling of components of the immune system and their interactions has also been a subject of intense activity [ 16, 42, 25, 41, 30] . A good example of this can be found in [24] , where the complement system, a subsystem of the innate system consisting of enzymes (such as C3) rather than cells, is investigated with as much detail as possible. This leads to dozens of coupled differential equations relating the levels of the various component enzymes. According to the authors: ''The principal difficulty that hinders the modeling effort is the absence of the measured values of kinetic constants of many biochemical reactions forming the CS.'' Several different approaches -some heuristic, some practical, some theoretical -have been developed to deal with the influence of parameters. The authors of [24] address the problem by adjoining an optimality condition that asserts that the parameters are the ones that optimize metabolic efficiency. While this has some philosophical appeal and has been shown to work in some applications, it has also been shown to fail in other problems and an optimality condition cannot be assumed to be literally true. Another approach is to study whole sets of parameter values. This however quickly runs into the curse of dimensionality. If more than a few values are unknown, then simulating with sets is not feasible. Another approach is to consider ''typical'' behavior of systems of the class being modeled, or to discover structural properties of the equations that confer some universal behavior that manifests itself, in part or in whole, independent of the parameters or initial conditions. Finding universality in detailed models is rare and precious. Even in our low-dimensional model, the number of unknown parameters is minimized, but still several constants arise that can only be approximated at best. Also, note that the complex three dimensional structure of the lungs impacts the process of pulmonary infection and the innate immune response. Spatial considerations can be modeled [18] , but we eschew such considerations as important but beyond the scope of this manuscript, since our new sampling technique can Fig. 7 . Case 2b. The nullclines intersect at a tangency which implies that the equilibrium there is non-hyperbolic, the linearization has at least one eigenvalue with zero real part. In this plot the parameters were set to a ¼ 1:
For these values we have that TrðDFÞ < 0 so the other eigenvalue is negative. Fig. 8 . Case 2c. The first of the two intersections of the nullclines is a saddle equilibrium. Its stable manifold separates the phase space into two parts. All orbits to the left of the manifold are asymptotic to the stable equilibrium at ð0; g=lÞ. In this plot the parameter values were set to a ¼ 1:
The second intersection is a stable node for these parameters.
only give a picture of the state of the lungs averaged over its entire spatial extent.
We choose to explore ''coarse-grain modeling but emphasize that all types of modeling lead to understanding and that there is cross-fertilization between high dimensional detailed component models on the one hand and minimalist phenomenological models on the other.
The model and newly available data
While the models and modeling are in and of themselves interesting, their utility lies in the ability to describe and categorize the trajectories of human subjects and data is required to bring this utility to fruition. Our motivation for this model is that it should serve as a starting point for comparison with patient data from a new sampling technique being developed by the authors (see Appendix A). We have proposed and conducted preliminary investigations into a noninvasive technique of sampling the alveolar lining fluid (ALF) from intubated patients using accumulated fluid in ventilator circuit filters and PCR (polymerase chain reaction) technology [21] for identification of the pathogens. Initial studies have concluded that the new procedure is just as effective as the standard BAL (bronchoalveolar lavage) in detecting bacterial pathogens in patient ALF. Further, we have shown that many immune system signals, such as cytokines, can also be measured in the fluid.
Together, direct measurement of both specific bacterial load and components of immune response promise to give clinicians a patient's pulmonary-specific state in unprecedented detail. The new sampling technique promises to provide, for the first time, direct in-patient time series of the onset and progress of a pneumonia and the accompanying immune response. This opens up the possibility of developing a new protocol for the early detection of VAPs in which dynamical models play a role.
Much more work is needed to validate the sampling method and correlate data with models. The model proposed here, since it is based on our current phenomenological understanding of the pulmonary infection/innate immune response, should serve as a reference point for further investigations. The ultimate goals should be to aid physicians to develop new protocols for diagnosis and treatment of VAP and to help advance clinical practice from point estimates to process-based intervention. The initial challenge will be to estimate model parameters from patient data for various common pathogens.
From a wider point of view, the new aerosol sampling technique may prove to be a useful tool not only for clinical diagnosis, but also for progress in the general understanding of the immune system. Since the data is inexpensive and non-invasive, it should be possible to collect large amounts of data from many different regimes of infection, thus facilitating comparison and validation of this and other models. The technique, combined with model interpretation of the data, provides the possibility for ethical, direct, and accurate monitoring of details of the pathogen-immune interaction within human subjects. It is hoped that the combination of measurement and modeling will provide a powerful tool to help unravel the dynamics of the human immune system.
Appendix A. Appendix -A non-invasive sampling technique
Clinical suspicion of pneumonia in an intubated patient is currently based on three measures: infiltrate in a chest X-ray, elevated white blood cell count and changes in body temperature. Of these, the latter two are non-specific, and the three combined effectively measure only the adaptive system response to a developed pneumonia, not the bacterial or viral agent causing the pneumonia.
Samples of alveolar lining fluid (ALF) from the focus of infection contain information regarding both the status of the bacterial load and the immune response (e.g. [45, 6] ). Until recently, obtaining samples of ALF from human subjects has only been possible through BAL (bronchoalveolar lavage) and similar procedures that are invasive and expensive. Data from the electronic medical record indicate that, in the vast majority of cases, samples of ALF, such as those obtained through BAL, are only sought after an infection is strongly suspected [38] . The tests are ordered to provide confirmation of suspicion.
We have developed and explored an inexpensive, rapid and noninvasive method that can detect pathogens from the aerosolized droplets of ALF that collect in ventilator circuit filters [21] . In the majority of ventilated patients, the ventilator circuit contains a hygroscopic condenser humidifier (HCH) filter that is designed to limit moisture loss from the patient, minimize heat loss, and filter bacteria that may be present in the tubing outside of the HCH filter. The HCH unit is situated in the ventilator circuit between the Y-piece and the endotracheal tube, just external to the patient. Condensed vapor and aerosols from the breath of intubated patients visibly collect within this filter unit and are retained there until the unit is exchanged -every 8 to 12 h as part of routine circuit maintenance.
We have proposed detection, identification and measurement of pathogens in the fluid that collects in the filter using standard PCR (polymerase chain reaction) amplification techniques. PCR provides a rapid, quantitative and inexpensive way to profile the HCH fluid for bacterial, fungal and viral pathogens. Preliminary data comparing a convenience sample of 17 HCH filters retrospectively with available culture data demonstrated a marked correlation that could not be discounted to chance alone [21] .
Based on the encouraging preliminary results, we undertook a designed pilot study directly comparing matched samples of ALF and BAL taken from the same patient at the same time. The results of the matched samples trial indicate that the quantitative detection of alveolar pathogens from ALF is accurate and most likely superior to BAL. We also demonstrated that ALF samples from the filters contain immune biomarkers such as IL-2 and IL-10 cytokines. These and other chemical signals can be detected in alveolar lining fluid, but because of compartmentalization, pulmonary levels of these compounds are not readily measurable in the blood [9, 27] . Serial sampling of the bacterial load and biomarkers together reveal a highly correlated interaction. Compelling evidence that the ALF samples contain real information is the observed correlation between the changes in bacterial growth rate and cytokine spikes. Serial sampling of the bacterial load reveals the within host growth and decline of pathogenic organisms over the course of a patients mechanical ventilation. The data indicate potential physiological signatures that may presage the onset of VAP.
In Fig. 5 we show the time series of bacterial and immune component levels recovered from HCH filters in [21] . We note that this is the first time-series that we have recovered and that it is incomplete. Notice the temporal coincidence of the cytokine spikes with the bacterial growth features. The IL-1b and G-CSF levels spike as the bacteria begin to amplify. IL-6 spikes at the peak of the Staphylococcus aureus growth and presumably is related to the subsequent dip in bacterial growth. But both bacterial species recover and begin to regrow! A BAL is not performed till the double arrowheads. It is clear that the sampling of ALF from the ventilator filters provides evidence of and information about an infection long before that point.
At this stage, we have not attempted to fit the patient time series data to our model. First, our model is only intended to have validity at the onset of a pneumonia. The time series we thus far have does not capture this part of the infection. Secondly, since PMNs, the most effective agents of the innate system, are relatively large we do not expect to find them in the aerosolized ALF. Thus, work needs to be done to determine which cytokine levels might serve as proxies for activation of the rapidly responding parts of the innate system, a question that has already begun to be investigated [6] . Finally, our clinical studies thus far have emphasized pair-wise point comparisons of the new technique with BAL measurement and only two incomplete patient time-series are available at this time. Far more time series data would be needed for validation of the model and meaningful parameter estimation. We hope that these obstacles will be overcome in the next round of clinical trials. The only equilibrium is the stable node at ð0; g=lÞ. Proposition 1. In Case 2a all solutions tend to the unique equilibrium ð0; g=lÞ.
Proof. In this Case the entire first quadrant is partitioned into 3 parts: below the graph of z 1 , between z 1 and z 2 and above z 2 . We denote these regions by Roman numerals I, II, and III, respectively. See Fig. 6 .
In Region I, note that z 0 is positive and bounded below since the region is bounded away from z 0 ¼ 0 and since z 0 ! ðd À czÞx as x ! þ1. (Even along z ¼ 0 the z component is bounded away from zero.) Note also that Region I is bounded above by z ¼ a=b < d=c.
Thus any initial condition in this region must leave the region in finite time.
Next consider Region II. At the lower boundary of this region ðx 0 ¼ 0Þ, the z component is positive and bounded away from 0. Thus any initial condition in a neighborhood of x 0 ¼ 0 will leave that region in a fixed time interval. Further, any initial condition above a neighborhood of x 0 ¼ 0 will move to the northwest with negative x velocity bounded uniformly away from 0. Since there are no equilibria in the interior of this region, all such solutions must eventually either intersect the graph of z 2 or the z axis. The latter can only happen at the equilibrium ð0; g=lÞ. Because the x component of the vector field is negative everywhere along z 0 ¼ 0, all orbits reaching z 0 ¼ 0 will enter Region III.
Finally all orbits in region III must travel southwest. These orbits cannot reach z 0 ¼ 0 and cannot reach the z axis except at the equilibrium. Thus we conclude that all orbits in Region III must be asymptotic to ð0; g=lÞ. h We find, then, for parameter values satisfying Case 2a that the innate immunity system as modeled is adequate to eliminate any pathogenic load. This is obviously not a realistic model for the interaction with most bacterial pathogens.
Case 2b. One intersection of the nullclines. This Case involves a bifurcation since in Case 2a there are no nonzero fixed points and for Case 2c there are two. Case 2b is clearly the transition between these cases and generically we expect the bifurcation to be a saddle-node bifurcation i.e. the linearization of the equations at this point has one zero eigenvalue and one non-zero eigenvalue.
We see that indeed one of the eigenvalues is zero since at the point of intersection of the two smooth nullclines we must have a tangency, z The characteristic polynomial for this matrix is: Here we see that the roots of this equation depend non-trivially on the equilibrium. The middle coefficient, which is ÀTrðDFÞ, is given by
where x in this formula is the x-coordinate of the equilibrium. For biologically relevant parameter values, we expect the third term to be insignificant and thus we expect the trace to be negative and the saddle-node to have a stable direction as in Fig. 7 . Case 2c. Two intersections of the nullclines. In this Case the local analysis of the first equilibrium is the same as in Case 1. It is also a saddle with a stable and an unstable manifold. Globally, by the same arguments as in Case 1, the stable manifold of the saddle equilibrium again subdivides the first quadrant into two parts. All orbits to the left of the manifold must be asymptotic to the equilibrium at ð0; g=lÞ. Orbits to the right of the stable manifold cannot cross over the manifold and thus the model predicts that a bacterial infection will be persistent, never returning to ð0; g=lÞ.
The second equilibrium in this Case is more difficult. At this intersection of the nullclines we have z 0 1 < z 0 2 . This implies that detðDFÞat this point is positive. This gives the possibilities that the eigenvalues are either complex or real with the same sign. Thus the equilibrium must either be a stable or unstable node or a stable or unstable focus. The stability depends entirely on the term TrðDFÞ. In the Case TrðDFÞ is zero, then the point will be nonhyperbolic.
From our observations in Case 2b, near to the saddle-node bifurcation (if TrðDFÞ < 0), this second equilibrium must be a stable node. Far from the bifurcation parameters the second equilibrium may lose stability. Since no other equilibria exist, stability may only be lost via a Hopf bifurcation.
See Fig. 8 for an illustration of Case 2c. In this Case the second fixed point is a stable node.
