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1  INTRODUCTION
The first session for the SPS was motivated by the
need to discuss certain global issues relating to the way
in which machine studies are performed over the next
few years.  In addition to the interesting beam physics
problems, discussed in the following sessions, there are
limitations coming from more mundane sources.
Limitations on the intensity of the LHC type beam arise
from the presently installed, or not yet installed, machine
equipment.  In addition the explosion in the number of
requests for machine development time has resulted in a
severe scheduling problem.
The situation will be particularly difficult during 2000
operation as the lepton equipment is still installed in the
SPS and compatibility with the production of lepton
beams for LEP filling must be maintained at all times.
However the end of LEP operation will not solve the
problems of scheduling sufficient time to perform the
MD studies.  2001 will be a very short year of operation
with a heavy demand for physics and test beams as well
as a huge MD programme.  It should be that the LHC
beam requires a greater proportion of the CPS supercycle
than other beams.  This means that studies in the SPS
can, and will, perturb other beam users in the CPS.
Six presentations were given during the session. The
first two included a study of the MD operation of the
SPS in 1999 and beams provided by the CPS. In addition
the prospects for the CPS beams in 2000 was included.
The next two talks discussed limitations on the beams in
2000.  The first was a critical look at the present state of
instrumentation in the SPS and the facilities needed by
the operators in order to perform efficient MD's.  The
second identified the various limits imposed on MD
beams by the present installations in the machine. The
fifth presentation looked at the intervening years,
between the end of LEP operation and the startup of the
LHC (and CNGS). Finally the session ended with a
presentation detailing MD requests for 2000 and the
draft schedule.
2  MD'S IN THE SPS
There are four different types of MD time available in
the SPS.  These are 'long' MD's, 'Wednesday' MD's,
'parallel' MD's and 'No Beam' MD's.  The Long and
'Wednesday' MD's provide dedicated hadron beam time
for studies and take the form of 24, or 8-hour blocks
respectively.  Around 6 long MD sessions and 8
Wednesday MD sessions are scheduled per year.
During the long MD's the machine is frequently
operated with a non-standard supercycle, such as studies
involving the acceleration of the LHC beam, or beam
studies in coast. It should be noted that these periods are
also used to change the fixed-target physics set-ups in
the experimental areas.  Each supercycle contains lepton
cycles and every attempt is made to make leptons for at
least part of the MD time.
For the Wednesday MD sessions, every attempt is
made to use the normal physics cycle.  Occasionally the
perturbation to the physics beam is slight and parasitic
physics can be done.  Leptons must be available on
request during this time.
A few years ago LEP changed to a new filling scheme
using double-batch synchrotron injection.  Instead of 4
lepton cycles, only two were then required. The time
liberated in the supercycle has been used since then to
perform parasitic studies in parallel with normal physics.
The beam here is limited to injection energies (14-
26 GeV/c depending on the beam) and can be kept in the
machine for a few hundred milliseconds out of the 14.4s
supercycle. The time is scheduled in 8-hour 'days' and
the studies cannot perturb either the hadron physics, or
the leptons. The division of the time is 75% for CPS and
25% for SPS.  The SPS only uses the time for machine
studies, whereas the CPS can either use it for studies, or
for additional physics cycles.
Table 1 gives the distribution of time during 1999 by
subject.  It can clearly be seen that the lions share of MD
time in the SPS is associated with the LHC.
Table 1: Studies Performed in 1999 by Subject
 Type  Hours
Performed
 SPS as LHC Injector  580
 SPS as LHC Test-bed  120
 High Intensities (CNGS)  130
 Operations  140
 Others  20
 Total  990
 
 The total time, of 990 hours is quite impressive.
However it should be noted that only 220 hours were
dedicated beam time.  The other 770 hours took the form
of parasitic studies during normal physics.  The SPS is
presently running with just 5% of the scheduled time
given over to dedicated MD's.  A similar proportion is
planned for 2000.  Table 2 gives the scheduled time for
each of the different types of MD during the coming
year.  In addition, the time already requested for studies
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is given.  For comparison the scheduled time in 1999 is
also listed. Table 2 clearly shows that the dedicated MD
time in the SPS is grossly oversubscribed.
 
Table 2: Scheduled and Demanded MD time






 'Long' [h]  242  144  156
 'Wednesday' [h]  90  56  64
 'Parallel' [d]  >71  71  56
2  BEAM REQUESTS FOR STUDIES
 Any studies performed in the SPS require beam to be
provided by the CPS.  In many cases the beam needed
by the MD team in the SPS has special characteristics
and requires considerable time and effort to set-up in the
CPS. Table 3 gives a list of the beams requested by the
SPS during 1999 for studies.
 
Table 2: Beams Delivered by CPS to SPS for Studies
during 1999








 SFTPRO  14  3  16  0.005  5-7
 MDPRO  14  2  420  0.1  <5
 TSTSPS  20  1-5  1  0.2  25
 MESPS_L  26  2  1  0.2  22
 MESPS_S  26  10  1  0.2-0.5  5
 MESPS_US  26  10  1  0.2-0.5  3
 MDSPS  26  3  8  0.1  8
 TSTLHC  26  1-10  84  0.4-0.5  4.35
 
 During 2000 additional beams will be required. These
are primarily different versions of the LHC beam. It
should be noted that the nominal LHC beam requires a
production cycle in the CPS of 3.6s compared to 2.4s
required for the other 26 GeV/c beams.  In addition to
the LHC beams, the decision to build the CNGS facility
at the SPS makes it likely that studies will once again
start on coping with high intensities in the SPS.
 3  Y2K LIMITATIONS
 During 2000 there will be limitations on the studies
that can be performed in the SPS.  These limitations fall
into two areas: limitations on the beam itself (primarily
the intensity) and limitations arising from the schedule
and the need to maintain compatibility with the
production of leptons for LEP.
 3.1  Y2K Beam Limitations
 The main equipment upgrades for the SPS as LHC
injector will take place during the long shutdown in
2000/2001.  In addition, during this shutdown the lepton
equipment presently installed in the SPS will be
removed.  For 2000 many installations are in an
intermediate stage without the full functionality required
for the LHC beam.  Notable examples of this are the 200
MHz TWC RF system, the damper, the injection kickers
and the beam instrumentation. Most of these produce
restrictions on the beam rather than real limitations.
 However, the continued need for leptons produces a
more severe limitation via the 352 MHz SC-RF cavities.
These limit the intensity of the LHC beam via three
mechanisms:
x  Beam Loading
The method of producing the LHC beam in the CPS
often produces a modulation of the beam at around
8 MHz.  The bunch frequency and its harmonics
therefore have side bands at +/-8 MHz. There is
therefore a strong line at (9x40)-8 = 352 MHz. This
corresponds to the fundamental frequency of the SC-
RF system and generates significant beam loading in
the cavities.  The only cure is to increase the
coupling to the cavities. Unfortunately this
precludes the use of them to generate the volts
needed for lepton acceleration.  The time required to
change the coupling is around 1.5 hours.  This must
be done each time leptons are required during an
SPS MD.
x Impedance
The LHC beam becomes unstable on the cavity
impedance at high energy.  For this the local
batch/bunch intensity is important.  By raising the
feedback gain on these cavities the intensity at
which problems arise has been increased.  For a
single LHC batch it is now close to 1E+11/bunch.  For
three batches it is above 5E+12/bunch.
x Electron Cloud Effects
A significant vacuum pressure rise has been noted in
the SC-RF cavities during studies with the LHC
beam.  This appears to be related to the electron
cloud effect.  The vacuum interlocks around the
cavity have now been raised.  The danger is that the
high vacuum could lead to coupler arcing and
degradation of the cavity surface.
 In order to allow LHC beam studies to continue whilst
providing leptons on demand for LEP a series of steps
and studies will be undertaken.  With little or no voltage
available from the SC-RF cavities, 22 GeV leptons are
not possible.  Instead lepton cycles at 20 GeV will be set
up.  These cycles will be used during the long MD
periods and LEP has agreed to do energy calibration
studies during this period.  The LEP energy calibration
can be set up so as to use 20 GeV injection.
 This scheme will require that the SC-RF cavities
produce about 6 MV. It will require an intermediate
coupling factor to be set.  Studies will be required to
ensure that this voltage can be maintained in the
presence of an increased vacuum pressure due to the
electron cloud.  In order to provide extra diagnostics it is
suggested that LEP style radiation monitors be installed
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around the cavities.  These should give warning of any
enhancement due to the cavity field.
   The damper is one of the most critical devices in the
machine for the LHC.  The electron cloud effect
severely disrupted the damper in 1999 via charging of
the coupler plates. The effect comes from the fact that
the damper samples in base-band. Several solutions have
been investigated (see session 4).  The preferred solution
uses signals sampled from the pickups at a higher
harmonic of the bunch frequency.  A crash program has
been launched to allow the damper to work on signals
sampled at 120 MHz.  This should be ready for the
startup in 2000.  Figure 1 shows signals from the
couplers sampled at 120 MHz with no perturbation (top
trace) and the severely perturbed base-band signal
(bottom trace).
 Figure 1: Damper signals. Top: Unperturbed, Sampled
at 120 MHz. Bottom: Sampled in Base-band and
perturbed by electron cloud build-up.
 
 3.2  Y2K Scheduling
 As mentioned above the dedicated MD time available
in the SPS in 2000 is already heavily oversubscribed.  In
addition there is an increasing interference between SPS
studies and physics in the CPS.  The nominal LHC beam
requires a 3.6s cycle to generate in the CPS. Presently
the parallel MD segment has a 2.4s slot available for
study beams.  In order to make use of the LHC beam in
either the CPS, or the SPS, one other user in the CPS
will have to be stopped.  Both CPS and SPS would like
to study the LHC beam in detail.  In order to make the
LHC beam more readily available it is suggested to
urgently investigate the possibility of running a 15.6s
physics supercycle.  The change to this cycle length
could coincide with the planned reduction in the SPS
physics energy from 450 to 400 GeV/c.  The reduction in
the duty cycle for the fixed-target community could be
compensated by having a longer flat-top at lower energy.
The result would be a significant reduction in the cost of
running the SPS and much more flexibility for CPS/SPS
beam studies.  Unfortunately, at present, there is a
limitation on the AD transfer line power converters,
which require the supercycle to be a multiple of 2.4s.
This must be solved before the above scheme can be put
into practice.
 4  BEYOND 2000
 The problems do not stop with the end of LEP
operation this year. The principle problems in future
years are related to the accelerator schedule.  In the
years 2001-2004 the SPS and CPS will be required to
provide beams for a wide range of physics experiments
and LHC experiment tests. In addition, budget
restrictions mean that the running period is very likely to
be shorter than the technically possible schedule [1]. In
2001, especially, the running period is very short - just
15 weeks.
 During the 2000/2001 shutdown most of the upgrade
work in the SPS for LHC will be done.  In order to test
the new installations and to get experience with the LHC
beam under almost final conditions, there will be a
significant need for machine development time.  This
will need a relatively high priority, as it will be
important to identify any new/remaining problems as
soon as possible.
 Although many studies can be done using a single
batch from the LHC, many others will require the full
(3 batch) beam in the SPS.  Studies of this sort will
require 10.8s from the 18s supercycle in the CPS.  Even
single batch studies will require a dedicated 3.6s slice of
the supercycle.  All this means that the studies required
to prepare the SPS for LHC can, and will, perturb
physics in both the SPS itself and in the CPS.  In order to
minimise the impact on the physics programme it will be
necessary for the two machines to react quickly to
change the cycles in use. This is the basic motivation for
the SPS2001 controls upgrade, which aims to put a suite
of control software in place to allow the combined
CPS/SPS to become a truly multi-cycling facility.
The lead for the defining the prioritisation of the
various demands that will be placed on the CPS/SPS in
the period between LEP and LHC must come from the
management.  This in turn requires the SPS, via the
SPS2001 project, to define clearly what will be
technically possible.  Looking at the amount of work to
get done, it seems clear that both the CPS and the SPS
will require a significantly increased amount of
dedicated machine development time.
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