Abstract. 2014 We study features of a recentrly proposed computer architecture which models a dynamical system. We generalize the model and give some central issues. We apply the basin complexity as a measure and exemplify the use of the system for pattern recognition.
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L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt età la diffusion de documents scientifiques de niveau recherche, publiés ou non, emanant desétablissements d'enseignement et de recherche français ouétrangers, des laboratoires publics ou privés. Abstract. 2014 We study features of a recentrly proposed computer architecture which models a dynamical system. We generalize the model and give some central issues. We apply the basin complexity as a measure and exemplify the use of the system for pattern recognition. Three years ago, an arrangement of computers has been proposed [1, 2] which represents a kind of a dynamical system. A more detailed analysis was given by the same authors in [3] . [11] . As a measure to examine the basins of attraction in state space we introduce the attractor complexity [12] pi is the fraction of volume in state space due to attractor Ai. Or, since the state space is accessible only statistically, pi means the probability to find Ai as the output if the input is generated by an equally distributed random process. For all measurements, the adaptation property of the nets should be turned off, i.e. S constant, otherwise it would strongly influence the result. This is a consequence of the very fast adaptation compared to other models, e.g. neural nets, [13] .
Generally speaking the attractor complexity is an averaging measure of the basin structure of a net. One example of a real structure is shown in figure 4 . Nets also exhibit spontaneous classification abilities if no training inputs were applied (see Fig.4) . [16] . Starting from a given (parent) pattern in generation N, G(P, N), a slightly modified child pattern G (C, N) is generated by a random mutation in one of its components. In the next generation, only a single one will "survive", i.e. will be G(P, N + 1). For to select between G(P, N) and G (C, N) 11, 10, 9, 8, 7) and modifies G the given number of times until the same attractor is reached.
