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ABSTRACT 
“Voice over Internet Protocol (VoIP)” is a popular communication technology that 
plays a vital role in term of cost reduction and flexibility. However, like any emerging 
technology, there are still some issues with VoIP, namely providing good Quality of 
Service (QoS), capacity consideration and providing security. This study focuses on 
the QoS issue of VoIP, specifically in “Wireless Local Area Networks (WLAN)”. 
IEEE 802.11 is the most popular standard of wireless LANs and it offers different 
transmission rates for wireless channels. Different transmission rates are associated 
with varying available bandwidth that shall influence the transmission of VoIP traffic.  
The purpose of this study is to introduce a new algorithm that adjusts the speech-
coding rate of VoIP according to the transmission rate of the wireless channels to 
prevent channel congestion and calls drop. In this study, different codecs and different 
packet sizes were examined to identify the best adaptation process. Several simulation 
scenarios were studied to determine the best adaptation instant. The Real-time 
Transport Control Protocol - Extended Report (RTCP-XR) was used to monitor the 
link‟s status to identify the speech quality degradation. 
Applying the adaptive algorithm for VoIP in the wireless nodes shows a huge 
improvement in quality of speech and effective bandwidth utilization in comparison 
to the VoIP with no adaptation algorithm. In addition, a comparative study between 
the proposed algorithm and current related algorithms shows the proposed algorithm 
is more accurate and more effective in terms of execution time, adaptation cost, and 
adaptation process for the transmission of voice over WLANs. 
viii 
ABSTRAK
Suara melalui Protokol Internet (VoIP) merupakan satu kaedah komunikasi popular 
yang memainkan peranan penting dalam mengurangkan kos dan fleksibiliti. Walau 
bagaimanapun, teknologi VOIP ini masih mempunyai beberapa isu yang harus 
ditangani dari segi penyediaaan  Kualiti Perkhidmatan (QoS) yang baik, pertimbangan 
kapasiti dan penyediaaan keselamatan. Kajian ini memberi tumpuan tentang isu QoS 
VoIP, khusus untuk Rangkaian Kawasan Tempatan tanapaWayer (WLAN). 
IEEE 802.11 adalah piawaian yang paling popular untuk LAN tanapaWayer dan 
digunakan dalam kebanyakan infrastruktur sistem VoIP. Ia menawarkan kadar 
penghantaran yang berbeza yang dikaitkan dengan pelbagai jalur lebar yang dapat 
mempengaruhi penghantaran trafik VoIP. 
Tujuan kajian ini adalah untuk memperkenalkan satu modul algoritma baru untuk 
melaraskan kadar pertuturan pengekodan mengikut kadar penghantaran saluran 
wayarles untuk mengelakkan kesesakan dan penurunan panggilan. 
Walaupun sudah terdapat beberapa kajian dalam bidang ini, kaedah penyesuaian, 
kelajuan pelaksanaan dan masa penyesuaian masih perlu diperbaiki. 
Oleh itu, dalam kajian ini algoritma dan saiz paket yang berbeza telah dikaji untuk 
mengenal pasti proses adaptasi yang terbaik. Tambahan pula, beberapa proses 
simulasi telah dijalankan untuk menentukan penyesuaian masa yang terbaik. Khusus, 
algoritma yang dicadangkan adalah faktor-faktor yang telah dikenal pasti dan 
tambahan, ia menggunakan paket masa nyata Protokol Kawalan Pengangkutan - 
Laporan Terluas (RTCP-XR) untuk memantau pautan dan mengenal pasti degradasi 
kualiti ucapan. 
Hasil daripada penggunaan algoritma ini, kawalan kadar penyesuaian pada nod 
wayarles menunjukkan peningkatan besar dalam kualiti pertuturan dan penggunaan 
lebar jolur yang berkesan berbanding dengan sistem bukan-penyesuaian. 
ix 
Di samping itu, perbandingan telah dilakukan diantara algoritma yang sedia ada 
dan algoritma yang dicadangkan, dan hasil kajian menunjukkan bahawa algoritma 
baru ini adalah lebih tepat dan berkesan dari segi masa pelaksanaan, kos penyesuaian 
dan proses penyesuaian untuk penghantaran suara melalui WLAN. 
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1.1 VoIP Overview 
We have entered into a new communication era and people look for a cheap 
communication method, easily accessible everywhere, with no time limits and capable 
of integrating services. 
Unlike the traditional phone network that also known as Public Switched 
Telephone Network (PSTN) in which analog voice phone calls are transported 
through circuit-switched based networks [1], Voice over Internet Protocol (VoIP) 
refers to the process of transporting digital voice over packet-switched networks such 
as Internet. It has been verified that VoIP is a main competitor to the PSTN in terms 
of cost reduction, integrating of service, versatility and efficiency [2]. Therefore, 
VoIP has achieved wide acceptance. 
There are two main VoIP tools: First is PC-based application such as VoIP 
software or “Soft Phones” and the second is “IP Phones” that look just like normal 
phones but instead of having the standard phone connectors, they have an Ethernet 
connector in order to connect to a packet-switched network. 
It should be mentioned that “IP Telephony” term which sometimes is used instead 
of VoIP  which refers to the transmission of voice, video and other real-time media 
over IP networks and it is not restricted to “voice” [3]. 
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1.2 VoIP Protocols 
VoIP protocols simply allow two or more devices to send and receive the real-time 
speech traffic. Generally, VoIP architectures are partitioned into two main 
components: signaling and media transfer. 
Signaling covers the concepts such as endpoint naming, addressing and parameter 
negotiation. Depending on the architecture, Quality of Service (QoS) also can be a 
component of the signaling protocol (such as IntServ) [4].  
The media transfer typically includes a simpler protocol for encapsulating data. 
Media transfer usually supports multiple codecs and security [4]. A popular media 
transfer protocol for the transport of real-time streams is RTP [5]. The services 
provided by RTP include time reconstruction, loss detection, security and content 
identification. RTP protocol comprises RTCP, which can control some RTP 
parameters between the communication endpoints [6]. 
Furthermore, VoIP uses UDP/IP instead of TCP/IP. Due to the acknowledgment 
and re-transmission features of TCP [7], this protocol is not suitable for real-time 
applications as it leads to excessive delay in communication [8]. Conversely, UDP 
does not have these features, so it has less delay of communication but on the other 
hand, it provides unreliable connectionless delivery service. However, to rectify this 
imperfection, RTP in conjunction with UDP, provides end-to-end network transport 
functions for transmitting real-time application. RTP does not have a resource 
reservation, thereby it does not guarantee quality of service. However, its companion 
protocol RTCP allows monitoring of the link [6]. Figure 1.1 illustrates the protocol 
stacks for IEEE 802.11 wireless networks (gathered from [9], [10], [11] and [12]). 




RTCP SIP H.323 Call and Control Signaling 
 RTP 
Transport Layer UDP TCP 
Network Layer IP 
 IEEE 802.11 MAC 
 IEEE 802.11 PHY 
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1.3 Speech Quality Measurements  
Figure 1.2 demonstrates the quality measurement methods for speech that can be 
categorized into subjective and objective methods [11].  
Figure ‎1.2: VoIP quality measurement methods. 
Subjective methods are achieved by the average user perception by asking a group 
of listeners and provide them a limited response choice. ITU-T in Recommendation 
P.800 presented Mean Opinion Score (MOS) [13] which is based on user perception 
and it has a range from 1 (poor) to 5 (excellent) to demonstrate speech quality 
subjectively. However, subjective MOS is time consuming, costly, un-reliable and 
cannot be used for large scale or long-term voice quality monitoring [14]. This has led 
to the use of objective methods in voice quality measurement. 
Objective methods are based either on comparison between the real speech signal 
and a reference signal or they are based on mathematical models that can measure 
physical quantities of the network parameter such as delay and packet loss [15]. 
Objective methods comprise two techniques for quality measurement: 
Intrusive methods that generally inject a test signal into the network to compare 
the original signal and output signal and normally these methods are applied at the 
time of development of VoIP systems [16], while non- intrusive methods execute on 
real-time traffic without any reference signal and perform prediction directly from 
network impairment parameters such as jitter, delay and packet loss [17]. 
Technically, MOS value can also be achieved by objective methods like PESQ 
method or E-model [18]. E-model is a calculative method which has brought all 
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impairment factors that have an effect on a voice quality into a single factor (R-factor) 
as an output which is convertible to MOS scale [19]. The values that are needed to 
calculate R can be received by RTCP packet information. 
Furthermore, E-Model is able to track changes in quality and estimate 
instantaneous quality [20]. The scale of R is typically from 50 to 100, where anything 
below 50 is clearly unacceptable and 93.2 is a default value of R with all parameter 
values set to default [18]. MOS and E-model will be discussed in section 3.2.3 with 
more details. 
1.4 VoIP Components 
In order to transmit analog voice over packet-based network the voice must be 
sampled, quantized, encoded, compressed (not compulsory), and then encapsulated in 
a VoIP packet [21]. These steps are performed on the source side. The packets are 
then transported through the IP network to destination to retrieve the analog voice 
from the packets.  
The principal components of a VoIP system which covers the end-to-end 
transmission of voice, are CODEC (Coder-Decoder), Packetizer and the playout 
buffer. According to ITU-T G.1020 Recommendation [10], Figure 1.3 demonstrated 
the process of VoIP transmissions. 
Figure ‎1.3: Components and transmission process of VoIP over WLAN. 
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1.4.1 CODEC (Coder-Decoder) 
Voice codec or coder-decoder is the algorithm that is executed by sender and receiver 
to enable digital lines to carry the „analog voice‟ by converting it to the digital format. 
In addition, it may provide compression methods to save the network bandwidth. 
Different codecs have different bit-rates
1
, packet length, speech quality, 
algorithmic delay, complexity and robustness against background noise. The most 
common voice codecs are G.711, G.723, G.726, G.728, and G.729. There are some 
studies that have analyzed the performance of different codecs on QoS [6], [22], [23], 
[12], [24]. Speech codecs are divided into three categories; waveform codecs, source 
codecs and hybrid codecs. 
Waveform codecs produce high bit-rates and result in very good speech quality at 
the receiver. Since they take low processing effort, they have a lower delay that is the 
main concern of real-time applications. From the other side, they need large 
bandwidth. ITU-T G.711 codec [25] is from the waveform codec category. 
Source codecs use the mathematical model generally with linear multi-parameter 
filter to generate the speech synthetically from human voice. In addition, they are able 
to predict human speech samples based on previous samples. When these two features 
come together, the overall bandwidth required for speech can be greatly saved [26]. 
Thus, the codecs of this category need very low bit-rates that results in low bandwidth 
consumption. However, because of their complicated algorithms they need much 
more processing which leads to the additional delay. 
Hybrid codecs are the combination of the two previous categories that give fine 
speech quality with average output rates and fair bandwidth consumption. ITU-T 
G.729 codec [27] is in this category.   
 
 
                                                     
1
 Bit-rate is the number of bits per unit of time required to get samples of analog speech to encode it to digital format. Bit-rate 
 6 
1.4.2 VoIP Packetization 
The next component is the packetizer. Packetizer divides encoded voice into packets. 
Each packet requires a header, and each header adds 40 bytes to the packet [21]. So, 
the packetization interval directly affects bandwidth consumption and speech quality. 
Small packets associated with more redundant data that leads to high bandwidth 
consumption for header transmission so they would not use bandwidth efficiently. 
Besides, large packets require a greater period for samples to be gathered and filled in 
the payload of a single packet so it can lead to more delay. Later, in methodology 
chapter this will be discussed in more detail. 
1.4.3 Playout Buffer 
The playout buffer (jitter buffer), is another component of VoIP which is on the 
receiving side. It is used to rearrange packets according to the schedule of their 
playout time to mitigate the delay-jitter.  
1.5 Overview of WLANs (IEEE 802.11 Architecture) 
Wireless technology uses radio frequency or Infrared instead of wire or cable. Due to 
characteristics such as mobility, simplicity, scalability, edibility and cost 
effectiveness, Wireless LANs (WLANs) are replaced with wired LANs in home, 
office and other public places. Consequently, Voice is also run over WLANs 
(VoWLANs). 
Simply, a wireless network can be configured in Ad-Hoc mode and infrastructure 
mode; earlier is peer to peer (P2P) network and each node can directly communicate 
with all other nodes while later the transmission between nodes pass through central 
point called an Access Point (AP) [28]. AP can be presented as a gateway to connect 
wireless and wired portion of the network. 
 In the infrastructure mode the term Basic Service Set (BSS) is used for a wireless 
network containing only a single wireless access point. While the vast majority of 
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small offices and home networks fall into the BSS category, in larger offices, a single 
access point may not provide coverage for all wireless stations so it is better to use 
multiple access points. Such a network is called an Extended Service Set (ESS). 
Figure 1.4 shows infrastructure of both BSS and ESS mode. 
The Institute of IEEE is responsible for setting the standards for LANs and 802.11 
workgroup inside IEEE is tasked to develop standards for wireless LANs. There are 
several 802.11 protocols operate in different frequency bands such as: 802.11a, 
802.11b, 802.11g and 802.11n. Characters such as “a”, “b”, “g” or “n” have been 
given beside 802.11 to categorize this standard  to even more specific tasks [28]. 
 
 




Although, VoIP has been studied for around 20 years it still suffers from some 
problems in term of QoS requirements. Moreover, due to the fast expansion of 
WLANs, VoIP QoS over these networks are significant issue to be considered. 
Quality issues of VoIP are due to the mismatch between VoIP flow and the network 
condition. The QoS issues in Wireless LANs are more critical, because signals 
between AP and wireless stations are affected by distance, atmospheric conditions and 
presence of physical obstacles. Therefore, channel conditions change dynamically 
during communication that offers different transmission rate.  
The capacity of the wireless channel in terms of the number of supported calls is 
variable. These fluctuations can affect the quality of speech in VoWLANs. 
Consequently, acceptable quality requirements of VoIP such as delay, jitter and 
packet loss, cannot be guaranteed over Wireless links.  
Some requirements have to be met in order to provide satisfactory quality for 
VoIP. The voice stream must not suffer from a delay higher than 150 ms [29] and 
packet loss should be less than 3% [15]. In addition, voice codecs should be chosen 
carefully, since every codec has different features, they can affect the perceived 
speech quality. So finding the best VoIP coding parameter based on network 
condition is critical. 
From another perspective, IP a is a satisfactory protocol for data traffic but it is 
not designed for real-time traffic like VoIP, because it is based on the 'best effort' 
principle and packets are not guaranteed to be delivered to the receiving side. 
Therefore, some methods should be applied to guarantee the delivery of packets to the 
other end. This is the motivation for seeking an algorithm to guarantee the delivery of 
voice over IP networks. Consequently, this research is to investigate these two 
controversial topics and introduce some mechanisms to improve the quality of voice 
over IP networks especially for WLANs.  
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1.7 Research Problem 
IEEE 802.11 standard for wireless LAN presents multi-rate transmission feature. That 
is PHYICAL layer has multiple data transfer rate capability. According to this 
standard, the role of Link Adaptation (LA) function is to select an appropriate 
transmission rate from a set of possible rates based on wireless link conditions. In 
IEEE 802.11b the set of possible transmission rates are: 1, 2, 5.5, and 11 Mbps as 
shown in Figure 1.5 (Figure demonstrates based on [30], [31], [32]). 
Technically, different transmission rates cause different network capacities and 
different capacities lead to the unsteady network for VoIP calls. For example, when 
the wireless station moves far from the Access Point (AP) due to signal fading, PHY 
layer in the transmitter adapts its transmission rate to the lower rate. In such a 
situation, available bandwidth is deceased and it may lead to shortage of required 
capacity to carrying the VoIP calls which may cause congestion. Congestion is not an 
ignorable issue, because it will lead to delay and in the more severe situation it will 
lead to packet loss. 
 




As mentioned earlier, the VoIP output rate is related to codec type and its frame 
size. So, by changing these two parameters, the output rate of VoIP can be changed 
too. Table 1.1 tabulates the characteristics of two most famous codecs. G.711 
generates a digitized voice with a rate of 64 Kbps, on the other hand G.729 generates 
digitized voice with the rate of 8Kbps which is one-eighth of G.711 codec output rate.  
Table ‎1.1: Characteristic of two well-known codecs. 
Codec Bit-Rate (Kbps) MOS Quality 
G.711 64 4.1 Excellent 
G.729 8 3.9 Good 
In this matter, lower bit-rate codec like G.729 uses a higher compression rate, 
leading to lower utilization of the bandwidth, so, they support more calls in such a 
fixed amount of bandwidth, unlike higher bit-rate codec like G.711. Figure 1.6 
demonstrates an example of codec consumption in an assumed 100 Kbps bandwidth.  
 
Figure ‎1.6: The example of codec bandwidth consumption. 
The problem arises when these fix properties of codec come in multi-rate wireless 
LANs which channels change frequently. If the VoIP calls use constant bit-rate 
codecs they provide fix output rates independent of network condition, VoIP flow 
cannot be adapted based on channel conditions. Therefore, in the case of lower 
transmission rate, if VoIP codec continues encoding/decoding of speech with a higher 
rate it causes congestion. However in same situations lower bit-rate codec due to 
having lower bandwidth consumption can relieve the congestion.   
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Beside codec, choosing different payload sizes also affects transmission 
efficiency. Small packets utilize channel bandwidth inefficiently because of a higher 
ratio of protocol overhead to the real data. So, bigger packet size may effect on lower 
bandwidth consumption. 
Therefore, an alternative to meet VoIP requirement for multi-rate WLANs is to 
use the “adaptive-rate control” algorithm to reduce the effect of mismatch between 
VoIP traffic and network capacity. Adaptive-rate control algorithm for VoIP can 
adjust the VoIP transmission according to network conditions to optimize VoIP 
performance. 
In fact, the idea of enhancing real-time applications with an adaptive-rate control 
was famed from early 2000 by [33]. Adaptive algorithms may work with voice codec 
switching and/or packet size switching at the sender side and/or work with adaptive 
playout buffer length of the receiver side [33], [34].   
In spite of several previous researches on adaptive rate control algorithm [30, 34, 
42-49], there are still some deficiencies in the quality monitoring, adaptation 
benchmarks, a proper adaptation process, execution time and some other factors. 
Consequently, a more efficient algorithm is required to address the limitation and 
deficiency of previous algorithms, which will be discussed in chapter 2.  
1.8 Research Objectives 
The ultimate goal of this research is to propose a new adaptive-rate control algorithm 
for VoIP systems that control the coding parameters based on WLAN link conditions 
and keep the QoS metrics in the acceptable range. This algorithm enables the network 
to monitor the link quality effectively and measure the quality in real-time. It will 
evaluate different adaptation process with the combination of codec and packet size. 
Moreover, it will rectify some imperfections of previous algorithms. The explicit 
objectives of this research are as follows: 
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1. To use an enhanced statistical index to estimate network state for finding 
congestion. 
2. To investigate the right adaptation time based on transmission rate variation 
and the communication link quality monitoring. 
3. To reduce the algorithm execution time by using most recent standards in the 
adaptation process.  
4. To find the most appropriate adaptation process by focusing on voice coding 
parameter. 
5. To evaluate and validate the performance of the proposed algorithm in 
contrast to existing schemes in the literature. 
1.9 Research Scope 
Since 802.11b is the most popular wireless LAN (WLAN) standard in research level, 
in this study the evaluation was performed over 802.11b networks in the BSS 
infrastructure ( see section 1.5). 
 G.711 and G.729 codecs were studied in this research due to their popularity.  
 This research only addresses the multi-rate problem of WLANs that are posed to 
VoIP and no other traffic like video or data will be considered.  
 This research concerns only the situation of current calls, therefore there is no 
consideration of Call Admission Control (CAC).  
 Other scope of concerned is the congestion problem caused by transmission rate 
reduction (i.e. no concern on transmission rate increment). 
 OPNET 11.5 modeler is used for simulation models. 
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1.10 Research Methodology and Activities 
As stated before, the function of LA is to choose different transmission rates for 
wireless channel based on the channel error rate that leads to different capacity for 
VoIP traffic and affects the quality of speech. Therefore, capacity estimation is one of 
the required steps to be developed for the main simulation model.  
In this research, the adaptive-rate control algorithm is to adjust the VoIP 
transmission according to network conditions. Therefore, in order to determine the 
network conditions some experimental scenarios will be conducted to determine the 
best adaptation index among various quality factors. 
As mentioned earlier, when the transmission rate of a wireless channel is reduced, 
switching to the lower bit-rate codec and/or bigger packet size can reduce the load of 
VoIP traffic to prevent the congestion. Therefore, some simulations are needed to 
show which adaptation process is more effective to mitigate the congestion problem 
with consideration of codec and packet size adaptation sequence. The research 
objectives are achievable by considering the following research methodology and 
activities: 
 Conducting an extensive literature survey in detail on adaptive rate control 
algorithms for general IP networks and wireless LANs in detail. 
 Determining the essential components of adaptive-rate control algorithm. 
 Developing a model for the OPNET modeler to verify the algorithm. 
 Finding the capacity for each transmission rate of 802.11b based on the 
different codecs and different packet sizes. 
 Finding the effect of transmission rate changes on the fix number of calls and 
monitor QoS parameter like delay, packet loss, and MOS. 
 Examining different codec and packet size adaptation method for different 
situations. 
 Designing and development of a new adaptive rate control algorithm. 




In the proposed adaptive-rate control algorithm, we considered the combination of 
different constant bit-rate codec and different packet size. While many previous 
studies, only considered one of these parameters. 
Furthermore, unlike previous works, adaptation is not necessary after each 
transmission rate reduction and most of the time when the transmission rate falls 
down to the lower rate, the system can sustain the call with the current coding 
parameters. So, in this study some quality factors like delay and jitter are included to 
find the right adaptation time. Despite previous works, this algorithm tries to find the 
congestion based on delay variation/jitter beside MAC monitoring thus it has less 
burden of adaptation. In addition, delay variation/jitter enables the algorithm to 
predict the congestion faster and as a result, react faster.  
However, since voice is real-time and the algorithm should be executed fast, our 
algorithm does not include complicated or time-consuming calculation contrasting the 
algorithms in [35], [20] and it used RTCP-XR packet as a new feedback technique 
which provides a VoIP metrics block to evaluate the network situation. Moreover, the 
most appropriate method of codec and packet size adaptation has been proposed for 
different network conditions. 
The contributions of this thesis also include performance evaluation of adaptive 
rate algorithms. It is expected that our adaptive VoIP rate algorithm works more 
effectively because it possesses the desirable properties, which include fast response, 
aggressiveness, and fair bandwidth allocation.   
1.12 Structure of Thesis 
This thesis tackles the problem of multi- transmission rate that affect VoIP traffic. 
This work introduces an adaptive rate VoIP to optimize the performance of speech 
packet transmission under any given network condition, and deliver a better 
performance than un-adaptive VoIP. The thesis has been structured as follows, 
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Chapter 2 reviews related studies in detail and discusses the issue of the current 
algorithms.  
Chapter 3 describes the research method and the proposed algorithm 
components. The focus is on the technical properties of the algorithm, including 
finding the right adaptation time, quality measurement factors, codec and packet size 
adaptation processes, real implementation requirements, and capacity estimating of 
WLAN channel in different transmission rate. 
Chapter 4 contains a simulation model to evaluate the performance of the 
adaptive approach based on the main quality factors and comparison of the proposed 
adaptive rate control algorithm with non-adaptive algorithm and with the latest related 
work to validate the new proposed algorithm. 
 Chapter 5 provides research conclusion and summarizing of the main findings of 
this research. It also describes the achieved objectives, benefits of using this algorithm 
as well as its limitations. Future work, proposed as last part followed by a list of 
references. 
1.13 Chapter Summary 
This chapter presented the background and motivation of the thesis. Furthermore, 
research problems, technical objectives and methodologies are discussed. This chapter 
comprises the scope of research, research contributions and organization of this thesis. 
The main purpose of this project is to propose an algorithm that can be used in VoIP 
software or VoIP gateway to obtain good voice quality by making a proper decision 




BACKGROUND AND RELATED RESEARCHES 
2.1 Chapter Overview 
VoIP is one of the most important technologies in the communication world. 
Although after 20 years of research on VoIP, some of VoIP problems are still 
remaining. Especially, during the past decade with the wireless technologies fast 
growth, many researches have motivated to divert their focus from Wired-LAN to 
Wireless-LAN. VoIP over WLAN faces many challenges due to the vulnerable nature 
of wireless network. Moreover, issues like providing QoS at a good level, dedicating 
channel capacity for calls and having secure calls are more difficult than wired LAN. 
Therefore, VoIP over WLAN (VoWLAN) remains a challenging research area. 
Capacity and quality of VoIP are two important issues that need to be resolved before 
commercial deployment of VoIP and both issues are found to be  dependent to the 
voice codecs [36]. 
This research has focused on the problem of multi-rate WLANs that poses a 
challenge to VoIP traffic due to providing different channel capacity. This chapter 
discusses the background of related researches that have proposed algorithm for VoIP 
adaptation with respect to network channel conditions. The adaptation methods and 
adaptable parameters considered in previous researches will be reviewed in 
detail.  This chapter will categorize related algorithms according to the adaptation 
parameters, adaptation policies and methods, and the way of dealing with the multi-
rate effect and congested channel.  
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A limited number of researches in the area of adaptive VoIP traffic for multi-rate 
WLANs are available which all have demonstrated that their methods provide better 
communications quality than ordinary fixed-rate VoIP. There are different techniques 
to handle the problem of multi-rate WLANs for speech traffic. On one hand, there are 
the rate adaptation techniques on the sender that can adjust the VoIP output rate based 
on the link conditions (Figure 2.1 and Table 2.1). In this group, coding adaptation can 
adjust codec bit-rate (compression rate) and packetization interval. On the other hand, 
adjusting the playout buffer length (jitter buffer size) based on network conditions can 
be implemented on the receiver‟s side to control the input rate of VoIP. 
Some studies have been focused on the jitter buffer adaptation technique [37], 
[38], [39] and [40] while this study will focus on the first technique which adjusts the 
VoIP output rate based on the network conditions as it is more flexible and extendable 
technique.  
Figure ‎2.1: Rate-Adaptation mechanism. 
 
Table ‎2.1: Different adaptation techniques. 
Adaptation Techniques 
Sender Side Receiver Side 
(Controlling VoIP output-rate) (Controlling VoIP input-rate) 
Coding bit-rate Packetization Interval Jitter (Playout) Buffer Size 
As shown in Figure 2.1, all adaptation methods need some statistical and 
qualitative-based feedback from the link for estimation of the network condition 
especially to determine congestion or quality degradation. Some of these methods will 
be discussed in the following. 
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The idea of end-to-end feedback control can be found in [41] and [42] in which 
their analytical model was to find congestion based on delay feedback. Round Trip 
Time (RTT) that declare delay to some extent, was used in [43] along with packet loss 
rate. The adaptive algorithm proposed in [33] is based on delay and packet loss 
measurement which are gained by RTCP packets. 
Quality feedback method in [44] and [45] is the packet loss rate. The algorithms 
in [33], [46] and [47] used packet loss partially beside other indicator. Sfairopoulou et 
al. at the early stage of their work in [48] and Ngamwonwattana in his thesis [49] 
performed the adaptation based on moving average thresholds of delay and packet 
loss. Kawata and Yamada have made the decision of adaptation based on the presence 
and absence of ACK which can identify Frame Error Rate (FER) [50]. Other factors 
can also be considered as a congestion indicator like phase-jitter [51] and media 
access delay [52]. E-model (a method for estimating the expected voice quality) is 
used in [53], [54], [26] and [35]. Table 2.2 tabulated some different quality feedbacks 
used in previous works. 
Table ‎2.2: Different quality indices used by other researchers. 
Finding Adaptation Time 
Delay RTT Media Access Delay PLR ACK E-Model FER Phase-jitter 
The output rate of VoIP can be adjusted by two main categories namely, adjusting 
the coding rate and adjusting the packet size. Generally, the procedure of codec 
adaptation methods is based on this policy the if the adaptation algorithm finds the 
network congested, codec is switched to the lower bitrate to decrease the bandwidth 
consumption, and in the opposite situation higher bitrate codecs are chosen. Codec-
based adaptation can be further categorized into two groups. The first group includes 
a set of fix bitrate codecs and the input rate is adapted by exchanging among different 
codecs of this set. In the second group, adaptive multi-rate codec like AMR [55] or 
Speex [56] which comprised the built-in variable bitrate are employed. 
The study in [57] showed that when the network is highly loaded or congested, in 
most of the cases, G.711 has the highest PLR followed by G.729 and then G.723. 
Therefore, the order of codec switching is very important. 
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Table 2.3 shows different codec with their coding bitrate and their perceived 
quality for speech. Table 2.4 shows different bitrate and the quality of each coding 
bitrate of an AMR codec.     
Table ‎2.3: Bit-rate and speech output quality for some codecs [26]. 
   Codec Bit-rate (Kbps) Speech Quality (MOS) 
G.711 64 4.1 
G.726 32 3.58 
G.729 8 3.7 
G.723.1 5.3 3.6 
 
Table ‎2.4: AMR codec modes, bit-rates and quality of speech [58]. 
AMR mode Bit-Rate (Kbps) Speech Quality (MOS) 
0 4.75 2.6 
1 5.15 2.7 
2 5.9 3 
3 6.7 3.1 
4 7.4 3.2 
5 7.95 3.2 
6 10.2 3.5 
7 12.2 3.6 
AMR adjusts the speech rate based on signal to noise ratio (SNR) and bit error 
rate (BER). This scheme does not reduce the effect of delay impairment but the 
scheme of switching between several codecs can be established upon other 
benchmarks (rather than SNR and BER) to elevate the speech quality. 
The significant surveys in [59] and [60] reviewed and compared different 
adaptation methods. Follow on to that, in this chapter, adaptive rate control algorithms 
are classified into four main categories based on their respective adaptation method.  
There are those studies that proposed to change the input rate of VoIP based on 
the state in wireless link by changing packet size. However, other studies proposed to 
change the codec. There are also some other works that have taken both proposals 
into account and in the last category, some other factors have been taken into account. 
Figure 2.2 shows these divisions. 
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Figure ‎2.2: Categories of VoIP output rate adaptation approaches from literature. 
Each of the categories in Figure 2.2 is explained and discussed with the related 
studies in the following sections. 
2.2 Packetization-Based Approach 
Packetization is an essential parameter that must be specified at the time of 
developing a VoIP system. It determines how many voice frames should be allocated 
into each packet [49]. Predetermine and fix packetization results in non-optimal 
performance. Regarding this fact that 802.11b network is not able to carry a large 
number of VoIP calls. Smaller frame size limits the maximum number of VoIP calls 
as well, so by use of a larger payload number of VoIP calls can be increased. 
However, delay and loss need to be considered [61].  
This fact is also extendable to other networks like, Universal Mobile 
Telecommunication system (UMTS). Cao and Gregory evaluated the performance of 
VoIP in terms of end-to-end delay using different codec and different frame size for 
UMTS networks [12].  Their results demonstrated that when frame size increases, 
end-to-end delay increases too. In the other scenario, they assume a fix frame size and 
they have increased the number of frames per packet that showed with more number 
of frames in each packet end-to-end delay also increased. 
Therefore, larger payloads have more transmission efficiency in term of 
bandwidth consumption but it requires a longer period to gather and to collect more 
audio into a single packet which will take longer time by packetizer and cause more 
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end-to-end delay. On the other hand, small payload size is more tolerant to packet loss 
and has better voice quality at un-congested network condition. 
Oouchi et al. in [62] investigated the effect of different packet length for VoIP 
network based on an experimental study in a real environment. Their study has 
evaluated appropriate packet length in various network conditions using two criteria, 
the first criterion is transmission efficiency and the second one is voice quality in term 
of jitter and packet loss rate. Their results have shown, longer voice payload size has 
lower bandwidth utilization due to less header redundancy but shorter voice payload 
size results in lower tolerance to packet loss. To achieve an algorithm that has good 
voice quality and high transmission efficiency they proposed to use variable packet 
length to adapt the packet length based amount of bandwidth and quality requirement.  
Research in [63] has proved to achieve a better VoIP quality in congested channel 
in WLAN. They have shown packet size adaptation is enough to relieve the 
congestion while remaining on the same codec. Wang et al. [64] presented an 
algorithm based on the same concept that only packet size adaptation is enough. They 
have adjusted the number of frames per packet based on the values of delay and MOS 
as two quality indices.  
The proposed method in [49] is based on constant bit-rate coder which uses 
different packetizations to tune the bandwidth. To evaluate the performance of the 
algorithm, they have measured one-way end-to-end delay and packet loss. They have 
shown that packetization approach can help to reduce delays and packet loss rate. 
In one of the latest literature [65], the idea of adapting the payload size was 
proposed not only for congestion time but rather, before a user joins a VoIP session, 
the QoS standards would be negotiated to start the session with the optimum packet 
size for the codec. In their algorithm, network congestion is estimated using packet 
loss and delay jitter values gained from the RTCP Receiver Report (RR). If the delay 
increases due to network congestion or joining of a new user to the network, then 
payload size is decreased by reducing the number of frames per packet. Otherwise, 
the packet payload size is increased.  
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2.3 Codec Rate Based Approach 
As mentioned before, fixed-rate voice coders generate a constant output bit-rate with 
no consideration of network condition. Therefore if the network is unable to afford 
enough bandwidth for traffic, it causes delay and packet loss. Generally, rate-adaptive 
approach has better results compared to non-adaptive (fixed-rate) approach. Since the 
adaptive VoIP application does not need a strict partitioning of the bandwidth, it is 
more efficient to utilize the network bandwidth in comparison with non-adaptive 
VoIP, also this flexible portioning prevents link congestion. 
While UDP does not have any congestion control mechanism, the adaptive 
algorithm in [33] has proposed to use the famous congestion control scheme which is 
“additive increase-multiplicative decrease (AIMD)”. For further information, TCP 
Friendly Rate Control (TFRC) mechanism for controlling congestion can be classified 
into three main categories: equation-based mechanisms, window-based mechanisms 
and additive increase, multiplicative decrease mechanisms. Window-based 
mechanisms use a congestion window to control transmission rate. The other one is 
equation-based mechanisms, also known as TFRC. In TFRC scheme sender uses 
equation-based scheme to regulate the sending rate of TCP connection based on 
Round Trip Time (RTT) and packet loss rate. According to [32] and [66] TFRC is a 
common rate control mechanism for wired networks. However, this algorithm is good 
for TCP flow congestion control. 
In [33], AIMD scheme has been used as a congestion control mechanism and the 
source-based control algorithm allows some sources to adjust their bit-rate. They have 
focused on voice coders to find the most appropriate coder bit-rate based on network 
condition. 
They quantify the performance of adaptive VoIP in terms of main QoS parameters 
namely packet loss rate and delay. Furthermore, they have compared their algorithm 
with few constant bit-rate codec. Their results showed an adaptive VoIP system acts 
better than non-adaptive VoIP system. However, their algorithm is not based on 
multi-rate characteristic of IEEE 802.11 standard but it considered dynamic traffic in 
the network. 
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An adaptive VoIP algorithm for heterogeneous wired/wireless environment has been 
studied by Trad et al. [43]. They have assumed weird segment is congestion free and 
they only considered last-hop from wired to wireless which is AP as bottleneck 
segment and run the algorithm on AP to transcode voice flows based on estimation of 
channel congestion. 
In addition, they have proposed Vegas-Like Audio Rate Control algorithm in that 
coding adaptation take place based on link conditions that can be obtained from the 
RTCP receiver report statistic including packet loss rate and RTT between AP and 
wireless station. Thus, gateway keeps tracking of minimum RTT value. Every RTT in 
each instance should be compared with the default value to justify the network state.  
Finally, they have compared their work with TFRC. Although TCP-Friendly rate 
control scheme can reduce congestion but as mentioned earlier, it is more appropriate 
for wired networks.  
The first weakness of this algorithm is related to the thresholds of the adaptation 
process. The values for max and min thresholds are estimated based on the number of 
audio packets transmitted by the voice flow during a round trip time. Therefore, in 
real voice flow, these max and min threshold are varying all the time and they cannot 
be assumed fix. Although they ran the algorithm for different max and min threshold 
but these values have been assumed fix in the algorithm. In addition, despite the fact 
that RTT and loss rate are adequate indicators of the speech quality level, but later 
studies have used some other measurements as well to make adaptation more precise. 
Furthermore, they considered AP as a bottleneck for the traffic congestion since it 
connects the wired part of network to the wireless part. However, any wireless node 
can cause congestion. Moreover, their adaptation mechanism changes the coding rate 
of all the incoming calls, while in many cases, adaptation is not necessary for all the 
calls and only some of the calls need to adapt their codec to rectify the congestion.  
Two algorithms that already discussed in this section focused on the adaptive 
VoIP mechanism. The first one has studied all IP networks and the second one has 
studied the connection of wired/wireless networks. However, adaptive QoS 
mechanisms with a special focus on multi-rate WLAN environment was investigated 
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by Sfairopoulou et al. in [48]. They categorized their algorithm into three phases: 
monitoring, adaptation, and recovery phase.  
In the first phase, they used RTCP sander and receiver report to collect the 
information from the link to monitor the link quality. For this purpose, they have 
defined a threshold for QoS parameter such as delay, packet loss and jitter by using 
Moving Average Function. So, if the values gained by RTCP packet is out of the 
threshold or if MAC layer information declares a rate change, then the next phase 
(adaptation) is commenced. In adaptation phase to have a more accurate estimation of 
link they have used RTCP packet in the shorter period (less than 5 seconds). Then, 
new calling parameters with the next SIP re-invite message in the current session will 
be set. After that in the recovery phase, algorithm monitors the network to check 
whether the rate change is effective or not.  
In their simulation, there are two types of flow in the calls; either fast (5Mbps) or 
slow (1Mbps). They have changed some VoIP flows from fast to slow and they have 
shown overall throughput is reduced. Then they have changed the codec of reduced 
transmission rate flows manually to the lower bitrate codec. However, they did not 
use QoS parameter‟s threshold which they calculated by moving average function 
also the information from RTCP packet.  
Later, in the studies presented in [26], [67] and [68] they have enhanced the work 
in [48] to improve the monitoring phase by monitoring MAC and RTCP together. As 
a result, when a rate change is perceived in the MAC layer, the transmission rate 
change alarm triggered immediately and then the RTCP packets announce the QoS 
situation. So, based on the MAC and RTCP information, the algorithm decides 
whether to change codec or not. 
In this solution, only some of the nodes need to adapt their codecs. First, the calls 
that have faced with the lower transmission rate adapt their codec to the lower bit-rate 
codec. Then, if congestion still remains high in the network, other calls also adapt 
their codec to reduce the load of the network. 
Their algorithm is fast because there is no complex calculation and monitoring 
phase is perfect in term of determining transmission rate alteration and quality 
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estimation. However, their algorithm would have been improved by implementing 
different frame size based on network condition as well as codec adaptation. 
They have also evaluated two different modes of applying the location of 
adaptation algorithm: centralized and distributed. Centralized is implemented on AP 
and AP is responsible in charge of monitoring all calls while distributed is 
implemented on each node and each node is in charge of monitoring and adapting its 
own codec. They have found that in the centralized mode, AP as a central device has 
better estimation of voice quality. However, centralized algorithms require employing 
specific network equipment such as non-standard APs [51]. 
Another work that has addressed the effect of frequent dynamic change in 
bandwidth and presented an adaptive QoS technique based on codec switching was 
proposed in [47]. However, the multi-rate problem is not directly pointed out in this 
work. The codecs been observed in this work includes G.711, G.726 and Speex. Since 
Speex is a variable rate codec, it has different bit-rates from 2.1 to 26.4, so the 
algorithm should be extended to different bit-rates of this codec, but they have not 
taken all the specific bit-rates of this codec into consideration. As multi-rate codecs 
like Speex have their own adaptation mechanism, consequently it is better to consider 
a set of constant bit-rate codecs instead of having a combination of constant and 
variable bit-rate codecs.  
In addition, Packet Loss Rate (PLR) has been implemented as their indicator of 
congestion and they have used RTP‟s serial number to calculate the number of lost 
packets. If PLR exceeds the defined threshold, it shows the quality degradation, so 
current codec in the algorithm switches to a lower bit-rate codec to reduce the 
required bandwidth of that call, otherwise it switches to a higher bit-rate codec. PLR 
is calculated and sent from receiver to the sender but the algorithm would have been 
more convincing if it had consider delay to have a faster reaction, because according 
to [3] packet loss is the effect on severe congestion. 
They have also proposed a new packet structure, which adds redundant data to the 
packets in order to mitigate the high packet loss rate. However, increasing the 
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bandwidth consumption and more delay that is required to extract the real data from 
the redundant data, are the disadvantages of this method. 
In the category of codec adaptation schemes, Costa and Nunes [69] came up with 
the new idea of adapting the transport layer protocol which is done by switching 
between UDP and TCP during the high network congestion. Although their results 
have shown that in the saturated network condition switching from UDP to TCP 
provides better voice quality. However, all the studies discussed so far that have 
reviewed UDP and TCP shows UDP is the best protocol for real-time application 
including VoIP. The drawbacks of using TCP for real-time application is that TCP has 
retransmissions feature in order to provide more reliable packet delivery which 
imposes an undetermined delay in reception of information [26]. In addition, TCP has 
large overhead of acknowledging each packet that takes more bandwidth than UDP. 
Furthermore, during congestion, UDP transmit at a steady rate, while TCP stops 
transmission. Since, UDP achieves tiny higher performance compared to TCP [70], it 
will be better to use UDP with adding some congestion controlling mechanism over it. 
2.4 Codec Bit-Rate and Packet size Based Approach 
A considerable amount of literatures has been published on adaptation technique 
using both codec and packet size to address link fluctuations. One of the major studies 
that addresses the link adaptation is discussed in [51]. This work has studied a 
distributed way or terminal-oriented scheme that operates by adapting the voice codec 
of a handset to deal with the LA problem in WLAN. They have considered the 
terminal-oriented scheme because according to their literature review, most of the 
schemes that address the LA problem are centralized on AP, so they require 
employing specific network equipment such as non-standard APs. While their scheme 
is terminal based and it does not require modifications of network components such as 
AP and router. In their scheme, codec adaptation contains two parameters: codec type 
and packetization interval.  
While preliminary works, mostly have used the comparison between downlink 
delays and losses before and after LA, here in [51] the authors claimed that the 
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extensive increase in delay is a good indicator of network congestion but it is hard to 
estimate in the real-world deployment. So, they came up with easier available factor 
named phase-jitter to detect congestion. 
As described, phase-jitter is the difference between the real packet arrival time 
and the expected packet arrival time. Any increase in the phase-jitter could be a sign 
of congestion. Therefore, if the transmission rate of a mobile node is reduced and 
phase-jitter is increased, this means adaptation is required. However in the recent 
RTCP information packet the better estimation of quality factors is provided. 
They have analyzed channel occupancy time in 802.11b network for the purpose 
of performing adaptation mechanism. Channel occupancy time is defined as the time 
that a wireless station occupies a channel for a call during its residence in the channel 
[71]. Different codecs and packet intervals can affect on different channel occupancy 
time. So in adaptation phase, codec and packet interval are chosen based on nearest 
channel occupancy time which was used before LA. 
One limitation that needs to be considered is that the process of searching and 
finding of the most proper codec based on channel occupancy time in the lookup table 
is a time consuming process which may affects real-time VoIP. Furthermore, in their 
approach, the codec is adapted only in the call faced to LA. However if the congestion 
remains in the network some other calls may also need to adapt their codecs. In their 
most recent study [72], they have also added CAC on the endpoints. 
One of the attractive feature in this work is that they have shown all LAs do not 
cause the capacity to be exceeded thereby all the LAs do not result in WLAN to 
become congested. In such a this case, the calls that experience LA consequently 
sense a slight downlink access delay but they still perceive satisfactory quality even 
after LA. 
Lack of bandwidth for VoIP calls have been considered by [52] which follows the 
work in [51]. They did not consider multi-rate effect and LA functionality but their 
approach is to perform codec adaptation based on the channel occupancy time of 
VoIP calls. However, unlike [51] which codec switching is compulsory [52] proposed 
a scalable speech only when rate changing occurs. This algorithm change only the 
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codec of node who suffers rate changed. The distinguished feature in this work is that 
different bit-rates of the G.729.1 codec were used for adaptive process. Meaning that, 
they have used different bit-rates of one codec instead of exchanging codecs. There 
are 12 possible bit-rates for G.729.1 from 8 to 32 kbps [73], but as they only worked 
on G.729.1, calls are failing to perceive the best speech quality that provided by 
G.711 even for non-congested channel. 
As the algorithm in [51] studied AP as a bottleneck for network congestion, 
algorithm in [52] also track this concept but it is different from the work in [51] in 
monitoring and adaptation phase. The monitoring module in [52] is on the AP and 
scalable codec controller module is compounded in a wireless nodes. 
Furthermore, the method of finding congestion in [52] is based on media access 
delay time for each packet. This factor is recorded when the packet is sent through 
physical layer in any of the stations. From the other side, monitoring module on the 
AP observes the media access delay time on the MAC layer and sends this factor to 
the wireless station by a “beacon frame”2. After that, with comparing media access 
delay time in wireless station and media access delay time in AP congestion can be 
distinguished. This method needs some modification in the standard beacon frame. In 
addition, extra time might be taken to send the beacon frame to the station if the 
network is congested, moreover having other quality factor beside media access delay 
help to precise the congestion detection which later will be discussed in our 
methodology chapter. 
The comprehensive adaptive speech management for VoIP proposed by [20] has 
considered fluctuation in general network not specially for WLAN. In this study to 
control the quality factors, authors used the E-model. After each talk-spurt (non-stop 
part of speech between two silent gaps), E-model is measured as an instantaneous 
quality. 
                                                     
2
 In IEEE 802.11 WLANs, beacon frame is a periodically transmitted frame for management purposes. It contains the AP‟s clock 
on the exact transmission time (not included queue time) also other factor like beacon interval, timestamp, Service Set Identifier 
(SSID), supported rates, parameter sets, capability information and Traffic Indication Map (TIM) which can be received by other 
nodes. 
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However, one of the drawbacks of this method for multi-rate wireless LAN which 
transmission rate change frequently is that the quality of speech needs to be observed 
even less than each talk-spurt duration. Besides, since the instantaneous quality is not 
adequate to make the adaptation decision they came up with the integral perceptual 
quality factor as a mean of instantaneous quality from the beginning of the call. 
Their proposed method performs the adaptation process according the result of 
Q(M)-Q(T), where QM is the maximum quality level under the given set of speech 
encoding parameters and QT is the integral speech quality. First limitation of their 
algorithm is that QT has complex and time-consuming calculation. Second, the 
threshold for QI that is the instantaneous quality level sets based on some assumptions 
that can be varied in other assumption. Consequently, in the real network which 
situation changes over time, it is hard to get threshold for this parameter. Third, to 
find the most fitting encoding parameter for adaptation, too many comparisons and 
condition can be caused long adaptation time, which affects real-time voice. 
Later, in the similar approach with Sfairopoulou et al. [26], Tuysuz et al. [35], and 
Alshakhsi et al. [74], they have proposed to use the same factors namely MAC and 
RTCP for monitoring phase. In addition, Tuysuz et al. [35] have added capacity 
estimation to their algorithm as a third threshold. Even though, calculating the 
capacity is a good checkpoint, it is complicated and time consuming calculations that 
lead to delay of decision in real-time voice.  
In the adaptation phase, they also have categorized the packet loss problem into two 
categories i. e. due to congestion or due to error prone channel. If the packet loss were 
due to congestion, the frame size of the calls would change to bigger size. Else, the 
algorithm would change the frame size of other calls. They also have amended their 
algorithm with eliminating capacity estimation and adding Call Admission Control 
(CAC) module [75] and later in [76] they have added adaptive jitter buffer module. 
Another work which considered adaptive VoIP for multi-rate feature of wireless 
and LA function has been presented in [50] by Kawata et al. Their topology included 
the remote wired station (STA) in one side and wireless station (WSTA) in the other 
side.  
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During transmission of voice from WSTA to STA via AP, the voice application 
can adapt coding rate and voice packet size for incoming packet based on the current 
status of the PHY layer. For modeling fluctuation in wireless link they have used 
different SNR samples. “ACK messages” is also used for estimation of current link 
quality. Based on the presence and absence of ACK, the algorithm adjusts encoding 
rate and packetization interval for the sender. This method of adaptation is used by 
[77] as well. However, ACK as an adaptation index is failing to give precise quality 
feedback, by using RTCP packet a better estimation of link condition and quality of 
voice can be provided. 
Also, in their simulation evaluation [77], a set of fixed combined coding rate and 
packetization interval is assumed for each specific transmission rate. For example, in 
transmission rate of 5.5 Mbps, encoding rate=64 kbps comes with packetization 
interval=40 millisecond. However, this work would have been more persuasive if the 
algorithm chooses a different set of codec and packet size dynamically or even 
separately, (only codec or only packet size) depend on link situation. This is because 
sometimes only changing codec is enough to mitigate the network congestion. In 
addition, a media gateway
3
 (MGW) function that they implemented in the AP on their 
method imposes an additional delay to the algorithm. This work has been criticized by  
[59] pointing out that this proposal is expensive in term of processing power and 
inefficient transcoding process. 
2.5 Variable Codec / Other Approaches 
AMR is a multi-encoding rate codec with eight modes (Table 2.4), that adaptation 
decision and switching between rates is based on channel interference. ETSI and its 
partner 3GPP initially developed this codec for wireless networks and now it is 
widely used in GSM and UMTS. There are some works that studied AMR for source 
rate adaptation like [53] and [79]. 
                                                     
3
 The media gateway convertor or translator of media available in one type of network like PSTN to the format required in 
another type of network Like IP network [78] F. Cuervo, N. Greene, A. Rayhan, C. Huitema, B. Rosen, and J. Segers, " 
Megaco Protocol Version - RFC 3015," ed: Internet Engineering Task Force (IETF), 2000. 
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A combination of adaptive sender rate and priority marking was presented in [79] 
to develop QoS control technique. The method of speech quality measurement is the 
objective MOS [80], instead of individual network impairment measurement such as 
delay or packet loss. To perform priority marking, some of the speech frames are 
more important in the flow and they need more priority in comparison to others. 
Therefore, during congestion frames that marked as higher priorities have more 
chance to deliver to the receiver side whereas others have a more drop probability. 
The priority marking in user‟s level can be applied to the adaptive VoIP algorithm. 
However, this technique only guarantees the quality of users with high priority. 
Along with [79], authors of [81] also proposed the similar session based scheme 
for active calls in the network. They proposed a method to prevent the congestion by 
restricting the user with lower priority to the low bit-rate codec during the CAC to 
keep the acceptable quality of high priority sessions. However, we will consider the 
method in that all calls have the same priority.  
In addition to speech coding parameters (bit-rate and frame size), the size of 
playout buffer and the amount of data used for Forward Error Correction (FEC) 
mechanism also can be adapted based on the state of the network. The combination of 
these parameters was proposed in [82] beside security consideration. They proposed 
to use audio watermarking techniques in the adaptive algorithm to transfer the 
information about network conditions to the receiving side instead of using RTCP 
packets. 
Audio watermarking is a technique that special signals embedded in digital audio. 
This technique is difficult to design and develop. One of the reasons is due to 
sensitivity of human ear to the embedding noise, while voice sensors have some 
imperfection and they are not very sensitive [83]. Therefore, it is better to use RTCP 
packet information for quality measurement.  
The QoS control strategy in the [84] is based on congestion and priority 
consideration. The main goal of this work is to propose a new network layer QoS 
control scheme for the adapting VoIP based on different priority queues. 
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The level of congestion in [84] determined by PLR and three categories are 
assumed for network congestion: minor, general and severe congestion. Under severe 
congestion (PLR ≥10%) traffic monitoring frequency is every 8sec., congestion 
between 3% and 9% is considered as a moderate or general congestion and traffic 
monitoring frequency is every 4sec. also for PLR in the range of 1% to 2% 

















2.6 Literature Review Summary 
 
Table ‎2.5: Summary of related works from literature review. 
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2.7 Chapter Summary 
This chapter has presented the background of adaptive rate VoIP studies. These 
studies have been classified into four categories based on their adaptation mechanism. 
In each category the most related studies have been discussed and their parameters 
and mechanisms investigated in detail to verify their advantages and disadvantages. 
Based on the classification, some of the studies have considered only codec 
adaptation while some others considered only packet size adaptation. The proposed 
algorithm in this study will consider both approaches to exploit their benefits. 
One of the main disadvantages of the algorithms that used different codec as their 
adaptation method is high cost including paying a license fee for each codec and/or 
upgrading the current hardware such as routers or gateways with the new codecs. 
Another disadvantage is that switching from the higher bit-rate codec to the lower bit-
rate codec has the obvious effect in speech quality perceived by end users. 
The algorithms that have studied adaptive packet size as their adaptation method 
have lower costs in term of paying extra fees and also the modification of the current 
equipment are not required. They are more transparent to the end user since the codec 
does not change [49]. Furthermore, packet adaptation can adapt the output rate while 
codec is fixed. Hence, it has the benefit of using high bit-rate codecs and at the same 
time adapts the output rate. However, most of codecs support 10-40 ms audio in each 
RTP packet thereby the level of rate adaptation using packet size is restricted. 
Besides, the packetization delay that is posed by the larger packet size limits this 
approach for the severe congestion, where delay is high and larger packet size adds 
extra delay. 
The basic idea gathered from the above discussion is that both approaches have 
some advantages and disadvantages. In order to minimize the disadvantages of codec 
adaptation (high cost) packet size adaptation is proposed for low to, moderate 
congestion and codec adaptation will be done only in severe congestion where packet 
size adaptation is fail to reduce the output rate remarkably. 
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As mentioned above our proposed algorithm considers codec and packet size 
adaptation to obtain the benefits of both approaches and reduce the drawbacks of 
them. Yet, in the area of research with consideration of both parameters, there are 
some researches that have focused only on LAN networks or they have not focused on 
multi-rate effect that causes by the IEEE 802.11 standard. Furthermore, in some 
others, their adaptation method needs to be improved to reduce the adaptation cost 
and/or their calculation parts need to be minimized and/or the right adaptation time 
need to be determined. 
This study tries to address the issues found in previous studies. This research 
focuses on the multi-rate effect which caused by LA in IEEE 802.11WLANs. 
Additionally, in the adaptation process this research tries to find the balance between 
codec and packet size adaptation. Furthermore, for finding the right adaptation time 
the focus of this study is on RTCP-XR that is including the set of VoIP quality 
metrics and network condition information. This research is the foremost work that 
uses RTCP-XR in its algorithm to reduce the calculation part of previous researches 
and to get more information that is accurate for adaptation process. 
In this study, the method of finding the right adaptation time is to monitor VoIP 
stream beside delay jitter (as an instant quality metric) and MOS (as result of the 
general quality metric) which are the best parameters among all the parameters chosen 
by earlier researches. This method is similar to [26] and [35] but there are two main 
problems in these two studies. First, they used older RTCP and they need to calculate 
the R-factor. However, in RTCP-XR VoIP metrics block, R is provided, so 
calculation part can be omitted which can affect the faster execution of algorithm. 
Second, when the transmission rate falls to the lower rate, previous algorithms trigger 
the codec adaptation immediately, while it is not necessary to adapt the codec in every 
transmission rate changes, and sometimes the system can sustain these changes which 





3.1 Chapter Overview 
The goal of this study is introducing an adaptive VoIP output rate algorithm for 
WLANs, and all of the steps to achieve this goal have illustrated as a methodical 
sequence in Figure 3.1. In this dissertation, the methodology chapter is not only 
illustrates the research flow but also answers the essential research questions which 
are required to achieve a real implementation of VoIP rate adaptive algorithm.  
This chapter comprises the designed simulation model and the steps used for 
different simulation scenarios to identify the best quality factors needed for adaptation 
instance. In addition, different adaptation methods (codec and/or packet size 
adaptation) will be examined to achieve the best balance between codec and packet 
size adaptation for the adaptation procedure of the proposed algorithm. Then based on 
the two above procedures (finding the best adaptation instance and the best adaptation 
process) the new VoIP rate control algorithm will be proposed. Finally, evaluating the 
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3.2 Answering the Essential Research Questions 
As mentioned in the previous chapters, a multi-rate wireless LAN does not guarantee 
available bandwidth for transmission of real-time data, and channel condition is 
changed frequently. On the other hand, VoIP uses UDP as a transmission layer 
protocol that does not provide any congestion control mechanism. So, some 
mechanisms should be applied to control the load of the network during network 
saturation. Usually, „application layer‟ and „lower layer‟ work together with the cross 
layer approach to implement such a mechanism. That means, by these mechanisms, 
application layer parameters may adapt according to the link condition in the physical 
layer. The main component of these kinds of adaptive process will be discussed in the 
following. 
Adaptive algorithm for VoIP can be included mechanism for adjusting parameters 
as below [82], [34], [76] : 
 Codec (output rate and voice frame size). 
 Playout buffer size (jitter buffer size). 
 Amount of generating redundant data for Forward Error Correction (FEC) 
mechanism. 
The proposed algorithm in this study uses two adaptive parameters, namely 
coding rate and payload size to manage the speech output rate according to each 
transmission rate. Therefore, this algorithm enables an application to reduce the load 
of the traffic in the network to prevent congestion which consequently can lead to 
lower speech quality and higher call dropping or blocking rate. 
The main concerns of this algorithm is as follows; 
1. When to make the decision for adaptation?  
2. How to monitor or measure the speech quality in real-time? 
3. How to control coding parameters based on specific criteria? 
4. How to apply new parameters in the call? 
5. Where to apply this adaptation scheme? 
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3.2.1 When to Make the Decision of Adaptation 
When wireless channel keeps the transmission rate at a fix rate, applying the 
adaptation mechanism is not necessary. However, if the transmission falls to a lower 
rate congestion may happen and so adaptation may be required. Therefore, this 
question should be separated into two sub-parts:  
 How to detect changes in transmission rate? 
 How to determine congestion? 
3.2.1.1 How to Detect Transmission Rate Changes 
Identifying changes in transmission rate is based on MAC layer information. Through 
monitoring of the changes in VoIP media stream, if any alarm related to changing 
transmission rate (either falling down or rising up) is triggered, the algorithm will start 
to take action. 
3.2.1.2 How to Determine Congestion 
Basically, UDP does not provide congestion control mechanism, so RTP is used over 
UDP (Figure1.1) to rectify the UDP‟s limitation. RTP has appended a sequence 
number and timestamp to the frames that can detect packet loss and can allocate 
proper speech frames playback at the receiver side. Furthermore, timestamp enables 
system to calculate delay and jitter for QoS measurement purposes. The RTP packet 












Synchronization source (SSRC) identifier 
Contributing source (CSRC_1) identifier 
… 
Contributing source (CSRC_n) identifier 
P A Y L O A D 
Figure ‎3.2: RTP packet format. 
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Furthermore, RTCP Associated with RTP provides feedback on the quality of the 
data transmission. This is related to the flow and congestion control function of UDP 
transport protocols. RTCP does not transport any streams itself since it is a controlling 
packet over UDP. 
RTCP feedbacks can be used to control adaptive encoding rate without even 
receiving the real data so it can be used for network monitoring. As RTCP packets 
contain information for quality of service monitoring, adaptive algorithm can use 
RTCP packet parameters to identify congestion during calls.  
RTP provides QoS feedbacks by sending network statistics and link information 
every 5 seconds and the traffic does not go above 5% of total traffic. These feedbacks 
are obtained from the RTCP Sender Report (SR) and Receiver Reports (RR). SR and 
RR exchange information on number of transmitted packets, number of lost packets, 
end-to-end delay and delay jitter and multicast it to the network. For instance RR can 
be used by sender or by other receivers or by a third-party monitor, based on the 
statistics of this report, sender can modify its transmissions as shown in  Figure 3.3. 
 
Figure ‎3.3: RTP data and report flow. 
The format of the RTCP packets is similar to RTP packets. Each RTCP packet 
starts with a header similar to RTP packets. SR and RR formats are demonstrated in 




V=2 P Report Count PT=SR=200 Length 
SSRC of the sender 
NTP timestamp (MSB) 
NTP timestamp (LSB) 
RTP timestamp 
Sender's packet count 
Sender's octet count 
First reception report block (SSRC_1) 
… 
Last reception report block (SSRC_n) 
Figure ‎3.4: Format of Sender Report (SR).  
 
V=2 P RC PT=RR=201 Length 
SSRC of the sender 
SSRC of the first source 
Fraction lost  Cumulative number of packets lost 
Extended highest sequence number received 
Inter-arrival jitter estimate 
Last sender report timestamp (LSR) 
Delay since last sender report (DLSR) 
… 
Last reception report block (SSRC_n) 
Profile-Specific extensions 
Figure ‎3.5: Format of Receiver Report (RR). 
RR and SR have the similar format except two differences. First, the packet type 
field filled with different constant (200 for SR and 201 for RR) and second, the five 
words of sender information including the NTP and RTP timestamps and sender's 
packet counts and octet counts have been removed [86]. The information provided by 
these packets can be used to determine QoS factors and congestion level. 
3.2.2 How to Monitor or Measure the Speech Quality in the Real-Time 
SR and RR provide some fields that allow quality assessment for multimedia 
application. Here in this section the speech quality metric has been discussed. 
Generally, the difference between the last two reports received can be used to estimate 
the recent quality of the communication. For example, to calculate the packet loss rate 
in a time period, first and last reception reports of this period are used and the 
difference of the cumulative number of packets lost field in the RTCP packet gives 
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the number lost during that time period. The ratio of these two fields is the packet loss 
fraction over that time period. 
According to RFC [86] packet lost ratio fraction can gain by the formula below: 
  
               
   
   
                                                                                                              
where: 
    is the number of packets lost and     is the number of packets expected to 
receive and 
                                                                                                               (3.2) 
where: 
    is highest sequence number received in an RTP data packet and      is the initial 
sequence number. 
Furthermore, the receiver reports can be used to calculate the Round-Trip Delay 
(RTD) between sender and receiver. The RR includes the LSR (time of receipt of the 
most recent RTCP packet from the last SR) and DLSR (delay since last SR) fields that 
allow the sender to calculate the round-trip delay directly based on the formula in 
(3.3): 
                             [88]               (3.3) 
where : 
           is the time that source received the most recent      report, 
       is the timestamp of last Sender Report (LSR field in Figure 3.5) and 
      is the delay since last SR report (DLSR field in Figure 3.5).  
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Figure ‎3.6: Timing diagram for calculation of round trip delay. 
Following the RTCP, RTCP Extended Report (RTCP-XR) defined in RFC 3611 
[89]. XR packets report statistic information beyond that already contained in the 
standard RTCP's sender report or receiver report. Also, in RTCP-XR the frequency is 
not strictly to 5 second instead it is “on-demand”. For example it includes 
comprehensive jitter statistics information as follows: 
BT=6 L D J ToH Rsvd. Block length=9 
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Figure ‎3.7: The Statistics Summary Report Block. 
In addition, XR is useful for reporting the VoIP quality information to end user 
terminals. It has a VoIP metrics report block that contains quality metrics such as 
packet loss, delay, and jitter (Figure 3.8) to identify the factors that cause degradation 
in QoS. This block is also able to report whether packets are lost due to IP channel 
fluctuation or due to discarding in the jitter buffer. Moreover the RTCP-XR, offers the 
voice quality information given by the E-Model and MOS to facilitate feedback of 
quality in the network [14].  




min_jitter: The minimum relative transit time between two packets in the above sequence number interval.  All jitter values are 
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RX config reserved JB nominal 
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Figure ‎3.8: VoIP Metrics Report Block. 
Both MOS types for Conversational Quality (MOS-CQ) and Listening Quality 
(MOS-LQ) are commonly used in VoIP applications.  MOS-LQ measures the quality 
of speech for listening purposes only and it does not consider any of bidirectional 
effects, such as delay and echo. MOS-CQ considers listening quality in each 
direction, in addition to the bidirectional effects [89]. 
Since RTCP-XR provides the R-factor and objective MOS besides the other main 
QoS parameter like packet loss, delay and jitter. So, in order to provide more 
comprehensive information and faster reaction the proposed technique shall use the 
RTCP-XR packet. 
3.2.3 How to Find the Adaptation Instance Criteria 
In order to control the coding parameter according to the link condition in wireless 
link there is a need to measure the quality of speech. As mentioned earlier, RTCP-XR 
enables multimedia applications to have an almost accurate estimation of channel and 
network condition. Either E-Model or MOS can be used to track changes in quality 
and provide instantaneous quality monitoring.  
The basic formula for the E-Model is below.   
R Factor = Ro - Is - Id - Ie + A                  (3.4) 
where:  
R Factor is the Overall network quality rating (ranges between 0 and 100.  
Ro is the signal to noise ratio  
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Is is the impairments simultaneous to voice signal transmission  
Id is impairments delayed after voice signal transmission and 
Ie idthe effects of Equipment (e.g. codecs)  
A is the advantage factor (attempts to account for caller expectations)   
The best criteria to determine the adaptation time is when quality metrics pass 
their acceptable limit. The medium and high quality boundary for MOS and R 
(section 1.3) are shown below [90]:  
 
                                                         
                                                                      
As mentioned in chapter 1, R factor and MOS
5
 are convertible to each other. This 
conversion is using the followed equivalence [18], [91], [53]: 
     {
                                                                                                                   
                                                     
                                                                                                              
             (3.5) 
Table 3.1 shows the range of R-factor and MOS from the user satisfaction point of 
view [53]: 
Table ‎3.1: Equivalency of R-Factor and MOS [53]. 
R-Factor MOS Perceived Quality by Users 
90-100 4.3-4.5 Very Satisfactory 
80-90 4.0-4.3 Satisfactory 
70-80 3.6-4.0 Satisfactory for Some Users  
60-70 3.1-3.6 Dissatisfactory for Many Users  
50-60 2.5-3.1 Almost All Users Dissatisfied 
0-50 1.0-2.5 Not Recommended 
Figure 3.9 shows the relation of MOS and R-factor. The darker area shows good 
quality and lighter area shows medium quality. 
                                                     
5
 Objective MOS 
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Figure ‎3.9: Relevancy of  R factor and the MOS. 
While both E-Model and MOS can be used to track changes in quality and 
provide instantaneous quality information, MOS will be used in this dissertation since 
it is the most accepted voice quality assessment method [90] and also OPNET 
modeler provide it in the voice application statistic. However, it is possible to map 
MOS to R in order to compare this work with most related ones. 
Most related previous researches which used RTCP and MAC monitoring 
(namely [26] and [35]) have taken R as an index to determine the quality and 
congestion threshold;  if the quality is below threshold (R<70) means the network is 
saturated (congested) so adaptation should be commenced to change the coding 
parameters. In this study, the proposed algorithm has used objective MOS for quality 
estimation of channel and network. The MOS below 3.6 shows the low speech quality 
and it means the network is already congested. Although MOS is a good index to 
show the link condition but it is the result of overall quality and it cannot predict the 
link congestion before it causes to severe speech quality degradation. Hence, the 
instant quality factors such as delay and jitter can be used to predict the congestion 






















According to [33] work packet loss is a result of severe congestion and delay is 
the result of low to moderate congestion. The main point extracts from their work is 
that any reaction to packet loss would be late, so delay should be considered to detect 
congestion faster. Therefore, in the proposed algorithm, also jitter interval value 
obtained by RTCP-XR is used to keep track of congestion on the link.  
From another perspective, the transmission rate reduction is the main sign to 
perform the coding adaptation that is the idea of most related previous works namely 
[26] and [35] which have used the MAC alarm for the fast adapting reaction to the 
transmission rate reduction. However, adaptation of codec right after the MAC alarm 
is not an optimal solution to deal with network congestion. Because every change in 
does not require codec adaptation, rather than that sometimes the system can sustain 
the current codec [51]. This is another reason that the proposed adaptation algorithm 
in this study uses the delay and jitter beside MAC and MOS. 
The work in [51] also conducted a set of experiments to demonstrate that the 
effect of LA does not lead WLAN to become congested in all the cases. Their results 
have shown in many cases calls continue with an acceptable quality even after LA, 
but the call faced with LA experiences a very small increase in downlink access delay 
and the other calls that have unchanged transmission rates will go through a small 
increase of one way delay. The results of the work in [51] also showed that after 
WLAN capacity was exceeded, LA will lead to congestion. It means if LA causes the 
total network capacity to become full it is the time for adaptation because calls suffer 
from the unsatisfactory quality and very high access delay not only for the calls suffer 
from LA but for all calls. One of the conclusions from their results is when the 
capacity of a WLAN reaches near the limit, it causes a tiny increase in downlink 
delays.  
Since exceeding the capacity limits leads to congestion, to develop an accurate 
model, network capacity should be identified. Therefore, upper bound of WLAN 
network capacity for different transmission rate and different type of call‟s parameters 
is  estimated in section (3.3). 
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3.2.4 How to Control Coding Parameter Based on Specific Criteria 
To answer this question firstly these two sub questions need to be answered: 
 What is the effect of different codec (different compression rate) on VoIP 
quality?  
 What is the effect of frame size variation on VoIP quality and bandwidth 
consumption?  
3.2.4.1 How Different Codecs Affect VoIP Quality? 
Choosing a proper codec for voice signals in wireless networks represents a challenge 
because it affects the voice quality and bandwidth consumption simultaneously [92]. 
The optimal codec for VoWLAN depends on factors such as bandwidth, number of 
calls, expectation quality for user and network policies. 
Some of the codecs provide higher compression and as a result, lower utilization 
of bandwidth, so they are supporting more calls and on the other hand, some others 
provide lower compression and so higher bandwidth consumption and less number of 
calls [6]. From another point of view, higher compression codecs has lower bit-rate 
which means lower perceived quality. Therefore to choose the optimal codec for 
VoWLAN at the development time, it is important to consider which factor is more 
important; higher quality or minimum utilization of bandwidth. 
Two main speech codecs namely G.711 with 64 kbps and G.729 with 8 kbps bit-
rate are widely used. G.729 utilizes one eighth of the bandwidth compared to G.711, it 
means G.729 supports more calls but with lower quality. Table 3.2 tabulates the main 






Table ‎3.2: Main characteristics of well-known codecs. 
Figure 3.10 gives the results of the MOS versus different type of codecs when the 
number of calls is 20 (a crowded network). It is obvious that in the highly loaded 
network, G.729 provides better quality and it has the advantage of having a less 
average delay of communication. This study confirmed that G.729 provides an 
optimum quality for VoIP when number of calls are high [94]. 
 





































64 0.125 0.1 
0.13 
 (negligible) 
































30 16 about 67.5 <1 % 3.9/ 3.7 
 51 
According to Figure 3.10, G.729 and G.723 consume lower bandwidth and allow 
more calls. Unlike G.711, these two codecs are more robust to voice degradation at 
the traffic congestion time, because even with audio packet loss, the quality stays 
acceptable (greater than 3). However, when the network is not congested, G.711 
provides the best perceived quality which is almost equal to PSTN network quality. 
Due to the popularity of G.711 and G.729 codec, they will be the focused codecs in 
this dissertation. It should be mentioned here that G.711 codec does not have 
licensing fee, so it can be used in VoIP applications freely. G.729 is a licensed codec, 
but most of the well-known VoIP phone and gateway have implemented this codec in 
their chipset, i.e. the licensing fee has already been absorbed by the manufacturer of 
the device [95], [96]. 
3.2.4.2 How Different Frame Sizes Affect VoIP Quality and Bandwidth Consumption 
As we mentioned earlier besides codec, different payload sizes will also affect 
transmission efficiency including bandwidth utilization and delay. Hence, the amount 
of encoded voice that can be placed per packet should also be a factor to be 
considered. Figure 3.11 shows speech coders are generally frame-based [93]. 
 
Figure ‎3.11: Frame based codec. 
In the end-to-end delivery of speech packets, each packet requires a fixed 
overhead for (IP/UDP/RTP) headers to be added to the encoded  speech packets. Size 
of this packet overhead is fixed and is the same for small and large packets. In view of 
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the fact that WLAN protocol also adds a large overhead to the payload (Figure 3.12), 
the number of simultaneous supported calls is less than expected. 
The in the bandwidth estimation, the size of packet is calculated based on below 
formula [92]: 



















Figure ‎3.12: Packet format of VoIP over IEEE 802.11. 
If this large overhead added to the packet that contains only one frame, the 
amount of overhead could be larger than the real data size (Figure 3.13). Therefore, to 
maintain overhead lower than the data part in each packet, most of codecs support 
multiple frames in each packet [93] (Figure 3.14). 
 
Figure ‎3.13: Single frame per packet. 
 
Figure ‎3.14: Multiple frame per packet. 
Consequently, VoIP system with larger voice payload has higher transmission 
efficiency.  From the other side, by use of larger payloads, more audio (i.e. a longer 
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period of time) is required in packetizer to gather voice frames as a single packet 
which causes more end-to-end delay.  
Number of frames per packet also has a direct effect on the bandwidth 
consumption. As an example the work in [97] studied wireless multi-hop environment 
to transmit different codec with varying number of frames per packet. Their results 
show for coding the voice signal with G.729 and 1 frame in each packet, 406 Kbps 
bandwidth is required while with 5 frames only 87 Kbps bandwidth is required. As 
well for G.711 with 1 frame per packet voice transmission requires 462 Kbps 
bandwidth while with 5 frames in each packet 143 Kbps is required (table 3.3). 
Table ‎3.3: Relation of packet size and bandwidth consumption. 







Although more frames per RTP packet leads to less required bandwidth and 
higher transmission efficiency but at the same time quality should be taken into 
consideration too. Since the larger packet size encounters with higher end-to-end 
delay and higher data loss.  
Oouchi et al. [62] have investigated the above issue and they have demonstrated 
voice quality levels with different length of voice packets under various network 
conditions. They have shown VoIP systems with shorter frame length can reduce the 
packet loss for maintaining a good speech quality. The summary of their work 
tabulated in Table 3.4. 















Tolerant to packet 
loss 
Lower degradation in 
voice quality 
Researchers have found that it is better to use 10 to 30 ms of speech packet length 
to trade-off between network efficiency and delay [16]. However, most of the codecs 
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support 10-40 ms audio in each RTP packet, and many commercial implementations 
of IP phones use a payload size of 20 or 30 ms [61]. The current payload size can be 
determined by sender information. 
According to [34] in congested networks adaptation of voice payload size is more 
useful rather than codec adaptation, because it may offer better quality in comparison 
with adapting the codec to the higher compression codec. However, if the congestion 
still resists after packet size adaptation, higher compression codec can be helpful.  The 
next section (3.2.5) will discuss how different codec and packet size adaptation can 
affect the quality and bandwidth.  
3.2.5 How to Apply New Parameter in the Call 
To apply the new parameter in the call, a signaling protocol in the application layer is 
required. H.323 [98] and SIP [99] are two basic protocol architectures for multimedia 
over IP. H.323 is recommended by ITU-T and Internet Engineering Task Force 
(IETF) developed SIP. H.323 is older than SIP and it can be found in many products 
and organizations that have employed VoIP technologies in earlier times. Although 
SIP is young, it is popular for its lower complexity. 
The comparison between these two protocols can be found in [100] from 
complexity, extensibility, scalability and enabling features point of view, which 
demonstrate SIP is less complex and more scalable and extensible than H.323. In 
addition, the study in [101] has shown that in different queuing policies for severe 
traffic congestion, SIP handles more number of successful session establishments 
comparing to H.323. The further comparison between them can be found in [102] that 
is based on their features, services and inter-working with PSTNs. It illustrates H.323 
standard is more particular in QoS and mobility. Furthermore, it shows SIP designed 
as a general transaction protocol for setup and tear down of the sessions. Besides, 
H.323 is more supportive in conjunction with PSTNs. Since the proposed model in 
this study is a WLAN environment (not including PSTN networks) thus to obtain the 
other advantages of SIP in supporting more number of successful session 
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establishment during congestion and lower complexity, SIP is chosen to be used in 
this study. 
A SIP signaling protocol in the application layer is used for establishing, 
manipulating and terminating sessions. The major functions of the SIP signaling 
protocol are: (1) to locate the resources or parties; (2) to invite to service sessions; and 
(3) to negotiate the service parameters [15]. SIP implements text-based request-
response messages in client-server architecture. The INVITE request is the most 
important types of requests which is used to invite a user to a call. The ACK is 
acknowledgment from caller to callee to confirm the latest response reception. The 
BYE request is used to terminate the session between two parties. Besides, there are 
three other types of message; CANCEL request is to cancel any incomplete searching 
for a users but it does not tear down a current call, OPTIONS request is to query the 
capabilities of servers and REGISTER request is to register a user with a SIP server 
[15].  
SIP can be used for call management such as adding, dropping, or transferring 
participants. Moreover, SIP enables changing the features of a session while it is in 
progress. It means, during the session, if the algorithm decides to change the 
characteristics of the media session includes new codec and frame size, this process 
will be accomplished by sending a re-INVITE request in order to re-negotiate the 
characteristics of the media session (Figure 3.15). 
The re-INVITE request refers to the existing dialog, so the other party knows that 
it is to modify an existing session instead of establishing a new session. If the 
negotiation completes successfully two parties will start the session with the new 
parameters otherwise (e.g. when the new codec is not acceptable for one of the 
parties) the failure of the re-INVITE will happen but it does not cause the existing call 
to be dropped, rather it will continue with previous parameters. Thereby if the 
algorithm decides to drop the call it should be done by the algorithm itself [99]. It 
should be mentioned that RFC 3611 is independent from SIP, therefore a more recent 




Figure ‎3.15: A SIP session messaging. 
3.2.6 Where to Apply These Adaptation Schemes 
There are two possible ways to implement a VoIP adaptive algorithm in the network; 
centralized (on access point) or distributed (on workstations). In the distributed mode 
(workstation-based), each station monitors its link condition and makes the decision 
of adaptation locally, while in the centralized mode AP is responsible to make the 
decision of adaptation. 
In the centralized mode, AP has the information of the entire network so it is a 
more optimized solution. But in this mode some modification is needed on the AP, 
therefore it demands the programmable APs which are expensive. 
In the distributed mode, the stations monitor their physical layer condition, the 
processing load of the algorithm will be distributed among the stations rather than AP 
alone and it is easier to implement and faster in reaction [67]. Also, in practice VoIP 
are often capable of adjusting their multimedia quality and transmission rates on the 
workstation-basis, especially when software codes are used [46]. Consequently, in 
this study the distributed mode will be used. 
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3.3 Network Capacity Estimation 
In accordance to the proposed research methodology flowchart (Figure 3.1), the first 
step is to estimate the capacity of the network including the number of wireless nodes 
and the number of calls assigned to these nodes to anticipate when congestion is going 
to happen. 
In fact, congestion happens when the numbers of calls exceed the possible 
capacity. Exceeding the capacity limit causes quality degradation such as jitter, delay 
and packet loss. So, network capacity‟s upper limit is determined by the maximum 
number of possible calls while having the acceptable quality. 
To find the maximum number of possible calls (network capacity upper limit) a 
simulation scenario is set up with two wireless workstations as a sender/receiver that 
are connected via an AP, and the number of calls is increased regularly between them. 
Whilst the overall quality of calls is acceptable means, there is still space for more 
new calls but when the quality of calls starts to degrade means the network is 
saturated and it cannot handle more calls, so the current number of calls is determined 
as its capacity. Flowchart of this approach is shown in Figure 3.16. This simulation 
approach should be repeated for all the transmission rates which are 1, 2, 5.5 and 11 
for 802.11 b standard also different combinations of codec and packet size. The 
attribute of wireless stations (wireless nodes) tabulated in Table 3.5. 
Table ‎3.5: The station attributes. 
Attribute Value 
Transmit Power (W) 0.005 
Packet Reception-Power Threshold (dBm) -95 
Max Receive Lifetime (Millisecond.) 30 
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In OPNET, modeling of any application such as VoIP needs a configuration node 
named “Application Configuration” that is used to set up the parameters likes codec, 
size of packet and two endpoints of each call (Figure 3.17). Further, it is necessary to 
set “Profile Configuration” node for defining the application behavior such as 
application start time, repeatability of application and duration of simulation run 
(Figure 3.18). 
 
Figure ‎3.17: Application Configuration in OPNET. 
 60 
 
Figure ‎3.18: Profile configuration in OPNET. 
As mentioned earlier, the objective of this part is to calculate network capacity 
(the maximum number of possible calls) while maintaining the quality at a good level. 
To achieve this objective, VoIP calls are added to a pair of sender/receiver every 
minute and key quality parameter is checked after each run to monitor the call‟s 
performance. This method is easier to implement instead of adding a pair of 
sender/receiver repeatedly, although it has a small impact on the queuing delay which 
is negligible [103]. 
Based on the result of the simulation when there is a mismatch between the traffic 
sent and received or other quality parameters such as delay is less than 150 ms or 
MOS decrease below 3.6, it means the number of VoIP calls are more than the 
network capacity. Hence, upper bound of each transmission rate is estimable based on 
in this method. 
 61 
The simulation run time was 20 minutes for all runs according to our profile. 
VoIP traffic starts after 1 minute from the start time of the simulation and every 1 
minute 1 VoIP call is added to the network (maximum 19 calls can be generated). To 
find the accurate capacity of the network in each transmission rate, as mentioned 
earlier some indices like the difference between traffic sent and received, delay and 
MOS should be considered. 
In the first scenario the capacity of 11 Mbps using the G.711 codec with 5 frames 
per packet (fpp)
6
  is evaluated. Figure 3.19 shows the mismatch of voice packets sent 
and received during the simulation. According to the results, after the 12
th
 minute, the 
sent and received traffic do not trace each other. Since in the profile, one VoIP call 
was added to the network every minute and the profile started transmission after the 
first minute, it is concluded that after the 11
th 
call,  the capacity of this network is full.  
 
Figure ‎3.19: Voice traffic sends & receives using G.711codec/5fpp/11Mbps. 
For further examination, MOS was also checked to indicate the voice quality of 
calls. Figure 3.20 shows that after the 12
th
 minute, the quality has degraded sharply 
which is associated with 11 calls. 
 
                                                     
6
 Each frame is 10 millisecond. 
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Figure ‎3.20: MOS level during calls using G.711codec /5fpp/11Mbps. 
 
In addition, end-to-end delay was checked. Figure 3.21 shows when end-to-end 
delay is within the acceptable range (less than 150 ms) the number of calls is less than 
11 (the time is less than 12 min.). 
 
 
Figure ‎3.21: End-to-end delay for voice and delay in WLAN using G.711 codec 
/5fpp/11Mbps. 
 
From last three graphs, it is concluded that the maximum number of possible calls 
with G.711 codec and 5 frames per packet is 11 calls when the transmission rate of 
both nodes is 11 Mbps. 
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In the previous scenario, the method has been presented to find the network 
capacity based on the G.711 codec with 5fpp in 11Mbps transmission rate. The 
method is repeated for all IEEE 802.11b transmission rates (11, 5.5, 2 and 1 Mbps) 
using G.711 and G.729 codec and different number of frames per packet (fpp) from 1 
to 5. 
Finally, the maximum number of calls where each transmission rate could support 
were collected and tabulated in Tables 3.6 and 3.7.  
Table ‎3.6: The maximum number of calls for G.729. 
                             Packet size (frame per packet) 
Transmission Rate (Mbps) 1 2 3 4 5 
1 1 3 4 6 7 
2 2 4 6 8 10 
5.5 2 5 8 11 13 
11 3 6 9 12 15 
 
Table ‎3.7: The maximum number of calls for G.711. 
                             Packet size (frame per packet) 
Transmission Rate (Mbps) 1 2 3 4 5 
1 1 1 2 2 2 
2 1 2 3 4 4 
5.5 2 4 6 7 8 
11 2 5 7 9 11 
 
Next two Figures show the maximum possible number of calls with the acceptable 
quality for each transmission rate using different number of frame(s) per packet (1 to 
5) and G.729 codec (Figure 3.22) and G.711 codec (Figure 3.23).  
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Figure ‎3.22: Calls capacity in different transmission rate for G.729 codec with 
different number of frames per packet. 
  
Figure ‎3.23: Calls capacity in different transmission rate for G.711 codec with 














































































According to the research methodology flowchart in Figure 3.1, after determining 
the capacity for each transmission rate, the next step is to model a WLAN network 
with the accurate number of calls to investigate the behavior of quality factors in the 
congested network. Apparently, in order to make a network congested, it can be 
through either increasing the number of calls or decreasing the transmission rate. 
Since in the previous section, maximum number of calls has been found and the 
model has been developed based on this number of possible calls then by reducing the 
transmission rate, congestion will be simulated and the behavior of the speech quality 
parameters will be investigated.  
3.4 Simulation Model 
To find an adaptive rate technique for VoIP in WLANs a stepwise the simulation 
approach is adopted. However, the simulation model will maintain fixed for the rest 
of this study. Simulation began with a development of a wireless network in the 
infrastructure mode, as it is more popular rather than an ad-hoc mode. Infrastructure 
mode has AP as a central device between senders and receivers, which in VoIP 
scenarios are named caller and callee. After development of network with the specific 
numbers of caller and callee, a call is assigned to every pair of caller-callee with the 
specific codec and packet size (according to the capacity estimation). Then, by 
including LA, the effect of transmission rate fluctuations in wireless stations in term 
of call quality is investigated. In the next section, the effect of codec parameter 
including different coding rates and different packetizations will be verified 
individually and in combination to find the best adoption procedure for the proposed 
algorithm. 
Wireless nodes in the simulation are based on 802.11b standard and they are 
placed in the same BSS. The conversation environment is inside a building with UDP 
as the transport protocol. The nodes were chosen from wireless workstations since 
wireless station only model MAC and the physical layer but wireless workstations 
also have an interface which connects the MAC with the higher layers (Figure 3.24). 
Since wireless workstations support application layer they are used in our model. 
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      wlan_wknstn_adv model       wlan_station_adv model 
Figure ‎3.24: Different station models. 
Furthermore, SIP (Session Initiation Protocol) is used to manage the call signaling 
including call setting up, codec negotiation, parameter re-negotiation and call tearing 
down. Codecs can be established at call setup time using the signaling protocol by SIP 
INVITE message and it may modify dynamically during the call using SIP re-INVITE 
message. 
Following attributes were configured to use SIP (Figure 3.25): 
 
Application Configuration node: Voice > Signaling 
Proxy Server node > SIP UAC Parameters > UAS Service Server > Server 
Address 




Figure ‎3.25: SIP UAC and UAS configuration. 
802.11b has been chosen due to its wide installation on network infrastructures. 
Furthermore, G.711 and G.729 codecs are used for adaptation between codecs in this 
study since G.711 provides best quality and G.729 provides lower bandwidth 
consumption among codecs and also due to their universal availability as they are 
supported by most of the voice gateways, IP phones and VoIP applications. In Figure 
3.26 and 3.27 the attributes of each codec used is displayed.  
 
Figure ‎3.26: G.711 codec attributes. 
 
Figure ‎3.27: G.729 codec attributes. 
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It is significant to mention that the reference for providing toll quality
7
 encoded 
speech is the quality of encoded voice by G.711 coder. Therefore, as this codec 
provides the best perceived speech in un-congested network, the simulation starts with 
G.711 codec. The lowest delay in the network is associated with smaller packet size 
or smaller number of frames per packet so the initial number of frames per packet is 
one frame per packet (each frame equal to 10 ms).  
According to table 3.7 with G.711 codec and 1 fpp only two calls can be 
established in our network model, so 2 pairs of source-destinations (4 stations) have 
been considered. The topology of our simulation model is shown in Figure 3.28 and 
two pairs of caller-callee are connected according to Figure 3.29. 
 
 
Figure ‎3.28: Network Topology. 
 
                                                     
7
 Toll quality is a satisfactory quality for end user. This level of quality normally obtain by PSTN networks and many VoIP 




Figure ‎3.29: Application communication visualization. 
After making a physical connection, then application and profile should be 
defined and assigned to the nodes. The application contains all the types of 
applications that can be run in the network models; for example, VoIP, video 
conference, Email, Http browsing, etc.  Once the applications are defined, the profile 
should be created to define the user‟s behavior. Profiles describe the activity patterns 
of a user or group of users in terms of the applications used over a time period.   
Figure 3.30 shows the flow of defining applications and profiles. Figure 3.31 
illustrates the application settings that are assigned to the nodes. The profile 
configurations of these 2 calls are shown in Figure 3.32. 
 
Figure ‎3.30: Flow of model development (assigning application and profile). 
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Figure ‎3.31: VoIP application configurations for two main codecs. 
 
 
* * * 
 
 






The relation between simulation timing, profile timing and application timing 
have been set as shown in Figure 3.33 and the timing configuration of this study is 
demonstrated in Figure 3.34.   
 
Figure ‎3.33: Profile timing diagram. 
 
 
Figure ‎3.34: Profile timing configuration. 
The simulation run time was set to 20 minutes and the profiles start in parallel, 
with a different offset. In the profiles, VoIP calls were made simultaneously (not 
serial) with dissimilar offset and calls continuously last almost until to the end of each 
(min.) 
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profile (one minute before profile finish). So, after 120
th
 Sec, network handles two 
concurrent calls which last up to the 19th minute of simulation time (Figure 3.34). 
 As shown in Figure 3.30, after the configuration of application and profile 
(application configuration and timing configuration), the caller and callee should be 
configured by modifying their attributes according to Figures 3.35 and 3.36 
 
Figure ‎3.35: Source node (caller) configuration. 
 
Figure ‎3.36: Destination node (callee) configuration. 
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The rest of the configurations including data rate (transmission rate) assignment, 
BSS identifier, access point functionality and MAC parameter settings are in the 
wireless section of the node‟s attributes. Figure 3.37 shows these setting for one of the 
nodes.  
 
Figure ‎3.37: Wireless LAN setting in one of the nodes. 
As mentioned earlier, there are two possible ways to create congestion; (1) when 
the capacity is full, adding one call can cause to congestion (2) dropping transmission 
rate to a lower rate can also cause to congestion.  If the capacity of the link is 
exceeded, the quality drops severely (that is why capacity was studied in section 3.3). 
Since the purpose of this dissertation is to study multi-rate effect of wireless links on 




3.5 Verifying the Best Quality Factor for Adaptation Instant 
In the proposed model that wireless nodes used 802.11b standard, in order to check 
the effect of transmission rate reduction on the main quality factors, the transmission 
rate was changed from 11 Mbps to 1 Mbps gradually. Then main quality factors were 
checked to find the best quality factors that can determine the network congestion 
faster and more accurate.  
In order to assess perceived speech quality, instantaneous quality and/or perceived 
speech quality can be used [14].  Instantaneous quality is measurable by jitter, delay, 
packet loss and some other quality impairment factors any time during the call. 
OPNET provides these factors in its statistics (those factors which are also available 
in RTCP-XR). On the other hand, Perceived quality is the perceived quality reported 
by users in a period during a call. The perceived speech quality can be expressed as E-
model or MOS (MOS values may obtain by subjective method or by objective 
methods as mentioned in section 1.3). Since OPNET provides MOS in its statistics, so 
MOS is used in this study for perceived speech quality. 
In the following, in three different scenarios, the transmission rate of one set of 
caller-callee had been reduced gradually from 11 Mbps to 1 Mbps and the results of 
instantaneous and perceived quality have been displayed for each rate. 
In the first case that transmission rate is 11 Mbps and all the calls use the G.711 
codec and 1 fpp, the general perceived speech quality for the studied model in term of 
MOS is around 4.3 which is good quality. That is, after the transmission rate for one 
of the calls drop to 5.5 Mbps, it can be seen that the overall speech quality in the 




Figure ‎3.38: MOS result, when transmission rate of one call fall from 11 to 5.5 Mbps. 
In addition, reducing the transmission rate to 2 Mbps shows the same perceived 
quality by MOS (Figure 3.39). So in this specific scenario that network is almost 
saturated with the 2 calls (G.711 codec, 1 fpp), even two step transmission rate 
reduction from 11 to 5.5 and then  5.5 to 2, almost does not affect MOS much. It 
means the good quality can be maintained even with some rate reductions. 
 
Figure ‎3.39: MOS result, when transmission rate of one call fall from 5.5 to 2 Mbps. 
In the next Figure (Figure 3.40) the result of reducing the transmission rate to 
1Mbps is shown. First with the presence of one call (according to our profile 
configuration), the overall perceived speech quality in term of MOS is 4.3 and then 







































Figure ‎3.40: MOS result, when transmission rate of one call falls from 2 to 1 Mbps. 
Obviously, from the three previous Figures it can be concluded that not all the 
transmission rate reduction causes severe quality degradation. However, in the critical 
situations (when the transmission rates of some wireless nodes are reduced 
remarkably), the overall quality will be affected by transmission rate reduction. 
In order to have clearer observation, average MOS for different transmission rates 
tabulated in Table 3.8 which shows MOS does not change obviously for the three first 
transmission rate reduction but when the transmission rate drops to 1 Mbps the 
average MOS is 1.1874 which is very low in comparison with three previous rate 
reductions and it shows unacceptable quality. 
Table ‎3.8: Average MOS for different transmission rate in one call. 
Transmission rate 
Reduction in one call 
11 Mbps 5.5 Mbps 2 Mbps 1 Mbps 
MOS 4.3584 4.3582 4.3565 1.1874 
Unlike previous works, that they changed the call parameters (codec and/or 
packetization) in every rate change, the results of above scenarios show that 
adaptation is not necessary for all transmission rate reductions. Only the transmission 
rate reductions that cause congestion needs adaptation and the rest of transmission 
rate reductions that they do not affect quality to be degraded continue without 
adaptation. Therefore, some other quality factors should be taken into account beside 






















One of the quality factors that affected quality of calls and it is available in RTCP-
XR statistic is the jitter. Simply, variation in delay is called "jitter" [104] and it is 
mainly caused by network congestion. In the other words, the variation in bit arrival 
times against the regenerated clock at a receiver is jitter. However in IP packets there 
is no clock to compare the packet arrival times directly, so another way of defining 
jitter is finding differences in delay extracted from packet time stamps. 
 IETF in RFC 3393 [104] defines packet jitter as the Instantaneous Packet Delay 
Variation (IPDV). The IPDV is defined as the difference in one-way delay between 
successive packets. One-way delay defines the time duration from the start of packet 
transmission at the source to the end of the time when packet is received at the 
destination. If this process always takes equal time, clearly there is no difference in 
delay so this effect will be cancelled [105]. 
If the sequence of packets transmission are at times t(1), t(2), t(3), ... t(n) and they 
receive at the times t'(1), t'(2), t'(3), ... t'(n), then delays d(i)s are calculated using this 
formula: 
d(i) = t'(i) - t(i)   where d(i)>=0              (3.7) 
 Consequently, the IPDV or jitter as defined by the IETF, is the sequence of     
d(2) - d(1), d(3) - d(2), ... d(n) - d(n-1). 
In OPNET that is a discrete event simulation tool, the  jitter is defined as the time 
difference between the instances when consecutive packets are received at the 
destination minus the time difference between the instances when these packets are 
sent from the source [105], hence the IPDV is: 
[t'(n) - t'(n-1)] - [t(n) - t(n-1)], ... [t'(3) - t'(2)] - [t(3) - t(2)], [t'(2) - t'(1)] - [t(2) - t(1)] 
= [t'(n) - t(n)] - [t'(n-1) - t(n-1)], ... [t'(3) - t(3)] - [t'(2) - t(2)], [t'(2) - t(2)] - [t'(1) - t(1)] 
= d(n) - d(n-1), ... d(3) - d(2), d(2) - d(1)               (3.8)   
In OPNET, the jitter is plotted as the signed maximum jitter over a particular time 
interval. IETF also defines Packet Delay Variation (PDV) as the difference in one 
way delay between successive packets. The selection criteria for PDV did not define 
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by IETF but it could be selected packets in a sliding window or the packets which 
give the maximum and minimum delay in a sequence, thus: 
PDV= max{d(1), d(2), d(3), ... d(n)} - min{d(1), d(2), d(3), ... d(n)}           (3.9) 
that is 
PDV= max{[t'(1) - t(1)], [t'(2) - t(2)], [t'(3) - t(3)],...[t'(n) - t(n)]} - min{[t'(1) - t(1)], 
[t'(2) - t(2)], [t'(3) - t(3)], ... [t'(n) - t(n)]}             (3.10) 
Alternatively in OPNET the PDV is defined as the variance of the delay [105]. For 
example. Consider the sequences: 
t = 1, 2, 3, 4, 5,  
t' = 1.45, 2.41, 3.43, 5.44 
 the packet sent at t= 4 could be ignored as it missed, so: 
d = t' - t = 0.45, 0.41, 0.43, 0.44 
and so IPDV (jitter) = d(i) - d(i-1) = -0.04, 0.02, 0.01 
and the maximum IPDV (signed) = -0.04 
Using this selection criteria of packets and with the maximum and minimum delay 
given,  
IPV = 0.45 - 0.41 = 0.04 
However using OPNET's criteria of the variability of the delay is: 
var (d) = sum(d(i) - u)^2/n  
and u  is the mean, u= 0.43 
var(d) = [(0.45- 0.43)+ (0.41-0.43)+ (0.43- 0.43) + (0.44- 0.43)] ^2)/4 
hence PDV= 0.00025 
 79 
Figure 3.41 shows the Packet Delay Variation (PVD) when transmission rate in 
one of the calls is 5.5 Mbps. When one of the call falls from 11 to 5.5 Mbps, PVD is 
fluctuated especially in the first few minutes (because first and second calls have 
begun). However, with consideration of unit of PVD on the y-axis, this fluctuation is 
very small and it changes around 3.45E-8. 
 
Figure ‎3.41: Delay variation in the call when transmission rate of caller and callee is 
reduced from 11Mbps to 5.5 Mbps.  
Next Figure (3.42) shows PVD when the transmission rate falls down from 5.5 
Mbps to 2 Mbps. In the first few minutes because of two calls establishment the delay 
variation increases sharply but after that, the PDV remains almost constant. In 
comparison with the previous graph in Figure 3.41, the difference between mean 
delay variation values is noticeable. In Figure 3.41, the magnitude of delay variation 
is  5E-10 whereas in Figure 3.42 is 1E-5, means the delay variation in transmission 





















Figure ‎3.42: Delay variation in the call when transmission rate of caller and callee is 
reduced to 2 Mbps. 
Accordingly, Figure 3.42 shows a huge difference in delay variation when 
transmission rate is decreased from 5.5 to 2 Mbps. In Figure 3.43 delay variation is 
demonstrated with the transmission rate reduced from 2 to 1 Mbps. 
 
Figure ‎3.43: Delay variation in the call when transmission rate of caller and callee is 

















































The graph in Figure 3.43 is sharply ascending for the first few minutes because of 
two calls establishment. But after a while delay variation starts to be descending 
which is due to small differences between delay of two successive packets in time t' 
and t. 
However changing the graph behavior from ascending to descending does not 
mean the overall delay decrease in comparison with the previous transmission rate 
reductions (the Y axis unit is 1.0E-1, in Figure 3.43while it is 1.0 E-6 in Figure 3.42). 
Since the scales of graphs in last three Figures are very far from each other, 
illustration of them together in the form of linear graph is not possible. Therefore, in 
order to compare the mean value of packet delay variation in each transmission rate is 
tabulated in Table 3.9: 
Table ‎3.9: Mean delay Variation results between caller and callee in one call. 
Transmission rate 
Reduction in one call 
11 Mbps 5.5 Mbps 2 Mbps 1 Mbps 
Mean PDV (sec) 3.68E-08 3.46E-08 6.88E-06 1.71E-01 
Whereas the overall quality indicated by MOS in Table 3.8 does not show a big 
difference between changing transmission rate from 5.5 to 2 Mbps, the delay variation 
(Table 3.9) shows a big difference between the delay variation of each transmission 
rate in the same scenario. So, packet delay variation would be a good index to indicate 
transmission rate changes.  
Another quality factor gained by RTCP-XR VoIP block (available in the 
endpoint‟s report) is “End System Delay” which is the internal round trip delay. The 
















Figure 3.44 shows the end-to-end delay of packets in source, after a round trip 
when calls used 11 Mbps and then 5.5 Mbps. Clearly, the end-to-end delay for rate 
5.5 Mbps is higher than the rate 11 because of the lower transmission rate. However, 
in both graphs the reason that end-to-end delay drops in the last minute of simulation 
are that the calls end at the 19th minute of simulation time. 
 
 
Figure ‎3.44: End-to-end delay for transmission rates of 11 and 5.5 Mbps in one call. 
Likewise, Figure 3.45 shows the end-to-end delay when the transmission rate 
drops from 5.5 to 2 Mbps. Obviously the end-to-end delay in rate 2 is higher than rate 
5.5  Mbps. Note, due to absence of calls in the last minute of simulation graph is 
descending at the end. Although the graph of end-to-end for transmission rate of 
5.5Mbps looks very smooth, but as it had been shown in Figure 3.44 it is not very 
smooth and due to the scale limit, it looks smooth in comparison with 2 Mbps 
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Figure ‎3.45: End-to-end delay for transmission rates of 5.5 and 2 Mbps in one call. 
Figure 3.46 demonstrates end-to-end delay in transmission rate of 1 Mbps is 
higher in comparison with 2 Mbps. While the graph for 2 Mbps transmission rate also 
looks linear in Figure 3.46 but as it had been shown in Figure 3.45 it is not linear and 
it is due to the limited scale of linear presentation. However, the behavior of graph for 
rate 1 Mbps is sharply ascending in the call establishment time and after that it 
continues with such a high end-to-end delay. As mentioned in chapter one, the 
threshold value for end-to-end delay is 0.15 seconded (150 millisecond) but in this 
scenario when the transmission rate between a pair of caller-callee is dropped to 1 
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Figure ‎3.46: Result of end-to-end delay for transmission rates 2 and 1 Mbps in one 
call. 
Table 3.10 tabulated the average of end-to-end delay in each transmission rate. 
Apparently, in the lower congestion, end-to-end delay is increased gradually, but in 
severe congestion, it raises very fast. A conclusion from the Table 3.10 is that delay 
could also be a good index to show the congestion. Note that, the disparity of PDV for 
different transmission rate is more obvious in comparing to delay so PDV is still the 
best index of adaptation time. 
Table ‎3.10: Average End-to-End delay for different transmission rate in one call. 
Transmission rate 
Reduction in one call 11 Mbps 5.5 Mbps 2 Mbps 1 Mbps 
Average end-to-end delay (sec) 
0.0617 0.0619 0.0655 1.1137 
The next two Figures show the packet sent and received graphs for transmission 
rate of 1 and 2 Mbps. The difference between traffic sent and traffic received is the 
packet loss rate. Figure 3.47 shows packet loss is almost zero when the transmission 
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Figure ‎3.47: Traffic sent & traffic received in the receiver side of the call that is 
affected by the transmission rate reduction to 2 Mbps. 
However, when transmission rate decreases to 1 Mbps (Figure 3.48) packet loss 
rate increases to almost 40 packets in each point. While transmission rate reduction 
from 11 to 5.5 and then to 2 Mbps does not cause packet loss in our simulation 
scenarios and only rate reduction to 1 Mbps shows packet loss. It can be concluded 
that packet loss is not a good index for transmission rate reduction determination. This 
conclusion is also according to the previous study's findings. 
 
Figure ‎3.48: Traffic sent & traffic received in the receiver side of the call that is 
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 The results of successive transmission rate reduction on instant quality factors 
namely PDV (jitter), end-to-end delay, and packet loss (Table 3.9-3.10), also on the 
overall quality factor by MOS (Table 3.8) present two important concluded facts: 
First, the results of MOS show, some of the rate changes do not affect quality to 
be degraded obviously, while most of the previous algorithms perform the adaptation 
process based on the result of MOS. Therefore, our technique checks other instant 
VoIP quality metrics beside MOS to decide for the right adaptation instance.  
Second, Figures 3.41-3.48 show that among the instant quality factors, PDV 
(jitter) shows the different mean values for transmission rates, and it can differentiate 
transmission rate of 1 and 2 Mbps from  5.5 and 11 Mbps, while end-to-end delay 
only differentiates transmission rate of 1Mbps from other transmission rates (11, 5.5 
and 2 Mbps). Thus, jitter (PDV) ) is better index to show transmission rate reductions 
and in practice it can be interpreted by Inter-arrival jitter and extract from RTCP-XR 
packets. 
So, in the proposed method jitter will be monitored during the calls and when the 
rate drops to the lower rate fast RTCP-XR (every 2 second for minor congestion [84]) 
will be triggered to check other quality factors. Meanwhile, MOS and delay will 
check to have an accurate estimation of links status. If all these factors show rate 
reduction caused congestion then the adaptation phase is commenced. 
3.6 Verifying the Best Adaptation Process 
So far the best adaptation indices have been investigated to determine the right 
adaptation instance and according to our methodology flowchart (Figure 3.1) 
hereafter the best adaptation method will be investigated. In fact, adaptation of speech 
output rate could be done using coding rate adaptation (codec and/or payload size 
adaptation). As discussed in section 3.2.4.2 the effect of bigger payload size on 
reducing the link traffic is due to grouping of more speech frames in one packet that 
share a fix amount of protocol overhead among them. Therefore, the ratio of real data 
to overhead is higher than using a small frame size with the same overhead. 
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Consequently due to less protocol overhead that is carried on the network, lower 
traffic would be expected which will cause lower congestion. 
In addition, the packet size adaptation method is preferable because it keeps the 
codec fixed. Consequently this method can gain the benefit of coding with higher 
quality (like G.711) and at the same time it can reduce the load of network traffic by 
switching to bigger payload size. 
From another view, packet adaptation has less modification cost (since changing 
codec in gateways and other middle hardware also paying codec licensing fees are not 
required). Furthermore, when the transmission rate fluctuation has a small effect on 
the congestion, codec adaptation changes the traffic output volume massively, thereby 
in the small congestion, frame size adaptation could be more useful rather than codec 
adaptation.  
All the above reasons lead us to use payload size adaptation first but if the 
congestion was high and the quality factors could not meet their acceptable range, 
codec adaptation would be commenced to rectify the congestion. Henceforth 
simulation results will be shown that in most of the cases, frame size adaptation is 
enough to recover the network from low to moderate congestion and they also show 
codec adaptation helps the network to recover from higher congestion. 
The first simulation scenario was conducted with 3 stations having transmission 
rate fallen to 1 Mbps and 1 of the stations has 11 Mbps transmission rate. In this 
scenario Frame-Adaptive, Codec-Adaptive, and None-Adaptive methods were 
compared. The results show, where the None-Adaptive method failed to provide good 
quality of service, adaptive methods act much better. Furthermore, the differences 
between the both adaptive methods namely (Frame-Adaptive, Codec-Adaptive) are 
discussed. In this simulation scenario, packet size adaptation is done by switching 
from 1 fpp to 2 fpp and codec adaptation has been done by switching from G.711 to 
G.729. 
As Figure 3.49 presents, the average MOS for frame-adaptive, codec-adaptive and 
none-adaptive graphs are compared. This Figure shows that the frame size adaptation 
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method has the highest MOS and followed by codec adaptation. The reason is that, 
frame-adaptive method keeps the codec G.711 which has the highest MOS among all 
codecs, while Codec-adaptive uses G.729 codec which has lower MOS. Although 
None-Adaptive also uses G.711 but since it uses 1 frame  per packet, it has higher 
protocol overhead  (almost 2 times more redundant data in comparing to 2 frames per 
packet), thus it results in more traffic and more congestion causing MOS degradation. 
Furthermore, codec-adaptive method which uses G.729 instead of G.711 also 
reduces the congestion by having lower bitrate (G.729 bit-rate is 8 times lower than 
the G.711) and lower load on the bandwidth which consequently reduces the 
congestion and causes higher MOS in comparison to none adaptive method. 
Nevertheless, G.729 has lower quality (MOS 4) in comparison to G.711 (MOS) 4.3 
due to its lower bit-rate. 
 
Figure ‎3.49: MOS of different adaptation methods when 3 stations have fallen to 1 
Mbps transmission rate and 1 of the stations has 11 Mbps transmission rate. 
The load on the WLAN is shown in Figure 3.50. As mentioned earlier, in this 
scenario, frame-adaptive approach uses 2 frames per packet therefore overhead is 
shared for higher amount of data in comparison to the none adaptive approach which 
uses 1 frame per packet. That is why frame-adaptive has lower load in comparison to 


























Furthermore, codec-adaptive approach uses G.729 that has transmission rate of 
8Kbps and here none adaptive approach and frame-adaptive approach uses the default 
codec (which is G.711 that has transmission rate of 64 Kbps). Since the coding rate of 
G.729 is 8 times lower than G.711, the load for codec-adaptive approach is massively 
lower than none adaptive and it is also lower than the frame-adaptive method. This 
comparison shows codec-adaptive methods are more effective to reduce the traffic 
load, although they are more costly compared to frame-adaptive method. 
 
Figure ‎3.50: Channel load of different adaptation methods when 3 stations have fallen 
to transmission rate of 1 Mbps and 1 of the stations has 11 Mbps transmission rate. 
Another comparison between the three graphs for the same simulation scenario is 
shown in Figure 3.51 in terms of End-to-End delay. As the acceptable range of delay 
is less than 150ms, this Figure demonstrates that both frame-adaptive and codec-
adaptive methods afford the acceptable delay, while delay for frame-adaptive graph is 
a little bit higher than codec-adaptive. As codec-adaptive method uses only 1 frame 
per packet and frame-adaptive uses 2 frames per packet which needs more 
packetization time, thus results in more End-to-End delay. In addition, since the bit-
rate of  G.711 is more than G.729, so it has more traffic loads causing more 
transmission delay which effects on higher end-to-end delay. It should be mentioned 
that none adaptive graph in Figure 3.51 starts from almost 0.1 which is due to having 

































Figure ‎3.51: Delay of different adaptation methods when 3 stations have fallen to 1 
Mbps transmission rate and 1 of the stations has 11 Mbps transmission rate. 
Figure 3.52 shows very tiny data loss for both adaptive methods against non-
adaptive method. Here also having data loss almost zero at the start and end of none 
adaptive graph are because of having only one call at the start and having no call at 
the last minute of simulation time. 
 
Figure ‎3.52: Data drop due to buffer over-flow for different adaptation methods when 









































































From the results obtained, it is concluded that frame-adaptive and codec-adaptive 
systems act better than none-adaptive systems. Meanwhile, it is concluded that frame-
adaptive method can rectify low congestions but as codec-adaptive method has lower 
load compared to frame-adaptive method it would be better to use this method for 
higher congestion. 
Now in order to clarify how many frame adaptation steps are needed before the 
codec adaptation, previous scenario has been repeated, except that none adaptive 
graph has been removed, because the main concern is to compare different frame 
adaptation steps. The outcomes are shown in Figures 3.53 to 3.56. 
In this scenario first level of  packet size adaptation is done by switching from 1 
fpp to 2 fpp and then the second level of packet size adaptation has been done by 
switching from 2 fpp to 3 fpp and the third level is by switching from  3 to 4 fpp. 
Furthermore, a comparison is done between these different levels of packet size 
adaptation and codec adaptation (switching from G.711 to G.729). 
As Figure 3.53 illustrates, there is a difference in quality level of frame-adaptive 
methods and codec adaptive method. It is because all frame adaptation levels use 
G.711 in our scenario, so their speech quality is approximately MOS 4.3. While the 
codec-adaptive method used G.729 in the same scenario the MOS is almost 4. Since 
both methods produce good quality of service the MOS are illustrated from 3.8 to 4.4 
for clearer observation. 
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Figure ‎3.53: Comparison of different level of frame size adaptation methods and 
codec adaptation method in term of MOS. 
As Figure 3.54 shows, due to having less overhead for the packets with 4 frames 
compare to 3 the channel load of 4fpp is less than 3fpp and with the same concept 
3fpp has lower load than 2fpp. On the other hand, G.729 with having 8 Kbps bit-rate 
has less load than frame size approaches that used G.711 with 64 Kbps. 
 
Figure ‎3.54: Comparison of different level of frame size adaptation methods and 



































































According to Figure 3.14, increasing number of frames per packet decreases the 
amount of overhead to data ratio, so it should cause to lower traffic in the network. 
Consequently, due to lower traffic in the network, packets are supposed to be 
delivered earlier at the receiver side. Therefore, in Figure 3.55, the step 2 frame-
adaptive graph which used 2fpp supposed to have lower end-to-end delay comparing 
to step 1 which used 1 fpp. However, since the congestion in this scenario is not high 
the effect of overhead sharing is less obvious against packetization delay. In this 
scenario packetization delay (the time taken by the packetizer to pack the frames as a 
packet) has a more obvious effect on end-to-end delay. 
As Figure 3.55 illustrates, among three levels of frame adaptation, third level (3 
fpp to 4) has the highest end-to-end delay that is due to longer time which is taken by 
the packetizer. The same reason goes to the difference in end-to-end delay value of 
other levels of adaptation. 
From the other side, codec adaptation uses G.729 codec instead of G.711 but with 
only 1 frame per packet which has the lowest packetization delay. Furthermore, G.729 
codec has 8 times less output traffic comparing to G.711 which noticeably effect on 
the lower bandwidth consumption and the lower congestion and lower end-to-end 
delay. 
 
Figure ‎3.55: Comparison of different level of frame size adaptation methods and 





































It should be mentioned here that, step 4 of frame-adaptive method has not come 
into further consideration which is due to the high end-to-end delay (very close to the 
upper limit of acceptable range) and it would create a critical situation for the 
adaptation algorithm later (Figure 3.56). 
Furthermore, the 4
th
 step of frame size adaptation switches to 5 fpp and each 
frame is 10 ms which means the packet size is 50ms. However, most of the 
commercial implementation does not support it. Therefore, only 3 steps of frame size 
adaptation are considered for the proposed algorithm. Figure 3.57 shows, all these 
adaptive mechanism can eliminate data drop in the AP. 
 
 
Figure ‎3.56: End-to-End delay of step 4 adaptation (4fpp). 
 
Figure ‎3.57: Comparison of different level of frame size adaptation methods and 













































































The results of this scenario show where non-adaptive methods fail to provide 
good quality of service codec and frame adaptive methods are the best solution to 
rectify the failure of none adaptive methods. In addition, from the results obtained, the 
proposed mechanism can increase the number of frames up to three steps and check 
the quality factors after each of them, if the quality turns into the acceptable range. 
This means the system does not need to undergo the codec adaptation but if frame 
size adaptation does not rectify the congestion then codec adaptation would be 
commenced. 
The next scenario was conducted with all 4 stations fall to 1 Mbps transmission 
rate (consequently the congestion is high). In different steps frame adaptation, codec 
adaptation also both approaches together have been simulated to compare their results 
with the none adaptation method. 
In this scenario, in the none-adaptive method, calls used G.711 codec with 1 
frame per packet (fpp), in frame-adaptive method calls use G.711 codec and number 
of frames increased to 2 fpp, in codec-adaptive method, codec is changed to G.729 
with 1 fpp, and in the frame & codec adaptation method codec is changed to G.729 
and number of frames is increased to 2 fpp. 
The result of average MOS is shown in Figure 3.58. Where none adaptive method 
fails to provide good MOS (after adding the second call), frame-adaptive and codec-
adaptive also failed to provide acceptable voice quality, frame and codec-adaptive 
methods can maintain on a good quality.  
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Figure ‎3.58: MOS of different adaptation methods when all 4 stations have fallen to 1 
Mbps transmission rate. 
Codec-adaptive approach uses G.729 that has lower output rate compared to 
frame-adaptive approach that use codec G.711. In comparison between codec-
adaptive method and „frame & codec‟ adaptive method; while both methods use of 
them G.729 codec, the second method uses larger packet size (2 frame per packet) 
which that has lower overhead and consequently it has lower load (Figure 3.59).  
 
Figure ‎3.59: Channel load of different adaptation methods when all 4 stations have 




















































The end-to-end delay for different methods in Figure 3.60 shows that „frame & 
codec‟ adaptive method results in the lowest delay among all methods. In this 
scenario codec-adaptive method that switches from G.711 to G.729 effects on 
consuming lower bandwidth and consequently lower delay in compare to frame-
adaptive method which uses G.711. Also, frame-adaptive method that uses 2 fpp 
needs more packetization time causing to more delay and it is not in the acceptable 
range. Even though the end-to-end delay of codec-adaptive method is less than 0.1 
second which is in the acceptable range, but since its MOS (Figure 3.58) is very low, 
that means this method is not useful for very high congestion. 
 
Figure ‎3.60: Delay of different adaptation methods when all 4 stations have fallen to 1 
Mbps transmission rate. 
For data loss due to buffer overflow, as Figure 3.61 illustrates, frame & codec-
adaptive method has the best result among 4 tested methods. Codec-adaptive method 
that switches from G.711 to G.729 causes lower bandwidth consumption and 
consequently lower congestion which causes less accumulating of data in buffer and 

































Figure ‎3.61: Data drop due to buffer over-flow of different adaptation methods when 
all 4 stations have fallen to 1 Mbps transmission rate. 
Up to now, the comparison between „codec-adaptive‟, „frame-adaptive‟, „frame & 
codec-adaptive‟ and „none adaptive‟ methods have been analyzed and results prove 
that in most of the cases when the congestion is low or moderate, frame adaptation 
improves the perceived quality and results on lower load and lower end-to end delay 
and lower packet loss compared to none adaptive methods. However, in terms of 
severe congestion, codec adaptation acts better than frame adaptation since it has a 
biger effect on the speech output rate.  
 
3.7 The Algorithm Flowchart and Pseudo Code 
In the following, the flowchart of the proposed adaptation algorithm will be presented 
(Figure 3.62). The proposed algorithm is constructed based on the findings in sections 
3.5 and 3.6 (finding the adaptation instance, and finding the proper adaptation 
process). 
The algorithm initiates with the assumption of non-congested channel, so to have 








































packet for coding. Afterwards, along with monitoring the changes in VoIP media 
stream, RTCP-XR is also monitored by the algorithm, if the transmission rate is 
reduced and/or or inter-arrival jitter is increased (compare to the former RTCP-XR) 
means that that current rate change requires for commencing the adaptation process. 
To make sure that adaptation will be done accurately, delay and MOS are also 
checked in this step.  
Adaptation starts with packet size adaptation first, followed by codec adaptation 
(if it is necessary). Packet size adaptation will be performed (up to 3 frames per 
packet) and a counter determines these steps. After each step, quality factors will be 
checked to verify if packet size adaptation is successful. In the case that packet size 
adaptation does not rectify the congestion, the algorithm switches the current codec 
with the lower bit-rate codec and again quality factors will checked by sending fast 
RTCP-XR after the adaptation. However, when the codec is changed to the lower one, 
and the congestion still exist in the network, frame size adaptation should be applied 
on the recent codec to rectify the congestion.  
When the congestion was able to be solved by any of above adaptation steps, the 
system will continue with the current coding parameters. The call goes on the 
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The pseudo-code of the proposed algorithm is as follow: 
Main Procedure Adaptive_VoIP  
Begin 
1. Initialization of parameters 
1a.  Set Counter=1 
1b.  Set codec=G.711 
1c.  Set number of frames per packet = 1 
1d.  Set frequency of updates (n) = 5 
2. Call Monitoring_Proc 
3. Call Track-rate_Proc 
End   
Sub Monitoring_Proc 
Begin 
1. Monitor RTCP-XR in every n seconds and extract jitter, delay and MOS  
  2. If jitter(i-1)<jitter(i) or  delay >150 or MOS<4 then 
2a.  Increase the number of frames per packet 
2b.  Counter++ 
2c.  If counter<4 then  
2c-i)  Call Monitoring-Frequency-Proc  
2d.  Else  
2d-i)  Reset counter=1 
2d-ii)  Reset frame-size=1 
2d-iii)  Decrease codec rate 
2d-iv)  Call Monitoring-Frequency-Proc  




1. Track rate changes in the VOIP media stream 
  2. If the rate track is stable and not decreasing then  
2a.  Continue operation with current coding parameters 
2b.  If the call ended then stop 
2c.  else goto step-1 
  3. Else  
 3a.  Call Monitoring-Frequency-Proc 
 End sub 
Sub Monitoring-Frequency-Proc 
 Begin 
1. update n=2 
2. send fast RTCP-XR in every n seconds 
3. call Monitoring_Proc 
End sub 
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3.8 Chapter Summary 
This chapter discussed the main components of an adaptive rate control algorithm for 
VoIP. Then the capacity of a 802.11 b wireless network was estimated and based on 
this capacity estimation, a network model (Figure 3.28) was designed for further 
investigation.  
Since this model has the maximum possible number of calls (based on capacity 
estimation in 3.3) the effect of reducing the transmission rate of call was investigated. 
The results of transmission rate reduction on instant quality factors namely jitter, 
PDV, end-to-end delay and packet loss were demonstrated in Figures 3.38- 3.40 and 
3.47 -3.50, also the results of using different adaptation method for transmission rate 
reductions (shown in Figures 3.52 to 3.64), present two main conclusions (that have 
been used in the proposed algorithm): 
First, the results of MOS show, unlike previous works, some of the transmission 
rate changes do not affect speech quality critically and call continues with almost the 
same level of MOS for some rate changes. Therefore, MOS is not a good index for 
defining transmission rate changes. Therefore, the proposed technique in this study 
checks other instant VoIP quality metrics beside MOS to decide for the right 
adaptation time. As it was shown in Figures 3.49 and 3.50, between the instant quality 
factors packet delay variation (jitter) is the best index to show transmission rate 
reductions. 
Second, the evaluation of frame adaptation, codec adaptation and combination of 
both approaches showed that frame adaptation can rectify low to moderate 
congestion. Since this approach has less impact on the system in term of simplicity 
and lower coding cost, so in this study the algorithm will be started by frame 
adaptation in the case of low congestion. Results also showed if the system turns to 
higher congestion where frame adaptation is not enough, the algorithm will 
commence codec adaptation. Furthermore, in very high congestion, if codec 
adaptation could not rectify the congestion, both techniques (codec and frame size 
adaptation) will work together.   
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CHAPTER 4 
RESULTS AND DISCUSSION 
4.1 Chapter Overview 
This chapter presents the most significant results gained by our simulation in order to 
validate our findings and compare our approach to the known previous approaches.  
The first part of this chapter will show that adaptation is not required in every 
transmission rate change which is one of the contributions of this study. In the second 
part, the comparison was made between the result of “Adaptive” and “None-
Adaptive” methods. Delay, data loss, MOS8 and channel load are used to evaluate the 
proposed mechanism. In addition, the comparison is done between the adaptive 
mechanism in this study and the previous approaches.  
It should be mentioned that in all the simulation, the traffic is purely VoIP and 
network does not include any other traffics. The VoIP calls are between points in the 
office environment where clear line of sight is available between the sender to AP and 
AP to the receiver. In this environment when both parties use 11 Mbps transmission 
rate, two calls could be available with good quality, which are simulated trough two 
pairs of caller-callee (four stations). The calls have been assigned to each pair of 
caller-callee according to section 3.4. 
In addition, in this chapter, the wireless stations with the transmission rate of 1 
Mbps has been named low-rate stations. The default frame size is 10 milliseconds. 
The results were collected from Voice and Wireless LAN global statistics of OPNET. 
                                                     
8
 Objective MOS in the results of this chapter is one of the outputs of OPNET modeler. 
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4.2 Evaluating the Algorithm on Adaptation Instance 
The graph in Figure 4.1 shows the fact that in IEEE 802.11 WLANs, congestion does 
not happen gradually rather it happens instantly. It means sometimes network can 
sustain the extra traffic but sometimes by adding of a tiny extra traffic network tends 
to switch from an un-congested condition with good perceived speech quality to a 
congested condition with bad perceived speech quality [51].  
In order to demonstrate that every transmission rate reduction does not need 
adaptation, some scenarios are conducted with different transmission rate and in all of 
them the calls use G.711 codec with one frame per packet and the transmission rate in 
one of the calls (a pair of source and destination) changes in descending form (from 
11 to 5.5 then to 2 and end up with 1 Mbps). 
As Figure 4.1 shows the first three rate reductions in one of the calls do not need 
adaptation mechanism, since the average MOS is maintained high (almost 4.3). But if 
this call drops to transmission rate of 1 Mbps, the MOS decreases to 1 which is 
unacceptable quality, so the adaptation approach is needed in this instance (not for all 
previous transmission rate reductions). Consequently, the system can withstand some 
transmission rate reductions until the network gets congested. 
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Figure 4.1 also shows only the transmission rate changing cannot be an adequate 
indication for triggering the adaptation mechanism. Unlike the previous works that 
they changed the coding rate with all variations in transmission rate (MAC alarm), the 
proposed method in this study only changes the coding rate when is needed. 
The adaptation instance in the proposed algorithm is determined by monitoring 
the quality factors such as jitter and delay besides monitoring the transmission rate 
variations (as discussed in the methodology chapter). That is, when jitter and delay 
are going to increase sharply and beside that, MOS is going to decrease to the 
unacceptable range, adaptation should be commenced. Consequently, unlike some 
previous studies, the proposed algorithm by this study determines the adaptation 
instance not only by MAC alarm rather, beside MAC, quality factors will be checked 
to perform the adaptation timely and accurately.  
in Figure 4.2, Codec-Adaptive graph demonstrates the codec adaptation method 
by Anna‟s work [27], for the scenario in that one of the call‟s transmission rate is 
changed to the lower transmission rate gradually. Besides, the non-adaptive graph 
also presented to compare these two methods in term of perceived quality.  
Obviously, in the sufficient bandwidth, G.711 codec provides the best quality 
among the codecs (MOS 4.3) and other codecs (like G.729) provide lower quality 
(MOS 4) [106]. In regard to the first three points of both graphs in Figure 4.2, when 
the bandwidth is still enough and network is not congested yet, the system can still 
continue with higher bitrate codecs and adaptation is not needed. In this situation, 
switching the codec from G.711 to G.729 causes quality degradation from 4.3 to 4 
(first three points of Codec Adaptive graph). As previous codec adaptation approaches 
like Anna‟s work [27] change the codec for all transmission rate, they scarify the 
good quality of G.711, even in non-congested situation. But the proposed algorithm in 
this study trys to keep the G.711 till the real need of adaptation time (which is 
determined by quality factors beside transmission rate changes).  
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Figure ‎4.2: Comparison between MOS results of Anna‟s work [27] & non-adaptive 
method when the transmission rate in one of the calls is reduced gradually. 
Evidently, as Figure 4.2 shows, for the last transmission rate reduction to 1Mbps, 
codec adaptation acts better than no adaptation. However, for the first three 
transmissions rate changes from 11 to 5.5 and then to 2 Mbps “No Adaptation” has 
the top quality, even better than codec-adaptive method, because it uses G.711 with 
higher output rate.  
Accordingly, with the mechanism used in this study, the system does not enter to 
the adaptation phase till it would be required. The main advantage of this approach is 
cost reduction in term of changing the call's coding parameters frequently during the 
call.  
So far, the right instance to commence adaptation is evaluated and hereafter the 
adaptation method will be evaluated. In fact, adaptation phase could be accomplished 
using codec rate adaptation and/or using frame size adaptation. The results in chapter 
3 showed that in most of the cases frame size adaptation would be enough for the 
system to recover from congestion. It is due to grouping of more frames in one packet 
which cause less overhead to carry in the network so lower congestion would be 
expected. Also frame adaptation is more flexible and has less cost in terms of 
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transmission rate is changed slightly, the frame size adaptation can control the rate of 
traffic carried by network but codec adaptation changes the traffic volume hugely. So 
in the small congestion, frame size adaptation could be used instead of codec 
adaptation. That is why the proposed mechanism increases the number of frames up to 
three steps and checks the quality factors after each of them. If the speech quality 
turns into the acceptable range, the system does not undergo the codec adaptation but 
if frame size adaptation does not rectify the congestion then codec adaptation would 
be commenced. The rest of this chapter is to evaluate the proposed algorithm. 
4.3 Comparison between Adaptive and None-Adaptive Approaches 
Henceforth sections (4.4.1, 4.4.2, and 4.4.3) demonstrate the comparison between 
non-adaptive and the proposed adaptive method for different congestion level, namely 
(low, moderate, and high congestion). 
4.3.1 First Simulation Scenario, Low Congestion  
In order to compare proposed adaptive method and none adaptive method on the 
low congestion level, the simulation scenario is conducted with 4 stations in the 
network and transmission rate of one of the calls (between two stations) is 11 Mbps 
and the other call is 1 Mbps. Figure 4.3 illustrates the average MOS using an 
adaptation method and without adaptation method. 
In non-adaptive method, both calls used G.711 codec and 1 frame per packet (fpp) 
regardless of network condition. As non-adaptive graph shows that adding, the second 
call (in the 2
nd
 minute) will cause more congestion and it affects the MOS to reach to 
almost 1 which is a very bad quality. On the other hand, when the call is dropped to 
1Mbps transmission rate, performing the adaptation and increasing the number of 
frames from 1 to 2 frames per packet maintains the quality at the high level, even 
when the second call is added. 
 108 
 
Figure ‎4.3: Comparison between the MOS result of non-adaptive and adaptive 
methods when 2 stations use 11 Mbps and 2 others use 1 Mbps transmission rate. 
In the proposed simulation model when the transmission rate of two stations drop 
from 11 to 1 Mbps and the call uses G.711 codec with 1 frame per packet, the MOS is 
very low and the call quality is not acceptable. The results obtained from [26] also 
shows very low quality in term of MOS (MOS=1) in saturation time. This MOS is 
calculated in real-time using the E-model. However, after adaptation and by changing 
the packet size to 2 frames per packet the MOS turns good. 
The same simulation scenario is used in evaluation of end-to-end delay. Figure 4.4 
shows the delay is acceptable (less than 0.15 Sec or 150 millisecond) when the 
adaptation method is applied to the network and in none adaptive graph the delay is 
very high. 
According to result analysis of [26], also when 2 stations change their 
transmission rate from 11 to 1 Mbps, due to saturation of queue in AP, packet delay 

























Figure ‎4.4: Comparison between the delay result of non-adaptive and adaptive 
methods when 2 stations use 11 Mbps and 2 others use 1 Mbps transmission rate. 
Data loss due to buffer overflow for the same simulation scenario is shown in 
Figure 4.5 for both methods (using the adaptive method and without using it). As 
result of Figure 4.5 shows data loss due to buffer overflow is almost zero for adaptive 
method. It is because of less overhead due to having larger packet size. As it is shown 
in Figure 4.5, for none adaptive system in the first minute and at the last minute the 
data loss is almost zero which is according to the setting of calls in the profile 
definition (Figure 3.34) in that no call exists in the first and last minute of our 
simulation time. 
 
Figure ‎4.5: Comparison between the data drop rate of non-adaptive and adaptive 




























































The channel load in wireless LAN model is shown in Figure 4.6, that illustrates  
adaptive methods has lower load compared to the none adaptive method. Although 
the difference is not huge but as the previous Figures (4.3-4.5) presented, even this 
small change has a large effect on the quality metric improvements. 
 
Figure ‎4.6: Comparison between the channel load of non-adaptive and adaptive 
methods when 2 stations use 11 Mbps and 2 others use 1 Mbps transmission rate. 
4.3.2 Second Simulation Scenario, Moderate Congestion  
Next four Figures show the effect of using adaptive method and none adaptive 
method when number of low-rate stations increase to 3 and only one station uses 
11Mbps transmission rate. It means comparing to the previous scenario that had 2 
low-rate stations here 3 low-rate stations are simulated. In the non-adaptive systems, 
the calls start and maintain using G.711 codec and 1 frame per packet but in adaptive 
method the packets increase to 2 frames per packet. 
Figure 4.7 illustrates that MOS for none adaptive graph descend very sharp on the 
second minute. That is, when the 2nd call with the low transmission rate is added into 
the network and causes congestion which results on poor perceived quality with the 































calls increase their number of frames from 1 to 2 frames per packet the calls maintain 
on a good quality. 
 
Figure ‎4.7: Comparison between the MOS of non-adaptive and adaptive methods 
when 1 station uses 11 Mbps and 3 others use 1 Mbps transmission rate. 
In Figure 4.8, End-to-End delay is demonstrated for adaptive and non-adaptive 
systems. For non-adaptive method, on the second minute by adding the second low-
rate call into the network the delay increase sharply to the unacceptable range and it 
maintains on that range. On the other hand, the adaptive method the graph shows that 
end-to-end delay is less than 0.1 second (100 millisecond) in the first minute although 
it riches to 0.1 seconds after adding the second slow calls. However, adaptive method 

























Figure ‎4.8: Comparison between the delay in non-adaptive and adaptive methods 
when 1 station uses 11 Mbps and 3 others use 1 Mbps transmission rate. 
Data loss due to buffer overflow is shown in Figure 4.9 which demonstrates 
adaptive method has almost no packet loss while data loss is noticeably higher for 
none adaptive method. The big difference between the mean values of these two 
graphs is related to the amount of overhead. While the none adaptive method uses one 
frame per packet the overhead is added to the packet is for only one frame but for 
adaptive method which uses two frames per packet overhead that is added to the 
packet is shared for two frame pieces and it means less amount of overhead is 
dedicated to the adaptive method. Take a note that, having no call at the first and last 



































Figure ‎4.9: Comparison between the data loss rate of non-adaptive and adaptive 
methods when 1 station uses 11 Mbps and 3 others use 1 Mbps transmission rate. 
Load of wireless channel is presented (for both methods) in Figure 4.10 graphs 
show low load up to the second minute of calls because of having only one call, and 
no load at the first and last minute of simulation time because of having no call at that 
moment. The total load of adaptive method is lower than none-adaptive method due to 
having less overhead. 
 
Figure ‎4.10: Comparison between the channel load of non-adaptive and adaptive 





































































4.3.3 Third Simulation Scenario, High Congestion  
In order to evaluate the proposed algorithm for higher congestion, the simulation 
scenario has been set with 4 stations in the network that all of them falls into 1 Mbps 
transmission rate. In this scenario since all stations fall to 1 Mbps transmission rate 
and the AP also has the transmission rate of 1 Mbps, congestion is high. In this 
situation, codec adaptation (switching from G.711 codec to G.729) alone or packet 
size adaptation (switching from 1 frame to 2 frames per packet) alone would not be 
enough to recover the network. Consequently, combination of both approaches taken 
to achieve the lower load in congestion situation. 
The result of none adaptive method and adaptive method are shown in in Figures 
4.11 to 4.14. Non-adaptive graph is the result of using G.711 codec with 1 frame per 
packet, and adaptive graph is the result of using G.729 codec beside using 2 frames 
per packet. 
The average MOS is shown in Figure 4.11. None adaptive method fails to provide 
acceptable quality after adding the second call. However, frame and codec adaptive 
method can maintain at a good quality level.  
 
Figure ‎4.11: Comparison between the MOS of non-adaptive and adaptive methods 

























The result of end-to-end delay in Figure 4.12 shows that „frame & codec‟ adaptive 
method results in the lower delay comparing with non-adaptive methods. The reason 
is using more frame in one packet reduce the overhead amount in the data 
transmission and it effect on lower traffic load, so the packets reach to the destination 
with the lower delay. 
 
Figure ‎4.12: Comparison between delay of non-adaptive and adaptive methods when 
all 4 fall to 1 Mbps transmission rate. 
For data loss due to buffer overflow as illustrates in Figure 4.13, the proposed 
adaptive method has very low data loss. The proposed adaptive method that switches 
from G.711 to G.729 and from 1 fpp to 2 fpp, leads to lower bandwidth consumption 
and consequently lower congestion which cause less accumulation of data in the 































Figure ‎4.13: Comparison between the data drop rate of non-adaptive and adaptive 
methods when all 4 stations fall to 1 Mbps transmission rate. 
The proposed adaptive method switches from high bitrate codec (G.711) to the lower 
bit-rate codec (G.729). Therefore, this method reduces the load of traffic greatly. In 
addition, the adaptive method uses larger packet size, which has lower overhead to 
data ratio, consequently it contributes to have a lower load (Figure 4.14).  
 
Figure ‎4.14: Comparison between the channel load of non-adaptive and adaptive 



































































Until now, the comparison between the proposed adaptive method and the none-
adaptive method were done and the results proved that during the congestion, 
adaptive approach improves the perceived quality with providing the lower load, and 
lower end-to end delay, and lower packet loss.  
4.4 Algorithm Validation 
To compare this research work with other closely related work, it is necessary to 
flashback to the literature review chapter. According to the comparative study of 
codec solution for VoIP over WLANs by Anna et al. [59], every codec adaptation 
approach has a decision policy which determines the mechanism of codec adaptation. 
They categorized these policies into three groups; None-Adaptive policies, Single-
Adaptive policies and Multi-Adaptive policies. 
None-Adaptive policy: In the first category, a fix codec is used and all calls 
maintain the codec for the whole call duration (no codec adaptation is performed). So, 
in the congestion, the calls suffer from a very bad quality will be simply dropped. 
Single-Adaptive policies: In this category, calls that cause capacity reduction (for 
example by reducing their transmission rate) are those that perform adaptation. 
Multi-Adaptive policies: In the third category, to remedy the congestion, any 
number of calls can be chosen to change their codec to the lower one. In order to 
attain the fairness, those calls that changed their rates are the first options for 
adaptation since they caused the congestion. If the congestion is not solved yet, other 
calls also need to change their codec, so further policies should be considered which 
make this solution more complex.   
Table ‎4.1: Policy-based categories of previous adaptive rate VoIP algorithm.  
Single-Adaptive Multi-Adaptive 
MC Govern [51] Tüysüz [35], [75], [76] 
 Sfairopoulou 
[67], [68], [26], [107], [59] 
 Tebbani [81] 
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This research work is a kind of Multi-Adaptive policies because the first phase of 
the proposed algorithm (finding the right adaptation instance) will be executed by all 
the stations, so even if a node does not face with transmission rate reduction but 
suffers from a bad quality due to network congestion, may also enter the adaptation 
process. 
Among the Multi-Adaptive policies only Tüysüz and Sfairopoulou have used 
RTCP packet as feedback. RTCP has accurate information about speech quality 
factors of the current session. Since the proposed algorithm also uses a new version of 
RTCP, Tüysüz et al. work [76], and Sfairopoulou works [26] are considered as most 
related studies to this research. 
Tüysüz et al. [76] proposed an algorithm that is implemented on AP, while 
Sfairopoulou considered her algorithm in the distributed way (on stations) too. 
However, according to [67] implementation of the algorithm on the AP give more 
processing effort to the  AP but the distributed method (on the stations) gives almost 
equally satisfactory results. Since the implementation of distributed mode in practice 
is easier and it does not need programmable APs or specific device [51] we 
considered the distributed method for the proposed approach. Thus findings are 
compared to the method in [26]. 
Nonetheless, as compared to the study by Tüysüz et al. [76], it is suggested to use 
RTCP-XR packet instead of RTCP. In view of the fact that RTCP-XR provides more 
quality factors and it omits the quality measurement part of their algorithm, so it can 
improve their algorithm with faster reaction. 
The rest of this chapter compares the proposed adaptive method and other 
previous adaptive method presented by [26] in two main scenarios; first, when the 
rate decreases in one call, and second, when the transmission number of slow stations 
are increased. 
The abbreviations given below are used in our graphs; CA is Codec Adaptation 
method that is presented by [26], FCA is the Frame size–Codec Adaptation method 
presented by this study and NA is when No Adaptation method is applied. 
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With the same simulation model, CA, FCA and NA are evaluated when the rate 
decreases in one call and the results are shown in Figures 4.15 and 4.16. 
Figure 4.15 shows that when a call drop to 1 Mbps transmission rate, both CA and 
FCA approaches have very good quality in term of MOS while NA has an 
unacceptable quality (MOS 1). As been demonstrated in Figure 4.15, FCA has the 
higher value of MOS for all transmission rate reduction compare to CA. 
 
Figure ‎4.15: The comparison between FCA, CA and NA in term of MOS when 
transmission rate of one call is being reduced gradually. 
In our adaptation method, when the transmission rate of station is not changed, 
and quality factors are in the acceptable range, the algorithm does not enter to the 
adaptation part. While in [26], after every transmission rate reduction in the wireless 
link codec in-use should be switched to the lower bitrate codecs (according to the 
table 4.1 order). 
Table ‎4.2: Different codec used in the codec adaptation of [26]. 
No Codec Data bitrate (kbps) 
1 G.711 64 kbps 
2 G.726 16, 24, or 32 kbps (here 32 has been used) 
3 G.723.1 5.3 or 6.3 kbps 
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As the NA graph in Figure 4.15 shows, when transmission rate reduction does not 
cause congestion, the non-adaptive method can also maintain a good quality and 
adaptation is not required (first three points on the NA graph). Consequently, in such 
a situation, switching from higher bitrate codec to lower bitrate codec causes 
degradation in quality and further it gives a heavy burden to the system to send SIP 
re-invite message and prepare the call with the new parameter while it is not needed. 
Moreover, it needs several codecs, which imposes more cost. These are the 
disadvantage as compared to the proposed method of this study. 
As the FCA graph in Figure 4.15 shows, with the first three transmission rate 
reductions in one call, the network does not affect by congestion and so calls continue 
with the previous coding parameters. However, when in the last transmission rate 
reduction (to 1 Mbps), the frame size adaptation has been used (switching to the 
bigger frame size).  
Figure 4.16 demonstrates the comparison between CA and FCA and NA from 
End-to-End delay point of view. It shows both adaptive methods act better with the 
lower delay in comparison with to the none adaptive system and the delay is 
maintained in the acceptable range. 
 
Figure ‎4.16: Comparison between end-to-end delay of FCA, CA and NA when 
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As Figure 4.16 illustrates, the FCA has a little higher end-to-end delay when 
transmission rate of one call drops to 1 Mbps. This is related to the larger packet size 
(2 frame per packet) which the proposed method been used for adaptation in the last 
transmission rate reduction. While, CA uses lower bit-rate codec and so the load is 
lower, consequently packets are delivered to the destination with lower delay. 
However both graphs show the acceptable range of delay for calls. 
For more investigation, a new scenario was conducted in that number of low-rate 
stations increases in the network (in the same simulation model). Again, CA, FCA 
and NA are compared and the results are presented in Figures 4.17 and 4.19. 
Figure 4.17 shows that using adaptation methods (CA and FCA), the MOS is high 
and in the acceptable range, while NA graph shows an instantly sharp drop when two 
stations fall into the low transmission rate. Take note that, the first point of the NA 
graph (in 1 low-rate stn) supports our previous finding that all rate reduction does not 
need adaptation process. Here, when only one station‟s transmission rate drops into 
the lower rate, the slight traffic load does not affect MOS too much. The strongest 
reason why NA graph has dropped sharply is that, congestion in the wireless 802.11 
link is not gradual and even tiny extra traffic will cause quality degradation [51]. 
 
Figure ‎4.17: The comparison between FCA, CA and NA in term of MOS when 


































Comparison between Anna‟s work [26] and this study (CA and FCA graphs) in 
term of MOS shows that, while the CA method of [26] has used different codec in 
each step (according to Table 4.1), the proposed method uses G.711 codec for the first 
three points of FCA. In the last point of FCA graph (4-low rate stn), it used packet 
size adaptation but since the congestion is high switching to the bigger packet size is 
not enough and codec switches to G.729 codec. This shows that the proposed method 
needs less codec adaptation that results in lower cost and better MOS in overall. 
Figure 4.18 presents the relation of end-to-end delay with increasing number of 
low-rate stations. While NA fails to provide acceptable delay for more than 1 low-rate 
station, apparently CA and FCA have a huge effect on delay reduction and they act 
excellent to diminish end-to-end delay and keep it in the acceptable range (less than 
0.15 Sec).  
 
Figure ‎4.18: Comparison between end-to-end delay of FCA, CA and NA when 
number of low transmission rate stations are increased. 
Figure 4.19 presents the larger scale of Figure 4.18, in order to compare CA and 
FCA. Since FCA uses the bigger frame size for adaptation as a preliminary choice, the 
first three points of FCA graph have insignificant higher end-to-end-delay compare to 
CA graph. This is due to longer packetization time that is taken by the packetizer. 
On the other hand, the most surprising result is in the last point, when number of 





















































has had a lower delay compared to CA since it uses frame adaptation and codec 
adaptation together, while CA only uses codec adaptation. Consequently, in the higher 
level of congestion FCA act better than CA. 
 
Figure ‎4.19: Comparison between end-to-end delay of FCA, CA in the bigger scale. 
4.5 Discussion 
Prior studies noted the importance of employing adaptation methods for VoIP 
over wireless networks [67], [51], [50], [108] , [81]. In reviewing the literature, a 
strong relationship has been reported between input rate parameters namely „codec‟ 
and/or „packet size‟ adaptation and the speech output rate. It has been found that in 
order to decrease the load of network in the congestion condition, switching from a 
higher bit-rate codec to the lower bit-rate codec and/or switching from smaller packet 
size to the larger packet size in the sender‟s side can reduce the speech output rate. 
As mentioned in the literature review, most of these studies only considered one 
of the mentioned parameters: only codec adaptation [43], [26], [69], [33], or only 
frame size adaptation [62], [49], [63]. However, there are few researchers who have 
studied both mentioned input rate parameters for their adaptation method [50], [20], 
[75]. Along with this group, this research work also considers both parameters. The 
most interesting finding of this study was to determine a sequence of codec and 
packet size adaptation. Packet size adaptation was chosen first as a more local and 
lower cost solution for minor congestion which was followed by codec adaptation as 


































Another important finding from studying different transmission rate reduction was 
that adaptation process is not necessary for every transmission rate change (Figure 
4.1). This finding certified the idea of [51] that found all link adaptations do not cause 
to congestion. Consequently, changes in the VoIP media stream is not a precise and 
an adequate index to perform adaptation phase. 
Hence, in order to find the right adaptation instance and to answer our first 
research question, „When to make the decision of adaptation?‟ Some simulation 
scenarios were discussed in chapter 3, which showed delay variation (jitter) is the best 
options of congestion determination and adaptation instance, beside the track of 
transmission rate changes in the VoIP media stream. This finding is consistent with 
those of other studies that used MAC alarm ([75], [26]) and also with those only 
considered the quality feedback ([44] and [45], [33], [46], [47], [49], [50], [51] , [52]). 
In compare to Tuysuz et al. [76], employing RTCP-XR instead of RTCP can 
provide faster execution time for the algorithm, because it provides more statistics 
about speech quality in the session and also calculated R-factor. 
There are similarities between the behavior of FCA in this study and CA studied 
by Anna et al. ([26]) in terms of MOS. The observed difference between the behavior 
of CA and FCA in term of end-to-end delay in Figure 4.16 and 4.18 show that FCA 
method had a slight higher delay in some points, which is due to using a larger packet 
size and having more packetization delay. However, CA uses codec adaptation but 
changing codec needs to be supported by gateways and other middle hardware and in 
the called-party. In addition, some codecs need to be paid for their license fee. So, the 
benefit of using larger packet size including cost reduction and modification impact 
encourage us to use packet size adaptation first and if it was not enough codec 
adaptation can be performed next.  
In purely VoIP scenario, distributed implementation of the proposed adaptation 
algorithm gives satisfactory performance, in addition it does not require modifications 
of network components such as AP and router. The performance evaluation of the 
proposed algorithm compare to the none-adaptive system was performed in three 
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different congestion levels (low, moderate, and high). The results show good speech 
quality for adaptive system in comparison to none adaptive systems. 
Also, a further comparison between the proposed algorithm and the algorithm in 
[26] was conducted in two main scenarios. First is a simulation scenario, in that 
transmission rate of one call is fallen gradually to the lower transmission rate. The 
second is a simulation scenario in that numbers of low-rate stations are increased in 
the network. In both scenarios, the proposed method was promising as it is able to 
improve the call quality by offering minimum packet loss, minimum end-to-end 
delay, and higher average MOS. These findings are significant to improve the current 





This dissertation studies the effect of transmission rate reduction of wireless channels 
on VoIP calls. A consequence of transmission rate reduction is lack of bandwidth for 
speech traffic, thereby congestion is created. The results of this study showed that 
congestion in the lower level leads to increasing jitter and end-to-end delay, and in the 
higher level it results in packet loss. 
Previous related studies (which were discussed earlier in Chapter 2) revealed that 
the effect of transmission rate reduction in WLANs channels can be rectified using an 
adaptive methods such as varying coding rate, different packet size and dynamic play-
out buffer. Technically, adaptive VoIP systems provide better-perceived speech 
quality over multi-rate wireless LANs compared to non-adaptive systems.  
This research focused on  Codec and Packet-size adaptation on the sender side 
and tried to improve previous algorithm for finding the right adaptation moment and 
getting faster speech quality feedback. Unlike previous studies, this research results 
showed that not all the transmission rate reduction require adaptation process. So 
those that require adaptation processes are determined by checking speech quality 
factors that include jitter and delay. The proposed method can also address the Ping-
Pong effect, which is caused by immediate tendency of change between two 
subsequence transmission rates. A node that is on the border of two different 
transmission rates normally creates the Ping-Pong effect and its rate frequently is 
subjected to change . Hence, it needs adaptation process regularly. Since monitoring 
PDV (jitter) can indicate whether the transmission rate reduction leads to congestion 
or not, adaptation does not commence unless it is needed. Consequently, the Ping-
Pong  effect also less likely will affect the voice quality.    
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In another perspective, most of the previous adaptive algorithms used RTCP 
packet to provide feedback about the quality of call sessions, thus they need to 
calculate R in their algorithms. On the other hand, the RTCP-XR that was used in the 
proposed method provides the calculated R and MOS by the “VoIP metrics report 
block”, thus omitting the R calculation part. 
Another major effort of this study was to compare different adaptation methods, 
which include codec adaptation, packet size adaptation, and combination of these two 
methods. The results of this study showed that packet size adaptation can only rectify 
normal to medium congestion, while codec adaptation can rectify medium to high 
congestion. A combination of these two methods can rectify very high congestion 
level. Taken together, the proposed method brought along the advantage of using both 
codec and packet size adaptation. 
Eventually, to provide a clear observation of call quality perceived by each user, 
as well as diagnosing and isolating the problems quickly, an important practical 
implementation option is to use this algorithm in the VoIP software, in the network 
hardware chipsets of the stations or in performance analysis software. The finding of 
this study is strongly recommended to be considered in the industry approach of VoIP 
over multi-rate WLANs.  
5.1 Future Works 
This research makes several noteworthy contributions to the adaptive methods for 
VoIP over WLANs. Yet, a number of important limitation need to be considered as 
future works. 
 First, the present study only considered transmission rate reduction in wireless 
links (based on 802.11 standards) which cause the lack of bandwidth and create 
congestion. However, it is worth to investigate the effect of using adaptive methods 
on transmission rate enhancement, to use the higher bit-rate codecs and/or smaller 
packet size, in order to provide better speech quality and to use the bandwidth more 
efficiently. 
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Second, because VoIP is real-time and the short delay is desired to delivering 
speech traffic, it would be interesting to compare the recent adaptive algorithms from 
the time consumption point of view. It is suggested that future researches study the 
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