In this paper we study a variant of the matching model between functional shapes introduced in [3] . Such a model allows to compare surfaces equipped with a signal and the matching energy is defined by the L 2 -norm of the signal on the surface and a varifold-type attachment term.
Introduction
Previous works. In [3] , the authors introduce a new framework to study the matching problem for surfaces without boundary equipped with a signal (functional shapes or fshapes). New developments in non-invasive acquisition techniques (fMRI, OCT) allow to get geometric-functional data for several diseases (e.g., cortical thickness in the study of Alzheimer's disease or thickness of retina layers for the evolution of glaucoma). Then, new methods for the registration of fshapes are a central tool in medical imaging in order to describe anatomical variability and produce statistical estimate for several diseases.
The energy matching considered in [3] takes into account the L 2 -norm of the signal on the surface and a varifold-type attachment term. Tools from geometric measure theory (current, varifolds) are increasingly used in image processing [7, 4] . They actually allow to define a distance between two geometric objects in the setting of the measure theory. Moreover, because of their properties of compactness, they represent the good setting in order to define energies to minimize. However, these distance are defined in a weak sense and their computation can be very difficult. For this reason the model in [3] is developed in the setting of the reproducing kernel Hilbert spaces (rkhs), which allows to easily compute a varifold distance. We refer to [3] and to Section 2 for more details.
R(f, X) = f BV (X) (BV-model) .
and the attachment term V is defined by using the varifold theory (see Section 2) . The L 2 -model represents the model introduced in [3] .
We are interested here in the minimization problem with fixed geometry. This means that the optimization is made only with respect to the signal. In other words, the optimal fshape is supported on the initial surface X. We prove in particular an existence result for the optimal signal in the case of the BV and H 1 -model. The existence result for the L 2 -model is already proved in [3] . Afterwards, we define a discrete version of the problem by approximating the surface X by a sequence of triangulations. The continuous problem can be approximated by a sequence of discrete problems defined on some triangulations whose triangles's diameter goes to zero. Roughly speaking, smaller is the diameter of the triangles higher is the number of the vertices and, when the diameter goes to zero, the triangulation converges to the initial surface (with respect to the Hausdorff distance).
Concerning the definition of the discrete problems, the main issue is represented by the choice of the admissible triangulations. In fact, as X has a boundary, the triangulation and the surface need not be one-to-one. In this paper, we decided to work with the class of triangulations that cover the surface and whose surpassing part has small area.
Moreover, we must guarantee that the discrete solution is a "good" approximation of the continuous local minimum. This can be proved by the Γ-convergence theory, that is a natural notion of convergence of functionals allowing to justify the passage from discrete to continuous problems. In particular, in the case of minimization problems, the Γ-convergence guarantees also the convergence (in some sense) of the discrete minima towards the continuous-one.
We prove a Γ-convergence result showing that the minimum of the discrete problem is close to the minimum of the continuous problem if the diameter of the triangles is small. The main issue to get such a result arises from the fact that the discrete problems and the continuous problem are not defined on the same geometric support. Now, in order to get the Γ-convergence result we need some hypothesis on the triangulations which guarantee the convergence of the areas. There is in fact a famous example (see Schwartz's lantern example in [13] p. 354) proving that the area of the triangulations described above needs not to converge to the area of X.
Following [14] , we point out the suitable properties a sequence of triangulations should verify to guarantee the convergence of the areas. To this end the angle between the normal to the triangulations and the respective (in the sense of the projection on the surface) normal to the surface has to go to zero. For every penalty (L 2 , H 1 , BV ), previous condition on the triangulations allows to prove the Γ-convergence result for the respective energy.
This kind of condition is involved in the numerical study of several problems defined on surfaces (e.g., Laplace-Beltrami operator). Then our result can be useful behind the matching model for fshapes.
Finally, we show some numerical examples to compare the different models. These examples actually point out that the BV -model strongly improves the matching result.
Relationship with [3] . The problem studied in this work corresponds to the model presented in [3] with different signal-penalty term and fixed geometry. In this paper, we point out the influence of the penalty term on the quality of the matching and the properties needed to get a Γ-convergence result. The present work represents a preliminary step in order to improve the general model presented in [3] .
Moreover, studying the problem with fixed geometry does not make the problem trivial. In fact, we perform the matching between two different fshapes that are not supported on the same surface. Such a geometric difference is taken into account by the varifold attachment term. Then, the influence of the penalty term and its interaction with the varifold term is a interesting problem to study.
In particular, we address the problem of the existence of a solution, the discretization of the problem and a related Γ-convergence result. These problems represent a preliminary step in order to have similar result in the general case of fshape (i.e., the surface X can vary). The effect of the penalty term on the geometric optimization will be addressed in a future work.
Structure of the paper. In Section 2 we remind the definition of varifold and the rkhs framework used in [3] in order to estimate the varifold norm. In Section 3 we introduce the three models (L 2 , H 1 , BV ) studied in this paper and prove the existence result for the BV and H 1 -models. In Section 4 we define the class of admissible triangulations and the condition on the angles between the respective normals in order to get the convergence of the area. In Section 5 we define, in the setting of the finite elements method, a discrete version of the energies introduced in Section 3. Section 6 is devoted to the definition of the discrete problems and the results of Γ-convergence. Finally, Section 7 shows several numerical examples in order to compare the different models.
The functional varifold setting
In the following we assume that X is a 2-surface with boundary of R 3 verifying X is smooth (C 2 at least) , X is oriented, connected, compact .
The boundary of X is denoted by ∂X. In this section we remind the main tools needed to set the model introduced in [3] .
Definition 2.1 (fshape). We define a fshape as a couple (X, f ) where X is a surface verifying (2.1) and f : X → R is a signal defined on X.
We denote by L p (X), W 1,p (X), and BV (X) the usual functional spaces defined on the surface X (see Appendix). In order to define a suitable attachment term we remind the definition of functional varifold.
Definition 2.2 (fvarifold)
. A 2-dimensional functional varifold (fvarifold) is any Radon finite measure on the space R 3 × G(3, 2) × R. We denote by G(3, 2) the Grassmannian of the non-oriented 2-dimensional linear subspaces of R 3 equipped with the norm
where P S and P T are the matrix of the orthogonal projections of R 3 on S and T , written with respect to the standard orthonormal basis of R 3 .
In particular, we can associate a fvarifold with a fshape (X, f ) by setting
Next lemma is very usefull in the following. It can be easily shown by the previous definition of fvarifold.
Lemma 2.3. Let {X h } be a sequence of surfaces such that H 2 (X h ) → 0. Then µ (X h ,f h ) converges to the null varifold for every sequence {f h } of signals.
We refer to [12] for more properties of varifolds and to [3] for more properties of functional varifolds.
In [3] , the authors evaluate the varifold norm by the embedding in a reproducing kernel Hilbert spaces (rkhs) generated by Gaussian kernels. We refer to [15] for an introduction to rkhs theory and to Section 3.2.2 in [3] for a general discussion on the construction of a suitable rkhs for our framework.
Following [3] , we consider W as the rkhs associated with the positive kernel
where k e , k t , k v are some positive kernels on R 3 , the Grassmannian, and R, respectively. In our applications we use the following smooth Gaussian kernels
where σ e , σ t , σ f are three positive constants and T ⊥ 1 represents the unit normal vector to T 1 . Remark that, we define a kernel on the Grassmannian by identifying the linear space (plane) with its normal space (line).
: Proposition 3), and we can define a continuous map
Moreover, as W and W are Hilbert spaces, every functional µ ∈ W can be represented by an element of W via the isometry
so that, for every fvarifold, we get
In particular, the kernel represents every Dirac delta functional, which means that
) W is a distance between fshapes which can be easily computed using (2.4). Such a framework (fvarifolds and rkhs dual norm) is used in [3] and in the present work in order to define an attachment term between fshapes.
The matching energy: an existence result
In this section we define the matching energy between two fshapes and we prove an existence result for the optimal solution.
Let be (Y, g) a target fshape. We consider the following three energies defined for a generic fshape (X, f ):
where R(f, X) can be defined as
In particular, we aim to solve the minimization problem
where the infimum is taken on the respective space (L 2 (X), H 1 (X), or BV (X)). In this section we state and prove an existence result for such a problem. In the case of the BV -model and H 1 -model the proofs are very similar so we prove the result for the BV -model and we indicate how it can be adapted to the H 1 -case. We remind that we optimize only with respect to the signal which implies that the initial configuration and the optimal-one have the same geometric support. However, the geometry is taken into account in the attachment term.
As pointed out in the Introduction such a problem is not trivial and strongly depends on the choice of the penalty term R. In fact, as we work with Gaussian kernels, an oscillating signal can be more economic in terms of energy E (see Example 3.4) . This is due essentially to the fact that e −|a−b| 2 is small if |a−b| is large. The choice of a penalty term which takes into account the gradient of the signal prevents this kind of optimal configurations.
Following Lemma is very usefull in this section. It can be easily proved using the definition of varifold.
The L 2 -model is studied in [3] . The authors consider the matching energy
where γ f , γ W are two positive constants. They prove the following general result:
Theorem 3.2. Let X, Y be two finite volume bounded 2-rectifiable subsets of R 3 . Let us assume that W is continuously embedded in
is large enough, then there exists at least one solution to the minimization problem
with m max{p, 2}, then every minimizer belongs to C p−1 (X). Finally, there exists a constant C > 0 such that, every minimizer verifies
We point out that, for every minimizing sequence {f h }, a bound on E(f h ) guarantees only the L 2 -weak compactness for the signals, which is not enough to get the semi-continuity of the varifold term (see Lemma 3.1). To avoid this problem the authors relax the problem to the class M X defined as it follows:
X is the class of the Borel finite measures ν on
Note that µ (X,f ) ∈ M X for every fshape (X, f ).
In this framework, they relax the energy E to the following energỹ
This allows one to get compactness in the setting of measures by using the Prokhorov's theorem. Moreover, it can be shown that the minimizing measure ν * ofẼ is actually associated with a fshape, so that ν
The proof relies on the implicit function theorem which needs the hypothesis on γ f /γ W . We refer to [3] (Proposition 6 and Lemma 2) for more details.
Such a model has two main issues. Firstly the existence result depends on the weights used to define the energy. Moreover, the L 2 penalty does not prevent from some oscillating configurations for the optimal signal. Next example, which is shown in [3] , points out these facts. The two squares lie on the same plane (x = 1) and the image on the right, showing the two surfaces overlapped, is the optimal configuration we attend to obtain.
In fact in order to minimize the varifold norm the small square has to be carried with its signal on the initial square. On the rest of the initial square the optimal signal is determined by the penalty term and it should be null.
Following simulations, performed in [3] , show that the optimal signal is oscillating and strongly depending on γ f . As pointed out at the beginning of this section this essentially depends on the behavior of Gaussian kernels. As shown further, this kind of configurations is avoided by the BVmodel. 
The BV -model
We consider the following energy
where (Y, g) is a target fshape. The H 1 -model can be studied in a similar way (see Remark 3.6). We are interested in solving the following problem
We prove now the existence of a solution to problem (3.7)
Theorem 3.5. Problem (3.7) admits at least one solution.
Proof. Let {f h } ⊂ BV (X) a minimizing sequence for E. We can suppose that f h BV (X) is uniformly bounded and, by the compactness theorem for BV -functions, f h converges (up to a subsequence) to some f ∈ BV (X) with respect to weak* topology. This implies in particular that f h → f a.e. on X. The result ensues by remarking that the varifold norm is lower semicontinuous with respect to the a.e.-convergence (Lemma 3.1), and that the BV -norm is lower semicontinuous with respect to the weak* topology.
We point out that we get the same result if we consider signals belonging to H 1 (X) instead of BV (X). This follows from the fact that the unity ball of H 1 (X) is compact with respect to the weak topology. Moreover, as X is a 2-dimensional surface, H 1 (X) is compactly embedded in L 2 (X), which implies in particular (up to a subsequence) the a.e.-convergence of the minimizing sequence.
Surfaces and triangulations
In this section we remind the main properties of triangulations and describe how to compare a signal defined on a surface with a signal on a related triangulation.
Triangulations of a surface
We starting by stating some general notions about triangulations related to the surface X. We remind that X verifies (2.1).
Definition 4.1 (Triangulations). Through this paper we call triangulation a polyhedral surface whose faces are triangles. A generic triangle of T is denoted by T . We denote by ∂T the topological boundary of T . In particular, we denote by diam(T ) the supremum of all the diameters of the triangles belonging to the triangulation T . We denote by T h the set of triangulations T such that diam(T ) < h.
We say that a triangulation T is inscribed in the surface X if each vertex of the triangulation belongs to X. We say that T is quasi-inscribed if all vertices of T belong to X except for a finite number of vertices belonging to ∂T .
We define the distance function as
For every x ∈ R 3 , we call (if it exists) projection of x on X every point
Definition 4.2 (Tubular neighborhood).
We denote by U r (X) the biggest subset of R 3 of the form
) and every point x ∈ U r (X) admits a unique projection π X (x) ∈ X. We refer to [5] for the proof of the existence of such a neighborhood.
We remark that the projection is not injective on all the set U r (X) but only on the following subset
where we denote by n X (x) the unit normal vector to X at x (see Fig. 3 ). Remark that normal vector can be defined on ∂X by continuity. If x ∈ N (X) then its projection on the surface is defined by the following equation:
In a similar way we can define the following sets:
As pointed out in the Introduction, because of the curvature of ∂X, we can not assume that a triangulation, obtained by the sampling of some points of X, is in bijection with the surface. Then, in order to correctly define a discrete setting, we introduce the following class of triangulations: Definition 4.3 (Admissible triangulations for a surface). For every T ∈ T h we introduce the following notations:
We say that a triangulation T ∈ T h is admissible for the surface X if the following properties hold:
(ii) T is quasi-inscribed in X;
(iii) Every T ∈ T having a vertex outside N (X) has also a vertex in N (X \ ∂X) (see (iv) T in and X are one-to-one;
We can define a partition of X defined by the family of curved triangles {T i } defined bŷ 
Remark 4.4 (Quasi-inscribed versus inscribed triangulations).
Previous definition guarantees that every triangulation can be decomposed in two parts. The first-one, T in , lies in N (X) and is in bijection with X. The second-one, T out , lies outside N (X) and its vertices need not to belong to X. Moreover, condition (iv) guarantees that the area of the part of the triangulation "surpassing" the surface is small. Finally, condition (iii) guarantees that every triangle T going out N (X) has some point in the interior of N (X) which implies that H 1 (T ∩ N (∂X)) = 0. By using this fact, every finite element on T in can be extended to a finite element on T . Remark that, in general, inscribed triangulations are not in bijection with the surface by the normal projection. The bijectivity can fail close to ∂X because of the curvature of X. In fact, depending on the curvature of X, locally, the normal projection of ∂X on a hyper-plane needs not to be a line. If such a property is not verified it is not possible to locally project ∂X on an edge of a triangle.
Vice versa, if the surface verifies this property then the results proved below can be obtained by using only inscribed triangulations which are one-to-one with X. This is the case, for instance, for a surface X either without boundary or such that N (∂X) is a polyhedral set.
Convergence of areas
We remind that the Hausdorff distance between two surfaces X, Y ⊂ R 3 is defined as
We point out that the convergence with respect to such a distance does not imply the convergence of the areas. A counterexample is given by the Schwartz's lantern ( [13] p. 354). In the following we remind a result giving a sufficient condition in order to have the convergence of the areas ( [14] ). In the following we assume that T is an admissible triangulation for X.
Definition 4.5 (Angle between normals).
For every x ∈ T in we define the angle α x as follows
• if x belongs to the interior of some triangle, then α x is the angle belonging to [0, π/2] between the two normals n X (π X (x)) and n T (x);
• if x belongs to a side of a triangle, then α x is the biggest angle (belonging to [0, π/2]) between n X (π X (x)) and the normals of the triangles containing x.
In the following we set α max = sup
Lemma 4.6. Let T be an admissible triangulation for X. We have
where α max is the biggest angle between the two normals n X (π X (x)) and n T (x) defined in the previous definition.
Proof. For every x ∈ X we consider on the tangent space T x X the basis B(x) = {e 1 (x), e 2 (x)} given by the two principal directions. We denote by κ 1 (x)κ 2 (x) the principal curvatures of X at x. Similarly, for every x ∈ X we can consider the basisB(x) = {e 1 (x), e 2 (x), n X (x)} for R 3 . Note that, for every x ∈ U r (X), we have Dπ X (x)(v) = 0 for every variation v orthogonal to T π X (x) X. So, we should just consider the tangential variations in order to calculate the Jacobian of the projection. In [14] it is proved that π X verifies
where
, n X (π X (x)) ∈ {−1, +1} and the matrix is given with respect to the basis B(π X (x)) and B(π X (x)). Let A ⊂ T in be a subset of a triangle of T . This implies that the Jacobian of the projection on X restricted to A is given by
We have cos α x = O(α 2 max ) + 1. Moreover, as the principal curvatures are uniformly bounded and
The result follows by changing the variable in the formula of the area.
This implies in particular the following result:
Proposition 4.7. Let {T h } be a sequence of admissible triangulations for X. We also suppose that 
Proof. The proof follows from previous lemma and (iv) of Definition 4.3.
From the triangulation to the surface
In this section we define how to carry a signal from the triangulation to the surface.
Definition 4.8 (Lifting). For every function f defined on an admissible triangulation for X we define an extension or lifting of f onto X by
We point out that the function f l carries on X the signal defined on T in .
Proposition 4.9. Let T ∈ T h be an admissible triangulation for X. Then, for every
Proof. The first equality is proved by performing the change of variables y = π X (x) and using Lemma 4.6. Moreover, as shown in [6] (Lemma 3), we have
where Dπ X is defined in (4.4). By changing the variable (y = π X (x)), the result follows from (4.3) and (4.6).
Discretization
We consider an admissible triangulation T for X. For every triangulation we denote by N v , N e , and N t the number of vertices, edges, and triangles, respectively. The family {v i } i=1,...,Nv denotes the vertices of the triangulation. For every k = 1, ..., N t we denote by {v k i } i=1,2,3 the vertices of the triangle T k ∈ T enumerated in a counterclockwise way. Analogously we denote by {f
the values of the function f at the vertices of T k .
Triangular finite elements
For a given triangulation T ∈ T h , we denote by P 1,h (T ), the set of the continuous functions that are linear on each triangle. These functions are completely described by their values at the vertices of the triangulation.
A basis for P 1,h (T ) is given by the family {ϕ} i=1,...,Nv with ϕ i ∈ P 1,h (T ) and ϕ i (v j ) = δ ij (Kronecker's delta), for every i = 1, ..., N v .
Then, every f ∈ P 1,h (T ) can be written as
Remark that there exists a bijection between P 1,h (T ) and R Nv , defined by the following operator
For every T k ∈ T and for every f ∈ P 1,h (T ), the gradient of f on T k can be computed by
where we used the classic definition of tangential differentiation on manifolds.
Discrete operators
For every f ∈ P 1,h (T ), by a straightforward calculation, we can define the following discrete operators.
We point out that previous quantity represents a Riemann sum of the L p -norm. This choice is made to simplify its computation.
Total variation. From (5.3) it follows that the total variation of f on T is given by
where |T k | denotes the area of T k .
3), the square of the L 2 -norm of the gradient is given by
fvarifold-norm. The fvarifold associated with the discrete fshape (T , f ) is naturally defined by µ (T ,f ) . However, in order to simplify the computation we approximate such a fvarifold by the measure µ (τ,f ) defined as
.
Remark that µ (τ,f ) takes into account a 1-dimensional linear subspace of R 3 , but, as we are in dimension three, by identifying the tangent and the normal spaces to T , this defines a measure belonging to (C 0 (R 3 × G(3, 2) × R)) . It is easy to verify that µ (τ,f ) approximates µ (T ,f ) . In fact, for every test function ϕ, µ (τ,f ) (ϕ) is a Riemann sum of µ (T ,f ) (ϕ).
The discrete fvarifold-norm varifold is defined by
which can be easily computed by (2.3). Finally, as we identify the tangent space with the normal one, accordingly to (2.2), we define the discrete rkhs by the following kernels
Discrete problems and Γ-convergence results
In this section we prove the Γ-convergence of the discrete problems towards the continuous-one. The main difficulty is given by the fact that the every discrete problem is defined on a different triangulation.
In order to prove the result we need to define a suitable notion of Γ-convergence in order to compare functional defined on different spaces. This can be done by lifting the discrete functional on the limit surface X. Following [8] , this leads to define a suitable topology (called in the following S-topology) in order to set a definition of Γ-convergence.
Let (Y, g) be the target fshape and (X, f ) the initial-one. For every h > 0 we consider an admissible triangulation T h ∈ T h for X and an admissible triangulation Y h ∈ T h for Y . We denote by {w 1 , ..., w . We also point out that, by construction, the lifting of the extended sequence converges towards g a.e. on X.
Moreover, as pointed out in Section 4, we need a condition on the triangulations in order to get the convergence of the areas. We assume that
as h → 0, where α h max denotes the biggest angle between the respective normals to T h and X (Definition 4.5). Moreover, as the diameter of the triangles of T h converges to zero, their areas also converges to zero as h → 0. Since (6.1) and (4.6) this implies in particular that the areas of the curved triangles {T = π X (T ), T ⊂ T in h } converge to zero as h → 0.
Remark 6.1 (Real data.). We point our that, to define an admissible triangulation, we need to know the original surface. We actually need a sampling of its points to define the vertices of a quasiinscribed triangulation. Now, in the applications, we work with data that often contain some noise or are issued by a modification (e.g. segmentation) of the initial acquisitions (fMRI, OCT). So, the data used in the numerical simulations are already an approximation of the original data, so that, an inscribed triangulation needs not to have its vertices on the original surface we want to reconstruct. For this reason, we could remove the hypothesis (ii) in Definition (4.3), and work with more general admissible triangulations. The results proved below can be generalized to such a setting. In fact, hypothesis (i) and (iv) suffice to ensure that the triangulation is close to the surface, if their Hausdorff distance is small. In particular, without hypothesis (ii), the correspondence between the vertices of the triangulation and some points of the surface is guaranteed by the normal projection. However, we ca not remove hypothesis (6.1), in order to prove the convergence of the areas.
The L 2 -model
We prove a Γ-convergence result for the discretization of the problem (3.2). The proof is given in the relaxed setting of measures defined in Definition 3.3. We refer to Section 3.1 for the main notations. The discrete energy is defined by
and we define (for every h) the following discrete problem
We also suppose that γ f /γ W verifies the hypothesis of Theorem 3.2 for every h. Of course, Theorem 3.2 can be applied to (6.2). However, an existence result for the discrete problem can be proved directly by using the properties of the finite elements.
Theorem 6.2. For every h, there exists at least a solution to problem (6.2).
Proof. Every f ∈ P 1,h (T ) can be written as
where {v 1 , ..., v Nv } are the vertices of T (N v denotes the number of vertices of T ). Now, we have
3) wheref = (f 1 , ..., f Nv ) and M is the mass matrix defined as
We point out that such a matrix is symmetric and positive definite, so there exists a constant λ > 0 depending on T such that
Now, for every minimizing sequence {f k } we can suppose that f k L 2 (T ) is uniformly bounded. Then, because of (6.3) and (6.4), the sequence {f k } ⊂ R Nv is uniformly bounded so it converges (up to a subsequence) to somef ∈ R Nv . This implies in particular that {f k } converges (up to a subsequence) to f = P 1 (f ) for every x ∈ T , where P 1 is the operator defined in (5.2) . Now, as the discrete energy is continuous with respect to the a.e. convergence of the signal, the result ensues.
We define now the S-convergence needed to prove the Γ-convergence result: Definition 6.3 (S-topology and Γ-convergence). Let {T h ∈ T h } be a sequence of admissible triangulations for X and f a function defined on X. Let {f h } be a sequence of functions such that f h ∈ P 1,h (T h ) for every h.
We say that f h converges to f with respect to the S-topology (f h S f ) if and only if
where f l h is the lifting of f h onto X defined in (4.7). We say that {E h } Γ-converges to E if:
1. (Lower bound) for every f ∈ L 2 (X) and for every sequence {f h } with f h ∈ P 1,h (T h ) where {T h ∈ T h } verifies (6.1) and f h S f , we have
for every h where {T h ∈ T h } verifies (6.1), such that f h S f and
Theorem 6.4. The sequence {E h } Γ-converges to the functional E defined in (3.2) with respect to the S-topology.
Proof. Lower bound. Let {f h } be a sequence of functions such that f h ∈ P 1,h (T h ) for every h and f h S f ∈ L 2 (X). The implies in particular that
whereẼ is the functional defined in (3.4). Now, because of Proposition 4.9 and (6.1), we get
Moreover, by the change of variables x = π X (y), because of (6.1) and (4.6), we can write
We point out that condition (6.1) implies the convergence of the normal vectors, which is equivalent to the convergence of the tangent planes. This implies in particular that
Moreover, because of (iv) in Definition 4.3, µ (T out h ,f h ) converges towards the null varifold. Now, as
where we used (6.5) and the fact that, because of Lemma 3.1, µ (Y,g l h ) * µ (Y,g) . Finally, by (6.7) and (6.8), we get
and, because of (6.6), this proves the lower bound condition. Upper bound. As C ∞ (X) is dense in L 2 (X) we can suppose that f is smooth. We can then conclude by a diagonal extraction argument.
For every sequence of admissible triangulations {T h ∈ T h } (with h → 0) for X verifying (6.1) we can define the functions
where N h v is the number of vertices of the triangulation T in h and P 1 is the operator defined in (5.2) applied to the triangulation T h . Such a function can be extended to T . In fact, by condition (iii) of Definition 4.3, every triangle T having a vertex outside N (X) has also a vertex in the interior of N (X). Then, we can extend f h to T by considering the finite element defined by the sampling of f on the vertices of T lying in T in and the points lying on T ∩ N (∂X). By operating this kind of extension, we define a sequence
Because of (6.1) and Proposition 4.7 we get f f ) ). Now, similarly to (6.7) and using (6.10), we
as h → 0 .
Moreover, because of (iv) in Definition 4.3, µ (T out h
,f h ) converges towards the null varifold so that, by Lemma 4.6, we get
Then, we have proved that f h S f , and
Proposition 6.5 (Convergence of minima). Let {T h } be a sequence of admissible triangulations for X verifying (6.1). Then
Proof. Let {f h } ⊂ P 1,h (T h ) be the sequence of the minima of E and, without loss of generality, we can also suppose that sup
Because of Theorem 3.2 (in particular (3.3)) and Proposition 4.7, we get that {f l h } is uniformly bounded on X. Then, the measures µ (X,f l h ) are supported on a compact set. So, the sequence {µ (X,f l h ) } is tight and, because of the Prokhorov's theorem, it *-weakly converges (up to a subsequence) to some µ ∞ ∈ M X . Then, denoting µ (X,f * ) a minimizer ofẼ (the minima ofẼ are generated by a fshape, see Proposition 6 in [3] ), by (3.5) and the lower semicontinuity ofẼ with respect to the *-weak convergence of measures, we get
In particular we have that f h S-converges (up to a subsequence) to f * (see (6.5) ). Now, since (3.5) and similarly to (6.9), we haveẼ(
The other inequality follows from the upper bound condition of Γ-convergence.
The BV -model
We study in this section the Γ-convergence of the discretization of (3.7). The Sobolev case can be treated by the same arguments by considering the discretized H 1 -norm instead of the BV -one (see Remark 6.9). Then, we define the functional
that defines (for every h) the following discrete problem
The existence of a solution to such a problem follows from the same arguments used to prove Theorem 3.5.
As the discrete and continuous functionals are not defined on the same space, we consider the following definition of Γ-convergence (see [8] ): Definition 6.6. [S-topology and Γ-convergence] Let {T h ∈ T h } be a sequence of admissible triangulations for X and f be a function on X. Let {f h } be a sequence of functions such that f h ∈ P 1,h (T h ) for every h.
where f l h is the lifting of f h onto X defined in (4.7). This defines a generalized convergence between functions with different supports which is used to defines the Γ-convergence.
We say that {E h } Γ-converges to E if:
1. (Lower bound) for every f ∈ BV (X) and for every sequence {f h } with f h ∈ P 1,h (T h ) where {T h ∈ T h } verifies (6.1) and f h S f , we have
2. (Upper bound) for every f ∈ BV (X) there exists a sequence {f h } with f h ∈ P 1,h (T h ) for every h where {T h ∈ T h } verifies (6.1), such that f h S f and
Theorem 6.7. The sequence {E h } Γ-converges to E with respect to the S-topology.
Proof. Lower bound. Let {f h } be a sequence of functions such that f h ∈ P 1,h (T h ) for every h and
where f l h is the lifting of E h onto X defined in (4.7). By Proposition 4.9 and (6.1), we get
→ f , we can assume (up to a subsequence) the such a convergence is a.e. so that, because of Lemma 3.1, we get
Now, µ (T out h ,f h ) convergence to the null varifold because of (iv) in Definition 4.3. Then, for every test function ϕ, by performing the change of variables x = π −1 X (y), we get
In fact, condition (6.1) guarantees the convergence both of the areas and of the respective normal vectors, which is equivalent to the convergence of the tangent plane
) . Then, similarly to (6.8), we get
Now, the BV -norm is lower semicontinuous with respect to the L 1 -convergence then, because of (6.13) and (6.17), we get
Upper bound. As every function of bounded variation can be approximated by a sequence of C ∞ (X)-functions with respect to the strict topology (see Theorem 9.4), we can assume that f ∈ C ∞ (X). The general case ensues by a diagonal extraction argument. For every sequence of admissible triangulations {T h ∈ T h } (with h → 0) for X verifying (6.1) we can define the functions
where N h v is the number of vertices of the triangulation T in h and P 1 is the operator defined in (5.2) applied to the triangulation T h . Such a function can be extended to T . In fact, by condition (iii) of Definition 4.3, every triangle T having a vertex outside N (X) has also a vertex in the interior of N (X). Then, we can extend f h to T by considering the finite element defined by the sampling of f on the vertices of T lying in T in and the points belonging to T ∩ N (∂X). Such an extension defines a sequence f h ∈ W 1,∞ (T h ) that verifies (see Definition 4.3 (iv))
(which means that f h S f ), and we obtain
Moreover, as f is smooth, the total variation is given by
represents a Riemann sum for |D X f |(X), and, by Proposition 4.9 and (6.19), we have
The convergence of the varifold term can be proved by the same arguments used for (6.17). Then, we have proved that f h S f , and
Proposition 6.8 (Convergence of minima). Let {T h } be a sequence of admissible triangulations for X verifying (6.1). Then
Proof. From the previous proposition we have that E h Γ-converges to E. We consider the sequence {f h ∈ P 1,h (T h )} of the minima of E h and, without loss of generality, we can also suppose that
Moreover, because of Proposition 4.9, we have
so that {f l h } is uniformly bounded in BV (X). Then, there exists a subsequence (not relabeled) such that f l h → f ∞ *-weakly in BV (X) and, similarly to (6.16), we get
Then, similarly to (6.18), by semicontinuity, we get
Remark 6.9.
[The Sobolev case] The discrete problem for the H 1 -model is defined in the same way by considering the discrete energy
Then, Theorem 6.7 and Proposition 6.8 are still true in this case and their proofs can be straightforward generalized by considering as S-topology the a.e.-convergence of the lifting (i.e., f h S f if f l h → f a.e.) and using compactness with respect to the weak -topology of H 1 (see Remark 3.6).
Numerical results
In this section we show some numerical results in order to compare the effect of the different penalty terms (L 2 , H 1 , BV ) on the optimal solution. The first example concerns the matching of the two planar squares with different sizes and signal considered in Example 3.4. In the second one we apply our model to two real data acquired by optical coherence tomography (OCT).
The energy is discretized in the framework of the finite elements as detailed in the previous section. Moreover, in order to apply a gradient descent algorithm we consider a smoothed version of the energy. For the numeric simulations, we define the discrete operators (5.4), (5.5), and (5.6) by the smoothed norm | · | ε = (·) 2 + ε 2 instead of the classic euclidean norm. This makes differentiable the L p -norms and the evaluation of the jump part of the total variation, for every finite element. Note that such a smoothed energy Γ-converges to the initial one and this justifies such an approximation.
The squares
We consider the matching problem between the two fshapes drawn in Fig. 6 . We are interested in optimizing the signal of the initial fshape. As the L 2 -model for this example is studied in [3] and reminded in Example 3.4, we show here only the effects of the BV and H 1 penalties. 
In Fig. 7 we show some simulations for different values of the parameters α and β. The discretization is obtained by taking 150 points on each side of the initial square and 50 for the target one.
If β is small the optimal solution has a high total variation outside the small square. This configuration is due to the value of β and actually does not affect the varifold norm. For a larger β the optimal solution is a smoothed version of the characteristic function of the small square. This configuration actually reduces the total variation and creates an error in the varifold norm. We finally show the very interesting result for (α = 1, β = 1). This actually points out the power of energies that take into account the L 1 -term for the gradient coupled with a volume-type penalty (L 1 -norm). In Fig. 8 we show similar examples obtained by the Sobolev matching energy In both cases, if we consider a penalty that only depends on the gradient (case α = 0), we obtained an oscillating optimal solution. In the BV -case adding a volume-term to the energy suffices to perform a good matching. In the Sobolev case this is true if we consider a larger weight (β) for the gradient-term. However, also in this case the optimal solution is quite smooth with respect to the configuration obtained by a BV -energy. This is essentially due to the behavior of Sobolev metrics.
OCT images
We consider the OCT images shown in Fig. 9 . These images are obtained by segmentation from volumetric images of the retina acquired by optical coherence tomography ( [10, 11] ). The surfaces represent the lower boundary of the nerves fiber layer (NFL) and the signals represent the thickness of the NFL. The variation of the thickness of the NFL may be an indicator of glaucoma.
In this case the two images are not supported on the same manifold and the the geometry of the surfaces is quite different. In order to have some good optimal results, we take into account a weight for the varifold norm.
We show some numerical results for the energy
where γ W is a positive constant. The L 2 and H 1 models are defined similarly. Figure 9 : Left: initial data. Middle: target data. Right: both data overlapped.
In Fig. 10 we show some results for the different models with γ = 600. As in the previous example the BV penalty prevents from the oscillations of the signal and guarantee the best result. However, we point out that, close to the hole of the retina, the optimal signal is quite different of the target one. This is essentially due to the geometric difference of the surfaces. In fact, as shown in Fig. 9 (right) the hole of the target and initial surfaces do not coincide and do not have the same dimension. In other words, if we project the target surface on the initial one we obtain a region around the initial hole that is not covered by the projection. Then, exactly as in the case of the squares, the varifold-norm is not affected by the variation of the signal in this region of the surface. In such a region the signal is essentially optimized with respect to the penalty. 
Conclusion
Previous examples show the effects of a BV -penalty on the matching between fshapes and point out the quality of the results compared with the L 2 or H 1 -models. This is due essentially to the behavior of Gaussian kernels which can make the energy lower if the signal is oscillating (i.e., |f 1 − f 2 | large). The BV -model prevents from the oscillations and avoids uninteresting optimal solutions.
The paper takes into account the model with fixed geometry. A further problem concerns the study of the effects of the BV -penalty on the geometric evolution. In the simultaneous optimization of the signal and geometry, the L 2 -model can be trapped in poor optimal geometric configurations. The effects of the BV -model on these geometric phenomena has to be studied. The Γ-convergence for the global (geometry and signal) model is also to prove. These questions will be addressed in a future work.
9 Appendix: functions of bounded variation on manifolds
In the following, X denotes a oriented, connected, compact and C 2 -2-dimensional manifold of R 3 , with tangent bundle T X and equipped with a Riemannian metric g. We denote by D(X) the class of vector fields
We can define the set of functions of bounded variation as it follows:
We say that f is a function of bounded variation on X if
By the Riesz's representation theorem this is equivalent to state that there exists a unique finite vector-valued Radon measure, denoted by D X f , such that
Clearly the total variation of the measure D X f on X, i.e., |D X f |(X), coincides with the quantity defnned in (9.1) and this justifies our notations. We denote the space of functions of bounded variation on X by BV (X).
BV (X) equipped with the norm
is a Banach space. The space BV (X) can be also equipped with the following convergences, both weaker than the norm convergence:
1 Weak* topology. Let {f h } ⊂ BV (X) and f ∈ BV (X). We say that {f h } weakly* converges in
2 Strict topology. Let {f h } ⊂ BV (X) and f ∈ BV (X). We say that {f h } strictly converges
Remark that the following distance
is a distance in BV (X) inducing the strict convergence.
For more properties of functions of bounded variation we refer to [9, 1] . Functions of bounded variation on manifolds are studied in [2] . In the following we remind the main properties used in this paper and we adapt the proofs to the manifold case if necessary. Proof. We point out that it suffices to prove that for every δ > 0 there exists
The result follows by setting δ h = 2 −h and f h = v δ h . In the following, δ is a fixed positive constant. For a sake of clarity we present the proof in two steps. Firstly, we remind the main formulas about the partition of the unity and the local charts. Then, we prove the density result.We assume in the following that X is a C 2 -surface. Atlas, volume form, and divergence. Let {U i , ϕ i } i=1,...,N a finite atlas of X, where ϕ i is a
In particular, the differential of ϕ i , denoted by dϕ i , represents a morphism between the respective tangent bundles dϕ i :
For a sake of clarity we remind that, for every smooth tangent vector field Φ on X, we have d x ϕ i (Φ)(g) = Φ(g • ϕ i )(x) for every g ∈ C 1 (V i ) and x ∈ U i . We denote by {η i } a partition of the unity associated to {U i }, which is a set of smooth functions η i : X → R such that 0 η i 1, i η i (x) = 1 for every x ∈ X, and supp(η i ) ⊆ U i .
Then, in order to to approximate f by a sequence of smooth functions, it suffices to approximate every (f η i ) • ϕ −1 i on V i and define the sequence by the local charts. In the following we denote by vol the volume form (written with respect to the local charts) which verifies
In particular, for every tangent vector field Φ, by integrating by parts the integral in (9.1), we get
where, in the right side, div denotes the Euclidean divergence. Then, for every f ∈ BV (X) and Φ ∈ D(X) we get
This implies in particular that
Approximation by C ∞ (X)-functions. Now, we apply to every (f η i ) • ϕ −1 i the technique used to prove the respective density result for BV (R 2 )-functions ([1]: Theorem 3.9, p. 122). To this end we define the following sets
and Ω i k,p = {x ∈ V i ∩ B k+1 \ B k−1 :
where k 1, p > 1 are integers, and B k represent the Euclidean ball with center in zero and radius k (B 0 = ∅). For every i, the previous sets represent a covering (composed by h i sets) of V i , which is denoted by {Ω i j } j=1,...,h i . Moreover, for every i, we consider a partition of the unity {ν 
We point out that the third term in the previous condition can be controlled because of Theorem 2.2 in [1] .
We consider now the function v δ which can be written in local charts as
Then, because of (9.5), we get
Moreover, from (9.4), for every tangent vector field Φ, it follows that
Now, because of (9.5), we get
For the first terms in (9.8) we have
Because of (9.5), the first term in the right side verifies and, because of (9.5), we get
Then, from (9.9), (9.10), and (9.11), it follows that
The theorem follows from (9.7) and (9.12).
As X is smooth, the previous result can be improved by showing that the approximating sequence can be taken in C ∞ (X). To this end we have to apply an extension theorem for BV (X)-functions close to the boundary. Theorem 9.4 (Approximation by smooth functions). C ∞ (X) is dense in BV (X) with respect to the strict topology.
Proof. As in the previous proof we consider a finite atlas {U i , ϕ i } i=1,...,N of X, where ϕ i is a C 2 -diffeomorphism from U i ⊂ X onto some V i ⊂ R 2 . We consider a partition of the unity {η i } associated to {U i }. Now, we consider the family F of the sets V i such that the respective element of the atlas U i verifies ∂U i ∩ ∂X = ∅. We set ϕ i (∂U i ∩ ∂X) = F i ⊂ ∂V i and the family {F i } is the diffeomorphic image (by the local charts) of a covering of the boundary of X. As every F i is C 2 -regular, we apply the extension theorem for BV -functions ( [1] : Proposition 3.21, p. 131) on every V i ∈ F with respect to F i . This can be done by locally rectifying the boundary F i and extending the function by reflection. For the details of the proof we refer to [1] .
Then, we can define a set A i such that V i ∩ A i = F i and (we setṼ i = V i ∪ A i ) a functioñ f i ∈ BV (Ṽ i ) such thatf i = (f η i ) • ϕ Such a condition guarantees that the total variation of the extended function is null on the boundary. Now, similarly to (9.5), we can define a function g i h ∈ C ∞ (Ṽ i ) that strictly converges tof i onṼ i and verifying (9.5) onṼ i . Then, because of (9.13), we get |Dg Finally, we remind the main compactness result for functions of bounded variation. The proof is similar to the classical-one ( [1] : Theorem 3.23, p. 132) and can be obtained by using a partition of the unity and the extension theorem like in the previous proofs.
Theorem 9.5 (Compactness). Let {f h } ⊂ BV (X) be a sequence such that f h BV (X) is uniformly bounded. Then {f h } is relatively compact in BV (X) with respect to the weakly* convergence.
