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BLOW-UP OF THE TOTAL VARIATION IN THE LOCAL LIMIT
OF A NONLOCAL TRAFFIC MODEL
MARIA COLOMBO, GIANLUCA CRIPPA, AND LAURA V. SPINOLO
Abstract. In this note we consider a model for vehicular traffic involving a nonlocal conservation law with
anisotropic convolution kernel. We focus on the singular local limit obtained by letting the convolution kernel
converge to the Dirac delta. We exhibit an explicit example where in the local limit the total variation of the
solution computed at any strictly positive time blows up.
Keywords: traffic model, nonlocal conservation law, anisotropic kernel, nonlocal continuity equation, sin-
gular limit, local limit.
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1. Introduction
We deal with the nonlocal conservation law (or nonlocal continuity equation)
(1) ∂tu+ ∂x
[
uV (u ∗ η)
]
= 0,
where u : R+ × R → R is the unknown, V : R → R is a given Lipschitz continuous function and in
the nonlocal term the symbol ∗ denotes the convolution with respect to the space variable only. The
convolution kernel η ∈ L1(R) is compactly supported, nonnegative, and has unit integral. Conservation
laws involving nonlocal terms appear in models for sedimentation [2], pedestrian crowds [6, 7], vehicular
traffic [3, 9], and others.
In this note we are concerned with the nonlocal-to-local limit. More precisely, consider a parame-
ter ε > 0, define ηε by setting ηε(x) := η(x/ε)/ε, and consider the family of nonlocal equations
(2) ∂tuε + ∂x
[
uεV (uε ∗ ηε)
]
= 0
which are obtained from (1) by replacing η with ηε. When ε→ 0
+, the kernel ηε converges weakly−∗
in the sense of measures to the Dirac delta, and hence one formally recovers the (local) conservation
law
(3) ∂tu+ ∂x
[
uV (u)
]
= 0.
In [1] Amorim, R. Colombo and Teixeira posed the following question: can we rigorously justify this
formal limit? In other words, can we show that when ε→ 0+ the solution uε converges to the entropy
admissible solution of (3)? In a previous work [5], we have exhibited counter-examples showing that
the answer to this question is, in general, negative.
However, the results in [5] do not rule out the possibility that, in some more specific case, convergence
indeed holds. In particular, several recent works (see for instance Blandin and Goatin [3] and Chiarello
and Goatin [4]) have been devoted to the analysis of the case when V is monotone nonincreasing, the
initial datum is nonnegative, and the convolution kernel is anisotropic, in particular it is supported
on the negative axis ] −∞, 0]. This case is very relevant in the modelling of vehicular traffic, where
the unknown u represents the density of cars and V their speed. Assuming that V is monotone
nonincreasing is standard in local and nonlocal traffic models: the higher the density of cars on a road,
the lower their speed. The assumption that the convolution kernel is supported on the negative axis
expresses the fact that one expects the drivers to decide their speed based only on the downstream
traffic density, i.e. they only look forward, not backward.
Remarkably, when the convolution kernel is supported on the negative axis ] − ∞, 0], stronger
analytic results are available. In more detail, a maximum principle has been proven in [3, Theorem 1]
1
2 M. COLOMBO, G. CRIPPA, AND L. V. SPINOLO
(see Lemma 3 below). Moreover, in the case when V is a linear function (as it will be the case for
the example we focus on in this paper, see (4)), the numerical scheme designed in [3] turns out to be
monotonicity preserving, and this implies the preservation of the monotonicity of the initial datum
(see [3, Proposition 2]). Moreover, the numerical experiments in [1, 3] suggest that in this case the
behavior of the solutions uε is more stable in the local limit ε→ 0
+.
To simplify the exposition, we focus on the case when η(x) := 1[−1,0](x) and V (u) = 1− u. In this
case, equation (2) becomes
(4) ∂tuε + ∂x
[
uε
(
1−
1
ε
ˆ x+ε
x
uε(t, z) dz
)]
= 0.
To investigate the limit ε → 0+, an interesting question is whether one can establish uniform
bounds (in ε and t) on TotVar uε(t, ·). Indeed, the semigroup of entropy admissible solutions of the
scalar conservation (3) is known to be total variation decreasing, and uniform bounds on the total
variation are a very common way of establishing strong compactness of approximate solutions via the
Kolmogorov-Helly Theorem. In fact, the numerical experiments in [3] suggest that the semigroup of
solutions of (4) is total variation decreasing.
Our main result shows that this is actually not the case and that the total variation of the solution uε
of (4) can instantaneously blow up.
Theorem 1. There exists u0 ∈ L
∞(R) such that u0(x) ≥ 0 for a.e. x ∈ R, TotVar u0 < +∞ and
the solution of the Cauchy problem obtained by coupling (4) with the initial datum uε(0, x) = u0(x)
satisfies
(5) sup
ε>0
TotVar uε(τ, ·) = +∞, for every τ > 0.
Remark 2. (1) Existence and uniqueness results for the Cauchy problem associated to (4) have been
established in various frameworks by different authors, see for instance [3, 4, 10]. (2) The maximum
principle and the preservation of the monotonicity shown in [3] for solutions of (4) imply that, for a
bounded and monotone initial datum, the total variation of the solution is finite and decreases with
time. Therefore the initial datum u0 constructed in the proof of Theorem 1 has necessarily to be
nonmonotone. In fact, we provide an explicit formula for such an initial datum, see (14).
2. Proof of Theorem 1
2.1. Characteristic lines. We refer to the analysis in Crippa and Le´cureux-Mercier [8] and Keimer
and Pflug [10] and we recall that the solution of (4) can be obtained via a fixed point argument by
considering the continuity equation
(6) ∂tuε + ∂x[uε(1− wε)] = 0
requiring that the field wε be given by
(7) wε(t, x) =
1
ε
ˆ x+ε
x
uε(t, z) dz =⇒ −∂x
[
1− wε(t, x)
]
=
uε(t, x+ ε)− uε(t, x)
ε
.
The solution of (6) can be expressed by relying on the method of characteristics. In the following we
term Xε(·, y) the characteristic line starting at the point y, i.e. the solution of the Cauchy problem
(8)


d
dt
Xε(t, y) = 1− wε(t,Xε(t, y))
Xε(0, y) = y.
By (7) we get that, if the initial datum is bounded (and hence the solution is bounded at all times, by
the analysis in [8, 10]), then for any fixed ε > 0 the vector field 1−wε is locally Lipschitz continuous with
respect to the variable x and continuous with respect to the variable t. This implies that the Cauchy
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problem (8) is well posed and that the characteristic lines are well defined. Also, by combining (6)
with (7) we get that the material derivative satisfies
(9)
d
dt
uε(t,Xε) = −uε(t,Xε)∂x
[
1−wε(t,Xε)
]
= uε(t,Xε)
uε(t,Xε + ε)− uε(t,Xε)
ε
.
Formula (9) formally shows that, at a maximum point of uε(t, ·), the material derivative is negative.
This is the formal reason for the following maximum principle rigorously established in [3, Theorem 1]
(see also [4]):
Lemma 3 (Maximum principle). Assume that u0 ∈ L
∞(R) satisfies 0 ≤ α ≤ u0(x) ≤ β for a.e. x ∈ R
and for some α, β ≥ 0. Then the solution of the Cauchy problem obtained by coupling (4) with the
initial datum uε(0, x) = u0(x) satisfies
(10) α ≤ uε(t, x) ≤ β, for a.e. (t, x) ∈ R+ × R.
Remark 4 (Preservation of the monotonicity). For sake of completeness, we sketch here a formal proof
of the preservation of the monotonicity of the initial datum rigorously shown in [3, Proposition 2].
Differentiating (2) (in which we take V (u) = 1−u) in the space variable and setting vε = ∂xuε we find
(11) ∂tvε = −∂xvε + ∂xvε uε ∗ ηε + 2vε vε ∗ ηε + uε ∂xvε ∗ ηε.
Let us assume to fix the ideas that the initial datum uε(0, ·) is nondecreasing, that is vε(0, ·) ≥ 0. We
evaluate (11) at a minimum point x¯ of vε(t, ·) at which vε(t, x¯) = 0. We thus have ∂xvε(t, x¯) = 0 and
∂xvε∗ηε(t, x¯) ≥ 0, due to the assumptions on the convolution kernel η. This implies that ∂tvε(t, x¯) ≥ 0,
from which the preservation of the monotonicity of uε follows.
2.2. The mechanism for the increase of the total variation. Before entering into the technical
details of the construction of the initial datum u0 that triggers the blow-up of the total variation, we
make some heuristic considerations to describe the basic ideas underpinning the construction of u0. In
particular, we describe the very basic mechanism that leads to the total variation increase.
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Figure 1. The initial datum u¯ (red) triggering the total variation increase.
Fix h > 0 and consider the function (sketched in Figure 1)
(12) u¯(x) =


1/2 x ∈ [−h,−h/2]
1 x ≥ 0
0 otherwise.
Consider now the solution of the Cauchy problem obtained by coupling (4) with the initial condi-
tion uε(0, x) = u¯(x) in (12). We observe that:
(a) uε(t, x) ≡ 1 if x ≥ 0 and t ≥ 0. Loosely speaking, this can can be seen by combining two
facts: (i) the nonlocal term evaluated at the point (t, x) is only affected by the values of uε(t, z)
at z ≥ x and (ii) the characteristic line starting at x = 0 has zero speed and hence information
cannot cross the vertical axis. This implies that the values of the solution uε on R+ × R+ are
only affected by the values of the initial datum u¯ on R+. Since u¯ ≡ 1 on R+, then uε ≡ 1
on R+ × R+.
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(b) Assume that ε > h and consider the characteristic lines starting at y ∈ [−h,−h/2]. Since
u¯(y + ε) = 1, owing to (9), the material derivative at t = 0 satisfies
d
dt
uε(t,Xε(t, y))
∣∣∣∣
t=0
= uε(0, y)
1− uε(0, y)
ε
=
1
4ε
> 0,
which means that, at least for a small time, uε increases along the characteristic line Xε(t, y).
(c) By using again (9), we see that, if u¯(y) = 0, then uε is identically 0 along the characteristic
line Xε(·, y).
As a consequence we have that, for ε > h, the solution uε is identically equal to 1 on R+×R+, increases
(locally in time) along the characteristic lines Xε(·, y) if y ∈ [−h,−h/2], and vanishes identically
elsewhere. We can infer that
TotVar uε(τ, ·) > TotVar u¯ = 2, for every τ > 0 sufficiently small.
2.3. Construction of the initial datum u0. There are two main issues we have to address in order
to construct an initial datum as in the statement of Theorem 1: (i) in § 2.2 the total variation increases
only if ε > h, and (ii) we claim that the total variation not only increases but actually blows up.
To tackle these issues, we introduce the building block a : R→ R by setting
(13) a(x) := 1[−1,−1/2](x)
and we define u0 as
(14) u0(x) := 1[0,+∞[(x) +
∞∑
k=0
2−ka(4kx).
See Figure 2 for a representation. Note that due to the chosen scaling the building blocks of u0 do not
PSfrag replacements
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Figure 2. The initial datum u0 triggering the total variation blow-up. Horizontal and
vertical lengths are not in scale.
overlap and are separated by intervals where u0 = 0. This implies that
(15) 0 ≤ u0(x) ≤ 1 for a.e. x ∈ R, TotVar u0 = 1 + 2
∞∑
k=0
2−k = 5 < +∞.
Note furthermore that, very loosely speaking, u0 is made by a sequence of building blocks that ap-
proaches the “big jump” located at t = 0. In this way, for every ε > 0 there are infinitely many building
blocks that behave as the initial datum u¯ in the example of Section 2.2. Each of them contributes to
the total variation increase and this is the basic mechanism that leads to the total variation blow-up.
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2.4. Preliminary results. In this paragraph we establish some qualitative properties of the solution
of the Cauchy problem obtained by coupling (4) with the initial datum u0 in (14).
By combining the first inequality in (15) with the maximum principle in Lemma 3 we get that
(16) 0 ≤ uε(t, x) ≤ 1, for a.e. (t, x) ∈ R+ ×R
and by recalling (7) we arrive at
(17) 0 ≤ 1− wε(t, x) ≤ 1, for a.e. (t, x) ∈ R+ × R.
Lemma 5. Let uε be the solution of (4) with initial datum (14), then
(18) uε(t, x) = 1, for a.e. (t, x) such that x ≥ 0 and t ≥ 0.
Lemma 5 can be shown arguing as in item (a) in § 2.2 and its proof exploits the fact that, owing
to the particular expression of the velocity field (7), the values of uε on R+ × R+ are only affected by
the values of the initial datum on R+ and hence on R+ ×R+ the solution uε behaves “as if the initial
datum is the constant 1”. This formal argument can be turned in a rigorous proof by a fixed-point
argument as in [8, 10].
As a consequence of Lemma 5, we get the following fact.
Lemma 6. Let uε be the solution of (4) with initial datum (14), then
(19) y ≤ Xε(t, y) ≤ 0, for every t ≥ 0, y ≤ 0 and ε > 0.
Proof. By combining (8) with the fact that wε(t, x) = 1 for every x ≥ 0 and t ≥ 0 we get that
(20) Xε(t, 0) = 0, for every ε > 0 and t ≥ 0.
Since the characteristic lines cannot intersect, this implies the inequality Xε(t, y) ≤ 0 in (19). The
inequality y ≤ Xε(t, y) follows from the the first inequality in (17). 
2.5. Total variation blow-up. We can now conclude the proof of Theorem 1. Fix ε ∈]0, 1[. By
combining (19) and (18) we get that
(21) uε
(
t,Xε(t, y) + ε
)
= 1, for every y ∈ [−ε, 0] and t ≥ 0.
Owing to (9), the material derivative satisfies
(22)
d
dt
uε(t,Xε) = uε(t,Xε)
1− uε(t,Xε)
ε
, for every y ∈ [−ε, 0] and t ≥ 0.
By explicitly computing the solution of the ODE (22) we arrive at
(23) uε(t,Xε(t, y)) =
u0(y)
[1− u0(y)]e−t/ε + u0(y)
, for every y ∈ [−ε, 0] and t ≥ 0.
We recall (14) and notice that
(24) u0(y) =


2−k if y ∈ [−4−k,−4−k/2] for some k ∈ N
0 if y ∈ [−4−k/2,−4−(k+1)] for some k ∈ N.
Using the fact that characteristic lines cannot intersect we conclude that
(25) TotVar uε(τ, ·) ≥ 2
∑
k≥− log
4
ε
2−k
[1− 2−k]e−τ/ε + 2−k
,
where we have used (24) and the restriction k ≥ − log4 ε in the sum is due to the fact that (23) is valid
for y ∈ [−ε, 0].
To establish (5) it now suffices to show that, for every τ > 0, the right hand side in (25) is not
bounded as ε→ 0+. To this end, we first point out that
(26)
2−k
[1− 2−k]e−τ/ε + 2−k
≥
1
2
⇔ k ≤ − log2
(
e−τ/ε
1 + e−τ/ε
)
,
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which owing to (25) yields
(27) TotVar uε(τ, ·) ≥ ♯
{
k ∈ N : −
log2 ε
2
≤ k ≤ − log2
(
e−τ/ε
1 + e−τ/ε
)}
.
In the previous expression, the symbol ♯ denotes the cardinality of a set. By plugging the elementary
inequality
− log2
(
e−τ/ε
1 + e−τ/ε
)
≥ − log2
(
e−τ/ε
)
=
τ
ε
log2 e
into (27) and choosing ε = 2−j , we get that
(28) TotVar u2−j (τ, ·) ≥ ♯
{
k ∈ N :
j
2
≤ k ≤ 2jτ log2 e
}
.
For any given τ > 0, the right hand side of (28) blows up as j → +∞, yielding (5). This concludes
the proof of Theorem 1. 
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