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Abstract 
Specific types of multi-net neural computing systems can give improved 
generalisation performance over single network solutions.  In single-net systems 
learning is one way in which good generalisation can be achieved, where a number of 
neurons are combined through a process of collaboration.  In this thesis we examine 
collaboration in multi-net systems through in-situ learning.  Here we explore how 
generalisation can be improved through learning in the components and their 
combination at the same time.  To achieve this we present a formal way in which 
multi-net systems can be described in an attempt to provide a method with which the 
general properties of multi-net systems can be explored.  We then explore two novel 
learning algorithms for multi-net systems that exploit in-situ learning, evaluating them 
in comparison with multi-net and single-net solutions.  Last, we simulate two 
cognitive processes with in-situ learning to examine the interaction between different 
numerical abilities in multi-net systems.  Using single-net simulations of subitization 
and counting we build a multi-net simulation of quantification.  Similarly, we 
combine single-net simulations of the fact retrieval and ‘count all’ addition strategies 
into a multi-net simulation of addition.  Our results are encouraging, with improved 
generalisation performance obtained on benchmark problems, and the interaction of 
strategies with in-situ learning used to describe well known numerical ability 
phenomena.  This learning through interaction in connectionist simulations we call 
integrated learning. 
Keywords: Neural Networks, Multi-net Systems, Modular, Ensemble, Learning, 
Generalisation, Early Stopping, Simulation, Numerical Abilities. 
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1 Introduction 
The construction of intelligent systems is an important topic within computer science.  
It appears that one of the key features of such intelligent systems is the ability to adapt 
to their experiences, a process often identified as learning.  The Oxford English 
Dictionary defines learning as the “process which leads to the modification of 
behaviour” (Simpson and Weiner, 1989).  For us, learning in artificial systems is 
exemplified by connectionism, where changes in behaviour are achieved by 
modifying connection strengths in a collection of interacting artificial neurons.  Here 
the connectionist approach relies upon our understanding of how learning is thought 
to occur in biological systems, modelled in an artificial neural network. 
Artificial neural networks are mathematical models of biological neuronal systems.  
Here, collections of artificial neurons are taught to organise and recognise patterns 
according to defined criteria, allowing them to be used for tasks such as classification, 
regression and data mining.  However, whilst such systems provide us with an 
abstract notion of learning, it is not clear how these simple mathematical techniques 
can be used to build intelligent systems.  Indeed, even if we were able to build such 
systems and assess their capabilities against definitions of ‘thinking’ such as in 
Turing’s (1950) imitation game, we do not yet understand how ‘thinking’ results from 
biological neurons. 
Investigations into the biological basis of behaviour have noted that in humans and 
non-human animals specific areas of the brain can be identified with particular 
cognitive abilities.  This notion of functional specialism also appears important within 
artificial systems, through the decomposition of tasks to be processed by modules.  
Here then we see that biological concepts, such as learning in collaboration with 
modularisation, may help build artificially intelligent systems. 
From a connectionist perspective, modular systems can be constructed by using 
multiple neural networks.  These multi-net systems have been used in different 
configurations because of their statistical properties.  For example, the parallel 
combination of networks performing the same (non-modular) task has been shown to 
improve generalisation performance, the goal of learning systems.  Modular multi-net 
systems have also demonstrated such capability, with some limited results.  However, 
a consistent and formal view of multi-net systems has yet to be provided, and this may 
Integrated Learning in Multi-net Systems  
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help explore the general properties of multi-net systems, such as efficacy of modular 
systems. 
Within this thesis we attempt to bring together the ideas of learning taken from 
biology, proposing two multi-net systems that exploit in-situ learning.  To assist in the 
definition of multi-net systems we provide a generalised formal framework and 
learning algorithm.  By way of application we return to biology, and specifically the 
biological basis of behaviour, by simulating certain cognitive abilities using modular 
multi-net systems that employ in-situ learning. 
1.1 Integrated Learning in Multi-net Systems 
The development of neural networks has lead from the construction of single neuronal 
models through to the construction of multi-layered single-net systems, which can be 
trained to solve wider types of problem.  More recently, the properties of multi-net 
systems have been seen as important, providing improved solutions to those of single 
network systems under a range of conditions, either through collaboration of 
networks, or competition between networks.  Whilst the motivation to combine 
networks is perhaps based upon their statistical properties, we can see how this may 
parallel our knowledge of functional specialism in biological neural systems, despite 
the apparent divide between these two disciplines. 
The divergence between biology and artificial neural computing can perhaps be traced 
back to Hebb’s (1949) oft cited examination of perceptual learning in the vision 
system of humans and non-human animals.  His neurophysiological postulate has 
formed an important foundation for artificial systems, with its simple learning scheme 
adopted by a number of popular neural network algorithms, and its properties 
examined and subsequently enhanced.  However, whilst this has seen widespread use, 
little of his complementary work on combined learning across (what would now be 
termed) multiple neural networks has been examined.  It should be noted that Hebb 
admitted that his speculation about how humans and other animals learn to integrate 
single visual stimuli into perceiving more complex visual structures is ‘far from the 
actual known facts’ (1949:91).  With the interest now being shown in combining 
artificial neural networks, the question here is whether we can capitalise on this 
biological perspective?  Here we are motivated by Hebb’s ideas of ‘superordinate’ 
systems: systems that are more capable than the sum of their components. 
Integrated Learning in Multi-net Systems  
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In order to shed some light on this, we must first examine the theory surrounding the 
combination of multiple neural networks.  Multi-net systems have developed from the 
statistical combination of networks to improve generalisation.  Typically these 
ensemble systems are formed from redundant sets of networks that perform the same 
task.  A similar statistical motivation has lead to the development of modular multi-
net systems where networks performing a different task are combined to improve 
generalisation. 
Multi-net systems have also been developed through the study of cognitive processes, 
where multi-net systems have been used to simulate certain abilities.  For these 
simulations, networks are combined to explore psychological models that are thought 
to be composed of several stages of processing.  These multi-net systems therefore 
rely upon prior knowledge, and do not necessarily conform to any generalised multi-
net system. 
Whilst there have been a number of attempts to classify the different types of multi-
net system in use, there is no generalised way of formally specifying multi-net 
systems.  Not only could this help to unify the different types of multi-net models, but 
this could also help explore their general properties. 
Multi-net systems also employ different approaches to learning.  For example, 
traditional ensemble systems pre-train networks before combining them together.  
More recently incremental learning techniques have been used, where individually 
trained networks are combined iteratively until a desired level of performance is 
achieved.  The last technique is that of in-situ learning, where networks are combined 
prior to training with the learning algorithm operating on this combined system.  This 
last form of training seems to fit well with Hebb’s ideas on ‘neural integration’ 
(1949:84), where he proposed that not only do cell assemblies learn through a process 
of association, but also that multiple cell assemblies learn to operate together through 
association.  Here then, to model cognitive processes with multi-net systems, in-situ 
learning would appear to be appropriate.  Furthermore, this raises the question as to 
whether in-situ learning would also be appropriate for the more general class of multi-
net system. 
This thesis is attempting to bring together the threads discussed here by exploring the 
use of in-situ learning in multi-net systems, as motivated by the theoretical 
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development of neural networks, together with the biological basis of behaviour.  We 
examine in-situ learning from three different perspectives.  First we build upon the 
artificial domain by providing a formal framework in which multi-net systems can be 
specified, including the definition of a multi-net learning algorithm.  The framework 
and algorithm are intended to provide a way in which general multi-net systems can 
be specified.  Here it is also recognised that formalising systems is an important step 
towards a better understanding of their properties, helping with a rigorous analysis of 
their properties. 
Second we define two novel in-situ learning multi-net systems, one based upon 
ensemble systems and one on modular systems.  Ensemble systems are perhaps the 
most popular multi-net architectures used currently, with, for example, Freund and 
Schapire’s (1996) AdaBoost algorithm and variants in widespread use.  Here we take 
a simplified approach by examining how in-situ learning can improve ensemble 
combination in a simple ensemble, one where the average of the outputs from all the 
components is used.  Our algorithm relies upon early stopping techniques to capitalise 
on in-situ learning to generate improved solutions. 
Next, we examine how in-situ learning can be used in sequential systems, and 
explicitly how the simple combination of unsupervised and supervised learning can be 
achieved to generate systems that are capable of solving a limited set of non-linearly 
separable problems.  Here we explore Hebb’s concept of superordinate integration by 
attempting to sequentially combine networks into a system that is capable of solving 
problems that cannot be solved by the component networks individually.  To achieve 
this we use the sequential combination of a Kohonen self-organising map (Kohonen, 
1982) and a single layer network to solve non-linearly separable problems. 
Last we return to the cognitive science domain by applying in-situ learning in multi-
net systems to simulate certain cognitive abilities, describing them using the 
framework provided.  The numerical abilities are examined, dealing explicitly with 
quantification using subitization and counting, and addition using fact retrieval and 
counting.  We build upon single-net simulations of individual abilities to explore how 
they interact and integrate through a process of learning in multi-net simulations.  
These three different perspectives take us from the world of the artificial neuron back 
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to the domain of the biological neuron, following the link between these two areas of 
research1. 
1.2 Structure of this Thesis 
We have detailed above three themes that run through the concept of in-situ learning, 
which are consequently reflected in the structure of this document.  The main theme is 
that of the development of multi-net systems, providing a background on the artificial 
neural network domain and existing multi-net systems.  Next is the theoretical 
specification of multi-net systems, attempting to provide a foundation upon which 
they can be described and then used to explore their general properties.  Last, we have 
the theme of behaviour, and specifically the psychology of the numerical abilities 
within humans and other animals.  These three themes run in parallel throughout this 
thesis. 
In chapter 2 we provide the traditional review of the domains discussed in this 
document, covering artificial neural networks from single-net systems to multi-net 
systems.  Here we examine how and why multi-net systems have developed with a 
summary of the current literature and problem areas.  In this chapter we also explore 
the psychology of the numerical abilities with a brief review of the theory and issues 
surrounding current work.  We relate this to the different single-net and multi-net 
simulations of such abilities to provide a comparison to the work carried out in later 
chapters. 
In chapter 3 we present a formal framework for specifying multi-net systems, together 
with a learning algorithm.  With this we provide a generalised way in which multi-net 
systems can be defined.  This is related to the current multi-net literature with a 
number of examples.  Moving forward from this we use the framework to define two 
in-situ learning multi-net systems, one based upon existing ensemble techniques, and 
one exploring sequential learning.  To conclude this chapter we present a benchmark 
evaluation of both algorithms, comparing their performance with existing single-net 
and multi-net techniques, demonstrating that they can be used to improve 
                                                 
1
 This seems to fit well with current initiatives, such as the Grand Challenges for Computer Science 
(Hoare et al, 2003) Architecture of Brain and Mind proposal (Denham, 2002), and the Foresight 
Cognitive Systems Project (Foresight Directorate, 2002). 
Integrated Learning in Multi-net Systems  
 
14 
generalisation performance as compared with single-net and other multi-net 
techniques. 
In chapter 4 we shift back to the theme of biology with the biological basis of 
behaviour.  Here we apply in-situ learning to explore simulations of the interaction 
between specific cognitive abilities.  We start with exploring quantification, providing 
single-net simulations of subitization and counting, before combining these into a 
multi-net simulation of quantification, comparing the results with existing simulations 
of the quantification abilities.  Next we look at addition by simulating the fact 
retrieval and ‘count all’ strategies, before again combining these into a multi-net 
simulation of addition.  We conclude that in-situ learning in modular systems offers 
an alternative view of how such abilities can give rise to observed phenomena, such as 
the subitization limit. 
In chapter 5 we summarise the work presented and look forward to how this work can 
be developed in the future. 
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2 Single-net and Multi-net Systems 
Artificial neural networks (ANNs) are mathematical models of networks of biological 
neurons.  The elementary artificial neuron constructed by modelling biology forms a 
greatly simplified view of the neurophysiological processes found within the brains of 
animals and humans.  Elements such as connection strength (excitatory or inhibitory), 
connection combination and activation threshold are present in these models of 
biological neurons, in which learning is achieved through the modification of 
connection weights in response to an input stimulus. 
According to Hebb learning occurs when ‘some growth process or metabolic change 
takes place’ (1949:62).  Learning in ANNs is typically achieved through the 
application of an algorithm that modifies the connection weights in response to an 
input stimulus, making them more excitatory or inhibitory.  This plasticity in 
connection weight values is a powerful mechanism that provides neural networks with 
the ability to adapt to their input and to produce outputs that can be tailored for a 
variety of problems, including classification and regression.  Furthermore, training is 
achieved through modification of network parameters (weights) alone and not the 
network architecture (neurons). 
The goal of this learning process is to generate a system that can generalise: the 
ability to recognise patterns in novel inputs on which a network has not been trained.  
Generalisation in ANNs allows them to be applied to those problems for which a 
complete definition of the input space is not possible, or indeed practical, but from 
which a suitable set of similar values and responses can be defined through a learning 
process.  Both learning and generalisation are the key elements that make neural 
networks useful, yet they only become practical when individual neurons can be 
combined together into networks, allowing them to be applied to solve complex 
problems with multiple layers of activity, modelling (albeit on a very small scale) the 
connectivity of the brain. 
Such multi-neuron, parallel distributed processing (PDP) systems (McClelland and 
Rumelhart, 1986) demonstrate the importance of how individual processing units may 
be combined in a neural network, or single-nets in the context of this thesis.  
However, successfully applying neural networks to a problem relies upon suitable 
choices of network topology, learning algorithm, parameters and training data.  These 
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choices are typically based upon prior knowledge coupled with experimentation, with 
a balance between the application of prior knowledge and algorithmic changes 
required to avoid over or under training and hence potentially poor generalisation.  
Improvements in these aspects of ANNs leads to the development of algorithms and 
architectures that can demonstrate increased learning speeds and robust generalisation 
capabilities. 
The combination of neurons into networks demonstrates how simple processing 
elements may be combined into systems that are capable of processing complex 
problems, learning from examples as a coherent system.  What is of interest to us is 
the combination of such single-net systems into multi-net systems, exploring whether 
a similar approach to learning, where both the networks and their combination learn 
in-situ, shows any improvement over the combination of pre-trained networks.  With 
this in mind in this chapter a selection of single-net architectures and learning 
algorithms is presented, followed by a review of the development of these systems 
into multi-net architectures, concentrating on those aspects that are important in the 
development and formulation of multi-net systems and looking at the ways in which 
components can be combined.  Lastly, in this chapter we look at multi-net systems 
within the context of cognitive science, which lends itself well to exploring the 
concepts of in-situ learning through appropriate simulations, and especially the 
numerical abilities.  This helps us to bring together multi-net systems in the artificial 
and biological domains, which are the two key motivations of this thesis. 
2.1 Single-net Systems: Learning Paradigms and Techniques 
The McCulloch and Pitts (1943) network of ‘all-or-none’ neurons was the first 
example of an ANN architecture employing the elementary neuron and encoding a 
form of memory.  However, the McCulloch and Pitts neuron does not learn, relying 
instead on prior information of a problem to hard wire activation thresholds and 
network topology.  This important first exploration of neural networks has lead to 
many architectures and algorithms to be subsequently developed to employ generic 
topologies and overcoming the lack of learning ability.  The concept of learning in 
neuronal models has essentially been categorised into two paradigms: supervised and 
unsupervised learning. 
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Supervised learning imitates the way in which a teacher helps humans to learn.  With 
each training input a target output is supplied that is compared with the actual 
network’s output, which is then used to generate an error signal that is fed back to 
modify the connection weights in the network.  A variety of network architectures use 
this technique including the perceptron (Rosenblatt, 1958) and multi-layer perceptron 
(MLP) utilising backpropagation learning (Werbos, 1974; Rumelhart, Hinton and 
Williams, 1986).  Reinforcement learning is a form of supervised learning utilising a 
critic instead of a teacher (Widrow, Gupta and Maitra, 1973), giving rise to learning 
through trial-and-error (Barto, Sutton and Anderson, 1983). 
The notion of unsupervised learning is characterised by Hebb’s neurophysiological 
postulate (1949) which was formulated from the study of biological neuronal systems.  
Essentially, to affect learning in connections between two neuronal cells, the strengths 
of the connections are increased when both sides of the connection are active.  The 
distinction is that no teacher is present to provide feedback and the connection 
strengths are modified only by the application of a mathematical rule based upon the 
network’s activations.  This concept was developed further by Willshaw and von der 
Malsburg’s (1976) who used Hebbian-based learning to self-organise synaptic layers.  
This concept was used by Kohonen in his self-organising map (1982; 1997). 
Whilst supervised and unsupervised techniques are perhaps prevalent, there are other 
important models described in the literature.  For example, Hopfield’s (1982; 1984) 
and Hopfield and Tank’s (1986) deterministic neurodynamic models are often cited as 
the foundation of modern neural network theory.  However, Hopfield networks do not 
learn in the same way that other systems do, instead examples are used to define the 
initial parameters only. 
There are also different neuronal models other than the elementary model described 
above, which re-examine the time and frequency of signals within biological neurons.  
Spiking neurons are an attempt at producing a more accurate neurophysiological 
model of a neuron where timing is seen as important (see for example Hodgkin and 
Huxley, 1952), processing a pulse code rather than the elementary neuron’s rate code 
(Maass and Bishop, 1999).  However, neither the neurodynamic or pulse code models 
shall be considered further in this thesis since the more traditional model provides the 
necessary scope and foundation for multi-net systems. 
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2.1.1 Supervised Learning 
Supervised learning was first formalised by Rosenblatt (1958) after studying 
perceptrons that process optical stimuli, describing the “fundamental phenomena of 
learning, perceptual discrimination, and generalization” (1958:406).  Similar work 
was carried out by Widrow and Hoff (1960) who defined an adaptive linear 
classification machine, or Adaline.  Both models are consistent with each other, 
differing only in the learning rule: Rosenblatt’s perceptron learning rule or Widrow 
and Hoff’s delta rule employing gradient descent. 
The key aspect of the perceptron model is the perceptron convergence theorem.  This 
theorem proves that, given a linearly separable classification problem in the input 
space, a perceptron can be taught to correctly classify a set of inputs (Minsky and 
Papert, 19882).  Whilst this was an important step in the theory of neural networks, the 
issue remained that they were not capable of solving the important class of non-
linearly separable problems, as exemplified by the ‘XOR’ logic problem, an instance 
of the more general class of parity problems3. 
The lack of a suitable architecture and learning algorithm that was capable of solving 
such problems lead to a hiatus in the application of neural networks using supervised 
learning techniques.  The renaissance came with the development of the 
backpropagation learning algorithm by Werbos in 1974 operating on a MLP, 
formalised as the generalised delta rule  by Rumelhart, Hinton and Williams in 1986.  
Whereas perceptrons utilise a single layer of neurons that take input and produce 
output, MLPs use one or more layers of hidden neurons to encode information to be 
presented to the next layer and ultimately the output, with each layer combining the 
decision boundaries formed within the previous layers (see example in Figure 1).  
Here, the backpropagation algorithm assigns an error to the neurons in the hidden 
layers and can hence solve non-linearly separable problems, albeit with no guarantee 
of convergence to a solution as the algorithm is subject to being trapped within local 
minima.  Within the context of multi-net systems, we can see that a MLP can be 
viewed as a sequential set of single layer networks each feeding their output to the 
                                                 
2
 This edition is an expanded version of the original work in 1969. 
3
 Whilst such logic tasks provide a way in which different algorithms may be evaluated, it is recognised 
that they are limited in scope and do not allow testing of the generalisation capabilities of networks 
given their limited set of examples (see for example Fahlman, 1988). 
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next network (or layer).  Backpropagation allows an error signal to be assigned to 
each of the single layer networks in sequence. 
x1 x2 y
-1 -1 -1
-1 1 1
1 -1 1
1 1 -1
Bias
x1
x2
y
True (1)
False (-1)
Hidden Unit 2
Hidden Unit 1
Output Unit
Detects an input of (1, -1).
Detects an input of (-1, 1).
Performs a logical NAND on the
outputs from the hidden layer.
 
Figure 1: Example output from a multi-layer perceptron using the backpropagation 
algorithm trained on the logical ‘XOR’ task, with learning rate 0.1, momentum 0.9 and 
Hyperbolic Tangent activation function.  Over 10 runs, an average of 60 epochs were 
required to converge to a solution, with 2 runs taking more than 1000 epochs. 
An alternative approach to solving non-linearly separable problems is the application 
of high-order neural networks.  Giles and Maxwell (1987) describe MLPs as a 
cascade of slabs of first-order threshold logic units.  The order of the network is 
described by the weighted summation that occurs prior to activation, with high-order 
units using higher-ordered weighted combinations of the inputs.  For example, first-
order units weight each individual input, second-order units weight each input 
multiplied by each other input, and so forth.  They describe how a single second-order 
unit can solve the ‘XOR’ problem, as compared to the three first-order unit solution. 
Variations such as this and changes to the backpropagation algorithm have been 
defined to improve learning speed and convergence, including Quickprop (Fahlman, 
1988), RPROP (Riedmiller and Braun, 1993) and the application of cross entropy 
error (Joost and Schiffmann, 1998).  Alternative methods to improve convergence 
include the application of statistical mechanics techniques, such as simulated 
annealing (Kirkpatrick, Gelatt and Vecchi, 1983), or the use of hybrid techniques such 
as BP-SOM (Weijters, van den Bosch and van den Herik, 1997).  However, as has 
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been demonstrated by Schiffmann, Joost and Werner (1992), such algorithms do not 
always prove to be effective at solving ‘real-world’ problems, rather than test 
scenarios such as ‘XOR’.  (For a summary of the past work on the limitations of 
backpropagation and other related algorithms see Hush and Horne, 1993, and 
Riedmiller, 1994.)  As we shall see later in this chapter, the concept of automatic task 
division, as seen in some senses with the backpropagation algorithm, is exploited in 
certain multi-net systems. 
A discussion on feedforward systems is not complete without also giving an overview 
of the processing requirements for temporal data.  Networks built with the elementary 
neuron assume that input stimuli are presented synchronously via the input units and 
that the propagation of signals through the network, and the subsequent update of the 
connection weights, is also synchronised.  Furthermore, the perceptron learning rule, 
backpropagation and similar algorithms assume that each presentation of inputs at 
successive time steps is independent, with no retention of memory as to the order of 
signals, unlike the McCulloch and Pitts (1943) model that accumulates activation 
across cycles.  The problem is that this does not allow the memory of past events to 
influence output, which is essential for data such as that based upon events or time-
series. 
There are two approaches to this problem.  The first is to buffer signals over time and 
to process them using existing architectures and algorithms.  Although such Time 
Delay Neural Networks (TDNNs) are advantageous for existing static architectures, 
Elman (1990) highlighted that these temporal buffers are constrained to a particular 
size so that all inputs to the network are the same dimension, even if temporal events 
occur in different length time intervals.  Furthermore, with this spatial encoding of 
temporal information feedforward networks that do not share weights have difficulty 
recognising the same patterns that occur in different parts of the input at different 
times. 
The second solution to the processing of temporal patterns is to introduce memory 
through state neurons.  State neurons store previous activation from normal neurons, 
supplying a weighted activation to subsequent layers in feedforward architectures and 
acting as short-term memories.  Such recurrent architectures, including Elman’s 
(1990) Simple Recurrent Network (SRN), use existing learning algorithms for 
feedforward systems to process these modified architectures, varying the number and 
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position of the state neurons to encode hidden layer or output layer activation as 
deemed appropriate.  Rumelhart, Hinton and Williams (1986) examined such 
recurrence in the application of backpropagation, with Werbos (1990) generalising the 
use of state neurons in the Backpropagation Through Time (BPTT) algorithm, with 
weighting of past memories, not just weighting the current state, in batch learning.  
Further enhancements proposed include Real-Time Recurrent Learning (Williams and 
Zipser, 1989) and Truncated BPTT (Williams and Peng, 1990; Williams and Zipser, 
1995).  However, despite these improvements supervised recurrent networks remain 
difficult to train, typically requiring large numbers of cycles to obtain good results or 
the use of techniques such as teacher forcing to impose suitable past memories into 
the state neurons during training. 
Perhaps the most important way in which multi-layer feed forward networks can be 
optimised is through the selection of the number of hidden layers and neurons.  It is 
commonly held that using fewer hidden layer neurons increases the generalisation 
capability of the network, whereas a greater number decreases the training cycles 
required (see for example Rumelhart, Hinton and Williams, 1986).  Here, the conflict 
is between learning the underlying patterns in the input space versus memorising the 
training set. 
A theoretical framework for the measurement of the generalisation capabilities of a 
network exists in the form of the Vapnik-Chervonenkis (VC) Dimension, an adaptation 
of Vapnik and Chervonenkis’s (1971) probability theory to neural networks.  Baum 
and Haussler (1989) used the VC Dimension to quantify the lower and upper bounds 
on the training sample size versus network size needed, such that valid generalisation 
can be expected.  This initial theory was limited to networks using hard thresholds, 
whereas Koiran and Sontag (1997) extended this to networks using continuous 
activations, as generated by the Sigmoidal threshold and consequently networks 
employing backpropagation learning.  Essentially, this shows that the number of 
training samples needed in order to learn a given task reliably is proportional to the 
VC Dimension of the network, where the VC Dimension is in the order of the square 
of the number of weights.  Roughly, the larger the network, the larger the number of 
training samples required to reliably learn the task.  This is independent of the number 
of layers, only the number of weights, providing motivation for the use of simpler 
networks.  Murata, Yoshizawa and Amari (1994) also defined a statistical method for 
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selecting the optimum parameter set for feedforward, non-recurrent neural networks.  
Here they concentrated on providing a way in which the optimum number of hidden 
neurons can be selected for a problem given the number of training samples and the 
required generalisation error. 
However, optimisation typically occurs empirically through iterative adjustment of 
parameters such as learning rate, momentum, initial weight values and hidden layer 
neuron topology, and is often done without fully assessing the generalisation 
capabilities of the resultant network.  One clear message from both empirical and 
theoretical work is that defining a network that is sufficient for the task often produces 
the best generalisation results, coupled with good representative training, validation 
and testing samples.  As a consequence, we can see that more complex problems often 
require more complex solutions, yet potentially at the detriment of generalisation 
capability. 
Such optimisation is of interest when developing multi-net systems since we may use 
decomposition of problems to assign a subset of training examples to component 
networks.  Since these components have less training examples, by the VC Dimension 
we can see that they need a lower number of hidden neurons for a required 
generalisation performance.  In essence, the networks within such a decomposed 
multi-net system are simpler given the reduced training examples each requires.  This 
is a key motivation for the development of modular multi-net systems, where 
combination enables solutions to be generated when their individual components are 
simpler. 
2.1.2 Unsupervised Learning 
Hebb’s (1949) foundational work on formulating neuronal learning is the basis of 
many unsupervised learning algorithms.  The distinction here is that unsupervised 
learning offers a way of exploring an input space without predefining a desired 
response that is used to calculate a network error and adjust the weights.  The concept 
of Hebbian learning deals with the way in which ‘lasting cellular changes’ (1949:62) 
were understood to be made in cell assemblies processing visual stimuli. 
However, Hebb’s original form of learning algorithm had little biological evidence to 
support it, whilst it also lead to exponential weight values.  The modified form of the 
Hebbian learning rule in typical use associates patterns of activity through positively 
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rewarding the coincidence of activations between two inputs, and by punishing 
negative association, relying upon the synchronous presentation of patterns of 
activity.  However connection weights can still grow exponentially with repeated 
presentation of input patterns.  Normalisation of the weights is typically used to 
overcome this saturation, reducing the magnitude of the weights whilst maintaining 
their relative strengths.  For example, Sejnowski (1977) considered the average firing 
rates of biological neurons and co-variance information, which can essentially be 
mapped to averaging the input stimuli over time to normalise the weights in Hebbian 
learning. 
This type of associative learning is a powerful concept that has been developed further 
into a number of different algorithms.  Whereas the linear association in Hebbian 
learning permits many associations to be active at any given time (more than one 
neuron to be activated), some interesting algorithms have been defined based upon 
this Hebbian principle but restricting activity to one or a small number of neurons at a 
time.  Such competitive learning algorithms are used to identify relationships in data 
sets and to summarise and visualise an input space. 
Work of this nature was reported by Willshaw and von der Malsburg (1976) and 
Amari (1980), who attempted to extend the mathematical model of learning in 
biological systems by demonstrating an algorithm that can be used to form mappings 
between a two-dimensional pre-synaptic (input) layer and a post-synaptic (output) 
layer of neurons, perhaps an early attempt at using Hebb’s ideas on neural integration 
across multiple cell-assemblies.  They used Hebbian learning to form a mapping 
between the layers, giving rise to self-organisation of patterns of activity such that, 
after sufficient cycles of stimulus, small clusters of pre-synaptic neurons become 
associated with small clusters of post-synaptic neurons.  This model was based upon 
the way in which topographically ordered connectivity in the brain, such as 
highlighted in the primary visual cortex (or striate cortex), superior colliculus, 
somatosensory cortex or motor cortex is thought to occur, for example the way in 
which the primary visual cortex has a map of the retina. 
The idea of topographic organisation was further explored by Kohonen (1982; 1997), 
extending Willshaw and von der Malsburg’s and Amari’s models based upon Hebbian 
learning to attempt to produce ‘maps of patterns relating to an arbitrary feature or 
attribute space’ (1982:59).  Kohonen’s self-organising map (SOM) can produce a 
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statistical approximation of the input space by mapping an n-dimensional input to a 
one- or two-dimensional (post-synaptic) output layer.  The approximation is achieved 
by selecting features that characterise the input space through a process of 
competition.  A temporal version of SOM has also bee proposed by Chappell and 
Taylor (1993) using the ideas of the leaky integrator, modelling the retention and 
decay of memory and allowing temporal clusters to be formed. 
The SOM consists of a single layer of neurons formed into a two-dimensional map.  
Each neuron is connected to the input via a set of connections utilising weights, just as 
in a perceptron.  The values of each neuron’s weight vector are used to visualise the 
formed topological ordering and form a cluster prototype that is measured against 
each input to determine how ‘close’ the vector is to a given cluster.  Since the map is 
either one- or two-dimensional and the input typically of high dimensional, the SOM 
acts as a dimensional squash allowing an input space to be projected and visualised. 
Visualisation of the clusters formed by the SOM algorithm is problematic, and so is 
the use of SOM for classification.  Here the problem lies in selecting an appropriate 
metric for ‘closeness’ in determining the class of novel inputs.  For example, winning 
neurons can be labelled via training data, and these used for manual classification.  
Alternatively, a context or semantic map (Kohonen, 1997) can be produced.  An 
alternative is the U-matrix visualisation (Ultsch, 1993; Kraaijveld, Mao and Jain, 
1995), which assigns a colour to each neuron within the map to signify the distance 
between the weight vector for the neuron and the neighbouring neurons.  (See 
Vesanto, 1999 for a summary of other visualisation techniques.)  However, the 
question of whether sufficient clusters have been formed within the constraints of the 
map, or of quantifying cluster efficiency and measuring how well cluster formation 
has occurred remains open, and is dependent upon the choice of training data, features 
and training parameters.  Recently attempts at improving cluster formation have been 
proposed (Kiang, 2001) as have metrics for assessing cluster formation (Ahmad, 
Vrusias and Ledford, 2001). 
In spite of its widespread use, SOM’s statistical summarisation of the input space is 
biased.  For example, Kohonen (1982) himself highlighted a number of properties of 
SOM that seem to violate the statistical summarisation, two of which are of interest to 
this thesis.  Firstly the magnification factor results in larger areas of the map being 
used to map to more frequent input patterns: the higher the relative frequency of 
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inputs, the larger the map occupation.  Secondly, boundary effects describe the 
influence edge neurons have because they have less neighbours than central neurons, 
degrading the statistical approximation.  Ritter and Schulten (1986) also recognise the 
statistical flaws in SOM, noting that it will not always produce a faithful 
approximation.  This is defined as the proportionality between the density of the 
weight vectors and the density of the input space.  Similarly Lin, Grier and Cowan 
(1997) have shown that the SOM under-represents high-density regions and over-
represents low-density regions. 
To overcome this deficit in representation, different variations of the model have been 
discussed, including the introduction of a conscience mechanism into the learning rule 
(DeSieno, 1988), making learning depend upon stimulus density and magnification 
factor (Bauer, Der and Herrmann, 1996) and through the use of an equivariant 
partitioning (Lin, Grier and Cowan, 1997).  Yin’s (2002) visualisation induced self-
organising map (ViSOM) works by introducing a regularisation term into the standard 
SOM algorithm to preserve distance information in the map, relating map distance to 
input space distance whilst still preserving the topological properties.  Other parallel 
techniques to produce good statistical approximations in topographic maps other than 
SOM include using average mutual information (Linsker, 1989) and Bayesian 
methods (Luttrell, 1994; Luttrell, 1997). 
Competitive learning techniques have also been explored in the context of high-order 
neural networks.  Recall that a single second-order neuron is required to solve the 
‘XOR’ problem, as compared to three first-order neurons using backpropagation.  
Giles and Maxwell (1987) explored the use of high-order neurons for competitive 
learning, demonstrating how such a system could be used to process a visual scene for 
translation-invariance. 
2.2 Multi-net Systems: Categorisation and Combination Strategies 
The idea of interacting neural networks is not new, with Hebb first discussing their 
importance (1949).  Here he examined how visual processing develops through a 
process of neural integration, speculating that cell assemblies that have learnt to 
process a particular perceptual element grow together through a similar learning 
process to become a superordinate system capable of perceiving the whole visual 
stimulus.  Indeed, evidence for functionally specific regions in the human brain leads 
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us to wonder whether Hebb’s ideas help us to understand the manner in which the 
brain operates more generally. 
For example, Gazzaniga (1989) reports details of studies on split-brain patients which 
provide evidence for functional specialisation in tasks such as language processing.  
Dehaene (2000) has similar results for numerical processing, with such studies 
leading to quite detailed analyses of brain function.  Textbooks on physiology and 
psychology typically describe that the brain is divided into localised regions 
performing specific functions (Carlson, 1999; Pinel, 2003).  For example, the primary 
visual cortex, which takes input from the retina via the lateral geniculate nuclei, 
performs functions such as responding to straight lines in receptive fields.  Such 
responses are distributed to other areas of the brain, including the inferotemporal 
cortex, prestriate cortex and posterior parietal cortex. 
From this there is strong motivation for combining ANNs, especially if we draw an 
analogy between localised areas or sub-areas of functionality in the brain, such as the 
receptive fields in the primary visual cortex, and individual ANNs trained on specific 
functions.  The combination of these ANNs, like the combination of functional areas 
in the brain, could therefore enable us to create coherent systems, perhaps becoming 
superordinate as in Hebb’s suggestion in visual perception.4 
In contrast, multi-net systems have principally been developed because they provide a 
way of improving upon single-net systems, such as poor generalisation and slow 
learning.  For example, Gallinari (1995) lists several motivations for constructing 
modular systems, including reducing model complexity, incorporating prior 
knowledge, fusing data sources, combining different techniques, promoting functional 
specialisation and designing for robustness.  However, one of the problems inherent in 
tackling complex tasks with neural networks is the balance required in network tuning 
and inclusion of prior information in order to bring about optimised learning times 
and good generalisation.  This balance is manifest in the bias/variance dilemma, 
which characterises the struggle to find the optimum number of training samples, 
epochs and network parameters.  Here, bias is defined as the amount by which the 
implemented network function differs from the desired function over all of the input 
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data sets.  Variance is defined as the sensitivity of the network function to the choice 
of the training data set, with high variance associated with overfitting of a network to 
its training data.  Both are therefore affected by the competence of the selector of the 
network implementation and training set.  Typically such choices are made 
empirically, with iterative attempts at obtaining a good solution to a problem. 
The discussion related to quantifying the bias and variance in feedforward networks is 
an example of this (Geman, Bienenstock and Doursat, 1992).  The introduction of bias 
and variance within a feedforward system is represented by the choices of network 
topology, learning algorithm, parameters, training cycles and data sets.  However, it is 
such choices that may restrict the ability of the consequent network to be at its 
optimum for the specified task, as they are dependent upon experience and 
experimentation only, with only limited guidance available as to the best architecture 
to use.  Methods to control training when using a supervised learning algorithm have 
been proposed.  For example, Prechelt (1996) compared different techniques for 
‘early stopping’ based upon measuring the generalisation loss, stopping training once 
there is a measured reduction in generalisation performance greater than a defined 
threshold. 
With multi-net systems, one of the aims is to be able to reduce both bias and variance, 
circumventing this dilemma.  As has been demonstrated by the theoretical analyses of 
the generalisation capabilities of neural networks employing supervised learning 
(Baum and Haussler, 1989; Koiran and Sontag, 1997), simpler networks (those with 
fewer weights) need fewer training examples to provide an equivalent generalisation 
performance compared with more complex networks performing the same function.  
However, simpler networks with a greater number of training examples that are 
optimum may lead to overfitting, whereas MLPs with too few hidden neurons may 
not be capable of solving the problem.  Sharkey (1999) argues that the combination of 
simpler networks may well lead to an improvement in generalisation through a 
reduction in variance.  If such simpler networks can be combined to solve more 
complex problems, then gains in generalisation can be made with less computational 
complexity, helping to tackle the bias/variance dilemma.  Indeed, Jacobs (1997) has 
                                                                                                                                          
4
 This links well with the goal of developing a ‘computational architecture of the brain and mind’ 
(Denham, 2002:1) is a recognised Grand Challenge by the UK Computing Research Committee (Hoare 
et al, 2003). 
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performed such an analysis on the ME architecture finding that, although the learning 
algorithm generally leads to unbiased results, the components were biased and 
negatively correlated, which relates to work on negative correlation learning in 
ensemble systems by Liu and Yao (1999a; 1999b) and Liu et al (2002). 
Why combine multiple ANNs?  From this discussion the answer appears to be 
somewhere between the empirical and theoretical work on improving learning and 
generalisation in ANNs, and physiology and psychology.  ANN theory deals mostly 
with supervised learning systems and improvements in generalisation.  Physiology 
and psychology talk more of principles associated with unsupervised learning 
algorithms, such as associative learning and topographic maps.  Furthermore, ideas 
commensurate with the development of functionally specific areas developing in 
parallel with systems combining their functions are apparent as proposed by Hebb’s 
neural integration (for a computational perspective see Jacobs, 1999).  This thesis 
attempts to bring the two areas together, building upon ideas from both and relating 
this back to both domains.  In this section we concentrate on multi-net systems and 
hence combination strategies.  We will return to cognitive processing by examining a 
specific set of abilities later in this thesis (chapter 4). 
2.2.1 Combination Strategies in Multi-net Systems 
Multi-net systems, a term used only recently by Sharkey (1999), consist of a number 
of neural networks that are combined together.  The concept of combining neural 
networks to improve generalisation and reduce over-fitting is not new.  There have 
essentially been two streams of research: those based upon ensemble techniques (see 
for example reviews in Clemen and Winkler, 1985; French, 1985; Genest and Zidek, 
1986; Xu, Krzyzak and Suen, 1992; Jacobs, 1995 to name but some) and those on 
modular techniques (again as examples, Jacobs, Jordan and Barto, 1991; Hampshire 
and Waibel, 1992; Happel and Murre, 1994; Ronco and Gawthrop, 1995). 
Previous attempts to compare different ways of combining networks in parallel, such 
as Jacobs (1995), Auda and Kamel (1998b) and Hansen (1999), tend only to draw a 
distinction between ensemble and modular systems, albeit with a slight confusion in 
definition between the two.  In contrast Gallinari (1995) concentrated on modular 
systems alone, including sequentially constructed systems.  A first attempt at 
widening the definition of multi-net systems was provided by Sharkey (1996; 1999), 
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taking into account parallel, sequential and supervisory systems, but with an emphasis 
on parallel ensemble and modular combinations.  However, her most recent revision 
of the categorisation returns focus solely to networks operating in parallel, attempting 
to provide a more comprehensive taxonomy of this area (2002). 
Recently, Kamel and Wanas (2003) have also proposed a categorisation scheme, this 
time based upon whether combination is dependent upon the input data or not, taking 
into account serial (sequential) and parallel combinations.  Here data independent 
approaches only rely upon the output of the components to form the combiner, 
whereas data dependent approaches are further divided into those that are implicit or 
explicit.  Implicit combinations depend upon component output to decide 
combination, whereas explicit combinations do not. 
Whilst Sharkey’s latest categorisation scheme lacks clarity in places, it does provide a 
good way of comparing all the recognised types of multi-net system, unlike the work 
by Jacobs, Auda and Kamel, Hansen, and Gallinari.  Furthermore, by combining her 
original conception and the latest revision we essentially have a comprehensive 
definition of current multi-net systems, consisting of combinations that are parallel, 
sequential or supervisory, which we take in preference to Kamel and Wanas’ scheme 
because of its granularity and despite its lack of clarity in places.  However, this 
combined taxonomy does suffer from not taking into account learning schemes within 
its hierarchy, something that is key to this thesis, such as the type of learning 
paradigms and whether components are pre-trained or trained in-situ.  For example, 
Liu et al (2002) define learning in ensemble systems as either pre-trained 
(independent), incremental with components that are trained iteratively as in 
AdaBoost (Freund and Schapire, 1996), or in-situ (simultaneous).  Furthermore, there 
is little scope for classifying architectures that use more than one combination 
strategy, such as the parallel and sequential combinations in Lu and Ito’s (1999) min-
max modular network.  Note that because the combined scheme is more granular, it 
allows us to distinguish between a greater number of systems than Kamel and 
Wanas’. 
However, such taxonomies do not support the generalisation of properties of multi-net 
systems beyond specific examples.  Instead they only seem to provide a way of 
categorising such systems in order to determine similarities and potential new avenues 
of research, despite some generality existing with the latest schemes, such as the use 
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of hybrid components.  Within this thesis we look at a formal method of defining 
multi-net systems in order to move beyond these limitations, encompassing all types 
of multi-net system within a single framework.  From such taxonomy we can identify 
parallel, sequential and supervisory systems and it is important to understand these in 
order to construct a framework in which these (and more) can be contained. 
Parallel systems are divided into those that are either competitive or co-operative 
(Figure 2).  In competitive systems the aim is to select the best, or best set of 
components to provide output of the system.  In co-operative systems, several 
components provide the output, which may or may not be the best.  Here we note that 
we have used the term components, in preference to existing terms such as experts or 
base classifiers, to give the networks combined in such systems some generality, 
rather than being associated explicitly with modular processing or specific tasks. 
 
Parallel 
Multi-net 
Systems 
Combination 
Mechanism 
Components 
Competitive 
Ensemble Modular (Fusion) Hybrid 
Co-operative 
Top-down Bottom-up 
Static 
Dynamic 
Combination 
Decision 
Bottom-up 
Combination 
Method 
 
Figure 2: Sharkey’s (2002) taxonomy of the different types of parallel multi-net system.  
The ensemble or modular nature of the combination in both types of system is 
referring to what the components represent; they either solve the whole task 
(ensemble) providing redundancy, or decompose the task to solve a sub-task (modular 
or fusion schemes).  The difference between competitive and co-operative schemes 
comes from the way in which components are selected to produce an output.  For 
example, typically competitive systems select the best component for an input, 
whereas co-operative systems typically use all the components. 
Looking at the way in which the combination mechanism is applied, this can be either 
top-down or bottom-up.  For example, top-down systems do not use component 
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outputs to decide which components to use; this includes for example fixed 
combination schemes such as a simple ensemble.  In contrast, bottom-up systems 
select components from their outputs.  Here, bottom-up systems can use a static 
combination, where the choice of combination is pre-determined, or dynamic 
combinations, where the selection is based upon a confidence value for each 
component. 
The sequential combination of networks provides a way in which prior information 
about pre-processing may be used to create multi-net systems.  Input patterns are 
processed in turn by separate networks that perform different transformations upon 
the data.  The output of a network is fed to the next network’s input, with the last 
network in the chain producing the entire system’s output.  This technique allows for 
different types of network architecture to be used at successive points in the 
processing cycle.  Such architectures are designed to process elements of a problem at 
different stages, allowing for a complex task to be solved in a sequential manner, such 
as the framework defined by Bottou and Gallinari (1991).  Typically, however, 
sequential systems are constructed to solve a very specific problem, rather than 
forming a generic architecture (see for example, Amit, 1989; Dehaene and Changeux, 
1993; Wright and Ahmad, 1995; Staib and McNames, 1995; Bale, 1998; Ahmad, 
Casey and Bale, 2002). 
Lastly, supervisory systems see the use of additional networks to control the learning 
process of others.  McCormack (1997) defined a meta-neural network algorithm that 
used three separate networks to solve a task.  A meta-network was used to learn how 
to modify a network’s weights during training of a second network on an example 
task.  This was then used to supervise the training of a third network, allowing the 
meta-network to influence weight changes.  Since the meta-network is learning how a 
network is trained, and not how to solve a particular problem, it is also applicable to 
supervise networks learning different problems.  A similar approach is employed by 
BP-SOM (Weijters, van den Bosch and van den Herik, 1997).  This uses a Kohonen 
SOM in the training of a backpropagation network.  In this case though, the SOM is 
trained on the hidden layer activations at each training step, and therefore has no prior 
information on how to train a network, rather it is improving the choice of parameter 
changes.  A summary of some of the different types of multi-net system is given in 
Table 1. 
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Whilst parallel, sequential and supervisory combinations form the currently 
recognised types of multi-net system, a formal description of such systems will enable 
the properties of all types to be detailed in the context of a set of general parameters, 
without recourse to taxonomy.  Furthermore, with such a formal framework it may be 
possible to explore the general properties of multi-net systems, whereas focus has 
mainly been on parallel systems only.  Indeed the focus on parallel systems is perhaps 
due to the ease in which such systems can be constructed to produce solutions using 
existing components.  In contrast sequential systems remain under explored, perhaps 
due to the difficulty in constructing such systems without significant prior knowledge.  
In this thesis we will use the framework to explore in-situ learning in both parallel and 
sequential systems.  As a consequence further details of parallel and sequential 
systems are given in the next two sections. 
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Table 1: Comparison of types of multi-net systems using Sharkey’s (1999; 2002) combined classification. 
Architecture/Algorithm Categorisation References 
 Combination Mechanism Components Combination  
 Parallel Sequential Supervisory Ensemble Hybrid Modular Top-down Bottom-up  
 Co-operative Competitive       Static Dynamic  
Ensembles 
(Simple, voting, bootstrapping, 
bagging, pre-processing, 
dynamic classifier selection) 
 
    
 
    
 
  
Krogh and Vedelsby, 1995; Breiman, 1996; Tumer 
and Ghosh, 1996; Raviv and Intrator, 1996; Kittler 
et al, 1998; Liu and Yao, 1999a; 1999b; Giacinto 
and Roli, 2001; Kuncheva, 2002 
Ensembles 
(Boosting, AdaBoost) 
 
    
 
     
 
 
Schapire, 1990; Freund and Schapire, 1996; 
Waterhouse and Cook, 1997; Avnimelech and 
Intrator, 1999 
Stacked generalisation  
    
 
     
 
 Wolpert, 1992 
Fusion  
      
 
  
 
  Murphy, 1995 
Feature Based Decision 
Aggregation 
 
    
 
     
 
 Kamel and Wanas, 2003 
Co-operative modular neural 
networks 
 
      
 
  
 
  
Auda and Kamel, 1998a; Buessler, Urban and 
Gresser, 2002 
Unsupervised neural classifiers  
      
 
  
 
  
Wright and Ahmad, 1995; Abidi and Ahmad, 1997; 
Bale, 1998; Ahmad, Casey and Bale, 2002; Ahmad, 
Vrusias and Tariq, 2002; Ahmad et al, 2003 
Meta-pi 
 
 
     
 
 
 
   Hampshire and Waibel, 1992 
ME and HME 
 
 
     
 
 
 
   
Jacobs et al, 1991; Jacobs, Jordan and Barto, 1991; 
Jordan and Jacobs, 1994 
Adaptive Training Algorithm 
for Ensembles  
 
     
 
  
 
  Wanas, Hodge and Kamel, 2001 
Applied systems 
  
 
    
 
  
 
  
Amit, 1989; Dehaene and Changeux, 1993; Staib 
and McNames, 1995; Bale, 1998; Nagaty, 2003 
Min-max 
  
 
    
 
  
 
  Anand et al, 1995; Lu and Ito, 1999 
Meta neural network 
   
 
   
 
  
 
  McCormack, 1997 
BP-SOM              Weijters, van den Bosch and van den Herik, 1997 
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2.2.2 Parallel Co-operative Multi-net Systems 
In Sharkey’s recent revision of her classification scheme (2002), she has defined 
parallel co-operative multi-net systems as being exclusively bottom-up in that they 
rely upon the outputs of the components in order to choose the best combination 
method.  This ranges from a simple combination, such as an average, to more 
complex iterative methods that refine component performance through selection 
criteria. 
This definition somewhat differs from the existing view of multi-net systems 
composed of ensemble and modular techniques.  Recall that competitive techniques 
select the best, or best set of components to provide the output of the system, whereas 
co-operative techniques are defined as combining the outputs of several components, 
which need not be the best.  Traditionally, the co-operative combination of 
components has been exemplified by ensemble systems, but now this definition 
extends to include certain modular systems.  Some ensemble techniques, such as 
boosting (Schapire, 1990), improve overall performance by iteratively improving a 
weak learning algorithm through weighting the best performing components, but still 
combines all weak learners together through weighting.  Whereas such ensemble 
techniques are typically recognised as being co-operative, we see that they can also be 
classed as modular if we view the algorithm as iteratively generating modules on 
subsets of the training data.  However, such categorisation of algorithms is somewhat 
subjective, depending upon how you prioritise the algorithm’s features, and to avoid 
such conflict, this section will cover all aspects of ensemble techniques, in addition to 
other co-operative techniques. 
Co-operative systems, or more traditionally ensembles, are more general systems that 
combine different types of component, with neural networks being just one example.  
The general characterisation of ensembles is that they combine components that solve 
the same problem (no task decomposition), with the goal of combination the 
improvement in overall generalisation performance above that of the constituent 
elements, allowing for redundancy and using a weighted combination of components.  
If the dependency between each constituent component’s output is sufficiently small, 
ideally if they are independent, then the components can be combined in such a way 
as to provide an improved output (Clemen and Winkler, 1985), where the difference 
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of the components can be measured by the component error distributions; essentially 
“do the components make the same mistakes?” 
One existing view of ensembles is that by careful selection of constituent components 
that are chosen to reduce the effects of bias, variance may also be reduced.  In neural 
networks this can be compared with over-training component networks to reduce bias, 
although this is often seen as a problem in ensembles, leading to high variance when, 
for example, different training data is used for each component.  The ensemble then 
exploits the independent error profiles of the components to reduce overall variance.  
Ensemble techniques therefore provide a simple way by which both bias and variance 
effects can be tackled, therefore improving generalisation capability. 
A more consistent view of how ensembles can tackle the bias/variance dilemma, and 
more generally improve generalisation, is given by Kuncheva and Whitaker (2003).  
They compare a number of candidate measures of diversity, relating these to existing 
theory, including the measures of bias and variance.  It is proposed that a high 
diversity gives rise to ensembles with improved generalisation performance, matching 
to the difference in errors that each component makes, however Kuncheva and 
Whitaker throw some doubt on this with their results.  Furthermore recent work on the 
benefits of low variance by Cohen and Intrator (2003), who compared the application 
of different ensemble techniques using hybrid neural network components, 
demonstrates that improvements can be made with low variance as well. 
Component diversity can result from a number of different approaches, as suggested 
by Sharkey (1999).  She lists four methods for varying components within ensembles, 
using different initial conditions, topologies, training algorithms or training data.  For 
example, ANN algorithms typically assume that the network weights are initially set 
to small random values.  Therefore, networks with the same topology, input and 
training algorithm will produce different results due to the random set of initial 
conditions.  An ensemble of such networks can then be used to attempt to obtain 
better generalisation for a problem.  As discussed, the best forms of ensemble require 
networks to have low error interdependence, however this technique of varying initial 
conditions has been shown in studies to produce networks with correlated errors and 
hence results are not significantly improved (Parmanto, Munro and Doyle, 1996). 
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The next two techniques for generating constituent networks change the architecture 
or training algorithm of the components.  For example, network topology can vary by 
changing the number of hidden layers or units, whereas the training algorithm can 
vary in optimisation terms or parameters (for example Liu and Yao, 1999a; 1999b).  
Finally, components may vary in the type of technique employed, for example a 
combination of neural networks and Hidden Markov Models (see for example Kittler 
et al, 1998). 
Perhaps the most common technique in use is to vary the training data that is supplied 
to each network.  Since it is the training data that dictates the view of the input space 
formed by the component, varying this input causes different approximations to be 
formed and hence can improve the likelihood of obtaining independent outputs.  
Perhaps the most obvious way of varying training data is by using different data 
sources, as in sensor fusion schemes (Murphy, 1995) or schemes using different 
modalities of information such as image and audio (Kittler et al, 1998) or image and 
text (Ahmad et al, 2003).  However, there are several methods for generating distinct 
training sets from a single data source. 
For example, training sets can be sampled with and without replacement.  Different 
training sets are built by sampling the input space, allowing for duplication of 
elements across samples sets (with replacement), useful if there are a small number of 
elements (Krogh and Vedelsby, 1995; Breiman, 1996), and no duplication (without 
replacement), requiring a larger number of elements (Tumer and Ghosh, 1996).  An 
alternative to this is to add noise to the input space (Raviv and Intrator, 1996). 
A similar technique uses filtering, where training sets are sampled with respect to a 
distribution that is iteratively updated to favour examples that are difficult to learn, 
thus improving the overall result (Schapire, 1990).  This boosting technique is perhaps 
the most popular way of constructing an ensemble, and especially Freund and 
Schapire’s (1996) AdaBoost algorithm and variants, which couple together training 
set selection through filtering, and ensemble combination through weighting. 
Once a set of components with appropriate input have been defined, their outputs are 
combined to take advantage of the capabilities of each.  This may involve taking the 
average of the outputs as in a simple ensemble, using a weighted average as in 
AdaBoost, passing the output through additional components as in stacked 
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generalisation (Wolpert, 1992), using dynamic classifier selection techniques 
(Giacinto and Roli, 2001; Kuncheva, 2002), or by using other non-linear techniques.  
(See reviews in French, 1985; Genest and Zidek, 1986; Hansen and Salamon, 1990; 
Xu, Krzyzak and Suen, 1992; Jacobs, 1995 for further details).  The final ensemble is 
therefore formed using several of the techniques outlined above, from selection of 
training data, selection of networks or statistical models and associated parameters, to 
the method used to combine the outputs. 
Whilst the ensemble literature has focused on the way in which multiple components 
may be combined together through appropriate selection of training data, components, 
parameters and combiner function, we must not overlook the role of ensemble 
techniques within single-net architectures themselves.  For example, looking at a 
MLP, each neuron within the hidden layer can be viewed as a component within a 
parallel co-operative system.  Here the operation of the learning algorithm, for 
example backpropagation, determines how the parallel networks are combined; 
typically hidden layer neurons will decompose a task into separate sub-tasks for 
combination as in a co-operative fusion system.  An alternative view of this is that 
such a MLP forms a modular system employing both parallel and sequential 
components; the distinction rises from how each component is selected (co-
operatively or competitively) and hence into which category backpropagation falls. 
However, what is important to us is not only the combination, but the way in which 
the components are trained in-situ.  There is no equivalent ensemble algorithm 
creating such a fusion system.  Jacobs, Jordan and Barto’s (1991) ME architecture 
does train in-situ, and can be modified to achieve such an ensemble with a suitable 
choice of non-competitive gating function, but the operation of the gating network 
relies upon the direct input of the training data (or similar) to calculate estimates for 
the posterior probabilities in a top-down fashion, rather than taking input as the output 
from the hidden layer.  Furthermore, there is no sequential element to ME that can be 
equated with the operation of the output layer in a MLP. 
There have been other attempts to combine components co-operatively other than as 
an ensemble.  For example, Buessler, Urban and Gresser (2002) defined the co-
operative combination of Kohonen SOMs (1982; 1997) using a supervised training 
algorithm that used the combined error to train each map.  In contrast, Wright and 
Ahmad (1995), Abidi and Ahmad (1997) and Ahmad, Casey and Bale (2002) all 
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looked at the ways in which two SOMs could be connected together using Hebbian-
based connections.  Here, individual SOMs were trained to cluster separate patterns 
and the output of each SOM then combined using the Hebbian connections to 
translate one pattern of activity to another.  Ahmad, Vrusias and Tariq (2002) and 
Ahmad et al (2003) extended this work to train the SOMs and Hebbian connections 
in-situ, rather than combining pre-trained SOMs. 
Looking further at the question of pre-training co-operative components and their 
combination, Duin (2002) discusses the use of combination rules that are either fixed 
or trained.  He hypothesises that trained combination rules may be able to select 
optimum combination strategies, suggesting further that such schemes may be used to 
re-train components after evaluating the combination.  The idea of this in-situ learning 
perhaps relates single-net systems to multi-net systems in that MLPs learn the 
combination strategy through weight changes. 
2.2.3 Parallel Competitive Multi-net Systems 
Sharkey (2002) defines parallel competitive multi-net systems as those systems that 
use a combination mechanism that selects the best, or best set of components to 
provide the output of the system.  Traditionally this has been the domain of modular 
systems, whereby each component performs a sub-task, not allowing for any 
redundancy.  However, this definition has widened this idea by including in her new 
categorisation non-modular systems.  This new definition allows for systems where 
all the components perform the same task (traditionally the realm of ensembles), but 
where one, or a few, are optimal under specified conditions, and are selected by the 
combination scheme.  Whilst this new categorisation is more comprehensive, it 
demonstrates some problems in translating the existing ensemble/modular division.  
For example, boosting, and particularly AdaBoost (Schapire, 1990; Freund and 
Schapire, 1996), is traditionally seen as an ensemble method.  However, the variants 
of AdaBoost iteratively select different training samples from the available set to train 
new components, based upon whether the samples have been correctly classified or 
not, and then allocate different weights to the components based upon this 
performance.  Such a scheme could be classed as being competitive, especially when 
the weights for some weak learners become negligible, thus effectively removing 
them from the final ensemble combination.  Indeed, by selecting different training 
data for the components, it can also be argued that this produces a modular system, 
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rather than an ensemble.  Similarly, ME is traditionally seen as a modular technique, 
but can be formed as a co-operative technique through the choice of a non-
competitive gating function.  The translation is yet further compromised by the 
combination of such techniques, such as applying boosting to competitive systems 
(Waterhouse and Cook, 1997; Avnimelech and Intrator, 1999) or with co-operative 
systems that can be configured to be competitive (Auda and Kamel, 1998a). 
Parallel competitive systems can be either top-down or bottom-up in the way in which 
components are selected.  In bottom-up systems the component outputs are used to 
decide the combination.  In top-down systems the component outputs are not used in 
the selection process, rather they are either based upon fixed schemes, or those that 
rely upon external factors, such as the training inputs.  For example, the ME learning 
algorithm uses the training input to form an estimate of the posterior probability that 
is used to weight or gate the components. 
The definition of parallel competitive systems started with Hampshire and Waibel 
(1992), who described the meta-pi architecture that learns which component is better 
at solving particular tasks.  Here, components are pre-trained and then placed within a 
hierarchy so that each component’s output is passed into a second layer of networks 
that learn which component has a better probability of producing a correct solution to 
the presented task.  This procedure essentially allows components to compete to 
process a particular part of the input space, and this idea was further exploited in the 
ME learning algorithm. 
ME combines the outputs from a set of components, typically neural networks, using 
a gating function, implemented with another neural network, which allocates 
components sub-tasks, and hence training samples, based upon estimates of the 
posterior probability of a correct output.  ME builds upon the meta-pi architecture by 
training each component in-situ within the combination scheme, with the amount of 
training each component receives dependent upon its contribution to the output (see 
example in Figure 3).  The key benefits of this approach are the automatic 
decomposition of a task into several sub-tasks whilst promoting the training of those 
sub-task processors that are best, assuming any have been defined during the initial 
configuration, based upon the posterior probability estimate.  The competitive process 
is based upon the choice of gating activation function, typically the softmax function.  
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(For discussions on the type of gating activation function related to different tasks see 
Waterhouse and Robinson, 1994; Jacobs and Tanner, 1999; Moerland, 1999). 
x1 x2 y
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Figure 3: Example output from a mixture-of-experts network trained on the logical 
‘XOR’ task, with perceptron experts and gate using a learning rate of 0.9 with Signum 
and softmax activation functions.  Over 10 runs, an average of 45.4 epochs were required 
to converge to a solution, with each converging within the maximum 1000 epochs. 
ME has also been used for the processing of temporal signals.  Essentially temporal 
information may be processed in two different ways within ME: using temporally 
sensitive gates to switch modes of operation (Jacobs and Jordan, 1993; Cacciatore and 
Nowlan, 1994; Bengio and Frasconi, 1995; Meila and Jordan, 1996); or using 
temporally sensitive experts (Bale, 1998; Ahmad, Casey and Bale, 2002).  As with 
single layer networks, the ideas of temporal buffering has also been explored (Chen, 
Xie and Chi, 1996; Bale, 1998). 
Wanas, Hodge and Kamel (2001) also define a competitive modular system that is 
similar in some respects to ME, although they class their system as an ensemble.  
They define an algorithm that selects and trains components based upon the 
Integrated Learning in Multi-net Systems  
 
41 
performance of the modules on a subset of the training set.  Each component 
undergoes a short period of pre-training prior to being trained in-situ.  Subsequently 
components are rated and a subset of the training data is randomly selected to train 
each component individually.  The final combination is competitive with each 
component in the system allocated a weight based upon its performance.  The end 
result is much like ME but there are two main differences.  Firstly the final 
combination scheme does not vary depending upon the input; each component’s 
weight remains static.  Secondly, in ME the gating function is typically independent 
of the component outputs (top-down), whereas in Wanas, Hodge and Kamel’s 
architecture, the component selection is purely based upon the component outputs 
(bottom-up static). 
As with all multi-net systems, the choice of component architecture and parameters is 
crucial to producing a viable solution to the problem, and this is more prevalent in 
such competitive systems where only one component can be selected for a given set 
of conditions.  For example, in ME sufficient components must be provided to learn 
the expected sub-task decompositions, requiring prior knowledge of the type and 
number of components required.  In order to alleviate this necessity of component 
definition, investigation into methods for the automatic addition and pruning of 
experts has been undertaken (see for example Ramamurti and Ghosh, 1996; 
Waterhouse and Robinson, 1996; Fritsch, Finke and Waibel, 1997; Ramamurti and 
Ghosh, 1999). 
Ideally component and gating networks should be single layer as this conforms to the 
goal of reducing network complexity and improving generalisation and learning speed 
and convergence results and probabilities models of ME have concentrated on these 
simplified models (see for example Jordan and Xu, 1995; Xu, Jordan and Hinton, 
1995; Zeevi, Meir and Maiorov, 1998).  Additional work has focused on adding 
further levels of divide-and-conquer to produce a hierarchical mixture-of-experts 
(HME) network structure in which components themselves may be modular (Jordan 
and Jacobs, 1994).  Under limited conditions, and using the Expectation Maximisation 
(EM) algorithm, HME has been demonstrated to converge (Jordan and Xu, 1995; Xu 
and Jordan, 1996; Chen, Xu and Chi, 1999; Ma, Xu and Jordan, 2000).  This rigidity 
seems contrary to the idea that combining different components together improves 
performance, as in the diversity goals of co-operative systems, because the types of 
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each component are constrained to be similar single layer networks.  Jacobs, Jordan 
and Barto’s (1991) original conception of ME, whilst not defining precise 
convergence characteristics, did allow for a variety of types of component as well as 
multiple gates, and the changes to the model seem to have reduced its generality, 
albeit with improved convergence characteristics. 
2.2.4 Sequential Multi-net Systems 
Sequential systems comprise systems that connect several components together 
sequentially, allowing the output of one to be input to the next.  Theoretical work on 
such systems is limited despite being used in a number of specific applications, where 
prior information is used to define processing needs and hence components. 
For example, Amit (1989), Dehaene and Changeux (1993), Abidi and Ahmad (1997), 
Wright and Ahmad (1995) and Bale (1998) show how different types of network may 
be joined sequentially to allow pre-processing of input signals when simulating 
psychological abilities.  In a more practical application, Staib and McNames (1995) 
report how a series of MLPs using backpropagation are used to detect breaks in the 
moulding of steel.  In contrast, Nagaty (2003) combines a pre-trained MLP and a 
SOM for fingerprint classification. 
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Figure 4: Example output from a min-max modular network (Lu and Ito, 1999) pre-
trained on the logical ‘XOR’ task using class decomposition, with perceptrons using a 
learning rate of 0.9 and the Signum activation function.  Over 10 runs, each component 
took an average of: 2-class 1.2, 1.3, 1.3 and 1.4; min 1.5; and max 2.1 epochs to converge. 
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A more formal approach was taken by Anand et al (1995) who looked at manual class 
decomposition.  They defined how a k-class problem could be split into k 2-class 
problems, with the benefit that simpler neural networks could solve these simpler 
problems and the results combined both in sequence and in parallel.  Lu and Ito 
(1999) extended this approach into the min-max modular network that uses a 
hierarchy of networks to combine the results of the 2-class solving components, using 
both parallel and sequential techniques to combine their classification capabilities.  A 
‘minimum’ network and then a ‘maximum’ network operate on sequential outputs in 
order to combine pairs of results to reconstruct the k-class results (see example in 
Figure 4). 
Sequential systems therefore provide a way in which different stages of processing 
may be combined using prior knowledge.  Again the ideas explored within the 
definition of sequential multi-net systems are not new.  If we view a MLP as a multi-
net system, we can see that each layer of the MLP can also be a separate network that 
feeds output to the next layer sequentially.  The use of the backpropagation algorithm 
in such networks enables training to occur at each layer during the backward pass, in 
contrast to sequential multi-net systems where pre-training is typical.  It is possible 
that training in-situ of sequential components may offer improvements in performance 
in both components and their combination.  Limited attempts at training sequential 
components in-situ have been performed by Buessler and Urban (1998), with in-situ 
learning motivated by the bi-directional learning systems hypothesised in biological 
systems.  A similar argument is given by Ahmad et al (2003) where their modular co-
operative system trains bi-directional Hebbian connections in sequence with two 
SOMs.  We extend this approach to look at how sequential systems may be trained in-
situ using unsupervised learning techniques, overcoming the problem with defining a 
supervised learning algorithm for sequential systems. 
2.2.5 Summary 
In this section we have reviewed the reasons for constructing multi-net systems, 
including looking at the different types of system that have been described.  The key 
motivation for the use of multi-net systems is the potential improvement in 
generalisation performance, either through the statistical combination of redundant 
components, or the decomposition of tasks to simple components.  At the same time, 
multi-net systems also seem to give rise to a reduction in learning speed, whilst also 
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facilitating the use of prior knowledge.  However, as yet there is little understanding 
of how and why these improvements can be made, with research appearing to be 
limited to those systems that have already shown benefit, namely co-operative 
ensembles.  Furthermore, whilst learning is a key property of neural networks, it is 
only exploited in a small number of architectures to construct multi-net systems that 
learn in-situ, with the majority of techniques relying instead on incremental or pre-
training. 
In an effort to clarify the subject area, several different attempts have been made to 
categorise multi-net systems, with varying degrees of success.  Whilst these 
categorisation systems help us to understand the type and properties of multi-net 
systems, they do little to help us to generalise approaches so that general properties 
can be better understood.  In this thesis we attempt to address this issue by proposing 
a formal framework for multi-net systems that can be used to describe all of the 
different combination types as well as training schemes.  It is hoped that this scheme 
can help us to better understand the general properties of multi-net systems by 
generalising the different approaches. 
Whilst parallel techniques, such as ME and HME, employ in-situ training, attempts at 
using such a training scheme in sequential modular systems are constrained by the 
need of supervised learning techniques to feedback an error signal.  Furthermore, 
whilst popular ensemble algorithms, such as AdaBoost, use incremental training, the 
use of in-situ training in ensembles has yet to be fully evaluated.  Here the 
foundational material generated from the domain of psychology, and specifically the 
neuronal basis of behaviour, motivates us, and especially that of Hebb’s concept of 
neural integration. 
For example, there is some evidence that the use of multi-net systems provides benefit 
by its application in the domain of psychological simulation, such as the development 
of language skills (Abidi and Ahmad, 1997), language deficit (Wright and Ahmad, 
1995) and the numerical abilities (Bale, 1998).  Multi-net systems have been used to 
simulate the interaction of different cognitive functions, with autonomously 
processing modules that receive input either from external sources, such as simulated 
sensory input, or other modules within the system.  In this way both parallel and 
sequential training schemes have been used, predominantly with pre-training, but also 
with limited instances of in-situ training (Ahmad, Casey and Bale, 2002). 
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The motivation for using in-situ learning in multi-net systems comes both from the 
theoretical domain, building upon the ideas used within single-net systems, but also 
from the biological domain.  Here, the act of cross-fertilisation between the two 
disciplines implies a two-way exchange and it is only fitting that we attempt to 
explore further the use of in-situ learning in multi-net systems within the simulation of 
cognitive processes.  For us, examples of interacting neural networks can be found in 
the way in which the human brain is thought to process numerical information.  We 
provide an overview of this topic in the following section, forming a foundation upon 
which we perform simulations using multi-net systems in chapter 4. 
2.3 Numerical Processing: Psychological and Physiological Evidence 
The connectionist simulation of numerical abilities is pertinent because of the wealth 
of research that has been undertaken in this area, not only in terms of developed 
psychological models, but also in terms of observational data and neural computing 
simulations.  This means that we can test multi-net system hypotheses within a 
domain that has a sufficient foundation for us to explore both the properties of multi-
net systems as well as aspects of simulation and psychology.  Within the realm of 
numerical abilities, we specifically look at the development of two well-defined 
numerical processes: quantification and addition, examining how these processes 
develop, building upon a foundation of an understanding of quantity. 
Dehaene notes that ‘these abstract concepts must somehow be encoded in the biology 
of neurons and synapses’ (2002:1652), and studies on both animals and humans have 
attempted to demonstrate that the basic numerical abilities have a firm neuronal basis, 
rather than conforming to the (now outdated) view that ‘the details of the neural 
machinery were irrelevant to the psychological enterprise’ (Dehaene, 2003:145).  For 
example, Thompson et al (1970) described an investigation of neurons within the 
brain of a cat that seemed to demonstrate the coding of numbers.  Similar work has 
been carried out by Brannon and Terrace (1998) on rhesus monkeys, and Nieder, 
Freedman and Miller (2002) and Nieder and Miller (2003) who reported that neurons 
within the prefrontal cortex of monkeys demonstrate patterns of activity in accordance 
with the number of items in a visual display. 
Despite these reports the full influence of biology on the numerical abilities is still 
unknown, with Dehaene proposing that ‘the truth […] seems to stand somewhere 
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between the “all innate” and the “all acquired” extremes’ (1997:119).  However, 
regardless of this debate we can still explore the numerical abilities through 
simulation with neural computing techniques.  To achieve such simulations, evidence 
is taken from psychological models generated as a consequence of observations on 
normal and brain damaged patients, together with psychological testing and, relatively 
recently, brain imaging (see for example, Brett, Johnsrude and Owen, 2002).  These 
techniques have lead to an understanding of the psychological processes involved in 
numerical abilities, as well as the apparent physical layout of modules within the brain 
that fulfil identified functions.  In the next three sections, we shall briefly review the 
basic concepts together with how the different abilities relate in the current 
psychological models, reflecting upon these within the context of multi-net systems. 
2.3.1 Quantification 
Quantification is the ability to apprehend the numerosity (quantity) of a set of items.  
There are three identified quantification processes: subitizing, estimation and 
counting.  These processes are used in concert, with usage depending upon accuracy 
and available time (for example, Mandler and Shebo, 1982). 
Kaufman et al (1949) defined numerousness as ‘that property of a group of objects 
which we can discriminate, without counting’, and the process by which the 
numerousness of a group of six or less objects can be determined as subitizing.  In 
contrast, Gelman and Gallistel (1978) argued that subitizing is a form of preverbal 
counting, which does not rely upon a specific apprehension mechanism.  The 
consensus is that the use of subitizing is generally restricted to values up to six, with 
counting and estimation used for larger values.  Mandler and Shebo (1982) 
demonstrated evidence for the identification of different numerosity detection 
processes, whilst they also argued that we learn to subitize through the recognition of 
canonical patterns, in contrast to Wynn’s (1995) later argument that the ability to 
subitize is inborn. 
Estimation was also investigated by Kaufman et al (1949), who defined it as a 
complimentary, yet distinct, process to subitization, used under the same conditions, 
but for sets with greater than six objects.  They reported how the estimation process 
differs to subitization through the influence of anchoring stimuli, where example sets 
of objects and their numerosity are presented to subjects prior to testing.  Whereas the 
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presentation of an anchoring stimulus of six objects does not seem to affect the 
subitizing response, estimation is influenced and accuracy improved by such 
examples.  This matches Dehaene’s (1997) findings that estimation can be calibrated 
to be remarkably accurate with very few examples. 
Counting is the learnt symbolic process by which an accurate, cardinal value for the 
numerosity of a set of items can be determined through the use of a serial set of rules.  
Gelman and Gallistel (1978) proposed the five ‘how-to-count’ principles by which 
counting can be defined: one-to-one correspondence, stable order, cardinality, 
abstraction and order irrelevance.  Gelman and Meck (1983) identified the first three 
of these principles as the counting procedure, the fourth as to which types of set 
counting can be applied, and the fifth distinguishes counting from labelling, with 
Briars and Siegler (1984) attempting to determine if children could distinguish 
between correct or incorrect counting procedures.  Fuson (1988) also explored 
counting by determining whether children remember items they have already counted.  
Despite a varying set of results between the experiments, the conclusions drawn were 
that 4-years-old children can count relatively well with help, whilst 5-years-old 
children seem to have a good understanding of the counting principles and can count 
reliably up to at least 20 objects without help (Nunes and Bryant, 1996). 
2.3.2 Arithmetic 
As with quantification, arithmetic abilities develop during childhood, although there is 
some argument that limited abilities are used by infants and may be innate.  These 
abilities appear to rely upon an understanding of different magnitudes and their 
corresponding ordinality.  Gelman and Gallistel (1978) originally argued that an 
understanding of arithmetic required the ability to reason about numbers verbally, for 
example, through verbal counting, later arguing that it is the preverbal system that 
provides this framework (Gallistel and Gelman, 1992). 
This is complimented by Wynn’s (1995) experiments probing infant’s abilities to 
subitize using habituation scenarios to provoke reactions from subjects when viewing 
a change in the number of objects displayed in a scene.  The responses indicated that 
it was not just an increase or decrease that the children were expecting, but an 
increase or decrease by a specific value, showing a rudimentary understanding of 
addition and subtraction.  However, there has been some debate as to whether these 
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apparent numerical skills are actually non-numeric in that the infants are reacting to 
other stimuli (see for example, Cohen and Marks, 2002; Vilette, 2002), which has 
recently been refuted by Wynn (2002). 
It is also evident from observations of older, pre-school children that symbolic 
addition and subtraction are performed by counting.  For example, Gelman and 
Gallistel (1978) report how addition is achieved through a process of counting on 
from the first addend by the amount represented by the second addend, with 
subtraction dealt with in a similar way.  Dehaene (1997) highlights that once this 
mechanism has become established, children begin to reason about how best a 
calculation may be performed and with more experience, children adopt more 
complex strategies that they seem to develop themselves. 
For example, through schooling, children are taught to use both addition and 
multiplication tables, providing a foundation of number facts.  Groen and Parkman 
(1972) suggested that adults use some form of memorisation and recall of addition 
facts, based upon observed reaction times, falling back on, say, minimum counting 
when recall fails, where the largest addend is selected as a starting value.  Ashcraft 
and Stazyk (1981) further explored the use of strategies in mental arithmetic in order 
to determine which strategy seemed to best match the observational data of adults.  
They concluded that mental addition mostly relies upon fact retrieval, using 
measurements of reaction times and error rates, for example by observing the problem 
size/difficulty effect where, as problems grow larger in value, they take longer to 
process and are prone to more errors.  Other types of error include: operand-related 
errors, where the result of a calculation based upon fact retrieval results in an incorrect 
answer related to one of the operands; operation errors, where the wrong operation is 
performed on the presented numbers, say addition instead of multiplication; table 
errors, where the result given resides in the lookup table, but does not share the same 
operands; and non-table errors, where the result given does not reside in the lookup 
table (Ashcraft, 1992; Edelman, Abdi and Valentin, 1996). 
Siegler (1987) also explored the use of different strategies for addition tasks, and later 
similar work on multiplication strategies (Siegler, 1988), by recording reaction times 
for children performing a variety of addition problems and then asking them to 
describe which strategy they had used.  He recorded five such strategies: fact retrieval, 
‘count all’, minimum counting, decomposition of the addition into two or more 
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simpler problems, and guessing.  He found that children use a variety of strategies, 
with an increased tendency to use fact retrieval, minimum counting and 
decomposition with age, and a decrease in the use of ‘count all’ and guessing (Figure 
5). 
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Figure 5: Usage of addition strategies in children of different age ranges (Siegler, 1987). 
Ashcraft (1992) attempted to unify the then current models of arithmetic fact retrieval, 
noting that the common feature was the use of an interrelated memory of facts with 
the stored values differing by strength.  Recall was seen as the key mechanism, 
utilising the operands to recall answers.  Here operands are associated with a number 
of different answers, including both correct and incorrect responses.  As such, this 
recall mechanism results in the observed errors that occur in solving arithmetic 
problems. 
Butterworth et al (2001) also proposed a model of how number facts are stored that 
attempted to match observed reaction times.  They hypothesised that we just store a 
single fact in maximum and minimum order, rather than both commutative pairs, 
although they recognised that their model had little psychological evidence.  
However, they assume that processing is performed without verbal numeric skills, and 
this has evidence both for (Dehaene and Spelke, 1999) and against (Zago et al, 2001) 
in brain imaging studies. 
2.3.3 Modularity and Models of Numerical Processing 
Underlying the numerical processes is an understanding of the size and relationship 
between numerosities.  Perhaps the first recognition of this was by Piaget (1952), who 
suggested that the ability to accurately represent small numbers in young children was 
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intuitive.  Later, work by Gelman and Gallistel (1978) demonstrated that infants use 
abstraction to count diverse sets of objects, suggesting the development of an 
underlying process.  However, it was McCloskey, Caramazza and Basili (1985) and 
McCloskey (1992) who hypothesised that at the core of the human number processing 
system is an abstract representation of number, proposing a model of numeral 
processing based upon this (see Figure 6).  Dehaene (1992) proposed his triple code 
model, which has a similar analogue magnitude representation of number linked to 
subitizing and estimation (see Figure 7). 
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Figure 6: McCloskey, Caramazza and Basili’s (1985) and McCloskey’s (1992) model of 
numeral processing.  Two core modules are used to comprehend and produce numerals, 
and one for calculation, with an abstract representation of number used between the 
modules. 
Dehaene (1997) termed the ability to represent number mentally, and to transform 
such representations using simple arithmetic, the ‘number sense’, arguing that this 
exists within both humans and non-human animals.  This concept has been explored 
in chimpanzees (Murofushi, 1997; Beran and Rumbaugh, 2001) and humans (Xu and 
Spelke, 2000), where 6-month-old infants were shown to discriminate between the 
numerosities 8 and 16.  It has also been proposed that, not only do we have an 
underlying representation of number, but that we also have the underlying ability to 
perform elementary arithmetic operations without needing a symbolic number system 
(see for example, Wynn, 1995; Dehaene, Dehaene-Lambertz and Cohen, 1998). 
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Figure 7: Dehaene's (1992) triple-code model for numerical cognition.  Three core 
modules process different representations of number, with transcoding pathways 
communicating between the modules. 
Whilst there appears to be some consensus that humans and non-human animals 
possess some form of internal, abstract representation of number, it is less clear how 
this ‘number sense’ is represented.  For example, do numbers map to other number 
facts (Dehaene and Cohen, 1995) and are they represented as discrete or continuous 
magnitudes (Gallistel and Gelman, 2000)?  This returns us to the influence of biology 
on such representations, with experiments on animals suggest that individual neurons 
can code number, with different neurons, or groups of neuron, representing different 
numerosities (Thompson et al, 1970; Nieder, Freedman and Miller, 2002; Nieder and 
Miller, 2003). 
This research focuses on a number line representation of magnitudes, which are 
thought to obey the Weber and Fechner laws, whereby the ability to discriminate 
between two quantities becomes more difficult with a higher value, which may be 
represented by either a linear or logarithmic internal representation of magnitude 
(Meck and Church, 1983; Gallistel and Gelman, 1992; Wynn, 1995; Whalen, Gallistel 
and Gelman, 1999; Nieder and Miller, 2003; Dehaene, 2003).  Other phenomena that 
must be accounted for are the distance and magnitude effects.  Here, the distance 
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effect is defined as the greater occurrence of errors found when comparing numbers 
that are close together in magnitude as opposed to further apart, and the magnitude 
effect is the drop in performance observed when comparing numbers that are equal in 
distance, but have larger magnitudes (see for example, Dehaene, 1997). 
Despite some lack of understanding of the details, the two proposed models of 
numerical processing show some similarities.  Perhaps the most notable difference is 
the way in which arithmetic is performed.  For example, in McCloskey, Caramazza 
and Basili’s (1985) and McCloskey’s (1992) model of number processing, arithmetic 
relies upon the conversion of problems from Arabic or verbal forms into an abstract 
representation.  Dehaene (1992) places addition and multiplication tables within the 
verbal processing system, and multi-digit and parity operations within the Arabic 
system, neither of which require an abstract form of number.  However, McCloskey’s 
model has been revised by Cipolotti and Butterworth (1995) to include transcoding 
pathways that bypass the abstract form of number, making both models far similar.  
Whichever model is taken, both provide a well-understood and interesting application 
area for multi-net systems. 
2.4 Simulating Numerical Abilities with Neural Networks 
Connectionist simulation of cognitive abilities has attracted some controversy, 
especially when difficult concepts such as consciousness are tackled (Aleksander, 
1996; Aleksander, 2000).  There has also been much debate about whether 
connectionist models can truly model cognitive abilities in an argument that parallels 
the debate on the neuronal basis of psychological functions.  For example, Pinker and 
Prince (1988) argued against the ability of neural network techniques to model 
language abilities, which appear to be based on symbol processing.  They argued that 
PDP models are not yet sufficiently developed to explain how symbolic processing 
can take place in a neuronal system.  They further criticise existing PDP models, 
notably those of Rumelhart and McClelland (1986), concluding that they cannot 
eliminate rule-based approaches.  This view is reinforced by Marcus (1998), who 
agrees that eliminative connectionism, where through the development of neural 
models it may be possible to perform symbol processing, is not yet viable because 
current models fail to generalise to solutions that lie outside of the training set.  
Indeed, this extrapolation is a difficult task that PDP approaches have yet to resolve 
effectively (see for example, Browne, 2002). 
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Despite these reservations, even Pinker and Prince acknowledge that connectionist 
models make good demonstrations.  Indeed such models have been used to give 
feedback to psychologists on proposed mechanisms for particular abilities (for 
example, Dehaene and Changeux, 1993), and they therefore provide useful tools for 
exploring psychological models.  However, despite encouraging results, the 
underlying mechanisms used in such models are necessarily simplistic and result from 
assumptions made as to both physiology and psychology. 
There have been two main connectionist approaches: the first uses fixed models of 
connectivity to model observed processing using networks with fixed connection 
parameters (for example, McClelland and Rumelhart, 1981), the second approach 
concentrates on the ability to learn how to process, and is especially important for 
modelling development.  Such adaptive processes attempt to model the 
neurophysiological learning processes, albeit simplistically, and can provide 
additional insight into how psychological processing may develop through time and 
change as a result of different input stimuli, or react and recover from selective 
damage. 
The simplified view of biological networks, and the limited understanding of how 
neurophysiological processes give rise to behaviour, results in a variety of choices of 
network architecture for simulations.  Typical models tend to use MLPs with 
backpropagation learning (see for example, Rumelhart and McClelland, 1986; Norris, 
1990; McCloskey and Lindemann, 1992; Peterson and Simon, 2000; Mareschal and 
Johnson, 2002), hence relying upon supervised learning, despite reservations (Marcus, 
1998).  In addition to Hebb’s foundational material, Singer provides motivation for 
the use of unsupervised learning, stating that ‘ontogeny has to make use of self-
organisation’ (1990:211), suggesting that it can be used to model development. 
Evaluation of connectionist simulations is often achieved through observation of how 
well they perform the target task and the profile of the errors that are generated.  The 
frequency and type of errors produced are an important metric in behavioural studies, 
and hence allow simulations to be compared with psychological observations.  This is 
the main technique used with the simulation of numerical abilities and will be used in 
this thesis to evaluate the multi-net simulations produced.  A summary of some of the 
different quantification and arithmetic simulations is provided in Table 2, with details 
in the next two sections. 
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Table 2: Comparison of connectionist models of quantification and arithmetic. 
Task System Function References 
Quantification 
 McCulloch-Pitts Input clusters 
 Difference-of-Gaussians Object location and normalisation 
 McCulloch-Pitts Summation clusters 
Visual Subitization 
 McCulloch-Pitts Numerosity clusters 
Dehaene and Changeux, 
1993 
 Second Order Scale invariance 
 Weight Sharing Translational invariance 
 Kohonen SOM Magnitude representation 
 Hebbian Bi-directional linkage 
Visual Subitization 
 Kohonen SOM Verbal representation 
Bale, 1998; Ahmad, Casey 
and Bale, 2002 
 ACT-R Recognition and counting 
Visual Subitization 
 Backpropagation Visual subitization 
Peterson and Simon, 2000 
 Hopfield Identify stimulus Temporal Sequence 
Counting 
 Delayed Synapses Counting of abstract stimuli 
Amit, 1988; Amit, 1989 
 Heteroassociative Number word sequence storage Number Word Sequence 
Production 
 Inhibitory Recurrent Number word production 
Ma and Hirai, 1989 
Sequence Counting  Time-Delay Counting without memory Hoekstra, 1992 
 Second Order Scale invariance 
 Mixture-of-experts Word and next object tasks Number Word and Next Object Production 
 Madaline Cardinal response 
Bale, 1998; Ahmad, Casey 
and Bale, 2002 
Temporal Sequence 
Counting 
 BPTT Counting with memory Rodriguez, Wiles and Elman, 1999 
Odd Number Extrapolation  Backpropagation Extrapolate even to odd numbers Marcus, 1998 
 Cascade Correlation Object selection 
Seriation 
 Cascade Correlation Object position 
Mareschal and Shultz, 1999 
Arithmetic 
Addition with Carry  Backpropagation Binary addition Rumelhart, Hinton and Williams, 1986 
Negation  Backpropagation Binary negation Rumelhart, Hinton and Williams, 1986 
Fact Retrieval  Backpropagation with Simulated Annealing Multiplication fact retrieval 
McCloskey and 
Lindemann, 1992 
Temporal Addition  Recurrent Backpropagation Base-4 addition. Cottrell and Tsung, 1993 
Fact Retrieval  Brain-State-in-a-Box Multiplication fact retrieval Anderson, Spoehr and Bennett, 1994 
Fact Retrieval  Backpropagation with Cascade Multiplication fact retrieval 
Multicolumn Arithmetic  BPTT Multicolumn addition and 
multiplication 
Dallaway, 1994 
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2.4.1 Quantification 
Models of quantification skills have dealt with subitization and counting.  Both 
require different techniques for processing, where subitization is assumed to be the 
immediate identification of a single visual stimulus, and counting is a temporal task 
that depends upon the recognition of a sequence of stimuli. 
Simulations of subitization have assumed that this ability is either innate, or develops 
very early in infants, influencing the types of architectures used for simulations.  Here 
different approaches have concentrated upon either psychologically plausible 
mechanisms (Dehaene and Changeux, 1993; Bale, 1998), or have explored the 
constraints that such systems may place upon the observed psychological 
characteristics, whether plausible or not (Bale, 1998; Peterson and Simon, 2000; 
Ahmad, Casey and Bale, 2002). 
Dehaene and Changeux (1993) used a series of networks that could convert a visual 
scene input into an internal, abstract representation of numerosity.  Their goal was to 
concentrate upon observed subitization characteristics in order to provide feedback on 
the understanding of how subitization and the internal representation of number 
operate.  They used a series of four networks that required no training, pre-defining 
the parameters at system initialisation.  Testing was performed on scenes containing 
up to 5 objects presented at random locations and with random size.  The resultant 
topographic output demonstrated an ordered number line, reportedly demonstrating 
both Fechner’s law and the distance effect.  They concluded that this representation 
provided evidence for subitization as an immediate apprehension of numerosity, and 
not as a process of preverbal counting.  Furthermore, this apprehension was achieved 
without resorting to the recognition of canonical visual patterns as has been suggested 
as a suitable mechanism for subitization (Mandler and Shebo, 1982).  The limit of 5 
objects for subitization was attributed to both the representation of numerosity 
internally and accuracy of the visual normalisation, leading to the conclusion that the 
limit may vary between both individuals and species. 
Bale (1998) also simulated visual subitization with modules: object normalisation and 
numerosity representation.  Object normalisation was achieved using two sequentially 
connected networks that operated on the visual scene to produce a scale invariant 
output followed by a translational invariant output.  This normalised output was then 
presented to a SOM that learnt the topographic relationships between different 
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numerosities, much like Dehaene and Changeux’s model.  However, each of the 
networks used learnt to represent the magnitudes, with object normalisation using 
supervised learning, whilst the magnitude representation was unsupervised.  In 
addition, the system was coupled to another SOM representing phonemes using a 
Hebbian network that learnt the association between magnitudes and number words.  
All except the Hebbian network were trained separately on example patterns with up 
to 5 objects, with the Hebbian network trained in-situ.  The results demonstrated how 
the magnitude representing topographic SOM learns to order the numerosities into a 
compressive number line, demonstrating both the Weber-Fechner law and the distance 
effect.  Ahmad, Casey and Bale (2002) extended this work by exploring the simulated 
subitization limit in the system, concluding that the limit is consequent from the 
boundary effects that result from the SOM training algorithm. 
Peterson and Simon (2000) simulated subitization with two separate models, 
comparing a rule-based system with the PDP approach.  SUBIT-R was based upon 
Anderson’s (1993) rule-based ACT-R architecture; SUBIT-PDP was based upon a 
MLP using backpropagation learning.  They simulated just the subitization process, 
rather than the abstract, internal representational of number as well. 
Looking just at SUBIT-PDP, it used a single MLP to learn the numerosity associated 
with a set of up to 6 objects ‘displayed’ within a 4 by 4 grid.  With 4 hidden units the 
network demonstrated learning of the numerosities in the order ‘1’, ‘4’, ‘2’, ‘6’, ‘3’ 
and ‘5’.  Most notable here is the fast learning of numerosity ‘6’, and the slow 
learning of ‘5’, and they concluded that the early learning of ‘6’ was because it was 
the highest value in the training set, with the simulation producing a subitization limit 
of ‘4’ due to the lack of adequate learning of ‘5’.  They explored this further by 
varying both the number of hidden units and the size of the visual scene.  With 3 
hidden units and the 4 by 4 grid, the subitization limit remained unaffected, but with 5 
hidden units, the limit appeared to correspond to a numerosity of ‘5’.  Increasing the 
size of the visual scene to a 6 by 6 grid consisting of up to 8 objects and using 
networks with 4 and 5 hidden units demonstrated a subitization limit of ‘3’, lower 
than for the smaller grid.  They later attributed the subitization limit to the ‘dynamic 
interaction of […] representational capacity with the combinatorics of stimulus 
distribution in the environment’ (2000:118), namely the interaction between the 
number of hidden units and the size of the visual scene. 
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Two approaches to the modelling of counting have been taken.  The first has focussed 
on the production of an abstract form of counting (Amit, 1988; 1989; Hoekstra, 1992; 
Marcus, 1998; Rodriguez, Wiles and Elman, 1999).  The second deals more directly 
with modelling human counting through the acquisition of the number-word sequence 
(Ma and Hirai, 1989; Bale, 1998). 
Amit’s (1988; 1989) chime-counting multi-net simulation was used to demonstrate 
the identification of temporal sequences using delayed synapse connections.  The key 
element of Amit’s model was the ‘universal counting network’ (1989:243), which 
learnt to count abstract temporal stimuli provided by a Hopfield network that was 
used to pre-process the input (chimes).  Amit’s network therefore provides a way of 
representing an abstract concept of number (or numerosity). 
Rodriguez, Wiles and Elman (1999) used a BPTT network to understand a 
deterministic context free language (DCFL).  In this case, the language consisted of a 
string of up to 11 ‘a’s followed by the same number of ‘b’s, with each letter presented 
to the network individually.  The task of the network was to predict when the string of 
‘b’s would finish.  In this way, the network was taught to count the number of ‘a’s 
presented, in order to predict the number of ‘b’s, albeit without a final cardinal 
number response.  Training proceeded for approximately 300,000 epochs, 
demonstrating the large number of epochs required for training with such recurrent 
algorithms, and the network was tested with successively longer strings until it failed 
to correctly predict the required number, and hence demonstrating how capable it was 
of generalising.  Over 50 trials, they found that 8 networks could predict successfully, 
with one capable of generalising up to 25.  This sort of counting network 
demonstrates how the concept of subitizing as a form of preverbal counting may be 
implemented, since counting is not based upon a number-word sequence, but only on 
an abstract understanding of the number of objects presented sequentially. 
In contrast, Ma and Hirai (1989) demonstrated how the development of the number-
word sequence in children could be simulated.  They used the combination of a 
heteroassociative network and a recurrent inhibitory network to simulate the 
production of the number-word sequence as observed in children, including 
conventional, stable nonconventional and nonstable elements (see for example, Fuson, 
Richards and Briars, 1982).  In addition, they demonstrated how learning associations 
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for lower numbers could influence the production of higher sequences of numbers and 
the lower incidence of irregular numbers during learning.  
Bale’s (1998) model of counting also focused on the development of counting over 
time, modelling child development.  She modelled counting as the act of pointing at 
each individual object whilst repeating the number word to establish a one-to-one 
correspondence between objects and words.  A simplistic visual scene consisting of a 
random arrangement of objects in a straight line was presented to a ME system that 
contained two experts.  The two experts represented the two serial subtasks of number 
word production using a recurrent network, and next object pointing using, with 
feedback from the output of the ME system used in the input.  The model was trained 
to count up to 22 objects and tested on up to 29 objects with limited generalisation 
demonstrated.  The errors of the system were also compared with those observed in 
children with the results showing a similar level of errors in production of word 
sequences with conventional, stable nonconventional and nonstable elements, and in 
pointing with object skipped and multiple-count errors. 
Marcus (1998) argues that current PDP models, like those defined for counting above, 
cannot generalise to patterns that are not represented in the training set, giving the 
recognition of odd numbers as an example when a MLP is trained only on a set of 
even numbers.  Whilst this result may stand for MLPs trained with backpropagation, 
the inclusion of recurrence seems to provide the capability to extrapolate to patterns 
not in the training set (for example Ma and Hirai, 1989; Bale, 1998; Rodriguez, Wiles 
and Elman, 1999).  However, it is not possible to tell if the recurrent networks have 
learnt the rules for counting, as is the goal of eliminative connectionism. 
These simulations of subitization and counting attempt to demonstrate how 
quantification abilities may be constructed using a variety of neural architectures.  
Notably, a number of these simulations use multi-net architectures, typically 
combining pre-trained components.  All of those described above also focus on 
simulating a single quantification ability only.  None of these simulations addresses 
the question of how different processes integrate, such as those which are (possibly) 
innate and those that are thought to be symbolic.  Bale (1998) proposed the use of ME 
to simulate the competition of subitization and counting.  However, whilst this 
attempted to integrate the simulation of two numerical abilities through learning, both 
individual simulations were pre-trained, despite recognition that counting develops 
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after subitization as an integrated process.  Furthermore, the integration was meant to 
depict the selection of quantification strategy based upon external time constraints, 
but did not take into account the number of items presented in the input, which is a 
key strategy selection factor.  In this thesis we look much closer at how a simulation 
of general strategy selection may be developed to combine such abilities in an 
architecture that uses in-situ learning to learn which strategy to select based upon its 
inputs, rather than an external factor alone.  We apply this architecture to both 
quantification and arithmetic. 
2.4.2 Arithmetic 
Rumelhart et al discussed how ‘few (if any) of us can look at a three-digit 
multiplication problem […] and see the answer […] we need a kind of serial 
processing mechanism’ (1986:45).  In essence they were saying that multiplication of 
arbitrary large numbers requires a combination of both a procedure (for example, 
writing down the numbers in the form used for long multiplication) and pattern 
matching (multiplying the component numbers).  This concept is key to a number of 
simulations of mental arithmetic, with both explicit representations of fact retrieval 
(McCloskey and Lindemann, 1992; Anderson, Spoehr and Bennett, 1994; Dallaway, 
1994) and combined approaches to procedural processing (Rumelhart, Hinton and 
Williams, 1986; Cottrell and Tsung, 1993; Dallaway, 1994). 
McCloskey and Lindemann’s (1992) MATHNET learnt multiplication facts by using 
a backpropagation network with simulated annealing.  Input and output was formed 
by numbers coded as magnitude representations, modelling the concept of arithmetic 
operating on an internal, abstract representation of number.  Furthermore, the model 
demonstrated how arithmetic facts may be learnt through a supervised process, much 
like children learn such facts, although the validity of such an approach is still a 
matter of debate. 
Anderson, Spoehr and Bennett’s (1994) approach used a combination of magnitude 
and symbolic representations of number to learn multiplication facts.  Whilst the 
symbolic components of the numbers highlight how arithmetic may operate in 
conjunction with auditory processing, performing addition and multiplication using 
symbols rather than an abstract magnitude, the magnitude component provides the 
network with comparative information about each number.  They used the brain-state-
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in-a-box (BSB) mechanism, which was trained on a representative sample of 32 to 34 
multiplication facts, with testing producing responses and reaction times.  For the 
trained set of problems, the ability of the network to detect ‘false products’ was tested, 
demonstrating an increased reaction time similar to human observations.  They also 
looked at the priming some of the trained patterns, with the model again demonstrated 
reduced reaction times for the primed problems similar to human data.  Lastly, the 
model was tested for its generalisation capabilities by presenting training patterns with 
the operands reversed.  The results demonstrated that the network had a limited 
understanding of commutativity, producing a number of correct responses, whilst 
having a greater reaction time regardless of the correctness of the response.  
Furthermore, when presented with novel problems the network demonstrated an 
ability to apply its previously trained knowledge by producing results with a higher, 
but comparative, reaction time. 
Dallaway’s (1994) model of multiplication fact retrieval also shows how a neural 
network can be used to provide a comparison of reaction times by using the 
backpropagation with cascade mechanism (McClelland, 1979).  His model input two 
digits from 2 to 9, together with a tie input.  A “don’t know” response, together with 
the possible multiplication answers formed the output representation.  The system was 
trained on all the problems from “2 ×  2” to “9 ×  9” with the frequency of each 
pattern weighted to give a higher incidence of lower value problems, as thought for 
child learning.  The reaction time testing results were reported to show the problem 
size/difficulty effect, albeit with the “5” and “9” times tables being produced faster 
than their immediate counterparts.  Tie problems were also produced faster than non-
tie problems, reflecting the use of the tie input.  Furthermore, the networks 
demonstrated other types of error, such as operand and table errors, albeit in different 
proportions to those observed in humans. 
The simulations of procedural processing that have been performed assume that the 
retrieval of arithmetic facts is inherent within the architecture and hence provide a 
combined approach to arithmetic task simulation.  The simplest models assume that 
pattern matching within the networks perform the required arithmetic combination 
(Rumelhart, Hinton and Williams, 1986; Cottrell and Tsung, 1993), whereas an 
explicit, external arithmetic processing unit has also been considered (Dallaway, 
1994). 
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In Rumelhart, Hinton and Williams’s (1986) extensive set of examples used to 
demonstrate the properties of the backpropagation algorithm, they examined both 
addition and negation.  Both examples simplified the problems by using binary digits, 
reducing the arithmetic facts that had to be encoded, and the solutions required the use 
of ‘XOR’ solving networks. 
Cottrell and Tsung (1993) used Rumelhart et al’s (1986) discussion on procedural 
processing for multi-digit multiplication to further examine the possibility of using 
neural networks to perform sequential, symbolic processing, such as execution of a 
high-level programming language.  To demonstrate this, they constructed a recurrent 
network that was taught to perform addition of two three-digit base-4 numbers, 
employing a network consisting of two forms of recurrence: output to input, and 
hidden unit to input (the latter as in the SRN), with the output indicating the action to 
be performed (write, carry, next and done) together with the resultant columnar 
summation.  The network successfully demonstrated that a recurrent neural network 
could be taught to add multi-digit numbers, albeit of simplified form.  They 
themselves highlight that the network uses an explicit, external representation of carry 
and other action information, which is perhaps not evident in mental arithmetic. 
Dallaway’s (1994) model of multicolumn arithmetic examined the plausibility of 
using a neural network to process the symbolic tasks of long addition and 
multiplication.  He concentrated upon the definition of a set of production rules that 
could be used to perform multicolumn arithmetic and used a BPTT network, linked to 
an Arithmetic Logic Unit (ALU) that performed single digit addition and 
multiplication.  The network used an input representation that encoded task (addition 
or multiplication), carry and position information.  No digit value information was 
presented to the network, being used by the ALU only.  The output representation 
formed the actions that were to be performed to process the arithmetic task.  Training 
of the model proceeded with an example set of addition and multiplication problems, 
arranged in a curriculum of increasing difficulty.  Testing highlighted that, despite 
constructing a model that performs a symbolic processing task, the model does not fit 
the observed child development data in terms of error production.  For example, a 
significant proportion of the bugs that were produced by the model did not relate to 
any observed errors produced by children. 
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Of those arithmetic simulations performed, none use a multi-net architecture.  This is 
despite the evidence linking arithmetic to different processing areas, such as Arabic 
and auditory processing in Dehaene’s triple code model (1992).  Furthermore, there 
has been no simulation of the proposed interaction of different arithmetic strategies.  
In this thesis we use our proposed multi-net architecture to combine simulations of 
fact retrieval and counting in order to explore the interaction between the two, 
paralleling our simulations of quantification. 
2.5 Summary 
In this chapter we have looked at the development of multi-net systems from both a 
theoretical and empirical perspective.  From a theoretical perspective, multi-net 
systems appear to be a development of the parallel processing paradigm that is at the 
foundation of neural computing.  Here we can see that neural network techniques 
have developed from single neurons in perceptron systems through to MLPs.  Multi-
net systems appear to be a modification of single-net architectures such as the MLP.  
For example, we can view a two layer MLP as two single layer networks coupled 
together in sequence. 
The statistical properties of neural networks has also influenced the development of 
multi-net systems.  For example, by statistically combining networks together that 
solve the same problem we can get better generalisation performance.  Furthermore, 
modular multi-net systems have been constructed for mixture modelling, 
automatically dividing up the input space and allocating parts to different expert 
networks, again to improve generalisation performance.  Yet whilst tangible results 
have been achieved in ensemble systems, less is understood about how modular 
systems can provide benefits, despite compelling evidence to suggest that they might, 
as exemplified by the VC Dimension metric calculated with a limited class of single-
net systems.  Here it is hoped that by using simpler components within a multi-net 
system that better generalisation performance can be achieved for the same number of 
training examples.  Evidence for this is yet to be established. 
The problem here is that there appears to be no way in which the properties of the 
general class of multi-net systems, and particularly modular systems, can be explored.  
Whilst interesting, categorisation of multi-net systems does not seem to lead us to 
exploring these properties.  One method that might be used to achieve this is a general 
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formal framework in which multi-net systems can be described, irrespective of their 
architecture, topology, parameters or training regimen.  Currently, this type of work is 
restricted to components combined in parallel only, and particularly ensemble 
systems.  A generalised framework will also need to take into account other types of 
combination, such as sequential and supervisory systems.  We shall propose such a 
framework in the next chapter. 
The success of single-net systems has relied upon the combination of neurons into 
layered systems capable of solving non-linearly separable problems.  This has been 
achieved through algorithms such as backpropagation that can be used to train all of 
the neurons within the system, even though there can be no direct measure of error for 
those in the hidden layer.  In multi-net systems, the use of such in-situ training is 
restricted to a small number of algorithms, for example within ME and HME.  In 
ensemble systems incremental or pre-training is preferred, and in sequential systems 
limited attempts at defining in-situ learning algorithms have been made, but which are 
constrained to particular types of system employing supervised learning.  Indeed, in 
multi-net categorisation schemes training has little emphasis (for example, Sharkey, 
1999), despite the stress placed upon its importance in algorithms such as ME (Jacobs, 
Jordan and Barto, 1991) and negative correlation learning (Liu and Yao, 1999a; 
1999b).  Learning in-situ in modular systems may enable us to reduce learning times 
through early stopping, especially since it is hoped that such modular systems will use 
simpler components.  Whether the use of simpler components helps improve 
generalisation performance is still unknown.  In the next chapter we shall propose two 
multi-net in-situ learning algorithms, one for ensemble systems and one for sequential 
systems.  The performance of both shall be evaluated against benchmark problems. 
Returning to the empirical studies on multi-net systems we have seen that they are an 
intuitive way of simulating cognitive abilities.  The links between psychology and 
neural networks are strong, especially with the theme of exploring the neuronal basis 
of behaviour in the psychological literature.  Brain imaging and brain damage studies 
have demonstrated that human and non-human animal brains have areas of functional 
specialisation, and extensive studies on which areas fulfil which functions have been 
carried out for a number of years.  This is particularly true of the numerical abilities, 
where a number of psychological models have been proposed, together with the 
associated brain areas that fulfil identified functions.  Here questions remain as to the 
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biological basis of behaviour, such as how we internally represent numbers or whether 
we possess rudimentary arithmetic processing that is not based upon learnt symbols.  
Furthermore, despite detailed psychological models, there have been few attempts at 
building modular neural systems that simulate multiple numerical functions, and 
which would perhaps allow us to explore these ideas and the use of an abstract 
representation of number.  
Whilst single-net solutions seem to be prevalent, these multi-net simulations have 
decomposed single abilities into a number of processing stages.  However, none have 
successfully combined different abilities together.  By doing this, it may be possible to 
help describe how combined functionality may develop, and may also help promote 
consistent approaches to building multi-net systems. 
A scheme whereby the performance of networks is algorithmically selected by 
learning criteria, and where the modules learn together, may improve the quality of 
simulations by providing more relevant feedback due to the corresponding way in 
which biological systems are thought to develop.  Furthermore, the interaction of such 
modules may provide a new perspective on observed phenomena, in contrast to the 
traditional comparison of behaviour and the number of hidden neurons in the system.  
In chapter 4 of this thesis we shall bring together the ideas discussed above by 
defining two multi-net systems, one for quantification and one for addition, that build 
upon the formal framework proposed in the next chapter and the principles of in-situ 
learning, using a proposed system for the simulation of strategy selection. 
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3 In-situ Learning in Multi-net Systems 
Theoretical and empirical research into multi-net systems has shown that they may 
offer benefits over monolithic solutions.  Whereas individual learning algorithms, 
such as backpropagation, have been tuned to improve learning speed and 
generalisation capability, evaluation of multi-net systems, and particularly co-
operative ensembles, has demonstrated that generalisation capability can be further 
improved through simple techniques such as averaging the responses from a group of 
networks.  More sophisticated techniques seem to offer even further benefits, in 
addition to capitalising on single-net advancements. 
The open question remaining here is whether such multi-net systems can offer any 
further improvement?  So far the benefits of co-operative ensembles are well 
established, particularly with techniques such as AdaBoost, which is enjoying 
widespread application.  But are there gains still to be made?  Whilst ensembles seem 
to offer a route to improving generalisation they still rely upon either pre-training of 
components or lengthy filtering processes in order to promote diversity, both of these 
mean that with large numbers of components, training times become significant and 
this becomes a drawback to the practical application of these techniques.  
Furthermore, there has been little formal work on whether modular systems, as 
opposed to ensemble systems, can improve performance, despite researchers 
advocating such techniques (for example, Sharkey, 2002).  Here empirical evidence is 
restricted to a few generalised architectures such as ME (Jacobs, Jordan and Barto, 
1991), HME (Jordan and Jacobs, 1994) and the min-max modular network (Lu and 
Ito, 1999), with restricted theoretical evidence (Amari, 1995; Jordan and Xu, 1995; 
Xu and Jordan, 1996; Jacobs, 1997; Ma, Xu and Jordan, 2000). 
There are two sources of motivation for the exploration of modular multi-net 
techniques in response to this open question.  Firstly, multi-net systems appear to be a 
natural development of single-net systems, especially when we consider a multi-
layered network as a multi-net system, either as a sequential set of single layer 
networks, or as a parallel set of single-neuron networks.  The use of MLPs and 
suitable learning algorithms has meant that non-linearly separable problems can be 
solved.  Here the key to success is the application of a learning algorithm that can be 
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used to adjust the weights in neurons that are not directly connected to the output, and 
hence have little relation to the target response in supervised learning. 
Our second motivation comes from the cognitive sciences, which forms the 
foundation of neural computing.  The ideas of multi-net systems were perhaps first 
discussed by Hebb with his proposition that learning across cell assemblies was 
achieved through a schematic process of ‘superordinate integration’ (1949:95).  The 
key here is the assumption that superordinate systems, where the combined system’s 
capability is greater than the sum of its components, can be created from separate 
elements through a process of ‘neural integration’, or learning. 
Of interest to us is that both these motivations focus on learning, and particularly in-
situ learning.  For example, we can see that the backpropagation algorithm trains in-
situ neurons within a MLP, whereas Hebb’s neural integration describes how cell 
assemblies learn to operate together whilst also learning themselves.  As with single-
net systems, learning has been demonstrated to be important within multi-net systems.  
For example, if we examine AdaBoost and ME, both well-regarded multi-net systems, 
we can see that they both exploit learning.  The AdaBoost algorithm and variants use 
learning to construct an ensemble of progressively better weak learners, with 
incremental training of components controlled by a desired level of performance.  In 
contrast ME uses learning to estimate posterior probabilities of components and use 
this to improve performance through a competitive selection, and further uses in-situ 
learning. 
Whilst AdaBoost can produce demonstrable improvement in generalisation 
performance, we must understand whether the approach of training components 
individually and then assessing their combined performance can produce an optimal 
solution.  The AdaBoost algorithm incrementally adds components to improve 
generalisation performance (Freund and Schapire, 1996), much like a constructive 
approach to neural networks (see for example Kwok and Yeung, 1995).  The question 
remains as to whether further improvement can be achieved by tuning the existing 
components, perhaps using in-situ training rather than the incremental approach? 
In contrast ME trains each component together, with training used as a reward for a 
good response to an input.  Whilst the merits of this in-situ approach to training are 
more difficult to quantify, with effects such as prior knowledge and expert network 
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composition needing to be taken into account, this technique does seem to follow the 
ideas demonstrated in algorithms such as backpropagation, and also seem to fit with 
the ideas of neural integration.  Furthermore, by using in-situ learning, early stopping 
techniques can be employed to attempt to select optimum training times.  Perhaps if 
we employ in-situ learning in ensembles we may also be able to capitalise on these 
techniques by assessing the combined performance during training, potentially 
providing better or equivalent generalisation in reduced learning times? 
Whilst AdaBoost and ME focus on learning in parallel sets of components, there is 
one other combination type on which we wish to focus.  From our discussion on 
MLPs, we can see how such single-net systems can be viewed as the sequential 
combination of single layer networks.  Whilst multi-net research has concentrated on 
parallel systems, there has been little work on sequential systems, and especially 
sequential in-situ learning.  Here the difficulty lies in defining an appropriate 
algorithm that can affect learning in these sequential components, much like there was 
difficulty in defining an appropriate training algorithm for use with MLPs. 
It is hoped that modular systems can be used to improve generalisation performance, 
much like ensemble systems have improved on single-net solutions.  Through task 
decomposition we can understand how subsets of training examples can be used to 
train modules.  Because of the reduced training examples, for the same optimal 
generalisation performance the VC Dimension tells us that fewer connections are 
required in the modules.  It is hoped that by combining such simpler networks that a 
coherent system can be constructed that improves upon generalisation performance as 
a whole.  The problem lies in constructing such a decomposed system.  The ME 
solution uses in-situ training, and this is a common theme in the discussion above.  In 
this thesis we explore how in-situ learning can be used to improve generalisation 
performance in sequential modular systems, using a SOM and a single layer network 
in sequence. 
Our hope is that by focusing on in-situ learning that we may be able to improve 
learning speed and generalisation over techniques that combine incremental or pre-
trained components.  Furthermore, this paradigm may facilitate the generation of new 
types of architecture that are capable of solving problems in different, possibly better, 
ways.  ME gives us one example of how such in-situ learning provides benefits, but 
the question is whether the principle can be extended to co-operative techniques as 
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well as other types of combination, and whether any benefits can be achieved?  To 
answer these questions we return to both the simple ensemble as well as sequential 
systems.  Here the simple ensemble lends itself well to an exploration of in-situ 
learning because of its simple combination technique.  In sequential systems we look 
at how networks can be trained when they are not directly connected to a target 
output, building upon unsupervised learning. 
In working towards these models of in-situ learning in multi-net systems we also 
attempt to address the lack of formal definition in multi-net systems.  Whereas there 
have been a number of different taxonomy proposed, there is no comprehensive 
formal definition for multi-net systems.  Whereas there are examples of explicit types, 
such as co-operative ensembles and competitive modular systems, no definition 
encompasses all types of combination that have been identified, such as sequential 
and supervisory systems.  Providing a formal way of defining neural network systems 
is an important way in which a better understanding can be obtained of the processes 
involved (see for example Minsky and Papert, 1988; Amari, 1995; Bishop, 1995), and 
may help future exploration of such systems. 
Perhaps the most relevant formal approach has been provided by Jordan and Xu  
(1995) when they explored the convergence properties of the EM algorithm in the 
HME architecture.  Here we see a formal description of the architecture and training 
algorithm used, leading to a proof of the convergence properties (Xu and Jordan, 
1996; Ma, Xu and Jordan, 2000).  This provides a good model for further 
understanding the properties of the general class of multi-net systems.  However, this 
requires us to first provide a framework in which the general architecture of a multi-
net system may be described, together with a generalised training algorithm that can 
be used to formalise the changes in state of the architecture that correspond with 
training.  Before looking in more detail at in-situ learning we therefore propose such a 
framework, which is principally used to describe the multi-net systems used in this 
thesis. 
Note that this generalised framework restricts itself to the architecture of multi-net 
systems, whereas training details are restricted to a separate learning algorithm.  We 
do not discuss details such as error functions or probability distributions, except in 
respect to examples.  It is hoped that this generalised approach to multi-net systems 
can lead to an understanding of their general class of properties through bootstrapping 
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existing analyses, such as the VC Dimension, bias and variance, or measures of 
diversity, which rely upon different training approaches.  In the long term it is hoped 
that this may even lead to an understanding of the convergence properties of multi-net 
systems in general, as exemplified by Jordan and Xu’s work on HME. 
With this formalism in place, we define two novel multi-net systems that employ in-
situ learning.  The first uses in-situ learning and early stopping in co-operative 
ensemble components using supervised learning.  The second combines both 
unsupervised and supervised modular components in sequence with in-situ learning.  
The former attempts to show that improvements in learning speed and generalisation 
can be made in co-operative ensemble systems with in-situ learning and early 
stopping techniques in assessing the combined performance of components.  The 
latter attempts to describe an approach to in-situ sequential learning that is 
biologically motivated and may provide insight into Hebb’s concept of superordinate 
integration.  An evaluation of both algorithms is presented at the end of this chapter 
using common classification benchmarks. 
3.1 A Framework for Multi-net Systems 
The discussion in the previous chapter on the different ways in which multi-net 
systems can be categorised (section 2.2.1) demonstrates that this evolving area is in 
need of some clarity in order to understand whether different types of multi-net 
system, other than co-operative ensembles, can give rise to performance 
improvements.  Whereas taxonomy can lead to a better understanding of the possible 
types of system, and hence similarities and possible avenues for development, they do 
not seem to offer a way of improving our understanding of the properties of multi-net 
systems, or indeed whether, for example, modular systems can be constructed that 
improve on both single-net or multi-net ensemble techniques.  We attempt to address 
this issue by proposing a generalised formal framework that can be used to specify the 
architecture of multi-net systems, and a generalised algorithm that can be used to train 
them. 
There have been early attempts at providing a formal specification of multi-net 
systems, such as by Bottou and Gallinari (1991) who defined a framework for the co-
operation of learning algorithms, in which modular systems consisting of parallel and 
sequential components can be described.  They explicitly looked at ways in which in-
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situ learning of components could be achieved, but whilst their framework seems to 
address a number of the issues with learning in multi-net systems, the main drawback 
is the restriction that each component uses a supervised learning algorithm. 
A further example is the framework defined by Amari (1995).  He defined a stochastic 
model of neural networks, encompassing both single-net and multi-net systems.  This 
can be used to describe how neural systems can be trained using either the 
Expectation Maximisation (EM) algorithm or the e- and m-projection (em) algorithm.  
By way of example, he described three existing neural network systems in terms of 
his framework, including the stochastic MLP using backpropagation, and ME.  
However, once again, the main drawback with this technique is the assumption that 
training is supervised. 
Staying with this theme of supervised learning systems, a more recent example 
framework has been proposed by Friedman and Popescu (2003).  Their Importance 
Sampled Learning Ensembles (ISLE), as its name suggests, defines a framework for 
ensemble systems, generalising the approach to arbitrary types of component, which 
includes neural networks.  Of importance is the way that they treat learning.  They 
approached ensembles as a way of estimating solutions, for example as in a regression 
problem.  By defining a target function, say through a set of examples, the problem 
becomes one of minimising the error between the estimate and the target, as measured 
by a loss function.  Learning is then the process by which estimates can be generated, 
with the goal of producing an estimate that minimises the error to the desired degree. 
As a framework ISLE provides a generalised way in which a specific class of multi-
net systems (and beyond) can be defined, together with a mathematical description of 
the goals of learning.  However, all of these proposed frameworks have two main 
problems.  First, they approach the problem of formalising multi-net systems from a 
specific aspect, either from a modular or an ensemble perspective.  Whilst an 
important first step in the process of formalising such systems, they are not 
sufficiently generalised to meet the needs of the larger class of multi-net systems, 
especially those defined within the current taxonomy.  For example, ISLE does not 
deal with modular combinations, especially those that are sequential, whereas Bottou 
and Gallinari’s solution concentrates of modular systems alone.  Second, they do not 
abstract the architecture from the process of learning.  For example, within ISLE the 
focus is on how estimates can be constructed through a number of different statistical 
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techniques, including neural networks.  The combination of the components, and 
hence the architecture, is explicitly linked to this estimation process, with no 
generalisation to other types of architecture included.  This also leads to the implicit 
assumption that learning is supervised. 
We propose that the abstraction of the architecture from the algorithm is an important 
first step.  In multi-net systems there are a number of different approaches to 
combining networks, as we have seen in section 2.2.1 (p.28).  By concentrating on 
only one type of combination, say parallel, generalisation to all types of multi-net 
system becomes difficult.  Our approach is to look at this from the opposite 
perspective.  Instead of focusing on a single combination type or technique, such as an 
ensemble, and then exploring the generalised properties of such systems, we propose 
a generalised multi-net system framework that can be used to describe specific 
systems.  We do this by separating the architecture from the algorithm.  From this it is 
hoped that in the future we can provide a way in which the properties of specific 
systems, such as the measures of VC Dimension, bias and variance, and diversity, can 
be translated into a generalised approach and hence gives rise to a general 
understanding of multi-net systems. 
3.1.1 Theoretical Specification of the Hierarchical Mixture-of-experts 
Our starting point for defining a multi-net system framework is the work on the ME 
and HME architectures.  The ME architecture (Jacobs et al, 1991; Jacobs, Jordan and 
Barto, 1991) defines a generic way of combining neural networks in parallel, known 
as expert networks, with a further network used to weight the combination, known as 
a gating network.  The algorithm used to train the ME system is competitive in that 
the gating network learns which of the experts is best at providing a response to a 
given input pattern.  The associated gating value is not only used to weight the 
contribution of the expert, but also to weight the amount of training it receives.  This 
winner-take-all approach produces a modular system that automatically decomposes 
the example inputs to appropriate experts, and is used in context of mixture 
modelling. 
The HME architecture (Jordan and Jacobs, 1994) extends this approach by adding an 
arbitrary number of levels to this parallel system.  Whereas ME combines a single 
level of experts, HME enables each of the experts themselves to be further 
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decomposed, forming a hierarchy or tree of expert networks.  Each non-terminal node 
in the tree combines the outputs of its children using a gating network, whilst the 
terminal nodes are the expert networks.  However, despite its use of a tree to define 
the architecture, HME still only combines experts in parallel.  Here, each non-terminal 
node aggregates the responses from the child nodes, and hence the multiple levels 
simply provide a way of grouping parallel sets of expert networks together. 
Whilst the parallel only nature of HME discounts it from being a generalised multi-net 
system framework, it does provide a good example of how the architecture and 
learning algorithm of multi-net system can be defined separately.  Furthermore, 
analyses such as that perform by Jordan and Xu (1995) demonstrate how an approach 
such as this can be used to explore properties of multi-net systems, and particularly 
how convergence results for a modular multi-net system may be derived (see also Xu 
and Jordan, 1996; Ma, Xu and Jordan, 2000). 
In order to explore the convergence properties of ME and HME, Jordan and Xu 
defined the architecture of both in a consistent and generalised way, such that an 
arbitrary number of experts could be described, and for the tree-structured HME, an 
arbitrary number of levels to the tree.  Furthermore they generalised each of the 
functions associated with the expert and gating networks so that they could abstract 
the training mechanism prior to exploring the specific use of the EM algorithm.  This 
generalisation means that ME becomes a specific instance of a HME with just one 
level of experts. 
For the HME architecture they denoted nodes within the tree at depth r by 
riii
v
...10
, 
where the subscript riii ...10  identifies the node’s parentage and order within the tree, 
with 
0i
v  the root of the tree5 and 
riii
v
...10
 is the ri
th
 daughter of 
110 ... −riii
v .  The number of 
branches at node 
riii
v
...10
 is denoted by 
riii
K
...10
.  An example can be seen in Figure 8 
with a tree of depth 2=r .  Note that in specifying a particular tree the subscript 
riii ...10  is instantiated with the relevant labels to identify each node.  Therefore the root 
0i
v  is labelled as 1v , and its children 11v  and 12v . 
                                                 
5
 However, unlike Jordan and Xu, for completeness we do not omit 0i . 
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Figure 8: Example hierarchical mixture-of-experts system labelled with Jordan and Xu’s 
(1995) notation. 
The input to the system is the vector nRx ∈ , taken from the n-dimensional set of real 
numbers.  This is input directly to each of the expert networks, which produce a 
corresponding output miii Ry r ∈...10 , the m-dimensional set of real numbers, with the 
output of the root node 
0i
y  taken as the output of the whole system.  For non-terminal 
nodes, the outputs from the children are weighted by a set of gating coefficients 
generated by a gating network, which also takes x  as input, with 
110 ... +rr iiii
g  the 
coefficients associated with non-terminal node 
riii
v
...10
.  This relationship is defined by:
 
 ( )
=+
++
=
riii
r
rrrrrr
K
i
iiii
g
iiiiiiiiii yxgy
...10
1
1101011010
1
............
,θ  (1) 
Here the linkage between the gating coefficient and the gating network is denoted by 
the input x  and the use of the parameter vector g iii r...10θ  for the gating network. 
They continued by examining the training of such a system using the maximum 
likelihood methodology and the EM algorithm.  To achieve this they defined a 
training set ( ){ }Njjj yx 1, ==υ  that is used to maximise the likelihood function: 
 
{ } { }( ) ( )∏
=
==
==
N
j
jj
N
jj
N
jj xyPxyPL
1
11
     (2) 
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Here, ( )jj xyP  is the probability of observing jy  given jx .  The end result of this 
probability assignment is the following recursive definition that uses the functions 
associated with the nodes in the tree to produce probability estimates: 
( ) ( ) ( )
( )



>
=
=

=+
++
0,,,
0,,
,
.........
...
1
.........
...
101010
10
...10
1
11010110
10
rrr
r
riii
r
rrrrr
r
iiiiiiiiijj
iii
K
i
iiiijj
g
iiiiiii
iiijj
Kfyxd
KvxyPxg
vxyP
θ
θ
 (3) 
where d is the multivariate normal probability model for the experts, such that: 
 
( ) ( )( ) ( )( ) Σ= −Σ−− − mxfyxfy Tefyxd piθ θθ 2,,, ,,21 1  (4) 
We can see from this that the implementation of the expert network at the non-
terminal node 
riii
v
...10
 is defined by the parameterised function ( )
rr iiiiii
xf
...... 1010
,θ .  Note 
also that the probability distribution in equation (3), when 0
...10
>
riii
K , can be 
modified for the required probability distribution. 
Whilst this definition provides a good example of how to formally approach the 
specification of a multi-net system, the problem appears to be how a similar approach 
can be taken for the general class of multi-net systems.  The approach we take is to 
build on this, modifying the way the architecture of HME is defined to generalise it to 
all types of multi-net system.  We follow Jordan and Xu’s example by separating the 
architecture from the algorithm.  For example, equation (1) defines the weighted 
combination of the experts through the use of the gating network, and hence defines 
the architecture of the system, based on the tree structure, whereas equations (2) and 
(3) are used to define the probability model, which is used as part of the learning 
algorithm.  In the next two sections we define a generalised multi-net system 
specification and learning algorithm, building upon the work of Jordan and Xu 
summarised here. 
3.1.2 Theoretical Specification of Multi-net Systems 
The definition provided by Jordan and Xu gives the desired generality for the HME 
architecture and training algorithm, albeit through the use of somewhat confusing 
notation such as the subscripts riii ...10 .  In order to construct a generic definition of the 
architecture of multi-net systems we need to understand how this can be generalised 
further.  We achieve this by replacing the simple weighting that is performed by the 
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non-terminal nodes with the (optional) operation of a network.  By doing this we can 
define non-terminal nodes as taking input from their children, and performing some 
operation on these inputs to produce an output. 
Whilst HME performs a simple weighting we now have the option of constructing a 
sequential set of networks as well as a parallel set of networks.  We shall also see how 
those systems known as supervisory can be defined using this architecture.  By 
making this change we label the functions associated with non-terminal nodes 
differently to remove the emphasis from the specific use of gating networks.  Whereas 
HME uses ( )g iiiiii rr xg ...... 1010 ,θ  to denote these, we generalise this to use ( )rr iiiiii xf ...... 1010 ,θ .  
This harmonisation with the notation for the expert networks attempts to highlight the 
option of using networks at the non-terminal nodes.  Note that this is optional to 
maintain the required generality allowing the specification of systems such as ME and 
HME, as well as ensembles.  Furthermore, since multi-net systems need not be 
modular, we avoid using the term experts to define the networks within the tree, 
preferring instead the term components.  Elsewhere we attempt to maintain the 
notation defined by Jordan and Xu, with some simplification. 
 
v13 
x x x
1y
11y 12y
111y 112y
Depth 
r=0 
r=1 
r=2 v113 v112 v111 
x
v12 
v1 
v11 
x
13y
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Figure 9: Example multi-net system with five base components. 
An example of the use of the modified notation is shown in Figure 9.  This shows the 
same HME system as shown in Figure 8 (p.73), reformulated with the proposed 
specification.  Of note is the way in which the gating networks have been depicted.  
Instead of being shown at the level of the non-terminal nodes, these are now terminal 
nodes and children of where their weighting is to be applied.  As we shall see later, by 
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doing this the operation of the gating network is unaffected because its usage is taken 
into account within the function implementing the non-terminal nodes that are used to 
weight the contribution of the expert networks. 
Continuing with the formal specification of the framework, we denote a node at depth 
r within the tree by 
riii
v
...10
.  Here for simplicity, and without loss of generality, we 
replace the subscript riii ...10 , which details a node’s parentage and order, with α  so 
that the node at depth r becomes αv , where riii ...10=α .  Therefore denote αK  as the 
number of children of node α .  Furthermore using this substitution we can simplify 
the αK  children of node αv , defined as { } αα Kii rrv 111 =++ , to be ααα Kvv ,...,1 .  Continuing this 
simplification, we instantiate the root node 
0i
v  as 1v , again without loss of generality.  
For convenience we also define the function ( ) rlength =α , giving the length of the 
subscript, hence with ( ) 11 =length  and ( ) ( ) ilengthilength ∀+=    1αα , where the 
arguments to the length function can be taken as the subscript considered as a string. 
The input to the system is the vector nRx ∈ , taken from the n-dimensional set of real 
numbers.  This is input directly to each of the terminal nodes.  The output from each 
node αv  is αy , with mRy ∈1  the output of the whole system.  Note that, unlike HME, 
the output from each of the nodes does not need to be m-dimensional, only the final 
output of the system conforms to this.  Therefore define αα
mRy ∈ , the 
αm -dimensional set of real numbers. 
To produce the outputs each terminal node is associated with a parameterised function 
( )αα θ,xf , and each non-terminal node with ( )αααα θα ,,...,1 Kyyf , where αθ  is the vector 
of parameters associated with the function, such that Θ∈αθ , the set of all parameters 
for the system.  Here, the f for a terminal node is a component operating on the input 
x , whereas the f for a non-terminal node is the component that is used to combine the 
outputs of the child nodes at depth 1+r .  The f for a non-terminal node can vary, for 
example, from a weighted average of the outputs from the child nodes, to a single-net 
system.  This generality encompasses all possible types of combination, especially 
those formed by sequential systems.  For simplicity, in subsequent examples we drop 
from the notation the usage of αθ . 
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Definition 1: a multi-net system consists of the ordered tree of depth r defined 
by the nodes αv , with 1v  the root of the tree associated with the output mRy ∈1 , 
such that: 
 
( )
( )



>
=
=
0 if,,...,
0 if,
1 ααααα
ααα
α θ
θ
α
Kyyf
Kxf
y
K
 (5) 
where nRx ∈  is the n-dimensional real numbered input to the system, αα
mRy ∈  
is the output associated with node αv , Θ∈αθ  is the vector of parameters 
associated with the function αf , which for a terminal node αα mn RRf :  maps 
the input to the output αy , and for a non-terminal node αf  maps the outputs { }
ααα K
yy ,...,1  to the output αy . 
This definition encompasses all possible multi-net systems by using the functions 
associated with each node to define the base components and combinations.  To 
illustrate this further we give the following examples. 
Example 1: A single-net system is a trivial case of the multi-net system 
definition and is formed as the singleton tree, hence with no child nodes, such 
that 01 =K  and ( )xfy 11 =  is the single component, with mn RRf →:1 . 
Example 2: A parallel system with a single level of components can be 
defined with 11 ≥K , iK i ∀=    01 , with ( ) 
=
==
1
1 1 1111111
,...,
K
i iiK
ywyyfy , where 
iRRf mni ∀→    :1  and iw1  is the ith child node’s weight. 
The form of the combination defined assumes that the weights are fixed, as in a 
simple ensemble (SE), or calculated as in AdaBoost, but fixed during combination, 
not varying on the input x .  Here we typically restrict the weights to iw i ∀≥    01  and 
11
1 1
=
=
K
i i
w , which are used to weight each of the node’s outputs for contribution in 
the combined system.  For example, in a SE iKw i ∀=    1 11 , giving the final result as 
the average of the outputs of all of the nodes. 
This parallel system does not assume that the combination mechanism or component 
types are constrained, so that this can be used to define either a co-operative or a 
competitive system, with ensemble or modular components with appropriate 
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combination function, for example, a SE, AdaBoost or sensor fusion system, but not 
ME which uses an additional component to calculate the weighting. 
Example 3: A sequential system with d components in sequence can be 
defined as the multi-net system with depth dr = , such that 11 =K , 1=αK  
when ( ) rlength <α , and 0=αK  when ( ) rlength =α .  Thus when 
( ) rlength <α , and hence a non-terminal node in the tree, the component 
operating on the output of its single child is such that ( )1αα yf  is a single-net, 
otherwise for a terminal node, when ( ) rlength =α , the single-net is operating 
on the system’s input x . 
Therefore the system sequentially applies the output of the child nodes as the input to 
the parent nodes, so that xfffy  11111 ... α= , where ( ) 1−= rlength α .  Again, the 
type of components is not constrained by the general definition of the sequential 
system.  However, each component is modular, performing a specialised function, 
simply because the output of one feeds into the input of the next and hence the 
function associated with each node is operating on a different input space. 
Example 4: A supervisory system can be defined as the system with 11 ≥K , 
iK i ∀=    01 , with ( ) 1111111 1,... yyyfy K ==  and mn RRf :11 , assuming that, 
without loss of generality, we have chosen the multi-net system’s output to be 
the output of the first node only, with all other nodes used within the operation 
of ( )xf11  in a supervisory capacity to produce the output 11y . 
The assumption here is that supervisory systems do not use multiple components to 
form a combined output, rather the remaining components are used to influence the 
generation of a single component during training.  For example, in the meta-neural 
network system, a second component network is used to modify the training of the 
primary component, but is not used to construct the output.  The form of the 
combination function is selected here to highlight the presence of the remaining 
components, even though this essential gives rises to a single-net system definition. 
We have now defined a multi-net system in terms of an ordered tree, associating non-
terminal nodes with the combinations and terminal nodes with the components.  We 
have also given a number of relevant examples of the more traditional multi-net 
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systems, summarised in Table 3.  These examples relate directly to existing work, but 
do not demonstrate how the framework can be used to define more complex 
combination types, of which ME and HME are two examples, or even how multiple 
types of combination can be applied, such as in the min-max modular network. 
Table 3: Summary of framework definition for examples of the three main types of 
multi-net system. 
Parallel Sequential Supervisory 
Node Levels 
11 ≥K  11 =K  11 ≥K  
iK i ∀=    01  1=αK  when ( ) rlength <α  iK i ∀=    01  
 
0=αK  when ( ) rlength =α   
Non-terminal Node Functions 
( ) 
=
=
1
1 1 111111
,...,
K
i iiK
ywyyf  ( )
11111
,..., Kyyf  is a single-net when ( ) rlength <α  ( ) 111111 1,..., yyyf K =  
Example 5: A ME system consisting of a single level of components in 
parallel and one gating component used to weight the combined output (see for 
example Figure 3, p.40) can be defined with 11 ≥K , iK i ∀=    01 , with 
( ) 
=
==
1
1 2 1111111
,...,
K
i iiK
ywyyfy , where 111 1: −Kn RRf   and mni RRf :1  for 
1  to2 Ki = , assuming that, without loss of generality, we have chosen the first 
node’s output as the gating weights, the function for which maps the input space 
to the set of ( )11 −K -dimensional real numbered weights, with 
{ }
111211
,..., Kwwy = , where iw1  is the i
th
 child node’s weight, which is explicitly 
dependent upon the input x . 
In ME, the combination performed by 1f  weights the output of each expert based 
upon the estimated posterior probabilities calculated by the gating function 11f , the 
form of which is dependent upon the probability distribution, with different inputs 
giving rise to different probability estimates as to which part of the mixture model the 
input belongs.  We can view the combination performed by the function in terms of a 
set of weights iw1 , such that ( ) 111 12121111 ...,..., KKK ywywyyf ++= . 
Example 6: The HME system depicted in Figure 8 (p.73), consisting of two 
experts at level 2, combined with a further expert at level 1, and hence using 
two gates, can be described as shown in Figure 9 (p.75) using, without loss of 
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generality, the function associated with the first node at each level as the gating 
function.  The combination functions follow as for the ME example. 
Example 7: The min-max modular network used to solve the ‘XOR’ 
problem, as shown in Figure 4 (p.42), requires both sequential and parallel 
combinations of nodes.  This can be defined as a multi-net system with 
alternating types of combination, starting with a parallel combination of base 
components at level 2, combined in sequence with the minimum component at 
level 1, then again parallel at level 1 and sequential level 0 (Figure 10). 
 
v1 K1=2 
K11=2 
v111  v112  K111=0 K112=0 
K12=2 
v121 v122  K121=0 K122=0 
Sequential 
Parallel 
v11 v12 Sequential 
Parallel 
 
Figure 10: Example of the min-max modular network defined using the multi-net system 
framework. 
The nature of the components at levels 0 and 1 is such that they combine the parallel 
elements sequentially via a single-net system.  This is achieved by concatenating the 
outputs of the parallel components before passing this through either a ‘minimum’ 
solving network (level 1) or a ‘maximum’ solving network (level 0).  For example, 
with 11f  the ‘minimum’ solving component, the input to the function can be defined 
as 
=
11
1 1111
K
i ii
yW , where iW11  is the i
th
 child node’s qp ×  weight matrix used to 
translate the relevant dimensions of the output of the child node to the relevant higher 
dimensions, where p is the dimension of the combined output of all child nodes, for 
example 11111mKp = , and q is the dimension of output of an individual child node, for 
example 111mq = .  
For the ‘XOR’ solving system, to concatenate the output of two parallel networks, 
each with output of dimension 2, and hence final output dimension 4, we have: 
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This formulation of the system using three levels of nodes is not the only way this 
could be achieved.  For example, we could separate out the sequential and parallel 
combinations by inserting an additional level at each parallel stage to explicitly 
concatenate the outputs.  The output of this node would then be passed to the next 
level to perform the sequential ‘minimum’ or ‘maximum’ operation. 
3.1.3 A Learning Algorithm for Multi-net Systems 
In Definition 1 we have provided a way of specifying the architecture of a multi-net 
system.  However, the full specification of a multi-net system must include details of 
how learning is affected through the modification of the system’s state by an 
algorithm.  Within the specification of the architecture we have included the 
parameters αθ  associated with each function at each node αv .  This enables us to 
define the current state of the system as defined by the set of parameters for all of the 
nodes Θ , noting that it is the state that encapsulates the current weight values for the 
component networks as well as any combination parameters such as ensemble 
weights.  Training is then abstracted to the modification of the state of the system as 
detailed within these parameters as a result of the training algorithm.  We denote the 
state of the system at time step t by the set of parameters ( )tΘ . 
By splitting the architecture from the algorithm we have removed the need to 
constrain the components of the system by their learning characteristics, an important 
step in generalisation.  Consequently, there are no details of the required training 
regimen of the components, whether they use supervised or unsupervised training, or 
whether they are pre-trained, incrementally trained or in-situ trained.  The 
combination of the architecture and algorithm gives us this detail.  In this section we 
provide a generalised training algorithm that can be used to train a multi-net system 
described using the formal specification defined above, encompassing components 
that either require supervised or unsupervised training, and pre-training or in-situ 
training.  Note that we assume incremental training is achieved through the 
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progressive pre- or in-situ training of components within the main loop of the 
algorithm.  The generalised algorithm is shown in Figure 11. 
Initialisation Phase 
1. Initialise the system: 
a. Set 0=t , k and l the number of pre-trained and in-situ trained components. 
b. Initialise the parameters αθα ∀   , to give ( )0Θ . 
c. Let the training set υ  be ( ){ }Njjj yx 1, ==υ , consisting of the N input nj Rx ∈ and 
output vector mj Ry ∈  pairs. 
Training Phase 
2. While training is not complete: 
a. For each of the k pre-trained components: 
i) Train the pre-trained component using the training set υ  for the required 
number of epochs or until the performance metric for the component is 
achieved, modifying the state of the component within ( )tΘ . 
b. While training of the l in-situ trained components is not complete: 
i) Combine all of the required components for in-situ training with state 
( )tΘ . 
ii) Train the combined components using the training set υ  for one epoch, 
modifying the state of the components within ( )tΘ . 
iii) If in-situ training to a desired level of performance, calculate the 
performance metric. 
c. Combine all of the lk +  components in the multi-net system with state ( )tΘ . 
d. If training to a desired level of performance, calculate the combined system’s 
performance metric. 
e. Set 1+= tt  
Operational Phase 
3. Combine all of the components in the multi-net system with state ( )tΘ  at the last 
time step t, to form the final combined system. 
Figure 11: Generalised learning algorithm for multi-net systems. 
The algorithm consists of initialisation, training and operational phases.  The 
initialisation phase is used to detail the starting state of the system as defined by the 
parameters associated with each node (step 1).  Note that for convenience it is 
assumed that the training set is formed from inputs and outputs, as used for supervised 
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learning, but that this need not be the case with a system that uses only unsupervised 
learning. 
The training phase is split into two key elements: those for pre-trained components 
and those for in-situ trained components, noting that incremental training is achieved 
by iterative pre- and in-situ training (the loop in step 2).  A component may be pre-
trained prior to being used in the combined system, and hence with any in-situ trained 
components (step 2.a).  Note that only a single pre-trained component is trained 
within the loop at any given iteration to accommodate incrementally trained systems, 
such as AdaBoost (step 2.a.i)).  In-situ training of the system proceeds after any 
required pre-training (step 2.b).  First, all of the required components for in-situ 
training are combined, noting that this need not be the whole system.  These 
combined components are then trained for a single epoch (steps 2.b.i) and 2.b.ii)).  To 
stop in-situ training, performance criteria may be used (step 2.b.iii)).  Once both pre- 
and in-situ training is complete for this time step, the whole system is combined to 
assess its performance, if required.  Lastly, in the operational phase, the final trained 
state of the system is provided for testing and operational use (step 3). 
As discussed, the algorithm defines how the different approaches to training may be 
combined, including pre-training, incremental training and in-situ training.  Note that 
there are limited examples provided in the literature that utilise more than one type of 
training (Wanas, Hodge and Kamel, 2001 is one example).  However, this aspect is 
important to maintain generality, but we have constrained the order in which pre-
training and in-situ training occurs, attempting to accommodate existing algorithms. 
The training phase is not dependent on how each component is trained.  This includes 
the stopping criteria, such as performance metrics used to stop training, for example 
training error, validation error or other early stopping metrics (see for example 
Prechelt, 1996).  For example, in Friedman and Popescu’s (2003) ISLE definition, 
they explicitly define how components are formed as estimates to the optimum, where 
the estimates are generated during training; similarly for the way in which the 
components are combined attempting to minimise the value of a loss function.  The 
generalised algorithm does not explicitly define such characteristics, as they are 
specific to particular multi-net systems. 
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The following examples demonstrate how this algorithm may be used to implement 
learning in some example multi-net systems. 
Example 8: Learning in a single-net system can be defined if we arbitrarily 
allocate the single component as being pre-trained.  Since no other components 
are defined, no training occurs in step 2.b. 
Example 9: A SE is defined as a number of pre-trained components 
combined in parallel.  Once again, since there are no in-situ trained components, 
no training occurs in step 2.b. 
Example 10: The AdaBoost algorithm performs incremental training of 
components until a desired level of performance is achieved through generating 
better weak learners.  To achieve this incremental training approach, within the 
algorithm components can be pre-trained within the loop defined by step 2.  By 
pre-training in this loop the performance of the combined system can be 
determined incrementally in steps 2.c and 2.d, until the desired level of 
performance is achieved.  Again, since there are no in-situ trained components, 
no training occurs in step 2.b. 
Example 11: The ME learning algorithm trains all components in-situ, with 
any performance assessment made during the training phase.  Therefore we note 
that no training occurs in step 2.a.  As per the discussion on Jordan and Xu’s 
work in section 3.1.1 (p.71), the EM algorithm can be can be used to maximise 
the likelihood function.  Here the probability model of the system is used as the 
basis of the training that is performed within step 2.b.ii).  Similarly for the HME 
algorithm, but with the recursive definition as detailed in equation (3) (p.74). 
3.1.4 Discussion 
In the preceding two sections we have provided a theoretical specification of the 
architecture and learning algorithm for multi-net systems, providing a number of 
examples as illustration.  We can see from these that the architecture of the system, as 
described by the form of the tree and the functions associated with the terminal and 
non-terminal nodes, allows us to distinguish between different types of multi-net 
system, such as those previously classified as parallel, sequential or supervisory. 
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In contrast, the learning algorithm allows us to classify whether such systems use 
supervised or unsupervised training, or either pre-training, incremental training or in-
situ training.  If we consider both the architecture and algorithm together we can 
further classify systems as either bottom-up static or dynamic, or top-down.  Table 4 
relates the framework to the combination mechanism, component types and 
combination decision used in current multi-net system taxonomy (for example, 
Sharkey, 1999; 2002). 
Table 4: Relationship between framework and multi-net system taxonomy. 
Combination Mechanism Components Combination 
Bottom-up Type 
Function 
(Table 3, p.79) ( ) =
11111
,..., Kyyf  Co-operative Competitive Ensemble Modular Top-down Static Dynamic 
Parallel 
=
1
1 11
K
i ii
yw  
iw1  
significant 
for  more 
than one iy1  
iw1  
significant 
for  only one 
iy1  
( )xfy ii 11 =  
perform the 
same function 
( )xfy ii 11 =  
perform 
different 
functions 
iw1  do 
not 
depend on 
iy1  
iw1  are 
constant 
i∀  
iw1  
depend 
on iy1  
Sequential 
Single-net when 
( ) rlength <α  Only one component combined at each level  
αf  perform 
different 
functions 
Pre-determined by the system 
architecture 
Supervisory 11y  
Only one component used 
for output  
if1  perform 
different 
functions 
Pre-determined by the system 
architecture 
Whilst relating a formal definition of multi-net systems to existing taxonomy may 
help us to distinguish how existing systems can be described formally, we must 
recognise that a formal framework takes us beyond any taxonomy, which are best 
used for providing a descriptive way of relating systems without considering their 
formal properties.  Furthermore this exercise allows us to demonstrate problem areas 
with such taxonomy. 
For example, different taxonomy for multi-net systems concentrate on system 
architecture rather than training regimen.  This is apparent from Table 4 where 
architectural details of the non-terminal node combinations have been used to describe 
the different types of system as classified by Sharkey.  We only need to resort to 
details of training with supervisory systems, which cannot be distinguished from 
single-net systems by architecture alone.  Here, the output of the final system may 
rely only upon a single component, but which has been trained using additional 
networks. 
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We can also highlight problems with the way in which the combination scheme is 
classified.  For example, sequential and supervisory systems use a fixed scheme of 
combination, unlike some parallel systems.  Does this mean that we can classify them 
as being bottom-up static?  Similarly, can we identify top-down combinations for 
parallel co-operative systems, and are such top-down combinations static or dynamic? 
Whilst there may be such ambiguity with taxonomy, a formal framework allows us to 
define both the architecture and algorithm without recourse to descriptive language.  
As such, our framework appears to provide a generalised way in which multi-net 
systems can be specified by the suitable choice of components, combinations and 
parameters.  It is hoped that this will lead to an understanding of the properties of 
multi-net systems through formal analysis, something that has only been undertaken 
on a limited set of multi-net systems.  For now this is work for the future, and we 
content ourselves by using the framework to describe multi-net systems that employ 
in-situ learning. 
3.2 In-situ Learning in Multi-net Systems 
In this thesis we are exploring the importance of in-situ learning within multi-net 
systems, building upon motivation from both existing neural computing techniques 
and biology.  By considering how such in-situ learning can be used, we are interested 
in exploring two aspects.  Firstly, we will consider the utility of in-situ learning in 
multi-net systems to understand if this provides any benefit to, for example, 
classification problems, and particularly through using early stopping techniques that 
allow us to optimise training times and generalisation performance; and secondly to 
explore how such systems can be used to simulate cognitive abilities, potentially 
leading us to an understanding of how intelligent systems can be constructed through 
learning processes. 
In support of this argument we present two novel algorithms that exploit in-situ 
learning within multi-net systems.  The first exploits such learning in co-operative 
ensembles in conjunction with early stopping techniques in order to attempt to 
improve generalisation performance over pre-trained systems.  The second algorithm 
explores the issue of sequential learning in multi-net systems. 
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3.2.1 Simple Learning Ensemble 
We first look at whether in-situ learning of components can improve co-operative 
ensemble systems.  There have been two previous examples of such in-situ learning.  
Liu and Yao (1999a; 1999b) defined a negative correlation learning algorithm for 
ensembles that trains components in-situ using a modified learning rule with a penalty 
term.  This is used to promote negative correlation by assessing the correlation 
between each component and using this to weight a component’s error. 
Wanas, Hodge and Kamel (2001) also defined an ensemble algorithm that uses in-situ 
learning.  In their system each of the components is first pre-trained for a set number 
of epochs, and then all the components are combined and training is continued in-situ.  
Here each component is trained in-situ on a subset of the training data consisting of 
randomly selected examples that the component has correctly classified, similar to 
boosting. 
However, our work follows that of Liu and Yao with only in-situ training, unlike 
Wanas, Hodge and Kamel’s algorithm.  In contrast to the negative correlation method 
and data sampling, we use the same data set to train all of the components, and rather 
than introducing a penalty term, we employ early stopping through assessing the 
combined performance of the ensemble instead, exploiting the interaction between 
components as advocated by Liu et al (2002). 
Our approach is based upon the simple ensemble (SE), which uses a single layer of 
components combined in parallel (see example 2, section 3.1.2, p.77).  The 
combination averages the responses of the pre-trained components.  However, instead 
of pre-training, our algorithm trains each component in-situ in conjunction with an 
early stopping technique.  Without such a technique, in-situ training would offer no 
benefit because the amount of training applied would not depend upon the combined 
system’s performance.  Early stopping is used to assess when to stop training of a 
network as typically measured by its generalisation performance on a validation data 
set.  It is used to avoid overfitting to training examples, which can result in poor 
generalisation. 
By assessing a validation data set, the generalisation performance of the network can 
be measured during the training process and used to stop training.  Any significant 
reduction in generalisation indicates that the network is beginning to overfit.  The 
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technique we use is the generalisation loss metric (Prechelt, 1996).  We call our 
approach the simple learning ensemble (SLE). 
Definition 2: a simple learning ensemble is a multi-net system where 11 ≥K , 
iK i ∀=    01 , such that: 
 ( ) 
=
==
1
1
1
1111111 ,,...,
K
i
iiK ywyyfy αθ  (6) 
where ( )iii xfy 111 ,θ= , iRRf mni ∀   :1   and iw1  is the ith child node’s weight 
with iKw i ∀=    1 11 . 
Since we employ the generalisation loss metric for early stopping, further detail can 
be included in the algorithm definition in addition to that already provided in Figure 
11 (p.82).   Figure 12 contains the modified algorithm to include this detail, noting 
that the modified elements have been highlighted, with all other details remaining 
unchanged.  Here we note that there are no pre-trained components, hence no training 
occurs in step 2.a.  We implement the early stopping criteria by checking whether the 
generalisation loss has exceeded the threshold percentage β  in step 2.b.  The 
generalisation loss calculation requires the use of a validation data set as specified in 
step 1.d, with the calculation performed in step 2.b.iii). 
With the exception of the use of supervised components, this approach does not 
constrain the component type, nor does it rely upon the use of a simple average 
combination, but we use this to demonstrate the principle of in-situ learning, and also 
for comparability.  However, by using an ensemble the algorithm relies upon the 
existing theoretical and empirical work that demonstrates improved generalisation 
performance through some degree of diversity in the components.  It is also assumed 
that the components can be trained in-situ on one training epoch at a time.  
Furthermore, whilst we define the use of the generalisation loss metric with squared 
error, there is no constraint on which metric could be used.  This could range from a 
simple measure of the combined error, to more complex generalisation metrics, with 
selected method depending upon the problem being solved (see for example Prechelt, 
1996). 
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Initialisation Phase 
1. Initialise the system: 
a. Set 0=t , k and l the number of pre-trained and in-situ trained components. 
b. Initialise the parameters αθα ∀   , to give ( )0Θ . 
c. Let the training set υ  be ( ){ }Njjj yx 1, ==υ , consisting of the N input nj Rx ∈ and 
output vector mj Ry ∈  pairs. 
d. Let the validation set υ ′  be ( ){ }Njjj yx ′=′′= 1,'υ , consisting of the N ′  input 
n
j Rx ∈′ and output vector mj Ry ∈′  pairs. 
Training Phase 
2. While training is not complete: 
a. For each of the k pre-trained components: 
i) Train the pre-trained component using the training set υ  for the required 
number of epochs or until the performance metric for the component is 
achieved, modifying the state of the component within ( )tΘ . 
b. While training of the l in-situ trained components is not complete and not 
( ) β>tGL : 
i) Combine all of the required components for in-situ training with state 
( )tΘ . 
ii) Train the combined components using the training set υ  for one epoch, 
modifying the state of the components within ( )tΘ . 
iii) Calculate the generalisation loss performance metric: 
• Compute the error ( ) ( ) ′
=
−
′=′
N
j j yytE 1
2
12
1
. 
• If 0=t  then set ( ) ( )tEtEopt ′= . 
• Compute the generalisation loss ( ) ( )( ) 




−
′
⋅= 1100
tE
tE
tGL
opt . 
• If the optimum validation error ( ) ( )tEtEopt ′>  then set ( ) ( )tEtEopt ′= . 
c. Combine all of the lk +  components in the multi-net system with state ( )tΘ . 
d. If training to a desired level of performance, calculate the combined system’s 
performance metric. 
e. Set 1+= tt  
Operational Phase 
3. Combine all of the components in the multi-net system with state ( )tΘ  at the last 
time step t, to form the final combined system. 
Figure 12: Simple Learning Ensemble learning algorithm. 
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By defining the SLE architecture and algorithm we appear to meet our intended goal 
of incorporating in-situ learning of components in a multi-net system.  The question 
remains as to whether any benefit can be derived from this?  Intuitively, we can see 
that the algorithm should perform less training cycles in the combined configuration 
than if each individual component was pre-trained.  The ensemble literature suggests 
that by combining sufficiently diverse components the combined system will have a 
lower error than the individual components.  By using in-situ learning and early 
stopping in an ensemble, we are assessing at which point to stop training the 
individual components to give the best performance in the combined system.  
Assuming that we use the same criteria for early stopping in pre-trained components 
that are then combined in an ensemble, we can see that the system should require less 
training epochs to achieve the same level of performance, because the combined 
system’s error should be less than that of its components. 
However, if we take a number of individual components, each of which has been 
trained using early stopping criteria to prevent overfitting, then the ensemble formed 
from these components may not be the best that is achievable given the initial 
component parameters and training regimen.  Our proposal is that by assessing the 
combined performance with in-situ training, we can prevent overfitting in the 
combined system, leading to improved generalisation.  Here we can see that an 
improved combined solution may be obtained by having sub-optimal, or over trained, 
components.  This may be demonstrated through the increase in the number of 
training epochs required to activate the early stopping criteria in the combined system 
as compared with early stopping in the individual components, as we will see later. 
3.2.2 Sequential Learning Modules 
The second multi-net in-situ learning algorithm we propose provides a way in which 
sequential components can be trained together.  Sequential in-situ learning is a 
difficult area to develop because it depends upon having appropriate training data 
available for each component in the sequence.  For example, intermediate components 
have inputs that match the outputs of components before them in the sequence.  This 
issue is apparent in the development of multi-layer single-net systems, where an 
algorithm is required to assign an error to an internal hidden layer of neurons, an 
important step in producing systems that are capable of solving non-linearly separable 
problems.  Here, the backpropagation algorithm solved this problem by using a non-
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linear activation function so that a weighted proportion of the overall error could be 
assigned internally. 
The issue of assigning such an internal error to components in a multi-net systems 
was recognised by Bottou and Gallinari (1991) in their learning framework.  They 
extended Le Cun’s (1988) theoretical framework for neural networks.  He recognised 
that although weights within a network are typically just variables, they could also be 
defined as functions.  This hints at how a backpropagation network could be formed 
by a set of components, where each component itself is defined as a function.  Bottou 
and Gallinari extended this work to define how weight changes can be implemented in 
sequential sets of components, not just neurons. 
Essentially, if we consider a MLP as a multi-net system consisting of a number of 
layers and neurons in which each layer or neuron is a component, then the 
backpropagation algorithm is assigning an internal error to these components.  Bottou 
and Gallinari used this principle to define sequential learning for different types of 
component, including those that were perceptron, Sigmoidal and Euclidean distance 
based.  However, the main drawback with this method is that it assumed that each 
component used supervised learning, and hence requires a target output and error to 
learn.  Here we consider it important to explore unsupervised learning as well because 
it is essential if we wish to consider Hebb’s ideas on neural integration in multi-net 
systems. 
There is another reason for wishing to consider unsupervised learning.  By assuming 
the use of supervised learning in Bottou and Gallinari’s framework, learning requires 
the propagation of error back through the components.  Our proposal is that with 
unsupervised components in sequence, no such error is required, only an appropriate 
input to each component. 
By employing components that use unsupervised learning in all but the last sequential 
component, with the last using supervised learning, we can construct a supervised 
learning system that does not need to propagate error back through the sequential 
components, therefore reducing the constraints on these components as encountered 
by Bottou and Gallinari who had to define appropriate error functions for each 
different type of component. 
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Examples of such unsupervised learning in sequential systems can be seen in both 
single-net and multi-net architectures.  For example, Kohonen’s SOM (1982; 1997) 
combines two synaptic fields with Hebbian learning similar to the layered approach in 
MLPs.  In multi-net systems, those described as co-operative neural classifiers 
(Wright and Ahmad, 1995; Abidi and Ahmad, 1997; Bale, 1998; Ahmad, Casey and 
Bale, 2002; Ahmad, Vrusias and Tariq, 2002; Ahmad et al, 2003) combine two SOMs 
together with Hebbian learning.  However, instead of connecting two SOMs by a 
Hebbian network in a co-operative parallel system, we train unsupervised systems in 
sequence with just the last component using a supervised learning algorithm, taking 
advantage of the available target output.  We call this approach the sequential 
learning modules (SLM) algorithm. 
Definition 3: a sequential learning modules system is a multi-net system with 
depth dr = , 11 =K , 1=αK  when ( ) rlength <α , and 0=αK  when 
( ) rlength =α , such that: 
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where αα
mn RRf :  when ( ) rlength =α  (a terminal node), and 
αα
α
mm RRf 1:  when ( ) rlength <α  (a non-terminal node), such that nm =1 . 
This defines a general sequential architecture (expanded from example 3, section 
3.1.2, p.78).  The distinction between a general sequential system and the SLM 
system is provided by the selection of components and the application of the 
algorithm.  Here, we select the last component, when 1=α , to use supervised 
learning with all other components using unsupervised learning.  The algorithm does 
not differ to that provided in Figure 11 (p.82), but we note that there are no pre-
trained components, hence no training occurs in step 2.a. 
One important point of note is that the training must be performed in sequential order, 
so that when in-situ training the combined system in step 2.b.ii), all the components 
are trained together for the complete epoch by passing a single input into the first 
(terminal node) component, passing its output to the next component, training this 
first component on the input, and then continuing through the sequence.  Since the last 
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component uses supervised learning, we can treat the whole system as if it is 
supervised by using the target output to train this last component. 
The only constraints placed on the types of component that can be used are the use of 
unsupervised or supervised learning as defined, and the requirement to propagate and 
train on a single input through the components before processing the next.  Since each 
component operates on a different input space, which has been generated as the output 
from the previous component, each can be seen as performing a pre-processing stage 
for the next.  Here the system reduces the constraints upon these modules, attempting 
to promote novel, internal adaptation. 
The processing that each module performs can be influenced through the choice of 
component type, topology, and input and output dimensions, allowing prior 
knowledge to be incorporated.  This can further be exploited by substituting pre-
trained components within the system, an approach first explored in our work on 
simulating the development of numerical abilities in infants using multi-net systems 
(Ahmad, Casey and Bale, 2002). 
Whilst we have defined the SLM system as a supervised learning system, this 
approach can also be used to define sequential in-situ learning using unsupervised 
learning only, by replacing the supervised last component with an unsupervised 
component.  Here the architecture remains unchanged, with just the constraint on the 
last component changed, and hence the overall applicability of the system.  This gives 
us some way in which Hebb’s ideas on the integration of cell assemblies may be 
explored. 
Recall that Hebb’s proposed system for visual processing combines cell assemblies 
through associative learning, where each cell assembly is itself formed through a 
process of associative learning.  The SLM system may go some way to achieving such 
a system in a similar manner, and this is partly explored in the work we were involved 
in, where two SOMs are connected together via a set of Hebbian connections (Ahmad 
et al, 2003). 
Intuitively, we can argue that a sequentially set of networks will help us to 
architectural realise Hebb’s idea of superordinate integration, and, under certain 
conditions, we demonstrate this on benchmark classification problems, showing that 
the performance is on a par with other supervised systems.  However, to achieve this 
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we require a discernable output from our system, which cannot be provided by a 
purely unsupervised set of networks.  In contrast, by using a supervised system we 
can produce a discernable output, however we cannot combine only supervised 
systems because of the restriction on propagating back a target output or error.  
Therefore in our system we concentrate on the properties of just the two components, 
the first component using an unsupervised learning algorithm, and the second using a 
supervised learning algorithm: a SOM and a single layer network using delta learning.  
As a consequence, we also show how a discernable output from an unsupervised 
network can be obtained algorithmically through the use of a supervised network. 
3.3 In-situ Learning and Benchmark Classification 
In this chapter we have provided a generalised framework and learning algorithm for 
multi-net systems.  Using this framework we have proposed two multi-net systems 
that use in-situ learning.  We will now discuss the use of these two algorithms, 
exploring their empirical properties and functional behaviour through a number of 
well-known classification data sets. 
3.3.1 Benchmark Data Sets 
We begin with a brief description of the ‘XOR’ problem, which provides a good test 
of the function of a learning system.  This is followed by descriptions of pertinent 
benchmarks from the UCI Repository of Machine Learning Databases (Blake and 
Merz, 1998) and from Proben1 (Prechelt, 1994).  Here we compare the results of the 
MONK’s problems (Thrun et al, 1991), the Wisconsin Breast Cancer Database 
(Wolberg and Mangasarian, 1990) and the Thyroid data set (Prechelt, 1994).  These 
benchmarks not only provide a good test of generalisation capabilities, but also allow 
comparison with other classification techniques reported in the literature, including 
those reported in the multi-net domain. 
The first benchmark used is the ‘XOR’ problem, which provides a good data set for 
comparison with other single-net and multi-net algorithms, despite comments against 
its use (see for example, Fahlman, 1988).  Principally such parity problems are non-
linearly separable, and can be used to demonstrate whether a proposed algorithm is 
capable of solving such tasks.  For the evaluation of the SLE algorithm we use a MLP 
with backpropagation component networks, which can solve non-linearly separable 
problems given sufficient hidden layers and neurons.  In this case we are interested in 
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whether the act of combination has in any way affected the abilities of the individual 
components to solve such problems by determining if the combined system can still 
provide a solution. 
For the SLM algorithm, we are interested in whether the combination of two 
components incapable of solving such non-linearly separable problems individually 
can be formed to give rise to a solution; much like the way MLPs with 
backpropagation learning solve problems by combining a hidden layer with an output 
layer.  Here we combine a SOM and a single layer network using delta learning.  
The MONK’s problems are specifically designed to allow different learning 
techniques to be compared, testing the generalisation capabilities of each algorithm.  
They consist of three classification problems with differing levels of difficulty, each 
working on the same input space but requiring a different final classification.  The 
input space consists of six attributes describing features of a robot, each with a 
number of possible values represented as the integers from 1 to 4.  The output space is 
either class membership (‘1’) or not (‘0’), and depends upon a different logical rule 
for each problem.  For each of the three problems a random set of training samples 
was pre-defined out of a total of 432 examples.  Validation is performed using all 432 
examples, which includes those used for training. 
The Wisconsin Breast Cancer Database (WBCD) is generated from real-life breast 
cancer studies.  The data set consists of 699 examples with an input space of 10 
integer attributes with values ranging from 1 to 10, although the first attribute is an 
identification number that is ignored.  The output represents a benign (‘10’) or 
malignant (‘01’) classification.  Of the 699 examples, 65.5% result in a benign 
classification and 34.5% a malignant classification.  Due to the real nature of the data 
set, 16 of the values in the input space, in separate examples, were missing and have 
been substituted with a value of 0. 
From Proben1 we use the Thyroid data set, which is based upon patient query and 
examination data used to diagnose thyroid hyper- or hypo-function.  The examples 
consist of 21 inputs attributes, 15 of which are binary and 6 continuous ranging 
between 0 and 1.  The output represents three classes: thyroid over- (‘010’), normal 
(‘001’) and under-function (‘100’).  The distribution of classes is 5.1%, 92.6% and 
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2.3%, respectively, and there are a number of missing values, although no details as to 
which.  The specific data set chosen is thyroid1. 
These allow us to evaluate the generalisation capabilities of the SLE and SLM 
algorithms on data sets that vary in difficulty and with a range of training data set 
sizes, both artificial and taken from real life studies.  A summary of each of the data 
sets is presented in Table 5. 
Table 5: Summary of benchmark data sets. 
Data Set Input Output Training Validation Testing Notes References 
XOR 2 1 4   Training data used for validation  
MONK 1 124 432  Symbolic learning problem 
MONK 2 169 432  Similar to parity 
MONK 3 
6 1 
122 432  Similar to parity, with 5% noise 
Thrun et al, 1991; 
Blake and Merz, 
1998 
WBCD 9 2 349 175 175 65.5% benign, 34.5% malignant, 
with 16 missing values set to 0 
Wolberg and 
Mangasarian, 
1990; Blake and 
Merz, 1998 
Thyroid 21 3 3600 1800 1800 
Thyroid1, 5.1% over, 92.6% 
normal, 2.3% under-function, 
with missing values 
Prechelt, 1994 
Whilst using such benchmarks as those described above allows us to compare results 
between existing techniques and reported material, comparison of results is often 
difficult given that training details often differ significantly between reported results, 
sometimes lacking sufficient details for comparison.  For the benchmark data sets 
used to evaluate the systems proposed in this thesis, a summary of some of the 
existing results from the literature is given in Table 6.  (The difficulty in constructing 
this table, together with the absence of reported values highlights the problems 
encountered in attempting to compare such results.) 
Thrun et al (1991) and Prechelt (1994), recognised the problems with comparison and 
attempted to provide ways in which this could be achieved successfully.  For example, 
Prechelt’s solution was to specify a set of benchmarking problems and rules that could 
be used to give rise to comparable results.  These are all suited for supervised learning 
and consist of both classification and regression problems taken from real-world 
problems.  For example, the WBCD from the UCI repository is included within the 
Proben1 data set. 
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Prechelt’s rules require details of the data set used together with its representation, 
how this data set is divided for training and testing, specification of the training 
regimen and criteria, such as the use of early stopping, and details that should be 
included in the reported results.  The distinction is drawn between training, validation 
and testing sets, with emphasis on measuring generalisation capability.  Here the 
training set is used to train the system, the validation set is used to assess the system’s 
performance during training, but is not provided to the system to train upon, and the 
testing set is only used to test the generalisation capability of the system once training 
is complete.  The suggested percentages of the data set examples used for each are 
50%, 25% and 25%, respectively, with the Proben1 data sets explicitly providing 
these in different permutations as part of the repository, aiding consistency.  We 
attempt to follow this general approach in the section.  However, we are constrained 
both by the available data and the existing approaches taken within the literature.  
Consequently, for comparability we continue to use, for example, the validation data 
set specified for the MONK’s problems, which includes the training data. 
Table 6: Existing benchmark results for comparison, with architecture, where known, 
shown as the number of input, hidden and output neurons. 
Data Set Architecture Algorithm Epochs Test Result Notes References 
XOR MLP: 2-2-1 Backpropagation 60 100% 8 tests out of 10 Section 2.1.1, Figure 1 (p.19) 
MLP: 17-3-1 Backpropagation 390 100% Binary input 
MONK 1 Cascade 
correlation: 6-1-1 Quickprop 95 100% Constructs hidden layers 
Thrun et al, 1991 
MLP: 17-2-1 Backpropagation 90 100% Binary input 
MONK 2 Cascade 
correlation: 6-1-1 Quickprop 82 100% Constructs hidden layers 
Thrun et al, 1991 
MLP: 17-4-1 Backpropagation 190 93.1% Binary input 
MLP: 17-4-1 Backpropagation 
with weight decay 105 97.2% Binary input MONK 3 
Cascade 
correlation: 6-3-1 Quickprop 259 95.4% Constructs hidden layers 
Thrun et al, 1991 
Ensemble of Naïve 
Bayes AdaBoost 95.09% 
559 training and 140 testing 
examples, 10 components Oza, 2003 
Ensemble of 
PRBFN AdaBoost 96.7% 10 fold cross validation 
Cohen and Intrator, 
2003 WBCD 
Perceptron: 9-2 Delta learning 1000 97.77% Single layer only Section 3.3.3, Table 13 (p.107) 
Thyroid MLP: 21-16-8-3 RPROP 480-1170  Test squared error 1.152 Prechelt, 1994 
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3.3.2 Simple Learning Ensemble 
We tested the SLE system (see Definition 2) on the benchmark data sets discussed 
above.  For each benchmark an ensemble consisting of from 2 to 20 MLP component 
networks using backpropagation learning was constructed.  Each network within the 
ensemble had the same network topology, but was initialised with different random 
real number weights selected using a normal probability distribution with mean 0, 
standard deviation 1.  To generate an average response each ensemble was trained 100 
times with different initial weight values.  Details of the topology of the component 
networks for each benchmark data set are shown in Table 7. 
Table 7: Benchmark component network topology for the SLE systems, shown as the 
number of input, hidden and output neurons. 
Data Set Topology 
XOR 2-1-1 
MONK 1 6-3-1 
MONK 2 6-2-1 
MONK 3 6-4-1 
WBCD 9-5-2 
Thyroid 21-2-3 
The variant of the backpropagation algorithm employed in training the component 
networks included the momentum term.  A constant learning rate of 0.1 and 
momentum of 0.9 were used, with training allowed to continue to a maximum of 1000 
epochs.  The activation function was the Logistic Sigmoid: 
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where jy  is the target output and ( )tjy  the actual network output for the jth input. 
In order to understand the generalisation performance of the SLE algorithm, we 
compare the mean validation and testing errors against those generated for a SE, as 
well as for a single-net.  The same configuration and component networks, including 
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initial weight values, were used to form the SE systems.  Each of the networks in 
these were pre-trained before being combined into the ensemble.  Note that because 
we are using early stopping and are interested in the generalisation performance of the 
systems, we report validation error in preference to training error.  The exception to 
this is the ‘XOR’ problem where there is only a training data set.  Testing results are 
only reported where a test data set is defined. 
Recall that the difference between the SE and our SLE algorithm is the use of in-situ 
training and early stopping.  In the SLE we in-situ trained all the networks together 
and assessed their combined performance against the generalisation loss early 
stopping criteria with threshold of 5%.  In the SE systems we pre-trained each 
network individually using the same stopping criteria.  For completeness, we also 
presented the training inputs in the same order to the SLE, SE and single-net systems.  
(This is contrary to advice that suggests that network performance can be improved if 
a random training order is used.) 
Table 8: Summary of single-net and multi-net results for the 'XOR' benchmark. 
Components Training Epochs Training Error 
Correct Training 
Responses 
Minimum 
Epoch to 
Maximum 
Correct 
Number 
with 
Maximum 
Correct 
Single-net 
 Mean Stdev Mean Stdev Mean Stdev Mean Stdev   
1 1000 0 0.073 0.117 3.56 0.78 303 147 75 
 SLE SE SLE SE SLE SLE SE SLE 
 Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev   
2 970 171 0.050 0.058 0.065 0.103 3.96 0.20 3.90 0.39 261 142 96 93 
3 970 171 0.047 0.042 0.062 0.101 4.00 0.00 3.94 0.34 228 128 100 97 
4 1000 0 0.041 0.034 0.041 0.034 4.00 0.00 4.00 0.00 195 112 100 100 
9 1000 0 0.040 0.022 0.040 0.022 4.00 0.00 4.00 0.00 156 86 100 100 
16 1000 0 0.036 0.015 0.036 0.015 4.00 0.00 4.00 0.00 131 71 100 100 
19 1000 0 0.037 0.015 0.037 0.015 4.00 0.00 4.00 0.00 132 68 100 100 
We first look at the ‘XOR’ benchmark to assess whether the use of the SLE changes 
the capability of the component networks from solving non-linearly separable 
problems, recognising that we cannot gain any information about generalisation from 
this benchmark.  Table 8 contains a summary of the single-net, SE and SLE results 
relevant to this discussion.  (Full details of the SE and SLE results with 2 to 20 
components can be found in Appendix A, p.181: Table 36.) 
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The SE results show that by combining at least 2 networks together gives an improved 
training error, with the minimum mean achieved with 16 networks (0.036), similarly 
for the mean number of correct responses, which achieves the maximum 4 in all 100 
tests with only 3 networks.  However, the value for training error marginally increases 
with 19 networks and above.  These results therefore confirm that a SE can be used to 
improve over a single-net system for this problem. 
In the SLE experiments, the training error when combining at least 2 networks 
together is better than for the single-net solution, again with the minimum mean 
achieved with 16 networks (0.036), which again rises with 19 networks and above.  
The early stopping criterion was met in 3 out of the 100 tests for systems combining 
both 2 and 3 networks together.  For the remaining ensemble combinations the 
maximum 1000 epochs were reached at all times.  For these two ensemble 
configurations the mean training error is worse than that for the SE, demonstrating 
that use the early stopping criteria and in-situ learning has lowered the mean value 
because these corresponding systems performed comparably worse.  These results 
also reflect upon the mean number of correct responses, with the maximum achieved 
in all 100 tests with at least 4 networks, albeit an improvement over the single-net 
solution. 
The results show that the SE and SLE systems are capable of providing solutions to 
this non-linearly separable problem, which to some extent improves upon the single-
net solution.  However, since the early stopping criteria were not met in the SLE 
systems with more than 3 component networks, the SE and SLE results for these are 
equivalent. 
One point of note with this is that if we use the number of correct responses as a 
stopping criterion, instead of training error, we can achieve faster training times with 
SLE over the single-net solution.  For example, we can compare when the maximum 
possible number of correct responses is achieved (shown as ‘Number with Maximum 
Correct’ in Table 8).  For at least 2 networks, the mean training epochs required to 
achieve this is lower in the SLE (261) than for the single-net solution (303), reaching 
a minimum with 16 networks (131).  We can see that increasing the number of 
networks decreases this mean epoch value and that the result for 16 networks is under 
half of that for the single-net solution, with any further networks in the ensemble 
resulting in a similar mean value, with no further decrease evident.  Not only is this an 
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improvement over the single-net solutions, but also over SE, which relies upon the 
pre-training of the networks, and hence the single-net training times. 
The problem with this is that we have increased the computational effort required to 
reduce training.  Whereas the required number of epochs only halves after combining 
9 networks in-situ, reaching a minimum after 16 networks, we have essentially 
multiplied the effort 9 times.  The only gain is the number of valid solutions that are 
provided, with both SE and SLE giving a 100% solution rate with 3 and 4 networks 
and above, respectively, compared with 75% for the single-nets. 
The MONK’s, WBCD and Thyroid problems are designed to assess the generalisation 
capability of learning systems.  For comparison, the results for single-net solutions to 
each of these problems are shown in Table 9.  A summary of the SE and SLE results 
for MONK 1 are shown in Table 10.  The results for the MONK 2, MONK 3, WBCD 
and Thyroid data sets are similar to these, and differences will be highlighted in the 
discussion that follows.  (Full details of the SE and SLE results for all data sets with 2 
to 20 components can be found in Appendix A, p.181: Table 37, Table 38, Table 39, 
Table 40 and Table 41.) 
Table 9: Summary of single-net benchmark results with early stopping.  Testing results 
are shown where there are appropriate testing data sets. 
Training 
Epochs 
Validation 
Error 
Correct 
Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
Test Error Test Correct 
Data Set 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
 
Mean Stdev Mean Stdev 
MONK 1 23 73 60.720 13.991 246.81 37.75 14.37 12.59 46     
MONK 2 314 411 49.552 1.750 281.72 11.59 452.00  1     
MONK 3 5 3 52.049 8.493 272.60 29.50 2.00 1.41 2     
WBCD 3 1 30.196 11.053 133.02 18.26 1.00  1 24.383 11.699 144.10 16.81 
Thyroid 9 3 135.024 7.376 1626.58 17.12 1.00 0.00 100 136.143 8.915 1618.18 22.40 
Comparing the results for all three systems leads to the conclusion that with early 
stopping that the SLE is better than both the single-net and SE solutions.  This can be 
seen in both the validation error values and the number of correct validation 
examples.  For example, in MONK 1 the mean validation error for the single-nets is 
60.720.  The SE and SLE systems with 2 to 20 networks all have lower validation 
error, which decreases with the increase in the number of networks.  For all of the 
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benchmark data sets, with 4 or more networks the validation error for the SLE 
systems is less than the SE and single-nets. 
The decrease in validation error also reflects in the number of correct validation 
examples.  For example, the results for the SE for MONK 1 demonstrate a similar (or 
worse) level of achievement as the single-net solution, with a larger number of 
networks giving rise to a lower number of correct validation responses.  For MONK 
2, MONK 3, WBCD and Thyroid SE is better than the single-nets in the majority of 
cases.  However, for the SLE algorithm, in all but a small number of the ensembles, 
the number of correct validation responses out-performs the single-net and SE 
algorithms, with more networks giving rise to increasingly higher correct responses.  
For example, in MONK 1, the mean number of correct responses for the single-net is 
246.81.  The highest number of correct validation responses for SE is with 3 
networks, giving 240.86.  In comparison for SLE we have the highest as 389.71 
examples with 20 networks, with a greater number of responses for 3 or more 
networks in the ensemble. 
Table 10: Summary of the MONK 1 SE and SLE results.  Results for the MONK 2, 
MONK 3, WBCD and Thyroid data sets show similar results. 
Training 
Epochs Validation Error 
Correct Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
SLE SE SLE SE SLE SLE SLE C
o
m
po
n
en
ts
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev  
2 15 15 55.542 11.626 58.204 13.568 240.76 34.55 240.83 38.42 11.03 6.30 38 
3 19 30 53.733 9.422 55.194 13.616 240.86 33.28 252.16 43.77 11.83 5.25 46 
4 28 38 53.499 8.344 51.492 14.692 238.04 33.27 263.20 52.81 12.24 4.12 55 
8 99 82 52.747 6.558 36.396 14.286 230.75 28.67 320.07 55.44 13.43 3.36 86 
12 167 120 51.404 4.538 27.349 10.519 226.46 22.94 355.66 47.23 13.46 2.67 95 
15 248 214 51.281 4.216 23.946 8.396 226.53 22.48 369.21 42.68 13.65 2.45 97 
16 237 192 51.133 4.307 23.939 8.101 227.64 22.87 367.54 41.13 13.67 2.38 97 
17 253 192 50.926 4.204 22.734 7.222 227.60 21.66 375.83 37.24 13.73 2.45 99 
18 260 197 50.942 4.203 22.689 7.505 227.16 21.19 377.60 35.68 13.88 2.41 99 
19 306 218 50.950 4.177 20.989 5.586 227.35 21.97 383.75 29.12 13.84 2.33 100 
20 354 239 50.968 3.985 19.642 4.991 226.09 21.70 389.71 26.61 13.82 2.22 100 
The improvement in generalisation performance demonstrated by these results can be 
attributed to the increased training times experienced by the SLE algorithm.  With the 
same early stopping criteria, the single-net systems train for less epochs than the SLE 
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systems.  For example, we can see in MONK 1 that the single-net solutions have a 
mean number of 23 training epochs.  For 4 or more components the SLE algorithm 
undertakes a greater number of epochs, increasing with the addition of more 
components.  For example with 20 components, the mean is 3546.  Note also that in 
MONK 2, which is potentially the easiest of the MONK’s problems for a neural 
network to solve, given that it only requires 2 hidden layer neurons, the maximum 
training epochs (1000) were reached for 11 or more components, with the stopping 
criteria not coming into effect. 
We can therefore see that in assessing the combined generalisation performance for 
early stopping, the SLE algorithm gives a lower error value than the individual 
networks, and hence results in a larger number of training epochs.  This suggests that 
the networks in the SLE systems are over training, as measured by the stopping 
criteria.  This in turn suggests that the diversity of networks within the ensemble is 
improved by potentially overfitting since improved ensemble performance is achieved 
with better diversity.  However, this is controlled by the combined performance of the 
system. 
In order to try and compare the algorithms without taking into account these increased 
training times, an assessment of when a certain number of correct responses was first 
achieved was made (shown as ‘Minimum Epoch to Comparison Validation’ in Table 
9 and Table 10).  For MONK 1, a validation value of 246 was used, matching to the 
(rounded down) mean validation of the single-net solution.  For MONK 2, MONK 3, 
WBCD and Thyroid the maximum number of correct validation responses for the 
single-net solution was used: 296, 340, 161 and 1669, respectively.  The question 
being examined here is whether the SLE algorithm is faster at obtaining a particular 
number of correct responses? 
For example, in MONK 1 the single-net mean number of epochs for this number of 
correct validation responses to be achieved is 14.37, and the SLE algorithm has a 
minimum of 11.03 for 2 networks, which increases to 13.82 with 20 networks, all 
approximately the same.  Similar results hold for MONK 2 and MONK 3.  For 
WBCD no real conclusions can be drawn because the number of systems achieving 
                                                 
6
 The training epochs standard deviation in both the single-net and SLE algorithm are comparatively 
large, which may demonstrate the volatility in training that can occur with the use of random weights. 
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the desired mean is very low.  Similarly for Thyroid the selected maximum value is 
achieved by all the systems in 1 epoch, despite being the maximum validation for the 
early stopped single-net systems.  Here then it appears that the SLE algorithm is 
equivalent to the single-nets.  However, if we look at the number of ensembles within 
the 100 generated that reach the target responses, we can see that with more 
components, more reach the desired value.  This is especially interesting for MONK 2 
and MONK 3, where the early stopping single-nets achieved a very low success rate, 
whereas the SLE algorithm gains a far higher return for a greater number of networks.  
The SLE appears therefore to be more reliable with more networks. 
Whilst the use of in-situ learning in the SLE system appears to be beneficial when 
compared to equivalent single-net and SE systems, the key to this comparison is the 
use of the same early stopping criteria within each.  In contrast, we can compare the 
results for the early stopped SLE systems with those of single-net solutions where no 
early stopping has been employed, with a constant 1000 epochs of training taking 
place (Table 11). 
Table 11: Summary of single-net benchmark results without early stopping.  Testing 
results are shown where there are appropriate testing data sets. 
Training 
Epochs 
Validation 
Error 
Correct 
Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
Test Error Test Correct 
Data Set 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
 
Mean Stdev Mean Stdev 
MONK 1 1000 0 25.165 19.567 364.80 52.47 18.22 20.51 100     
MONK 2 1000 0 47.816 3.460 286.36 15.21 394.22 268.92 18     
MONK 3 1000 0 29.616 7.626 360.23 20.55 55.05 109.73 81     
WBCD 1000 0 11.125 6.531 162.19 7.59 47.64 34.21 96 6.539 6.929 167.82 6.88 
Thyroid 1000 0 59.669 12.287 1722.81 18.25 1.00 0.00 100 59.495 12.805 1720.37 19.07 
In general, for a larger number of components a better validation error is achieved 
with the SLE algorithm than with the 1000 epoch single-net.  For example, in MONK 
1 the SLE algorithm gives a validation error of 23.946 with 15 networks, in a mean of 
248 epochs, which is a smaller error than the 25.165 achieved by the single-net in 
1000 epochs.  However, this performance seems to depend upon the problem and how 
it affects early stopping.  In MONK 3, WBCD and Thyroid the 1000 epoch single-net 
out-performs the SLE algorithm validation error, and this may be due to the early 
stopping criteria, which has been set to stop training if the correct number of 
validation responses drops by 5% or more.  The assumption here is that, on average, a 
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solution to the problem requires a larger number of training epochs than the stopping 
criteria allows because there is a significant drop in performance early in the training 
phase; the analogy is that the performance must first get a lot worse before it can get 
better.  Choosing a different generalisation loss threshold or stopping method may 
improve the situation here. 
3.3.3 Sequential Learning Modules 
We tested the SLM system (see Definition 3) on the same benchmark data sets.  For 
each benchmark we restrict ourselves to combining together a SOM (unsupervised) 
and a single layer network employing the delta learning rule (supervised).  Neither of 
these is capable of solving the benchmark classification problems individually, as 
shall be demonstrated.  However, we are attempting to determine if an in-situ trained 
combination of these can solve such problems. 
Table 12: Benchmark component network topology for the SLM and single-net systems, 
shown as the number of input and output neurons, where the output of the SOM is 
detailed as the two dimensions of the map. 
SLM System Topology 
Data Set 
SOM Single Layer Network 
Single Layer System 
2-1x2 2-1 
2-1x4 4-1 
2-2x2 4-1 
2-3x3 9-1 
XOR 
2-4x4 16-1 
2-1 
6-5x5 25-1 
MONK 1 
6-10x10 100-1 
6-1 
6-5x5 25-1 
MONK 2 
6-10x10 100-1 
6-1 
6-5x5 25-1 
MONK 3 
6-10x10 100-1 
6-1 
WBCD 9-5x5 25-2 9-2 
Thyroid 21-5x5 25-3 21-3 
To generate an average response for each benchmark 100 SLM systems were 
constructed.  These had the same topology, but were initialised with different random 
real number weights selected using a normal probability distribution with mean 0, 
standard deviation 1.  For comparison, we compare the performance of the SLM 
systems with that of a single layer network with delta learning, trained on the same 
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benchmark data sets, both for 1000 epochs.  This comparison is possible because both 
use supervised learning, unlike SOM, which cannot be compared in such a way.  
Details of the topology of the component networks for the SLM and single-net 
systems for each benchmark data set are shown in Table 12. 
The basic SOM algorithm was used on a rectangular map of qp ×  neurons, with the 
Euclidean distance metric used to calculate the distance between the weights and the 
inputs, where ( )2
,  −= i iiwx wxd , ix  is the i
th component of the input x  and iw  is 
the ith component of the weight w .  The selected form of the neighbourhood and 
learning rate functions is as per recommended by Kohonen (1997) and Haykin (1999), 
with similar values.  A Gaussian neighbourhood function was used that varied with 
the presentation of each training input at training step t, such that the neighbourhood 
function ( )th
jw rr ,
 is: 
 
( ) ( )t
d
rr
jrwr
jw
eth 2
2
,
2
,
σ
−
=
  (10) 
where wr  is the 2-dimensional vector describing the winning neuron’s position within 
the map, jr  is the jth neuron’s 2-dimensional position vector for all neurons in the 
map, 
jw nn
d
,
 is the Euclidean distance between the two position vectors and 
( ) 10 τσσ
t
et
−
=  is the neighbourhood radius function.  Here qp,max210 =σ  and 
( )02000011 ln στ = .  Similarly, we use an exponential learning rate function ( )tη , defined 
as: 
 ( ) 20 τηη
t
et
−
=   (11) 
where 210 =η  and 400012 =τ . 
When combined in the SLM algorithm, to ensure that the output can be combined 
with the second network, which uses a vector-based input, the output of the SOM is 
converted to a single ( )qp × -dimensional vector by concatenating the outputs from 
the neurons in the map, with a value of 1 associated with the winning neuron and 0 for 
all other neurons for a given input pattern. 
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The single layer network using the delta learning rule had a constant learning rate of 
0.1, and a binary threshold activation function: 1=y  when the weighted summation 
of the inputs is greater than 0, and 0=y  otherwise.  All reported error values are 
calculated using the squared error metric, and are hence comparable with the results 
from the single-net, SE and SLE systems above. 
In performing these benchmarks we are interested in three aspects.  Firstly, can the 
SLM system learn to solve the problem as measured by the response to the training 
patterns?  Secondly, assuming that the system has learnt to solve the problem, in how 
many training epochs is an effective solution generated, taking note also of the 
number of neurons required to generate the solution?  Thirdly, how well does the 
system generalise, as measured against the testing data?  Because the benchmark data 
sets take different approaches to the testing examples, the validation data sets may be 
used to assess generalisation performance. 
Table 13: Summary of benchmark results from the single layer networks trained using 
delta learning, for comparison with the SLM system results.  Note that results for 
validation and testing data sets are only available where they are defined for a 
benchmark. 
Training Validation Testing 
Error Correct Responses Error 
Correct 
Responses Error 
Correct 
Responses Data Set 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
XOR 1.235 0.251 1.53 0.50         
MONK 1 17.980 0.586 88.04 1.18 91.895 2.717 248.21 5.43     
MONK 2 33.010 1.078 102.98 2.16 74.270 4.853 283.46 9.71     
MONK 3 15.125 2.116 91.75 4.23 48.895 6.640 334.21 13.28     
WBCD 14.360 1.476 332.31 3.20 6.590 1.574 166.51 2.27 2.950 0.957 171.09 1.46 
Thyroid 864.450 267.453 1955.57 532.51 427.120 129.593 1002.98 257.47 437.620 130.259 997.66 255.26 
Table 13 details the results for the benchmark problems for the single layer networks 
trained using delta learning.  We can see here that nearly all of these have poor 
training, validation and test performance for each benchmark data set.  However, of 
note here is the result for the WBCD data set.  With 349 training, 175 validation and 
175 testing examples, this single-net solution results in 95.22%, 95.15% and 97.77% 
correct responses, respectively, out-performing previously reported single-net and 
multi-net system results (see for example Table 6 and Table 15). 
Integrated Learning in Multi-net Systems  
 
108 
For the ‘XOR’ problem, maps of 21× , 41× , 22× , 33×  and 44× were used for the 
SLM systems.  Varying map sizes were tested to see the effect of this upon the 
resultant classification.  Since SOM provides a two-dimensional visualisation of the 
data it has been trained upon, no definite classification can be assigned to the output.  
An informal assessment of SOM’s capability to recognise classes within the data can 
be made by viewing the winning neurons associated with the training and testing data, 
which for ‘XOR’ are associated with the four corners of the map.  With 33×  and 
44×  maps this separation is sufficient to distinguish the inputs.  Correspondingly 
with these two map sizes the SLM system correctly learnt the classification, with a 
mean training error of 0.000, standard deviation 0.000, and a mean of 4.00 correct 
responses, standard deviation 0.00. 
In addition to this result we can compare the number of training epochs required to 
achieve this 100% classification with that of an MLP using backpropagation.  With 
bipolar inputs, we have a mean of 60 epochs, with an 80% success rate (section 2.1.1, 
Figure 1, p.19), and for binary inputs a mean of 303 epochs, with a 75% success rate 
(section 3.3.2, Table 8, p. 99).  In contrast, with binary inputs, the SLM system 
requires a mean of 10 epochs, with a 100% success rate.  Not only does the SLM 
solution appear to be quicker at learning ‘XOR’, but is also appears to be more 
reliable. 
This result demonstrates that an in-situ trained sequential combination of single-net 
systems is capable of solving a non-linearly separable problem, which the constituent 
networks cannot solve individually.  However, despite the importance of this, nothing 
can be inferred about the generalisation capability of the system, or whether the 
ability to learn extends to the other data sets. 
For the MONK 1, MONK 2 and MONK 3 data sets SLM systems with 55×  and 
1010×  maps were used, and for the WCBD and Thyroid data sets 55×  maps.  Unlike 
the ‘XOR’ task, separation of inputs within the map of the SOM was not apparent for 
these data sets, or even the overlap of similarly classified inputs.  For example, the 
MONK 1, MONK 2 and MONK 3 problems all use the same input data set, albeit 
with different sets of training vectors, yet the required output classification is different 
for each problem.  We can see here then that a similar organisation of patterns in the 
SOM’s map is likely to be produced for each problem, and that this is unlikely to 
correspond to all three different classifications required.  However, what is of interest 
Integrated Learning in Multi-net Systems  
 
109 
is whether SOM performs sufficient pre-processing for the second network to learn 
the desired classification.  Table 14 shows the results for the SLM systems on these 
benchmark data sets. 
First we note that for the MONK 1, MONK 2, MONK 3 and WBCD data sets, the 
SLM systems have learnt the training examples to produce at least 82.01% correct 
responses (MONK 2).  However, for the Thyroid problem, the SLM system failed to 
learn or generalise to any significant degree, with only 22.15% correct training 
responses. 
Table 14: Summary of SLM benchmark results with varying map sizes.  Testing results 
are shown where there are appropriate testing data sets. 
Training Validation Testing 
Error Correct Responses Error 
Correct 
Responses Error 
Correct 
Responses Data Set 
Map 
Size 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
5x5 23.900 3.602 76.20 7.20 95.295 8.686 241.41 17.37     
MONK 1 
10x10 6.420 3.673 111.16 7.35 52.640 10.330 326.72 20.66     
5x5 33.185 1.872 102.63 3.74 82.340 10.206 267.32 20.41     
MONK 2 
10x10 15.200 1.706 138.60 3.41 66.445 4.942 299.11 9.88     
5x5 21.245 4.627 79.51 9.25 83.790 15.388 264.42 30.78     
MONK 3 
10x10 2.135 1.112 117.73 2.22 34.335 3.804 363.33 7.61     
WBCD 5x5 37.415 5.049 310.00 6.35 12.905 3.022 161.25 3.87 13.545 3.385 161.28 3.48 
Thyroid 5x5 1826.880 388.460 797.26 259.01 883.570 189.791 436.62 134.81 888.520 186.926 436.90 131.15 
Comparing the validation results we can see that for MONK 2 and MONK 3 the SLM 
system using a 1010×  SOM out-performs the best MLP with backpropagation trained 
for 1000 epochs (Table 11, p.104) for the number of correct validation responses, with 
a validation error that is slightly worse.  For example, for MONK 3 we have 363.33 
compared with 360.23 correct validation responses, and 34.335 against 29.616 
validation error.  For the WBCD data set both the validation and testing results are of 
a similar value, but are marginally worse.  Note that for the WBCD data set, the 
validation and testing results of the individual single layer network with delta learning 
are still the best.  For MONK 1 the results are significantly less than those for the 
MLPs, but still have a comparable magnitude.  However for the Thyroid data set, the 
results show that this approach has not provided any benefit with the number of 
correct responses very low and the error significantly high.  In comparison with the 
SE and SLE systems, for all but the Thyroid data set, the SLM systems out-perform 
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the SE systems.  For the MONK 3 data set the SLM system out-performs the SLE 
system. 
We see here then that the in-situ sequential learning approach does seem to offer some 
benefit to such classification problems, giving rise to solutions that improve upon 
other single-net and multi-net techniques for two classification data sets.  Most 
importantly, we have demonstrated that by using in-situ learning we can construct a 
system that is capable of solving problems that its components cannot solve 
individually.  However, as we have shown, the generalisation performance of the 
SLM system depends upon the problem type and the way in which the unsupervised 
network pre-processes the input to allow the supervised network to classify the data. 
Furthermore, whilst we have seen some success with the SLM system, it must be 
noted that the solutions generated require a greater number of neurons as compared 
with existing MLP solutions.  For example, the ‘XOR’ solving SLM system has 18 
neurons, whereas a comparable MLP system has 3 neurons.  Noting that for MONK 1, 
MONK 2 and MONK 3 that the best SLM systems consisted of 1010×  maps we must 
understand what impact this may have on the generalisation performance of the 
systems. 
We understand from theories such as the VC Dimension that a larger number of 
connections can reduce the generalisation capability of a feedforward system.  With 
the SLM systems, the question remains as to whether this also holds given the 
disparity in the number of neurons, whilst recognising that more neurons in the map 
means that there is greater separation between winning neurons for training inputs, 
and hence potentially better learning of the classification.  The results for MONK 2 
and MONK 3 seem to indicate that with more neurons that the generalisation 
performance is improved, so it would appear that the VC Dimension metric does not 
hold in this case. 
3.4 Summary 
In this chapter we have explored the role of in-situ learning in multi-net systems.  
There are two reasons for doing this: firstly to explore whether such techniques can 
improve the utility of multi-net systems, and secondly to explore a scheme for the in-
situ learning of sequential modular systems, working towards Hebb’s superordinate 
system paradigm. 
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To achieve this, we first presented a formal framework in which multi-net systems 
can be specified, dividing the definition of the architecture from the algorithm.  By 
way of example, a number of existing multi-net systems have been described using 
this framework and algorithm, with parameters mapped back to existing multi-net 
taxonomy.  Not only does this framework provide a way in which multi-net systems 
can be specified without recourse to taxonomy, it is hoped that it also provides a 
foundation upon which the general properties of multi-net systems can be explored, 
potentially allowing us to generalise theoretical results from both the ensemble and 
modular domain. 
Using this framework, we have proposed two novel multi-net systems that exploit in-
situ learning, as motivated by both the study of artificial and biological neural 
systems.  The SLE system is an ensemble system that uses in-situ learning and early 
stopping to generate improved generalisation capability in comparison with existing 
ensemble systems.  The SLM system has shown how two independent components 
can be combined in sequence through a process of learning to generate solutions that 
neither is capable individually of achieving, systems that could be classed as 
‘superordinate’. 
A systematic evaluation of the two proposed systems has been detailed in the last part 
of this chapter, comparing results for a number of benchmark data sets.  As a 
summary and comparison of the different single-net and multi-net techniques, Table 
15 shows the results of the best solutions for the single-net (both with and without 
early stopping), SE, SLE and SLM systems shown in this thesis 
Whilst the constructed SLE and SLM systems were not intending to produce a ‘best 
ever’ classification performance for the benchmark problems, intended instead for 
comparison of three different techniques to evaluate in-situ learning, they have 
incidentally achieved good classification levels.  Here the selection of the best 
performing solution is based upon the highest mean number of correct validation 
responses, not the test response. 
We can see from this that the SLE systems out-perform the rest in both MONK 1 and 
MONK 2.  For the MONK 3 data set the SLM system is best.  For the WBCD and 
Thyroid data sets the best performance is achieved by the 1000 epoch trained MLPs, 
with the SLM system close for WBCD.  However, if we concentrate purely on early 
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stopping (MLP, SE and SLE), we note that the SLE systems again out-perform the 
single-net and SE solutions for WBCD and Thyroid. 
Table 15: Summary of best performing single-net, SE, SLE and SLM validation and 
testing results.  Results were selected based upon the highest mean number of correct 
validation responses.  Testing results are shown where appropriate testing data exists. 
Training 
Epochs 
Correct 
Validation 
Responses 
Correct 
Test 
Responses Data Set System 
Number of 
Components 
Mean Mean Mean 
MLP 1 1000 84.44%  
MLP 1 23 57.13%  
SE 3  55.75%  
SLE 20 354 90.21%  
MONK 1 
SLM 2 1000 75.63%  
MLP 1 1000 66.29%  
MLP 1 314 65.21%  
SE 20  66.25%  
SLE 20 1000 69.49%  
MONK 2 
SLM 2 1000 69.24%  
MLP 1 1000 83.39%  
MLP 1 5 63.10%  
SE 18  66.03%  
SLE 19 47 78.57%  
MONK 3 
SLM 2 1000 84.10%  
MLP 1 1000 92.68% 95.90% 
MLP 1 3 76.01% 82.34% 
SE 20  87.23% 83.69% 
SLE 16 4 88.47% 83.61% 
WBCD 
SLM 2 1000 92.14% 92.16% 
MLP 1 1000 95.71% 95.58% 
MLP 1 9 90.37% 89.90% 
SE 16  90.86% 90.09% 
SLE 20 246 93.96% 89.94% 
Thyroid 
SLM 2 1000 25.26% 24.27% 
The results for the SLE system give us some insight into how in-situ learning in a 
multi-net co-operative ensemble may offer benefit under certain conditions.  Firstly, it 
has been demonstrated that the use of a SLE (and hence a SE) does not reduce the 
capability of its component networks from solving non-linearly separable problems.  
This to some extent re-validates the use of ensemble systems.  More importantly, it 
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has been demonstrated that by using a SLE, improved generalisation performance can 
be obtained as compared to a SE, as measured by the validation and test errors and the 
correct classification of validation and test examples. 
The improvement that can be made with the SLE algorithm is subject to specific 
constraints.  Here, in general it is only worth using if early stopping techniques are 
being employed to generate multiple networks, either as single-net solutions or in a 
SE, noting that in some cases the SLE can out-perform single-nets without early 
stopping.  The SLE algorithm appears to promote longer learning, giving rise to better 
generalisation performance, but through an assessment of the generalisation 
capabilities of the combined system, rather than the individual networks.  The benefit 
here is that a target stopping criteria for the combined system can be specified, 
something that cannot be achieved by defining the stopping criteria for the individual 
networks.  This appears to offer some small benefit, but at the expense of more 
computational effort that potentially out-weighs this.  Indeed, some single-net 
solutions that are trained for longer give better solutions.  The questions that remain 
here are whether the correct stopping criteria are being used for these types of 
problem, and, more interestingly, whether in-situ learning promotes some limited 
form of diversity, whereby the components of the system are diverse enough to give 
rise to improved generalisation. 
The question of diversity is a difficult issue to grasp, as this would require having an 
explicit understanding of what diversity is and a measurement for it7 (see for example, 
Kuncheva and Whitaker, 2003).  Once it is possible to consistently measure diversity 
a comparison of all possible training states for all components would be required, with 
a measurement of each component and the combined system for the specific training 
instance.  To achieve this for two components over 1000 epochs would require 
000,000,110002 =  comparisons, for twenty components (a not unreasonable number) 
this becomes 6020 1011000 ×=  comparisons.  Understandably, this is a difficult (if not 
infeasible) task. 
The issue of computational requirements is one that relates to all ensemble systems, 
where better results seem to be obtained through adding components.  In contrast, 
modular systems, which may use simpler components to solve problems through 
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decomposition, appear to allow us to reduce the computational requirements.  The 
results for the SLM system show how such an approach can improve upon both 
ensemble and single-net approaches by combining simpler components.  Here we 
have seen for a number of benchmark problems that a sequential system can be 
constructed that somewhat meets the ‘superordinate’ system criteria, namely that the 
system performs a function that is greater than its individual parts can achieve.  
Furthermore, the results demonstrate improvement over monolithic solutions as 
measured by the number of correct validation and testing examples.  Indeed, the 
solution for the ‘XOR’ problem also improves upon training speed and reliability. 
Whilst this is encouraging, again there are limitations to these results.  Firstly, the 
systems rely upon a SOM to pre-process the input space for the second component to 
correctly classify.  Secondly, the results come at the cost of introducing more neurons 
into the system than traditional single-net solutions, somewhat against our goal of 
combining simpler components. 
For a correct classification to be performed in the SLM system, the dimensional 
squash performed by SOM must result in patterns that require a different 
classification being sufficiently separated within the map to ensure that the coupled 
single layer network can be taught to distinguish the different classes correctly.  This 
is by no means guaranteed, as we can see from some of the benchmark results.  
However, what is interesting is that the SLM system provides a way in which a 
definite classification can be obtained automatically from a SOM, or potentially other 
unsupervised techniques, without manually assigning classes membership to clusters 
within the map. 
 
                                                                                                                                          
7
 Indeed, a similar question can be asked about the VC dimension of multi-net systems. 
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4 Simulating Numerical Abilities with In-situ Learning 
In this thesis we started by outlining the development of multi-net systems as a 
progression from single-net systems.  We have continued by attempting to define a 
generalised way of formally specifying multi-net systems.  Using this we have 
explored the use of in-situ learning within two multi-net systems, comparing the 
performance of one that exploits in-situ learning in ensembles, and one that exploits 
in-situ learning in sequential modular systems.  The results of this comparison 
demonstrate that in-situ learning can be used to out-perform existing single-net and 
multi-net solutions, with both the simple learning ensemble (SLE) and sequential 
learning modules (SLM) systems producing good results in a number of benchmark 
classification problems. 
Not only is in-situ learning an important characteristic of artificial neural networks, as 
evidenced by single-net systems such as the MLP with backpropagation learning, and 
multi-net systems such as AdaBoost, ME and now the SLE and SLM systems, but it is 
also important in biological neural systems. 
For example, the brain appears to be divided into localised regions that perform 
specific functions, such as the primary visual cortex, primary auditory cortex and 
primary somatosensory cortex, named after the functions they are associated with (see 
for example Pinel, 2003).  Some of these areas appear to interact in order for key 
cognitive tasks to be performed.  For example, in a study of the numerical abilities 
Dehaene proposes several associations between brain areas and number processing, 
including the ‘mesial occipito-temporal sectors of both hemispheres’ with Arabic 
number processing, ‘left perisylvian areas’ with verbal number processing, and the 
‘inferior parietal areas of both hemispheres’ with analogue representations of number 
(2000:57).  Indeed interactions between brain areas are seen as the cause of 
synaesthesia (see for example Ramachandran and Hubbard, 2001). 
Not only does it appear that these areas develop individually, but also that they 
develop through a process of interaction.  This concept was proposed by Hebb (1949) 
in his discussion on visual processing and neural integration.  Within artificial neural 
networks these ideas are encompassed within in-situ learning in multi-net systems, 
and we explored this in chapter 3. 
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In chapter 2 (sections 2.3 and 2.4) we discussed the numerical abilities from both a 
psychological (including the biology of behaviour) and neural computing viewpoint.  
We will now explore in-situ learning in simulations of numerical abilities using multi-
net systems, building upon the formal framework and in-situ sequential learning 
system provided in the previous chapter. 
Here we present simulations of the development of two interrelated numerical 
abilities: quantification and arithmetic.  We examine subitization, counting and 
addition fact retrieval.  Our simulation of quantification consists of a combination of 
both subitization and counting, with the assumption that subitization develops first as 
a self-organising process, with counting developing later.  For addition, we explore 
the development of both counting and fact retrieval strategies.  The common theme 
throughout these simulations is the development of different numerical abilities and 
their interaction, relating directly to the SLM algorithm proposed in the last chapter, 
and also building upon work by Dallaway (1994), Bale (1998) and our own 
previously reported results (Ahmad, Casey and Bale, 2002). 
Working towards the multi-net simulation of quantification, we first look at the 
individual single-net simulations of subitization and counting, based upon past 
psychological observations and proposed simulation techniques.  Here, the simulation 
of subitization uses a SOM, and hence employs unsupervised learning, whereas 
counting is simulated as a supervised process using the traditional PDP approach, in 
addition to recurrent techniques.  Once suitable architectures for subitization and 
counting have been defined, we combine these together in our multi-net simulation of 
quantification, allowing them to learn individually and through interaction. 
The concept being explored by this simulation is how the quantification abilities 
develop together, attempting to address certain limitations of previously reported 
results by simplifying the approach and focusing on their combined aspects.  Here, it 
is assumed that subitization is the (possibly innate) foundation upon which other 
numerical abilities are based, and hence the subitization SOM is pre-trained in 
accordance with the psychological literature, in contrast to later developed symbolic 
skills, such as counting.  However, despite the element of pre-training, within the 
subitization module the translation between the SOM and the symbolic output is still 
trained in-situ, supporting the main theme of this thesis. 
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In simulating addition we explore two strategies that are employed by adults and 
children, the use of which change during development.  The first is the ability to 
count.  Here, it is recognised that when faced with adding two sets of objects, the 
development of addition strategies in children tends to begin with counting.  
Subsequently, children learn different strategies, and here we focus on the most 
prominent of these: fact retrieval, where the result of an addition is memorised, 
reducing the effort required in generating the correct response by replacing counting 
strategies with recall. 
Our single-net simulation of fact retrieval is based upon a SOM, used to simulate a 
lookup table of results based upon the addends, whereas our MLP counting module is 
trained to ‘count all’.  Once again, we combine these modules into a multi-net system 
allowing us to explore how the use of the two strategies changes through learning.  
Here, all networks are combined prior to training since it is assumed that both 
functions are learnt concurrently during childhood. 
The results of these simulations show how observed behaviour of both quantification 
and arithmetic strategies can be simulated through the developed interaction of 
modules performing individual abilities.  For example, when combining simulations 
of subitization and counting, we demonstrate that the subitization limit may be 
simulated through an assessment of which strategy is the best to produce the required 
answer given the input alone.  Similarly, we demonstrate how the parallel 
development of the fact retrieval and counting addition strategies leads to a particular 
strategy becoming dominant depending upon its performance alone. 
To support these multi-net simulations we present a development of the SLM 
algorithm that capitalises on competitive learning within the ME multi-net system.  
Here we attempt to combine both supervised and unsupervised learning techniques 
within the same system, promoting both the simulation of abilities with unsupervised 
systems as well as utilising the foundation given by PDP systems.  This work 
implements the ideas first described by Bale (1998). 
Our multi-net simulations of quantification and addition rely upon the use of a SOM 
to form one of the strategies: subitization and fact retrieval.  This is motivated by 
biological studies, and especially Hebb’s ideas on neural integration, together with the 
results from our SLM system reported in the previous chapter.  Here the SLM system 
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(Definition 3) provides us with a way of algorithmically converting the output of a 
SOM, which is essentially a visualisation in two-dimensional space, into a symbolic 
classification.  This is combined with the ME system, which itself uses in-situ 
learning (example 5, p.79), allowing us to compete an unsupervised learning module 
with a supervised learning module.  We call this the strategy learning system (SLS). 
Definition 4: a strategy learning system is a multi-net system, such that 
31 =K , 011 =K , 112 =K , 0121 =K  and 013 =K , with: 
 ( ) 
=
==
1
1
2
1111111 ,,...,
K
i
iiK ywyyfy αθ  (12) 
where ( )111111 ,θxfy = , 111 1: −Kn RRf   are the weights for the two strategies, 
which are explicitly dependent upon the input x . 
This defines the SLS explicitly to combine two strategies using a single gating 
network (Figure 13), where one strategy is a sequential module (the SLM system), 
and the other by a single-net. 
The algorithm for the SLS is as defined in Figure 11 (p.82).  Here we note that since it 
is recognised that certain strategies can develop prior to integration, we allow the use 
of both pre-training and in-situ training of networks, with the details left with the 
description of the simulations.  During training, to simulate stages of development we 
record the output from the system at different epochs. 
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K1=3 
K12=1 K13=0 
Parallel 
(ME) 
v12 v13 
K121=0 
v121 
K11=0 
v11 
Sequential 
(SLM) 
Gate Unsupervised 
Strategy 
Supervised 
Strategy 
 
Figure 13: Annotated architecture of the Strategy Learning System combining two 
strategies.  Note the combination of the ME and SLM architectures. 
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4.1 Magnitude and Symbolic Representations of Number 
The approach taken in the simulations reported in this chapter concentrates on a 
simplified view of the cognitive abilities.  As such, the most notable aspects of this are 
the forms of the input and output spaces.  The input data is based upon a normalised 
‘visual scene’ containing a number of different objects, with three binary bits 
representing a single object (Table 16).  Here we term the input a ‘visual scene’ in line 
with previous work because it represents an abstract visual input, but acknowledge 
that we are not performing any form of image processing.  It is assumed that the 
normalisation process has removed both size and position factors from the data such 
that objects appear stacked from left to right, with no noise. 
Table 16: Example input representation for quantification of one to five objects. 
Numerosity Input Vector 
One 1,1,1,0,0,0,0,0,0,0,0,0,0,0,0 
Two 1,1,1,1,1,1,0,0,0,0,0,0,0,0,0 
Three 1,1,1,1,1,1,1,1,1,0,0,0,0,0,0 
Four 1,1,1,1,1,1,1,1,1,1,1,1,0,0,0 
Five 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1 
This representation also matches that used by Bale for internal magnitude stimuli, 
which was used to simulate an internal understanding of numerosity as a number line, 
exploiting the properties of Kohonen’s SOM to relate similar input patterns together.  
This is in contrast to other representations used for simulating numerical quantities, 
such as that used by Dallaway (1994) and McCloskey and Lindemann (1992), who 
used a sliding scale of magnitude, and Anderson, Spoehr and Bennett (1994) who 
used a combination of a symbol and a sliding magnitude. 
Table 17: Example input representation for adding single digit quantities together. 
Addition Input Vector 
0+1 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
…
 
…
 
9+1 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
…
 
…
 
9+9 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1 
For input to the subitization and counting simulations, a vector consisting of this 
normalised visual scene of objects was used, with varying minimum and maximum 
quantities, and hence either 15- or 60-dimensional.  For the addition fact retrieval 
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experiments the two addends were constructed by concatenating two of these visual 
scenes together (Table 17), but with the two scenes restricted to contain up to 9 
objects each only, hence a 54-dimensional vector. 
Experiments performed to assess counting as a temporal process consisted of 
successive inputs of three bits only, representing the successive presentation of single 
objects.  So, for example, an input of three objects was represented by an input 
sequence of four patterns, the first three consisting of three bits set to ‘1’, the last of 
three bits set to ‘0’ to indicate the end of the sequence. 
One of the key factors of the input space assessed in the simulations of quantification 
is the relative frequency of different numbers of objects.  In previous simulations, 
equal frequencies of objects in the visual scene have been presented for the systems to 
learn on, with the exception of Dallaway’s (1994) multiplication fact simulations.  
Looking at learning algorithms in artificial neural networks, we understand that the 
frequency of occurrence of a pattern can affect the learning that takes place.  For 
example, if a pattern occurs rarely within a training set, a network is unlikely to form 
a consistent way of recognising the pattern and producing an appropriate response.  
This is recognised in both single-nets, for example SOM’s magnification factor 
(Kohonen, 1982) and multi-nets, through strategies such as sampling of training data 
in AdaBoost. 
In order to understand the relative frequency of different numbers that children and 
adults may be exposed to, and hence the potential effect on development of the 
numerical abilities, a number of different sources were used to construct the model 
visual scenes.  Each source was analysed to produce a probability model for the 
occurrence of different numbers of objects. 
The first was an equal probability model, as used in existing simulations (for example 
Bale, 1998).  The second extended this by taking into account the counting sequence.  
For example, we may learn to count 1 object, then 2 objects, 3 objects, and so on.  
This can be represented by the sequences “1”, “1, 2” and “1, 2, 3”, giving rise to a 
repeat probability model.  However, whilst this may be somewhat intuitive, it lacks 
substantive supporting evidence.  In contrast, the third model is based on Benford’s 
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Law8, which in its modified form states that the probability of a number having a first 
significant (non-zero) digit d in certain textual documents is ( )dd 11log)Pr( 10 +=  for 
9,...,2,1=d . 
Whilst this logarithmic model takes into account the abstract frequency of numbers in 
texts and tables, it does not necessarily give us any indication of how the frequency of 
objects, or general stimuli, may vary during childhood development.  We can go some 
way towards understanding this by looking at the frequency of number words in 
certain corpora that include spoken language, and especially those that record 
conversations with children. 
An analysis of the frequency of the number words (for example, ‘one’, ‘two’) in the 
British National Corpus (BNC)9, which includes 4124 spoken and written texts, with 
100,106,008 words (Burnard, 1995), gives similar results to the logarithmic model 
described above, with the exception that particular number words, such as ‘ten’ and 
‘twenty’, are more frequent given their special nature in the spoken decimal system.  
However, this still does not demonstrate to what extent children are exposed to 
particular numbers.  Consequently we analysed a far smaller corpus of conversations 
held between young children and adults contained in the CHILDES database10 
(MacWhinney, 2000). 
The Wells (1981) corpus consists of transcriptions of recorded conversations with 
British children ranging in age from 1½ to 5 years old.  Performing a similar word 
analysis as that performed on the BNC gives rise to a further probability model, albeit 
based upon a limited number of words.  The results for this model clearly demonstrate 
a marked increase in the frequency of the lower numbers in comparison to all of the 
models so far discussed.  A comparison of the probability models used for 1 to 5 and 
1 to 10 objects is given in Figure 14, noting that the probabilities for each of the data 
sets has been normalised to give a total probability of 1 within the associated range of 
objects. 
                                                 
8
 Originally proposed by Newcomb in 1881, and re-discovered by Benford in 1938, with subsequent 
extension by Hill (1998). 
9
 Analysis performed using the online BNC sampler at http://sara.natcorp.ox.ac.uk/lookup.html. 
10
 Available from http://childes.psy.cmu.edu/. 
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Here we can conclude that increasing numbers tend to appear with an exponentially 
decreasing probability.  In contrast, both the equal and repeating probability models 
are linear in nature.  The Wells corpus also gives us the most rapid decay in 
probabilities, and hence starts with the highest probability for 1 object.  However we 
note that the low number of words in this corpus may skew this result. 
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Figure 14: Comparison of probability models used for generating object data sets.  Note 
the high relative frequency for the lower numbers in the CHILDES model. 
These five different models provide us with a way of generating the normalised visual 
scenes required for our simulations, giving us the opportunity of exploring the 
properties of neural networks when trained on data sets with different probability 
models for the distribution of patterns.  The inference being explored is that it appears 
that children are exposed to different relative frequencies of numbers, and hence it is 
interesting to probe what effect this may have on development.  We will show that the 
choice of probability model has an effect on learning. 
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For each of these probability models 10 example data sets were generated, each with 
100 example visual scenes.  Each of these 100 scenes were generated by randomly 
selecting a number of objects using the selected probability model.  The resultant 
relative frequencies for each of the probability models and number of objects, 
compared with the target probabilities, are enumerated in Appendix B (Table 42 to 
Table 51, p.187). 
Two types of data set were generated: static visual scenes and temporal sequences.  
For the static visual scenes data sets were generated for all of the probability models.  
For scenes consisting of up to 5 objects a 15-dimensional vector was used to allow 
comparison with past simulations, and for up to 10 objects a 60-dimensional vector 
was used, accommodating up to 20 objects to allow for testing on higher numbers.  
For the temporal sequences only the equal and CHILDES probability models were 
used, with 100 examples in each of the 10 data sets were used to generate successive 
sequences of input.  Because of the low number of unique examples in each data set, 
these were used for both training and validation of the subitization and counting 
simulations.  The data sets are summarised in Table 18. 
Table 18: Summary of normalised visual scene data sets generated.  Each has 10 
individual data sets generated using the selected model, each with 100 example scenes or 
sequences. 
Vector Dimension Probability 
Model 
Number 
Range Static Temporal 
1 to 5 15 3 
Equal 
1 to 10 60 3 
1 to 5 15  
Repeat 
1 to 10 60  
1 to 5 15  
Benford 
1 to 10 60  
1 to 5 15  
BNC 
1 to 10 60  
1 to 5 15 3 
CHILDES 
1 to 10 60 3 
For the addition experiments only the equal probability model was used to generate 
the pairs of addends in a static visual scene.  Values for each addend varied from 0 to 
9, giving 100 different addition problems, including commutative pairs.  The same 
representation as above was used, but with two 18-dimensional vectors concatenated 
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together, each representing one addend, giving a 54-dimensional vector.  The value of 
0 was represented by all values in the addend being set to 0. 
Three data sets were generated for the addition experiments.  In the simulations, we 
explore the relationship between commutative addition facts, for example “1+9” and 
“9+1”.  Consequently, the first data set consisted of all 100 facts, the second consisted 
of the 55 unique facts in maximum-minimum order, and the third has the 55 facts in 
minimum-maximum order. 
To test generalisation in the addition simulations a training, validation and testing set 
were constructed by randomly selecting 50%, 25% and 25% of the examples, 
respectively (see Table 52, Appendix C, p.193).  Whilst this may not conform to the 
way children learn addition facts by rote, this gives us a way of testing the 
generalisation capabilities of the generated systems.  These data sets are summarised 
in Table 19. 
Table 19: Summary of addition data sets generated using the equal probability model. 
Examples 
Data Set 
Training Validation Testing 
All commutative pairs 50 25 25 
Maximum, Minimum 27 14 14 
Minimum, Maximum 27 14 14 
A single symbolic output representation was used for both quantification and 
arithmetic.  In contrast to Bale’s articulation output and Dallaway’s symbolic model, 
an abstract place-value decimal representation was used.  This consisted of 9 elements 
for the tens 10 to 90, and 10 for the units 0 to 9 (Table 20).  For those experiments 
where only the numbers 1 to 5 were being dealt with, this output vector included only 
the 1 to 5 unit values. 
Table 20: Examples using the decimal symbolic output representation. 
Tens Units 
Value 
10 20 30 40 50 60 70 80 90 1 2 3 4 5 6 7 8 9 0 
1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
…
 
         
…
 
         
10 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
…
 
         
…
 
         
99 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 
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4.2 Simulating Quantification 
Quantification is recognised to consist of three distinct abilities: subitization, 
estimation and counting (section 2.3.1).  Subitization and counting have been 
extensively simulated using a variety of techniques (see section 2.4.1 for details), with 
varying results.  In this section we simulate quantification as a combination of 
subitization and counting, allowing the system to learn when each of the abilities 
should be used in response to an input.  We start by simulating both subitization and 
counting to give a foundation upon which the multi-net simulation of quantification 
can be formed. 
4.2.1 Subitization 
Our simulation of subitization uses a SOM as the mechanism whereby a visual scene 
is translated into an internal magnitude representation of number, extending our 
previous work (Ahmad, Casey and Bale, 2002).  In these simulations we follow 
advice that a SOM should be trained for a large number of epochs to allow both 
ordering and convergence to occur (see for example, Kohonen, 1997; Haykin, 1999).  
Furthermore we exploit the effect of the magnification factor in SOM, which typically 
results in a larger number of neurons being allocated to patterns that occur more 
frequently in the training set.  Here we explore the magnification factor and the 
simulated subitization limit through the different probability models used to generate 
the training data, attempting to simulate a compressive number line.  As we shall see, 
our results compare well with those of Dehaene and Changeux  (1993), and Peterson 
and Simon (2000). 
For each simulation we used a one-dimensional SOM.  To generate an average 
response, 10 SOMs were trained for 1000 epochs on the 10 example data sets 
generated from the equal, repeat, Benford, BNC and CHILDES data sets (section 4.1, 
p.119).  Each SOM had the same topology, but was initialised with random real 
number weights selected using a normal probability distribution with mean 0, 
standard deviation 1.  The same SOM algorithm and parameters were used as reported 
for the SLM system (section 3.3.3, p.105).  Details of the topology of the SOMs used 
for each probability model and range of numbers are shown in Table 21. 
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Table 21: SOM topology used for subitization simulations on each of the probability 
model data sets, where the output of the SOM is detailed as the two dimensions of the 
map. 
Number Range Topology 
15-5x1 
15-10x1 1 to 5 
15-15x1 
60-10x1 
1 to 10 
60-30x1 
A context map was generated from each of the 10 SOMs trained for a particular 
probability model, detailing which of the inputs a neuron in the map most resembles.  
The mean context map was generated by taking the average of each of the 10 and 
rounding the mean response for a neuron to the nearest number of objects it was 
associated with, transposing the map to ensure that the response for the left-most 
neuron was the lowest out of the two ends of the map.  The mean context maps for the 
CHILDES probability model is shown in Figure 15, noting that the results for the 
equal and repeat models are similar, and the Benford, BNC and CHILDES models are 
similar. 
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Figure 15: Mean subitization response for 1 to 5 and 1 to 10 objects for the CHILDES 
probability model with a range of map sizes.  Results for the equal, repeat, Benford and 
BNC models are similar to the CHILDES model. 
First it is clear that the mean response from each produces an ordering of the numbers, 
which is evident for both 1 to 5 and 1 to 10 objects.  This is due to the input 
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representation (see for example Bale, 1998; Ahmad, Casey and Bale, 2002), where 
successive patterns for increasing numbers of objects incorporate all previous 
patterns, as shown in Table 16 (p.119). 
In these simulations we are interested in the compressive nature of the produced 
context map in order to determine if the frequency of objects within the training data, 
as determined by the probability model, effects the output representation.  Here we 
see that when the map size equals that of the maximum number of training objects, 
there appears to be a linear relationship between the number of objects and neurons 
within the map (5 neurons for 1 to 5 objects, 10 neurons for 1 to 10 objects).  The 
CHILDES model for 1 to 10 objects provides an exception to this, where there is no 
mean response for 8 objects, and the response for 3 objects occupies 2 neurons.  This 
is due to a larger allocation of neurons for the lower numbers (1, 2 and 3) for 3 of 
these simulations.  For larger map sizes we can see that the magnification effect is 
more prominent. 
Here, the results for the Benford, BNC and CHILDES probability models are similar 
in that they tend to allocate higher numbers of neurons to the lower numbers of 
objects.  For example, in the CHILDES model for 1 to 5 objects on the 15 by 1 map, 2 
objects are allocated to 5 neurons, whereas 5 objects are allocated to 1 neuron.  A 
similar pattern can be seen for 1 to 10 objects.  Whilst this is perhaps not a dominant 
effect in comparison with the marked difference in the relative frequencies of objects 
in the different probability models (see Figure 14, p.122), it is sufficient to note that 
this is compressive in nature, and therefore matches the required compressive number 
line scheme.  Boundary effects are also apparent within the results.  For example, in 
the CHILDES probability model for 1 to 5 objects, by 1 and 5 are allocated less 
neurons than the other numbers. 
These simulations therefore support two well-known phenomena associated with 
number understanding.  First, for all of the probability models we can see that the 
results generate ordered maps, and hence this demonstrates the distance effect, where 
the larger the numerical distance between the number of objects, the further apart on 
the map they appear.  Second we see that, for the results generated from probability 
models that are logarithmic in nature, and particularly the CHILDES model, the 
results show a compressive number line, which we can perhaps conclude 
demonstrates the Weber-Fechner law, where comparing increasing magnitudes 
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becomes more difficult because the representation for successive numbers gets closer 
together.  
We now turn our attention to the subitization limit in these experiments.  Looking 
explicitly at the 10 and 30 by 1 maps generated for 1 to 10 objects and the CHILDES 
probability model, we tested the maps on scenes consisting of up to 20 objects, to 
determine the limit of discrimination between different numbers on patterns for which 
the map has not been trained. 
For each of the SOMs under test, we calculated the maximum number of objects that 
can be discerned without any error, by determining that maximum number of objects 
in sequence that can be clearly distinguished by its own winning neuron.  For the 10 
by 1 map, this gives a mean limit of 8.8, and the 30 by 1 a mean of 9.9, both close to 
the maximum number of objects within the training data.  Here it appears that a 
slightly lower mean value has been generated because of the smaller number of 
neurons allocated to the higher numbers, a result of the compressive number line and 
the boundary effects.  This result is similar to that we previously reported on the 
subitization limit for SOM (Ahmad, Casey and Bale, 2002), which was attributed to 
the boundary effects. 
We can conclude that the subitization limit in our simulation appears to result from 
the maximum number of objects in the training data, the relative frequency of the 
objects and, to a lesser extent, the map size, where a smaller map in relation to the 
maximum number of objects reduces the subitization limit. 
These results relate well to Dehaene and Changeux’s (1993) and Peterson and 
Simon’s (2000) systems.  The results from Dehaene and Changeux’s system also 
demonstrate the distance effect and the Weber-Fechner law, however whilst our 
system learnt how to represent numbers, their results were a consequence of pre-
defining the connection strengths. 
In contrast, Peterson and Simon’s system also learnt how to subitize.  They concluded 
that the subitization limit in their model arises from the interaction of the number of 
hidden units and the size of the visual scene during learning.  Whereas their SUBIT-
PDP system used an MLP with backpropagation, our system produces similar results 
with a SOM.  Here our results differ when we compare the number of hidden units in 
the MLP to the number of neurons in the SOM.  The subitization limit in SUBIT-PDP 
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was partly attributed to the number of hidden neurons, with a greater number giving 
rise to a higher limit.  In our model, the number of neurons in the map seems to have a 
far lesser effect on the subitization limit, but becomes greater when the number of 
neurons in the map tends toward the maximum number of objects in the training data.  
Of interest however is that our results have been produced using an unsupervised 
learning technique, rather than the more popular supervised technique. 
4.2.2 Counting 
Counting is recognised as the association of the number-word sequence with input 
stimuli, in our case the objects in a visual scene.  Behavioural observation of counting 
in children has given rise to recognised development stages (see for example Fuson, 
Richards and Briars, 1982).  Existing simulations of counting have reproduced such 
developmental characteristics using different types of neural architecture to simulate 
both the abstract concepts of counting and the production of the number-word 
sequence.  We constructed two simulations of counting, one using the static visual 
scene as input, and one using a temporal sequence of scenes as input.  Our simulations 
explore the effect of the frequency of presented numbers of objects, using both a static 
and a recurrent supervised learning system. 
For the static simulation we followed the traditional PDP approach by using a MLP 
with backpropagation learning, with the same algorithm and parameters as used for 
the SLE System component networks (section 3.3.2, p.98).  Here we assume that the 
static visual scene forms a temporal buffer on the input stimuli. 
The recurrent simulation employed a Simple Recurrent Network (SRN), which adds 
state neurons to a MLP (Elman, 1990).  Here the input consists of the presentation of 
a number of single objects, followed by the absence of an object to indicate the end of 
the sequence.  The algorithm and parameters are the same as for the MLP above, with 
the exception of the state neurons, which are equal in number to the single layer of 
hidden neurons.  Here the activation values of the hidden layer neurons are copied to 
the state neurons after each feedforward pass, with the weights connecting the state 
neurons to the hidden layer modifiable by the training process.  At initialisation the 
value of the state neurons was set to 0.5.  For both simulations the output is the 
decimal place-value representation. 
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To generate an average response for both the static and recurrent simulations, 10 
networks were trained on randomly ordered scenes for 1000 epochs on the 10 
example data sets generated from the equal and CHILDES probability models, 
supplemented by the decimal place-value target outputs (section 4.1, p.119).  Each 
network had the same topology, but was initialised with different random real number 
weights selected using a normal probability distribution with mean 0, standard 
deviation 1.  The responses to the inputs were recorded during training to simulate the 
developmental progression.  Details of the topology of the networks are shown in 
Table 22. 
Table 22: Static and recurrent network topology for the counting simulations used with 
the equal and CHILDES probability model data sets, shown as the number of input, 
hidden and output neurons.  The number of state neurons in the recurrent architecture 
is not shown, but is equal to the number of hidden layer neurons. 
Topology 
Number Range 
Static Recurrent 
15-1-5 3-1-5 
15-2-5 3-2-5 
15-3-5 3-3-5 
15-4-5 3-4-5 
1 to 5 
15-5-5 3-5-5 
60-2-19 
60-3-19 
60-4-19 
60-5-19 
60-6-19 
60-7-19 
60-8-19 
60-9-19 
1 to 10 
60-10-19 
3-6-19 
3-10-19 
For the static simulations the mean total number of correct responses after training are 
shown in Table 23.  We can see from this that the relative frequency of objects within 
the training data, as determined by the probability models, has an effect upon the 
patterns that have been successfully learnt.  For example, with the equal probability 
model, 2 hidden layer neurons are sufficient to learn to count from 1 to 5, with 6 
required for 1 to 10 objects.  In contrast, for the CHILDES probability model all the 
mean responses fall below the maximum.  Here, the best performance is gained from 
3 hidden layer neurons for 1 to 5 objects, and 6 for 1 to 10 objects.  Most notable in 
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both models is the difficulty in learning the correct response to a larger number of 
objects in the input.  This is most apparent for the CHILDES probability model, 
perhaps reflecting upon the lower relative frequency of higher numbers in this data 
set, together with the instances of missing values, as determined by the random 
sampling to generate the data set. 
Table 23: Mean number of correct counting responses for static simulations for number 
range and probability model.  Responses are reported for the varying number of hidden 
neurons, where for 1 to 5 objects a maximum of 5 correct responses is possible, and for 1 
to 10 objects a maximum of 10 is possible. 
Number of Correct Responses Number 
Range 
Probability 
Model Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
Hidden Neurons 1 2 3 4 5 
Equal 1.90 0.32 5.00 0.00 5.00 0.00 5.00 0.00 5.00 0.00 
1 to 5 
CHILDES 1.70 0.48 4.50 0.53 4.90 0.32 4.80 0.42 4.80 0.42 
1 to 10 Equal   4.90 1.60 8.60 1.26 9.20 2.53 9.90 0.32 
Hidden Neurons 6 7 8 9 10 
Equal 10.00 0.00 10.00 0.00 9.90 0.32 10.00 0.00 10.00 0.00 
1 to 10 
CHILDES 9.10 1.29 9.00 1.63 9.10 1.10 9.00 0.94 8.80 0.92 
We concentrate solely on the CHILDES probability model for the production of 
counting sequences during training, using the best performing topologies for 1 to 5 
and 1 to 10 objects as discussed above.  Counting sequences were generated by 
presenting visual scenes with increasing numbers of objects, up to the training 
maximum.  Table 24 shows these sequences recorded from the two best performing 
networks.  Note that the networks with the highest number of correct responses to the 
test inputs, without taking into account the counting sequence, will be referred to as 
the ‘best performing networks’.  So that, for example, epoch 28 of the 1 to 10 network 
produces 8 correct responses (‘1’, ‘2’, ‘3’, ‘4’, ‘5’, ‘7’, ‘8’, ‘9’), but only 5 in the 
correct sequence order (‘1’, ‘2’, ‘3’, ‘4’, ‘5’).  Here, the results for each epoch 
highlight when a change occurred in the sequences, so that in intermediate epochs 
there are no recorded changes to the last shown. 
Comparing these with the known developmental phenomena we can identify 
conventional, stable nonconventional and nonstable elements.  For example, both 
sequences show a gradual improvement in production of correct responses, and these 
conform to the conventional portion of the sequence.  We can also identify stable 
nonconventional elements in, for example, the way ‘5’ is repeated for 1 to 5 objects, 
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and ‘9’ and ‘7’ are repeated for 1 to 10 objects.  The occurrence of nonstable elements 
is also discernable, with the appearance of ‘3’ for 1 to 5 objects, and ‘4’ for 1 to 10 
objects. 
Table 24: Example counting sequences for the static simulations.  The 1 to 5 and 1 to 10 
object sequences were recorded at each epoch from the two best performing networks 
trained using the CHILDES data sets, where performance is measured by the correct 
number of responses, rather than correct sequences.  Intermediate epochs have been 
omitted because they show no change to the last shown.  Incorrect sequence values are 
shown in bold.  
Epoch 1 to 5 Sequence  Epoch 1 to 10 Sequence 
1 1  1 1, 1, 1, 1, 1, 1, 1, 1 
2 1, 2  4 1, 2, 1, 1, 1, 1 
5 1, 2, 5  7 1, 2, 1, 1, 1 
6 1, 2, 3, 5  8 1, 2, 1, 1 
8 1, 2, 3, 3, 5  9 1, 2, 1 
9 1, 2, 3, 5  10 1, 2 
21 1, 2, 3, 4, 5  17 1, 2, 3 
   18 1, 2 
   19 1, 2, 3 
   21 1, 2, 3, 4, 4, 4 
   22 1, 2, 3, 4 
   24 1, 2, 3, 4, 5, 8 
   26 1, 2, 3, 4, 5, 8, 9, 9 
   27 1, 2, 3, 4, 5, 7, 8, 9, 9, 9, 7, 7, 7, 7 
   28 1, 2, 3, 4, 5, 7, 8, 9, 9, 7, 7, 7, 7, 7, 7, 7, 7 
With these results we have successfully shown how a PDP model can learn to count, 
with learning dependent upon the probability model used for the training data.  
Furthermore these simulations demonstrate a developmental progression as recorded 
by the change in produced counting sequences throughout learning, with elements of 
the sequence matching observed counting phenomena.  However, one problem with 
this static approach is that we are ignoring the recognised temporal nature of counting. 
The recurrent simulations were used to explore this aspect, with the total number of 
correct responses for these simulations shown in Table 25.  We can see from these 
that it is far more difficult for the SRN to learn the correct response given a sequence 
of objects.  The best result for 1 to 5 objects can be seen with 4 hidden neurons for 
both probability models (70.5% and 61% correct).  For 1 to 10 objects, because of the 
apparent difficulty in learning, only 6 and 10 hidden layer neurons were tried, with 10 
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giving the best results (only 24.1% and 27.7%).  We note also that the results for the 
two probability models appear similar for the different network topologies, with the 
results for the CHILDES model performing slightly better. 
Table 25: Mean number of correct counting responses for recurrent simulations for 
number range and probability model.  Responses are reported for the varying number of 
hidden neurons, where for 1 to 5 objects a maximum of 20 correct responses is possible, 
and for 1 to 10 objects a maximum of 210 is possible. 
Number of Correct Responses Number 
Range 
Probability 
Model Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
Hidden Neurons 1 2 3 4 5 
Equal 5.00 0.00 11.50 5.23 8.90 5.51 14.10 4.86 12.90 5.57 
1 to 5 
CHILDES 9.50 1.58 8.60 2.27 10.70 2.06 12.20 3.77 11.20 2.44 
Hidden Neurons 6 10    
Equal 43.20 33.26 50.70 46.94       
1 to 10 
CHILDES 57.20 30.08 58.20 40.44       
The problem with these simulations appears to be that the SRN is not reliably learning 
the responses for larger sequences of objects, and hence higher numbers, with most 
learning to count 1 or 2 objects only.  We attempted to alleviate this by training the 4 
hidden layer neuron systems for the CHILDES 1 to 5 data sets again for a total of 
2000 and then 10,000 epochs.  Neither of these extended periods of training improved 
the results significantly, with 2000 epochs giving a mean of 14.30 correct responses 
and 10,000 epochs giving a mean of 13.40. 
Whilst the longer training times have improved the success rate, the systems still do 
not reliably learn to count to the higher numbers.  Comparing the results from the 
different probability models seems to suggest that better results are obtained with the 
CHILDES model, possibly due to the higher frequency of lower numbers in the 
training data, which reinforces the learning in the recurrent system for these lower 
numbers. 
The changes to the counting sequence recorded for the best performing networks for 
the CHILDES model are shown in Table 26.  Once again we can identify the 
conventional portion of the sequence in later epochs, as well as stable 
nonconventional and nonstable elements.  For example, correct sequences are being 
generated with only one or two missing lower values, such as ‘3, 4, 5, 6’ in epoch 600 
for 1 to 10 objects.  What these sequences demonstrate is that, despite problems 
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apparent in learning, the recurrent architecture does allow sequential associations to 
be formed, utilising the state neurons. 
Table 26: Example counting sequences for the recurrent simulations.  The 1 to 5 and 1 to 
10 object sequences were recorded at regular epoch intervals from the two best 
performing networks trained using the CHILDES data sets, where performance is 
measured by the correct number of responses, rather than correct sequences.  Incorrect 
sequence values are shown in bold. 
Epochs 1 to 5 Sequence 1 to 10 Sequence 
200 1, 1, 1, 2, 3 1, 3, 4, 2, 3, 4 
400 2, 3, 4, 4 1, 2, 4, 5, 6, 4, 5, 6 
600 2, 3, 4, 4 1, 3, 4, 5, 6, 8, 9, 10, 6 
800 2, 3, 4, 4 1, 2, 3, 4, 6, 7, 8, 6 
1000 2, 3, 4 1, 8, 6, 7, 8, 6 
1200 2, 3, 4 1, 3, 4, 5, 6, 7, 8, 5, 6 
1400 1, 2, 3, 4 1, 3, 4, 5, 6, 5, 6 
1600 1, 2, 3, 4 1, 2, 3, 4, 5, 6, 1 
1800 1, 2, 3, 4 1, 2, 3, 4, 5, 6 
2000 1, 2, 3, 4, 5 1, 2 
Similar results to those discussed above have been previously reported.  For example, 
Bale’s multi-net system is capable of counting up to approximately 20, demonstrating 
conventional, stable nonconventional and nonstable elements in the produced 
counting sequences.  However, we have demonstrated that the relative frequency of 
numbers within the training data does have an effect on learning in a similar way to 
our results for subitization.  For example, the static simulations using the equal 
probability model produce the best solutions, whereas for the recurrent simulations 
the CHILDES probability model appears best.  Given that we assume children 
develop with exposure to such a skewed relative frequency of numbers, these results 
appear to support this temporal model, despite the best performance being obtained by 
the static system. 
Whilst the recurrent system appears to fit the temporal model of counting, this 
presents us with a problem in terms of simulating quantification with a multi-net 
system.  Within the SLS, learning occurs in-situ concurrently in both strategy 
modules.  If we use a recurrent network to simulate counting, not only is the input 
different, but also the way the output is interpreted, since a final counting response is 
only generated after successive presentations of different input.  We therefore note 
that the best counting results have been produced with the static simulation, and since 
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this static model fits well within the multi-net system described, we continue by using 
the static model in the multi-net simulation of quantification. 
4.2.3 Multi-net Simulation of Quantification 
With these single-net simulations of subitization and counting, we now look at how 
they can be used in a multi-net simulation of quantification (MNQ), using the SLS 
system (Definition 4).  Here, our quantification system consists of both subitization 
and counting modules, where the requirement is to quantify a normalised visual scene, 
outputting a symbolic number response by using either subitization or counting, as 
appropriate, based upon the input scene alone.  The architecture for the MNQ is 
shown in Figure 16, with annotation showing the function of the different modules 
and the input and output vector dimensions. 
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Figure 16: Annotated architecture of the Multi-net Simulation of Quantification, an 
instance of the Strategy Learning System, which combines subitization and counting 
simulations.  The dimensions of the input and output vectors for each component are 
shown. 
The components within the MNQ are based upon the best performing subitization and 
counting simulations, as described in sections 4.2.1 (p. 125) and 4.2.2 (p.129), with 
the same algorithm and parameter details.  Within the MNQ we assume that the 
subitization module is pre-trained, simulating the innate or early development of this 
ability prior to the development of counting.  However, all other components, 
including the magnitude to symbolic translation network are trained in-situ. 
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To train the MNQ we use the CHILDES probability model data sets for 1 to 10 
objects, supplemented by the decimal place-value target outputs (section 4.1, p.119).  
The responses to the inputs were recorded during training to simulate the 
developmental progression, together with the corresponding gate weight values for the 
two modules.  To generate an average response, 10 MNQ systems were trained on 
randomly ordered scenes for 1000 epochs on the 10 example CHILDES data sets.  
Each MNQ had the same topology, but was initialised with different random real 
number weights selected using a normal probability distribution with mean 0, 
standard deviation 1, except for the pre-trained subitization SOM, which has weights 
as defined after training (section 4.2.1).  Details of the components within the system 
are provided in Table 27. 
Table 27: Component details for the Multi-net Simulation of Quantification, shown as 
the number of input, hidden and output neurons, where the output of the SOM is 
detailed as the two dimensions of the map. 
Task Component Type Topology Training 
Subitization SOM 60-30x1 Pre-trained 
Magnitude to Symbolic Translation Single layer with delta learning 30-19 Trained in-situ 
Counting MLP with backpropagation 60-6-19 Trained in-situ 
Subitization and Counting Gate Single layer with delta learning 60-2 Trained in-situ 
Note that the magnitude to symbolic translation network is a single layer network 
using the delta learning rule, with a constant learning rate of 0.1 and binary threshold 
activation function: 1=y  when the weighted summation of the inputs is greater than 
0, and 0=y  otherwise.  This is as specified for the SLM system in section 3.3.3 (p. 
105).  The gating network is a single layer network using the delta learning rule, with 
a constant learning rate of 0.1, with the softmax activation function, = j jii xxy . 
The mean number of correct responses of the MNQ was 9.30, standard deviation 1.06, 
compared with a mean of 9.10 from the counting simulation (see Table 23, p.131).  
This first demonstrates that the integrated system is successfully learning to quantify.  
However, what is of interest is the way in which this result has been generated as 
measured by the allocation of input patterns to either subitization or counting.  
Consequently, the mean weight value generated by the gate for the counting module is 
shown in Figure 17, for inputs ranging from 1 to 20 objects.  Here we note that a low 
value indicates that the gate favours the subitization module for the input, and a high 
value the counting module. 
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Figure 17: Mean counting module weight for the Multi-net Simulation of Quantification 
after training on 1 to 10 objects for 1000 epochs, and tested on scenes consisting of 1 to 
20 objects.  Note that a low value, as shown by the shaded region, indicates that the gate 
favours the subitization module, a high value the counting module. 
We can see that the value indicates on average that the counting module is favoured 
for all input visual scenes.  However, the mean value is lowest for the lower number 
of objects, indicating a tendency towards the subitization module.  Indeed, this is 
demonstrated in four of the simulations performed, two of which relied solely on the 
subitization module and two that relied on the subitization module for just the lower 
numbers.  Furthermore we see that the systems have generalised the allocation of the 
counting module to responses for 11 to 20 objects, albeit without generating a correct 
value. 
These results show that the MNQ is successfully integrating both the subitization and 
counting modules.  Whilst the counting module dominates in the majority of the 
simulations, the ability of the system to produce the correct response demonstrates 
that the required learning is taking place in both the counting module and the 
magnitude to symbolic translation for the subitization module.  Furthermore, from the 
limited number of simulations that used both subitization and counting, we can see 
that the gate is selecting which module to use based upon the input visual scene alone, 
with generalisation to higher numbers of objects. 
The expectation from the psychological literature is that subitization is predominantly 
used for numbers up to about six, with counting used otherwise, assuming that 
sufficient time is allowed to count.  Two of our simulations demonstrate similar 
behaviour, but with the mean response showing that counting is predominant. 
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In an attempt to increase the use of subitization for the lower numbers, we increased 
the learning rate for the magnitude to symbolic translation network and re-trained the 
systems, this time recording the output after just 100 epochs, which is sufficient to 
show any effect this may have.  Figure 18 shows the mean weight value generated by 
the gate for the counting module, with a learning rate of 0.1, 0.2 and 0.5. 
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Figure 18: Mean counting module weight for the Multi-net Simulation of Quantification 
after training on 1 to 10 objects for 100 epochs, and tested on scenes consisting of 1 to 20 
objects, with a magnitude to symbolic translation network learning rate of 0.1, 0.2 and 
0.5.  Note that a low value, as shown by the shaded region, indicates that the gate favours 
the subitization module, a high value the counting module. 
For a learning rate of 0.2 we see that the counting module is favoured more than the 
subitization module, and for a learning rate of 0.5 we have a greater reliance on the 
subitization module.  Whilst this demonstrates some volatility in the allocation of the 
modules when varying this learning rate parameter, which is perhaps a consequence 
of the random initial weights, we can see that it is possible to influence the dominance 
of a particular strategy in this way, with the mean subitization limit of the system 
raised to 2 for the higher learning rate, and a lower mean weight value for all 
responses. 
Returning to the system with a learning rate of 0.1, Table 28 shows the counting 
sequences recorded from one the systems that demonstrated the use of both 
subitization and counting.  Here we can see that the subitization module is used for 
the numbers from 1 to 4, and above this the counting module is used, with the system 
capable of counting up to 6 after 80 epochs of training.  These results also 
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demonstrate conventional, stable nonconventional and nonstable elements of the 
sequence. 
Table 28: Example counting sequence for one of the Multi-net Simulation of 
Quantification systems trained for 100 epochs, with responses recorded at regular epoch 
intervals.  Incorrect sequence values are shown in bold. 
1 to 10 Sequence 
Epoch Module 
1 2 3 4 5 6 7 8 9 10 
Subitization 1  2 1 1 40     
1 
Counting           
Subitization 1 2 3 1       
2 
Counting           
Subitization 1 2 3 4       
4 
Counting           
Subitization 1 2 3 4       
9 
Counting     5      
Subitization 1 2 3 4       
40 
Counting     5 6   6 6 
Subitization 1 2 3 4       
60 
Counting     5 6     
Subitization 1 2 3 4       
70 
Counting     5 6 5 5   
Subitization 1 2 3 4       
80 
Counting     5 6     
We also note that our model bears some similarity to the recently published work of 
Grossberg and Repin (2003), who explored the development of multi-digit numbers.  
Their Spatial Number Network (SpaN) model is formed with three layers: the first to 
pre-process sensory input, the second to organise signals topographically and the third 
to numerically compare two numbers.  Our MNQ system has some similarities with 
this, notably the way in which signals are pre-processed by a topographic map prior to 
being processed by an output stage, in our case to generate a symbolic number. 
What is interesting from our results is that it is possible to discern a new reason for the 
subitization limit.  Whereas we have explored the observed subitization limit as a 
consequence of the architecture and training parameters used to simulate subitization 
(section 4.2.1), the MNQ results show that we can also attribute the limit to the 
interaction between different quantification abilities.  Here we see that in learning to 
use both subitization and counting through a process of in-situ learning, that the 
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subitization limit can result from the competitive allocation of input patterns to 
modules based upon the input. 
We recognise that this competitive process depends upon the performance of the two 
modules.  The pre-trained subitization SOM is only capable of recognising patterns up 
to the maximum it has been trained on, with a compressive output representation.  The 
output of the SOM is translated into the symbolic representation by a single layer 
network that learns to associate the appropriate symbolic output.  The untrained 
counting module competes with this partially trained subitization module, and hence 
the limit therefore appears to depends upon the speed at which each module can learn 
the appropriate output, given that the SOM has difficulty in representing higher 
numbers.  In-situ learning has given us a way of exploring this interaction and hence 
provides us with a new computational perspective on the subitization limit.  
4.3 Simulating Addition 
In learning to add, children use a number of different strategies to produce a response, 
the use of which changes during development.  For example, it is recognised that 
children first use counting strategies, such as counting through all the presented 
numbers, before developing skills such as fact retrieval (see section 2.3.2 for details).  
Previous arithmetic simulations have included addition, negation, multicolumn 
addition, multicolumn multiplication, and multiplication fact retrieval, with the use of 
MLPs with backpropagation learning the predominant technique (see section 2.4.2 for 
details).  In this section we simulate the combination of the fact retrieval and ‘count 
all’ strategies.  We start by simulating fact retrieval with an unsupervised learning 
technique, then we re-examine our previous counting simulation (section 4.2.2, p.129) 
in the context of addition.  We conclude with a multi-net simulation of addition. 
4.3.1 Fact Retrieval 
The learning and retrieval of arithmetic facts is a well-established phenomenon of 
numerical skills.  However, how we encode such facts within the brain remains 
uncertain, with observed errors in recall used to evaluate proposed models due to their 
well-established type and frequency of occurrence.  We explore Ashcraft’s (1992) and 
Butterworth et al’s (2001) ideas on the way in which facts are stored as an interrelated 
memory accessed by operand (see section 2.3.2 for further details), using Kohonen’s 
SOM to act as a memory that is indexed by the two operands.  Whilst past simulations 
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of fact retrieval have concentrated exclusively on multiplication facts, we simulate the 
storage and recall of addition facts. 
SOMs with a variety of map sizes were used for the simulations.  We trained 10 
SOMs for 1000 epochs on training data generated from the equal probability model, 
consisting of a randomly selected 50% of the possible examples for the commutative 
and non-commutative minimum-maximum and maximum-minimum data, which is 
formed from two visual scenes representing the two sets of objects to be added 
together (section 4.1, p.119).  Each SOM had the same topology, but was initialised 
with random real number weights selected using a normal probability distribution 
with mean 0, standard deviation 1.  The same SOM algorithm and parameters were 
used as reported for the SLM system (section 3.3.3, p.105).  Details of the different 
topologies used are shown in Table 29. 
Table 29: SOM topology used for fact retrieval simulations on each of the data sets, 
where output of the SOM is detailed as the two dimensions of the map.  Note that the  54-
dimensional input represents two sets of 0 to 9 objects in the visual scene. 
Data Set Topology 
 54-11x5 
All commutative pairs / 54-9x9 
Maximum, Minimum / 54-10x10 
Minimum, Maximum 54-55x1 
 54-100x1 
Once training was complete, all of the 100 single digit addition problems were 
presented to each SOM, including those only trained on non-commutative pairs.  
Here, maps with 100 and 55 neurons in different configurations were selected to 
match the total number of commutative and non-commutative examples, respectively, 
exploring whether the map organised the facts by addend.  The map with 99 ×  
neurons was selected to explore how the representation of 0 was treated, and whether 
such a representation was therefore redundant. 
For the commutative data sets the best results appear to occur with the 99 ×  and 
1010×  maps, with all of the simulations for these two map sizes producing similar 
results.  Figure 19 shows an example for both map sizes.  Here the visualisation shows 
the results for probing the SOM to find the winning neuron for each of the 100 
examples.  Winning neurons for each problem are shown with a circle depicting the 
size of the value of the associated addition. 
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These results demonstrate that the SOM has associated each addend to a map axis, 
with each ordered depending upon the addend value, fitting well with Ashcraft’s 
(1992) model of fact retrieval.  For example, we can see that for the 99 ×  map that 
low addend values are associated in the bottom left corner, whilst high addend values 
are associated with the top right corner; similarly, but in reverse, for the 1010×  map.  
Furthermore, this unsupervised learning technique produces good generalisation, with 
responses to the test data associated with the appropriate areas of the map for the test 
addends, as shown by consistent circle sizes for problems not in the training data.  The 
results for the remaining map sizes show either no relation to addend or highly 
overlapping results. 
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Figure 19: Example results for the 9x9 and 10x10 SOMs trained on commutative 
addition facts.  Winning neurons for each of the 100 addition problems are shown with a 
circle depicting the size of the value of the associated addition.  
Whilst these results support the current model of fact retrieval, it is difficult to 
compare these simulations with observed behaviour such as reaction times or errors in 
recall.  However, a limited exploration of errors can be achieved by examining the 
way the algorithm has organised the patterns within the map. 
For example, we can see from Figure 19 that not all of the neurons are associated with 
addition facts, and hence that there is some overlap in the results.  In the 99 ×  map 
the mean number of facts per neuron is 1.23, standard deviation 1.76.  For example, 
“0+0=0”, “0+1=1” and “0+2=2” are associated with the same winning neuron, and 
also “1+7=8”, “2+7=9”, “0+8=8” and “1+8=9”.  Whilst the first group has “0” as a 
common addend, in the second group it appears in only one of the facts.  For the 
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1010×  map the mean number of facts per neuron is 1.00, standard deviation 0.77, 
with an addend of “0” treated separately.  This suggests that given sufficient neurons, 
“0” can be treated as a separate addend value, in-line with the others. 
The overlap for particular pairs of addends shows how incorrect facts may be 
retrieved, giving us some idea as to how observed errors in humans may be simulated.  
Since the facts have been organised by addend, but with some overlap, we can see 
how this can lead to table-errors (for addition facts this is also equivalent to operand 
errors).  For example, for the 99 ×  map, inputting “1+7” can lead to an answer of “8” 
or “9” (from “2+7”).  However there appears to be little scope for non-table errors 
because the weights for all neurons have been adjusted during training because of the 
initial neighbourhood size, as demonstrated by the consistent spread of addend values.  
This consistent spread suggests that the associated facts, as encoded with the weight 
vectors, will have a value within the range of the addition table.  Consequently, we 
can see that there will be a greater incidence of table errors as compared with non-
table errors, and this is in-line with current human observations.  Furthermore, 
because in the 1010×  map “0” is treated as just another addend value, the same 
number of errors should occur with the associated facts, contrary to the psychological 
theory. 
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Figure 20: Example result for the 10x10 SOM trained on non-commutative (maximum-
minimum) addition facts.  Winning neurons for each of the 100 addition problems are 
shown with a circle depicting the size of the value of the associated addition. 
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For the SOMs trained on the non-commutative data sets only, a similar visualisation 
of the results can be generated by probing with all 100 facts, rather than just the non-
commutative data, as shown in Figure 20 for the 1010×  map. 
Once again the results for the 99 ×  and 1010×  maps seem to provide the required 
representation of the addends on the two map axes, whether trained on maximum-
minimum or minimum-maximum facts, with the 155×  and 1100×  maps also 
demonstrating an improved ordering compared with the commutative results.  Here 
we note that the full range of values for each addend are important, even with non-
commutative pairings, as demonstrated by the results with the 1010×  maps. 
To explore the relationship between maximum-minimum and minimum-maximum 
facts we probed the 1010×  map (trained on maximum-minimum facts only) with both 
sets of data to determine if there was any overlap.  Figure 21 shows a comparison for 
one of the simulations between the winning neurons for the maximum-minimum facts 
and the minimum-maximum facts. 
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‘Minimum-maximum’ results for 
bas +=
 where ab ≥  
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Figure 21: Example result for the 10x10 SOM trained on non-commutative (maximum-
minimum) addition facts.  Winning neurons for 55 maximum-minimum and minimum-
maximum problems are shown with a circle depicting the size of the value of the 
associated addition. 
Whilst the maximum-minimum probing shows the addend per axis representation, the 
minimum-maximum probing does not, and also suffers from significant overlap.  
Here, it appears that the map has not formed a sufficient set of prototype vectors to 
correctly organise these patterns, and hence gives poor generalisation to these 
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problems.  There also appears to be few of the minimum-maximum pairs being 
associated with their maximum-minimum counterparts.  The SOM algorithm has 
therefore organised the patterns based upon commutative information only, and hence 
the full range for both addends.  Whilst demonstrating that SOM cannot be trained on 
non-commutative data, and then used for recall of the commutative facts, this suggests 
that with this addend representation a further mechanism is required to order the 
addends, as proposed by Butterworth et al (2001). 
In comparison to other fact retrieval models, our simulations have shown how an 
unsupervised learning technique can be used to simulate the storage of addition facts 
in a two-dimensional map.  Whilst Anderson, Spoehr and Bennett’s (1994) model 
takes into account commutative information, our model treats commutative pairs 
separately by associating each axis of the map with one of the two addends. 
The ordering of addend value within our simulation is reliant upon the form of the 
input, which essentially encodes objects as magnitudes in a similar way to McCloskey 
and Lindemann’s (1992) MATHNET.  Dallaway’s (1994) model of fact retrieval 
explicitly coded overlapping addends in the input representation in order to generate 
errors.  It appears that our model can generate errors without such an explicit 
encoding, which are generated as a consequence of overlapping activations for 
different addition facts as a consequence of learning.  However, the full extent of the 
errors that are produced and their proportions can only be assessed once the output 
from the map is coupled with a symbolic representation, and this will be explored in 
the multi-net simulation of addition later in this chapter. 
4.3.2 Count All 
We now return to simulating counting for the ‘count all’ addition strategy, extending 
our previous static counting simulation to operate on the commutative addition data 
set, which is formed from two visual scenes representing the two sets of objects to be 
added together.  The same algorithm and parameters are used for the MLP with 
backpropagation static simulations (section 4.2.2). 
To generate an average response, 10 MLPs were trained on the randomly ordered 
example training data generated from the equal probability model, consisting of a 
randomly selected 50% of the possible examples for the commutative facts, 
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supplemented by the decimal place-value target outputs (section 4.1, p.119).  Details 
of the topology of the networks are shown in Table 30. 
Table 30: MLP network topology for the ‘count all’ simulations used, shown as the 
number of input, hidden and output neurons. 
Data Set Topology 
54-6-19 
54-10-19 
54-15-19 
All commutative pairs 
54-20-19 
For each simulation the mean number of correct responses are shown in Table 31, 
broken down by training data (maximum 50 correct responses), validation data 
(maximum 25) and testing data (maximum 25).  The mean response for each of the 
100 addition problems was also calculated.  The modulus of the sum of the difference 
between these mean responses and the target values is also shown (shown as 
‘Absolute Mean Difference’ in Table 31), and provides an indication of the magnitude 
of the generalisation from the systems, ignoring whether the mean value was over or 
under the target value.  Note that this is not a mean value itself, but is the accumulated 
magnitude of the differences between the mean and target responses. 
Table 31: Mean number of correct responses for ‘count all’ simulations for the training, 
validation and testing data.  Responses are reported for the varying number of hidden 
neurons, where for the training data a maximum of 50 correct responses is possible, for 
validation and testing a maximum of 25.  The sum of all the absolute differences between 
the mean and target answers are also shown to give an indication of the magnitude of the 
generalisation of the simulations. 
Number of Correct Responses 
Training Validation Testing 
Number 
of Hidden 
Neurons 
Mean Stdev Mean Stdev Mean Stdev 
Absolute 
Mean 
Difference 
6 26.20 2.90 0.90 0.88 1.30 1.16 194.30 
10 39.40 3.34 0.60 0.52 0.80 0.79 125.30 
15 43.10 3.28 0.40 0.70 0.80 0.79 133.80 
20 43.70 2.95 0.10 0.32 1.20 0.63 129.70 
We can see from these results that, whilst a feedforward network can be trained to 
correctly produce results for the different addition problems in the training set, the 
generalisation performance is poor.  This is not surprising given that the static 
counting model also suffered from poor generalisation (section 4.2.2).  However, the 
absolute mean difference value, which measures the mean difference between the 
response from the network and the target response for all the addition problems, has a 
Integrated Learning in Multi-net Systems  
 
147 
minimum of 125.30 for 10 hidden layer neurons.  This shows that there is some 
degree of generalisation occurring, albeit with incorrect responses being output. 
For example, the problem “7+9=16” is in the training data, and this seems to give rise 
to a test response of “16” to the problem “8+9”, classed as a table error since the 
result falls within the valid range of the table (“0” to “18”).  Similar results are seen 
across the range of addends, due to the random spread of training problems.  Of the 
100 problems, this indicates that the average network’s response is within 1.25 of the 
correct response, and hence that the generalised responses are at least similar in 
magnitude to those required. 
We can see this if we plot a two-dimensional representation of the mean responses to 
all of the 100 problems for the 10 hidden layer neuron systems, with each addend 
associated with an axis of the graph, and the mean response depicted as the size of the 
circle associated with the addends, shown in Figure 22.  Here we see that with 
increasing addend value in both the x-axis and y-axis that the response from the 
system in general demonstrates an increasing value for the answer.  Consequently, not 
only do the 10 hidden layer neuron systems produce a mean of 78.8% correct 
responses to the training data, but they also appear to generalise the magnitude of the 
validation and testing results, even though they cannot produce the correct answers. 
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Figure 22: Mean response per addend for the 10 hidden layer neuron systems, with 
mean response shown with a circle depicting the size of the value of the associated 
addition. 
To compare the errors in the generated responses with the incidence of errors reported 
for humans, we examine the mean number of correct responses per addend, as shown 
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in Figure 23.  This shows that for both addends the incidence of errors appears mostly 
unrelated to the addend value, with a minimum at both “2” for the second addend, but 
with a peak at “4”, and “9” for the first and second addend.  The problem 
size/difficulty effect associates an increased number of errors with increased operand 
value.  However, such an effect is not prominent in our results.  This is perhaps 
consistent with the way the training data was randomly selected, such that there is an 
equally likely chance that the data will include examples with all addend values, and 
hence no attributable reason why errors should be more pronounced for higher values 
(see Appendix C, Table 52, p.193 for the problem distribution).  This suggests that by 
using a probability model that favours the lower valued problems, this error profile 
may be generated, as suggested by Dallaway (1994). 
The incidence of table and non-table errors can also be calculated, as shown in Table 
32.  Here, we denote table errors as incorrect responses that have been generated that 
are within the range of the possible additions (from “0” to “18”), whereas non-table 
errors are outside of the range of possible additions (greater than “18”). 
 
0.00
1.00
2.00
3.00
4.00
5.00
6.00
7.00
0 1 2 3 4 5 6 7 8 9
Addend Value
M
ea
n
 
N
u
m
be
r 
o
f C
o
rr
e
ct
 
Re
s
po
n
se
s
Addend 1 Addend 2
 
Figure 23: Mean number of correct responses per addend for the 10 hidden layer neuron 
systems. 
With increasing numbers of hidden layer neurons we can see there is a decrease in the 
number of table errors.  This result is similar to that recorded from human 
observation, which, for example, attributes 90% of all errors to table errors for 
multiplication facts (Ashcraft, 1992).  However, our results have a higher proportion 
of table errors than that required, with essentially no non-table errors occurring.  This 
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can perhaps be attributed to the random spread of training problems giving incorrect 
responses that are at least within the range of “0” to “18”. 
Table 32: Mean number of table and non-table errors for the ‘count all’ simulations.  
Table errors are incorrect responses within the range “0” to “18”, whereas non-table 
errors are responses greater than “18”. 
Table Errors Non-table Errors Number 
of Hidden 
Neurons Mean Stdev Mean Stdev 
6 71.60 2.91 0.00 0.00 
10 59.10 3.03 0.10 0.32 
15 55.60 3.13 0.10 0.32 
20 54.80 2.62 0.20 0.63 
These simulations have therefore shown that a feedforward system can learn to add, 
but suffers from poor generalisation to the correct responses, but with at least a similar 
magnitude.  We now couple together this with fact retrieval in a multi-net simulation 
of addition. 
4.3.3 Multi-net Simulation of Addition 
With these single-net simulations of addition fact retrieval and ‘count all’, we build a 
multi-net simulation of addition (MNA), using the SLS system (Definition 4).  We are 
interested in simulating the development of the two strategies as they interact, 
attempting to learn solutions to adding two sets of objects within a normalised visual 
scene, outputting a symbolic number response.  The architecture for the MNA is 
shown in Figure 24, annotated with the input and output vector dimensions, and 
identifying the different strategy modules. 
The components within the MNA are based upon the best performing fact retrieval 
and ‘count all’ simulations, as described in sections 4.3.1 (p.140) and 4.3.2 (p.145), 
with the same algorithm and parameter details, and with all networks trained in-situ. 
To train the MNA we use the visual scenes generated with the equal probability 
model, consisting of a randomly selected 50% of the possible examples for the 
commutative addition facts, supplemented by the decimal place-value target outputs 
(section 4.1, p.119).  The responses to the inputs were recorded during training to 
simulate the developmental progression, together with the corresponding gate weight 
values for the two modules. 
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Figure 24: Annotated architecture of the Multi-net Simulation of Addition, an instance 
of the Strategy Learning System, which combines fact retrieval and ‘count all’ 
simulations.  The dimensions of the input and output vectors for each component are 
shown. 
To generate an average response, 10 MNA systems were trained on randomly ordered 
scenes for 1000 epochs on the example training data.  Each MNA had the same 
topology, but was initialised with different random real number weights selected 
using a normal probability distribution with mean 0, standard deviation 1.  The same 
learning algorithm and parameters were used to train the MNA as the MNQ (section 
4.2.3, p.135).  Details of the components within the system are provided in Table 33. 
Table 33: Component details for the Multi-net Simulation of Addition, shown as the 
number of input, hidden and output neurons, where the output of the SOM is detailed as 
the two dimensions of the map. 
Task Component Type Topology Training 
Fact Retrieval SOM 54-10x10 Trained in-situ 
Fact to Symbolic Translation Single layer with delta learning 100-19 Trained in-situ 
Count All MLP with backpropagation 54-10-19 Trained in-situ 
Fact Retrieval and Count All Gate Single layer with delta learning 54-2 Trained in-situ 
The mean number of correct responses of the MNA for the training (maximum 50), 
validation (maximum 25) and testing (maximum 25) data sets are shown in Table 34.  
The mean response for each of the 100 addition problems was also calculated.  The 
sum of the absolute difference between these mean responses and the target values is 
also shown, and provides an indication of the magnitude of the generalisation from 
the systems. 
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Comparing these results with those for the single-net ‘count all’ simulation (Table 31, 
p.146) we see that the MNA appears to produce a comparable mean number of correct 
responses for the 10 hidden neuron system, and just a slightly lower absolute mean 
difference, with a value of 116.00 as compared with the ‘count all’ value of 125.30.  
This suggests that, although the system is not producing a greater number of correct 
answers, the systems are at least generalising the magnitude of the responses.  These 
results therefore indicate that the integrated MNA system is successfully learning to 
add in the same way as the ‘count all’ simulation.  However, of interest is the 
allocation of the strategy modules to these solutions, and how this varies through 
development. 
Table 34: Mean number of correct responses for the Multi-net Simulation of Addition 
for the training, validation and testing data.  For the training data a maximum of 50 
correct responses is possible, for validation and testing a maximum of 25.  The sum of all 
the absolute differences between the mean and target answers are also shown to give an 
indication of the magnitude of the generalisation of the simulations. 
Number of Correct Responses 
Training Validation Testing 
Mean Stdev Mean Stdev Mean Stdev 
Absolute 
Mean 
Difference 
39.90 3.21 0.60 0.52 1.10 1.73 116.00 
After training the mean ‘count all’ gating weight for each of the 100 addition 
problems is 1.00, indicating that, on average, the ‘count all’ module is being used to 
provide the response for the system, with fact retrieval remaining unused.  Since the 
MNA learning algorithm competes the two modules together, this suggests that the 
‘count all’ module is learning the addition task faster than the fact retrieval module, 
despite its poor generalisation.  If our simulation is to produce behaviour that is 
similar to human observation, then during the early part of training counting should be 
dominant, with fact retrieval becoming dominant later (see for example Siegler, 1987, 
with results depicted in Figure 5, p.49).  This first simulation has counting dominant 
in both early and late stages of training. 
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Table 35: Mean number of correct responses for the Multi-net Simulation of Addition 
for the training, validation and testing data, with varying component learning rate 
parameters.  For the training data a maximum of 50 correct responses is possible, for 
validation and testing a maximum of 25.  The sum of all the absolute differences between 
the mean and target answers are also shown to give an indication of the magnitude of the 
generalisation of the simulations.  With a high mean ‘count all’ gate weight, the ‘count 
all’ strategy is dominant, for a low value the fact retrieval strategy is dominant. 
Component Learning Rate Number of Correct Responses 
Fact 
Retrieval Training Validation Testing 
Count All 
Gate Weight 
Gate Count All 
SOM Delta Mean Stdev Mean Stdev Mean Stdev 
Absolute 
Mean 
Difference 
Mean Stdev 
0.1 0.1 0.5 0.1 26.30 3.89 0.30 0.48 0.70 0.67 243.00 1.00 0.02 
" " " 0.5 25.00 5.58 0.60 0.52 0.90 0.57 260.20 0.98 0.11 
" " " 0.9 27.10 3.73 0.70 0.67 1.00 0.67 237.40 0.97 0.13 
" " 0.9 " 21.90 6.49 0.50 0.53 1.10 1.29 254.20 0.87 0.33 
" 0.05 0.5 " 16.90 7.78 1.40 1.17 2.00 1.25 152.20 0.40 0.49 
0.9 " " " 15.90 5.20 1.20 1.14 2.20 1.55 150.80 0.30 0.46 
0.01 " " " 17.90 5.11 0.80 0.79 2.00 0.82 173.40 0.46 0.47 
0.1 0.01 " " 10.70 3.02 0.80 0.92 1.60 1.51 257.30 0.37 0.48 
0.01 " " " 10.30 3.53 1.40 1.07 2.00 0.94 227.00 0.30 0.45 
To attempt to simulate this transition from counting to fact retrieval, we varied the 
learning rates in all of the components, including the gate, to determine whether this 
would have an effect on the allocation of modules during training.  Table 35 
summarises these results for systems after 100 epochs of training. 
These results demonstrate that the allocation of the dominant module after training 
can be controlled by a suitable choice of values for the learning rate parameters.  For 
example, by increasing the SOM or delta learning rate in the fact retrieval module, or 
by decreasing the backpropagation learning rate in the ‘count all’ module, the mean 
‘count all’ weight can be reduced, indicating that the fact retrieval module can be 
made more dominant.  However, whilst this effects the final module allocation, we are 
interested in whether there is a developmental change during training.  By slowing or 
speeding learning in the components, we only appear to affect which module is 
dominant from the beginning, and because of the ‘winner takes all’ competitive 
learning process, once a module is dominant it will remain dominant. 
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Figure 25: Mean gating weight value for the ‘count all’ module for the Multi-net 
Simulation of Addition with gating, ‘count all’, SOM and delta learning rates of 0.1, 0.1, 
0.5 and 0.5, trained for 10 and 100 epochs.  Mean gating weight is depicted as the size of 
a circle associated with the pair of addends for each of the 100 commutative addition 
problems.  A high value (larger circle) indicates the problem is associated with ‘count 
all’, a low value (smaller circle) with fact retrieval. 
Figure 25 shows the ‘count all’ gate weight after 10 and 100 epochs of training for 
one of the MNA systems with gating, ‘count all’, SOM and delta learning rates of 0.1, 
0.1, 0.5 and 0.5, respectively (the second entry in Table 35).  After 10 epochs of 
training 99 of the addition problems are allocated to the counting strategy, with just 
“0+0”.  Gradually more problems are allocated to fact retrieval, so that after 100 
epochs of training 95 are allocated to counting with 5 allocated to fact retrieval: “0+0” 
(testing), “0+2” (validation), “0+3” (training), “0+4” (training) and “0+5” (training).  
This appears to be stable with continued training. 
Whilst this does not demonstrate a significant allocation of the addition problems to 
fact retrieval through learning, it does demonstrate that the desired change in strategy 
can be achieved with a suitable choice of learning parameters.  Most notable here is 
that each example is associated with an addend of “0”, suggesting that the fact 
retrieval module is producing a better response for these types of problem, and may 
indicate the lower observed incidence of errors associated in humans for “0” 
problems. 
Of greater occurrence is the change of strategies towards counting away from fact 
retrieval.  Where the fact retrieval module initially starts dominant, for example when 
the backpropagation learning rate is low, the system tends to change towards using the 
counting strategy through training.  This suggests that, given sufficient opportunity, 
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the MLP with backpropagation module is better at solving the addition problem as 
presented, learning the tasks faster.  Whilst not demonstrating the later development 
of fact retrieval, this does show a developmental strategy change. 
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Figure 26: Mean number of correct responses per addend for the Multi-net Simulation 
of Addition with gating, ‘count all’, SOM and delta learning rates of 0.1, 0.1, 0.5 and 0.5, 
trained for 100 epochs. 
Comparing the incidence of errors in the generated responses with those reported for 
humans, we examine the mean number of correct responses per addend, as shown in 
Figure 26.  We can see from this that there is a similar profile for the number of errors 
as compared with the single-net ‘count all’ simulation (Figure 23, p.148), albeit with a 
higher incidence of errors for higher addend values.  This result is not surprising given 
that the MNA is relying mostly on the counting strategy.  Quantifying the incidence of 
table and non-table errors as before, table errors occur with a mean of 73.50, standard 
deviation 5.34, whereas there are no recorded non-table errors, mean 0.00, standard 
deviation 0.00.  This profile is again similar to the ‘count all’ simulations. 
With the MNA we have attempted to simulate the change in addition strategy use 
during development.  Whilst previous simulations of arithmetic abilities have 
concentrated on individual simulations, such as Dallaway’s (1994) simulations of fact 
retrieval and multicolumn arithmetic, we have combined two simulations together to 
explore strategy selection.  Our results show that the in-situ learning of two such 
strategies can demonstrate how the dominance of one can change, giving rise to one 
strategy being used for particular addition problems.  However, whilst we have 
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simulated a developmental change with in-situ learning, our results show that our 
‘count all’ module is preferred in most situations, with the unsupervised fact retrieval 
module being demoted in preference to counting.  Here we can see how the in-situ 
competitive learning is selecting the best performing module for the current input.  
This comparison of the unsupervised fact retrieval with the supervised counting 
modules has typically demonstrated that the MLP with backpropagation learning, in 
the form described, is faster at learning to add the two values.  Despite this, in-situ 
learning still seems to provide a way in which the developmental change of two 
strategies can be simulated, with strategy selection based upon input alone. 
4.4 Summary 
In this chapter we have taken our proposed theoretical specification of multi-net 
systems, together with the ideas of in-situ learning, and simulated two numerical 
abilities, which form a relatively well-defined set of modular processes that interact.  
This has been motivated by the theoretical study of neural networks and the study of 
learning in biological systems, for example Hebb’s ideas on neural integration (1949). 
To explore in-situ learning we defined a modular system that uses in-situ learning to 
compete two modules in parallel, borrowing from the ME architecture and our SLM 
system (section 3.2.2), and building on our proposed multi-net system framework.  
The simplicity of this strategy learning system (SLS) enables different interacting 
processes to be simulated, and hence helps explore how in-situ learning in such 
processes can affect perceived behaviour. 
We have used this system to simulate two different numerical abilities: quantification 
and addition.  For quantification we provided brief simulations of both subitization 
and counting using data derived from a number of different probability models based 
upon spoken and written language.  For subitization we examined if the probability 
models had an effect on learning.  Our simulation used a SOM to demonstrate that a 
probability model in line with children’s spoken language produces a compressive 
number line that shows the distance effect, which can be interpreted as showing the 
Weber-Fechner law.  We also examined the subitization limit in our simulations, 
concluding that the limit observed in our system is a result of the maximum number of 
objects presented in the training data, the relative frequency of these objects and, to a 
lesser extent, the map size. 
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We approached the simulation of counting from both a static and temporal 
perspective.  Here we followed the traditional PDP approach with a MLP using 
backpropagation, concluding that, whilst the temporal approach is more plausible 
from a procedural point of view, the static approach produces comparable results.  
Both approaches demonstrated that the probability model for the presented number of 
objects has an effect on learning, with less frequent inputs being more difficult to 
learn, however we note the limitations of such PDP techniques on the counting task, 
which have difficulty generalising counting to higher numbers of objects for which 
they have not been trained, the so-called problem with extrapolation (see for example 
Browne, 2002). 
For fact retrieval we used a SOM to simulate the storage of addition facts, which 
organised the facts based upon the addends, similar to the way they are thought to be 
stored in humans.  With this we explored the role of commutative information and the 
representation of “0”, with the SOM organising facts based upon the full range of both 
addends, including “0” and hence not treating it as a special case, and also ignoring 
any commutative information. 
Our ‘count all’ simulation built upon the static quantification counting simulation, 
with the two addends presented as two sets of objects in a normalised visual scene.  
Once again we noted the poor level of generalisation to correct responses, despite the 
responses being of the correct magnitude.  Furthermore we examined the incidence of 
errors in relation to those observed in behavioural studies, with results showing some 
similarities, but also some differences, particularly the poor simulation of the problem 
size/difficulty effect, attributed to the random spread of training data, rather than data 
biased towards the lower valued problems. 
These four single-net simulations form the foundation upon which the multi-net 
simulations of quantification and addition were constructed.  For quantification we 
combined the subitization and counting single-net systems using the SLS to determine 
if observed quantification phenomena could be simulated, noting that the subitization 
SOM was pre-trained.  Most interesting from this is the way in which the processing 
was allocated to the two modules based upon their estimated performance, as per the 
ME gating weight.  This demonstrated the way in which quantification can be 
simulated as a coherent usage of both subitization and counting through the use of 
subitization for low numbers and counting for higher numbers; this behaviour was 
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learnt, resulting from the use of a pre-trained subitization SOM and the in-situ trained 
magnitude to symbolic translation and counting networks. 
This simulation also gives rise to a new explanation for the subitization limit, which 
we describe through the interaction of the two quantification processes, based upon 
the capabilities of each.  Here, the compressive representation used in the subitization 
SOM, and hence its limit of quantification, shows through the allocation of higher 
numbers to the counting module, which produces better responses.  The subitization 
limit can therefore be attributed to the combination of the different quantification 
abilities through a process of learning, rather than to specific network parameters as in 
other simulations. 
Our multi-net simulation of addition provides a second application for the SLS, 
exploring the combination and development of addition strategies.  Here we combined 
the fact retrieval and ‘count all’ simulations to determine whether the change in 
addition strategies could be simulated through learning.  However, whilst the 
developmental change in dominant strategy was simulated, the use of fact retrieval 
was limited to just a small proportion of the addition problems, with counting being 
the fastest to learn how to add and remaining dominant.  Furthermore, we note that the 
reverse change, from fact retrieval to the counting strategy, was more marked.  Whilst 
this is not the desired behaviour, these results at least support the use of the SLS to 
simulate developmental changes. 
Through in-situ learning we have simulated certain aspects of the development of 
cognitive processes, through the competition of different abilities.  Not only do these 
multi-net simulations allow us to simulate the interaction of such abilities, but they 
also provide alternate explanations of the causes of observed behavioural phenomena, 
such as the subitization limit.  Here we see that a modular multi-net system utilising 
in-situ learning is at least as capable as an equivalent single-net system, producing 
similar results as demonstrated with the responses and behaviour from the MNQ and 
MNA systems.  However, through in-situ learning we can observe how certain 
behaviour emerges as a consequence of the interaction of multiple abilities through 
competitive in-situ learning.  This we call integrated learning. 
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5 Conclusion and Future Work 
In this thesis we have explored the idea of learning within multi-net systems.  
Learning is seen as a key factor in the development of intelligent systems, with the 
recognition that the ability to adapt is perhaps one of the most important intelligent 
abilities.  Artificial neural networks are seen as one way in which systems can be built 
that can adapt.  These techniques have been developed from ideas taken from 
biological studies of the brain, with model neurons explored to understand how large 
numbers of these simple processing elements can be combined to produce complex 
systems. 
From these single neuron models, more complex single-net systems have been 
developed that solve a variety of tasks, exploiting the way they can recognise patterns 
based upon representations built up from a set of training examples.  However, such 
neural systems have reached the point whereby it is increasingly more difficult to 
apply them to more complex problems, including those that require the processing of 
multiple different forms of input.  Recently there has been a move towards the use of 
multiple neural networks working together to solve complex tasks.  These multi-net 
systems seem to offer benefits over and above their single-net counterparts, but their 
properties remain to be fully understood or explored.  Without such an understanding 
it is difficult to determine whether multi-net systems are better, and under what 
conditions. 
Whilst some ensemble systems have given measurable improvements in 
generalisation performance, modular systems remain under-explored.  One important 
question outstanding is whether modular systems, which are typically constructed 
using extensive prior knowledge, can offer improvement over other types of 
combination?  Whilst our understanding of ensemble systems has improved to the 
point where we can begin to measure how generalisation may be improved through 
careful component selection, work on modular systems is restricted to empirical 
evidence and limited theoretical results for particular architectures and algorithms.  
Yet modular systems are still recognised as being important.  Here we are interested 
in how the networks within such multi-net systems can collaborate, much like the 
neurons within single-net systems collaborate.  
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The motivation for exploring this collaboration comes from the development of neural 
networks from single neuron systems to multi-layered, multi-neuron systems.  Within 
these multi-neuron systems it is typical for all of the neurons to be trained together, 
yet in multi-net systems, which we view as a natural extension of the parallel 
distributed paradigm, such in-situ learning is restricted to being applied to just a few 
architectures. 
Motivation also comes from studies on the human brain, and we have taken the 
numerical processing as an example, although evidence appears to be more 
widespread.  Within numerical processing, abilities are made up of different elements 
associated with different parts of the brain, but with each collaborating.  For example, 
subitization appears to use both spatial and visual processes to generate numerosity.  
In counting, areas for speech, motor functions and numerosity all appear to 
collaborate.  Whilst we have concentrated on such numerical abilities in this thesis, 
such functional specialism is not constrained to just these areas. 
5.1 Conclusion 
In this thesis our contribution has been to explore how networks might collaborate, 
examining the role of in-situ learning in multi-net systems.  Some existing multi-net 
systems treat learning as a pre-processing stage, by only combining pre-trained 
components.  A number of systems, such as ME, have demonstrated that learning in-
situ can be used effectively, helping to automatically decompose problems to be 
solved by simpler components.  However, this is only one example of in-situ learning 
that focuses on a particular type of combination strategy, using a parallel set of 
components.  We have demonstrated that in-situ learning in multi-net systems can 
give improved generalisation performance, not only in parallel systems, but also in 
sequential systems. 
In working towards an understanding of the benefits of in-situ learning, we provided a 
formal framework and learning algorithm for multi-net systems.  Previously, there 
was no way in which the general properties of multi-net systems could be explored.  
Whilst there has been some effort on this for particular types of combination strategy, 
there was no generalised framework.  Our framework generalises multi-net systems 
and we have demonstrated how it can be used with relevant examples.  It is hoped that 
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our formalism provides a foundation upon which the general properties of multi-net 
systems can be explored to give us insight into their further benefits and limitations. 
5.1.1 In-situ Learning in Multi-net Systems 
To explore in-situ learning in multi-net systems we defined two novel systems.  Our 
simple learning ensemble (SLE) builds upon the properties of pre-trained ensembles 
to determine if in-situ learning can improve generalisation performance.  Our 
sequential learning modules (SLM) system explores the area of sequential learning in 
modular systems, with processing decomposed to several modules.  From both 
systems the results demonstrate that in-situ learning does provide some improvement 
as compared with the generalisation performance of other single-net and existing 
multi-net systems.  The main limitations of this approach are the commensurate 
increases in computational effort and the restriction of the sequential results to 
particular classification tasks only, perhaps due to the failure of the SOM to organise 
the training patterns in a way in which the correct classification could be formed. 
The results for the SLE system are encouraging with improved generalisation 
performance in comparison to the simple ensemble and single-net solutions.  This 
technique has been demonstrated as viable if early stopping techniques are employed 
to shorten learning times and to prevent overfitting.  The key aspect is the way in 
which the SLE uses the combined generalisation response of the system to determine 
when training should stop, rather than early stopping in the individual components.  
This is a direct effect of in-situ learning, and shows that the approach can be used to 
improve traditional multi-net systems. 
The SLM system explores sequential in-situ learning in multi-net systems.  
Sequentially constructed systems have proven popular in a number of different 
applications from control systems to cognitive simulations, but they are constrained 
by an inability to train their components in-situ.  By using prior knowledge, pre-
trained components can be combined that perform a number of different processing 
tasks.  Whilst this provides a way in which prior knowledge can be applied to multi-
net systems, there are limited ways in which learning can be applied to explore if 
sequential processing can be determined algorithmically. 
Sequential learning is important within single-net systems.  Here, the development of 
algorithms such as backpropagation has demonstrated that sequential learning gives 
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us the techniques to solve complex tasks.  Within MLPs, backpropagation allows an 
error signal to be propagated back through several layers of neurons, each essentially 
acting independently on an intermediate input and output space that is not pre-defined.  
These multiple layers of neurons allow non-linearly separable problems to be broken 
down into manageable tasks that are combined in successive layers.  However, little 
work has been performed on generating equivalent algorithms within the multi-net 
domain because of the difficulty in propagating back an error signal. 
The SLM system was presented as a way in which this sequential learning in multi-
net systems could be achieved by combining unsupervised and supervised learning 
components.  By doing this, the problem of backward propagation is avoided.  
Instead, the system relies upon the ability of each component to self-organise patterns.  
In order to explore this concept SLM systems consisting of two components were 
evaluated, combining a SOM with a single layer network using the delta learning rule. 
Once again by using this in-situ learning technique encouraging results have been 
demonstrated on benchmark problems.  The combination of the two components 
demonstrates how a self-organising technique can be used to produce a classification, 
without resorting to subjective labelling or biasing of the input data.  The benchmark 
results not only demonstrate that correct classifications can be learnt and generalised, 
but also that the system can improve upon learning speed in other multi-net and 
single-net systems, albeit at the detriment of processing requirements. 
5.1.2 In-situ Learning and Simulation 
Finally in this thesis we returned to the realm of biology by simulating a number of 
cognitive processes.  This is the foundation upon which artificial systems have been 
developed, but which is still showing importance in this increasingly abstract domain, 
not only in the transference of ideas, such as in-situ learning, but also in reverse with 
the simulation of cognitive skills with artificial learning systems.  The last part of this 
thesis therefore returned to this domain through the simulation of a number of 
numerical abilities. 
The idea presented was that observed phenomena might be explained through the 
interaction of different skills.  Whereas the traditional approach to simulation attempts 
to explain behaviour by using monolithic systems and their parameters, we have 
explored how such behaviour may result from integrated learning between modules.  
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Consequently we defined the strategy learning system (SLS), which provides a simple 
way in which two different simulations can be evaluated through a process of 
competition.  Of interest here is that the core of both modules use different learning 
paradigms, enabling us to explore the impact of unsupervised learning techniques in 
simulations as compared with the more traditional PDP approach using supervised 
learning. 
Using the SLS, we built the multi-net simulation of quantification (MNQ), which was 
defined to simulate quantification processes using single-net simulations of 
subitization and counting.  In the MNQ, subitization was taken as a pre-trained self-
organising system, whereas counting was taken as a supervised system that is learnt 
upon the foundation of subitization.  The results from this system demonstrated that 
observed quantification behaviour could be successfully simulated, with the allocation 
of low number responses to subitization and high number responses to counting.  
Furthermore, the allocation of the modules was learnt based upon the performance on 
each input, and was not pre-determined.  Given that both modules were trained using 
the same data sets, the most interesting result is seen in the threshold value for module 
selection as characterised by the subitization limit.  Here, it appears that the simulated 
subitization limit is consequent from the SOM’s inability to sufficiently distinguish 
between higher numbers of objects, whereas the counting module was able to 
correctly identify such patterns.  This interpretation reinforces previous results about 
the subitization limit and adds to the discussion by demonstrating that this could be 
consequent from the interaction between strategies, rather than solely based upon 
network parameters. 
Exploring this strategy selection further, we built the multi-net simulation of addition 
(MNA) using the SLS to simulate addition strategy selection.  In the MNA we 
combined a SOM designed for fact retrieval and an MLP with backpropagation 
learning the ‘count all’ strategy, both of which were trained in-situ.  The observed 
phenomena suggests that through development children learn how to use a number of 
different strategies, with those that are more efficient becoming prominent over time.  
Looking at just the two strategies simulated, children are observed to use counting at 
first, followed by an increase in the use of fact retrieval as facts are learnt.  With the 
MNA we attempted to see how such a change in strategy could be simulated through 
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in-situ learning, also exploring strategy variance by evaluating results for a number of 
different learning parameters. 
Whilst these results demonstrate that the SLS can be used to simulate the interactive 
development of different abilities, the counting strategy remained the most dominant 
in the majority of cases from the start of training to the end.  However, some 
simulations did show limited success in the change of strategies over time.  For those 
demonstrating a change from counting to fact retrieval, only a small number of the 
addition problems learnt were affected.  Most notable was the incidence of problems 
associated with a “0” addend, suggesting perhaps that there is an explanation here for 
the lower incidence of errors in humans with problems involving “0”.  In contrast, for 
those systems that showed a reliance on fact retrieval at the start of training, there was 
a greater incidence of change in strategy to counting by the end.  Whilst this 
demonstrates that the SLS can be used to model such strategy change successfully, it 
perhaps demonstrates that the selected modules were inappropriate for the required 
results, with the MLP learning counting both faster and well, as compared to the fact 
retrieval SOM. 
By building these simulations of numerical abilities, we have explored the biological 
foundation of neuronal models and in-situ, or integrated learning.  Processing and 
storage mechanisms have been explored with the different components, such as a 
SOM used to store addition facts.  Finally, the high-level quantification and addition 
functions have been simulated. 
5.2 Future Work 
Following on from this thesis, we propose three streams of future work.  The first, and 
perhaps the most important for theoretical neural computing, concerns the formalism 
for multi-net systems.  The formalism generalises multi-net systems into an ordered 
tree of components.  It is hoped that with this it may be possible to recursively reason 
over components within the tree, giving us an understanding of the properties of the 
system by generalising from the components.  Here metrics such as the VC 
Dimension, and bias and variance can be explored both formally and empirically, 
building an understanding of single-net systems.  To achieve this it may be better to 
re-formulate the multi-net learning algorithm to take advantage of the tree by using 
recursion from the terminal nodes through to the root. 
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With regard to the SLE system, the question remains as to whether in-situ learning 
can be used to promote diversity in components, as seen as important for ensemble 
systems?  In order to generate good generalisation performance in an ensemble, it is 
recognised that the components must be sufficiently diverse, although there is yet no 
consistent method for measuring this.  Whilst there are a number of different ways 
proposed in which diversity can be generated, we propose that in-situ learning can 
help.  The initial results demonstrated here show that by assessing the combined 
performance of an ensemble, longer training times are experienced before the 
stopping criteria are met, as compared to the equivalent pre-trained system.  The 
component networks in the SLE are trained for longer, even to the point of being over 
trained.  Here further work is required to understand if such over training results in 
improved diversity. 
For the SLM system, more experiments are required to understand the efficacy of this 
configuration.  For example, measures such as the VC Dimension seem not to apply 
to the system given that it potentially uses a larger number of neurons as compared the 
equivalent single-net system, but still results in comparable or better generalisation.  
Furthermore, in this thesis we have restricted ourselves to combining a SOM with a 
single layer network.  For some benchmarks the SOM does not offer any benefit given 
that it does not sufficiently separate inputs for classification.  Further work is required 
to explore this by using different types of unsupervised system. 
Whilst our simulations of numerical processing have produced comparable results to 
other simulations reported in the literature, we note that our single-net components 
need further development to produce better results.  For example, neither of our multi-
net simulations allows the use of recurrent networks, and hence these have no 
memory capability.  In contrast, memory and temporal information is a key aspect of 
numerical processing, and especially in operations such as counting. 
In addition, we need to understand the effect of the different probability models on 
addition fact storage and recall.  Improvements in strategy selection in our multi-net 
simulation of addition are also required.  Last, we note that our multi-net simulations 
have assumed that there are modules available that can be developed to perform 
specific functions.  This is perhaps contrary to other developmental techniques that 
have been used for simulation, such as cascade correlation.  We may perhaps be able 
to build some of these ideas into our multi-net systems to provide better 
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developmental simulations through constructive network techniques.  Furthermore, 
this provides a foundation upon which a greater number of different types of 
processes may be combined, which may be used to build complex cognitive 
simulations. 
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Appendix A Simple Learning Ensemble Results 
Table 36: Summary of ‘XOR’ multi-net benchmark results. 
Training 
Epochs Training Error 
Correct Training 
Responses 
Minimum 
Epoch to 
Maximum 
Correct 
Number 
with 
Maximum 
Correct 
SLE SE SLE SE SLE SLE SE SLE C
o
m
po
n
en
ts
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev   
2 970 171 0.050 0.058 0.065 0.103 3.96 0.20 3.90 0.39 261 142 96 93 
3 970 171 0.047 0.042 0.062 0.101 4.00 0.00 3.94 0.34 228 128 100 97 
4 1000 0 0.041 0.034 0.041 0.034 4.00 0.00 4.00 0.00 195 112 100 100 
5 1000 0 0.041 0.033 0.041 0.033 4.00 0.00 4.00 0.00 183 87 100 100 
6 1000 0 0.041 0.030 0.041 0.030 4.00 0.00 4.00 0.00 171 91 100 100 
7 1000 0 0.038 0.024 0.038 0.024 4.00 0.00 4.00 0.00 167 85 100 100 
8 1000 0 0.041 0.024 0.041 0.024 4.00 0.00 4.00 0.00 166 85 100 100 
9 1000 0 0.040 0.022 0.040 0.022 4.00 0.00 4.00 0.00 156 86 100 100 
10 1000 0 0.038 0.020 0.038 0.020 4.00 0.00 4.00 0.00 146 82 100 100 
11 1000 0 0.039 0.020 0.039 0.020 4.00 0.00 4.00 0.00 145 75 100 100 
12 1000 0 0.038 0.018 0.038 0.018 4.00 0.00 4.00 0.00 138 76 100 100 
13 1000 0 0.038 0.018 0.038 0.018 4.00 0.00 4.00 0.00 134 74 100 100 
14 1000 0 0.037 0.017 0.037 0.017 4.00 0.00 4.00 0.00 134 73 100 100 
15 1000 0 0.037 0.016 0.037 0.016 4.00 0.00 4.00 0.00 133 72 100 100 
16 1000 0 0.036 0.015 0.036 0.015 4.00 0.00 4.00 0.00 131 71 100 100 
17 1000 0 0.036 0.015 0.036 0.015 4.00 0.00 4.00 0.00 131 69 100 100 
18 1000 0 0.036 0.015 0.036 0.015 4.00 0.00 4.00 0.00 132 69 100 100 
19 1000 0 0.037 0.015 0.037 0.015 4.00 0.00 4.00 0.00 132 68 100 100 
20 1000 0 0.037 0.015 0.037 0.015 4.00 0.00 4.00 0.00 131 69 100 100 
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Table 37: Summary of MONK 1 multi-net benchmark results. 
Training 
Epochs Validation Error 
Correct Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
SLE SE SLE SE SLE SLE SLE C
o
m
po
n
en
ts
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev  
2 15 15 55.542 11.626 58.204 13.568 240.76 34.55 240.83 38.42 11.03 6.30 38 
3 19 30 53.733 9.422 55.194 13.616 240.86 33.28 252.16 43.77 11.83 5.25 46 
4 28 38 53.499 8.344 51.492 14.692 238.04 33.27 263.20 52.81 12.24 4.12 55 
5 43 56 52.867 7.511 48.186 15.066 234.74 31.58 271.44 56.95 12.22 4.00 58 
6 72 77 53.242 7.257 43.446 15.583 230.81 28.81 291.76 58.48 12.61 3.45 71 
7 85 103 52.993 6.929 40.827 16.008 232.18 29.85 301.82 61.27 12.93 3.37 75 
8 99 82 52.747 6.558 36.396 14.286 230.75 28.67 320.07 55.44 13.43 3.36 86 
9 132 129 52.380 6.052 33.415 13.403 229.22 26.71 330.78 53.75 13.29 3.10 90 
10 149 133 52.149 5.397 30.995 12.856 228.58 23.74 339.75 52.61 13.37 3.04 91 
11 144 89 51.832 5.018 29.600 11.473 227.76 24.16 346.31 48.34 13.44 2.89 93 
12 167 120 51.404 4.538 27.349 10.519 226.46 22.94 355.66 47.23 13.46 2.67 95 
13 188 154 51.479 4.267 26.686 10.521 226.84 23.14 358.23 49.26 13.40 2.66 94 
14 220 199 51.576 4.212 25.588 9.471 225.17 20.87 362.56 44.93 13.78 2.60 96 
15 248 214 51.281 4.216 23.946 8.396 226.53 22.48 369.21 42.68 13.65 2.45 97 
16 237 192 51.133 4.307 23.939 8.101 227.64 22.87 367.54 41.13 13.67 2.38 97 
17 253 192 50.926 4.204 22.734 7.222 227.60 21.66 375.83 37.24 13.73 2.45 99 
18 260 197 50.942 4.203 22.689 7.505 227.16 21.19 377.60 35.68 13.88 2.41 99 
19 306 218 50.950 4.177 20.989 5.586 227.35 21.97 383.75 29.12 13.84 2.33 100 
20 354 239 50.968 3.985 19.642 4.991 226.09 21.70 389.71 26.61 13.82 2.22 100 
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Table 38: Summary of MONK 2 multi-net benchmark results. 
Training 
Epochs Validation Error 
Correct Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
SLE SE SLE SE SLE SLE SLE C
o
m
po
n
en
ts
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev  
2 505 442 48.434 1.384 48.209 2.363 281.11 8.99 278.58 11.43 276.00 160.18 7 
3 602 410 48.136 1.150 47.232 2.533 281.20 8.38 282.29 11.04 330.10 185.30 30 
4 694 387 47.863 1.040 46.304 2.739 282.91 7.42 285.43 12.26 367.59 280.92 44 
5 819 331 47.676 0.982 45.376 2.527 283.62 6.43 288.94 11.03 379.94 264.87 51 
6 870 294 47.597 0.920 44.781 2.338 283.74 5.84 292.22 11.07 363.52 227.85 65 
7 942 195 47.465 0.923 44.104 1.910 284.58 5.90 294.64 9.55 353.26 225.16 69 
8 983 105 47.436 0.872 43.609 1.463 284.71 5.10 297.78 7.82 342.64 230.12 78 
9 974 136 47.417 0.828 43.601 1.551 284.86 4.95 298.49 8.43 340.74 224.80 82 
10 998 23 47.403 0.753 43.326 1.197 285.36 4.82 299.35 6.85 354.89 250.14 82 
11 1000 0 47.353 0.700 43.312 1.129 285.35 4.48 298.65 7.03 342.03 244.63 78 
12 1000 0 47.336 0.722 43.263 1.007 285.51 4.19 299.38 6.97 347.85 248.16 82 
13 1000 0 47.316 0.690 43.251 0.997 285.62 4.05 299.08 6.33 348.63 228.34 84 
14 1000 0 47.303 0.660 43.192 0.958 285.74 4.17 299.23 5.84 340.13 213.48 87 
15 1000 0 47.278 0.623 43.185 0.938 285.98 3.76 299.49 5.73 329.86 187.40 92 
16 1000 0 47.280 0.591 43.138 0.871 286.06 3.78 299.38 5.87 331.53 216.01 93 
17 1000 0 47.280 0.576 43.170 0.837 286.08 3.59 299.55 5.83 334.29 209.85 91 
18 1000 0 47.288 0.569 43.135 0.817 286.21 3.52 300.04 5.26 301.66 178.22 92 
19 1000 0 47.278 0.557 43.129 0.824 286.02 3.74 299.82 5.34 288.53 157.30 89 
20 1000 0 47.264 0.567 43.106 0.812 286.18 3.76 300.18 5.35 305.85 203.87 93 
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Table 39: Summary of MONK 3 multi-net benchmark results. 
Training 
Epochs Validation Error 
Correct Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
SLE SE SLE SE SLE SLE SLE C
o
m
po
n
en
ts
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev  
2 6 5 48.820 6.259 47.147 6.757 284.41 23.13 285.65 29.46 19.75 1.50 4 
3 7 7 48.197 5.544 45.731 6.418 283.74 16.75 290.15 28.78 15.33 7.53 6 
4 9 10 48.092 4.765 43.987 6.242 283.04 18.37 297.22 25.43 21.38 6.16 8 
5 11 11 47.729 4.248 42.963 6.625 283.74 16.75 301.18 26.17 19.25 3.79 12 
6 12 13 47.602 3.907 42.012 6.564 284.09 15.45 304.09 25.92 20.71 4.84 14 
7 13 13 47.598 3.733 41.070 6.544 283.58 14.36 308.78 23.80 20.63 5.06 16 
8 16 15 47.317 3.245 39.549 7.336 284.25 12.91 313.00 25.46 21.71 4.50 28 
9 20 17 47.183 3.131 38.076 7.149 284.88 12.11 318.59 23.79 22.83 4.28 35 
10 22 18 47.166 2.943 37.560 7.381 284.69 11.68 320.12 24.49 23.35 4.11 40 
11 25 20 47.177 2.872 36.453 7.284 284.64 11.23 323.54 23.87 23.09 5.06 47 
12 26 19 47.125 2.894 35.843 7.219 284.65 11.23 325.52 23.41 23.42 4.52 50 
13 29 20 47.136 2.858 35.109 7.194 284.77 11.37 328.26 22.25 24.77 4.62 56 
14 28 21 47.244 2.728 35.726 7.341 284.02 10.66 326.06 23.28 24.40 3.85 50 
15 32 21 47.218 2.683 34.641 7.599 284.27 10.68 329.15 24.38 23.90 5.00 61 
16 34 23 47.044 2.572 33.943 7.246 284.98 10.18 331.80 21.79 25.33 5.10 63 
17 38 23 47.022 2.382 33.158 7.204 285.03 9.58 334.06 22.39 24.72 5.14 71 
18 40 23 46.936 2.414 32.415 6.870 285.26 9.98 336.52 20.77 25.25 4.51 75 
19 47 26 46.894 2.418 31.324 6.675 285.19 9.78 339.41 20.25 25.26 4.14 80 
20 47 28 46.827 2.422 31.916 7.249 285.22 9.64 337.49 22.39 25.40 4.24 77 
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Table 40: Summary of WBCD multi-net benchmark results. 
Training 
Epochs Validation Error 
Correct Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number with 
Comparison 
Validation 
Test Error Test Correct 
SLE SE SLE SE SLE SLE SLE SE SLE SE SLE 
C
o
m
p
o
n
e
n
t
s
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev  Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
2 3 1 28.331 8.237 28.140 8.905 134.95 19.41 135.47 21.70 3.33 1.15 3 23.111 9.016 23.156 0.000 146.46 18.00 146.32 19.49 
3 3 1 26.410 6.152 26.026 5.961 141.55 14.00 144.14 13.67 2.00  1 21.382 6.686 21.384 6.576 152.28 12.55 153.40 12.20 
4 3 1 26.020 5.381 24.836 5.398 144.42 12.89 146.13 13.56   0 21.172 5.806 20.521 5.568 154.60 10.20 154.37 11.43 
5 3 1 25.672 5.048 23.774 4.357 145.16 12.69 149.88 9.48 2.67 2.08 3 20.843 5.485 19.240 4.786 154.92 10.19 157.93 7.43 
6 3 1 25.329 4.375 23.480 3.912 147.61 11.15 151.15 6.76 2.00 1.00 3 20.450 4.783 19.029 4.297 157.05 7.97 159.07 5.15 
7 3 1 25.387 4.251 22.994 3.457 147.96 9.16 152.24 4.44   0 20.453 4.603 18.527 3.921 157.40 6.79 160.58 3.52 
8 3 1 25.242 3.867 22.589 3.023 149.33 6.58 152.75 4.42   0 20.417 4.225 18.163 3.443 158.52 4.86 160.59 3.61 
9 4 2 25.191 3.922 22.435 3.055 149.80 6.38 153.06 4.08 4.00 2.83 2 20.404 4.207 17.971 3.355 158.64 4.90 160.71 3.42 
10 4 2 25.228 3.764 22.433 3.055 150.15 6.07 153.48 3.61 3.00 2.16 4 20.416 3.974 17.948 3.325 158.76 4.44 161.17 2.82 
11 4 2 25.076 3.534 22.353 2.787 150.81 5.38 153.54 3.28   0 20.305 3.665 17.916 3.097 159.17 3.94 161.71 2.66 
12 4 2 25.013 3.227 22.004 2.477 150.40 5.21 153.60 3.27 3.67 2.08 3 20.222 3.336 17.412 2.860 159.29 3.95 162.07 2.38 
13 4 2 24.891 3.175 21.848 2.618 150.87 4.83 154.12 2.83 2.50 0.71 2 20.116 3.261 17.368 2.984 159.81 3.80 162.05 2.75 
14 4 2 24.809 3.088 21.984 2.566 151.11 4.23 154.20 2.89 4.00 1.73 3 20.055 3.207 17.530 2.966 160.15 3.84 161.98 2.87 
15 4 2 24.670 2.910 21.808 2.365 151.72 4.15 154.46 2.26 3.00  1 19.942 2.980 17.435 2.838 160.43 3.52 161.94 2.28 
16 4 2 24.502 2.858 21.492 2.268 151.97 3.61 154.82 2.19 3.00  1 19.757 2.963 17.110 2.667 160.63 3.02 162.22 2.20 
17 4 2 24.538 2.776 21.337 2.195 151.94 3.69 154.73 2.31 2.00  1 19.858 2.871 16.903 2.696 160.32 3.25 162.37 2.19 
18 4 2 24.580 2.817 21.529 2.180 152.23 3.84 154.35 2.43 2.00  1 19.941 2.897 17.066 2.676 160.56 2.95 162.33 2.32 
19 4 2 24.461 2.691 21.450 2.193 152.46 3.52 154.61 2.47 1.00  1 19.832 2.810 17.000 2.694 160.65 3.07 162.32 2.41 
20 4 2 24.419 2.708 21.343 2.093 152.66 3.51 154.62 2.58 2.00  1 19.800 2.814 16.853 2.597 160.89 2.95 162.66 1.86 
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Table 41: Summary of Thyroid multi-net benchmark results. 
Training 
Epochs Validation Error 
Correct Validation 
Responses 
Minimum 
Epoch to 
Comparison 
Validation 
Number 
with 
Comparison 
Validation 
Test Error Test Correct 
SLE SE SLE SE SLE SLE SLE SE SLE SE SLE 
C
o
m
p
o
n
e
n
t
s
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
 
Mean Stdev Mean Stdev Mean Stdev Mean Stdev 
2 16 36 132.647 5.357 129.089 9.203 1629.99 11.19 1629.26 13.89 1.00 0.00 100 133.592 6.531 131.405 0.000 1621.58 15.71 1618.84 16.51 
3 24 57 131.190 4.116 125.389 13.297 1632.98 8.38 1634.04 18.40 1.00 0.00 100 131.993 5.013 128.171 12.463 1625.69 11.93 1622.48 19.82 
4 43 86 130.606 3.423 120.791 18.655 1634.39 6.47 1639.53 24.83 1.00 0.00 100 131.337 4.123 123.987 17.328 1627.61 9.15 1627.24 24.92 
5 76 115 130.243 3.424 113.879 24.576 1634.29 5.84 1647.51 32.48 1.00 0.00 100 130.949 4.150 117.833 22.840 1627.56 8.19 1634.20 31.00 
6 84 121 129.937 2.837 111.610 24.955 1635.05 5.60 1651.31 33.05 1.00 0.00 100 130.631 3.472 115.539 23.093 1628.68 7.50 1638.68 31.23 
7 97 128 129.739 2.702 109.192 26.325 1635.02 5.44 1652.99 34.71 1.00 0.00 100 130.404 3.303 113.602 24.366 1628.64 6.45 1639.53 33.73 
8 121 136 129.522 2.402 104.017 28.105 1635.22 5.12 1660.22 36.55 1.00 0.00 100 130.145 2.938 108.847 26.061 1629.58 6.10 1645.86 35.22 
9 133 138 129.377 2.313 101.849 28.578 1635.13 4.83 1662.93 36.86 1.00 0.00 100 130.037 2.805 106.816 26.585 1629.75 5.52 1648.60 35.38 
10 131 136 129.326 2.247 101.434 28.397 1635.03 4.61 1663.14 36.54 1.00 0.00 100 129.984 2.728 106.429 26.398 1629.73 5.35 1648.39 35.35 
11 138 138 129.341 2.176 100.369 28.509 1635.30 4.41 1664.32 37.13 1.00 0.00 100 130.007 2.601 105.504 26.534 1629.61 4.81 1649.65 35.51 
12 165 140 129.299 2.107 95.069 28.584 1635.48 4.18 1671.42 37.13 1.00 0.00 100 129.949 2.528 100.571 26.557 1629.98 4.96 1656.64 35.41 
13 177 139 129.271 1.903 92.761 28.366 1635.24 4.14 1674.55 37.52 1.00 0.00 100 129.927 2.274 98.487 26.448 1630.24 4.49 1659.03 35.94 
14 196 136 129.175 1.754 89.315 27.403 1635.46 4.17 1678.99 36.69 1.00 0.00 100 129.813 2.098 95.296 25.627 1630.44 4.07 1663.15 35.96 
15 194 138 129.115 1.767 89.769 27.631 1635.55 3.99 1678.76 36.31 1.00 0.00 100 129.741 2.126 95.696 25.752 1630.55 4.01 1663.20 35.58 
16 215 132 129.071 1.665 85.693 26.273 1635.49 3.90 1684.42 34.45 1.00 0.00 100 129.687 1.995 91.897 24.386 1631.01 3.75 1668.83 33.44 
17 224 130 128.998 1.592 84.293 25.306 1635.29 3.68 1686.10 33.91 1.00 0.00 100 129.599 1.916 90.591 23.523 1630.90 3.74 1670.55 32.64 
18 218 133 128.936 1.488 85.281 25.988 1635.18 3.64 1684.53 34.45 1.00 0.00 100 129.532 1.767 91.599 24.108 1630.98 3.54 1669.43 33.32 
19 234 126 128.891 1.472 82.489 24.505 1635.08 3.67 1688.06 32.95 1.00 0.00 100 129.474 1.745 88.990 22.843 1630.96 3.71 1672.74 32.11 
20 246 119 128.842 1.444 80.185 22.862 1635.21 3.49 1691.19 30.80 1.00 0.00 100 129.431 1.725 86.789 21.304 1630.99 3.71 1675.80 30.07 
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Appendix B Distribution of Number of Objects in Data Sets 
Table 42: Data sets for equal probability model, 1 to 5 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 
Target 20% 20% 20% 20% 20% 
1 20% 21% 19% 20% 20% 
2 22% 17% 20% 19% 22% 
3 22% 24% 23% 14% 17% 
4 14% 20% 16% 23% 27% 
5 21% 18% 19% 18% 24% 
6 26% 15% 17% 22% 20% 
7 28% 25% 13% 21% 13% 
8 18% 22% 19% 25% 16% 
9 32% 18% 18% 16% 16% 
10 19% 16% 24% 20% 21% 
Table 43: Data sets for repeat probability model, 1 to 5 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 
Target 33% 27% 20% 13% 7% 
1 36% 26% 23% 12% 3% 
2 32% 31% 16% 12% 9% 
3 36% 29% 17% 10% 8% 
4 37% 32% 18% 7% 6% 
5 32% 31% 16% 12% 9% 
6 33% 29% 17% 15% 6% 
7 38% 34% 13% 11% 4% 
8 32% 29% 18% 12% 9% 
9 30% 17% 26% 21% 6% 
10 31% 35% 17% 14% 3% 
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Table 44: Data sets for Benford probability model, 1 to 5 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 
Target 39% 23% 16% 12% 10% 
1 42% 14% 19% 14% 11% 
2 32% 24% 12% 19% 13% 
3 37% 30% 12% 6% 15% 
4 38% 23% 16% 12% 11% 
5 39% 19% 16% 11% 15% 
6 35% 24% 21% 8% 12% 
7 35% 22% 17% 13% 13% 
8 32% 21% 14% 15% 18% 
9 35% 19% 26% 9% 11% 
10 36% 17% 20% 12% 15% 
Table 45: Data sets for BNC probability model, 1 to 5 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 
Target 48% 25% 13% 7% 7% 
1 45% 26% 12% 11% 6% 
2 41% 30% 13% 10% 6% 
3 49% 24% 13% 6% 8% 
4 49% 28% 9% 8% 6% 
5 52% 24% 15% 7% 2% 
6 40% 30% 11% 12% 7% 
7 39% 32% 13% 9% 7% 
8 51% 32% 6% 4% 7% 
9 50% 25% 14% 7% 4% 
10 48% 23% 20% 4% 5% 
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Table 46: Data sets for CHILDES probability model, 1 to 5 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 
Target 66% 18% 7% 5% 4% 
1 60% 17% 12% 6% 5% 
2 61% 20% 7% 10% 2% 
3 67% 18% 10% 5% 0% 
4 69% 17% 6% 3% 5% 
5 63% 21% 7% 5% 4% 
6 70% 17% 6% 6% 1% 
7 65% 18% 8% 5% 4% 
8 63% 20% 4% 7% 6% 
9 66% 14% 9% 5% 6% 
10 68% 18% 11% 2% 1% 
Table 47: Data sets for equal probability model, 1 to 10 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 6 7 8 9 10 
Target 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
1 14% 11% 10% 16% 12% 3% 4% 13% 9% 8% 
2 5% 6% 14% 15% 9% 10% 12% 10% 7% 12% 
3 14% 9% 10% 11% 10% 9% 9% 12% 5% 11% 
4 14% 11% 8% 8% 6% 13% 12% 8% 10% 10% 
5 10% 8% 12% 8% 7% 5% 9% 15% 20% 6% 
6 9% 5% 15% 10% 9% 13% 7% 9% 12% 11% 
7 6% 12% 12% 9% 11% 12% 9% 11% 9% 9% 
8 7% 8% 10% 9% 13% 9% 7% 7% 16% 14% 
9 13% 9% 15% 8% 6% 8% 16% 10% 8% 7% 
10 14% 4% 7% 6% 17% 6% 11% 13% 12% 10% 
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Table 48: Data sets for repeat probability model, 1 to 10 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 6 7 8 9 10 
Target 18% 16% 15% 13% 11% 9% 7% 5% 4% 2% 
1 14% 20% 13% 14% 15% 6% 6% 5% 6% 1% 
2 17% 20% 15% 10% 11% 13% 7% 4% 3% 0% 
3 15% 14% 19% 13% 14% 7% 7% 6% 3% 2% 
4 18% 15% 7% 16% 16% 9% 7% 6% 3% 3% 
5 27% 13% 13% 15% 10% 2% 10% 3% 4% 3% 
6 20% 22% 12% 14% 10% 4% 5% 8% 3% 2% 
7 17% 12% 16% 9% 10% 11% 10% 12% 1% 2% 
8 22% 14% 22% 12% 8% 5% 6% 3% 4% 4% 
9 16% 13% 18% 10% 15% 9% 5% 10% 3% 1% 
10 13% 21% 8% 21% 7% 10% 8% 6% 5% 1% 
Table 49: Data sets for Benford probability model, 1 to 10 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 6 7 8 9 10 
Target 29% 17% 12% 9% 8% 6% 6% 5% 4% 4% 
1 28% 25% 12% 7% 12% 2% 5% 1% 3% 5% 
2 26% 13% 16% 10% 8% 7% 6% 3% 7% 4% 
3 37% 13% 12% 7% 9% 5% 5% 8% 4% 0% 
4 27% 19% 12% 13% 4% 7% 6% 6% 5% 1% 
5 23% 21% 18% 7% 7% 6% 3% 8% 3% 4% 
6 25% 16% 15% 10% 6% 11% 7% 5% 3% 2% 
7 23% 19% 17% 10% 9% 6% 6% 5% 3% 2% 
8 21% 17% 10% 8% 13% 8% 5% 8% 7% 3% 
9 29% 17% 11% 15% 3% 6% 5% 3% 7% 4% 
10 28% 14% 8% 14% 9% 7% 7% 5% 6% 2% 
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Table 50: Data sets for BNC probability model, 1 to 10 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 6 7 8 9 10 
Target 42% 22% 11% 6% 6% 4% 2% 2% 2% 3% 
1 47% 27% 6% 7% 5% 2% 2% 1% 1% 2% 
2 45% 22% 11% 10% 3% 4% 1% 1% 2% 1% 
3 46% 18% 9% 6% 6% 4% 3% 4% 2% 2% 
4 40% 23% 12% 14% 5% 1% 1% 1% 3% 0% 
5 43% 20% 8% 7% 7% 6% 3% 2% 2% 2% 
6 40% 17% 10% 4% 8% 7% 6% 1% 1% 6% 
7 38% 20% 8% 5% 7% 6% 9% 3% 0% 4% 
8 42% 23% 8% 9% 3% 5% 2% 2% 4% 2% 
9 45% 21% 13% 4% 5% 1% 0% 2% 4% 5% 
10 40% 28% 6% 8% 4% 5% 1% 2% 2% 4% 
Table 51: Data sets for CHILDES probability model, 1 to 10 objects. 
Percentage Occurrence 
Example 
1 2 3 4 5 6 7 8 9 10 
Target 60% 16% 7% 5% 4% 3% 2% 1% 1% 2% 
1 58% 19% 7% 3% 4% 4% 2% 1% 0% 2% 
2 57% 21% 4% 4% 4% 3% 1% 1% 3% 2% 
3 66% 14% 4% 2% 2% 3% 2% 4% 1% 2% 
4 64% 16% 9% 4% 4% 0% 2% 0% 0% 1% 
5 63% 18% 7% 4% 0% 1% 3% 2% 2% 0% 
6 59% 19% 6% 3% 3% 2% 3% 1% 2% 2% 
7 60% 15% 8% 3% 2% 3% 1% 2% 3% 3% 
8 55% 15% 5% 6% 7% 2% 3% 2% 2% 3% 
9 54% 17% 7% 7% 3% 1% 3% 3% 3% 2% 
10 61% 16% 11% 1% 2% 2% 2% 1% 4% 0% 
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Appendix C Addition Problem Data Sets 
Table 52: Data sets for addition problems. 
Problem 
Training Validation Testing 
0+1=1 5+0=5 0+2=2 0+0=0 
0+3=3 5+2=7 0+9=9 0+8=8 
0+4=4 5+5=10 1+1=2 1+2=3 
0+5=5 5+9=14 1+3=4 1+6=7 
0+6=6 6+0=6 1+7=8 1+8=9 
0+7=7 6+2=8 2+2=4 2+3=5 
1+0=1 6+4=10 2+5=7 3+3=6 
1+4=5 6+5=11 2+7=9 3+9=12 
1+5=6 6+8=14 2+9=11 4+3=7 
1+9=10 6+9=15 3+4=7 4+5=9 
2+0=2 7+1=8 3+5=8 4+8=12 
2+1=3 7+3=10 3+7=10 5+1=6 
2+4=6 7+4=11 4+1=5 5+3=8 
2+6=8 7+7=14 4+9=13 5+6=11 
2+8=10 7+8=15 5+4=9 5+7=12 
3+0=3 7+9=16 6+1=7 5+8=13 
3+1=4 8+1=9 6+3=9 7+6=13 
3+2=5 8+4=12 6+6=12 8+0=8 
3+6=9 8+5=13 6+7=13 8+2=10 
3+8=11 8+6=14 7+0=7 8+3=11 
4+0=4 8+7=15 7+2=9 8+9=17 
4+2=6 9+3=12 7+5=12 9+0=9 
4+4=8 9+4=13 8+8=16 9+1=10 
4+6=10 9+6=15 9+5=14 9+2=11 
4+7=11 9+9=18 9+8=17 9+7=16 
 
