We construct embeddings Y n,τ → Hilb n (Σ τ ) for each of the classical Lie algebras sp 2m (C), so 2m (C), and so 2m+1 (C). The space Y n,τ is the fiber over a point τ ∈ h/W of the restriction of the adjoint quotient map χ : g → h/W to a suitably chosen transverse slice of a nilpotent orbit. These embeddings were discovered for sl 2m (C) by Ciprian Manolescu. They are related to the symplectic link homology of Seidel and Smith.
Introduction
Khovanov cohomology is a link invariant that takes the form of a bi-graded Abelian group Kh i,j (L) ( [5] ). It is a categorification of the Jones polynomial in the sense that, up to normalization and change of variables, the Jones polynomial is given as the graded Euler charateristic of Kh i,j (L):
Khovanov cohomology is known to be a strictly stronger invariant than the Jones polynomial and is, by definition, able to be computed combinatorially by means of long exact sequences. However, unlike some other knot invariants (the Alexander polynomial, for instance) the geometric meaning of both the Jones polynomial and Khovanov cohomology has not been fully understood.
Recently, Seidel and Smith [8] proposed a geometric interpretation of Khovanov cohomology in terms of symplectic geometry and Lagrangian Floer cohomology. They start by presenting a link L as the closure of an m-strand braid β ∈ B m . Appending m trivial stands gives β × 1 m ∈ B 2m which can be viewed as a path in the configuration space Conf 2m (C) = (C 2m − ∆)/S 2m . They construct a symplectic fibration over Conf 2m (C) as a slice S m of a distinguished nilpotent orbit in sl(2m). The fiber over each τ ∈ Conf 2m (C) is a symplectic manifold Y m,τ and the monodromy along β gives rise to a symplectic automorphism φ β of Y m,τ . They chose a distinguished Lagrangian submanifold L ⊂ Y M,µ and apply the monodromy map to obtain another Lagrangian φ β L. To this geometric data they apply the theory of Lagrangian Floer cohomology and define the symplectic Khovanov cohomology to be Kh
where ω is the writhe of the link L (the signed number of crossings). They show that, up to an isomorphism of graded abelian groups, Kh symp is invariant under the markov moves and so defines a link invariant. Furthermore, they conjecture that symplectic Khovanov cohomology is the same as the normal bi-graded cohomology after a collapsing of the bi-grading:
Ciprian Manolescu [6] has discovered an interesting property of the symplectic manifolds Y m,τ . Namely, that they can be embedded as an open dense subset of the Hilbert scheme Hilb m (S τ ) of m points on the complex surface S τ = {(u, v, z) ∈ C 3 | u 2 + v 2 + P τ (z) = 0}. Here P τ (t) is the unique monic polynomial with roots given by τ and S τ is a deformation of the A 2m−1 Kleinian singularity. This embedding is interesting for a number of reasons. First, it gives a more concrete form to the geometrical construction of Seidel and Smith. Composing with the Hilbert-Chow morphism π HC : Hilb m (S τ ) → Sym m (S τ ) gives nice holomorphic coordinates on Y m,τ . These coordinates, as well as a natural C * -action on the nilpotent slice, can be used to define a Kahler metric on S m . This metric descends to give a symplectic structure on each Y m,τ which is shown to be a deformation of the symplectic structure given by Seidel and Smith. Secondly, in Manolescu's setup, the Hilbert-Chow morphism can be used to concretely describe the Lagrangians L and φ β L as a product of m 2-spheres living in S τ . Because of this, the intersection L ∩ φ β L can be explicitly described. This in turn gives a set of generators of the Seidel-Smith cohomology. Manolescu is then able to set up a natural correspondence between these generators and the set of intersection points in Bigelow's picture of the Jones polynomial [1] .
Lastly, the embedding Y m,τ ֒→ Hilb m (S τ ) is interesting for its own sake. Both In this paper we construct Manolescu-type embeddings for the remaining classical Lie algebras: sp 2m (C), so 2m (C), and so 2m+1 (C). Namely, we show that for certain "degree two" nilpotent orbits, a slice can be chosen such that (i) the restiction of the adjoint quotient to the slice is a smooth fiber bundle and (ii) each fiber can be embedded holomorphically as a dense open subset of the Hilbert scheme of m points on a complex surface Σ. In all cases, the slice in question needs to be chosen carfully so that the open embedding into the Hilbert scheme can be achieved. That is, these slices are not the standard Slodowy slices given by the Jacobson-Morozov lemma, even though they are similar in a few important ways. Also, whereas in the type-A case the complex surface Σ is a deformation of a type-A singularity, in the case of the other complex semisimple algebras, the surface is a deformation of a type-D singularity.
The Geometry of Nilpotent Orbits
The embedding in the type-A case is constructed as an algebraic morphism by first specifying certain "second order" nilpotent orbits and then finding slices of these orbits whose elements have a nice form to their characteristic polynomials. The same basic recipe holds in the other cases as well, though there are some interesting diferences. Note, however, that in all cases the transverse slices have to be chosen carefully, as the standard Slodowy slices given by the Jocobson-Morozov lemma have rather complicated characteristic polynomials. Before we get to the specifics, however, we sketch out some of the results we will need regarding the geometry of nilpotent orbits and arbitrary transverse slices. So as to keep things as concise as possible we restrict our attention to the Lie algebras of types B, C, and D.
The Adjoint Quotient
Let g be a complex semisimple Lie algebra of type B, C, or D. That is, g is sp 2m (C), so 2m (C), or so 2m+1 (C). Let G be the appropriate complex Lie group acting on g by the adjoint action. For any Y in g, denote the adjoint orbit of Y by O Y = Ad(G)Y . Let h be the standard Cartan subalgebra of all diagonal matrices in g, and let W = N G (h)/C G (h) be the the Weyl group. In each case, the Cartan h is isomorphic to the space D m = {diag(x 1 , . . . , x m ) | x i ∈ C} of all m × m complex diagonal matrices since, physically, the space h is the "skew
For the algebras sp 2m (C) and so 2m+1 (C) the Weyl group W is the same. It is the semi-direct product of the symmetric group S m with (Z/2) m , where S m acts on h ∼ = D m by permuting the coordinates, and the ith factor of (Z/2) m acts by -1 on the ith coordinate. We define a map
By Sym m (C) we mean the symmetric product of m copies of C. That is, Sym m (C) = C m /S m . For type B and C algebras the map ǫ is an isomorphism. For the algebra so 2m (C) the Weyl group is isomorphic to the semi-direct product of the symmetric group S m with (Z/2) ( m 2 ) , where S m acts on h ∼ = D m by permuting the coordinates, and the (i, j)th factor of (Z/2) ( m 2 ) acts by -1 on both the ith and jth coordinate. Suppose, in this case, we define a Z/2-action on h/W that multiplies a single coordinate by -1. The set of fixed points of this action corresponds to the set of all elements of h that have at least one zero eigenvalue. Because of this, let us write the set of Z/2-fixed points as (h/W ) 0 . Hence, in the type-D case, if we take the map ǫ : h/W → Sym m (C) given above, then we see that this map has fibers given by the Z/2 action. Thus, this map is an isomorphism when restricted to (h/W ) 0 . Also, it is clear that the image of (h/W ) 0 under ǫ is the set Sym We may also define an embedding Sym m (C) ֒→ Sym 2m (C) by {µ 1 , . . . , µ m } → {λ 1 , −λ 1 , . . . , λ m , −λ m }, where λ i is any square root of µ i . We have already seen that the eigenvalues of any element Y ∈ g occur as opposite pairs (x, −x) with the addition of one trivial root in the type-B case. This means that the image of this embedding Sym m (C) ֒→ Sym 2m (C) is identical to the image ofχ.
All of this fits together into the following commutative diagram:
Transverse Slices
A transverse slice to the orbit O X is a complex submanifold S ⊆ g whose tangent space at X is complementary to T X (O X ). Now the tangent space to the orbit is given by
So if the transverse slice S happens to be an affine subspace of g, with X ∈ S, then S will be of the form Define a vector field ξ on g by
This is the infinitesimal generator of a linear C * -action λ on g. It is easy to check that this action is given by
Notice that λ preserves orbits in the sense that
. On the level of characteristic polynomials λ r multiplies every eigenvalue by r. Also, since ξ X = 0, we see that X is a fixed point of λ.
Definition 2.
A slice S transverse to the orbit O X at the point X is said to be λ-invariant if it is invariant under the C * -action given by (2) . 
This produces a splitting g = [g, The Slowdowy slice is the prototypical example of a λ-invariant slice. These are not the only examples, however, as we will see later. For all λ-invariant slices we have the following result, which is an improvement over Lemma 1 (cf. Lemmas 15 and 16 in [8] ). Proof. The C * -action shrinks S to X. That is, for any Y ∈ S we have lim r→0 λ r (Y ) = X. Hence, the local properties of the slice given in Lemma 1 will extend to the entire slice.
Simultaneous Resolution
Consider the open subset Conf * Remark 5. Note that in [6] and [8] , the notation Conf For Y ∈ g, suppose ǫ(χ(Y )) belongs to Conf * m (C), then the eigenvalues of Y must all be distinct. Therefore, Y must be semisimple and since χ is G-invariant we can assume Y ∈ h so that Y is a regular point of the projection h → h/W . This implies that Y is also a regular point of χ : g → h/W .
In the type-D case we have a larger class of regular points since the points in Conf 0 m (C) also correspond to semisimple elements of g whose image in h do not lie in any root hyperplane.
To simplfy our discussion somewhat we define a subest R g ⊆ h/W as follows: In the type-B and type-C case we set R g equal to the preimage of Conf * m (C) under the isomorphism ǫ. In the type-D case we have instead R so 2m (C) = ǫ −1 (Conf m (C)).
Thus, for any τ ∈ R g we have that χ −1 (τ ) is a smooth submanifold of g.
We use Grothendieck's simultaneous resolution of the adjoint quotient to improve on this result. Let us denote the projection of b onto h by π h . Defineg to be the fibered product
The spaceg is isomorphic to the incidence variety
Define mapsχ :g → h and ψ :g → g bỹ
The mapχ is well defined since B acts trivially on h modulo n ([9] 4.3) and it factors through the mapg → G/B × h given by (g, Y ) → (gB, π h (Y )). Thus, the mappingχ :g → h has the natural structure of a differentiable fiber bundle with fibers equal to G × B n.
The following commutative diagram is a simultaneous resolution of the adjoint quotient map (cf. [9] 
This means that for all µ ∈ h, the restriction
) is already smooth, the map ψ µ is an isomorphism (cf. [9] 4.1).
For any τ ∈ R g , we have already seen that χ −1 (τ ) is smooth. Also, the quotient map h → h/W is a smooth |W |-sheeted covering when restricted to R g . This proves the proposition.
We can restrict everything in diagram (6) to the transverse slice S. What we obtain is a simultaneous resolution of χ|S ([9] 5.2)
If the slice happens to be λ-invariant, then from Lemma 4 we know that regular points of χ are still regular after we restrict to S. Hence, Proposition 6 carries over to give the following:
The restriction of the adjoint quotient map χ|S : S → h/W to a λ-invariant slice is a smooth fiber bundle when restricted to R g .
We will generically denote the fiber of χ|S over τ ∈ h/W by Y τ . We will see in the sections that follow that it is an algebraic variety defined by m = rank g equations in the coordinates of S.
The last thing we will do in this section is mention a result of Brieskorn and Slodowy (cf. [2] , [9] 6.2, 8.7) relating nilpotent slices to simple singularities. 
where the defining equations of these singularities are given by
Moreover, the restriction of the adjoint quotient to S induces a semiuniversal deformation of the corresponding singularity.
3 The Symplectic Case
Nilpotent Orbits
Define linear functionals e i ∈ h
We choose our positive roots to be {e i ± e j , 2e k | 1 ≤ i < j ≤ m, 1 ≤ k ≤ m}. Let E i,j denote the 2m × 2m matrix having 1 in the (i, j)th place and zeros everywhere else. The α-root space corresponding to a simple root α is the root vector X α given by
X e i +e j = E i,j+m + E j,i+m (15)
For each n = 0, 1, . . . , m let X n be the matrix given by
That is
where J l is the principle nilpotent Jordan block of size l and the matrix E j,k is the j × k matrix that has 1 in position (j, k) and zeros everywhere else. Then X n is a representative of the nilpotent orbit in g corresponding to the partition [2(m−n), 2n] ([4] 5.1). We will assume that n ≤ m/2, or equivalently, 2(m − n) ≥ 2n, since if we replace n with m−n we do not change the orbit. When n = 0 we get a representative of the principle orbit. When n = 1 we get a representative of the subregular orbit. Also, codimO Xn = m + 2n ([4] 6.1).
Transverse Slices
Now we describe a slice to the orbit of X n . Let {a i , y i , z i , d j } be arbitrary complex numbers for 1 ≤ i ≤ n and 1 ≤ j ≤ m − n. Define a vector space V n by
In order to make this clearer, we define an m × m symmetric matrix
We set S n = X n + V n and write elements of this set as S = S(a i , y i , z i , d j ). Then S n is an affine subspace of g. Notice that V n has a basis consisting of root vectors X α that correspond to negative simple roots. A straightforward calculation shows that S n is transverse to the orbit of X n . We will carry out this calculation in a later section. For now we just state the result: Proposition 9. Let n ≤ m/2. The affine subspace S n is a λ-invariant transverse slice to the adjoint orbit of X n at the point X n . Moreover, for S = S(a i , y i , z i , d j ) ∈ S n the characteristic polynomial of S is given by
where
Remark 10. Actually, our definition of S n above only makes sense when n is strictly less than m/2. When n = m/2 we have to modify our definition slightly. This does not affect Proposition 9, however.
As is the previous section, for any τ ∈ Sym m (C) we set Y n,τ = χ −1 (τ ) ∩ S n . In terms of the coordinates {a i , y i , z i , d j } of S n , the variety Y n,τ is described by a set of m algebraic equations that can be grouped into one:
where P µ (t) is the unique monic polynomial with roots given by µ, and µ is the image of τ under the embedding Sym m (C) ֒→ Sym 2m (C). The m equations are given by equating the coefficients of t in (25). We define the following polynomials,
so that U(t) 2 + t 2 V (t) 2 = (−1) m−1 B(t)B(−t). We notice that both U and V are polynomials containing only even powers of t. For any polynomial, say q(t), having only even powers of t, we can define a new polynomialq(t) of half the original degree by specifying thatq(t 2 ) = q(t). SinceP µ (t) = P τ (t), we can rewrite (25) to obtain
Example 11. Setting n = 1 we see that in the sub-regular case, the varieties we obtain have their defining equation given by 
Now, if we take τ = 0 then the defining equation we obtain for Y 1,0 is
This is the type D m+1 Kleinian singularity. Of course, setting n = 0 is the same as intersecting the slice S n with the nilpotent cone so we recover Slodowy's result (Proposition 8).
We write Σ τ = Y 1,τ . Because S 1 is λ-invariant (which we prove next), the remarks in Section 2 apply here to give us that Σ τ is smooth for τ ∈ R sp 2m (C) = Conf * m (C).
λ-Invariance
Recall from Section 2 that a transverse slice S of a nilpotent orbit O X is said to be λ-invariant if it is integral to the vector field
where {H, N + , N − } is some JM triple with X = N + . We show here that the slices S n constructed above are λ-invariant.
For any positive integer k, define two k × k matrices l k and m k by
Then we set
It is easy to check that {H n , X n , N − n } is a JM triple in sp 2m (C). It defines a vector field ξ n as in equation (29) and an easy calculation shows that S n is integral to ξ n . In fact, as we noted above, S n looks like X n plus an independent combination of negative simple root vectors. The C * -action acts on these root vectors by multiplication, hence S n is invariant under the action.
In terms of the coordinates of S n the C * -action is given by
Also, since λ r multiplies each eigenvalue by r, then on the level of h/W ∼ = Sym m (C) it will multiply each τ ∈ Sym m (C) by r 2 . This means that
Hence, the results of Section 2 apply to the slices S n . Namely, the restriction to Conf * m (C) of χ|S n is a differentiable fiber bundle. The fibers Y n,τ of this restriction are smooth 2n-dimensional manifolds.
An Open Holomorphic Embedding
ModuloÂ(t) the defining equation of Y n,τ in (27) is formally identical to that of Σ τ in (28). As Manolescu does for the type-A case, we exploit this formality to construct an algebraic morphism from Y n,τ in to the Hilbert scheme of n points on the complex surface Σ τ . The proof of the following theorem is identical to Manolescu's proof in the type-A case. We include it here for the sake of completeness.
where Σ τ is the affine surface in C 3 described by equation (28).
Proof. We know that Y n,τ = Spec(R), where R is the quotient of the polynomial ring in the m + 2n coefficients a i , y i , z i , d j by the ideal generated by the algebraic relations in (27). We think ofÂ(t),D(t),Û (t), andV (t) as elements of R[t]. Define
Consider the map ψ : R → R[t]/(Â(t)) defined by ψ(Q(u, v, z)) = Q(Û (t),V (t), t).
It is clear that this map is well defined and surjective. Let K be its kernel. Then R/K is isomorphic to R[t]/(Â(t)). But R[t]/(Â(t)) ∼ = R n sinceÂ(t) is a monic polynomial of degree n in R[t]. We define the closed subscheme
Since R/K is a free n-dimensional module over R, it follows that the projection
exhibits Z as a flat family of 0-dimensional subschemes of Σ τ of length n. This defines a map j : Y n,τ → Hilb n (Σ τ ).
Now that we have defined the map we need to prove that it is an open embedding. With its reduced scheme structure, the points of Y n,τ are 4-tuples of polynomials (Â,D,Û,V ) in C[t] satisfiying the defining equation in (27). The points in Hilb
can be identified with ideals I in the coordinate ring
of Σ τ such that dim C (R Σ /I) = n. Explicitly, the morphism j is given by
is a subring of R Σ . Now, Hilb n (Σ τ ) is irreducible and has the same dimension as Y n,τ , so in order to prove that j is an open embedding it suffices to show that it is injective. So pick (Â i ,D i ,Û i ,V i ) for i = 1, 2 that map to the same ideal I under j. Then
where i can be either 1 or 2. Thus, we must have thatÂ 1 (z) dividesÂ 2 (z). But eachÂ i is a monic polynomial of degree n, so we must haveÂ 1 =Â 2 . Next, note that u −Û 1 (z) and u −Û 2 (z) are in I soÛ 1 (z) −Û 2 (z) ∈ I ∩ R 1 . But U 1 (z) −Û 2 (z) has degree at most n − 1 < n = degÂ, soÂ dividingÛ 1 −Û 2 implieŝ U 1 =Û 2 . Similarly, we must haveV 1 =V 2 . Also, the relation (27) determinesD uniquely in terms ofÂ,Û,V , and P τ . Thus, we must haveD 1 =D 2 so that the map j is injective. Let I ⊆ R Σ be an ideal describing a subscheme Z = SpecR Σ /I in Hilb n (Σ τ ).
Remark 13. Note that everything in the above proof holds for arbitrary
Then I ∩ R 1 corresponds to a subscheme of C, namely the image of Z under the map i : Σ τ → C defined by i(u, v, z) = z.
Since R 1 /(I ∩ R 1 ) injects into R Σ /I, we must have that i(Z) has length at most n. 
where z k are the roots ofÂ(t), u k =Û(z k ), and v k =V (z k ).
The proof of Proposition 14 is verbatim the same as in the type-A case so we refer readers to [6] for the details.
Proof of Proposition 9
We start by assuming n < m/2 (the case n ≤ m/2 will be handled separately). We let X n be the representative of the nilpotent orbit corresponding to the partition [2(m − n), 2n] that was given in Section 3.2.
Recall that the matrix M n (a i , y i ,
We wish to show that S n is transverse to O Xn . The second part of Proposition 9, namely that χ S (t) = A(t)D(t) + (−1) m B(t)B(−t) for A(t), D(t), and B(t) given by equations (22)- (24), is better left to the reader. It is a straightforward computation. Since dim S n = m + 2n = codim [X n , g] ([4] 6.1), then to show that S n is transverse to the orbit through X n amounts to showing that V n intersects [X n , g] trivially.
Let T = [t i,j ] and C = [c i,j ] be arbitrary n × m matrices. We define operations a and b as follows: 
Proof. Looking at the (n − k, j − k) entry of b(T, C) for k = 0, 1, . . . , j − 1 we see that if b(T, C) = 0 then c n,j = t n,j−1 = t n−1,j−2 = · · · = t n−j+2,1 = 0 for all j. Since C is also symmetric we have
So if a(C) = diag(x 1 , . . . , x n ) then we have
But the (i + k, i − k)th entry for k = 1, 2, . . . , l = min{i − 1, n − i} gives us
Let us denote by K y i ,z j the n × m matrix {k i,j } defined by 
That is, c n,1 = c n,2 = · · · = c n,n = 0. Similarly, from b(R, C ⊤ ) = 0 we see that
Thus, we can write
So if we have a(C) = K then we have
Also, let j ∈ {1, 2, . . . , n} and set l = min{n − 1, m − 1 − j}. Then
So now let us write a 2m × 2m matrix T as four blocks of size m, each of which is then futher broken down into blocks:
We want, for instance, T 1,1 and T 2,2 to be of size m−n and n, respectively. So then T ∈ sp 2m (C) if B k,k and C k,k are symmetric for k = 1, 2. So assume T ∈ sp 2m (C). Then
and
Thus, applying Lemma 15 to (44) and (45), and Lemma 16 to (46), we see that
Now we turn to the case when n = m/2. Of course we need m to be even. In this case we have to modify our definition of S(a i , y i , z i , d j ) slightly. Namely, we set
z n−1 y 1 a n y 2 a n−1 . . . . . .
So, in light of what we have already proven, to show that this slice is transverse to the orbit of X n all we need to show is that if S(a i , y i , z i , d j ) − X n = [X n , T ] then z n must equal 0. But this is clear from Lemma 16 since the equation b(T 1,2 , C ⊤ 2,1 ) = 0 gives us c n,n = 0 and the equation b(T 2,1 , C 2,1 ) = z n E n,n gives us z n = c n,n .
The Orthogonal Case
We start the orthogonal case with the type-D algebras, so 2m (C). Once we have all the results in for this case we can hopefully make quick work of the type-B case by viewing so 2m+1 (C) as a trivial 2m-bundle over so 2m (C). Constucting the transverse slices is somewhat more complicated for the orthogonal algebras than for sl 2m and sp 2m .
Nilpotent Orbits in so 2m (C)
Let g = so 2m (C). We take the standard Cartan subalgebra h ⊂ g, the subspace in g of all diagonal matrices. This is identical to the Cartan subalgebra in the symplectic case. The root system in this case is {±e i ± e j | 1 ≤ i, j ≤ m, i = j} and we take {e i ±e j | 1 ≤ i < j ≤ m} to be the set of positive roots. The α-root space is spanned by the vector X α given by
X e i −e i+i + X e m−n−1 +e m−n + X e m−n +em .
That is,
where J l is the principle l × l nilpotent Jordan block, F l is the l × l matrix having 1 in the (l − 1, l)th place and -1 in the (l, l − 1)th place, and as before E j,k is the j × k matrix having 1 in the (j, k)th place. The matrix X n is a representative of the nilpotent orbit in g corresponding to the partition [2(m − n) − 1, 2n + 1]. In order to avoid repitions we stipulate that 2n + 1 ≤ m. For these n, the codimension of O Xn is m + 2n. Setting n = 0 gives us a representative of the principle orbit. Setting n = 1 gives us a representative of the subregular orbit.
Transverse Slices
be a set of m + 2n complex coordinates. We define a transverse slice S n in terms of root vectors as follows:
This is not really as bad as it looks. If we write out equation (52) as a matrix we can see what is going on. First let us write two square antisymmetric matrices as follows:
Then write an (m − n) × n matrix M y and an (m − n) × (m − n) matrix M z as follows:
Notice that M z is well defined since 2n + 1 ≤ m, or rather n + 1 ≤ m − n. Lastly, if we let E m−n,m−n−1 be the (m − n) × (m − n) matrix with 1 in the (m − n, m − n − 1)th place and zeros everywhere else, and then write
then we can finally write (52) as
Let S n be the collection of all elements S(a i , y i , z j , d k ) ∈ g. Then S n is an affine subspace containing X n .
Theorem 17. Let 2n+1 ≤ m. The affine subspace S n is λ-invariant and transverse to the adjoint orbit of X n . Moreover, the characteristic polynomial of an element
Proof. We will prove transversality in a later section. The characteristic polynomial can be computed easily using elementary row operations as in the symplectic case. For λ-invariance, notice that since X n is a sum of positive root vectors we can find a JM-triple H n , X n , N − n where H n is diagonal. To do this explicitly, define k × k matrices α k and β k as follows
Then set
The matrix H n will then be the semisimple part of a JM-triple having X n as its nilpositive part. Clearly, ad(H n ) preserves the α-root space for any principle root α. The only question that arises is does ad(H n ) preserve the one dimensional space spanned by X −e m−n−1 −e m−n − X e m−n −e m−n−1 , because this is the space that carries the d 1 -cooridinate in S n . But calculating the ad(H n ) action is easy and we see that it acts on this one dimensional space by multiplication by -2.
Recall from Section 2 that we have a Z/2-action on h/W that multiplies a single coordinate by -1 and that this groups action defines the fibers of the map ǫ : h/W → Sym m (C). Let us denote the Z/2-action by c. Letτ be any element of h so we havẽ
Notice that p factors through the projection h → h/W . So for any τ ∈ h/W we have
Define U(t) and V (t) as in (26). Then (57) can be rewritten to givê
Notice that the onlyÛ and χ S have constant terms in (66). Let us say that −y is the constant term ofÛ (y is equal to some constant multiple of y 1 ) and let us definê W byÛ (t) = tŴ (t) − y.
Then (66) can once again be rewritten aŝ
Now let τ be an element of h/W and, as usual, let Y n,τ = χ −1 (τ ) ∩ S n . The set of all elements of g having reduced characteristic polynomial equal to P ǫ(τ ) (t) is exaclty the union Y n,τ ∪ Y n,cτ . So we can describe this union as the set of all {a i , y i , z j , d k } that satisfy the equation
By equating the constant terms in (69) we obtain
to which we have the two solutions
For any τ ∈ h/W let us define a polynomial Q τ (t) of degree m − 1 by
We are now in a position to give a description of Y n,τ as a variety: it is equal to the set of all
that satisfy the equation
If τ belongs to (h/W ) 0 then we can simplify this expression considerably. Recall that this τ ∈ (h/W ) 0 occurs when τ has a zero eigenvalue or, equivalently, when cτ = τ . In this case, ǫ is a bijection so we can write τ = {τ ′ , 0} ∈ Sym 0 m (C) for some uniquely defined τ ′ ∈ Sym m−1 (C). Also, we have p(τ ) = 0 and Q τ (t) = P τ ′ (t) in this case. Thus, for τ ∈ (h/W ) 0 we see that the defining equation for Y n,τ is
Example 18. Let us consider the subregular case. This is when n = 1. After changing a few signs we see that 
This is a complex surface in C 3 and we know from Section 2 that it is smooth for τ ∈ R so 2m (C). Let us give a name to the varitey in (78) by writing
Hence, in this case we obtain the same surface as in the type-C case so we will denote it the same way and write Γ {τ ′ ,0} = Σ τ ′ . If we take τ = 0 then we obtain 
Embedding into the Hilbert scheme
As in Section 3 the defining equation of Y n,τ , moduloÂ, is formally the same as the defining equation of Γ τ . Moreover, if we are given polynomialsV i andŴ i for i = 1, 2 as defined in the previous section, then bothV 1 −V 2 andŴ 1 −Ŵ 2 are polynomials of degree no larger than n − 1, while on the other hand the polynomialÂ is monic of degree n. Hence, the proof of Theorem 12 will carry over to the type-D case and give us the following:
where Γ τ is the affine surface in C 3 described by equation (78).
Notice that Γ τ ∼ = Γ cτ by the map (v, w, z) → (v, −w, z). Hence, we can consider τ to be in Sym m (C) (via ǫ) and we will have a surface Γ τ that is well defined up to isomorphism.
Type-B
We have an obvious orbit preserving inclusion inclusion i : so 2m (C) ֒→ so 2m+1 (C) given by
Let X n ∈ so 2m (C) be the nilpotent element defined in (51), then i(X n ) is a representative of the nilpotent orbit corresponding to the partition [2(m − n) − 1, 2n + 1, 1].
Let us write x n = i(X n−1 ). Then x 1 is a subregular nilpotent element and in general the codimension of the adjoint orbit of x n is m + 2n. The root system in the type-B case is {±e i ± e j , ±e j | 1 ≤ i, j ≤ m, i = j} with the positive roots being taken to be {e i ± e j , e k | 1 ≤ i < j ≤ m, 1 ≤ k ≤ m}. The α-root space is spanned by the vector X α given by
We define the following affine subspace of so 2m+1 (C):
where S n−1 is the slice of O Xn defined in (56) and V n ⊆ so 2m+1 (C) is the 2-dimensional vector subspace defined by V n = {a 0 X −e 1 + d 0 X −e m−n+1 | x, y ∈ C}.
We denote an element of S The first thing to note is that the terms with t in the denominator will vanish if we simplify. However, we can also just multiply (89) by t so that we can preserve the form of the equation. Also, there is a fiber-preserving Z/2-action on S If we let define U and V as we did in the previous two cases and then reduce all the polynomials we see that for any τ ∈ Sym m (C) the variety Y B n,τ is defined by the equation tP τ (t) +Û(t) 2 + tV (t) 2 =â(t)(td(t)).
The polynomial a(t) is monic of degree n and the methods in the proof of Theorem 12 will carry over here to give us Consider the above example together with Theorem 21. We see that the type-B case doesn't follow the pattern set by the previous cases. In Theorem 21 we are mapping Y B n,τ into the Hilbert scheme of points on a type-D surface, but this surface does not correspond to the one of type-A given by the subregular orbit. However, if we were able to obtain a map into the Hilbert scheme over the A 2m−1 surface using the methods of Theorem 12, then we would be getting something substantially less than what Theorem 21 gives us. Namely, instead of modding out by the degree n reduced polynomialâ(t) we would have to mod out by the unreduced polynomial a(t) which has degree 2n. So we would be embedding the 2n-dimensional Y B n,τ into the 4n-dimensional Hilb 2n (S τ ).
