sparseness in the fitted model and facilitates computation. We develop a fast expectation-maximization algorithm to fit models by estimating posterior modes of coefficients. We incorporate our algorithm into the iteratively weighted least squares for classical generalized linear models as implemented in the R package glm. We evaluate the proposed method and compare its performance to existing methods on extensive simulated data. Conclusion: The results show that the proposed method performs well under all situations and is more powerful than existing approaches.
Introduction
Genome-wide and candidate gene association studies based on linkage disequilibrium (LD) are cost effective and statistically efficient tools to unravel the genetic architecture of complex human diseases [1, 2] . Although methods based on individual single nucleotide polymorphisms (SNPs) may lead to significant findings [2, 3] , haplotypes comprising multiple SNPs on the same inherited chromosomal region have long been of great interest and have attracted much attention in recent years [4] [5] [6] [7] . First, haplotypes are biologically relevant. There is strong evi-dence that several mutations within a gene may interact ( cis -interaction) to cause a disease [8] . Haplotype-based methods provide a natural way to capture such cis -interactions [9] . Second, the power of single-marker-based methods in association studies depends on LD between the tested marker and the disease susceptibility locus. LD information contained in flanking markers is generally not incorporated, which can result in a reduction in power [10] . Therefore, haplotype-based association methods can be more powerful than those based on single markers since the former fully exploits LD information from multiple markers [9, 11] . Both simulation and empirical studies also support this conclusion [11, 12] . In addition, haplotype-based methods can be more powerful when multiple disease susceptibility alleles occur within a single gene [9] .
A number of statistical methods have been proposed to examine the association between haplotypes and human complex diseases [7, 12, 13] . Although many of these approaches have been widely used in association studies, the majority of them only focus on the estimation of marginal effects of haplotypes and the detection of the association between common haplotypes and diseases, while little attention has been paid so far to developing statistical methods for investigating the interacting effects between haplotypes and environmental factors, especially those between haplotypes in different haplotype blocks, and exploring disease associations with rare haplotypes [14, 15] .
Increasing evidence suggests that gene-gene and geneenvironment interactions play an important role in susceptibility to complex human diseases [16] [17] [18] [19] [20] . The investigation of such interactions may provide more insight into disease etiology and ultimately result in new strategies for the treatment and prevention of a disease. As an earlier attempt to explore the interaction between haplotypes and environmental factors, Lake et al. [21] proposed a likelihood-based method in the generalized linear model framework, which has been commonly employed in haplotype-based association studies, because it is publicly available and easy to implement with its R package. This approach, however, is limited by ignoring the interacting effects between haplotype blocks. Subsequently, several methods have been developed to study haplotype-related interactions, but these methods do not consider all potential haplotypes and interactions simultaneously [22] [23] [24] [25] [26] [27] . Recently, Guo and Lin [15] proposed a generalized linear model with regularization to detect interacting haplotype effects. However, their method applies an omnibus test and consequently does not provide inference on the effects of specific haplotypes and their interactions. Another concern for haplotype-based methods is that large numbers of haplotypes inferred from genotype data [28] [29] [30] often lead to high degrees of freedom for corresponding statistical tests and thus reduce power [14, 15, [31] [32] [33] [34] . If interacting effects are considered, such problems become severer. Unfortunately, few statistical methods have been developed to tackle these farreaching problems in the study of haplotype interactions.
One challenge in haplotype-based association studies is that for haplotypes comprising multiple markers, there might be many rare haplotypes. Because of their low frequencies, the parameter estimates related to rare haplotypes will have large variances, leading to unstable models. Schaid [6] described several approaches to handle rare haplotypes. One approach is to combine all rare haplotypes into one group or rare haplotypes with common ancestral haplotypes, and another is to exclude them from the model, which is equivalent to including them in the baseline group. However, both approaches yield results that may be difficult to interpret. In addition, it has been argued that rare haplotypes may account for a substantial fraction of the multifactorial inheritance of common diseases [35] [36] [37] [38] [39] , thus the aforementioned approaches may miss the rare haplotypes having true effects. Another approach is to include the effects of each rare haplotype in the model but shrink their effects towards the common mean or towards the effect of a similar haplotype [6, 15, 40] . Recently, Guo and Lin [15] adopted a lasso penalty in their generalized linear model to allow assessment of the effects of rare haplotypes by decreasing the coefficients of unassociated haplotypes to zero so that the associated ones, especially those that are rare, can be estimated.
In this article, we propose a new approach to investigate the association between haplotypes and human diseases based on the hierarchical generalized linear model. The proposed method is built upon a Bayesian framework with weakly informative priors on the coefficients. It can deal with various types of phenotypes in population-based association studies, and can simultaneously fit a large number of effects, including main effects of numerous common and rare haplotypes, environmental effects, haplotype-haplotype interactions, and haplotype-environment interactions. We fit our Bayesian generalized linear models by incorporating an expectationmaximization (EM) algorithm into the usual iteratively weighted least squares as implemented in the R package glm. This strategy leads to stable and flexible computational tools and allows us to apply any generalized linear model to haplotype-based association studies. We investigated the statistical properties and performance of the proposed method and compared it with three existing methods, the classical generalized linear model, the method of Lake et al. [21] , and the method of Guo and Lin [15] , through extensive simulation studies. The results show that the proposed method performs well under all situations and is more powerful than the existing approaches.
Methods

Generalized Linear Models of Interacting Haplotypes
Suppose that a population-based association study consists of n unrelated individuals, phenotyped for a disease trait, and genotyped for multiple genetic variants (e.g. SNPs) in multiple genomic regions or haplotype blocks. Although our method can deal with various phenotypes, we demonstrate its performance with a binary disease trait as in case-control studies. We use generalized linear models to relate disease status to haplotypes and environmental factors. We simultaneously fit environmental ( E ) effects, main effects of haplotypes ( H ), and haplotype-haplotype ( H ! H ), and haplotype-environment ( H ! E ) interactions. The generalized linear model is expressed as
where h is a link function or transformation which relates the linear predictor X i ␤ to the disease probability Pr( y i = 1); ␤ 0 is the intercept, ␤ E and ␤ H are the vectors of environmental effects and all possible haplotype main effects, respectively; ␤ HH is the vector of all possible haplotype-haplotype interactions between different regions; ␤ HE is the vector of haplotype-environment interactions, and X E , X H , X HH , and X HE are the corresponding design matrices of effect predictors. Various link functions are provided in generalized linear models [41] , all of which can be adapted in our Bayesian framework. For case-control studies, we can use the logit or probit link function.
Construction of the Design Matrices
Since haplotypes are usually not directly measured, the posterior probabilities of haplotype pairs are first computed from the observed genotype data for each subject to account for this ambiguity using existing methods of haplotype inference [12, [28] [29] [30] . These posterior probabilities are then used to compute the estimates of haplotype dosage [42] .
The estimate of haplotype dosage is the estimate of the number of copies of a specific haplotype for a subject. For the haplotypes that can be unambiguously resolved based on the observed genotype data, the values of haplotype dosage of a haplotype for a subject can be 0, 1, or 2. But for the haplotypes that cannot be unambiguously resolved, the values of haplotype dosage of a haplotype for a subject would be non-integer, ranging from zero to two, reflecting the possibility that haplotypes are based on the subject's genotypes. For each subject, the sum of haplotype dosage across all haplotypes is equal to two. After obtaining the estimates of haplotype dosage, they can be used to construct the design matrix X H . Suppose there are W q possible haplotypes in the q -th haplotype block in the population, q = 1, 2, ..., Q , and let d iqw , w = 1, 2, ..., W q , denote the estimate of haplotype dosage of the w -th haplotype in the q -th haplotype block for subject i . Therefore, we can set (
For the environmental factors, the raw values are transformed to have a mean of 0 and a standard deviation of 0.5 [43, 44] . This transformation standardizes all the environmental effects to have a common scale. The matrices of interacting variables, X HE and X HH , are set up by simply multiplying two corresponding realizations of X E and X H .
Prior Distributions
The above model can include a large number of highly correlated predictors, leading to the problems of high dimensionality and collinearity that preclude the use of classical maximum likelihood methods. We handle these problems using a Bayesian approach that places appropriate prior distributions on coefficients to obtain stable estimates. We assume independent Student t priors t j (0, s 2 j ) on coefficients ␤ j , with j and s j predetermined. We are motivated to use the t distribution because it allows for flexible modeling, robust inference, and easy and stable computation [43] [44] [45] . The distribution t j (0, s 2 j ) can be expressed as a mixture of normal distributions with mean 0 and variance distributed as scaled inverse-2 :
where J is the total number of effects in the model, and the hyperparameters j 1 0 and s j 1 0 represent the degrees of freedom and the scale of the distribution, respectively. The hyperparameters j and s j control the global amount of shrinkage in the effect estimation; larger j and smaller s 2 j induce stronger shrinkage and force more effects to be near zero. The method of Yi et al. [45] is used to choose j and s j . For ␤ 0 , ␤ E and ␤ H , we employ the weakly informative priors recommended by Gelman et al. [43] , i.e. ( 0 , s 0 ) = (1, 10) for ␤ 0 , and ( j , s j ) = (1, 2.5) for ␤ E and ␤ H . For haplotype-environment interactions ␤ HE , we set ( j , s j ) = (1, 2.5 k H / k HE ), where k H and k HE are the total numbers of main effects of haplotypes and haplotype-environment interactions, respectively. For haplotype-haplotype interactions ␤ HH , we set ( j , s j ) = (1, 2.5 k H / k HH ), where k HH is the total number of haplotype-haplotype interactions. Because there are many more interactions than main effects, these priors apply more stringent restrictions on interactions and allow reliable estimates of main effects and interactions [45] .
EM Algorithm for Model Fit
The EM algorithm is used to fit the hierarchical haplotype models with the Student t priors by estimating the marginal posterior modes of the coefficients ␤ j [44, 45] . We incorporate our algorithm into the iteratively weighted least squares for classical generalized linear models as implemented in the R package glm. The standard iteratively weighted least squares algorithm approximates a generalized linear model by a normal linear model [43, 46] . Specifically, at each iteration, pseudo-data z i and pseudovariances σ 2 i are calculated for each subject i based on the current estimates of parameters, then the generalized linear model
, and finally the parameters ␤ j are updated by a weighted linear regression.
Our EM algorithm uses the two-level expression of the t prior distribution and treats the unknown variances 2 j as missing data. In each E-step, we replaced the unknown variances 2 j by their posterior expectations,
Given the variances 2 j , the priors ␤ j ͉ 2 j ϳ N (0, 2 j ) are treated as additional 'data points', added to the weighted normal regression
In each M-step, the standard iteratively weighted least squares algorithm is applied to the augmented weighted normal regression to update the coefficients ␤ j . We implement these computations by altering the glm function in R for fitting generalized linear models, inserting the steps for calculating the augmented data and updating the variances into the iterative procedure.
The EM algorithm is initialized by setting each j to a small value (say j = 0.1) and ␤ j to the starting value provided by the standard iteratively weighted least squares for the classical generalized linear model as implemented in the R function glm. We repeat the E-step and the M-step until convergence. At convergence of the algorithm, we obtain all outputs from the R function glm, including the estimates ␤ ˆ j , standard errors, and p values (for testing ␤ j = 0). The standard errors are calculated from the inverse second derivative matrix of the log posterior density evaluated at ␤ ˆ j , [43] . The p values are then determined by the estimates ␤ ˆ j , and their standard errors as in the classical framework.
Simulation Study
We used extensive simulation studies to evaluate the statistical properties and performance of the proposed method. Our simulation utilized real haplotype data, the TGFBR1 haplotype-tagging SNP (htSNP) data reported in a genetic case-control association study of TGFBR1 haplotypes and risk of non-cell lung cancer [47] . The six htSNPs were partitioned into two blocks, one forming 2-SNP haplotypes and the other forming 4-SNP haplotypes, based on the estimation of Lewontin ( D ) and squared correlation coefficients ( r 2 ). The haplotype frequencies were estimated for the 2-SNP and 4-SNP haplotypes, respectively, and are presented in table 1 . Given these haplotype frequencies, we generated case and control subjects, assuming Hardy-Weinberg equilibrium for the haplotype pair of each individual and a logistic regression model for the disease risk. The baseline penetrance of disease (the proportion of affected subjects with a pair of non-disease-associated haplotypes) was set at 10%. A binary variable, smoking status with a proportion of 49% as in Lei et al. [47] , was included in the model as a covariate and was considered in haplotype-environment interactions. The results from the proposed method (referred to as BayesGLM) were compared with those from the classical generalized linear model (referred to as GLM), the method of Lake et al. [21] (referred to as ScoreGLM), and the method of Guo and Lin [15] (referred to as rGLM). The method of Lake et al. [21] uses a generalized linear model with a two-step iteration process: the posterior probabilities of haplotype pairs per subject are used as weights to update the regression coefficients, and the regression coefficients are then used to update the posterior probabilities. The method of Lake et al. [21] has been implemented in the freely available software R/haplo.stats (http://mayoresearch.mayo.edu/ mayo/research/schaid_lab/software.cfm). Guo and Lin [15] also created an R package to carry out their method and it is available free at the website: http://www.stat.osu.edu/ ϳ statgen/SOFT-WARE/rGLM/.
Simulation Settings
Five scenarios were posed to carry out our evaluation processes. To examine whether the proposed method can be applied to both common and rare haplotypes, we considered a rare haplotype, haplo4.3 , two moderately rare haplotypes, haplo4.2 and haplo4. 4 , and a common haplotype, haplo4.1 , in the 4-SNP haplotype block, and a moderately rare haplotype, haplo2.3 , in the 2-SNP haplotype block to be associated with the disease in the five scenarios.
In the first two scenarios, we considered only the main effects of haplotypes arising from the 4-SNP haplotype block. Specifically, in the first scenario, we assumed that haplo4.1 and haplo4.3 increased the odds of getting disease 2-and 3-fold, respectively, and haplo4.2 and haplo4. 4 were not associated with the disease. In the second scenario, we assumed that haplo4.1 , haplo4.2 , haplo4.3 , and haplo4.4 increased the odds of getting disease 2-, 3-, 4-, and 3-fold, respectively, and none of the other 8 haplotypes in the 4-SNP haplotype block were associated with the disease ( table 2 ) .
In the third to fifth scenarios, we considered both the main and interacting effects arising between haplotypes in the two haplotype blocks, and between the haplotypes and smoking status. We assumed the effects in a similar way as we did in the first two scenarios ( table 2 ) . Of note, in the last scenario, we considered all the main effects of haplotypes and smoking status, and all possible interacting effects between the two haplotype blocks and between the haplotypes and smoking status. In this scenario, there are a total of 81 terms, including 17 marginal and 64 interacting terms ( table 2 ) .
Each of these five scenarios had three different sample sizes: 250, 500, and 1,000, with equal numbers of cases and controls. A total of 1,000 replicates were generated under each of these 15 settings. All of the generated data were analyzed using ScoreGLM, GLM, rGLM, and BayesGLM, respectively. In summary, the following procedure of data generation, statistical analysis, and comparison of results was applied: (1) Genotype Data Generation. Randomly drew 2 haplotypes (phased haplotype pairs) for each subject from the observed haplotypes ( table 1 ) 
Results
Nonidentifiability of Parameters in Model Fit
There was one main problem, the nonidentifiability of parameters, which was encountered in the model fit using the classical methods. This problem is first pointed out here because it frequently occurred and resulted in serious problems. Specifically, we found that the standard errors of some predictors in the models were large and hence the coefficients were essentially infinite when using haplo.glm in R/haplo.stats based on ScoreGLM or using glm in R based on GLM, whereas there was no such problem when using the proposed method, Bayes-GLM (data not shown). We could not evaluate the nonidentifiability of parameters when using rGLM because, The further question that might be asked is how often and how serious the problem is. To this end, we summarized the results regarding the nonidentifiability of parameters in the model fit for all of the simulation settings in table 3 . We can see that with increasing sample size, the proportions of nonidentifiability of parameters decreased in each of the first four scenarios of ScoreGLM and GLM. Under a fixed sample size, the proportions of nonidentifiability of parameters followed the order: scenario 5 1 scenario 4 1 scenario 2 1 scenario 3 1 scenario 1 for both ScoreGLM and GLM. In scenarios 2, 4, and 5 of ScoreGLM and GLM, all of the proportions exceeded 50% except that in scenario 2 of ScoreGLM with a sample size of 1,000 (39%). In contrast, in scenarios 1 and 3, only the proportion in scenario 3 of GLM with a sample size of 250 barely exceeded 50% (51%). For BayesGLM, there was no problem observed with the nonidentifiability of parameters in all of the simulation settings. Obviously, the larger the proportions of nonidentifiability of parameters, the less stable the estimated coefficients [48, 49] . Therefore, our results involving comparisons of the three methods were derived only from the replicates without the nonidentifiability of parameters in scenarios 1 and 3, unless otherwise specified.
Main Effect Model
In scenario 1, only 4 haplotypes in the 4-SNP haplotype block were modeled as main effects for the disease ( table 2 ) . The 'true' values prespecified for these 4 haplotypes were first compared to their corresponding estimated coefficients based on the four methods (left column of fig. 1 ). Under the sample size of 250, wider estimated 68 and 95% intervals that covered the 'true' values calculated based on BayesGLM were observed for each of 4 haplotypes compared to those calculated based on the other three methods, with the only exception that rGLM had little wider estimated intervals than BayesGLM for haplo4.1 (top left corner of fig. 1 ). With the increase in sample sizes, however, the superiority of reliability of BayesGLM faded for all of the haplotypes except haplo4.3 (middle left and bottom left corner of fig. 1 ), although its two coverage rates maintained a low growth rate. For all of the four methods, haplo4.3 had lower coverage than the other haplotypes, no matter what sample sizes were considered.
In this and the following subsections, we did not consider rGLM in the evaluation of empirical power as well as type I errors because, as mentioned before, its omnibus test does not produce p values for individual effects. Therefore, the empirical powers were calculated based only on ScoreGLM, GLM, and BayesGLM for haplo4.1 and haplo4.3 , from which we tried to evaluate the ability of these methods to detect any disease-predisposing haplotypes. Under the sample size of 250, BayesGLM demonstrated higher probabilities for detecting genetic effects compared to both ScoreGLM and GLM (top right corner of fig. 1 ). Although the advantage of BayesGLM in the statistical validity was diminishing with the increase in sample size, it still persisted, especially for the rare haplotype, haplo4.3 , and for the powers under ␣ = 0.001 and 0.01 (middle right and bottom right corner of fig. 1 ). For all of the three methods, a sample size of 500 was sufficient to detect a common haplotype with a power of 90% approximately, and a sample size of 1,000 was sufficient to identify a rare haplotype with a power of 85% approximately.
The empirical type I error rates were also calculated for haplo4.2 and haplo4.4 based on ScoreGLM, GLM, and BayesGLM. For the sample sizes of 250 and 500, type I error rates under ␣ = 0.05 were a little lower with Bayes-GLM than with both ScoreGLM and GLM. As the sample size went up to 1,000, all type I error rates decreased to zero. 
Main and Interacting Effect Model
In scenario 3, both the main and interacting effects arising between the two haplotype blocks and between the haplotypes and the environmental factor were jointly considered in the model fit for the four methods ( table 2 ). However, since H ! E interactions cannot be fitted using the current version of the rGLM, interaction between smoke and haplo4.1 was set only for ScoreGLM, GLM, and BayesGLM, and since H ! H interactions cannot be fitted using haplo.glm based on ScoreGLM, the interaction between haplo2.3 and haplo4.1 was set only for GLM, rGLM, and BayesGLM. So there were a total of 8 terms as predictors included in the model with 6 of them assumed to be disease-associated ( fig. 2 ) . Under the sample size of 250, wider estimated 68 and 95% intervals that covered the 'true' values calculated based on BayesGLM were found for each of the 8 predictors compared to those calculated based on the other three methods, with the only exception that rGLM had little wider estimated intervals than BayesGLM regarding smoking status ( smoke ) and haplo4.1 (top left corner of fig. 2 ). Although the lead of BayesGLM in the statistical reliability was narrowed with the increase in sample sizes, it continued to exist, especially for the rare haplotype haplo4.3 and the interacting terms smoke : haplo4.1 and haplo2.3 : haplo4.1 (middle left and bottom left corner of fig. 2 ). For all of the four methods, the rare haplotype and the interacting terms had quite lower coverages 
smoke ( 
smoke ( than the other predictors in the model, no matter what sample sizes were considered, which was in agreement with the finding in the foregoing analysis of main effects. The empirical powers were calculated for smoke , haplo2.3 , haplo4.1 , haplo4.3 , smoke : haplo4.1 , and haplo2.3 : haplo4.1 based on ScoreGLM, GLM, and BayesGLM. For smoke , the powers were comparable for ScoreGLM, GLM, and BayesGLM, no matter what sample sizes were considered (top three lines in each of three right panels of fig. 2 ). This is reasonable because, for a common environmental factor with a decent frequency, any statistical test can achieve similar power for detecting it and the possible difference of powers among some tests can be explained by the random variability. For the predictors haplo2.3 , haplo4.1 , and haplo4.3 , the results were almost the same as those in the preceding subsection of main effects. For smoke : haplo4.1 , under the sample size of 250, BayesGLM had higher power only for ␣ = 0.05 compared to ScoreGLM (top right corner of fig. 2 ). With the increase in sample sizes, however, the situation was soon improved and eventually turned around (middle right and bottom right corner of fig. 2 ). For haplo2.3 : haplo4.1 , BayesGLM demonstrated a higher probability for correctly detecting genetically interacting effects under each of three fixed type I error rates and each of three sample sizes compared to both ScoreGLM and GLM (bottom two lines in each of the three right panels of fig. 2 ).
The empirical type I error rates were also calculated for haplo4.2 and haplo4.4 based on ScoreGLM, GLM, and BayesGLM, as in the preceding subsection of main effects, and similar results were observed.
Full Model
In scenario 5, a total of 81 marginal and interacting terms arising between the two haplotype blocks and between the haplotypes and the environmental factor were simultaneously considered ( table 2 ). As can be seen from table 3 , however, all the proportions of nonidentifiability of parameters jumped to 1 for both ScoreGLM and GLM in scenario 5. Consequently, the statistical estimations under this situation should be quite unstable and any comparison to them does not make sense. Since the current version of rGLM cannot fit H ! E interactions, rGLM cannot be used to fit the full mode. Therefore, a single model based on BayesGLM was fitted to demonstrate its performance in a case where the number of predictors in a model is huge. As in the analyses of main and interacting effect models in the foregone subsections, the 'true' values prespecified for all predictors in the model were first compared to their corresponding estimated coefficients for each of three sample sizes, respectively (1st, 3rd, and 5th columns of fig. 3 ). From the graph it can be seen that, along with the increase in sample sizes, the estimated 68 and 95% intervals increased that covered the 'true' values for each of the 81 predictors. We also found that the rare haplotypes ( haplo4.3 and haplo2.3 ) and the interactions ( smoke : haplo2.3 , smoke : haplo4.1 , smoke : haplo4.3 , haplo2.3 : hap-lo4.1 , and haplo2.3 : haplo4.3 ) had quite lower coverages than the other predictors in the model, no matter what sample sizes were considered. All these findings were consistent with those observed in the foregoing sub sections.
The empirical powers were calculated for a total of 11 disease-associated predictors in the model under each of 3 fixed type I error rates ( ␣ = 0.001, 0.01, and 0.05; 2nd, 4th, and 6th columns of fig. 3 ). From the graph it can be seen that although the power increased along with the increase in sample sizes, they started at quite low levels and maintained low growth rates. The empirical type I error rates were also calculated for a total of 70 non-disease-associated predictors in the model. As the sample size went up to 500, almost all of the type I error rates shrank to zero.
Discussion
Complex human diseases are believed to be influenced by genetic and environmental factors, and their interactions. However, identifying interacting effects is challenging. In general, the identification and characterization of interactions are limited due to the lack of powerful statistical methods and/or large sample sizes. When numerous interactions are fitted explicitly in a model, the degrees of freedom for the corresponding test statistics would grow rapidly, and, as a result, sufficient power cannot be guaranteed to detect possibly significant effects in the model, especially in a relatively small sample size [50] [51] [52] [53] [54] . This issue is also confronted in haplotypebased association studies by classical methods, which usually have insufficient power and are not flexible BayesGLM with sample sizes of 250 (first 2 columns), 500 (3rd and 4th columns), and 1,000 (last 2 columns). The black labels on the vertical axis stand for the disease-associated predictors, while the gray labels stand for the non-disease-associated predictors.
enough to handle a large number of interactions [14, 21, 26, 55] . The challenges might be further aggravated when rare haplotypes are present. Rare haplotypes can be frequent in genetic association studies and might be produced by common SNPs [15, 56] . As already noted, rare haplotypes, just like other rare genetic variants, could be important disease-predisposing variants and should not be ignored in exploring the genetic susceptibility to common diseases. Regarding statistical modeling, however, rare haplotypes can result in nonidentifiability of parameters, which means the coefficients of predictors cannot be identified or estimated uniquely because of huge, even infinite standard errors [46] . A commonly used approach to this issue in the literature is to pool all rare haplotypes into one single group [7, 13] or pool rare haplotypes with common ancestral haplotypes [33, 57, 58] . These approaches ignore rare haplotypes by lumping them together, and consequently any rare haplotype that might contribute to the risk of disease cannot be identified distinctly.
Statistical methods that can detect the haplotype-related interactions and handle the nonidentifiability of parameters are much needed in research. In the present study, we propose a Bayesian hierarchical generalized linear model with weakly informative priors to simultaneously analyze a large number of effects, including main effects of common and rare haplotypes, environmental effects, and their possible interactions. Our model fitting algorithm takes advantage of the classical generalized linear model procedure, leading to a computationally stable tool. An extensive simulation study was conducted to evaluate the statistical properties and performance of the proposed method, and the results were compared with the classical generalized linear model, the method of Lake et al. [21] , and the method of Guo and Lin [15] . The main reason for considering these three methods as reference is that the classical generalized linear model is a flexible and basic approach to analyze case-control data, the method of Lake et al. [21] is the commonly used method for haplotype-based analysis in association studies, and the method of Guo and Lin [15] takes both rare haplotypes and the haplotype interactions between two haplotype blocks into account.
In our simulation study, the identifiability of parameters in model fit was first assessed because it is a common problem in conventional methods. The results show that for ScoreGLM and GLM the estimates of coefficients were substantially nonidentifiable in most of the simulation settings, while for BayesGLM the nonidentifiability of parameters was not observed. This demonstrates the appealing features of the proposed method in terms of robustness of parameter estimation and efficiency of statistical computation over the existing methods, especially if a large number of interactions and some rare haplotypes are included in the model.
With respect to the statistical properties of the proposed method, statistical power is our primary interest in the evaluation processes. The results indicate that the proposed method outperforms ScoreGLM and GLM in terms of statistical power for detecting associations, especially for rare haplotypes and interactions with moderate sample sizes. However, with the increase in the number of predictors fitted in the model, the proposed method had a relative loss of power, but was still acceptable ( fig. 3 ). This is reasonable because, as we already know, the high dimensionality is traded with loss of power in model fit.
The reliability of the proposed method concerning parameter estimation was examined by comparing the 'true' values prespecified for the predictors in the models to their corresponding estimated coefficients. The proposed method can yield better coverage of confidence intervals, especially for the interactions and the rare haplotypes, than ScoreGLM and GLM ( fig. 1 , 2 ) . However, most of the time, the proposed method unsurprisingly has similar results to rGLM ( fig. 1 , 2 ) . However, the proposed method provides more features than rGLM in its current implementation. Moreover, although the proposed method is not yet available to practitioners, an R package is currently being developed and will be released soon.
