The models trained and tested on the same area demonstrated excellent to outstanding fit (AUC > 0.8). On the other hand, predictive skill decreases when measured outside the calibration area, although most of the landslides occur where susceptibility is high and the overall model performance is acceptable (AUC > 0.7). The results also showed that the accuracy of the landslide susceptibility models is higher when lithology is included in the statistical analysis. Models whose absences were selected using random circles showed a significantly better performance when learning and validation samples were extracted from the same area; whereas, conversely, no significant difference was observed when testing the models outside the training area.
Introduction
Landslide susceptibility is defined as the proneness of a terrain unit to generate landslides (Brabb, 1984; Carrara et al., 1995; Guzzetti et al., 1999) . A map of landslide susceptibility expresses, typically in relative terms, the spatial likelihood of landslide occurrence within a given territory. As the occurrence of slope failures may have severe economic and social consequences, landslide susceptibility maps can assist land managers and policy makers in implementing land-use strategies to reduce landslide hazard.
Landslide susceptibility may be assessed using both direct methods based on expert geomorphological analysis and indirect methods relying on deterministic or stochastic approaches.
Over the last decades, the statistical approach to landslide susceptibility modeling has become very popular due to the increasing availability of low cost high-resolution data, and the development of open-source statistical software and Geographical Information Systems (GIS). This approach is based on the assumption that new landslides are more likely to occur under environmental conditions similar to those that led to past slope failures (Carrara et al., 1995; Guzzetti et al., 1999; van Westen et al., 2005 van Westen et al., , 2008 . The approach requires a landslide inventory and a set of environmental attributes related to the occurrence of slope failures. Landslide inventories are usually made by integrating field surveys with analyses of high quality aerial/satellite images.
Presence or absence of landslides within a mapping unit (e.g., grid cell, slope unit, and terrain unit) represents the dependent variable, which is predicted by an ensemble of independent environmental variables. The variables are proxies of the main landslide triggering factors and are selected according to their relevance to slope stability and the quality and resolution of available data.
Statistical analysis of landslide susceptibility exploits either bivariate modeling techniques (e.g., Agnesi et al., 1982; Carrara et al., 1995; Clerici et al., 2002; Vergari et al., 2011; Rotigliano et al., 2012) or multivariate ones (e.g., Van Den Eeckhaut et al., 2006; Atkinson and Massari, 2011; Conforti et al., 2014; Cama et al., 2015; Goetz et al., 2015) . Comprehensive reviews of statistical
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models employed in the field of landslide susceptibility modeling can be found in Aleotti and Chowdhury (1999) , Guzzetti et al. (1999) and Brenning (2005) .
Most of the statistical models employed to predict landslide spatial distribution are fitted to data sets with both positive (landslide presence) and negative (landslide absence) cases. Positives are often sampled from subsets of grid cells containing one to all cells within each landslide, whereas negatives are typically randomly selected as individual pixels outside the landslide areas. Then, landslide susceptibility models are calibrated and validated exploiting different samples of data, but typically extracted from the same study area, performing a random partition of positives and negatives (Chung and Fabbri, 2003) . Relatively few landslide susceptibility studies have attempted a validation with independent data from areas outside those used to calibrate the models (e.g., Von Ruette et al., 2011; Pradhan et al., 2010; Costanzo et al., 2012a; Lombardo et al., 2014) .
In this experiment we employed Multivariate Adaptive Regression Splines (MARS; Friedman, 1991) to model the spatial distribution of landslides that were triggered in two study areas of Sicily number of studies have exploited Google Earth images to prepare landslide inventories (e.g., Costanzo et al., 2012a,b; Schicker and Moon, 2012; Van Den Eeckhaut et al., 2012; Borrelli et al., 2014; Zhang et al., 2015) and, as far as we know, none produced their susceptibility models without incorporating information from field surveys and/or other sources of data. Indeed, conventional methods to prepare landslide inventory rely mainly on geomorphological field mapping and on the interpretation of stereoscopic aerial photographs (Guzzetti et al., 2012) . Conversely, in this study, the 3D view provided by the Google Earth software was the only tool used for landslide detection and mapping. This allowed us to test whether effective landslide susceptibility models may be prepared without field mapping. In this experiment, we used one area to both calibrate and validate landslide susceptibility models whereas the other area was only used to assess the predictive skill of
the models trained for the first area. To test the robustness of the procedure, 10 training and 10 test samples were extracted from the first area, and 10 validation subsets were identified in the second area. They were prepared by adopting different strategies to select landslide absences: (i) extraction from randomly distributed circles having a diameter corresponding to the mean width of the identified landslide source areas; and (ii) selection as randomly distributed individual grid cells.
Moreover, we prepared models that both included and did not include lithology as a predictor variable. The main objectives of this experiment were to: (i) evaluate whether landslide inventories based on Google Earth images as their only data source can be used to prepare reliable landslide susceptibility models; (ii) explore how the performance of landslide susceptibility models is affected by changing the method to sample landslide absences; (iii) assess the accuracy of landslide predictions outside the area where the models were calibrated; and (iv) evaluate the importance of lithology as a predictor of landslide distribution.
Materials and methods

Study areas
Two study areas were selected for this experiment. Both areas are located within the catchment of the Belice River ( Fig. 1) , one of Sicily's main river basins. The two areas, hereafter referred to as AREA1 and AREA2 (Fig. 2) respectively. The slope gradient of AREA1 (mean = 9.5° and std. dev. = 6.0°) tends to be slightly lower than that of AREA2 (10.8° and 5.6°).
The study area's climate is Mediterranean, with hot and dry summers and mild and wet winters.
According to the rainfall data from the meteorological station in Corleone (588 m a.s.l.), the average annual rainfall is 643.3 mm. Precipitation occurs mainly during the autumn-winter semester, with peaks in December (91.3 mm) and January (82.5 mm) (Fig. 3) . Intense water erosion and gravitational processes affect both study areas. Landslides generally consist of earth-flows triggered by rainfall during autumn and winter. These phenomena cause damage to infrastructure, such as roads and walls, and affect agricultural lands, which are the dominant land cover (Corine Land Cover 2006 by the European Environment Agency, 2010) and the main economic activity of the study areas.
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Landslide inventories
Landslide inventories of both study areas were prepared by visual interpretation of two satellite The landslides were remotely recognized by identifying their typical diagnostic features such as scarps, concavo-convex profiles, irregular morphology, and cracks, in addition to land cover and drainage network modifications (Fig. 5) . Moreover, damages to anthropogenic features such as roads ( Fig. 5b) , parcel borders and walls were also used to identify mass movements. However, most of the mapped landslides are rather shallow, and as observed from more recent Google Earth images, they are promptly leveled by farmers (Fig. 6 ) and/or smoothed by erosion. For most of the identified slope failures, the source areas could not be clearly distinguished from the transport and accumulation zones, and thus the entire landslide areas were mapped as unique polygons. Some of these polygons included two or more individual flows, but they were not distinguishable.
In total, we mapped 667 landslide areas (Fig. 7 Landslide areas were mapped as vectors and then converted into a 5 m resolution grid layer, where the values 1 (one) and 0 (zero) were assigned to cells inside and outside landslides, respectively.
The same resolution was also used for the predictor variables and the analysis of landslide susceptibility.
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Predictor variables
Predictors of landslide occurrence are usually selected according to two main criteria: (i) their expected relationships with slope stability, and (ii) the quality and resolution of available data.
Environmental attributes related to geology, topography/hydrology, soil properties and land use, are frequently employed for landslide susceptibility zonation (Costanzo et al., 2014; Conoscenti et al., 2015) . For our study areas, detailed geological maps (scale 1:50,000) were available (Catalano et al., 2010; Di Stefano et al., 2013) , as well as a high-resolution (2 m) LiDAR-derived DEM with a vertical error of 0.2 m (Regione Siciliana, 2010) . On the other hand, available information on land cover and soil types had low spatial resolutions. Therefore, for this experiment, only lithology from the geological maps and 13 attributes derived from the DEM were employed as explanatory variables (Tables 1 and 2 ). These variables are often selected for the statistical assessment of landslide susceptibility (e.g., Rotigliano et al., 2011; Vorpahl et al., 2012; Felicísimo et al., 2013; Heckmann et al., 2014; Lombardo et al., 2015) . Each variable is represented using a 5 m resolution raster grid layer. Lithology (LTL) has 15 categories; AREA1 has all of them while AREA2 has only nine of them (Table 1 and Fig. 4 ). The 13 terrain attributes were extracted from a 5 m resolution DEM, using the open source software SAGA-GIS (Olaya, 2004; Cimmery, 2010) . This DEM was prepared by resampling the 2 m resolution DEM using bilinear interpolation. The 5 m resolution was chosen in order to compromise between spatial accuracy and reasonable computational times.
Elevation (ELE) simply corresponds to the values of the 5 m DEM. Altitude is often employed for landslide susceptibility zonation because of its correlation with climate (e.g. rainfall and temperature) and vegetation. Slope gradient (SLO) and aspect were calculated using the method of Zevenbergen and Thorne (1987) . The catchment slope angle (SLO_CAT) was derived from SLO.
Since slope aspect is a circular variable, it was divided into -northness‖ (N) and -eastness‖ (E), by using cosine and sine transformations, respectively; catchment northness (N_CAT) and eastness (E_CAT) were also calculated. To represent slope concavity/convexity, we included the convergence index (Köthe et al., 1996) and the topographic position index (TPI, Guisan et al.,
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1999). The former was calculated at two different scales, by using a search radius of 1 cell (CI) or 10 cells (CI_10). TPI was computed using a radius of 100 m. The terrain ruggedness index, a measure of topographic heterogeneity (Riley et al., 1999) , was also calculated at two distinct spatial scales: TRI using a radius of 1 cell, and TRI_10, using a radius of 10 cells. In order to account for potential soil saturation, the topographic wetness index (TWI; Beven and Kirkby, 1979) was also included. It is defined as
where A is the contributing area and α is the slope angle.
The variance inflation factor (VIF) was used to detect a potential strong correlation between two or more of the predictors. VIF was calculated for each of the terrain variables using the -usdm‖ package (Naimi, 2015) , implemented in R software (R Core Team, 2015) . As a VIF value greater than 10 is a signal of a serious collinearity problem (Heckmann et al., 2014; Jebur et al., 2014; Bui et al., 2015) , this value was selected as the threshold to exclude collinear variables from the models.
Statistical modeling
In the first stage of the statistical analysis, we prepared a data matrix showing the values of the response and the predictor variables for each row. MARS was employed to model the statistical relationships between predictors and the presence/absence of landslides. MARS is a relatively new modeling technique that has been applied to various fields of environmental science (e.g. Leathwick et al., 2005; Naimi et al., 2011) and geomorphology (e.g. Gómez-Gutiérrez et al., 2009a ,b, 2015 Shruthi et al., 2011) . However, so far, only a few studies have used MARS for landslide susceptibility modeling (i.e. Vorpahl et al., 2012; Felicísimo et al., 2013; Conoscenti et al., 2015) .
MARS is able to fit complex, non-linear relationships between response and explanatory variables while providing an interpretable model (Briand et al., 2004; Leathwick et al., 2005) . This modeling
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technique subdivides the range of the predictors into regions and fits a linear regression equation to each of them. The intervals are usually called -basis functions‖ (BFs), whereas the break values are called -knots‖. The general structure of MARS can be written as follows: (2) where y is the dependent variable, α is a constant, N is the number of terms, each formed by a coefficient β n and h n (x) is an n-th single BF or a product of two or more basis functions of the independent variable x. An individual BF has the form max (0,
, where x is a predictor and k is a knot. The MARS algorithm works in two stages: (i) generating a very complex and overfitted model by adding all possible terms; and (ii) decreasing the complexity of the model by identifying the subset of those terms that give the lowest value of the Generalized CrossValidation parameter (GCV; Craven and Wahba, 1979) . Please refer to Friedman (1991) for further details about the MARS algorithm.
The MARS modeling was performed using the -earth‖ package (Milborrow et al., 2011) of R software. In order to reduce the complexity of the models, the maximum degree of interaction was set equal to 1, thus avoiding terms given by combinations of two or more BFs. The software semiautomatically determined the maximum number of terms entering the MARS models. The -evimp‖ function of -earth‖ was employed to estimate the importance of each of the selected continuous predictors. This was evaluated according to the number of model subsets that include the variable.
The higher this number is, the more important the contribution of the variable is. A model subset is the best subset of terms for each model size generated during the pruning pass (the second stage of MARS). Only subsets equal to or smaller than the final model are considered to evaluate predictor importance (Milborrow, 2015) .
Sampling and validation strategy
The calibration of a MARS model needs a data set made of both positive and negative cases. No agreement exists on the proper amount of negative items to be used in multivariate statistical analyses of landslide susceptibility. In this study, samples with the same number of positive (landslide presence) and negative (landslide absence) cells were prepared for model calibration and validation. This was carried out using the random sampling tools in QGIS (QGIS Development Team, 2015) and R.
This experiment used three different data sets, two extracted from AREA1 and one from AREA2.
The data sets of AREA1 were named A1a and A1b, whereas that of AREA2 was named A2. To evaluate the robustness of the procedure to changes of the input data, 10 subsets of cells were taken from the three data sets and were used to calibrate and validate the MARS models. The 10 subsets of A1a and A1b were divided into independent training and test samples. The A2 data set is made up of 10 subsets of cases, each joining all the presences occurring in AREA2 and the same number of randomly selected absences.
The independent training and test samples of both A1a and A1b were used to calibrate and validate 20 landslide susceptibility models. To evaluate LTL, half of these models were prepared without this predictor. Moreover, 20 MARS models were fitted to the complete (training + test samples) subsets of A1a and A1b and were then validated outside AREA1, using the A2 data set. Since not
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all the LTL categories of AREA1 are present in AREA2, this external validation was carried out omitting LTL from the predictor variables. To summarize, six groups each made of 10 MARS replicates were calibrated and validated using the A1a, A1b and A2 data sets.
The accuracy of the landslide susceptibility models was assessed by using receiver operating characteristics (ROC) analysis (Goodenough et al., 1974; Lasko et al., 2005) and by calculating the area under the ROC curve (AUC) (Hanley and McNeil, 1982) . In recent years, ROC curves and AUC statistics have been frequently adopted for the same purpose (e.g., Von Ruette et al., 2011; Schicker and Moon, 2012; Van Den Eeckhaut et al., 2012; Felicísimo et al., 2013; Conoscenti et al., 2015) and thus they may make it possible to compare the performance of different models and
methods. An ROC curve plots the true positive rate (sensitivity) against the false negative rate (1 -specificity), at any given cut-off value. The upper-right portion of the curve corresponds to the lower cut-off scores. The closer the curve is to the upper-left corner, the larger the AUC value is, and the more accurate the model is. When a perfect classification between positives and negatives is achieved, the ROC curve passes through the point (0, 1) (AUC = 1). Conversely, an ROC curve close to the diagonal trend is produced when the model score shows no correlation with the dependent variable (AUC = 0.5). In this study, AUC values were used to measure both apparent (i.e. the fit to the training samples) and real accuracy (i.e. the skill in predicting the validation samples).
Following the classification proposed by Hosmer and Lemeshow (2000) , 0.7, 0.8 and 0.9 AUC thresholds were adopted to classify acceptable, excellent and outstanding performance, respectively.
The differences in model accuracy were tested for statistical significance by submitting the AUC values obtained from all the model replicates to the Wilcoxon signed-rank test. M A N U S C R I P T
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Results
Collinearity analysis
The variance inflation factor (VIF) was calculated to detect collinearity problems among the continuous predictor variables. The VIF values (Table 3) indicated SLO and TRI as highly correlated and thus they should not be included together in the models. At the same time, by excluding TRI, all VIF values lowered below 10, indicating the absence of a strong correlation between the remaining independent variables. Therefore, TRI was the only predictor omitted from the landslide susceptibility analysis.
Calibration and validation for AREA1
The AUC values of the models calibrated and validated for AREA1 (Fig. 8 , Table 4) reveal that both A1a and A1b models that incorporate LTL showed an outstanding fit to the training data (mean AUC > 0.9). In predicting the test samples, the A1a and A1b models exhibited outstanding and excellent (mean AUC > 0.8) performance, respectively. Moreover, both A1a and A1b models prepared without LTL showed lower accuracy, although the goodness-of-fit on the calibration data and the predictive skill on the validation data remain excellent (mean AUC > 0.8).
The differences of performance were tested for statistical significance. A significant difference in the calibration value of AUC was found between A1a models prepared with and without LTL (p = 0.002). The fit to the training data also became significantly better for the A1b models when LTL was included (p = 0.005). The AUC values for validation also confirm that incorporating LTL provides significantly better A1a and A1b models (p = 0.000). Regarding both goodness-of-fit and prediction skill, the A1a models perform significantly better than A1b models (p = 0.002 and 0.005, respectively). The same significant difference is also observed for the calibration AUC values (p = 0.002) and
validation AUC values (p = 0.004) of models that do not include LTL.
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Validation for AREA2
Fig . 9 summarizes the calibration and validation AUC values of the landslide susceptibility models trained on the entire A1a and A1b subsets of AREA1 and validated using the 10 subsets extracted from AREA2. Descriptive statistics of these AUC values are reported in Table 5 . Both A1a and A1b models showed an excellent fit to their training data (mean AUC > 0.8) and an acceptable performance in predicting the AREA2 data (mean AUC > 0.7). However, the Wilcoxon signed-rank test demonstrated a significantly better fit to the learning data of the A1a models (p = 0.002).
Conversely, no significant difference was found between A1a and A1b models when comparing their ability to predict presences and absences occurring on AREA2 (p = 0.846).
Landslide susceptibility maps of AREA1 and AREA2
Landslide susceptibility maps were prepared for both AREA1 and AREA2. Since the A1a models showed the best accuracy in AREA1 and the same accuracy as those of the A1b models in AREA2, the former were employed to produce the landslide susceptibility maps of both of the study areas.
This was achieved by averaging the scores of the MARS replicates trained on the 10 A1a subsets for each pixel. Two landslide susceptibility maps were produced for AREA1, one including and one not including LTL as the predictor variable (Fig. 10a,b) . The landslide susceptibility map of AREA2 was derived from the A1a models prepared without LTL (Fig. 10c) . Table 6 reports the number of model subsets that included each continuous variable. This number was calculated for all of the MARS replicates that were calibrated for the 10 A1a and A1b subsets.
Variable importance
The predictor variables are ranked according to the sum of model subsets including them. TRI_10
and TPI were the most frequently selected. Comparing the model subsets of the 10 replicates, a higher robustness of the A1b models arises. Indeed, both the size (i.e. number of terms) of the final
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models and the number of times each variable enters the model subsets of the A1b replicates varies very little compared to the 10 A1a models.
Discussion
In this section, the results of our experiment are discussed and compared with the findings of other landslide susceptibility studies that exploited AUC statistics to measure model performance, but Carrara, 1983; Carrara et al., 1991 Carrara et al., , 2008 Guzzetti et al., 2006) and logistic regression (e.g., Ohlmacher et al., 2003; Lee, 2005; Nefeslioglu et al., 2008; Costanzo et al., 2014) , MARS has the advantage of dividing the range of the predictor variables into regions and fitting each of them with a separate linear regression. However, in order to prevent overfitting to the calibration data, which would produce a very poor prediction of landslide distribution outside the training samples, the MARS model should be kept as simple as possible. Here, this was achieved by preparing models with terms involving only one variable.
The high accuracy of the models also demonstrates the reliability of our landslide inventory, which was prepared exclusively with a visual analysis of Google Earth images, without any field checking.
This result suggests that effective landslide susceptibility maps may also be prepared for areas, such
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as developing countries, where high-accuracy remote data are not readily available and field surveys may be difficult to perform (e.g. for security problems). Moreover, due to the availability of multi-temporal images, which are often more frequent than other remote data provided by national or regional institutions, landslide inventories and susceptibility maps may be updated in a short time and at essentially no cost. Among the studies exploiting landslide inventory that were established, at least in part, from Google Earth images, Van Den Eeckhaut et al. (2012) conditions, whereas our two experimental areas are quite diverse. Nevertheless, most of the landslides mapped in AREA2 occur where predicted susceptibility is high (Fig. 10c) . Furthermore, the overall stability of the predictive performance demonstrates that our procedure is also robust when validation is performed outside the calibration area (Table 5 ).
In our experiment, LTL demonstrated substantially improving the predictive ability of the landslide susceptibility models, confirming the observation of Felicísimo et al. (2013) in Spain. This result was expected but not obvious because identifying a robust relationship between LTL and landslide susceptibility may depend on various factors, including the accuracy of the available lithological
map, the criteria used for its classification and the quality of the landslide inventory. However, due to the different geological settings of the study areas, we could not incorporate LTL in the models tested in AREA2. Attempts to include this variable by identifying groups of LTL categories occurring in both areas led to worse performance than that achievable without using LTL.
The models incorporating LTL and prepared using random circles to sample the landslide absences (i.e. the A1a models) showed a fit to the learning data (AUC = 0.929-0.948) and to the validation data (AUC = 0.891-0.929) that is very similar to the result of Conoscenti et al. (2015) . These authors employed the same method of negative selection from a basin close to our study areas, achieving calibration and validation AUC values of 0.853-0.912 and 0.918-0.941, respectively. In AREA1, the performance of the A1a models was significantly better than that of the A1b models. This is probably due to a stronger link between the A1a models and their calibration data, which are less uniformly distributed than those of the A1b data set. Corroborating this hypothesis, the performance difference between A1a and A1b models observed for calibration data is larger than that calculated for validation data (Table 4 and Fig. 8 ). Moreover, no significant difference in accuracy was found outside the calibration area (Table 5 and Fig. 9 ). A stronger relationship with the training data may also explain: (i) the higher variability of accuracy shown in AREA2 by the A1a replicates (Table 5 and Fig. 9) ; and (ii) their slightly lower robustness concerning the number of model subsets including each predictor and the final size of the models (Table 6 ). The validation results thus suggest that if the objective is to predict unknown landslides in the same area where calibration is performed then selecting the absences using random circles may yield a better accuracy of the models. On the other hand, if the aim is to evaluate landslide susceptibility outside the calibration area, both the methods of negative selection are suitable for predicting landslide occurrence even if a slightly higher robustness of the models may be expected if negatives are sampled using random points.
Concluding remarks
In this experiment, we assessed landslide susceptibility in two study areas in Sicily (Italy), by using MARS as a modeling technique. The models were based on inventories of rainfall-triggered landslides that occurred during winter [2004] [2005] , which were identified exclusively by visual interpretation of Google Earth images. We evaluated the importance of LTL by measuring the accuracy of models including or not including this variable. Calibration and validation data sets were prepared using two different methods of landslide absences sampling.
We found excellent to outstanding accuracy of the models when calibration and validation were performed with data from the same area (i.e. AREA1). Performance of the models was significantly higher when LTL was used as a predictor variable. Prediction skill decreased to an acceptable level when validation was performed outside the training area (i.e. in AREA2). Validation in AREA1 also showed that extraction of the negatives from circles with the same diameter as landslide source areas provided significantly better model accuracy than absences selected as individual grid cells.
Conversely, no significant difference of predictive ability was observed when landslide susceptibility models were exported to AREA2, although a slightly higher robustness of the models was found when negatives were sampled as random cells.
The experiment demonstrated the consistence of our landslide inventories, suggesting that reliable landslide susceptibility models may be prepared for large or hardly accessible areas, at a low cost, if
Google Earth images of proper resolution are available. The results showed that when seeking to predict unknown landslides in the same area where calibration is performed, then selecting the absences with random circles seems to yield a better predictive performance.
The adopted procedure allowed us to achieve a reliable assessment of landslide susceptibility in a short time by using Google Earth images, a lithological map and a set of DEM derivatives. The method is relatively simple and may be reproduced by employing open source software and environmental data, which are often available for free. This approach may help land management
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agencies to achieve an accurate prediction of landslide occurrence and establish preventive and mitigation measures. M A N U S C R I P T Locations of the images are shown in Fig. 2 . A C C E P T E D M A N U S C R I P T 
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