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Abstract
The field of clinical natural language processing has been advanced significantly since the in-
troduction of deep learning models. The self-supervised representation learning and the transfer
learning paradigm became the methods of choice in many natural language processing applica-
tion, in particular in the settings with the dearth of high quality manually annotated data. Elec-
tronic health record systems are ubiquitous and the majority of patients’ data are now being col-
lected electronically and in particular in the form of free text. Identification of medical concepts
and information extraction is a challenging task, yet important ingredient for parsing unstruc-
tured data into structured and tabulated format for downstream analytical tasks. In this work we
introduced a named-entity recognition model for clinical natural language processing. The model
is trained to recognise seven categories: drug names, route, frequency, dosage, strength, form,
duration. The model was first self-supervisedly pre-trained by predicting the next word, using
a collection of 2 million free-text patients’ records from MIMIC-III corpora and then fine-tuned
on the named-entity recognition task. The model achieved a lenient (strict) micro-averaged F1
score of 0.957 (0.893) across all seven categories. Additionally, we evaluated the transferability
of the developed model using the data from the Intensive Care Unit in the US to secondary care
mental health records (CRIS) in the UK. A direct application of the trained NER model to CRIS
data resulted in reduced performance of F1=0.762, however after fine-tuning on a small sample
from CRIS, the model achieved a reasonable performance of F1=0.944. This demonstrated that
despite a close similarity between the data sets and the NER tasks, it is essential to fine-tune on
the target domain data in order to achieve more accurate results.
Keywords: clinical natural language processing, neural networks, self-supervised learning,
noisy labelling, active learning
1. Introduction
Recent years have seen remarkable technological advances in digital platforms and in medicine
and healthcare in particular. The majority of patients’ medical records are now being collected
electronically and represent unparalleled opportunities for research, delivering better health care
and improving patients’ outcomes. However, a substantial amount of patients’ information is
contained in a free-text form as summarised by clinicians, nurses and care givers through the
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interview and assessments. The free-text medical records normally contain very rich informa-
tion about a patient’s history as it is expressed in natural language and allows to reflect nuanced
details, however it poses certain challenges in the utilisation of free-text records as opposed to
structured and ready-to-use data source. Manual processing of all patients’ free-texts records
severely limits the utilisation of unstructured data and makes the process of data mining ex-
tremely expensive. On the other hand, machine learning algorithms are well poised to process a
large amount of data, spot unusual interactions and extract meaningful information. Recent lines
of research in the field of natural language processing (NLP), such as deep contextualised word
representations [1], Transformer-based architectures [2] and large language models [3], offer new
opportunities to clinical natural language processing using unstructured medical records [4].
Identification of concepts of interest in free-texts is a sub-task of information extraction (IE),
more commonly known as named-entity recognition (NER), seeks to classify words into pre-
defined categories [5] and assign labels to them. A robust and accurate NER model for identifi-
cation of medical concepts, such as drug names, strength, frequency of administration, reported
symptoms, diagnoses, health score and many more, is an essential and foundational component
for any clinical IE system.
2. Related work
The topic of clinical natural language processing and information extraction has been actively
researched over the past years, in particular with the introduction and adoption of electronic
health records platforms. The methods have evolved from simple logic and rule-based systems
to complex deep learning architectures [6, 7]. One of the common approaches to information
extraction is by transforming free text data into coded representation via lookup tables, such
as universal medical language system (UMLS) [8] or structured clinical vocabulary for use in
an electronic health record (SNOMED CT). Some rule-based systems used semantic lexicons to
identify concepts in biomedical literature [9] with more complex linguistic features. With the ad-
vances in machine learning algorithms, such methods as hidden Markov models and conditional
random fields [10] were used to label entities for the NER task. In in last decade, deep learning
methods have played an essential role in developing more capable models for natural language
processing and in particular, in the biomedical domain. Word embeddings [11, 12] were intro-
duced as numerical representation of textual data and were used as input layers to deep neural
networks. For a comprehensive review on word embeddings for clinical applications please refer
to [13]. More recently, the unsupervised model pre-training on a large collection of unlabelled
data with further fine-tuning on a downstream task, has taken off and demonstrated its high po-
tential [14]. Since the introduction of the Transformer-based deep neural network architectures,
such as BERT [3], Roberta [15], XLNet [16] and others, the transfer learning approach of reusing
pre-trained models became the method of choice for the majority of NLP tasks. Some notable
examples of pre-trained deep learning models for biomedical natural language processing are:
BioBERT [17] for text-mining, ClinicalBERT [18, 19] for contextual word representations fine-
tuned on the electronic health records and predicting hospital readmission. Another open source
Python library ’scispaCy’ [20] was recently introduced for biomedical natural language process-
ing. In this work we developed an open source named-entity recognition model dedicated to
identification of seven categories related to medications mentioned in free-text electronic patient
records.
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3. Materials and Methods
3.1. Data
The annotated data set was sourced from MIMIC-III (Medical Information Mart for Inten-
sive Care-III) electronic health records data base [21] as part of the Track 2 of The 2018 National
NLP Clinical Challenges (n2c2) Shared Task on drug related concepts extraction, including ad-
verse drug events (ADE) and reasons for prescription [22]. The data set comprised a collection
of discharge letters from the Intensive Care Unit (ICU) and contained very rich and detailed in-
formation about medications used for treatment. The data set was randomly split and provided
by the organisers into training and test sets with 303 and 202 documents respectively. The doc-
uments were annotated for nine categories: ADE, Dosage, Drug, Duration, Form, Frequency,
Reason, Route and Strength. For the purpose of the current work we considered only seven
drug-related categories and discarded two categories such as ADE and Reason. We aimed to
develop a model for medications and their related information extraction which will be benefi-
cial to biomedical community and be robustly used in a variety of downstream nature language
processing tasks using free text medical records. The description of the data sets and annotation
statistics are summarised in Table 1.
Types of annotated entities Train Test Total
Dosage 4227 2681 6908
Drug 16257 10575 26832
Duration 592 378 970
Form 6657 4359 11016
Frequency 6281 4012 10293
Route 5460 3513 8973
Strength 6694 4230 10924
Number of documents 303 202 505
Total number of words 957972 627771 1585743
Total number of unique words 27602 21729 35763
Table 1: Distribution of gold-annotated entities and text summary statistics of the training and test data sets. The number
of unique tokens is computed by lowercasing words.
In addition to MIMIC-III and 2018 n2c2 data sets, we evaluated the developed model on elec-
tronic medical records sourced from the Clinical Record Interactive Search (UK-CRIS) platform,
which is the largest secondary care mental health database in the United Kingdom. UK-CRIS
contains more than 500 million clinical notes from 2.7 million de-identified patient records from
12 National Health Service (NHS) Network Partners across the UK 2.
3.2. Methods
3.2.1. Text pre-processing
In order to compare the performance of the developed medication extraction model using
MIMIC-III (n2c2 2018) and UK-CRIS data, basic text cleaning and pre-processing steps were
taken to standardise texts. UK-CRIS notes that were uploaded as scanned documents and trans-
formed into electronic texts via optical character recognition (OCR) process, were cleaned from
2https://crisnetwork.co
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such artefacts as email addresses, non-ASCII characters, website URLs, HTML or XML tags.
Additionally, standard escape sequences (’\t’, ’\n’ and ’\r’) were also removed and the offsets
of gold-annotated entities were adjusted accordingly.
3.2.2. Self-supervised learning
The main obstacle to developing an accurate information extraction model is the dearth of
a sufficient amount of high-quality annotated data to train the model. In contrast to publicly
available large manually annotated data sets for computer vision [23, 24] and for various natural
language processing downstream tasks [25, 26, 27] manually annotated texts for clinical concepts
extraction are quite rare [22]. The shortage of annotated clinical data is mainly due to privacy
concerns and potential identification of personal medical information of patients. Several lines
of research have addressed the problem of learning from limited annotated data in the clinical
domain [28, 29, 30] and pre-training of the underlying language model and word representations
generally leads to better performance with less data [14].
In this work, we used the spaCy’s 3 implementation of a cloze-style word reconstruction, sim-
ilar to the masked language model objectives introduced in BERT [3], but instead of predicting
the exact word identifier from the vocabulary, the GloVe [12] word’s vector was predicted using
a static embedding table with a cosine loss function. The pre-trained language model was then
used to initialise the weights of convolutional neural network layers, rather than starting with ran-
dom weights. We experimented with various combinations of hyperparameters of the language
model, such as the number of rows and width of embedding tables and a depth of convolutional
layers.
3.2.3. Named entity recognition model
The task of locating concepts of interest in unstructured text and their subsequent classifica-
tion into predefined categories, for example: drug names, dosages or frequency of administration
is a sub-task of information extraction and called named-entity recognition (NER). There are
various implementations of NER systems, ranging from rule-based string matching approaches
[5] to complex Transformer models [2] or their hybrid combinations. In this work the named-
entity recognition model for extraction of medication information was implemented in Python
3.7 using spaCy open source library for NLP tasks [31]. Although there exists a good number of
NLP libraries, such as: NLTK [32], NLP4J [33], Stanford CoreNLP [34], Apache OpenNLP and
a very recent open source collection of Transformer-based models from Hugging Face Inc. [35],
the spaCy library is optimised for speed on CPUs, has an intuitive API and easily integrates with
the active learning-based annotation tool Prodigy [36]. The architecture of SpaCy’s NER model
is based on convolutional neural networks with tokens represented as hashed Bloom embeddings
[37] of prefix, suffix and lemmatisation of individual words augmented with a transition-based
chunking model [38]. We also experimented with various combinations of hyperparameters of
the neural network architecture, dropout rates, batch compounding, learning rate and regularisa-
tion schemes. We set aside 30 documents (10%) sampled at random from the training data as a
validation set.
3.2.4. Model training augmentation with bootstrapped noisy labels
Several recent lines of research have demonstrated a clear benefit in terms of achieving higher
accuracy and better generalisation of neural networks trained with corrupted, noisy and syn-
3https://spacy.io
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thetically augmented data [39, 40, 41, 42]. Training with data augmentation also alleviates the
problem of learning from a limited amount of manually annotated data. Similar to the idea pre-
sented in ’Snorkel’ [43], we designed a number of labelling functions (LF) by compiling a list
of rules and keyword patterns for all seven named-entity categories. Additionally, we exploited
a ’sense2vec’ approach [44] which was fine-tuned on the entire MIMIC-III corpora to boot-
strap keywords and patterns. ’Sense2vec’ is a more complex version of the ’Word2vec’ method
[45] for representation of words as vectors. The major improvement over ’word2vec’ is that
’sense2vec’ also learns from linguistic annotations of words for sense disambiguation in their
embeddings.
The resulting labelling functions were used to created a ’silver’ training set consisting of
annotated data by string pattern matching. The NER model was then trained by using a combi-
nation of gold and silver annotated examples in each batch. In order to prevent data leakage and
a biased inflation of the performance metrics, such as precision and recall, the model was tested
only on gold annotated data set comprising 202 documents (cf. Table 1) provided by the n2c2
2018 challenge.
3.2.5. Model evaluation
In order to estimate the performance of the proposed named-entity recognition model, we
used the evaluation schema proposed in SemEval’13 and outlined in Appendix A. The evaluation
schema comprised a number of potential errors categories produced by the model and the model
performance metrics, such as precision and recall were computed using the expressions A.1.
Under the current evaluation schema, partial match was considered as an exact match between
the gold-annotated and the predicted labels while no restriction was imposed on the boundaries
of the tokens. The rationale behind this approach was obvious from the ambiguity in gold-
annotations examples corresponding to the same concept. For example, both sequences ’for 3
weeks’ and ’3 weeks’ were labelled as ’Duration’. In particular, 492 of 967 (71%) text spans
labelled as ’Duration’ started with the word ’for’.
We estimated both, strict and lenient metrics. Strict metrics accounts only for the exact match
in both, surface strings and the corresponding labels, whereas the lenient metrics allow for partial
matches. Specifically, strict and lenient metrics were obtained from A.1 with α = 0 and α = 1
correspondingly. We reported both, micro and macro averaged precision and recall and their
corresponding F1 scores.
4. Results
4.1. Model pre-training
The pre-training task was performed on the entire MIMIC-III data set for 350 epochs using a
number of configurations of the width and depth of the convolutional layers. Each configuration
was trained on a single GTX 2080 Ti GPU. CNN dimensions, summary statistics of the pre-
training text corpus, the average running time per epoch in minutes and the model size in MB are
summarised in Table 2. The corresponding training losses, logarithmically scaled, are plotted in
Fig. 1.
4.2. Rationale for collecting more training data
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Configuration Width Depth Time Size
(default) 96 4 73 3.8
128 8 90 18.3
256 8 118 47.6
256 16 164 66.1
Number of documents 2,083,054
Number of words 3,129,334,419
Table 2: Model pre-training characteristics for various combina-
tions of convolutional layers dimensions. Time per epoch and
the resulting model size are reported in minutes and megabytes
(MB) respectively.
0 50 100 150 200 250 300
Epoch
17.25
17.50
17.75
18.00
18.25
18.50
Lo
ss
Configuration
(96, 4)
(128, 8)
(256, 8)
(256, 16)
Figure 1: The decaying loss of pre-trained models.
Fraction Accuracy Delta
0% 0.0 baseline
25% 90.66 +90.66
50% 91.93 +1.27
75% 92.42 +0.49
100% 92.63 +0.21
Table 3: Change in accuracy with more training data.
Delta denotes a relative improvement.
Generally, collecting more training data will
improve the model accuracy and lead to better gen-
eralisation. We simulated, using the Prodigy li-
brary and ’train-curve’ recipe, an acquisition of
more data by training of NER model on fractions
(25%, 50%, 75% and 100%) of the training set and
evaluating on the test set. We indeed observed (Ta-
ble 3) a steady upward trend in improvement of ac-
curacy while using more training data, especially
in the last segment of data which indicates the ben-
efit of further collecting more data.
4.3. Named-entity recognition model
The developed Med7 clinical named-entity recognition model was trained in total on 1212
documents, comprising 303 silver training examples augmented with gold annotated data from
the official 303 documents from the n2c2 training data (cf. Table 1) and additionally manu-
ally gold annotated 606 documents, randomly sampled from discharge letters of MIMIC-III en-
suring that there are no documents present from the testing data. The manual annotation was
performed using Prodigy, an active learning annotation tool, following the general procedure
outlined in [46]. The baseline NER model for the active-learning support containing all seven
categories was trained on the official 303 documents. The baseline NER model was used within
the Prodigy ’human-in-the-loop’ framework to suggest entities on unseen texts and a human an-
notator accepted or corrected model predictions, creating gold annotated examples. We obtained
the inter-annotator agreement F1 score of 0.924 between the gold n2c2 annotations and of our
two annotators and F1 score of 0.989 between our annotators. The explicit toke-level confu-
sion matrices along with summary statistics are presented in Table B.11, Table B.12 and Table
B.13 accordingly. For generating silver training data, we used spaCy python library for keyword
phrase matching with ’EntityRuler’ class along with linguistic pattern matching with exemplars
from the training data set. Drug names, both generic and brand names, were sourced from pub-
licly available online resources. Training results, token-level confusion matrix and evaluation
statistics are summarised in Table 4, Table 5 and Table 6 correspondingly.
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Gold (n2c2) Silver Prodigy Total
Dosage 4227 2792 3437 10456
Drug 16257 10551 12687 39495
Duration 592 462 620 1674
Form 6657 4299 5056 16012
Frequency 6281 4317 5106 15704
Route 5460 3761 4554 13775
Strength 6694 4328 5246 16268
Number of documents 303 303 606 1212
Table 4: The distribution of annotated text spans in three data sets used for training of the NER model.
Predicted categories
Dosage Drug Duration Form Frequency Route Strength Missed Partial
Tr
ue
ca
te
go
ri
es
Dosage 2225 0 6 10 24 1 16 200 199
Drug 2 9796 0 7 0 4 1 449 316
Duration 6 0 277 0 8 0 2 39 46
Form 38 31 0 3864 1 65 6 90 264
Frequency 1 3 4 5 3144 2 0 108 745
Route 3 4 0 43 1 3312 1 108 41
Strength 38 3 0 1 2 0 3304 650 232
Spurious 20 120 6 4 7 22 3
Table 5: Token-level confusion matrix of the predicted entities versus the ground truth labels. Spurious examples cor-
respond to predicted entity boundary and type which do not exist in ground-truth annotations and partial matches corre-
spond to predicted entity boundary overlap with golden annotation, but they are not the same. Missing entities correspond
to ground-truth annotation boundary which were not identified.
Strict Lenient
Precision Recall F1 Precision Recall F1
Dosage 0.879 0.831 0.854 0.957 0.904 0.931
Drug 0.954 0.926 0.941 0.984 0.956 0.971
Duration 0.817 0.733 0.773 0.953 0.854 0.901
Form 0.921 0.886 0.903 0.983 0.947 0.965
Frequency 0.801 0.784 0.792 0.989 0.969 0.979
Route 0.961 0.943 0.952 0.973 0.954 0.964
Strength 0.927 0.781 0.848 0.992 0.836 0.907
Average (micro) 0.916 0.871 0.893 0.982 0.933 0.957
Average (macro) 0.897 0.844 0.869 0.977 0.919 0.947
Table 6: The evaluation results of the NER model on the test set with 202 documents.
4.4. Translation to UK-CRIS data
One of the challenges in developing a robust clinical information extraction system, is in its
generalisability beyond the data distribution it was trained on. Accurate algorithms developed
using data from a small number of medical centres, have demonstrated their poor generalisability
when applied within a similar context to other medical centres. For example, in a recent study on
the algorithmic approach to early detection of sepsis [47], the training data were sourced from
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electronic health records of two hospitals, while the data from a third hospital were used for test-
ing the developed algorithm. It has been demonstrated and discussed in details [48] that a highly
accurate predictive algorithm, validated on a fraction of data from the same two hospitals, failed
to achieve the same level of accuracy when tested on the data from the third hospital, not in-
cluded in the training process. Poor performance using the out-of-distribution (OOD) data poses
a significant challenge on wider applications of the developed models and is highly important
when algorithms inform real-world decisions [49].
Clinical concepts Train Test Total
Dosage 298 48 346
Drug 3253 571 3824
Duration 1006 215 1221
Form 410 63 473
Frequency 1604 305 1909
Route 208 32 240
Strength 1338 276 1614
Number of texts 536 134 670
Table 7: Distribution of gold-annotated entities and text
summary statistics of the OxCRIS training and test data sets.
The number of unique tokens is computed by lowercasing
words.
We investigated how accurate the de-
veloped Med7 model, trained on MIMIC-
III electronic health records sourced from
the Beth Israel Deaconess Medical Center in
Massachusetts (United States), can be when
applied to CRIS electronic health records in
the United Kingdom. We selected a ran-
dom sample of 670 documents from the Ox-
ford Health NHS Foundation Trust (OFHT)
instance of UK-CRIS Network and asked a
clinician to annotate them for seven categories
following the official guidelines of the n2c2
challenge.
The token-level confusion matrix and the
performance metrics of the Med7 model
trained on n2c2 data from MIMIC-III and ap-
plied to CRIS data from Oxford instance are
presented in Table C.14 and in Table 8 correspondingly. Direct comparison to the results pre-
sented in Table 6 (F1=0.762 vs. F1=0.944) clearly shows the problem of direct transferability of
NER models trained on different data sources.
Before fine-tuning on OxCRIS After fine-tuning on OxCRIS
Precision Recall F1 Precision Recall F1
Dosage 0.826 0.396 0.535 0.656 0.833 0.734
Drug 0.912 0.968 0.939 0.975 0.977 0.976
Duration 0.951 0.107 0.192 0.883 0.934 0.908
Form 0.554 0.611 0.581 0.924 0.968 0.946
Frequency 0.912 0.332 0.487 0.941 0.944 0.942
Route 0.348 0.719 0.469 0.882 0.938 0.909
Strength 0.938 0.877 0.906 0.996 0.917 0.955
Average (micro) 0.864 0.681 0.762 0.941 0.947 0.944
Average (macro) 0.778 0.586 0.609 0.901 0.932 0.914
Table 8: The lenient evaluation results of the Med7 model using 134 test documents sourced from OxCRIS - the Oxford
Health NHS Foundation Trust from within the UK-CRIS electronic health records Network.
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5. Discussion
The developed named-entity recognition model for clinical concepts in unstructured medical
records was trained to recognise seven categories, such as drug names, including both generic
and brand names, dosage of the drugs, their strength, the route of administration, prescription
duration and the frequency. The data for model development and testing was sourced from
the n2c2 challenge, comprising a collection of 303 and 202 documents for training and test-
ing respectively, which represent a sample from the MIMIC-III electronic health records. We
demonstrated (Section 4.2) that collecting more annotated examples would improve the model
accuracy and therefore implemented two approaches for obtaining more annotations: noisy la-
belling and active learning with ’human-in-the-loop’. For the noisy labelling, we create a list
of unique patterns for each of the seven categories, sourced from the training corpus and from
external resources available on the internet, and then used regular expression with string pattern
matching to assign labels to tokens. Our two annotators were trained by closely following the
official 2018 n2c2 annotation guidelines and demonstrated a high level of inter-annotator agree-
ment among themselves (F1=0.989) as well as a high-level of concordance (F1=0.924) with the
gold-annotations provided by the organisers of 2018 n2c2 Challenge (cf. Table B.13).
The overall (micro-averaged) performance of the NER model across all seven categories was
F1=0.957 (0.893), with Precision=0.982 (0.916) and Recall=0.933 (0.871) for lenient (strict)
estimates. More detailed breakdown of the performance for each of the categories is presented
in Table 6. The performance for ’Duration’ and ’Frequency’ categories was poorer. There were
intrinsically fewer cases of ’Duration’ (∼ 1.5%) appeared in texts and these concepts were also
ambiguously annotated as mentioned in Section 3.2.5. A similar situation was also observed for
the ’Frequency’ category, where in spite of a good number of the annotated examples (∼ 14%),
the ambiguity in the presentation of text spans was higher, which resulted in a large number
of partial matches (cf. Table 5). Another reason for poor performance for both ’Duration’ and
’Frequency’ was due to inconsistent annotations, where the same text string appeared in both
categories.
Self-supervised pre-training of deep learning models has shown its efficiency in many NLP
task. We experimented with a number of architectural variations of the width and depth of con-
volutional layers as well as the size of the embedding rows. Empirically, and as confirmed by
other studies [50], larger models, with more parameters, tend to achieve better results. Interest-
ingly, the larger model (Width=256, Depth=16, Embeddings=10000) outperformed the default
one (Width=96, Depth=4, Embeddings=2000) by a small margin (F1256=0.893 vs F196=0.884)
however, the differences were more visible for ’Duration’ (F1256=0.773 vs F196=0.729) and
’Strength’ (F1256=0.848 vs F196=0.801). The better performance resulted at the expense of the
training time, its size on a disk and the memory consumption. We publicly released the pre-
trained neural network weights for various architectures through the dedicated GitHub reposi-
tory4.
Another objective of this work was to estimate the degree of transferability of the developed
information extraction model to another clinical domain. We evaluated how the Med7 model,
trained on a collection of discharge letters from the intensive care unit in the US (MIMIC),
performed on the secondary care mental health medical records in the UK (CRIS). The Med7
model was purposely designed to recognise non-context related medical concepts, such as drug
4https://github.com/kormilitzin/med7
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names, strength, dosage, duration, route, form and frequency of administration and we expected
to see a comparable level of the model performance across the both EHR systems. To consis-
tently validate the transferability of the Med7 model, a random sample of 670 gold-annotated
examples from OxCRIS were split into training (536) and test (134) data sets (cf. Table 7). We
compared the performance of the Med7 model without and with fine-tuning on OxCRIS. The
direct application of Med7 on the testing set of 134 documents, resulted in a quite poor perfor-
mance (F1=0.762). We investigated the cases where the model was predicting incorrectly and
in the majority of them, the main reason for poor performance was due to differences in the lan-
guage presentation of the concepts. For examples, the model largely missed concepts labelled
as ’Frequency’ in OxCRIS, such as ”ON”, (”every night”), ”OD” (”every day”), ”BD” (”twice
daily”), ”OM” (”every morning”), ”mane” and ”nocte”. Then, we fine-tuned the Med7 model
on the training set of OxCRIS (536 documents) and evaluated on the same testing set as before
of 134 documents. Despite the small number of training examples in OxCRIS, leveraging the
transfer learning approach of re-using the pre-trained Med7 model on MIMIC, resulted in higher
accuracy (F1=0.944) comparable with training and testing on the same domain (cf. Table 8).
One strength on this project is in the interoperability of the developed model with other
generic deep learning NLP libraries, such as HuggingFace and Thinc as well as straightforward
integration with pipelines developed under the spaCy framework. This allows to customise the
Med7 model and include other pipeline components, such as negation detection, entity rela-
tions extraction and to map the extracted concepts onto the universal medical language system
(UMLS). Normalisation of concepts to UMLS categories will allow to systematically parse elec-
tronic medical records into structured and consistent tabular form which will be ready for down-
stream epidemiological analyses. Additionally, the developed model naturally integrates into
the Prodigy annotation tool, which allows to efficiently collect more gold-annotated examples.
It is also worth mentioning that the Med7 model is designed to run on standard CPUs, rather
than expensive GPUs. This fact will allow researchers without access to expensive and complex
infrastructure to develop fast and robust pipelines for clinical natural language processing.
However, two limitations should be noted. First, is that some of the categories are naturally
underrepresented which impacts the accuracy of the NER model. It was observed empirically
that the number of annotated ’Duration’ entities was intrinsically skewed in the medical records,
in contrast to drug names and strength, making it more challenging to train a robust model to
accurately identify these entities. Interestingly, the same pattern of the number of reported men-
tions of the ’Duration’ category persists in both, MIMIC and OxCRIS data, which might be
indicative of a general clinical reporting pattern. A second limitation of this study is related
to a low number of the manually-annotated examples in OxCRIS, in order to run more rigours
evaluations of the transferability of the Med7 model across all seven categories.
Future research into the robust clinical information extraction system will need to further
address the feasibility of deploying the model in the UK-CRIS Network Trust members and
evaluate its transferability. The aim is to furnish clinical researchers with an open source and a
robust tool for structuring free-text patients’ data for downstream analytical tasks.
6. Conclusion
In this work we developed and validated a clinical named-entity recognition model for free-
text electronic health records. The model was developed using the MIMIC-III free-text data
and trained on a combination of the manually annotated data from the 2018 n2c2 challenge, on
a random sample from MIMIC-III with noisy labels and manually annotated data using active
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learning with Prodigy. To maximise the utilisation of a large amount of unstructured free-text
data and alleviate the problem of training from limited data, we used self-supervised learning to
pre-train the weights of the NER neural network model. We demonstrated that transfer learning
plays an essential role in developing a robust model applicable across different clinical domains
and the developed Med7 model does not require an expensive infrastructure and can be used
on standard machines with CPU. Further research is needed to improve recognition of naturally
underrepresented concepts and we are planning to address this problem, as well as extracted
concepts normalisation and UMLS linkage in our future releases of the Med7 model.
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Appendix A. The evaluation schema for extracted concepts
In order to evaluate the output of the NER system, we adopted the notations developed for dif-
ferent categories of errors [51] and the evaluation schema introduced in SemEval’13 (cf. Eq.A.1).
The following types of evaluation errors were considered (Table A.9):
Error Type Gold Standard NER Prediction
Text span Label Text span Label
1 Correct (COR) aspirin Drug aspirin Drug
2 Incorrect (INC) 25 Strength 25 Dosage
3 Partial (PAR) Augmentin Drug Augmentin XR Drug
4 Partial (PAR) for 3 weeks Duration 3 weeks Duration
5 Partial (PAR) p.r.n. Frequency prn Frequency
6 Missing (MIS) tablet Form - -
7 Spurious (SPU) - - Codeine Drug
Table A.9: A list of examples of typical errors produced by the NER model.
where Correct(COR) represents a complete match of both, the annotation boundary and the
entity type. Incorrect(INC) is the case where at least one of the predicted boundary or the entity
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type do not match. Partial(PAR) match corresponds to predicted entity boundary which overlaps
with ground-truth annotation, but they are not exactly the same. Missing(MIS) the case where
the ground-truth annotated boundary is not predicted by the NER, but the ground-truth string is
present in the gold-annotated corpus. Spurious(SPU) corresponds to predicted entity boundary
which does not exist in the gold-annotated corpus.
Possible (POS) = COR + INC + PAR + MIS = TP + FN
Actual (ACT) = COR + INC + PAR + S PU = TP + FP
Precision = (COR + αPAR)/ACT
Recall = (COR + αPAR)/POS
(A.1)
Appendix B. Inter-annotator agreement analysis
We estimated the level of concordance between the gold-annotated corpus from the n2c2
2018 challenge and two trained annotators. The annotators closely followed the same annotation
guidelines as used in the challenge. Ten documents were sampled at random from 202 docu-
ments comprising the test set. The distribution of gold-annotated tokens and by two annotators
is presented in Table B.10.
Types of annotated entities Gold (n2c2) Annotator 1 Annotator 2
Dosage 128 139 139
Drug 519 530 526
Duration 28 31 32
Form 234 246 238
Frequency 193 196 201
Route 179 167 167
Strength 200 212 205
Number of documents 10 10 10
Table B.10: The number of the gold and manually annotated entities for the inter-annotator agreement evaluation corpus,
comprising ten randomly sampled texts from the test set of 202 documents.
Annotator 1
Dosage Drug Duration Form Frequency Route Strength Missed Partial
G
ol
d
(n
2c
2)
Dosage 104 0 1 3 0 0 2 17 4
Drug 0 473 0 3 0 1 0 27 21
Duration 0 0 19 0 0 0 0 2 7
Form 1 4 0 201 0 2 0 7 21
Frequency 1 0 0 0 172 0 1 2 17
Route 2 2 0 2 0 156 0 15 2
Strength 2 1 0 0 0 0 171 4 28
Spurious 25 29 4 16 7 6 10
Table B.11: Token-level confusion matrix of the annotator 1 versus the gold-standard annotations provided by 2018 n2c2
challenge.
We examined the cases where our two annotators labelled the concepts of interests differently
than those found in the gold-annotated data set provided by the n2c2 team.
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Annotator 2
Dosage Drug Duration Form Frequency Route Strength Missed Partial
G
ol
d
(n
2c
2)
Dosage 104 0 1 3 0 0 2 17 4
Drug 0 472 0 3 0 1 0 30 20
Duration 0 0 19 0 0 0 0 2 7
Form 0 3 0 201 0 2 0 9 21
Frequency 0 0 1 0 172 0 0 2 18
Route 2 2 0 2 0 156 0 15 2
Strength 3 1 0 0 4 0 171 3 21
Spurious 26 28 4 8 7 6 10
Table B.12: Token-level confusion matrix of the annotator 2 versus the gold-standard annotations provided by 2018 n2c2
challenge
Annot. 1 vs. Gold Annot. 2 vs. Gold Annot. 1 vs. Annot. 2
Pr Re F1 Pr Re F1 Pr Re F1
Dosage 0.777 0.824 0.801 0.777 0.824 0.801 0.986 0.986 0.986
Drug 0.935 0.935 0.935 0.935 0.935 0.935 0.998 0.991 0.994
Duration 0.812 0.923 0.867 0.812 0.929 0.867 0.969 1.000 0.984
Form 0.933 0.941 0.937 0.933 0.941 0.937 1.000 0.967 0.983
Frequency 0.945 0.984 0.964 0.945 0.984 0.964 0.975 1.000 0.987
Route 0.946 0.883 0.913 0.946 0.883 0.913 1.000 1.000 1.000
Strength 0.941 0.946 0.944 0.941 0.946 0.944 1.000 0.962 0.981
Average (micro) 0.921 0.928 0.924 0.921 0.928 0.924 0.994 0.985 0.989
Average (macro) 0.901 0.921 0.911 0.901 0.921 0.911 0.991 0.986 0.988
Table B.13: The evaluation results of the inter-annotator agreement on a random selection of ten documents from the
202 test texts. A pair-wise comparison between each of the annotators and the gold-annotated documents as well as the
direct comparison between the both annotators.
Appendix C. Fine-tuning on UK-CRIS
Med7-predicted categories: before fine-tuning on OxCRIS
Dosage Drug Duration Form Frequency Route Strength Missed Partial
G
ol
d
an
no
ta
te
d Dosage 18 0 0 0 0 0 12 17 1
Drug 0 535 0 0 0 0 0 18 15
Duration 0 0 18 0 1 0 0 158 1
Form 0 2 0 34 0 1 0 20 2
Frequency 0 7 0 25 86 40 1 114 7
Route 0 0 0 3 3 23 0 6 0
Strength 3 0 0 0 0 0 238 31 4
Spurious 1 44 1 1 8 2 3
Table C.14: Token-level confusion matrix of the Med7 model trained on MIMIC-III and applied to 134 manually anno-
tated documents from the Oxford instance (OxCRIS) of the UK-CRIS electronic medical records Network.
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Med7-predicted categories: after fine-tuning on OxCRIS
Dosage Drug Duration Form Frequency Route Strength Missed Partial
G
ol
d
an
no
ta
te
d Dosage 39 0 0 0 0 0 1 7 1
Drug 0 553 0 2 0 0 0 11 4
Duration 0 0 177 0 1 0 0 13 20
Form 0 0 0 61 1 1 0 0 0
Frequency 1 1 0 2 279 1 0 12 6
Route 0 0 0 0 0 30 0 2 0
Strength 16 1 0 0 0 0 242 6 11
Spurious 4 12 26 1 16 2 0
Table C.15: Token-level confusion matrix of the Med7 model trained on MIMIC-III and applied to 134 manually anno-
tated documents from the Oxford instance (OxCRIS) of the UK-CRIS electronic medical records Network.
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