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We are studying when it is possible to nd new coordinates (; 1; : : : ; n 1) and controlv so that, after change of coordinates and feedback u = k(x) + l(x)v, the dynamics of (1)in a neighborhood of the periodic orbit  have the form_ = 1 + f1(; ) + g0(; )v_1 = 2..._n 2 = n 1_n 1 = v; (2)where f1(; ) satises f1(; 0) = 0. The variable  2 S1 = [0; T ] (we identify 0 and T )parametrizes the periodic orbit  and the coordinates (1; : : : ; n 1) parametrize the trans-verse dynamics.A system (1) which admits such a feedback transformation will be called (globally)transversely feedback linearizable along . In this paper we give necessary and sucientconditions for transverse feedback linearizability for ane single-input nonlinear systems.We will also consider systems (1) which, even though not globally transversely feedbacklinearizable, they are locally transversely feedback linearizable in the sense that one can covera neighborhood of  with a nite number of open neighborhoods such that the dynamics of(1) in every neighborhood has form (2).Feedback linearization of transverse dynamics can be applied to design controllers stabi-lizing the transverse dynamics of (1), so that all trajectories of the closed-loop system withinitial conditions close to  will asymptotically approach .The idea of transverse linearization is not restricted to periodic orbits. Indeed, onecan attempt to linearize the transverse dynamics for any orbit passing through any pointx0 2 Rn such that f(x0) 6= 0.Note that the paper [?] deals with a problem similar to the one considered in thepresent paper. The results in [?] would apply to the present situation if we requiredf1(; ) = g0(; ) = 0 in (2).The paper is organized as follows. In Section 1 we introduce and study a new notionof controllability, called transverse linear controllability, that assures that the linearizedtransverse dynamics is controllable along the periodic orbit. We give a coordinate-freedescription of transverse linear controllability and study its relationships with the usuallinear controllability. In Section 2 we give necessary and sucient conditions for globaland local transverse linearization of system (1). In Section 3 we provide an example ofconstruction of a transformation linearizing the transverse dynamics for a system in R3.1 On Transverse Linear ControllabilityWe say that (; ) = (; 1; : : : ; n 1) is a set of transverse coordinates around  if themapping x 7! (; ) is a dieomorphism on a neighborhood of  and  = 0, _ = 1 on . Therequirement that _ = 1 on  is an arbitrary, but convenient, way to x the parametrizationof . 2
Note that, for any transverse coordinates (; ), the system (1) has the form (cf. [?, ?, ?])_ = 1 + f1(; ) + g0(; )u_ = A()+ b()u+ f2(; ) + g1(; )u (3)where a subscript j indicates that the function (or vector eld) is order j in the transversecoordinate , so that, e.g., f2(; ) satises f2(; 0) = 0 and D2f2(; 0) = 0.The n  1 dimensional (periodic) time-varying linear system derived from (3) given bydd = A()+ b()u (4)is called the transverse linearization of the system (1) along  (with respect to (; ) coor-dinates).The notions of transverse coordinates and transverse linearization are not restricted toperiodic orbits. Indeed, one can nd local transverse coordinates about the orbit passingthrough any point x0 2 Rn such that f(x0) 6= 0.We say that (1) is linearly controllable at x 2 Rn ifdim span fg(x); adfg(x); : : : ; adn 1f g(x)g = n: (5)It is well known that, if x0 2 Rn is an equilibrium point of the the undriven system(f(x0) = 0), then (5) is satised i the linearization of (1) about x0 is controllable, i.e.,rank hb; Ab; :::; An 1bi = nwhere A = Df(x0) and b = g(x0). We say that the system (1) is linearly controllable on asubset of Rn if it is linearly controllable at every point of this subset.Note that the transverse dynamics of the system (2) is linearly controllable. This mo-tivates the following (coordinate independent) denition. We call (1) transversely linearlycontrollable at x 2 Rn ifdim span ff(x); g(x); adfg(x); : : : ; adn 2f g(x)g = n: (6)We say that (1) is transversely linearly controllable on a subset of Rn if (1) is transverselylinearly controllable at every point of this subset. The following result shows that (6) is atest of (instantaneous) linear controllability.Proposition 1.1 The system (1) is transversely linearly controllable at x 2  if and onlyif the transverse linearization (4) is instantaneously controllable at  where x is mapped to(; 0) under the coordinate change.Proof: Since the condition (6) is coordinate independent, we may establish the equivalenceby calculating the required distribution in (; ) coordinates. Direct calculation shows thatf j=0 =  10 ! ; gj=0 =  b() ! ; adfgj=0 =  b0()  A()b() ! ; etc.3
where  indicates a don't care value and b0 = dbd . We see that (6) is satised if and only ifrank hb; Ab; :::; An 2bi () = n  1where A denotes the operator h() 7! h0() A()h() for h : R! Rn 1. This is preciselythe condition for instantaneous linear controllability of a time-varying linear system (cf. [?]).2 The notion of transverse linear controllability is coordinate and feedback invariant. Onecan easily check that the transverse linear controllability along the periodic orbit  is nec-essary for transverse feedback linearization along .Dynamically, if the system is transversely linearly controllable, then we can nd controlsthat easily steer the transverse directions while we ow downstream along with the orbit.Note that it may still be possible to steer the system through higher order brackets evenwhen the system is not transversely linearly controllable. Indeed, it has been shown in [?]that, if there is a point on the orbit such that either (5) or (6) (or a (6)-like condition withadkfg, k = 0; 1; : : : included) is satised, then there is a neighborhood of the orbit such thatthe system may be steered between any two points in that neighborhood by an appropriatecontrol.The following result shows that linear controllability and transverse linear controllabilityare not completely independent.Proposition 1.2 Suppose that (1) is linearly controllable at x0 2 Rn. Then for everyopen neighborhood S of x0, there is a point x1 2 S such that (1) is transversely linearlycontrollable at x1.Proof: Note that there is an open neighborhood O of x0 such that (5) is satised at everyx 2 O. Suppose that there is an open neighborhood S  O of x0 such that (6) fails at everyx 2 S. Then, there are smooth functions ai such thata0f + a1g + a2adfg + : : :+ an 1adn 2f g = 0 (7)for all x 2 S and, for each x 2 S, at least one ai is nonzero. Taking the Lie bracket of fwith both sides of (7) we see that(Lfa0)f + (Lfa1)g + (Lfa2 + a1)adfg +  + (Lfan 1 + an 2)adn 2f g + an 1adn 1f g = 0 (8)for all x 2 S. Now, by linear controllability, adn 1f g is independent of adjfg for j = 0; : : : ; n 2, and therefore of f . Thus, (8) implies that an 1 and, hence, Lfan 1 are identically zeroon S. Similarly, by taking further brackets of f with (8), we may conclude that ai  0 onS for i = 0; : : : ; n  2. This contradicts the hyphothesis that (6) fails at every x 2 S. 24
Since the points of transverse linear controllability form an open set, the above resultimplies that the points of transverse linear controllability are dense in the set of points oflinear controllability.Note that at a point x0 a system can be both linearly controllable but not transverselylinearly controllable (e.g., a linearly controllable system at an equilibrium point of f) ortransversely linearly controllable but not controllable (e.g., _1 = 1 _ = u:)2 Transverse Feedback LinearizationThe main result of this paper is as follows.Theorem 2.1 Let  be a periodic orbit of the undriven system, (1) with u  0. Then,the system (1) is transversely feedback linearizable along the periodic orbit  if and onlyif it is transversely linearly controllable along  and there exists a smooth function  in aneighborhood N of  such that1. d 6= 0 on .2.  = 0 on .3. Ladifg = 0 in N for i = 0;    ; n  3.Proof: ()) Transverse linear controllability along  is obvious. We will show that theconditions 1, 2, and 3 are satised for  := 1. The conditions 1, 2 are obviously satised.To verify that 3 holds, it is sucient to note that in (; ) coordinates we haveg(; ) = g0(; ) @@ + @@n 1adfg(; ) = g1(; ) @@   @@n 2ad2fg(; ) = g2(; ) @@ + @@n 3...adn 3f g(; ) = gn 3(; ) @@ + ( 1)n 3 @@2 ; (9)where gi(; ); i= 1; : : : ; n 3 are smooth functions depending on g0(; ); f1(; ) and theirpartial derivatives.(() Let v be a smooth vector eld satisfying Lv = 1 in a neighborhood of . By theassumption of transverse linear controllability, the vector elds f; g; adfg; : : : ; adn 3f g arelinearly independent in a neighborhood of . Since  is constant along g; adfg; : : : ; adn 3f gand Lf = 0, Lv = 1 on , we conclude that f; v; g; adfg; : : : ; adn 3f g are linearly indepen-dent in a neighborhood of . Fix a point x0 on . In a neighborhood of  one can reach anypoint x by traveling along vector elds f; v; g; adfg; : : : ; adn 3f g with times s0; s1; : : : ; sn 1,i.e., the mapping s 7! x given by (hs () is the ow of a vector eld h)x = gsn 1  adfgsn 2      adn 3f gs2  vs1  fs0(x0) (10)5
is a local dieomorphism between the cylinder S1Rn 1 and a tubular neighborhood of (cf. [?]). Now the value of  at x is exactly s1(x). This is clear for the points x that can bereached from  by owing along v (i.e., s2 =   = sn 1 = 0). Furthermore, the condition 3implies that the value of  is unchanged for nonzero s2; : : : ; sn 1. Essentially, we use s0; s1to reach the appropriate leaf of the foliation determined by the value of . Put := s01 := 2 := Lf...n 1 := Ln 2f : (11)To verify that (; 1; : : : ; n 1) are valid coordinates it suces to show that they havelinearly independent dierentials on . Observe that(d ^ dn 1 ^ : : :^ d1)(f; g; adfg; : : : ; adn 3f ; v) = detSwhere S = 26666664 Lf Lg Ladfg    LvLfLn 2f  LgLn 2f  LadfgLn 2f     LvLn 2f ... . . . . . . . . . ...L2f LgLf LadfgLf    LvLfLf Lg Ladfg    Lv 37777775 :Now, Ladifg = 0 for i < n   2 around  implies that LadjfgLkf = 0 for j + k < n   2around . Also, LadjfgLkf 6= 0 for j + k = n   2 in a neighborhood of . Otherwise, since(1) is transversely linearly controllable and d 6= 0, Lf would be nonzero around  whichcontradicts the fact that Lf(x) = 0 for x 2 . Collecting these facts, we see that, on ,the matrix S is upper triangular with nonzero diagonal elements so that (; ) are validcoordinates. In (; ) coordinates, the system (1) takes the form_ = 1 + ~f0(; ) + ~g0(; )u_1 = 2..._n 2 = n 1_n 1 = p(; ) + r(; )u; (12)where p(; ) := Ln 1f , r(; ) := LgLn 2f . Since r(; ) 6= 0 in a neighborhood of , thepreliminary feedback u = r(; ) 1( p(; ) + v) puts the system into the desired form (2).2 Now we provide a sucient condition for existence of function  satisfying the conditions1, 2, and 3, and hence for the transverse feedback linearization.6
Theorem 2.2 Let  be a periodic orbit of the undriven system, (1) with u  0. Then, thesystem (1) is transversely feedback linearizable along the periodic orbit  if it is transverselylinearly controllable along  and the distributionD := span fg; adfg; : : : ; adn 3f gg:is involutive.Proof: Let v be any smooth vector elds such that f; v; g; adfg; : : : ; adn 3f g are linearlyindependent in a neighborhood of . (It follows from the transverse linear controllabilitythat such v exists, for instance, one can choose v := adn 2f g.) Now, as in the proof ofpart (() of Theorem 2.1, we construct s0; s1; : : : ; sn 1 by traveling along the vector eldsf; v; g; adfg; : : : ; adn 3f g. It is easy to verify that  := s1 satises the conditions 1 and 2.The condition 3 follows from involutivity of D. 2Remark 2.1 In practice, the construction of the function  (for involutive D) by the owof a vector eld v may be dicult. Instead, one can proceed as follows. If the system(1) is transversely linearly controllable, then dimD = n   2. When D is an involutivedistribution, there are two independent functions 1; 2 that are constant along D. Onemay try to construct directly a function  = (1; 2) that has value zero on . Such afunction is guaranteed to exist. Then 1 :=  and its Lie derivatives along f can be usedas transverse coordinates. Any convenient method for parametrizing a family of transversesections (e.g., orthogonal plane) can be used to provide the  coordinate. An example ofthis technique is given in the next section. 2To see that the condition of involutivity of D is not necessary for transverse feedbacklinearizability, consider the following example.Example 2.1 Consider the system _ = 1 + 23_1 = 2_2 = 3_3 = u: (13)This system is already in the desired form (2), so that it is clearly transversely feedbacklinearizable. We haveD = span fg; adfgg = span f @@3 ; 23 @@   @@2g;and [g; adfg] = 2 @@ ;so that D is not involutive. 27
A necessary condition for transverse feedback linearizability of (1) can be formulated interms of the distributionD1 := Involutive closure of D (i.e.;D1 = D + [D;D] +   ):Namely, we have the following result.Proposition 2.1 Let  be a periodic orbit of the undriven system, (1) with u  0. Then,the system (1) is transversely feedback linearizable along the periodic orbit  only if thedistribution D1 is at most n   1-dimensional.Proof: Expressing adifg; i = 0;    ; n   3, in (; )-coordinates (cf. (9)), we see that D,and hence D1, is spanned by a combination of vector elds @@ , @@i , i = 2; : : : ; n   1. Butdim span f @@ ; @@2 ;    ; @@n 1 g = n  1. 2It happens that if (1) is transversely linearly controllable and dimD1 = n   1 in aneighborhood of  then (1) is locally transversely feedback linearizable in the sense that onecan cover a neighborhood of  by a nite number m of (overlapping) coordinate charts(j ; j), j = 1; : : : ; m, in which the dynamics have form (2). We have the following result.Theorem 2.3 Let  be a periodic orbit of the undriven system, (1) with u  0. Then,the system (1) is locally transversely feedback linearizable along the periodic orbit  if it istransversely linearly controllable along , dimD1 = n 1 in a neighborhood of , and f 2 D1on .Proof: Suppose that  is parametrized by  2 S1 = [0; T ], with 0 and T being identied,and Lf = 1 on . Let v be any smooth vector eld such that f; v; g; adfg; : : : ; adn 3f gare linearly independent in a neighborhood of . (It follows from the transverse linearcontrollability that such v exists, for instance, one can choose v := adn 2f g.) Note that v istransversal to D1 in a neighborhood of . As in the proof of part (() of Theorem 2.1, weconstruct s0; s1; : : : ; sn 1-coordinates in a neighborhood N of  by traveling along vectorelds f; v; g; adfg; : : : ; adn 3f g from a distinguished point x0 2  corresponding to  = 0. LetM := fx 2 N js2(x) = s3(x) = : : :sn 1(x) = 0g (i.e., M is the set of points in N that canbe reached from  along v.) Note that M is a two-dimensional smooth submanifold of Ncontaining . Moreover, TxM is transversal to D1(x) in M, so that dimTxM\D1(x) = 1in M. For x 2 M we dene (x) := s0(x). We are going to construct a smooth vector eld~f onM such that ~f(x) 2 TxM\D1(x) for x 2 M, ~f = f on , and L ~f = 1 onM. First ofall, since TM\D1 is a one-dimensional smooth distribution inM, there is a smooth vectoreld f̂ in M that spans TxM\D1 (locally it is obvious, global construction on M can beobtained using partitions of unity). Note that Lf̂ 6= 0 on  so that we can assume thatthe same holds in M (making M smaller, if necessary). Let ~f := 1Lf̂  f̂ . It is easy to verifythat this vector eld has the desired property L ~f = 1 onM and thus, in particular, ~f = fon . We can assume (making M smaller, if necessary) that ~f; v; g; adfg; : : : ; adn 3f g are8
linearly independent for x 2 M. In particular, ~f; g; adfg; : : : ; adn 3f g span D1 for x 2 M.Let y 2  be arbitrary. In a neighborhood of y one can reach any point x by traveling alongvector elds v; ~f; g; adfg; : : : ; adn 3f g with times py0; py1; : : : ; pyn 1, i.e., the mapping py 7! xgiven by (hp() is the ow of a vector eld h)x = gpyn 1  adfgpyn 2      adn 3f gpy2   ~fpy1  vpy0 (y) (14)is a local dieomorphism between a cube in Rn and an open neighborhood Oy of y. Notethat a nite number, say m, of such open neighborhoods Oyi , i = 1; : : :m covers . In eachOyi we dene i := pyi0 . It can be easily check that i satises the conditions (1)-(3) ofTheorem 2.1 in Oyi . As in the proof of Theorem 2.1, one can show thati := pyi1i1 := ii2 := Lfi...in 1 := Ln 2f i: (15)are valid coordinates in Oyi and the dynamics of (1) in those coordinates (after a preliminaryfeedback) has form (2). 2Remark 2.2 Let us assume that the hypothesis of Theorem 2.3 is satised. Then it can beshown that one needs at most two open sets Oyi to cover , i.e., one can cover  with exactlytwo coordinate charts in which the transverse dynamics (after a preliminary feedback) islinear. This is due to the fact that suciently close to  one can travel in M along ~ffor a long time, making a full circle without leaving M (i.e., the Poincare return map iswell-dened suciently close to the orbit). Actually, for arbitrary y1; y2 2 , y1 6= y2, onecan construct two overlapping open neighborhoods Oyi ; i = 1; 2 covering , as in the proofof Theorem 2.3. The reason why one cannot, in general, construct one such neighborhoodcovering the whole  (as it was possible in the proof of Theorem 2.2) is that the orbits of~f on M do not have to close up. Still, it may happen that the orbits ~f on M do closeup ( i.e., the ow of ~f on M consists of periodic orbits foliating M). In this case one canconstruct the linearizing transverse coordinates that work globally around , as in the caseof Theorem 2.2. 2Remark 2.3 If the hypothesis of Theorem 2.3 is satised, local construction of i byowing along v may not be practical. Instead, one can try to solve (locally) the set ofPDE's Lhi = 0, where hi; i = 1;    ; n   1 span D1. An example is provided in the nextsection. 2Note that every globally transversely linearizable system is, in particular, locally trans-versely linearizable. Therefore, we can formulate the following corollary from Theorems 2.1and 2.3, and Proposition 2.1. 9
Theorem 2.4 Let  be a periodic orbit of the undriven system, (1) with u  0. Assumethat dimD1 is constant in a neighborhood of . Then, the system (1) is locally transverselyfeedback linearizable along the periodic orbit  if and only if it is transversely linearly con-trollable along , and either dimD1 = n   2 in a neighborhood of  (i.e., D1 = D), ordimD1 = n  1 in a neighborhood of , and f 2 D1 on .Observe that for systems in R3 transverse feedback linearizability condition is genericwith respect to points. One might tend to think that it is also a generic condition withrespect to orbits. This is not the case. It is true that the set of transversely linearizableperiodic orbits is open. But it is not dense. To see that, consider f and g such that thereis a two-dimensional surface 
 in R3 with the property that det[f; g; adfg] = 0 on 
 anddet[f; g; adfg] changes sign on 
. Note that transverse linear controllability fails on 
. Asmall perturbation of f and g perturbs 
 a little, but 
 does not disappear. If a periodicorbit of f intersects 
 transversely, a periodic orbit of a perturbed system (if it persists,which it does if the Floquet multipliers have absolute values dierent from 1) will alsointersect the (perturbed) set 
. Thus, transverse feedback linearizability fails even when fand g are slightly perturbed.3 ExamplesExample 3.1 _x1 = x2 + x1x3 + x1u_x2 =  x1 + x2x3 + x2u_x3 = u: (16)Note that the undriven system (u  0) has a family of periodic orbitsR = fx 2 R3 : x21 + x22 = R2; x3 = 0g:We have adfg =  x1 @@x1   x2 @@x2 and det[f; g; adfg] = x21 + x22, so that the system is trans-versely linearly controllable along any periodic orbit R if R > 0. (Note also that sincead2fg = 0 the system is not linearly controllable.) The system is trivially (globally) trans-versely feedback linearizable as D = span fgg is a one-dimensional (and hence involutive)distribution. It is easy to verify that the functions 1(x) := x1e x3 and 2(x) := x2e x3are constant along g. One can observe that the function := log (1(x)2+2(x)2) 12R   x3 = 12 log(x21 + x22)  logR  x3is zero on R. We have Lf = x3, p(x) := L2f = 0 and r(x) := LgLf = 1. Dening :=   tan 1(x2x1 )1 := 12 log(x21 + x22)  logR  x32 := x3 (17)10
(an appropriate denition of tan 1 is used to dene  for all (x1; x2) 6= (0; 0)) the system(in (; ) coordinates) is given by _ = 1_1 = 2_2 = u (18)Note that no preliminary feedback is needed to put the system into the form (2). 2The system expressed in (; ) coordinates can, for example, be used in the design ofa stabilizing feedback. Provided the coordinate change maps onto S1  Rn 1, i.e.,  isunrestricted , the domain of attraction of R will coincide with the region (in R3) on whichthe change of coordinates is one-to-one.(Figure 1.)Figure 1 shows the closed loop trajectory for an initial condition close to the origin forthe feedback u =  1   p32.Example 3.2 Consider the system dened on S1 R3 (which can be thought of as beingembedded in R4) _ = 1 + x23_x1 = x2 + ()x1x23_x2 = x3_x3 = u; (19)where  2 S1 = [0; T ], with 0 and T being identied, () is a smooth periodic function.The undriven system has a periodic orbit x1 = x2 = x3 = 0;  2 S1 = [0; T ]. (x1; x2; x3) 2R3 represent the transverse dynamics. One can verify that D1 = span f @@x2 ; @@x3 ; @@ +()x1 @@x1g. One can check that the system is transversely linearly controllable, f 2 D1for x 2 , and dimD1 = 3 on S1  R3, so that the hypothesis of Theorem 2.3 is satised,and thus the system is locally transversely linearizable. To nd a (locally) linearizingfunction  one can solve the set of PDE's @@x2 = 0; @@x3 = 0; @@ + ()x1 @@x1 = 0. A generalsolution of this set of PDE's is of the form  = F (x1e R ()d) (an additional requirementF (0) = 0 guarantees that  vanishes on ). In general, this solution is only local, for thefunction e R ()d does not have to be periodic in . For instance, for () = 1, we have = F (x1e ), which is not periodic in , so that the system is only locally transverselylinearizable. However, if R T0 ()d = 0, then  is periodic in , and construction is globalaround . For instance, for T = , () = cos(), we have  = F (x1esin()), which isperiodic in , and hence the system is globally transversely linearizable.To illustrate the proof of Theorem 2.3, observe that one can choose v = @@x1 . AsM onecan choose the cylinder S1  R. Then ~f = @@ + ()x1 @@x1 . Note that the orbits of ~f closeup (i.e., the ow of ~f is periodic) if and only if R T0 ()d = 0. 211














Figure 1: Closed loop trajectory.
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