Abstract. This paper is part of a work aimed at'modeling the ratio of the observed Jovian auroral intensity at H Lyman o• and in the H2 Lyman and Werner bands and interpreting them as diagnostic of the incident magnetospheric particle species and energy. The work is planned in three steps: (1) modeling of the volume excitation rate, (2) 
Introduction
] has been interpreted as evidence of particle losses by wave-particle scattering and precipitation into the atmosphere, an interpretation which was consistent with the observed approximate latitude of the aurorae.
In the early studies, only electron precipitation was considered (probably under the influence of the terrestrial example) [e.g., Waite et al., 1983] . But it rapidly appeared that the energy available in the electron population was insufficient, and resonant pitch-angle scattering of protons was farst proposed as an alternative [Goertz, 1980] . Thorne [1981] suggested that heavy ions could be the major component of the precipitated population, and from the analysis of the electromagnetic waves recorded by Voyager, Thorne [1983] and Thorne and Scarf [1984] gave evidence that resonant scattering of ions by ion-cyclotron waves was much more efficient than scattering of electrons (either by the observed electrostatic or electromagnetic waves) in providing large precipitating energy fluxes. However, even the estimate of the energy input available from the precipitation of ions fell short in accounting for the auroral energy input, suggesting that combined (even though independent) precipitation of all kinds of energetic charged particles could possibly occur.
If the Jovian aurorae are diffuse, this conclusion is supported by the comparison of the longitudinal variation of the observed auroral emission with the variation of the precipitating flux of magnetospheric particles in the asymmetric Jovian magnetic field [Prangd and Elkhamsi, 1991; Prangd, 1991] . In addition to being both electrons and ions (or protons), the particles should be injected on different L shells (5 • L < 7 for the electrons, 7 • L for the ions) to fit the observations. The observation of X ray emissions by the Einstein satellite was first considered as evidence for heavy ions precipitation [Metzget et al., 1983 ], but it now seems that electrons can also be efficient in producing X rays [Barbosa, 1990] . Nevertheless, the signature of recombination lines of sulfur and oxygen ions has again been identified in soft X ray spectra from the R/•ntgen satellite (ROSAT) [Waite and Boice, 1992] . Even the most recent in situ observations from the Ulysses flyby of Jupiter do not provide a simple answer. The background contribution to the hard X ray signal was too large to allow for the detection of a Jovian contribution, and the 3 • limit does not rule out electron precipitation.
In addition, an in situ signature of wave particle interactions has been recorded by the plasma wave instrument onboard Ulysses in the inner magnetosphere near L = 7 [Linet al., 1993] and L = 12 [Blake et al., 1992] , whereas strong field-aligned currents and parallel electron beams have been observed on high-latitude field lines [Balogh et al., 1992; Lanzerotti et al., 1992] . The latter could be related to the strong high-latitude Jovian decametric (DAM), hectometric (HOM) and broad kilometric (bKOM) radio source, and to impulsive electrostatic emission at radial distances between 10 and 30 R,identified by Barbosa et al. [1981] and attributed to an inverted-V-type precipitation process (involving electrons and ions).
As for the energy, again a wide range of possibilities is proposed, involving electrons as well as protons or ions in various energy bands from a few keV to several MeV, insofar as wave interaction is concerned [Thorne, 1983; Gehrels and Stone, 1983] . The existence of precipitating electrons in the 1-10 keV range is anticipated from the observation of auroral radio emission if it is generated through the cyclotron maser instability as generally assumed [Wu et al., 1982 In section 2, we establish theoretical expressions for the calculation of the excitation rate, including excitation by the primary beam (protons and/or fast neutral hydrogen from charge transfer) and secondary electrons. The composition of the H/H + beam as a function of altitude is studied in section 3, including a discussion of the equilibrium fraction assumption as a function of initial energy. The cross sections used for the various excitation channels and their extrapolation to the convenient energy range when necessary are detailed in section 4. The altitude distribution of the volume excitaton rate for H Lyman ot and for the H e bands is presented in section 5, discussed as a function of the energy, and compared to the case of electron primaries.
Modeling Excitation by Proton Precipitation

Atmospheric Model
Following Gdrard and Singh [1982] , the total density level 5x10 •3 cm '3 is defined as reference zero altitude (corresponding to a pressure of about 1 •tbar). The precipitating particles are followed from 2000 kin, considered as the top of the atmosphere, down to the level of total energy degradation, which occurs, depending on the initial energy of the particles, between -l-100 kin. Below the altitude 1000 kin, the Jovian neutral atmosphere is represented by a recent photochemical model based on the analysis of the Voyager data and modeling of the photochemical reactions and transport of the species [J. McConnell, private communication, 1992 ]. In the model, the input flux of atomic hydrogen has been set to 109 cm '2 S '1, the eddy diffusion coefficient Ks= 106 cm 2 S '1 (constant with altitude), and an exospheric temperature of 1400 K is adopted (Figure 1) . This model is consistent with the Voyager observations and is not representative of an auroral atmosphere (except the exospheric temperature, which has been slightly increased with respect to the value generally used at low latitude, --1000 K). Earlier attempts have been made to account for some of the anticipated effects of energetic particle precipitation on the atmosphere itself, such as the use of an increased eddy diffusion coefficient raising the hydrocarbon layers to higher altitude ("polar model" in Livengood We assume that 0 is constant throughout the process of energy degradation. In particular, we neglect the angular scattering during the collisions, which is an acceptable assumption for energetic particles, any variation of the particle direction due to the effect of the varying magnetic field strength (we have checked that the 
Excitation by the Secondary Electrons
Secondary electrons are produced by ionization of H and H e by the H+/Hf beam. They can interact with the atmospheric constituents and excite them. We will not consider the effect of tertiary electrons produced by ionization of H and H 2 by secondary electrons, since the volume ionization rate due to the secondary electrons is several orders of magnitude smaller than the volume ionization rate due to the beam (Figures 2a and 2b) . We have checked this result for several initial energies. According to the expression given by Gdrard and Singh [1982] for the secondary electron production rate •ls(E,½,z), we have for 
Determination of Beam Equilibrium Fraction: Altitude Dependence
The formalism of charge-exchange has been reviewed by Allison [1958] and only the results will be reported here. Provided the atmospheric column density along the particle path is sufficient, the beam can reach its equilibrium composition. This is the assumption which is usually made. incident protons, decreasing with increasing initial energy), due to the fact that the energy loss of the particle is small, and the local energy almost constant and equal to the initial energy. The fraction of H* increases with incident energy, both in H and in H 2 (_<20% at 10 keV, --45% at 50 kev, and --100% at 300 keV), and it is always smaller in H than in H 2 for energies larger than 30 keV, although the difference is decreasing with increasing initial energy and vanishes for E 0 --300 keV (where it reaches 100% in both cases). Below this particular level where the local energy starts to be significantly smaller than the incident energy, the H* fraction decreases to a very low value in all cases. The beam tends toward almost pure H/just above the level of total energy degradation. We also plot the effective H* equilibrium fraction in the actual atmosphere, derived from equation (18b). We note that the major constituent controls the value of the equilibrium fraction which is no longer constant with altitude. At the top of the atmosphere, the equilibrium fraction is that of an approximatively pure H atmosphere, and as the altitude decreases, F• (Eto •) decreases so as to merge the pure H 2 atmosphere curve when H 2 dominates the atmospheric composition. At 300 keV and at any higher energy, the presence of atomic hydrogen in the atmosphere does not play any significant role in the calculation of the equilibrium fractions, since the values of the fractions in H and H 2 are very close, but for lower energies, the composition of the beam does not only depend on the initial energy, but also on the composition of the model atmosphere used.
The equilibrium fractions of
For different angular distributions, the particle path length to a given altitude is increased as (cos 0) 4 . Consequently, the local energy decreases faster, and the equilibrium is displaced toward Hf at higher altitude.
Equilibration of the Beam: Nonequilibrium
Fractions
The usual assumption that the beam's composition is everywhere at equilibrium value is implicitly based on the assumption that the atmosphere is sufficiently dense to equilibrate the beam locally. In fact, the precipitating particles penetrate the atmosphere from the top downwards, and the gas is very tenuous at the beginning. One can therefore question the validity of the assumption of 'instantaneous' equilibrium.
In As the beam penetrates into the atmosphere, F 0 approaches the equilibrium fraction F0. ., but the equilibrium fraction of protons is always an underestimate of the actual proton fraction. The difference depends on the value of the exponential term, and one can see that the column density needed to make it negligible varies as the inverse of the cross sections. These cross sections maximize in the range 1-30 keV. Consequently, the altitude where equilibrium is reached decreases with the incident energy from 10 keV to 300 keV (Figure 4) . However, in the case of 300 keV (and in fact above 200 keV), the equilibrium fraction (•100% H +) is identical to the initial composition of the beam, i.e., for initial energies greater than 200 keV, the beam is akeady equilibrated at the top of the atmosphere (it would be quite different in the case of a beam of incident neutrals). This gives evidence that at low energy (less than 10 keV) and at high energy (•__200 keV), the beam composition is always equilibrated in the altitude range of the peak excitation rate, although for different physical reasons. However, for intermediate energies, the beam equilibrium composition is reached in a region where the excitation rate is within 1 order of magnitude of its peak value ( Figure 5 ). Considering the fact that emission excited at the peak of excitation contributes less to the observed emission than emission excited above, due to the effect of atmospheric extinction, the problem of equilibration of the beam must be considered carefully in this intermediate energy range, 50 < E < 200 keV. The change in composition of the beam at the bottom of the atmosphere is not affected by this problem, since the atmosphere there is dense enough to insure instantaneous equilibration. We have also investigated the effect of the pitch angle on the equilibration of the beam. When the pitch angle increases (increasing the path of the particles), the point where the equilibrium is reached is displaced upward. At this point, the excitation rate is still important in comparison to the value at the peak. For pitch angles greater than 80 ø, the path length is sufficiently large that it allows the equilibration of the beam in the very upper atmosphere. Then the entire region contributing signiricanfly to the excitation rate is traversed through an equilibrated beam.
Finally, as mentioned above, the volume excitation rates present a peak which corresponds to the region where the local energy E1o , rapidly decreases. In this region, only a few hundred kilometers thick, it is important to know which precipitating particles will be dominating the excitation process. We plot in 
H + H --> H + H(2p) lkeV-100keV Shingal et al. [1987] > 100keV extrapolated H + H --> H + H(2s) lkeV-100keV Shingal et al. [1987] >100keV extrapolated H + H ---> H(2p) + H lkeV-40keV scaling law >40keV extrapolated H + H ---> H(2s) + H lkeV-100keV
Comparison Between Electron and Proton Precipitations
The Electron Code
A code for modeling electron precipitation has also been developed. The method adopted in this model is still the CSDA. We will only present here the main results. From Gdrard and Singh [ 1982] , the number of ion pairs created in a gas s per unit time and per unit volume is similar to equation (1) except that the stopping power is that for electrons in H 2. We use the expression of the loss function L(E) of electrons in H 2 given by Gdrard and Singh [ 1982] .
The volume ionization rate expression due to electron impact on the atmospheric gas s is the same as equation (6) 
Comparison of the Ionization and the Excitation Rates due to Proton and Electron Impact
We compare in this section the volume ionization and excitation rates induced by electron and proton precipitation. 
Comparison of the Efficiency of a Proton and an Electron Aurora
In order to calculate the efficiencies (Table 2) , we integrate the production rates over altitude for the principal processes in the case of a proton and an electron aurora. The contributions of the precipitating particles and of the secondary electrons are separated in both cases. The total energy input is 1 erg cm '2 s '•. The fraction of the total energy deposited in the atmosphere via a given process (which represents the efficiency of this process) has also been calculated. Since we have only calculated the volume excitation rates, the column production rates represent the total number of quanta produced along the path by the precipitating particles. Cascading effects have been neglected for the estimation of the production of Lyman {x coming from atmospheric H, but for the contribution coming from H•., they have been taken into account in the experimental emission cross sections used. In the case of ionization, the column production rate is the number of ionizations produced by the particles during their degradation. ,-i '• '•,,,,-i ...... -i ..... ,,1 ..... .,q ..... ,,-i Figures 3 and 4) . For the lowest energies (less than 10 keV), the charge exchange is dominant and the beam is dominantly neutral hydrogen. The results predicted by this code for energies lower than 10 keV have to be taken carefully because the validity of the assumptions of the CSDA method are no longer valid. Moreover, the cross section data we have used would have to be extrapolated below 10 keV.
We have also compared the volume ionization and excitation rates of the observed FUV emissions in the case of electron and proton precipitations. The secondary electrons, produced by ionization of the atmosphere, have a negligible contribution in the ionization process for the two types of aurorae. The ionization is controlled essentially by the precipitating particles. For the volume excitation rates, the secondary electrons, in the case of an electron aurora, contribute 58.4% to the total, whereas for a proton aurora, they become the main contributor (69% of the total) at all altitudes in the high-energy regime (>200 keV). 
