Abstract. Cyberbullying is becoming a major concern in online environments with troubling consequences. However, most of the technical studies have focused on the detection of cyberbullying through identifying harassing comments rather than preventing the incidents by detecting the bullies. In this work we study the automatic detection of bully users on YouTube. We compare three types of automatic detection: an expert system, supervised machine learning models, and a hybrid type combining the two. All these systems assign a score indicating the level of "bulliness" of online bullies. We demonstrate that the expert system outperforms the machine learning models. The hybrid classifier shows an even better performance.
Introduction
With the growth of the use of Internet as a social medium, a new form of bullying has emerged, called cyberbullying. Cyberbullying is defined as an aggressive, intentional act carried out by a group or individual, using electronic forms of contact repeatedly and over time against a victim who cannot easily defend him or herself [1] . One of the most common forms is the posting of hateful comments about someone in social networks. Many social studies have been conducted to provide support and training for adults and teenagers [2, 3] . The majority of the existing technical studies on cyberbullying have concentrated on the detection of bullying or harassing comments [4] [5] [6] , while there is hardly work on the more challenging task of detecting cyberbullies and studies for this area of research are largely missing. There are few exceptions however, that point out an interesting direction for the incorporation of user information in detecting offensive contents, but more advanced user information or personal characteristics such as writing style or possible network activities has not been included in these studies [7, 8] . Cyberbullying prevention based on user profiles was addressed for the first time in our latest study in which an expert system was developed that assigns scores to social network users to indicate their level of 'bulliness' and their potential for future misbehaviour based on the history of their activities [9] . In the previous work we did not investigate machine learning models. In this study we focus again on the detection of bully users in online social networks but now we look into the efficiency of both expert systems and machine learning models for identifying the potential bully users. We compare the performance of both systems for the task of assigning a score to social network users that indicates their level of bulliness. We demonstrate that the expert system outperforms the machine learner and can be effectively combined in a hybrid classifier. The approach we propose can be used for building monitoring tools to stop potential bullies from conducting further harm.
Data Collection and Feature Selection
In this section we will explain the characteristics of the corpus used in this study. We also describe the feature space and the three feature categories that have been used for the design of the expert system and for the machine learning models.
Corpus
YouTube is a popular user-generated content video platform. Its audience demographics match those from the general internet population [10] . Unfortunately, bullies misuse the platform to victimize their targets through harassing comments and other misbehaviours. To our knowledge no dataset for cyberbully detection is publicly available and therefore we decided to collect our own. To have a reasonable number and variety of cyberbullies we searched YouTube for topics sensitive to cyberbullying. We determined the users who commented on the top three YouTube videos in each topic. A total of 3,825 users were extracted and we collected a log of the users' activities for a period of 4 months (April -June 2012). We also captured profile information of the users, such as their age and the date they signed up. In total there are 54,050 comments in our dataset. On average there are 15 comments per user (StDev = 10.7, Median = 14). The average age of the users is 24 with 1.5 years of membership duration. Two graduate students were employed to independently annotate the users as bullies or non-bullies (inter-annotator agreement = 93%, Kappa = 0.78) based on their comments and the definition of cyberbullying provided earlier. The users that both annotators had labelled as bullying (n=419) were marked as bullies. Disagreements were resolved by the decision of a third annotator. In total, 12% of the users were labelled as bullies.
2.2
Feature space We compiled a set of 11 features in three categories to be used in our models. The selection of the features was limited by what is technically possible to extract from YouTube. The three categories representing the actions, behaviour, and characteristics of the users are presented in Table 1 .
Methods
In this section we introduce the three types of models used for calculating and assigning the bulliness score to the social network users: a multi-criteria evaluation system, a set of machine learning models and two hybrid models that combine the two.
Multi-Criteria Evaluation System
Multi-Criteria Evaluation Systems (MCES) are a commonly used technique for decision-making in business, industry, and finance [11] , but also in fields such as information retrieval [12] . By assigning weights and importance levels to features or criteria, MCES can combine different sources of knowledge to make decisions. In our scenario, a panel of 12 experts in the area of cyberbullying was asked to answer questions about the features presented in Table 1 . For each feature they indicated 1) the likelihood that a bully user belongs to a certain category relevant for that feature and 2) the importance of that feature. The likelihood was indicated on four-point scale 'Unlikely', 'Less likely', 'Likely' and 'Very likely' corresponding to values 0.125, 0.375, 0.625 and 0.875 respectively [13] . The 'I don't know' option was also available. The importance was indicated on a four-point scale of 1: not informative, 2: partially informative, 3: informative and 4: very informative. Based on the averaged likelihood and importance weights indicated by the experts a "bulliness score" can be calculated for a user by taking the weighted average of the criteria. Multiple experts indicated combined features to be important for determining bullies. Therefore we added two combined criteria to those explained in section 2.2 which were based on age and profanity (C1), and age and misspellings (C2). 11 Membership duration of the user Divided into 3 groups: less than 1 year, 1-3 years and above 3 years.
Machine Learning Approaches
We used three well-known machine learning methods, which use pre-labelled training data for automatic learning: a Naive Bayes classifier, a classifier based on decision trees (C4.5) and Support Vector Machines (SVM) with a linear kernel [14] . The implementation available in WEKA 3 was used [15] . The machine learning models uses the features used by the expert system and, additionally, a number of features that are only interpretable by the machine. These are: (M1) The ratio of capital letters in a comment, to capture shouting in comments; (M2) The number of emoticons used in the comments, to capture explicit emotions; (M3) The occurrence of a second person pronoun followed by a profane word in profanity windows of different sizes (2 to 5 words), to capture targeted harassment; (M4) The term frequency-inverse document frequency (tfidf) of frequently repeated words, to capture emphasized content. As the baseline, we trained an SVM classifier (SVM B ) using only the content features listed in Table 2 .
3.3
Hybrid Approach Two hybrid approaches were tested to combine the advantages of the expert system with the machine learning models. The expert system is not affected by biased training data and may come up with rules that generalize better to unseen data. Machine learning models on the other hand can detect and analyse complex patterns that experts are not capable of observing. We construct two types of hybrid systems: H1: Using the outcome of the expert system as an extra feature for training the machine learning models. The hybrid system is formed by adding the following features to the machine learning classifier: 1) the results of the MCES, 2) the features' categories that were used in the expert system as new set of features, and 3) the combined features (C1 and C2). H2: Using the results of the machine learning model as a new criterion for the expert system. As previously done in the MCES, we assigned equal weights to all the criteria used in the system, including the machine learner criterion.
3.4
Evaluation In this study the output of the models (i.e. bulliness scores) are probability values ranging from 0 to 1, and not a binary class. Therefore we used a threshold independent measure to evaluate and compare the performance of approaches. We evaluated the discrimination capacity by analysing their receiver operation characteristic (ROC) curves. A ROC curve plots "sensitivity" values (true positive fraction) on the y-axis against "1 -specificity" values (false positive fraction) for all thresholds on the x-axis [16] . The area under such a curve (AUC) is a threshold-independent metric and provides a single measure of the performance of the model. AUC scores vary from 0 to 1. AUC values of less than 0.5 indicate discrimination worse than chance; a score of 0.5 implies random predictive discrimination; and score of 1 indicates perfect discrimination. We used 10-fold cross-validation to evaluate the performance of the machine learning classifiers.
Results and Discussion
Based on weights that were assigned to each feature by the experts, profanities and bullying sensitive topics in the history of a user's comments is the most informative feature (average weight equals 3.6) and the least informative feature is the number of non-standard spellings (average weight equals 1.7). The age range between 13 and 16 years was indicated to most likely to contain bullies. Moreover, it is more likely that bully users have a high ratio of second person pronouns and profane words in their usernames. In the Activity features set, a high number of posting comments has the highest likelihood. The discrimination capacity of the MCES was 0.72.
Among the machine learning classifiers the decision tree classifier performed the worst, followed by the SVM classifier. Naive Bayes with discrimination capacity of 0.66 outperformed the other two algorithms. The contribution of each feature in classification task was determined by excluding it from the feature sets. The number of profane words, second person pronouns and pronoun-profanity windows, were the strongest contributing features. The discrimination capacity also improved by adding users' profile information and history of activities to the training features. The MCES outperformed all machine learning models in terms of discrimination capacity. A possible explanation for these differences is the sensitivity of the machine learning methods for class skew which was quite high in our dataset (10% bullying, 90% nonbullying). On the other hand a method based on human reasoning might not be as sensitive to the training data as the machine learning models and therefore give a better performance. For the first scenario of our hybrid approach (H1), the discrimination capacity of all machine learning methods improved. The improvement for the decision tree was smallest. Although the SVM gained the highest improvement in the discrimination capacity, the Naive Bayes classifier still outperformed the others. All measured improvements for H1 were significant (t-test, P<0.05). Also the hybrid model in the second scenario (H2) showed improvement of the discrimination capacity. 
Conclusion
In this experiment we developed a multi-criteria evaluation system for identifying potential bully users. We compared this expert system with a variety of machine learning models to assign a 'bulliness' score to YouTube and combined them in two hybrid models. We demonstrated that the expert system outperforms the machine learning models and the hybrid approach results in a further but marginal improvement in prediction performance. The proposed approach is in principle language independent can be adapted to other social networks as well. Spatial features such as location of the users as well as temporal features such as the time of their activities might be useful features to look into. They can provide further information about the pattern of bullying incidents repetitions and common locations and times in which bullying incidents happen.
