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SPACELIKE MEAN CURVATURE FLOW
BEN LAMBERT AND JASON D. LOTAY
Abstract. We prove long-time existence and convergence results for spacelike
solutions to mean curvature flow in the pseudo-Euclidean space Rn,m, which
are entire or defined on bounded domains and satisfying Neumann or Dirichlet
boundary conditions. As an application, we prove long-time existence and con-
vergence of the G2-Laplacian flow in cases related to coassociative fibrations.
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1. Introduction
Whilst mean curvature flow (MCF) in Euclidean space, particularly in the case of
hypersurfaces, has been much studied with many celebrated results, and continues
to be a very active area of research, the corresponding MCF in pseudo-Euclidean
space Rn,m has received relatively little attention. A simple but important ob-
servation is that the condition for a n-dimensional submanifold M of Rn,m to be
spacelike, in the sense that the ambient quadratic form of signature (n,m) restricts
to be a Riemannian metric on M , is preserved by MCF, naturally leading to the
notion of spacelike mean curvature flow, whose critical points are called maximal
submanifolds. Surprisingly, as we shall demonstrate in this article, spacelike MCF
is very well-behaved in Rn,m for anym ≥ 1 (i.e. regardless of the codimension of the
flowing spacelike submanifold). This is in marked contrast to the usual mean cur-
vature flow of n-dimensional submanifolds in Rn+m, where the difference between
the setting of hypersurfaces (i.e. m = 1) and higher codimension submanifolds is
significant. We show that spacelike MCF for entire graphs in any codimension
always has smooth long-time existence under weak initial assumptions. We also
show the same is true for spacelike MCF on bounded domains satisfying the nat-
ural Neumann and Dirichlet boundary conditions, where we also get convergence
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to a maximal submanifold. These results for the boundary value problems are par-
ticularly striking in the context of the Dirichlet problem, since it is known that for
higher codimension MCF with Dirichlet boundary conditions in Euclidean space
one cannot always have convergence by results in [23]. Moreover, our result in the
Dirichlet case can be seen as an extension of the very recent work in [25] on the
Dirichlet problem for maximal submanifolds in Rn,m.
There is a direct, yet surprising, link between spacelike mean curvature flow
and Bryant’s [5] G2-Laplacian flow in 7 dimensions, whose critical points define
metrics with exceptional holonomy G2 (and are thus Ricci-flat). Finding holonomy
G2 metrics is a challenging problem, and the G2-Laplacian flow is a potentially
powerful and attractive means for tackling it. For a simply connected domain B
in R3, spacelike MCF of B in R3,3 is equivalent to the G2-Laplacian flow on Z
7 =
B×T 4, where the evolving closed G2-structure ϕ is T 4-invariant and Z is a (trivial)
coassociative T 4-fibration over B. Here, coassociative means the submanifold is
calibrated by ∗ϕ, and the aforementioned correspondence is an extension of a result
in [2]. Moreover, it follows from work in [9] that spacelike MCF in R3,19 is the
adiabatic limit of the G2-Laplacian flow on Z
7 which is a coassociative K3 fibration:
i.e., spacelike MCF appears in the limit as the G2-Laplacian flow in this setting as
one sends the volume of the coassociative K3 fibres to zero. Coassociative fibrations
are expected to play a key role in G2 geometry, motivated by ideas both from
mathematics (e.g. [2, 9]) and M-Theory in theoretical physics (e.g. [1, 18]).
Despite recent progress in the study of the G2-Laplacian flow, it seems difficult
in general to obtain long-time existence. By utilizing the link to spacelike MCF,
we obtain long-time existence and convergence results for the G2-Laplacian flow
in settings pertinent to the study of the important topic of coassociative fibra-
tions. These are the first such general results for the G2-Laplacian flow without
assumptions about closeness to a critical point or curvature bounds along the flow.
1.1. Main results. Let Ω be a domain in Rn (which we will often identify with
the standard spacelike Rn in Rn,m) and let Xˆ0 : Ω → Rn,m be an initial smooth
spacelike immersion. We consider unparameterised mean curvature flow starting at
Xˆ0: a one-parameter family of immersions, given by Xˆ : Ω× [0, T )→ Rn,m with
(1.1)

(
dXˆ
dt
)⊥
= H on Ω× [0, T ),
Xˆ(·, 0) = Xˆ0(·) on Ω,
whereH is the mean curvature ofMt, the image of Xˆ at time t, in R
n,m. Locally (in
space and time) there exists a parametrisation X ofMt which satisfies the standard
mean curvature flow equation:
(1.2)
dX
dt
= H.
Since any spacelike submanifold in Rn,m is a graph over a domain in the standard
spacelike Rn, we may consider (1.1) as (locally) equivalent to a parabolic system
for graph function uˆ = (uˆ1, . . . , uˆm) : Ω× [0, T )→ Rm with initial condition uˆ0 (see
Appendix A for details):
(1.3)

duˆ
dt
− gij(Duˆ)D2ij uˆ = 0 on Ω× [0, T ),
uˆ(·, 0) = uˆ0(·) on Ω,
for i, j ∈ {1, . . . , n}, where gij is the inverse of the induced metric.
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Spacelike mean curvature flow has been studied in codimension 1 by Ecker and
Huisken [14], Ecker [11][12] and also Gerhardt [17]. The first author has also worked
on boundary conditions for this flow [21][22]. The elliptic counterpart was studied
by Bartnik [3] and Bartnik and Simon [4]. For higher codimensions, less is known.
The flow of compact manifolds was investigated by G. Li and Salavessa [24]. The
higher codimensional maximal surface equation was recently studied by Y. Li [25].
Entire graphs. There are several well-known explicit long-time solutions to spacelike
MCF. Throughout the article we let 〈·, ·〉 denote the standard quadratic form with
signature (n,m) on Rn,m and let |x|2 = 〈x, x〉 for x ∈ Rn,m. Recall that x 6= 0 is
spacelike if |x|2 > 0, lightlike or null if |x|2 = 0 and timelike if |x|2 < 0. The light
cone is the set of lightlike vectors.
Example 1.1 (Grim Reaper). The Grim Reaper is the unique translating solution
to (1.3) in R1,1 (up to translations, dilations and rotations), given by
uˆ(x, t) = log coshx+ t .
Example 1.2 (Hyperbolic space). In Rn,1,
Mt := {x ∈ Rn,1||x|2 = −2nt}
is a self-expander for (1.2) (i.e. X⊥ = tH) coming out of the light cone. For each
t, Mt is an embedded hyperbolic space in R
n,1.
Explicit solutions may be constructed from Examples 1.1 and 1.2 in higher codi-
mension, simply by evolving in Rn,1 ⊂ Rn,m.
All the examples described thus far are entire graphs, and so it is natural to
study this setting, where we have the following existence theorem.
Theorem 1.3. Let Ω = Rn, so the initial spacelike submanifold M0 is an entire
graph. There exists a spacelike solution Mt of mean curvature flow starting at M0
which is smooth and exists for all t > 0. Furthermore, if the mean curvature of M0
is bounded, then Mt attains the initial data M0 smoothly as t→ 0.
See Theorem 5.2 for further details. Notice that we make no assumption on the
spacelike condition at infinity, so we can start with initial data that asymptotically
develops lightlike directions (like the Grim Reaper), and that we obtain long-time
existence even without an initial bound on the mean curvature. This theorem is
an extension and improvement of the codimension 1 result proven in [11, Theorem
4.2] (see also Remark 4.4).
Remark 1.4. As is to be expected for entire flows we make no statement about
uniqueness in Theorem 1.3, and solutions to (1.3) are not unique in general. For
example, if we take M0 to be the Grim Reaper in Example 1.1 at t = 0, which is
a translating solution, then any solution constructed by our proof of Theorem 1.3
cannot remain a translator (since it would satisfy |uˆ(x, t)− uˆ0(x)| ≤
√
2nt).
We are also prove results on the qualitative behaviour of entire flows. In Section
8 we develop further estimates for entire spacelike MCF in which, in particular,
demonstrate the following result.
Proposition 1.5. There are no shrinking or translating solutions to spacelike MCF
with bounded gradient and mean curvature.
Finally, in Section 9 we show that ifM0 is asymptotic to a strictly spacelike cone,
then the entire renormalised flow converges subsequentially to a self-expanding
solution to MCF, see Theorem 9.2 for full details.
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Boundary conditions. To prove Theorem 1.3, we solve auxiliary problems on com-
pact domains with boundary conditions. In this article we solve for both the Neu-
mann and Dirichlet cases. A key step in the proof of Theorem 1.3 is that quasi-
sphere expanders acts as barriers to the flow on compact domains, a notion we now
define.
Definition 1.6 (Quasi-sphere expander). A quasi-sphere expander with centre p
and starting square radius −R2 is given by
St := {x ∈ Rn,m| |p− x|2 = −R2 − 2nt} .
We define the inside of St to be
It := {x ∈ Rn,m| |p− x|2 ≥ −R2 − 2nt}.
An expanding quasi-sphere St is said to be an outer barrier if the propertyMt ⊂ It
is preserved by the mean curvature flow.
We have the following existence and convergence theorems for mean curvature
flow with Neumann and Dirichlet boundary conditions. Here we need the initial
submanifold to be uniformly spacelike, i.e. the submanifold does not asymptotically
develop timelike directions at the boundary. We first state the Neumann case.
Theorem 1.7. Let Ω be a bounded convex domain with smooth boundary and let
M0 be uniformly spacelike satisfying the Neumann boundary condition. There exists
a unique spacelike solution Mt of mean curvature flow starting at M0 satisfying the
Neumann boundary condition, which is smooth, exists for all t > 0, and converges
smoothly to a translate of Ω as t→∞. Furthermore, expanding quasi-spheres with
centre in Ω× Rm act as outer barriers to the flow.
See Theorem 6.2 for a more precise statement, including conditions for regularity
up to t = 0.
For the Dirichlet condition, we require a constraint on the boundary data, which
is called acausal (see (7.1) for a definition): this condition is necessary on a convex
domain to have a spacelike graph with the given boundary data.
Theorem 1.8. Let Ω be a bounded domain with smooth boundary and let M0 be
uniformly spacelike with acausal boundary. There exists a unique spacelike solution
Mt to mean curvature flow starting at M0 satisfying ∂Mt = ∂M0 which is smooth,
exists for all t > 0 and converges smoothly to the unique maximal submanifold with
boundary ∂M0 as t → ∞. Furthermore, expanding quasi-spheres with centre in
Ω× Rm act as outer barriers to the flow.
See Theorem 7.2 for further details and a more precise statement, including condi-
tions for improved regularity up to the initial time. We emphasise that existence
and uniqueness of a maximal submanifold with given acausal boundary data, given
as a graph on a bounded convex domain, is shown in [25, Theorem 2.1]. Theorem
1.8 extends this result to the MCF setting.
1.2. Applications to G2-Laplacian flow. If we view R
7 = R3 × R4 and let
(x1, x2, x3) be coordinates on R
3 and (y0, y1, y2, y3) be coordinates on R
4, we can
define a 3-form ϕ0 on R
7 by
(1.4) ϕ0 = −dx1 ∧ dx2 ∧ dx3 + dx1 ∧ ω1 + dx2 ∧ ω2 + dx3 ∧ ω3
where
(1.5) ω1 = dy0∧dy1+dy2∧dy3, ω2 = dy0∧dy2+dy3∧dy1, ω3 = dy0∧dy3+dy1∧dy2.
The stabilizer of ϕ0, under the action of GL(7,R), is the exceptional Lie group G2.
Given an oriented 7-manifold Z7, we can define a 3-form ϕ to be positive if at every
SPACELIKE MCF 5
point p ∈ Z there exists an orientation preserving isomorphism between TpZ and
R
7 identifying ϕ|p with ϕ0. A positive 3-form (which will exist if and only if Z is
also spin) naturally defines a principal G2-subbundle of the oriented frame bundle
of Z; in other words, a G2-structure. We therefore often call a choice of positive
3-form (or simply the 3-form itself) a G2-structure.
The interest in G2-structures ϕ comes from the fact that they always define a
metric gϕ and an orientation (since G2 ⊂ SO(7)) and one sees that the holonomy
group of gϕ is contained in G2 when ϕ is torsion-free, which is equivalent to
(1.6) dϕ = 0 and d∗ϕϕ = 0.
It should be noted here that the first equation is linear, whilst the second is nonlin-
ear, since the adjoint d∗ϕ of the exterior derivative depends on gϕ and the orientation
ϕ defines. A metric with holonomy contained in G2 is Ricci-flat, and this is the only
known means to obtain non-trivial examples of Ricci-flat metrics in odd dimensions.
Solving the torsion-free conditions (1.6) is very challenging in general, with the
only compact examples arising from sophisticated gluing techniques, going back to
work of Joyce (see [20]). The key to these methods is the fundamental work of
Joyce, which allows one to perturb a closed G2-structure (i.e. one with dϕ = 0)
which is “close” to torsion-free in a suitable sense, to become torsion-free. As
an alternative approach to the problem of solving (1.6), Bryant [5] proposed the
following G2-Laplacian flow for closed G2-structures:
(1.7)

dϕ
dt
= ∆ϕϕ = (dd
∗
ϕ + d
∗
ϕd)ϕ,
dϕ = 0.
Important foundational results for this flow have been developed [6, 27, 28, 29]
and recent impressive results have been obtained in the special case when Z7 =
T 3×N4, where N4 is compact and the flow is T 3-invariant [16]. In general, however,
there are many unresolved questions concerning the G2-Laplacian flow, in particular
regarding long-time existence, convergence and the formation of singularities.
Semi-flat coassociative T 4-fibrations. For our applications, we let B be a domain
in R3 and consider Z7 = B × T 4, where T 4 = R4/Z4 is the standard flat 4-torus,
which we can view as a trivial T 4-fibration over B. Everything we now describe
can be found in [2, 9, 10].
Recall the model G2-structure ϕ0 in (1.4). This can equivalently be written as
ϕ0 = −volR3 + d(x1ω1 + x2ω2 + x3ω3)
Therefore, to define a G2 structure on Z we need to find a 2-form on Z to play the
role of x1ω1 + x2ω2 + x3ω3. Notice that constant 2-forms on T
4 are in one-to-one
correspondence with cohomology classes in H2(T 4). We now observe that the cup
product on H2(T 4) naturally identifies H2(T 4) with R3,3 via
〈[α], [β]〉 =
∫
T 4
α ∧ β.
Thus, given an immersion X : B → R3,3 ∼= H2(T 4), we have that
∂X
∂xi
= [ωi]
for some unique constant 2-forms ωi. We therefore see that we can write
dx1 ∧ ω1 + dx2 ∧ ω2 + dx3 ∧ ω3 = dX.
We may then define
(1.8) ϕ = −X∗volX(B) + dX.
6 BEN LAMBERT AND JASON D. LOTAY
It is observed in [9] that the condition for ϕ in (1.8) to be positive, and thus to
define a G2-structure, is precisely that X : B → R3,3 is spacelike. Moreover, by
construction, dϕ = 0 and one finds [9, Lemma 6] that
(1.9) d∗ϕϕ = Hyϕ,
where H is the mean curvature of X(B) in R3,3. Using the formula (1.9), we see
that if X satisfies spacelike mean curvature flow (1.2) then ϕ in (1.8) satisfies the
G2-Laplacian flow (1.7).
Remark 1.9. Formula (1.9) shows that the torsion of the closed G2-structure ϕ
in (1.8) is given by the mean curvature H of X(B) in R3,3. The (necessarily non-
positive) scalar curvature of gϕ is thus proportional to ‖H‖2, and so a bound on the
scalar curvature (or equivalently the torsion) along the G2-Laplacian flow in this
setting directly corresponds to a bound on the mean curvature in spacelike MCF.
Notice that for the closed G2-structure ϕ in (1.8) on Z
7 we have that ϕ vanishes
on the T 4 fibres. It follows, by the choice of orientation, that the restriction of the
4-form ∗ϕϕ to a T 4 fibre is equal to the volume form of the induced metric. This
means the fibres are coassociative, i.e. they are calibrated by ∗ϕϕ. Moreover, the
fibres are obviously flat orbits of an isometric T 4-action for the metric gϕ, so the
fibration is called semi-flat.
Suppose we have a 7-manifold Z7 with a closed G2-structure ϕ that is a semi-
flat coassociative T 4-fibration over a simply connected domain B in R3, i.e. ϕ is
T 4-invariant and the fibres are flat orbits of the action. Then the discussion above
shows the following.
Proposition 1.10. Suppose we have a 7-manifold Z7 with a closed G2-structure
ϕ0 that is a semi-flat coassociative T
4-fibration over a simply connected domain B
in R3. The G2-Laplacian flow on Z
7 starting at ϕ0 is equivalent to spacelike MCF
of B in R3,3.
This extends the correspondence in [2] between torsion-free G2-structures on semi-
flat coassociative T 4-fibrations and maximal submanifolds in R3,3.
Proposition 1.10, together with our Theorems 1.3 and 1.8, provide immediate
long-time existence and convergence results for the G2-Laplacian flow.
Theorem 1.11. Let (Z7, ϕ0) be a semi-flat coassociative T
4-fibration over B as in
Proposition 1.10.
(a) If B = R3, there is a solution ϕt to G2-Laplacian flow (1.7) starting at ϕ0
which is smooth and exists for all time.
(b) If B is a bounded domain in R3 with smooth boundary, suppose that ϕ0 is such
that the boundary data for the corresponding initial immersion of B in R3,3 is
acausal. There is a solution ϕt to the G2-Laplacian flow (1.7) starting at ϕ0
satisfying ϕt|∂Z = ϕ0|∂Z , which is smooth, exists for all time and converges to
a torsion-free G2-structure ϕ∞ on Z with ϕ∞|∂Z = ϕ0|∂Z .
Further discussion of the boundary value problem for semi-flat coassociative T 4-
fibrations, as well as coassociative K3 fibrations, can be found in [10]. In partic-
ular, it is expected that notions of convexity for the boundary value of a closed
G2 structure suggested in [10] will imply the acausal boundary condition for the
corresponding immersion of B in R3,3.
Adiabatic limits. Another important area of study in G2 geometry is that of coas-
sociative K3 fibrations. Here, the curvature of the K3 fibres makes the torsion-
free condition more difficult to analyse. However, one can still make a similar
ansatz for a closed G2-structure as in (1.8), now using a spacelike immersion
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X : B → R3,19 ∼= H2(K3). In [9], Donaldson studies the torsion-free condition
in the adiabatic limit as the volume of the fibres tends to zero. If the volume of
the fibres is ǫ, then the G2-Laplacian flow corresponds to spacelike MCF in the
limit as ǫ→ 0. Thus, our long-time existence and convergence results for spacelike
MCF in R3,19 have significant implications for the study of the G2-Laplacian flow
for coassociative K3 fibrations.
1.3. Summary. We briefly summarise the contents of this article.
Sections 2–4 consist of background material and the derivation of the key evolution
inequalities we shall require for our study.
• In Section 2 we introduce the basic notation and quantities.
• In Section 3 we derive essential evolution equations and inequality for key
quantities.
• We then localise these evolution inequalities in Section 4.
Sections 5–7 contain the proofs of our main results.
• In Section 5 we establish long-time existence of entire graphical solutions to
spacelike MCF, assuming the long-time existence of solutions on bounded
convex domains satisfying Neumann boundary conditions, which we prove
in Section 6.
• We also prove the convergence of spacelike MCF with Neumann conditions
in Section 6.
• In Section 7, we prove long-time existence and convergence of spacelike
MCF on bounded domains satisfy Dirichlet boundary conditions; namely,
that the fixed boundary data is acausal (see Definition 7.1). Here, we make
use of work in [25].
Sections 8–9 concern the properties of entire solutions.
• Since we have non-uniqueness for entire spacelike MCF, in Section 8 we
introduce the notion of tame solutions which satisfy mild natural assump-
tions. We show that tame solutions satisfy estimates similar to expanders,
and deduce some immediate consequences.
• In Section 9 we show that under the assumption that M0 converges to
a spacelike cone at infinity (in C0), then the renormalised flow converges
subsequentially in C∞loc to a self-expanding solution to the flow.
Appendices A–C consist of further technical results.
• In Appendix A we derive the expression of spacelike MCF and describe the
Neumann boundary condition in terms of graphs.
• In Appendix B we demonstrate uniqueness for the flow over compact do-
mains.
• In Appendix C we derive the evolution equation for an ambient symmetric
2-tensor along the flow.
Acknowledgement. This research was supported by Leverhulme Trust Research
Project Grant RPG-2016-174.
2. Preliminaries
In this section we introduce some notation we shall employ throughout the arti-
cle, and we describe the basic quantities that are needed for our study.
2.1. Basic notation. Throughout this paper we employ summation convention
between raised and lowered indices, where lower-case Latin indices range over 1 ≤
i, j, k, . . . ≤ n, upper-case Latin indices range over 1 ≤ A,B,C, . . . ≤ m, and Greek
indices range over 1 ≤ α, β, γ, . . . ≤ n+m.
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We take the standard orthonormal basis {f1, . . . , fn, e1, . . . , em} of Rn,m such
that each fi is spacelike and each eA is timelike. Therefore, if x = x
ifi + x
n+AeA
and y = yifi + y
n+AeA then the R
n,m scalar product is given by
〈x, y〉 = xiδijyj − xn+AδAByn+B.
We recall that for any vector x ∈ Rn,m, we let
|x|2 = 〈x, x〉 ,
and reiterate that (despite appearances) this quantity can be negative.
We let M be an n-dimensional spacelike submanifold of Rn,m. We let X : Ω →
R
n,m, for some Ω ⊂ Rn, denote the position vector of M . We also let xi be
coordinates on Ω and let
Xi :=
∂X
∂xi
.
We write the usual Levi-Civita connection on Rn,m by ∇. For any tangent
vector fields U, V on M and normal vector field ν we write the induced and normal
connection as
∇UV =
(∇UV )⊤ , ∇⊥Uν = (∇Uν)⊥
respectively. We may now use the usual definition to extend tensor derivatives
to tensors taking values in the normal bundle. We will often use the abbreviated
notation ∇i = ∇Xi , ∇i = ∇Xi and ∇⊥i = ∇⊥Xi .
Throughout we will assume that at any point p ∈M , ν1, . . . , νm are an orthonor-
mal frame of NpM . To avoid sign confusion for timelike quantities, for any timelike
z ∈ Rn,m we write
0 ≤ ‖z‖2 = −|z|2 .
This defines a norm on NM .
When dealing with a graph defined by uˆA : Ω→ R for 1 ≤ A ≤ m, we will write
uˆ =
m∑
A=1
uˆAeA .
2.2. Gradients. As in [3] we will require a quantity on a spacelike manifold M
that measures how close to lightlike the manifold is at a point. To this end we
define the projection matrix
WAB := 〈eA, νB〉
and the partial gradients
w2A := ‖e⊥A‖2 =
m∑
B=1
WABWAB .
We define the full gradient to be
(2.1) v2 =
∑
A
w2A =
∑
A
‖e⊥A‖2,
which is essentially a matrix norm of WAB . We note that this is different to
the “determinant-type” gradient in [24] (although, due to the arithmetic-geometric
inequality, they are equivalent). We see that a bound on v(p) gives a measure of
how close TpM is to the lightcone and so is a key quantity. In particular, it leads
to the following definition.
Definition 2.1. An n-dimensional submanifold M of Rn,m is uniformly spacelike
if there is C > 0 such that for all p ∈M , v(p) < C, where v is defined in (2.1).
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The gradient also plays a vital role in the estimate of ambient tensors on the
flowing submanifold. Suppose T is an (a+ b)-covariant tensor on Rn,m. Defining
Ti1,...,ia,A1,...,Ab := T (Xi1 , . . . , Xia , νA1 , . . . , νAb),
we have that
|Ti1,...,ia,A1,...,Ab | ≤ va+b|T |Rn+m
It will also be useful to consider the evolution of ‖X⊥‖2. This will be used to
calculate the gradient of cutoff functions, ultimately allowing us to obtain local
gradient estimates that only depend on C0 bounds. We will repeatedly use that,
since ∇|X |2 = 2X , we have
(2.2) |∇|X |2|2 = 4|X −X⊥|2 = 4(|X |2 − |X⊥|2) = 4(|X |2 + ‖X⊥‖2).
2.3. Flow quantities. Suppose V is any time-dependent vector field on M . As in
[30], for any given local coordinates yα on Rn,m in a neighbourhood of a point in
M we define
∇ d
dt
V = ∇ d
dt
[
V α
∂
∂yα
]
=
[
∂V α
∂t
+ V βHγΓ
α
βγ
]
∂
∂yα
,
where Γ
α
βγ are the Christoffel symbols of ∇ with respect to the coordinates yα. This
is compatible with the metric:
d
dt
〈V,W 〉 =
〈
∇ d
dt
V,W
〉
+
〈
V,∇ d
dt
W
〉
.
Furthermore, it is easy to see that
∇ d
dt
Xi = ∇Xi
dX
dt
= ∇iH,
and if V is a vector field on Rn,m then along MCF we have
∇ d
dt
V = ∇HV.
For example, since 〈νA, Xi〉 = 0, we have〈
∇ d
dt
νA, Xi
〉
= − 〈νA,∇XiH〉 .
On the other hand
〈
∇ d
dt
νA, νB
〉
is not determined by the flow. For any fixed t0
such that νA is given at t0, we may extend the νA for all nonsingular times using
∇ d
dt
νA = −
〈
νA,∇⊥i H
〉
gijXj .
We observe that under this assumption the condition 〈νA, νB〉 = δAB is preserved
along the flow. Normal quantities will be calculated in such a basis. Furthermore,
to avoid sign changes we raise and lower normal indices by minus the normal metric:
TA = TBδ
BA.
2.4. Curvature. For U, V ∈ TpM , we define the second fundamental form by
II(U, V ) =
(∇UV )⊥
and we use the notation
IIij = II(Xi, Xj) = (∇XiXj)⊥ .
Therefore, for ν ∈ NM , (∇iν)⊤ = −〈ν, IIij〉 gjkXk
We write
hAij = −〈IIij , νA〉 so that IIij = hAijνA .
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Similarly we define
HA = −〈H, νA〉 = gijhAij .
We observe that
∇⊥k IIij = ∇khAijνA .
The Codazzi–Mainardi equations imply that
∇⊥UII(V,W ) = ∇⊥U II(W,V ) = ∇⊥V II(U,W ).
3. Evolution equations
In this section we derive equations and inequalities that are satisfied by key
quantities along the spacelike MCF. We will use the notation ∆ = gij∇2ij for the
Laplacian on M and recall that Mt denotes the spacelike submanifold at time t
along the mean curvature flow starting at M .
3.1. C0 quantities. We begin with the following standard observation.
Lemma 3.1. Let f : Rn,m → R be a C2 function. Then under MCF we have(
d
dt
−∆
)
f = −gij∇2ijf.
Proof. We have:
∇if =
〈∇f,Xi〉 ,
∇2ijf =
〈∇Xj (∇f), Xi〉+ 〈∇f,∇XjXi −∇XjXi〉 = ∇2XiXjf + 〈∇f, IIij〉 ,
∆f = gij∇2XiXjf +
〈∇f,H〉 ,
d
dt
f =
〈∇f,H〉 .
The result follows immediately from these formulae. 
We define the following quantities at x ∈ Rn,m:
uA := −〈eA, x〉 ,
r2 := |x|2 +
∑
A
u2A.
Since ∇2UV |x|2 = 2 〈U, V 〉 we have the following corollary to Lemma 3.1.
Corollary 3.2. Under mean curvature flow,(
d
dt
−∆
)
|X |2 = −2n,
(
d
dt
−∆
)
(R2 − 2nt− |X |2) = 0,(
d
dt
−∆
)
uA = 0,
(
d
dt
−∆
)
r2 = −2n− 2
∑
A
(w2A − 1).
The second equation in Corollary 3.2 shows that we have a good cutoff function
with support on shrinking quasi-spheres.
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3.2. Gradient quantities. We first write down a general observation.
Lemma 3.3. Suppose that V is a smooth 1-form on Rn,m. We write the compo-
nents of the restriction of this tensor to NMt as
VA = V (νA).
Then VA satisfies
∇kVA = ∇kVA + V (Xl)hlAk ,
and (
d
dt
−∆
)
VA = −gij∇A∇jVA − 2∇iV (Xl)hilA − VBhBijhijA .
Proof. We see that
d
dt
VA = ∇HV (νA) + V (∇ d
dt
νA) = ∇HV (νA)− V (Xj)
〈∇⊥j H, νA〉 .
We calculate
∇kVA = ∇kVA + V ((∇kνA)⊤) = ∇kVA − V (Xl)
〈
II lk, νA
〉
.
Furthermore,
∇j∇iVA = ∇Xi∇XjVA +∇IIijVA +∇XiV (
(∇XjνI)⊤)−∇XjV (Xl)〈II li, νA〉
− V (IIjl)
〈
II li, νA
〉
− V (Xl)
〈
∇⊥j II li, νI
〉
− V (Xl)
〈
II li,
(∇jνA)⊤〉
= ∇Xi∇XjVA +∇IIijVA +∇XiV (Xk)hkjA +∇XjV (Xl)hliA + V (IIjl)hliA
− V (Xl)
〈
∇⊥j II li, νA
〉
= ∇i∇jVA +∇IIijVA +∇iVkhkjA +∇jV (Xl)hliA + V (IIjl)hliA
− V (Xl)
〈
∇⊥j II li, νA
〉
.
Finally, using Codazzi–Mainardi gives the claimed result. 
Lemma 3.4. Along MCF we have that(
d
dt
−∆
)
w2A = −2 〈eA, IIik〉 gijgkl 〈IIjl, eA〉+2
〈
II(Xi, e
⊤
A), II(X
ij, e⊤A)
〉
,(
d
dt
−∆
)
‖X⊥‖2 = −2 〈X, IIij〉
〈
IIij , X
〉−4 〈H,X〉+ 2 〈II(Xi, X⊤), II(X i, X⊤)〉 ,
∇iw2A = 2
〈
eA, II(Xi, e
⊤
A)
〉
and ∇i‖X⊥‖2 = 2
〈
X, II(Xi, X
⊤)
〉
.
Proof. We define the 1-form V (Z) = 〈eA, Z〉 on Rn,m, and note that ∇V = 0, and
∇2V = 0. We deduce from Lemma 3.3 that:(
d
dt
−∆
)
VB = −VChCijhijB = 〈eA, IIij〉 〈II ij , νB〉 ,
∇kVB = V (Xl)hlkB = −
〈
II(e⊤A, Xk), νB
〉
.
As wA = ‖e⊥A‖2 =
∑m
I=1(〈eA, νB〉)2 =
∑m
B=1 V
2
B, we see that(
d
dt
−∆
)
w2A =
∑
B
[
2VB
(
d
dt
−∆
)
VB − 2∇iVB∇iVB
]
=
∑
B
[2 〈νB, eA〉 〈νB, IIik〉 gijgkl 〈IIjl, eA〉
− 2 〈νB, II(Xi, e⊤A)〉 gij 〈νB, II(Xj , e⊤A)〉]
= −2 〈eA, IIik〉 gijgkl 〈IIjl, eA〉 − 2
∑
B
〈
νB, II(Xi, e
⊤
A)
〉
gij
〈
νB, II(Xj , e
⊤
A)
〉
.
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We also have
∇iw2A = 2
∑
B
VB∇iVB = −2
∑
B
〈νB, eA〉
〈
νB, II(Xi, e
⊤
A)
〉
= 2
〈
eA, II(Xi, e
⊤
A)
〉
.
Similarly, we define the 1-form U = 〈X,Z〉, where X is the position vector, and
we see that ∇Y U(X) = 〈Y,X〉 and ∇2U = 0. An identical argument to the above
yields the claimed equations for ‖X⊥‖2. 
As is often the case with MCF in indefinite spaces, the key to a local gradient
estimate is to estimate the first term in the evolution of w2A in Lemma 3.4 by
slightly more than twice the gradient of wA using an eigenvalue estimate, originally
employed by Bartnik [3, Theorem 3.1] (see also [11, 12, 14] for similar arguments).
Corollary 3.5. We may estimate(
d
dt
−∆
)
w2A ≤ −
|∇w2A|2
w2A
or (
d
dt
−∆
)
w2A ≤ −
(
1 +
1
2n
) |∇w2A|2
w2A
+ 2w2A‖H‖2.
Proof. For the second term in the evolution of w2A in Lemma 3.4, we have that
|∇w2A|2 = 4‖e⊥A‖2
〈
e⊥A
‖e⊥A‖
, II(Xi, e
⊤
A)
〉
gij
〈
e⊥A
‖e⊥A‖
, II(Xj , e
⊤
A)
〉
≤ −4w2A
〈
II(Xi, e
⊤
A), II(Xj , e
⊤
A)
〉
gij .
We now estimate the first term in the evolution of w2A in Lemma 3.4. Write
tij = 〈eA, IIij〉 and the eigenvalues of tij as λ1, . . . , λn where λ1 is the largest in
absolute value. Using −1 = |e⊤A|2 − w2A, we have that
|∇w2A|2 ≤ 4λ21|e⊤A|2 = 4λ21(w2A − 1) ≤ 4λ21w2A.
The first estimate in the statement follows from the fact that |t|2 ≥ λ21.
Since for any symmetric tensor bij , n|b|2 ≥ (trb)2, we have that
|t|2 = λ21 + . . .+ λ2n ≥ λ21 +
1
n− 1(
n∑
i=2
λi)
2 ≥ (1 + 1
n
)λ21 − gijtij ,
where we used Young’s inequality for the last estimate. We now see that
−2 〈eA, IIik〉 gijgkl 〈IIjl, eA〉 ≤ −2
(
1 +
1
n
)
λ21 + 2(〈eA, H〉)2
≤ −
(
1 +
1
n
) |∇w2A|2
2w2A
+ 2w2A‖H‖2.
The second estimate in the statement now follows. 
Remark 3.6. The second estimate in Corollary 3.5 is the same as the evolution
inequality satisfied by the codimension 1 gradient (see [11, Corollary 2.5]).
We now derive an evolution inequality for ‖X⊥‖ in a similar way.
Corollary 3.7. For ǫ ∈ (0, 1), at any point such that |X |2 < ǫ‖X⊥‖2 we have that(
d
dt
−∆
)
‖X⊥‖2 ≤ −
(
1
2
+
1 + 1n
2(1 + ǫ)
) |∇‖X⊥‖2|2
‖X⊥‖2 − 4 〈X,H〉+ 2 〈X,H〉
2
.
SPACELIKE MCF 13
Proof. Since
|∇‖X⊥‖2|2 = 4 〈X, II(X⊤, Xi)〉 〈II(X i, X⊤), X〉 ,
we immediately see that
−2 ∣∣〈II(Xi, X⊤), II(X i, X⊤)〉∣∣ ≤ −|∇‖X⊥‖2|2
2‖X⊥‖2 .
Using equation (2.2), and estimating as in Corollary 3.5, we have
−2 〈X, IIij〉
〈
IIij , X
〉 ≤ −(1 + 1
n
) |∇‖X⊥‖2|2
2(|X |2 + ‖X⊥‖2) + 2 〈H,X〉
2
.
Altogether these estimates imply(
d
dt
−∆
)
‖X⊥‖2 ≤ −1
2
(
1 +
(
1 +
1
n
) ‖X⊥‖2
|X |2 + ‖X⊥‖2
) |∇‖X⊥‖2|2
‖X⊥‖2
− 4 〈H,X〉+ 2 〈H,X〉2 .
The upper bound on |X |2 now yields the claim. 
We also observe we may use the height function to get a large negative evolution
for the gradient (depending on local bounds on u). Similar ideas were used in [17].
Lemma 3.8. We have that(
d
dt
−∆
)
w2Ae
u2A ≤ −2eu2Aw2A(w2A − 1).
Proof. Recall Lemma 3.2, Corollary 3.5 and |∇uA|2 = (w2A − 1). We may estimate
using Young’s inequality, for any smooth positive function φ : R→ R:(
d
dt
−∆
)
w2Aφ(uA) ≤ −φ
|∇w2A|2
w2A
− 2φ′ 〈∇w2A,∇uA〉− φ′′w2A|∇uA|2
≤ w2A
(
(φ′)2
φ
|∇uA|2 − φ′′|∇uA|2
)
.
We choose to write φ = eψ. Then
φ′ = ψ′φ, φ′′ = ψ′′φ+ (ψ′)2φ
and (
d
dt
−∆
)
w2Aφ(uA) ≤ −ψ′′φw2A|∇uA|2 = −ψ′′φw2A(w2A − 1).
Setting ψ = u2A yields the claim. 
3.3. Curvature quantities. We recall the following evolution equations which
may be found in [24, Proposition 4.1, equation (5.7)].
Lemma 3.9. The following evolution equations hold:(
d
dt
−∆
)
hAij = −hAkrhkrB hBij + 2hAklhBli hkBj − hAilhBlkhBkj − hAjlhBlkhBki
+ hAikh
Bk
j HB + h
A
jkh
Bk
i HB ;(
d
dt
−∆
)
HA = −hAkrhkrB HB;(
d
dt
−∆
)
‖H‖2 = −2 〈H, II ij〉
〈
H, II ij
〉− 2‖∇⊥H‖2;(
d
dt
−∆
)
‖II‖2 = −2hilAhBilhkrA hkrB − 2|hkiAhkjB − hliBhjlA|2 − 2|∇phAik|2.
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Corollary 3.10. The following evolution inequalities hold:(
d
dt
−∆
)
‖H‖2 ≤ − 2
n
‖H‖4 − 2|∇⊥H |2;(
d
dt
−∆
)
‖II‖2 ≤ − 2
m
‖II‖4 − 2‖∇⊥II‖2.
Proof. Setting rij = 〈H, IIij〉, we have |r|2 ≥ n−1(tr r)2 = n−1‖H‖2, which gives
the first inequality. The second follows by the same trick applied to SAB = hilAhBil .

4. Local estimates
In this section we localise the estimates for our key quantities using an appro-
priate cut-off function. To this end, we introduce the following notation.
Definition 4.1. We define the solid cylinder of radius R centred at p to be
CR(p) := {x ∈ Rn,m|r2(x− p) < R} ⊂ Rn,m,
and the solid quasi-sphere centred at p ∈ Rn,m by
QR(p) := {x ∈ Rn,m||x− p|2 < R2} ⊂ Rn,m,
where if the centre is omitted, it is assumed to be 0 ∈ Rn,m, that is
CR := {x ∈ Rn,m|r2(x) < R} and QR := {x ∈ Rn,m||x|2 < R2}.
We now define
ηR := (R
2 − |X |2 − 2nt)+
and note that ηR(X) > 0 for t < (2n)
−1R2 if and only if X ∈ Q√R2−2nt.
We remark that the above quasi-spheres have positive square radius, and the
suppost of the cutoff function collapses on to the interior of the light cone as t goes
to R
2
2n . These should not be confused with the (negative square radius) expanding
quasi-spheres of Definition 1.6.
We now include a lemma which is essentially [11, Lemma 3.3].
Lemma 4.2. Suppose that, along MCF, a C2-function f : Rn,m → R+ satisfies(
d
dt
−∆
)
f ≤ g − (1 + δ) |∇f |
2
f
for some function g and δ > 0. Then there exists p = p(δ) > 0 such that, writing
ηR = ηR(|X |2 + 2nt), we have(
d
dt
−∆
)
fηpR ≤ gηpR.
Furthermore for any Λ > 0, there exists q = q(δ,Λ) > 0 such that(
d
dt
−∆
)
fηqR ≤ gηqR − Λfηq−2R |∇|X |2|2 .
Proof. Let p ≥ 2. If t < (2n)−1R2 and x ∈ Q√R2−2nt then at (x, t):(
d
dt
−∆
)
fηpR ≤ fηp−2R
[
η2Rf
−1g − (1 + δ)η2R
|∇f |2
f2
− 2pηR
〈∇f
f
,∇ηR
〉
− p(p− 1)|∇ηR|2
]
≤ fηp−2R
[
η2Rf
−1g + p
(
1− δ
1 + δ
p
)
|∇|X |2|2
]
.
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Setting p = min{ 1+δδ , 2} gives the first equation. The second equation follows
simply by making q sufficiently larger than p. 
We first observe we may easily get a local estimate for w2A if ‖H‖2 is bounded.
Lemma 4.3. Suppose that for all t ∈ [0, R22n ), supp ηR ∩Mt is compact and for all
y ∈ supp ηR ∩Mt,
‖H‖2(y, t) < CH .
Then there exists p > 0 such that for all t ∈ [0, R22n ),
sup
Mt
w2Aη
p
R ≤ e2CHt sup
M0
w2Aη
p
R.
Proof. Using Corollary 3.5 and Lemma 4.2, there exists p > 0 such that(
d
dt
−∆
)
w2Kη
p
Re
−2CHt ≤ 0.
The maximum principle now yields the result. 
Remark 4.4. As wA and ‖H‖2 have the same evolution as the gradient and square
of the mean curvature in the codimension 1 case, we may follow an identical proof
to [11, Theorem 3.1]. However, note that to apply the maximum principle to
g =
w2A
(Λ − ‖H‖2) 1q
(R2 − |X |2 − 2nt)p
we require that it is (at least) continuous; i.e. we require a bound on ‖H‖2 so that
the denominator is never zero (which is seemingly absent from the hypotheses of
[11, Theorem 3.1]). Lemma 4.3 therefore yields an equivalent statement.
In general, we may not have a uniform bound on ‖H‖2 as assumed in Lemma
4.3. However, in the applications in Section 5, we will have bounds of the form
t‖H‖2 ≤ n
2
,
and we now prove local estimates under this assumption.
Lemma 4.5. Suppose that for all t ∈ [0, R22n ), supp ηR ∩Mt is compact and there
is some L > 0 such that, for all y ∈ supp ηR ∩Mt,
t‖H‖2(y, t) ≤ n
2
and |X |2(y, t) > −L.
There exists q = q(n) and C = C(n,R, L) such that for all t ∈ [0, R22n ),
sup
Mt
t‖X⊥‖2ηqR(y, t) ≤ C.
Proof. Due to Corollary 3.7 (setting ǫ = (1 + 2n)−1), we have that at any point
where |X |2 < ‖X⊥‖21+2n :(
d
dt
−∆
)
‖X⊥‖2 ≤ −
(
1 +
1
4n
) |∇‖X⊥‖2|2
‖X⊥‖2 +
√
2n‖X⊥‖√
t
+ n
‖X⊥‖2
t
.
We consider f = t‖X⊥‖2ηqR where q is chosen as in Lemma 4.2 with Λ = 1, which
we want to show is uniformly bounded to prove the statement.
Suppose that at time t0, y0 ∈ Mt0 is an increasing maximum of f (that is, f
has a maximum in space at y0 and
df
dt (y0, t0) ≥ 0). Then we have that either
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‖X⊥‖2 ≤ (1 + 2n)|X |2 (which implies that f ≤ C(n,R)), or at (y0, t0)
0 ≤
(
d
dt
−∆
)
t‖X⊥‖2ηqR
≤ −t‖X⊥‖2|∇|X |2|2ηq−2R +
√
2nt‖X⊥‖ηqR + n‖X⊥‖2ηqR + ‖X⊥‖2ηqR
= −4t‖X⊥‖4ηq−2R + 4tL‖X⊥‖2ηq−2R +
√
2nt‖X⊥‖ηqR + (n+ 1)‖X⊥‖2ηqR .
Therefore at any increasing maximum of f = t‖X⊥‖2ηqR such that R2(1 + 2n) <
‖X⊥‖2, we have
f2 ≤ 2n−1LR2fηqR + t
√
2nfη
3
2 q+2
R + (n+ 1)fη
q+2
R ,
which implies f ≤ C(R, n, L) due to our chosen range of t. 
We now use Lemma 4.5 to show a full local gradient bound.
Lemma 4.6. Suppose that for all t ∈ [0, R22n ), supp ηR ∩Mt is compact and there
is some Cu > 0 such that, for all y ∈ supp ηR ∩Mt,
t‖H‖2(y, t) ≤ n
2
and ‖u‖2(y, t) < Cu.
There exists p = p(n) and C = C(n,R,Cu) such that for all t ∈ [0, R22n ),
sup
Mt
tv2ηpR(y, t) ≤ C.
Proof. The bound on ‖u‖2 implies that |X |2 > −Cu. As a result we may apply
Lemma 4.5 to give that
t‖X⊥‖ηqR < C(n,R,Cu).
Setting f = w2Ae
u2A , by Lemma 3.8 we have(
d
dt
−∆
)
f = −cf2 + Cf
where c and C depend only on Cu. Therefore at an increasing maximum of f , for
p ≥ q + 2, we may calculate:
0 ≤
(
d
dt
−∆
)
tfηpR = −ctηpRf2 + CftηpR + fηpR − 2 〈∇f,∇ηpR〉
+ tf
(
−p(p− 1)ηp−2R |∇|X |2|2
)
= −ctηpRf2 + CftηpR + fηpR + tfp(p+ 1)ηp−2R |∇|X |2|2,
where we used that ∇(tfηpR) = 0 on the final line. Using the estimate on ‖X⊥‖2
and |X |2,
ctf2ηpR ≤ CftηpR + fηpR + tCfηp−2R + Cf,
We therefore obtain that tw2Ae
u2AηpR = tfη
p
R < C, where C depends only on n,R,Cu.
Summing the estimates on the w2A and using the bound on ‖u‖2 gives the lemma.

We now prove local estimates on the second fundamental form.
Lemma 4.7.
(a) Suppose the hypotheses of Lemma 4.3 hold, and additionally we have a
uniform estimate
v2(y, t) ≤ Cv
for all y ∈Mt. There exists C1 = C1(n,R,Cv) such that
‖II‖2ηpR ≤ C1sup
M0
‖II‖2ηpR.
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(b) Suppose the hypotheses of Lemma 4.6 hold. There exists C2 = C2(c, R,Cu)
such that
t‖II‖2ηpR ≤ C2.
Proof. Part (a) follows by a calculation similar to the proof of Lemma 4.6, but
estimating |∇|X |2|2 and using the estimates of Lemma 4.3 instead of Lemma 4.5.
Part (b) is identical to the proof of Lemma 4.6, replacing f with f = ‖II‖2, and
using that
(
d
dt −∆
) ‖II‖2 ≤ − 2m‖II‖4. 
Remark 4.8. Once we have a uniform bound v2 < Cv, we may use an identical
proof to Lemma 4.7 but replacing ηpR with η˜
2
R(r) = (R
2 − r2)2+. This is exactly as
in [11, Proposition 3.6] and yields estimates in cylinders of the form
sup
Mt
‖II‖2η˜2R(r) ≤ sup
M0
‖II‖2η˜2R(r).
We conclude this section with local higher order estimates on the second funda-
mental form.
Lemma 4.9. Suppose that for all t ∈ [0, T ), y ∈ CR ∩Mt,
v2(y, t) < Cv, ‖II‖2(y, t) < CII ,
for some constants Cv, CII . Then there exists a constant
Ck := Ck(Cv , CII , n,m, k, max
1≤l≤k
sup
M0∩CR
‖∇lII‖2)
such that for all t ∈ [0, T ),
sup
Mt∩CR
2
‖∇kII‖2 ≤ Ck.
Proof. All required evolution equations may be estimated as in the codimension
one case, so the proof of [11, Proposition 3.7] applies without alteration. 
5. Entire solutions
We now demonstrate the long-time existence of entire graphical solutions to
spacelike MCF, assuming the long-time existence of solutions on bounded convex
domains satisfying Neumann boundary conditions, which we defer to Section 6.
The following lemma will be used to give the compactness hypothesis required
in our local estimates, and is a higher codimension version of [7, Proposition 1].
Lemma 5.1. Suppose 0 ∈ M0, M0 is spacelike and is given by the graph of uˆ0 :
R
n → Rm. Then
(5.1) lim
R→∞
inf
x∈Rn\BR
[|x|2 − ‖uˆ0‖2] =∞,
or equivalently (recalling the notation of Definition 4.1),
lim
R→∞
inf
M0\CR
|X |2 =∞.
Moreover, there exists ǫ > 0 such that
(5.2) ‖uˆ0‖ ≤ χǫ
where
χǫ(x) :=
{
1− ǫ for x ∈ B1(0),
|x| − ǫ for x ∈ Rn \B1(0).
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Proof. Suppose (5.1) does not hold. Then there exists a constant C > 0 and a
sequence of points xi ∈ Rn such that 1 < |xi| → ∞ but yi := xi + uˆ0(xi) ∈M0 has
(5.3) |yi|2 = |xi|2 − ‖uˆ0(xi)‖2 < C.
Since M0 is spacelike there exists ǫ > 0 such that for all x ∈ ∂B1(0),
(5.4) ǫ ≤ |x|2 − ‖uˆ0(x)‖2 = 1− ‖uˆ0(x)‖2.
We define x˜i :=
xi
|xi| ∈ ∂B1(0) and y˜i := x˜i+ uˆ0(x˜i) ∈M0. Since M0 is spacelike,
(5.5) 0 ≤ ‖y˜i − yi‖2 = (|xi| − 1)2 − ‖uˆ0(x˜i)− uˆ0(xi)‖2.
Equations (5.4) and (5.5) and the triangle inequality for the norm ‖ · ‖ now imply
|yi|2 ≥ |xi|2 − (‖uˆ0(xi)− uˆ0(x˜i)‖+ ‖uˆ0(x˜i)‖)2
≥ |xi|2 − (|xi| − 1 + 1− ǫ)2 = 2ǫ|xi| − ǫ2.
This contradicts (5.3) as i→∞.
Equation (5.2) follows from (5.4) and the fact that M0 is spacelike. 
We now prove our claimed long-time existence result in the entire setting.
Theorem 5.2. Suppose that M0 is smooth, spacelike and given by the graph of
uˆ0 : R
n → Rm. There exists a solution
uˆ ∈ C∞loc(Rn × (0,∞)) ∩ C0,αloc (Rn × [0,∞))
to graphical spacelike MCF (1.3) satisfying
|uˆ(x, t) − uˆ0(x)| ≤
√
2nt.
Furthermore, if there exists a constant CH > 0 such that
(5.6) sup
M0
‖H‖2 < CH ,
then uˆ ∈ C∞
loc
(Rn × [0,∞)) and
‖H‖2 ≤ 1
(CH + 1)−1 + 2n t
.
Proof. Case 1: ‖H‖2 bounded initially. We first suppose (5.6) holds. Without
loss of generality we assume that uˆ0(0) = 0.
By Lemma 5.1 there exist radii Ri such that the graph of uˆ0 over R
n \ BRi
satisfies
(5.7) inf
x∈Rn\BRi
[|x|2 − ‖uˆ0(x)‖2] ≥ 2i+ 1
and therefore M0 ∩ CRi lies outside QRi , in the notation of Definition 4.1.
We will now solve a sequence of auxiliary problems for spacelike MCF with
Neumann boundary conditions and use our interior estimates to show that these
converge to a solution of (1.3). Unfortunately, to get a solution to our auxiliary
problem which is smooth to t = 0, we need our initial data to satisfy compatibility
conditions. To this end we now describe a way to modify uˆ0 so the initial data
satisfies compatibility conditions of all orders.
For some Λ > 0, we define
u˜0,i(x) =

uˆ0(x) for x ∈ BRi+Λ,
uˆ0((Ri + Λ− |Ri + Λ− |x||) x|x|) for x ∈ B2Ri+2Λ \BRi+Λ,
0 for x ∈ Rn \B2Ri+2Λ.
Clearly u˜0,i is continuous (as uˆ0(0) = 0) and smooth away from the boundary
(∂BRi+Λ)∪ (∂B2Ri+2Λ) of the annulus. We now let uˆ0,i be a smoothing of u˜0,i such
that uˆ0,i = u˜0,i on BRi and uˆ0,i ≡ 0 on Rn \B2Ri+3Λ. By choosing Λ large enough
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depending only on CH , we may assume that the mean curvature of uˆ0,i satisfies
‖H‖2 < CH + 1 and |uˆ0,i|2 < |uˆ0|2 + 1.
We now consider the spacelike MCF problems with Neumann boundary condi-
tions given by
(5.8)

duˆi
dt
− gkl(Duˆ)D2kluˆi = 0 on B2Ri+3Λ+1 × [0, T ),
D x
|x|
uˆi = 0 on ∂B2Ri+3Λ+1 × [0, T ),
uˆi(·, 0) = uˆ0,i(·) on B2Ri+3Λ+1.
Since compatibility conditions of all orders are satisfied, Theorem 6.2 below implies
there exists a solution uˆi ∈ C∞(B2Ri+2Λ×[0,∞)). Furthermore, as uˆi is sufficiently
regular, we have the bound
‖Hi‖2 ≤ ((1 + CH)−1 + 2n−1t)−1,
which is uniform in i.
We letMt,i := graph uˆi. By Lemma 5.1 and the preservation of height bounds for
‖ui‖, for all t > 0 and j > i we have ∂Mt,j∩QRi = ∅. Therefore, eachMt,j∩QRi has
compact closure. We may now apply the interior estimates of Lemma 4.3 to obtain
that for all x ∈Mt,j ∩Q√R2i−2nt, we have a uniform bound on v. In particular, for
all t <
R2i
4n and j > i, we may apply Lemmas 4.7 and 4.9 on Mt,j ∩ CRi
2
to imply
uniform Ck;
k
2 bounds for all k.
We now use the Arzela`–Ascoli theorem to take a diagonal sequence which con-
verges in C∞loc to the claimed solution uˆ ∈ C∞loc(Rn × [0,∞)) satisfying (1.3).
Case 2: No initial ‖H‖2 bound. If ‖H‖2 is not bounded initially, we proceed
solving auxiliary problems as above, but this time on the solutions uˆi, we only have
(5.9) |uˆ0,i(x)− uˆi(x, t)| ≤
√
2nt and ‖H‖2 ≤ n
2t
.
However since ‖uˆ0‖ < χǫ by Lemma 5.1, we see that for any x ∈ ∂B1(0) the
quasi-sphere centred at ǫx of radius −(1 − ǫ)2 contains uˆ0 and therefore uˆ0,i is
contained within this quasi-sphere for any i. We therefore see, by evolving such
solutions that
‖uˆi(·, t)‖ < χǫ,t,
where
χǫ,t(x) =
√∣∣∣∣x− ǫ x|x|
∣∣∣∣2 + 1− ǫ2 + 2nt =√|x|2 − 2ǫ|x|+ 1 + 2nt.
We also observe that (writing points in Rn,m as pairs (x, z) for x ∈ Rn and z ∈ Rm)
V = {(x, z) ∈ Rn,m|‖z‖ < χǫ,t(x)}
has compact intersection with QR for any finite R. Indeed, at any point (x, z) ∈
V ∩ QR,
|x|2 −R2 < ‖z‖2 < |x|2 − 2ǫ|x|+ 1 + 2nt,
which implies that |x| ≤ (2ǫ)−1(1 + 2nt + R2). As a result of the above, writing
M it = graph uˆi(·, t), for any time t ∈ [0, T ) and any point (x, uˆ(x, t)) ∈ M it ∩ QR,
we have the estimate
‖uˆi(x, t)‖ < C(ǫ, T,R),
which is uniform in i.
We may now apply Lemmas 4.6 and 4.7 to obtain estimates on gradient and
curvature on M it ∩ QR
4
for all t ∈ (0, R24n ) which are uniform in i. Uniform higher
order estimates also follow from Lemma 4.9.
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Taking a diagonal sequence as before now yields C∞loc convergence to a solution
uˆ which is smooth for t > 0. Since for each uˆi the estimates (5.9) hold, these
estimates pass to the limit, providing the claimed regularity of uˆ to time t = 0. 
6. Neumann boundary conditions
In this section we suppose that our spacelike MCF is over a compact domain
Ω ⊂ Rn ⊂ Rn,m with smooth boundary ∂Ω. We shall prove long-time existence
and convergence of spacelike MCF under the assumption of Neumann boundary
conditions. This, in particular, completes the proof of long-time existence in the
entire setting of Section 5.
Definition 6.1. We define the boundary manifold to be the hypersurface
Σ := ∂Ω× Rm ⊂ Rn × Rm = Rn,m.
We denote the unit outwards (spacelike) normal to Σ by µ and, by abuse of notation,
we will also write the outward pointing unit normal to ∂Ω ⊂ Rn as µ. We denote
the second fundamental form of Σ by
IIΣ(X,Y ) = − 〈∇XY, µ〉 ,
and observe that this tensor has m zero eigenvectors in the directions e1, . . . , em.
The sign has been chosen so that the remaining eigenvalues are positive (due to the
convexity of ∂Ω).
We consider a Neumann boundary condition by requiring that at Σ, the normal
space to Mt must be contained in TΣ; that is, for any basis ν1, . . . , νm,
(6.1) 〈νA, µ〉 = 0
for A = 1, . . . ,m. MCF with a Neumann boundary condition is therefore a one-
parameter family of immersions of a disk, X : Dn × [0, T )→ Rn,m, such that
(6.2)

(
dX
dt
)⊥
= H on Dn × [0, T ),
X(·, t) = X0(·) on Dn,
X(∂Dn, t) ⊂ Σ for all t ∈ [0, T ),
〈νA, µ〉 = 0 on ∂Dn × [0, T ).
Equivalently this may be rewritten in graphical coordinates. We say that uˆ :
Ω× [0, T )→ R satisfies MCF with a Neumann boundary condition if
(6.3)

duˆ
dt
− gij(Duˆ)D2ij uˆ = 0 on Ω× [0, T ),
Dµuˆ = 0 on ∂Ω× [0, T ),
uˆ(·, 0) = uˆ0(·) on Ω.
See Appendix A for details.
Since we have boundary conditions, if we want a solution which does not “jump”
at time t = 0, we need some compatibility conditions (as mentioned in Section 5).
Clearly we will require the zero order compatibility condition
Dµuˆ0(x) = 0
for all x ∈ ∂Ω and more generally the lth order compatibility condition
Dµ
dl
dtl
uˆ0(x) = 0
for all x ∈ ∂Ω, where ddt uˆ0 is defined recursively using the first line of (6.3). Higher
order regularity is important as otherwise we cannot apply the maximum principle
to quantities such as curvature to get estimates that depend on the initial data.
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We now state our long-time existence and convergence theorem in this Neumann
setting. The proof is somewhat lengthy and technical, and forms the remainder of
this section. Here we give an outline of the proof assuming the key technical results
we shall prove below. Recall the notion of uniformly spacelike from Definition 2.1
and what it means for a quasi-sphere to be an outer barrier in Definition 1.6.
Theorem 6.2. Suppose Ω is a bounded convex domain with smooth boundary ∂Ω
and uˆ0 is smooth, uniformly spacelike and satisfies compatibility conditions to l
th
order for some l ≥ 0. There exists a solution
uˆ ∈ C1+2l+α; 1+2l+α2 (Ω× [0,∞)) ∩ C∞(Ω× (0,∞))
of (6.3) which is unique if l ≥ 1 and converges smoothly to a constant function
as t → ∞. Furthermore, expanding quasi-spheres centred in Ω × Rm act as outer
barriers to the flow, and we have the uniform bounds
|uˆ0(x)− uˆ(x, t)| ≤
√
2nt and ‖uˆ‖2 ≤ sup
M0
‖uˆ0‖2,
and, if l ≥ 1,
‖H‖2 ≤ 1
(supM0 ‖H‖2)−1 + 2n t
.
Proof. Although (6.3) is a system, it has linear boundary conditions and is in the
form of m parabolic PDEs. Therefore, standard application of fixed point theory
and Schauder estimates for parabolic PDEs, for example by minor modifications of
[26, Theorem 8.2], one obtains short time existence: there exists T > 0 such that a
solution to (6.3) exists with uˆ ∈ Cl+1+α; l+1+α2 (Ω× [0, T )) ∩C∞(Ω× (0, T ))).
As stated in Appendix A, the components uˆA of uˆ satisfy a uniformly para-
bolic PDE (given by the first line of (6.3)) if and only if v2 is bounded. Fur-
thermore, we may apply standard Schauder estimates as soon as we know that
uˆA ∈ C1+α; 1+α2 (Ω× [0, T )) for all A ∈ {1, . . . ,m}.
In Lemma 6.9 we demonstrate uniform C0 estimates for solutions to (6.2). In
Lemma 6.10 we give uniform estimates on v2, which imply both uniform parabolicity
and C1 estimates on uˆ. As the Nash–Moser–De Giorgi estimates do not hold for
systems we then derive uniform curvature estimates (which imply C2 estimates) in
Proposition 6.13. As Schauder estimates now apply, by bootstrapping we have the
long time existence claimed.
Lemma 6.15 then implies that the solution converges smoothly to a constant.
Uniqueness of the solution is proven in Proposition B.1. 
6.1. Boundary derivatives. We first study derivative conditions at the boundary,
particularly those which are consequences of the Neumann boundary condition. We
begin with two elementary observations.
Lemma 6.3. On ∂Mt we have that
∇µuA = 0.
Proof. We see that ∇µuA = 〈µ, eA〉 = 0. 
Lemma 6.4. Suppose that Ω is convex and 0 ∈ Ω. Then, at any y ∈ ∂Mt we have
∇µ|X |2(y) > 0.
Proof. We have that ∇µ|X |2 = 2 〈µ,X〉 > 0 due to the convexity of Ω. 
By differentiating the Neumann boundary condition (6.1), we immediately have
the following consequences. As these estimates will be applied to curvature quanti-
ties, we need a sufficiently differentiable solution for the curvature evolution equa-
tions to be valid. From now on we will assume that uˆ ∈ C4+α; 4+α2 (Ω × [0, T )),
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but remark that often this is overkill, for example for estimates on the gradient we
only really require uˆ ∈ C1+α; 1+α2 (Ω × [0, T )) ∩ C3+α; 3+α2 (Ω× (0, T )). Some of the
boundary identities below hold in even weaker function spaces.
Lemma 6.5. Suppose that we have a solution to (6.3) in C4+α;
4+α
2 (Ω × [0, T )).
Then for any t ∈ [0, T ), y ∈ ∂Mt and U ∈ TyM ∩ TyΣ,
II(U, µ) +
∑
A
IIΣ(νA, U)νA = 0 and ∇⊥µH +
∑
A
IIΣ(νA, H)νA = 0.
Proof. We differentiate (6.1) in direction U to obtain
0 = U 〈νA, µ〉 =
〈∇UνA, µ〉+ 〈νA,∇Uµ〉 = −〈νA, II(U, µ)〉+ IIΣ(νA, U),
which yields the first claimed equation.
We differentiate (6.1) in time to get
0 =
〈
∇ d
dt
νA, µ
〉
+
〈
νA,∇ d
dt
µ
〉
= − 〈νA,∇⊥µH〉+ IIΣ(νA, H),
giving the second claimed equation. 
Corollary 6.6. Suppose that we have a solution to (6.3) in C4+α;
4+α
2 (Ω× [0, T )).
Then for any t ∈ [0, T ) on ∂Mt we may calculate that
∇µw2A = −2IIΣ(e⊤A, e⊤A) and ∇µ‖H‖2 = −2IIΣ(H,H).
Proof. We have
∇µw2A = −2
∑
B
〈νB, eA〉
〈
νB, II(µ, e
⊤
A)
〉
= 2
〈
e⊥A, II(µ, e
⊤
A)
〉
.
Lemma 6.5 implies
∇µw2A = 2IIΣ(e⊥A, e⊤A) = 2IIΣ(eA − e⊤A, e⊤A) = −2IIΣ(e⊤K , e⊤K).
We have that ∇µ‖H‖2 = −∇µ|H |2 = −2
〈∇⊥µH,H〉. From Lemma 6.5 we have〈∇⊥µH,H〉− IIΣ(H,H) = 0,
so the result follows. 
We now calculate the second derivatives in space of the boundary condition. At
any point p ∈ ∂Mt we choose an orthonormal basis a1, . . . , an−1 of TpMt ∩ TpΣ.
Lemma 6.7. Suppose that we have a solution to (6.3) in C4+α;
4+α
2 (Ω × [0, T )).
Then for any t ∈ [0, T ), y ∈ ∂Mt and U, V ∈ TyM ∩ TyΣ we calculate that at y,
∇⊥µ II(U, V ) =
n−1∑
A=1
[−∇ΣνAIIΣ(U, V )νA − IIΣ(νA, II(U, V ))νA]+ IIΣ(U, V )II(µ, µ)
−
n−1∑
B=1
[
II(V, aB)II
Σ(aB, U) + II(U, aB)II
Σ(aB , V )
]
.
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Proof. We have that
0 = V [〈νA, II(U, µ)〉 − IIΣ(νA, U)]
=
〈∇⊥V νA, II(U, µ)〉+ 〈νA,∇⊥V II(U, µ)〉+ 〈νA, II(∇V U, µ)〉+ 〈νA, II(U,∇V µ)〉
− ∇ΣY IIΣ(νA, U)− IIΣ(∇ΣV νA, U)− IIΣ(νA,∇ΣV U)
=
〈
νA,∇⊥V II(U, µ)
〉−∇ΣV IIΣ(νA, U) + 〈∇⊥V νA, II(U, µ)〉− IIΣ(∇ΣV νA, U)
+ 〈νA, II(∇V U, µ)〉 − IIΣ(νA,∇ΣV U) + 〈νA, II(U,∇V µ)〉
=
〈
νA,∇⊥µ II(U, V )
〉−∇ΣνAIIΣ(U, V )− IIΣ(U, V ) 〈νA, II(µ, µ)〉
−IIΣ(νA, II(U, V ))+
n−1∑
B=1
[〈νA, II(V, aB)〉 IIΣ(aB , U)+〈νI , II(U, aB)〉 IIΣ(aB, V )]
where we used Lemma 6.5 repeatedly to obtain the third equality. 
Corollary 6.8. Suppose that we have a solution to (6.3) in C4+α;
4+α
2 (Ω× [0, T )).
Then, for all t ∈ [0, T ), on ∂Mt we calculate that,
∇⊥µ II(µ, µ) =
n−1∑
A,B=1
[∇ΣνAIIΣ(aB, aB)νA + 2II(aA, aB)IIΣ(aB, aA)]
−
n−1∑
A=1
IIΣ(νA, II(µ, µ))νA −
n−1∑
B=1
IIΣ(aB, aB)II(µ, µ).
Proof. Noting that II(µ, µ) = H −∑B II(aB, aB), the result follows immediately
from Lemmas 6.5 and 6.7. 
6.2. C0 and gradient estimates. We now derive height, gradient and mean cur-
vature bounds for solutions to spacelike MCF with Neumann boundary conditions.
Lemma 6.9. Suppose we have a spacelike solution to (6.3) for t ∈ [0, T ) and Ω is
convex.
(a) Expanding quasi-spheres centred in Ω× Rm act as outer barriers to the flow.
(b) For all y ∈Mt and 1 ≤ A ≤ m,
inf
M0
uA ≤ uA(y, t) ≤ sup
M0
uA.
(c) As a graph over x0 ∈ Ω,
‖uˆ(x0, 0)− uˆ(x0, t)‖ ≤
√
2nt.
Proof. Lemma 6.4 implies that∇µ(|X |2+2nt) ≥ 0. Corollary 3.2 and the maximum
principle (see [31, Theorem 3.1]) therefore imply that if |X |2+2nt ≥ −R2 initially,
then this is preserved, giving (a).
The claim in (b) follows similarly from Corollary 3.2 and Lemma 6.3.
The final statement follows by attaching an expanding quasi-sphere of radius 0
at x ∈ graph uˆ0. At t = 0, this is exactly the lightcone. Since uˆ0 is spacelike the
lightcone cannot touch the graph anywhere except this point and so we may apply
(a) to see that Mt stays inside the expanding quasi-sphere. This implies (c). 
Lemma 6.10. Suppose that Ω is convex. Then for all t ∈ [0, T ) and y ∈Mt,
w2A(y, t) ≤ sup
M0
w2A, v
2(y, t) ≤ sup
M0
v2, ‖H‖(y, t) ≤ sup
M0
‖H‖2.
Proof. Convexity implies that IIΣ is nonnegative definite and so Corollary 6.6 yields
∇µw2A ≤ 0, ∇µv2 ≤ 0, ∇µ‖H‖2 ≤ 0.
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The maximum principle (see [31, Theorem 3.1]), Lemmas 3.8 and 3.9 then give the
estimates. 
6.3. Curvature estimates. The main difficulty in estimating ‖II‖2 for MCF
with a Neumann boundary condition is that we cannot obtain useful estimates
on ∇µ‖II‖2 directly (in general), as boundary derivatives we studied above give us
no information on∇µII(µ, aB). However, since we have a uniform gradient estimate
we may use methods similar to those of Edelen [15] to obtain curvature estimates.
The idea is to perturb II so that µ is an eigenvector, and then get estimates on the
perturbed second fundamental form. This is the core of the technical work in this
Neumann problem.
The curvature estimates will rely on our earlier gradient and mean curvature
estimates, and thoughout this subsection we will assume that
(6.4) v2 ≤ CV ‖H‖2 ≤ CH .
We take smooth uniformly bounded extensions of the tensor IIΣ and the vector
µ to Rn,m which, by abuse of notation we will also write as IIΣ and µ respectively.
For simplicity we also assume that at Σ,
∇µµ = 0, ∇µIIΣ = 0.
Such extensions clearly exist.
We now define the NM -valued tensor
II(U, V ) = II(U, V ) +
m∑
A=1
[
T (U, V, νA) + C 〈U, V 〉
]
νA,
for some C > 0 to be defined later, where
T (U, V,W ) = IIΣ(U,W ) 〈V, µ〉+ IIΣ(V,W ) 〈U, µ〉 .
One key property of II is that, by Lemma 6.5, at the boundary we have that
II(µ, aB) = II(aB, µ) +
m∑
A=1
IIΣ(aB , νA)νA = 0
holds for all aB; that is, µ is an eigenvalue of
〈
II(U, V ), νA
〉
for all A ∈ {1, . . . ,m}.
A second important property is that we may choose C, depending on our bounds
on v2, ‖H‖2 and the tensor T , to be sufficiently large that
‖H‖2 := ‖gijIIij‖2 ≥ n.
This implies an important lower bound, namely
(6.5) ‖II‖2 ≥ 1.
From now on we assume C = C(Cv , CH , T ) > 0 is sufficiently large so that (6.5)
holds.
We now prove our first curvature estimate in this Neumann setting.
Lemma 6.11. There exists a constant κ > 0 depending only on n, m, IIΣ, ∇ΣIIΣ,
µ, ∇µ, T , ∇T , Cv and CH such that
∇µII(aA, aB) ≤ κ‖II‖, ∇µII(µ, µ) ≤ κ‖II‖.
Furthermore,
∇µ‖II‖2 ≤ κ‖II‖2.
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Proof. We see that
∇⊥µ II(aA, aB)
= ∇⊥µ II(aA, aB)
+
m∑
C=1
[∇µT (aA, aB, νC) + T (II(µ, aA), aB, νC) + T (aA, II(µ, aB), νC))] νC
= ∇⊥µ II(aA, aB)
−
m∑
C,D=1
[
IIΣ(νD, aA)T (νD, aB, νC) + II
Σ(νD, aB)T (aA, νD, νC)
]
νC
≤ κ‖II‖,
where we used the inequality (6.5) and Lemma 6.7. Here, κ depends on n, m, IIΣ,
∇ΣIIΣ, µ, ∇µ, T , ∇T and Cv. Similarly,
∇⊥µ II(aA, aB) = ∇⊥µ II(µ, µ)
+
m∑
C=1
[∇µT (µ, µ, νC) + T (II(µ, µ), µ, νC) + T (µ, II(µ, µ), νC))] νC
≤ κ‖II‖.
Hence, we see that
∇µ‖II‖2 = 2
〈
IIij ,∇µIIij
〉
=
〈
II(µ, µ),∇µII(µ, µ)
〉
+
n−1∑
A,B=1
〈
II(aA, aB),∇µII(aA, aB)
〉 ≤ κ‖II‖2
as required. 
We now estimate the evolution of ‖II‖2.
Lemma 6.12. There exists a constant κ > 0 depending only on n, m, IIΣ, ∇ΣIIΣ,
µ, ∇µ, T , ∇T , Cv and CH such that(
d
dt
−∆
)
‖II‖2 ≤ − 2
m
‖II‖4 + κ‖II‖3.
Proof. We write κ for any constant depending only on the quantities in the state-
ment of the lemma, where κ is allowed to change from line to line. We have
‖II‖2 = ‖II‖2 + 2hAijT ijA + κ
∑
A
HA + ‖II − II‖2.
We observe that due to Lemmas 3.9 and C.1 we have the following estimates:(
d
dt
−∆
)
‖II − II‖2 ≤ κ(‖II‖2 + 1) ≤ κ‖II‖2;(
d
dt
−∆
)∑
A
HA ≤ κ‖II‖3;(
d
dt
−∆
)
hAijT
ij
A ≤ κ‖II‖3 − 2∇khAij∇kT ijA .
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Therefore,(
d
dt
−∆
)
‖II‖2 ≤ − 2
m
‖II‖4 − 2‖∇⊥II‖2 − 2∇khAij∇kT ijA + κ‖II‖3
≤ − 2
m
‖II‖4 + κ‖II‖3,
as desired. 
Putting all of the results of this subsection together provides the following cur-
vature estimate.
Proposition 6.13. There exists a constant κ depending on n, m, IIΣ, ∇ΣIIΣ, µ,
∇µ, T , ∇T , M0, Cv and CH such that
‖II‖2 ≤ κ.
Proof. We take the standard Euclidean distance to ∂Ω in Rn and extend it to Rn,m
by pullback under the standard projection. We call this function d and see that
due to the gradient estimate for all t ∈ [0, T )(
d
dt
−∆
)
d ≤ κ on Mt and ∇µd = −1 on ∂Mt .
We see that the function f = ‖II‖2eλd satisfies
∇µf = (κ− λ)f
on ∂Mt. We choose λ sufficiently large so that ∇µf is negative, meaning that no
boundary maxima may occur. At any increasing maximum,
0 ≤
(
d
dt
−∆
)
f
≤ eλd
[
− 2
m
‖II‖4 + κ‖II‖3 − 2λ 〈∇‖II‖2,∇d〉+ κλ‖II‖2 − λ2|∇d|2‖II‖2]
= eλd
[
− 2
m
‖II‖4 + κ‖II‖3 + κλ‖II‖2 + λ2|∇d|2‖II‖2
]
≤ eλd
[
− 2
m
‖II‖4 + κ‖II‖3
]
.
Hence at any increasing stationary point, ‖II‖2 is bounded, and so f is bounded.
The maximum principle indicates that f is therefore bounded (as d is bounded)
and hence ‖II‖2 is bounded everywhere. The result now follows. 
Remark 6.14. The above proof holds for much more general boundary manifolds
Σ. In fact, for any mean curvature flow in Rn,m with a perpendicular boundary
condition on a smooth manifold Σ, an identical proof will show that gradient and
mean curvature estimates imply full boundary curvature estimates. This therefore
replaces the missing Nash–Moser–De Giorgi estimates for this parabolic system.
6.4. Convergence. We now complete the proof of Theorem 6.2 by proving con-
vergence of spacelike MCF under Neumann boundary conditions.
Lemma 6.15. Suppose that we have a solution uˆ to (6.3) for T =∞ with uniform
Ck;
k
2 (Ω× [0,∞)) estimates for all k ≥ 0. Then uˆ converges uniformly in C∞ to a
constant function as t→∞.
Proof. The proof is in fact identical to the codimension one case [21], which we
include here for the convenience of the reader.
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By Lemma 6.9 we have that ‖uˆ‖2 is uniformly bounded for all time by its initial
value. By considering the metric in terms of the graph function uˆ, we see that∫
Mt
dV =
∫
Ω
√
det gijdx ≤ |Ω|.
We therefore see that since
d
dt
∫
Mt
dV =
∫
Mt
‖H‖2dV
(which follows from [24, equation (4.1)] and the Neumann boundary condition) we
have that ∫ T
0
∫
Mt
‖H‖2 ≤ |Ω| − |M0| < |Ω| .
By Corollary 3.2, Lemma 6.3, the L2 estimate on H , and divergence theorem we
see that
d
dt
∫
Mt
u2AdV = −2
∫
Mt
|∇uA|2+u2A‖H‖2dV = −2
∫
Mt
(w2A−1)dV +
∫
Mt
u2A‖H‖2dV
or, due to the uniform estimate on uA and |Mt|, and calculations in Appendix A,∫ ∞
0
∫
Mt
(w2A − 1)dV dt ≤ C(M0,Ω).
Rewriting this over Ω, using the uniform gradient bound and (A.1) gives∫ ∞
0
∫
Ω
|DuˆA|2dxdt ≤ C˜(M0,Ω) .
The uniform Ck;
k
2 estimates imply |DuˆA| → 0 as t → ∞. The range of uˆA is also
monotonically decreasing with time due to estimates as in Lemma 6.9. Therefore,
each uˆA converges uniformly to a constant as t→∞. The uniform Ck; k2 estimates
and Ehrling’s lemma now imply that the convergence is in fact smooth. 
7. Dirichlet boundary conditions
In this section we wish to consider evolving a topological disk by spacelike mean
curvature flow, where the boundary is held on some fixed (n−1)-dimensional space-
like submanifold of Rn,m.
We state this boundary condition graphically. Suppose that Ω ⊂ Rn is a compact
domain with smooth boundary ∂Ω . We denote the outward unit normal to ∂Ω
by µ. The boundary data for the Dirichlet problem is given by smooth functions
φ : Ω→ Rm.
To ensure that the Dirichlet problem is well-posed we require a constraint on
our choice of boundary data as follows.
Definition 7.1. We say that φ : Ω→ Rm is acausal if for all x, y ∈ ∂Ω
(7.1) ‖φ(x) − φ(y)‖ ≤ |x− y|.
Clearly, in a convex domain this is a necessary condition if we are to have a spacelike
graph, due to the mean value theorem. Due to compactness, the boundary data is
in fact strictly acausal : there exists a δ > 0 such that
‖φ(x)− φ(y)‖ ≤ (1− δ)|x − y| .
The acausal condition for the Dirichlet problem for maximal spacelike submanifolds
in Rn,m arises in the recent work of Yang Li [25]. We shall assume that our chosen
Dirichlet data φ is acausal.
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Mean curvature flow with a Dirichlet boundary condition starting at an initial
graph uˆ0 is now defined by uˆ : Ω× [0, T )→ Rm where
(7.2)

duˆ
dt
− gij(Duˆ)Dij uˆ = 0 on Ω× [0, T ),
uˆ = φ on ∂Ω× [0, T ),
uˆ(·, 0) = uˆ0(·) on Ω.
As previously, we define Mt := graph uˆ(·, t). As in the Neumann case, to have
higher order regularity initially, we require some assumptions on uˆ0.
The zeroth order compatibility condition is defined to be that
uˆ0(x) = φ(x) for all x ∈ ∂Ω
We define the kth order compatibility condition is given by
dk
dtk
uˆ0(x) = 0 for all x ∈ ∂Ω,
where ddt uˆ0 is defined recursively by the first line of (7.2).
The key difficulty in proving long time existence for 7.2 is in obtaining suit-
able boundary gradient estimates. Fortunately, Yang Li [25] has recently produced
suitable barriers for the Dirichlet problem for the higher codimensional maximal
submanifold system (i.e. the elliptic equivalent of (7.2)): these are the higher codi-
mensional equivalents of the barriers in [4]. We will show below that (unsurpris-
ingly) these also act as barriers to (7.2).
We now state our long-time existence and convergence theorem in the Dirichlet
setting. The proof is again quite long and technical, and forms the remainder of
the section. We shall, as in the Neumann case, give an outline of the proof where
we assume the key technical results proved below. We again recall the definitions
for an expanding quasi-sphere to be an outer barrier and of uniformly spacelike,
from Definitions 1.6 and 2.1 respectively.
Theorem 7.2. Suppose Ω is a bounded domain with smooth boundary ∂Ω, φ is
acausal boundary data and uˆ0 : Ω → Rm is uniformly spacelike satisfying compati-
bility conditions to the lth order for some l ≥ 0. There exists a solution
uˆ ∈ C2l+α; 2l+α2 (Ω× [0,∞)) ∩ C∞(Ω× (0,∞))
of (7.2) which is unique if l ≥ 1 and converges smoothly to the unique maximal
submanifold with boundary data φ as t→∞. Furthermore, expanding quasi-spheres
centred in Ω×Rm act as barriers to the flow and and we have the uniform bounds
|uˆ0(x) − uˆ(x, t)| ≤
√
2nt and ‖u‖2 ≤ sup
M0
‖u‖2,
and, if l ≥ 1,
‖H‖2 ≤ 1
(supM0 ‖H‖2)−1 + 2n t
.
Proof. The system (7.2) is in the form of m parabolic PDEs with linear boundary
conditions. This implies that short time existence (the existence of T > 0 such
that there is a solution uˆ ∈ Cl+1+α; l+1+α2 (Ω × [0, T )) ∩ C∞(Ω × (0, T )) to (7.2))
follows from a standard application of fixed point theory and Schauder estimates
for parabolic PDEs, for example by very minor modifications of [26, Theorem 8.2].
As stated in Appendix A, each component uˆA of uˆ satisfies a uniformly parabolic
PDE (given by the first line of (7.2)) if and only if v2 is bounded. Furthermore,
we may apply standard Schauder estimates as soon as we know that our solution
satisfies uˆA ∈ C1+α; 1+α2 (Ω× [0, T )) for all A.
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In Lemma 7.4 we demonstrate uniform C0 estimates for solutions to (7.2). In
Proposition 7.9 we give uniform estimates on v2, which imply both uniform parabol-
icity and C1 estimates on uˆ. Lemma 7.11 then implies that we have uniform esti-
mates in C1+α;
1+α
2 . As Schauder estimates now apply, by bootstrapping we have
uniform higher order estimates and the long time existence claimed.
Lemma 7.12 finally implies that the solution converges smoothly to the unique
maximal submanifold with boundary data φ. The fact that the maximal submani-
fold is unique is a consequence of [25, Theorem 2.1]. Uniqueness of the flow solution
is proven in Proposition B.1. 
Remark 7.3. The existence and uniqueness of a solution to the Dirichlet problem
for maximal submanifolds in Rn,m with acausal boundary data is given in [25,
Theorem 2.1]. Theorem 7.2 can be viewed as an extension of this result.
Throughout this section we will write a point (x, y) ∈ Rn,m = Rn⊕Rm. For any
two vectors y, z ∈ Rm we will write the inner product associated to the norm ‖ · ‖
as y · z: this is just the standard Euclidean inner product on Rm.
7.1. C0 estimates. We first derive some simple C0 bounds on solutions to spacelike
MCF with Dirichlet boundary conditions, just as in the Neumann case.
Lemma 7.4. For any spacelike solution of (7.2) we have the following.
(a) Expanding quasi-spheres centred in Ω× Rm act as outer barriers.
(b) For all (x, t) ∈ Ω× [0, T ),
|uˆ(x, t)| ≤ sup
y∈Ω
|uˆ0(y)|.
(c) For all x ∈ Ω,
‖uˆ0(x)− uˆ(x, t)‖ ≤
√
2nt.
Proof. Let p ∈ Rn,m. Suppose that for all y ∈ M0, |y − p|2 ≥ −R2. Clearly, as
the boundary of Mt is fixed, this implies that for all z ∈ ∂Mt, |z − p|2 ≥ −R2 ≥
−R2 − 2nt. The weak maximum principle applied to f = |X − p|2 + 2nt and
Corollary 3.2 now imply (a).
Similarly, (b) follows from Corollary 3.2 and the weak maximum principle.
Part (c) follows from considering an expanding quasi-sphere starting from a light
cone centred at (x, uˆ(x)). 
7.2. C1 estimates. Our goal now is to obtain bounds on the gradient and mean
curvature of solutions to spacelike MCF with Dirichlet boundary conditions. This
forms the main technical work required in this Dirichlet problem.
We first recall the barriers constructed in [25]. We consider a 2-parameter family
of curves ΓK,Λ ⊂ R1,1 ⊂ Rn,m from which we will produce a hypersurface Γ˜K,Λ ⊂
R
n,m by assuming an SO(n− 1)× SO(m− 1) symmetry.
Definition 7.5. Let K > 0 and let Λ ≤ 0. Taking orthogonal coordinates r, w of
R
1,1 (where ∂∂r is spacelike) we write ΓK,Λ graphically as
ΓK,Λ := {(r, w) ∈ R1,1|w = fK,Λ(|r|)},
where
fK,Λ(r) =
∫ r
0
K + n−1Λtn√
t2n−2 + (K + n−1Λtn)2
dt.
Let ξ ∈ Rn and η ∈ Rm. We define the functions
r(x, y) := |x− ξ|, w(x, y) := |y − η|
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for (x, y) ∈ Rn,m. We then define the barrier hypersurface Γ˜K,Λ, centred at (ξ, η)
by
Γ˜K,Λ := {(x, y) ∈ Rn,m|w(x, y) = fK,Λ
(
r(x, y)
)}.
When f ′K,Λ < 1 we write the unit normal to Γ˜K,Λ at (x, y) by
n˜(x, y) =
1√
1− (f ′K,Λ)2
(−∇w + f ′K,Λ∇r) .
Several observations in [25, Section 3.1] will be of use to us. We note that
f ′K,Λ =
Kr1−n + Λn−1r√
1 + (Kr1−n + Λn−1r)2
and
f ′K,Λ√
1− (f ′K,Λ)2
= Λn−1r +Kr1−n.
We will therefore always assume that
0 < r <
(
nK
|Λ|
) 1
n
.
Within this range n˜ is timelike, Γ˜K,Λ has a nondegenerate semi-Riemannian metric,
and ΓK,Λ is a spacelike curve. As r → 0, both ΓK,Λ and Γ˜K,Λ are tangent to the
lightcone.
We may estimate that if K = ǫ−1, Λ < 0 such that ǫ <
(
n
2|Λ|
) 1
n+1
then
fK,Λ(ǫ) =
∫ ǫ
0
√
1− t
2n−2
t2n−2 + (K − n−1|Λ|tn)2 dt > ǫ
√
1− 4ǫ2n.(7.3)
At any point p ∈ Γ˜K,Λ ∩C
(nK|Λ| )
1
n
(ξ) and any n-dimensional spacelike hyperplane
Π ⊂ TpΓ˜K,Λ, we define
HΠ := −
∑
i
〈
bi,∇bi n˜
〉
where b1, . . . , bn is an orthonormal basis of Π. The following observation, proven
in [25, Lemma 3.1], will be vital in demonstrating that the Γ˜K,Λ are barriers.
Lemma 7.6. Let p ∈ Γ˜K,Λ ∩ C
(nK|Λ| )
1
n
(ξ) and Π ⊂ TpΓ˜K,Λ be an n-dimensional
spacelike hyperplane. Then
HΠ ≥ −Λ .
The following demonstrates that the solutions Γ˜K,Λ act as barriers and is a
parabolic version of [25, Lemma 3.2].
Lemma 7.7. Suppose that Mt is a spacelike solution to (7.2) and ξ ∈ Rn \ Ω,
η ∈ Rm, K > 0 and Λ < 0 are chosen such so that
r(z) <
(
nK
|Λ|
) 1
n
for all z ∈ Ω and M0 ⊂
{
(x, y) ∈ Rn,m|w(x, y) ≤ fK,Λ
(
r(x, y)
)}
.
For all t ∈ [0, T ),
Mt ⊂
{
(x, y) ∈ Rn,m|w(x, y) ≤ fK,Λ
(
r(x, y)
)}
.
Proof. Let K˜ > K, and observe that
M0 ⊂
{
(x, y) ∈ Rn,m|w(x, y) ≤ fK,Λ
(
r(x, y)
)}
⊂ {(x, y) ∈ Rn,m|w(x, y) < fK˜,Λ(r(x, y))}.
We consider the function
h := w − fK˜,Λ.
SPACELIKE MCF 31
Clearly this is negative on M0. We suppose that t0 is the first time when there
exists p0 ∈Mt0 such that h(p0) = 0. As ∂Mt = ∂M0 for all t and h is negative on
M0, p0 cannot be a boundary point. Furthermore, p0 ∈ Γ˜K˜,Λ and ∇h(p0) = 0, so
Tp0Mt0 ⊂ Tp0Γ˜K˜,Λ.
Let b1, . . . bn be an orthonormal basis of Tp0Mt0 . Since ∇h = −
√
1− (f ′)2n˜,
gij∇2ijh = −
〈
∇bi(
√
1 + (f ′)2n˜), bi
〉
=
√
1 + (f ′)2HTp0Mt0 .
As p0 is a nondecreasing interior maximum, Lemma 3.1 implies
0 ≤
(
d
dt
−∆
)
h(p0) = −gij∇2ijh = −
√
1 + (f ′)2HTp0Mt0 ≤
√
1 + (f ′)2Λ.
The assumption Λ < 0 yields a contradiction. Therefore,
Mt ⊂
{
(x, y) ∈ Rn,m|w(x, y) < fK˜,Λ
(
r(x, y)
)}
for all t ∈ [0, T ) and all K˜ > K. Limiting K˜ to K yields the statement. 
We now demonstrate that suitable barriers may be attached to ∂M0.
Lemma 7.8. Let uˆ0 be smooth uniformly spacelike initial data on Ω with acausal
boundary values. Then for any xˆ ∈ ∂Ω, θ ∈ Rm and Λ < 0 there exists ξ ∈ Rn,
η ∈ Rm, K > 0 and δ ∈ (0, 1) such that the following hold.
(a) Ω ⊂ B
(nK|Λ| )
1
n
(ξ).
(b) M0 ⊂
{
(x, y) ∈ Rn,m|w(x, y) ≤ fK,Λ
(
r(x, y)
)}
.
(c) (xˆ, uˆ0(xˆ)) ∈ Γ˜K,Λ.
(d) Let M˜ := graph u˜ for some smooth u˜ : Ω → Rm, such that ∂M˜ = ∂M0 and
M˜ ⊂ {(x, y) ∈ Rn,m|w(x, y) ≤ fK,Λ(r(x, y))}. Then
D−µu˜ · θ ≤ 1− δ .
Furthermore, K and δ can be chosen to depend only on n, Λ, Ω, sup
M0
v and |uˆ0|C3(Ω).
Proof. Our strategy is to find a suitable Γ˜K,Λwhich touches M0 only at the point
(xˆ, uˆ0(xˆ)) ∈ ∂M0. We take ǫ > 0 and begin by setting K = ǫ−1.
Step 1: Pick Γ˜K,Λ so that (c) holds. We translate and rotate coordinates so that
xˆ = 0, uˆ(0) = 0 and µ = −en. Then, we rotate coordinates in Rn−1 = T0∂Ω so
D∂ (uˆ0 · θ) |0 = ae1
for some a ∈ (0, 1), where D∂ is the gradient operator on ∂Ω.
We now show that we can choose a centre for Γ˜K,Λ so that (c) holds and Γ˜K,Λ
is tangent to ∂M0. Concretely, for any ǫ > 0, we set
ξ = − ǫ√
1 + b2
(b, 0, . . . , 0, 1), η = −fΛ,K(ǫ)θ,
for some b to be determined. We observe that for this choice, Γ˜K,Λ goes through
the origin and so (c) is satisfied.
Step 2: Pick ǫ so that (a) holds. We observe that for ǫ < ǫ1 = ǫ1(Λ, n, diamΩ) < 1,
diamΩ + 2 ≤
(
nK
|Λ|
) 1
n
.
As ξ is at most distance ǫ from the origin, this implies that (a) is satisfied.
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Step 3: Pick b so that Γ˜K,Λ is tangential to ∂M0 at (xˆ, uˆ0(xˆ)). For Γ˜K,Λ to be
tangent to ∂M0 at 0, we require that
D∂
[
w
(
x, uˆ0(x)
)− fK,Λ(r(x, uˆ0(x))](0) = 0;
that is,
D∂ (uˆ0 · θ)− f ′K,Λ(ǫ)
b√
1 + b2
e1 = 0.
We now want to choose b = b(ǫ, a) so that
f ′K,Λ(ǫ)
b√
1 + b2
= a,
which is only possible if f ′K,Λ > a. By our choice of K,
f ′K,Λ(ǫ) =
1 + n−1Λǫ1+n√
ǫ2n + (1 + n−1Λǫn+1)2
.
Since M0 is uniformly spacelike, we deduce that f
′
K,Λ > a is satisfied for all ǫ <
ǫ2(a, n,Λ, ǫ1) ≤ ǫ1, and for such ǫ we have that
b =
a√
(f ′K,Λ(ǫ))2 − a2
.
Step 4: Show that for sufficiently small ǫ > 0, (b) holds. We consider the function
g = w
(
x, uˆ(x)
)− fK,Λ(r(x, uˆ(x))) = |uˆ0(x) + fK,Λ(ǫ)θ| − fK,Λ(|x− ξ|)
on BR1(0) ⊂ Rn ∩ Ω. By our construction so far we have that g(0) = 0 and
Dδg(0) = 0, and our aim is to show that this is nonpositive everywhere. We first
note that
Dµg(0) = Dµuˆ0 · θ + f ′K,Λ(ǫ)
ξ · µ
|ξ| ≤ Dµuˆ0 · θ −
1√
1 + b2
f ′K,Λ(ǫ)
= Dµuˆ0 · θ −
√
(f ′K,Λ(ǫ))2 − a2.
As M0 is spacelike at 0, |D(uˆ0 · θ)|2 = |Dµuˆ0 · θ|2 + a2 < 1, and so there exists an
ǫ2 > ǫ3 = ǫ3(supM0 v, n,Λ) such that for all ǫ < ǫ3, Dµg(0) < 0.
Furthermore, we may calculate that
D2ijg(0) =
Diuˆ0 ·Dj uˆ0 −Di(uˆ0 · θ)Dj(uˆ0 · θ)
fK,Λ(ǫ)
+Dij(uˆ0 · θ)
− f ′′K,Λ(ǫ)
ξiξj
|ξ|2 −
f ′K,Λ(ǫ)
ǫ
(
δij − ξiξj|ξ|2
)
.
We now suppose that ǫ < ǫ4 = ǫ4(Λ, n, ǫ3) ≤ ǫ3 is sufficiently small so that for ǫ < ǫ4
the estimate (7.3) holds. We shall now restrict our attention to 1 ≤ i, j ≤ n − 1;
that is, to T0∂Ω. On this range we have that
D2ijg(0) =
Diuˆ0 ·Djuˆ0 − a2δi1δj1
fK,Λ(ǫ)
+Dij(uˆ0 · θ)
− δ1iδ1jf ′′K,Λ(ǫ)
b2
1 + b2
− f
′
K,Λ(ǫ)
ǫ
(
δij − δ1iδ1j b
2
1 + b2
)
.
SPACELIKE MCF 33
Again using the fact that M0 is uniformly spacelike, there exists τ := τ(sup
M0
v) ∈
[0, 1) such that, as matrices, Diuˆ0 ·Dj uˆ0 ≤ (1− τ)δij (see Appendix A). Hence,
Diuˆ0 ·Dj uˆ0 − a2δi1δj1 − fK,Λ(ǫ)
f ′K,Λ(ǫ)
ǫ
(
δij − δ1iδ1j b
2
1 + b2
)
≤ (1− τ)δij − a2δi1δj1 −
√
1− 2ǫ2nf ′K,Λ(ǫ)
(
δij − δ1iδ1j b
2
1 + b2
)
= (1− τ)δij +
[√
1− 2ǫ2n
f ′K,Λ(ǫ)
− 1
]
a2δi1δj1 −
√
1− 2ǫ2nf ′K,Λ(ǫ)δij
≤ (1− τ)δij + ǫ2na2δi1δj1 −
√
1− 2ǫ2nf ′K,Λ(ǫ)δij
≤ −τ
2
δij
for all ǫ < ǫ5 = ǫ5(sup
M0
v, ǫ4) ≤ ǫ4. Estimating |f ′′K,Λ| < |Λ|+n− 1, Dij uˆ0 · θ < Cδij
we finally see that for all ǫ < ǫ6 = ǫ6(n,Λ, |uˆ0|C2(Ω), ǫ5) ≤ ǫ5 we have
D2ijg(0) ≤ (C + |Λ|+ n− 1)δij −
τ
2ǫ
δij < 0.
Therefore, for any ǫ < ǫ6 there exists R1 = R1(Λ, n, sup
M0
v, |uˆ0|C3) such that on
BR1 ∩∂Ω, the Hessian of g is negative definite and ∇µg < 0. We deduce that g ≤ 0.
Moreover, there exists R2 < R1 depending on the same quantities such that g ≤ 0
on Ω ∩BR2(0).
For ǫ small enough we have that dist(ξ, ∂BR2) >
R2
2 . As the gradient f
′
K,Λ
monotonically increases as ǫ → 0, we may choose ǫ < ǫ7(ǫ6, sup
M0
v,R2, ∂Ω, φ) ≤ ǫ6
sufficiently small so that outside BR2 , f
′
K,Λ > max{|Du1|, . . . , |Dum|}. Integration
now implies (b) where we note that our estimate here also depends on ∂Ω and
acausality to cross any nonconvex regions.
Step 5: Show that (d) now holds. Suppose now that we have some other function
u˜ such that u˜ = uˆ0 on ∂Ω and |u˜− η| ≤ fK,Λ in Ω. Then, for all λ > 0,
1
λ
(|u˜(xˆ − λµ)− η| − |η|) ≤ 1
λ
(fK,Λ(xˆ− λµ)− fK,Λ(xˆ)) .
Taking the limit as λ→ 0,
D−µu˜ · θ = d
dλ
∣∣
λ=0
|u˜(xˆ− λµ)− η| ≤ f ′K,Λ(ǫ)
〈
µ,
ξ
|ξ|
〉
=
f ′K,Λ(ǫ)
1 + b2
Since f ′K,Λ(ǫ) < 1 depends only on ǫ7, (d) holds. 
Proposition 7.9. Suppose we have a solution of (7.2) over a compact domain Ω
with smooth uniformly spacelike initial data which is acausal at the boundary. There
exists a constant Cv depending only on M0 such that for all t ∈ [0, T ) and y ∈Mt,
v(y, t) ≤ Cv.
Proof. For any xˆ ∈ ∂Ω and unit vectors θ ∈ Rm, we attach barriers to M0 at xˆ as
constructed in Lemma 7.8. Lemma 7.7 implies that for all t we have
Mt ⊂
{
(x, y) ∈ Rn,m|w(x, y) ≤ fK,Λ
(
r(x, y)
)}
,
and so Lemma 7.8 yields
|D−µu(xˆ, t) · θ| ≤ 1− δ,
for all θ as above. For any v ⊥ µ, we also have that
|Dvu(xˆ, t) · θ| ≤ 1− δ˜,
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for some δ˜ > 0, due to the uniform spacelikeness of M0. These conditions now
imply that at xˆ, v < C(δ, δ˜) and so
sup
y∈∂Mt
v2(y) ≤ Cv = Cv(δ, δ˜).
Applying the maximum principle (using Lemma 3.5) gives the result. 
We now observe that the above estimates give us decay for the mean curvature.
Lemma 7.10. Suppose that uˆ ∈ C4;2(Ω × [0, T )) is a solution to (7.2). Suppose
further that the estimates of Proposition 7.9 hold and
sup
M0
‖H‖2 ≤ CH .
For all t ∈ [0, T ),
‖H‖2 ≤ 1
C−1H +
2
n t
.
Proof. Clearly at xˆ ∈ ∂Ω we have duˆdt = 0. Recall gˆAB = −
∑m
C=1 〈eA, νC〉 〈νC , eB〉
from Appendix A, and as Mt is spacelike at ∂Ω, gˆAB is invertible with inverse gˆ
AB.
We compute
0 =
duˆA
dt
= 〈H, eB〉 gˆBA = HC 〈νC , eB〉 gˆBA.
Invertibility of gˆAB implies 〈H, eB〉 = 0 for all 1 ≤ B ≤ m, and this in turn implies
H = 0, as 〈νD, eC〉 = 0 for all 1 ≤ C ≤ m contradicts that νD is timelike. As a
result, on ∂Mt,
‖H‖2 = 0.
We may now apply the maximum principle to f = (C−1H +
2
n t)‖H‖2. 
7.3. C1+α estimates. We now prove the final estimates required for the long-time
existence of spacelike MCF with Dirichlet boundary conditions.
Lemma 7.11. Suppose that we have a solution to (7.2) such that there is a uniform
constant Cv > 0 so that
(7.4) v2 ≤ Cv.
Then for any ǫ > 0, there exists a constant C depending only on ǫ, ∂Ω, uˆ0 and Cv
such that
|uˆ|
C1+α;
1+α
2 (Ω×[ǫ,T )) ≤ C
Proof. By Remark 4.8, we may take sufficiently small cylinders near the boundary
∂Ω to deduce there exists C > 0, depending on M0 and the maximum curvature of
∂Ω, so that for all t such that the flow exists,
sup
Mt
‖II‖dist(x, ∂Ω) < C1.
The gradient bound (7.4) now implies that |D2uˆ| dist(x, ∂Ω) < C2. To conclude,
we must now deal with boundary estimates.
We may apply an observation of Krylov, see [26, Lemma 7.47], to (7.2), which
implies that for all λ < R ≤ R0 = R0(∂Ω, Cv) we have
oscBR∩Ω
uˆA(xˆ− λµ, t)− φA(xˆ)
λ
≤ C
(
R
R0
)α
for all xˆ ∈ ∂Ω, where C and α depend on Cv and n. Interpolation estimates may
now be applied, exactly as in [25, Proposition 4.3] to yield the claim. 
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7.4. Convergence. We finally demonstrate convergence of spacelike MCF in the
Dirichlet setting, as in [11, Theorem 4.1], thus completing the proof of Theorem 7.2.
We recall that [25, Theorem 2.1] proves the uniqueness of maximal submanifolds
with prescribed acausal boundary data.
Lemma 7.12. Suppose uˆ is a smooth solution of (7.2) with T =∞ with uniform
Ck;
k
2 (Ω× [0,∞)) estimates for all k ≥ 0, such that for all t > 0 and y ∈Mt
v2(y) < Cv.
Then, Mt converges smoothly to the unique maximal surface with boundary data
given by ∂M0.
Proof. Lemma 7.10 implies that
sup
Mt
‖H‖ → 0.
Furthermore, Lemma 7.11 and Schauder theory imply that we have uniform higher
order estimates on uˆ.
Using the uniform Ck;
k
2 estimates and the Arzela`–Ascoli theorem, any sequence
of times ti → ∞ has a subsequence ti(j) such that Mti(j) converges uniformly to a
maximal submanfold M˜ = graph u˜ for some u˜ : Ω→ Rm. [25, Theorem 2.1] states
that this limit is the unique maximal submanifold with the given boundary data .
Therefore, uˆ(x, t)→ u˜(x) uniformly as t→∞ as otherwise we may construct a se-
quence of times contradicting subsequential convergence to u˜. Smooth convergence
now follows using higher order regularity and Ehrling’s Lemma. 
8. Global properties of entire solutions
In this section we consider graphs M0 over R
n such that for some Cv, CH > 0
(8.1) sup
M0
v2 ≤ Cv and sup
M0
‖H‖2 < CH .
Although we have constructed a solution for such initial data, since M0 is noncom-
pact we do not know that the solution from Theorem 5.2 is the only solution and
it is plausible that quite wild behaviour is possible in general.
To deal with this issue, we introduce the following natural class of entire solutions
to spacelike MCF.
Definition 8.1. An entire solution of (1.3) with initial data satisfying (8.1) will
be called tame if there exists a continuous real-valued function f = f(t) such that
f(0) = CH and
sup
Mt
‖H‖2 ≤ f(t).
We note tame solutions always exist due to Theorem 5.2. We will show that tame
solutions satisfy estimates which are similar to expander solutions.
First we demonstrate a noncompact maximum principle under the assumption
of a uniform gradient bound.
Proposition 8.2. Suppose that for all t ∈ [0, T ), v2 ≤ Cv uniformly on Mt.
Suppose that f ∈ C∞
loc
(Mn × [0, T )) is a smooth function such that f ≥ 0,
Cf := sup
M0
f <∞,
and there exists δ > 0 such that(
d
dt
−∆
)
f ≤ −δf2.
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Then for all t ∈ [0, T ) and y ∈Mt
f(y, t) ≤ 1
C−1f + δt
.
Proof. Let ϕR : R→ [0,∞) be a smooth cutoff function such that:
• |ϕR(x)| ≤ 1 and ϕR(x) = 1 on (−∞, 1], ϕR(x) = 0 on [1 +R,∞);
• |ϕ′R| ≤ 2R , |ϕ′′R| < 10R2 .
It is easy to see that such a cutoff function exists by considering cubic polynomials.
For r as in Corollary 3.2, we see that when r ≥ 1, we have that∣∣∣∣( ddt −∆
)
r
∣∣∣∣ ≤ Cv2, |∇r| ≤ Cv2
where C depends only on n. Assuming R >> 1, p ≥ 3 and writing C for any
bounded constant that depends only on n and p which may vary from line to line,
we have that at any increasing maximum point of g := fϕpR(r), we have that
0 ≤
(
d
dt
−∆
)
fϕpR
≤ −δϕpRf2 − 2 〈∇f,∇ϕpR〉+ f
(
pϕ′Rϕ
p−1
R
(
d
dt
−∆
)
r − p(p− 1)ϕ′′Rϕp−2R |∇r|2
)
= −δϕpRf2 + f
(
pϕ′Rϕ
p−1
R
(
d
dt
−∆
)
r + ϕp−2R
[
2p2(ϕ′R)
2 − p(p− 2)ϕ′′R
] |∇r|2)
≤ −δϕpRf2 + fC(R−1 +R−2)ϕp−2R v2,
where on the third line we used that ∇(fϕpR) = 0. We therefore see that for p = 3,
δ(ϕ3Rf)
2 ≤ ϕ4RfC(R−1 +R−2)Cv,
which implies that
ϕ3Rf ≤ max
{√
2C(R−1 +R−2)Cv√
δ
, Cf
}
=: Λ.
Now setting p = 5, the above evolution inequality for g = fϕpR implies that for
any τ ∈ (0, 1), if
g >
√
τ−1δ−1CCv(R−1 +R−2)Λ
then (
d
dt
−∆
)
g ≤ −δg2 + CCv(R−1 +R−2)Λ ≤ −δ(1− τ)g2,
where we used that f ≥ g everywhere. Therefore,
g ≤ max
{
1
(supM0 g)
−1 + δ(1− τ)t ,
√
τ−1δ−1CCv(R−1 +R−2)Λ
}
.
Setting τ = R−
1
2 and sending R→∞ now implies that on Mt ∩ C1,
g ≤ 1
(supM0 f)
−1 + δt
.
As the center of the cylinder was arbitrary, this estimate holds everywhere. 
The next proposition shows that tame solutions satisfy estimates similar to ex-
pander solutions.
Proposition 8.3. Suppose that on M0, (8.1) holds and additionally that we have
a solution to (1.3) that is tame. Then for all t ∈ [0,∞),
v2 ≤ Cv, ‖H‖2 ≤ 1
C−1H + 2n−1t
and ‖II‖2 ≤ k
2t
.
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Proof. Since the function f given by Definition 8.1 of a tame solution uˆ is contin-
uous, there exists a maximal time Tˆ such that for all t ∈ [0, Tˆ ), sup
Mt
‖H‖2 < 2CH .
We may now apply Lemma 4.3 to obtain the existence of p = p(n) such that at the
point y ∈Mt with r(y) = 0 (where r is as in Corollary 3.2),
v2(y, t) ≤ Cv
(
R2
R2 + ‖uˆ‖2 − 2nt
)p
e4CHt
for all t < min
{
Tˆ , R
2
2n
}
. We now choose R = 1 and T˜ to be sufficiently small so
that for all t < T˜ ,
(
1
1−2nt
)p
e4CHt < 2. Clearly T˜ depends only on CH and n. Let
T = min{T˜ , Tˆ}. As the origin may be chosen arbitrarily, we see that for t < T ,
v < 2Cv everywhere on Mt, and we may apply Proposition 8.2 to ‖H‖2 (using
Corollary 3.10) to obtain that on Mt,
(8.2) ‖H‖2 ≤ 1
C−1H +
2t
n
.
We therefore see that T = T˜ .
We now use (8.2) and Corollary 3.5 to estimate for any δ ∈ (0, (2n)−1],(
d
dt
−∆
)
w2A ≤ − (1 + δ)
|∇w2A|2
w2A
+ 4nδ
1
C−1H +
2
n t
w2A.
Applying Lemma 4.2 to w2A(C
−1
H +
2
n t)
−4nδ on QR we see that on Mt ∩ {x ∈
R
n,m|r(x) = 0},
v2 ≤ Cv
(
R2
R2 − 2nt
) 1+δ
δ
[
1 +
2CH
n
t
]4nδ
.
Suppose now that for some 0 < t0 < T˜ , and x0 ∈Mt0 with r(x0) = 0 that
v(x0, t0) = Cv + ǫ.
Then we may form a contradiction, for example by choosing δ sufficiently small
so that
[
1 + 2CHn t0
]4nδ ≤ √1 + ǫ2 , and then choosing R sufficiently large so that
1
(1− 2nt0
R2
)
1+δ
δ
≤√1 + ǫ2 . Therefore, we see that for all t ∈ [0, T˜ ),
sup
Mt
v2 ≤ Cv.
As T˜ depended only on n and Cv, we may iterate the above process to get the
statement. The final estimate comes from applying Proposition 8.2 to ‖II‖2, using
the evolution equation in Corollary 3.10. 
Corollary 8.4. Suppose that on M0 (8.1) holds and that we have a solution to
(1.3) that is tame. Then for all k > 1 there exists a constant ck = ck(n,m, k, Cv)
such that for all t ∈ [0,∞),
‖∇kII‖2tk+1 ≤ cm.
Proof. As noted in [11, Proposition 3.7] the evolution equations for ‖∇kII‖2 may
be estimated as in the Euclidean graphical case, and we have the same estimate on
‖II‖2. The proof of [13, Theorem 3.4] then carries through identically. 
The estimates in Proposition 8.3 have three straightforward, interesting corol-
laries.
Corollary 8.5. The expanding quasi-sphere given by Definition 1.6 acts as an
outer barrier to any tame solution to (1.3).
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Proof. We consider the function hp(x, t) = |x − p|2 + 2nt + R2, and we suppose
that infM0 h ≥ 0. The estimates of Proposition 8.3 imply that for any T > 0 there
exists ρ = ρ(T,Cv, CH) such that for all t ∈ [0, T ), infMt\Cρ(p) hp ≥ 0. Therefore,
we may apply the maximum principle on Mt ∩ Cρ to see that this is preserved on
the time interval [0, T ). As T was arbitrary, the statement now follows. 
Corollary 8.6. Let Mt be an entire tame solution to (1.3) and suppose there exists
R > 0 such that for all t > 0, Mt∩BR 6= ∅; i.e. that Mt does not escape to infinity.
Then there exists a sequence ti →∞ such that Mti converges to an n-plane.
Corollary 8.7. There are no entire shrinking or translating solutions to spacelike
MCF in Rn,m with bounded v and H.
9. Convergence of entire solutions
In this section we prove convergence of tame (in the sense of Definition 8.1)
entire solutions to spacelike MCF (1.3) with initial data M0 which is asymptotic to
a spacelike cone.
Suppose that L is a uniformly spacelike cone centred at the origin, smooth away
from the origin, given graphically by functions U : Rn → Rm such that for all λ > 0
and x ∈ Rn, U(λx) = λU(x).
Definition 9.1. We say that M0, given by the graph of uˆ0, is asymptotic to the
cone L if
(9.1) lim
R→∞
sup
Rn\BR
|uˆ0 − U | = 0.
Note that, in this setting, L satisfies the same gradient estimate as M0.
We recall how to renormalise solutions to MCF in the standard way. We write
s = 12 log(2t+ 1), and define
(9.2) X˜(x, s) =
1√
1 + 2t
X(x, t).
We will write all quantities for the rescaled flow with a tilde to avoid confusion. We
also recall that submanifolds satisfying
(9.3) H˜ = X˜⊥
are called self-expanders and are critical points of the renormalised MCF.
We now state the following convergence statement, whose proof shall take up
the remainder of the section.
Theorem 9.2. Suppose that Mt is a tame entire solution to spacelike MCF (1.3)
such that M0 is asymptotic to the cone L as in Definition 9.1. For any sequence
ti → ∞ there is a subsequence (also labelled ti) and a self-expander M˜∞ such that
the renormalised flow satisfies M˜ti → M˜∞ in C∞loc as i→∞.
We first show that (9.1) is preserved by the flow, by attaching expanding quasi-
spheres of arbitrarily large radius to the initial data. For this purpose, we begin
with the following result.
Lemma 9.3. Let p ∈ Rn,m, let R > 0 and recall the inside It of the quasi-sphere ex-
pander from Definition 1.6. Suppose that M0 ⊂ I0 and M0 has v2 ≤ Cv everywhere.
For ǫ < 1, let
Oǫ := {x+ y ∈ Rn,m|x ∈M0, y ∈ Rm = span{e1, . . . , em}, ‖y‖ ≤ ǫ}.
There exists C = C(Cv, R) > 0 such that, for all ǫ < 1, Oǫ ⊂ ICǫ/n.
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Proof. Without loss of generality we may take p = 0. By observations in Appendix
A, since v2 < Cv there exists τ ∈ (0, 1) such that for any direction θ ∈ Rm (using
the notation of Section 7),
Diuˆ0 · θ <
√
1− τ.
Hence, a short calculation using the gradient estimate (and mean value theorem)
shows that if we take
ρ = R
√
1− τ
τ
then the graph of uˆ0 over R
n \ Bρ(0) ⊂ Rn cannot intersect the quasi-sphere S0.
We may therefore estimate
‖uˆ0‖ ≤
{√
R2 + |x|2 on Bρ(0),√
1− τ (|x| − ρ) +
√
R2 + ρ2 on Rn \Bρ(0).
We consider a point x+ y ∈ Oǫ. Over Bρ(0) we have
‖y‖2 ≤ (‖uˆ0‖+ ǫ)2 = ‖uˆ0‖2 + 2ǫ‖uˆ0‖+ ǫ2 ≤ |x|2 +R2 + 2ǫ R√
τ
+ ǫ2,
and so at any point x+ y ∈ Cρ ∩Oǫ (where Cρ is as in Definition 4.1),
|x+ y|2 > −R2 − ǫ
(
2
R√
τ
+ ǫ
)
.
Now we consider the minimum value of |x+ y|2 on Oǫ \ Cρ. We have that
|x+ y|2 ≥ |x|2 −
[√
1− τ (|x| − ρ) +
√
R2 + ρ2 + ǫ
]2
= τ |x|2 + 2
[
ρ(1 − τ)− (
√
R2 + ρ2 + ǫ)
√
1− τ
]
|x|
− (1− τ)ρ2 + 2ρ√1− τ (
√
R2 + ρ2 + ǫ)− (
√
R2 + ρ2 + ǫ)2
:= ψ(|x|).
Note that ψ is a quadratic in |x| with positive highest order term. Therefore, ψ
attains its global minimum at
|x| = (
√
R2 + ρ2 + ǫ)
√
1− τ − ρ(1− τ)
τ
= ρ+
√
1− τ
τ
ǫ,
and
ψ ≥
(
ρ+
√
1− τ
τ
ǫ
)2
−
[ ǫ
τ
+
√
R2 + ρ2
]2
= ρ2 − (R2 + ρ2) + 2
[
ρ
√
1− τ −
√
R2 + ρ2
] ǫ
τ
+ [1− τ − 1] ǫ
2
τ2
= −R2 − 2
[
1√
1− τ −
√
1− τ
]
ǫρ
τ
− ǫ
2
τ
.
The claim now follows. 
Lemma 9.4. Suppose that w is a tame solution to (1.3) and the initial data satisfies
(9.1). Then, for all t > 0,
lim
R→∞
sup
x∈Rn\BR
|w(x, t) − U(x)| = 0.
More precisely, for any ǫ, T > 0 there exists ρ = ρ(ǫ, T ) such that for all t ∈ [0, T ),
sup
(x,t)∈(Rn\Bρ)×[0,T )
|w(x, t) − U(x)| < ǫ.
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Proof. Our aim is to show that sufficiently far away from the origin we may attach
quasi-sphere toM0 with arbitrarily large negative square radius, which then contain
M0. As the barriers starting from these quasi-spheres move arbitrarily slowly the
theorem will then be achieved. We make this intuitive argument explicit, due to
the difficulty in visualising higher codimension submanifolds.
For any p in the asymptotic cone L and any unit vector ν ∈ NpL we define
φp,ν,λ(x) := |x− p− λν|2 + λ2.
We now complete the proof in several steps.
Step 1: There exists R0 > 0 such that for any x ∈ ∂B1(0) ⊂ Rn and any ν ∈
N(x,U(x))L, we may attach a quasi-sphere of square radius −R20 in any unit direction
ν which contains L; that is, φ(x,U(x)),ν,R0 ≥ 0 everywhere on L.
Proof. We observe that at p = (x, U(x)), φp,ν,λ(p) = 0 for all λ and, since L is
spacelike, φp,ν,0 ≥ 0 on L. Furthermore,
λ˜(p) := inf{λ ∈ [0, 1] |φp,ν,λ ≥ 0 on L for all unit ν ∈ NpL} > 0
as otherwise we may contradict uniform spacelikeness using the mean value theorem.
Furthermore, the fact that L is uniformly spacelike implies that there exists R˜ such
that if λ˜(p) < 1, then there is y ∈ BR˜ such that φp,ν,λ˜(y, U(y)) = 0. As φp,ν,λ
is smooth in p, ν, λ, we see by standard methods that λ˜ is (Lipschitz) continuous.
Therefore λ˜ has a positive minimum, R0, on ∂B1(0) as claimed. 
Step 2: For any ǫ > 0, R > 0, there exists ρ0 = ρ0(R, ǫ, uˆ0) > 0 such that for any
x ∈ Rn \ Bρ(0), and any ν ∈ N(x,U(x))L, M0 is contained inside a quasi-sphere of
square radius −R2 with centre (x, U(x)) − (R− ǫ)ν.
Proof. By the scaling properties of the cone and quasi-sphere, we may choose ρ1 =
ρ1(R,R0) sufficiently large so that Step 1 implies that for any p ∈ L \ Cρ1 and any
unit ν ∈ NpL we can attach a quasi-sphere of square radius −R2 in direction ν
which contains L. The condition (9.1) now implies that for any ǫ˜ > 0, there exists
ρ1 < ρ2 = ρ2(M0, ǫ˜, ρ1) such that
sup
Rn\Bρ2(0)
‖uˆ0 − U‖ < ǫ˜.
Lemma 9.3 now implies that by choosing ǫ˜ to be sufficiently small and relabelling
constants the claim follows. 
Step 3: Completing the proof. Given any ǫ˜ > 0, T > 0, we choose R > 0 so large
that the quasi-sphere expander starting from square radius −R2 as in Step 2 moves
at most ǫ˜2 in direction ν on the time interval [0, T ]. We now apply Step 2 to find a
ρ˜ such that for all x ∈ Rn \ Bρ(0), we may attach expanding quasi-spheres in any
direction as in Step 2. The proof is complete by choosing ǫ˜ < ǫCv . 
The following result is proved in a similar way to Proposition 8.2, and indicates
that if we have only small osculation of ‖u‖2, then v2 decays exponentially in time.
Lemma 9.5. For any ǫ ∈ (0, 1) and tame entire solution to (1.3) such that
v2 < Cv, ‖H‖2 < CH ,
there exists R = R(ǫ, Cv) > 1 such that: if for all t ∈ [0, T )
0 < u2A < Cu < 1 on CR ∩Mt,
then for all y ∈ C1 ∩Mt,
w2A(y, t) ≤ (1 + ǫ)eCu + e−t supCR∩M0
w2Ae
u2A
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Proof. We see from Lemma 3.8 that for f = w2Ae
u2A we have that(
d
dt
−∆
)
f ≤ −eu2Aw2A(w2A − 1) ≤ −e−Cuf2 + f.
We choose ϕR as in Proposition 8.2, and set g = ϕ
p
Rf , where R will be determined
later. Arguing as in the proof of Proposition 8.2, we have at an increasing maximum:
0 ≤
(
d
dt
−∆
)
fϕpR(r) ≤ −δϕpRf2 + fϕpR + fC(R−1 +R−2)ϕp−2R v2,
where δ = e−Cu. Taking p = 3,
δ(ϕ3Rf)
2 ≤ ϕ3Rf [C(R−1 +R−2)Cv + 1],
which implies that
ϕ3Rf ≤ max
{√
2(C(R−1 +R−2)Cv + 1)√
δ
, sup
M0∩CR
f
}
=: Λ.
Taking instead p = 5,(
d
dt
−∆
)
g ≤ −δg2 + g + C(R−1 +R−2)ΛCv
or, writing g˜ = g − 12δ , we have that(
d
dt
−∆
)
g˜ ≤ −δg˜2 + C(R−1 +R−2)ΛCv + 1
4δ
.
Using the concavity of y(x) = C − x2, we may estimate that for
δg˜ ≥
√
δC(R−1 +R−2)ΛCv + 1/4 := b
we have (
d
dt
−∆
)
g˜ ≤ −2bg˜.
Hence,
g˜ ≤ max
{
e−2bt sup
M0
g˜,
b
δ
}
<
b
δ
+ sup
M0
g˜e−2bt.
Picking R sufficiently large depending on ǫ and Cv (where we estimate δ by 1), we
may assume that b ≤ 1+2ǫ2 . Hence on C1 ∩Mt,
w2Ae
u2A ≤ (1 + ǫ)eCu + e−(1+2ǫ)t sup
CR∩M0
w2Ae
u2A
as claimed. 
Corollary 8.5 implies that there exists a constant c0 depending only on the initial
data such that, on Mt,
(9.4) 0 < r2 < c0 + 2nt+ |X |2.
Hence, on M0, there exists C depending on the gradient bound Cv such that
|X⊥|2
c0 + |X |2 ≤ C.
We now use (9.1) to show that |X
⊥|2
|X|2 decays far away from the origin.
Lemma 9.6. Suppose M0 satisfies (9.1). For all T > 0, there exists R(T, L) > 0
and C = C(Cv) such that for all t ∈ [0, T ) and p ∈Mt \ CR,
‖X⊥‖2
|X |2 ≤ Ce
− t2 .
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Proof. We pick ǫ < e−2T sufficiently small such that (1+ ǫ)eǫ− 1 < e−T . Let R be
as in Lemma 9.5 with this choice of ǫ.
At p ∈ L, let {ν1, . . . , νm} be an orthonormal basis of NpL. We rotate about 0
in Rn,m so that νA is in the eA direction. In rotated coordinates we will write all
objects with a check, e.g. pˇ for the rotation of p, CˇR(pˇ) for a cylinder of radius R at pˇ
in the new rotated coordinates. Since L is a cone, e1, . . . , em is also an orthonormal
basis of NλpL for all λ > 0. From scaling properties of the cone, by assuming
|p| is sufficiently large, we see that L may be arbitrarily well approximated by its
tangent plane, Rn. Therefore, due to the gradient bound and Lemma 9.4, there
exists R1 > 0 such that for all p ∈Mt \ CR1 (in the unrotated coordinates),
0 < uˇ2A(qˇ, t) < ǫ for all t ∈ [0, T ), qˇ ∈ CˇR(pˇ) ∩ Mˇt.
We assume we have made R1 sufficiently large so that |X | > 1 (if not, we increase
R1). We therefore may apply Lemma 9.5 so that on [0, T ) we have
wˇ2A ≤ (1 + ǫ)eǫ + Ce−t,
where C = C(Cv). Rotating back, we see that for all q ∈ Mt ∩ Cˇ1(pˇ) there exist
orthonormal timelike constant vectors eˇ1, . . . , eˇm such that
‖eˇ⊥A‖2 ≤ (1 + ǫ)eǫ + Ce−t .
Let fˇi be an orthonormal basis of TpL (similarly extended). Since
νA =
∑
i
〈
fˇi, νA
〉
fˇi −
∑
B
〈νA, eˇB〉 eˇB,
we then have that
−1 = |νA|2 =
∑
i
〈
fˇi, νA
〉2 −∑
B
〈νA, eˇB〉2 .
Thus, ∑
i
‖fˇ⊥i ‖2 =
∑
B
‖eˇ⊥B‖2 − n.
We deduce that for any q ∈Mt ∩ Cˇ1(pˇ), we may write q = xˇ+ wˇ where xˇ ∈ TpL
and wˇ ∈ NpL, to estimate
‖X⊥‖√|X |2 ≤ 2 ‖xˇ
⊥‖+ ‖wˇ⊥‖√|xˇ|2 − ‖wˇ‖2
≤ 2 |xˇ|
√
n
√
(1 + ǫ)eǫ − 1 + Ce−t +√ǫ((1 + ǫ)eǫ + Ce−t)√|xˇ|2 −mǫ
≤ Cˇe− t2
due to the chosen bounds on ǫ. As Cˇ depends only on Cv, the statement follows. 
Recall the renormalising of MCF given in (9.2) and that we write all quantities
for the rescaled flow with a tilde. For convenience we define the scaling factor
λ(t) = 1√
1+2t
. We see that, under the renormalisation,
dX˜
ds
= H˜ − X˜.
We want to understand how quantities evolve under the renormalised flow based
on their evolution under MCF. We will say a quantity f (for example, a function) is
of degree α if when the submanifold is dilated by a factor of λ, the rescaled quantity
satisfies f˜ = λαf .
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Lemma 9.7. Suppose f is a function of degree α. Then(
d
ds
− ∆˜
)
f˜ = λα−2
(
d
dt
−∆
)
f − αf˜ .
The same statement is true of tensors.
Proof. The proof for functions is exactly as in [19, Lemma 9.1]. The tensor case
follows identically, however note that we also rescale the coordinate vectors. 
We now note that we have the following evolution inequalities along the renor-
malised flow.
Lemma 9.8. There exist Υ, p > 0 depending on n and Cv such that along the
renormalised flow, (
d
ds
− ∆˜
)
1
tp
e
r˜2
Υt ≥ 0.
where r˜2 is the renormalisation of r2 in Corollary 3.2. Furthermore,(
d
ds
− ∆˜
)
‖H˜ − X˜⊥‖2 ≤ −2‖H˜ − X˜⊥‖2 − 1
2
∣∣∣∇‖H˜ − X˜⊥‖2∣∣∣2
‖H˜ − X˜⊥‖2
.
Proof. We have that (
d
ds
− ∆˜
)
r˜2 = −2n− 2r˜2 − (v˜2 −m).
Since (
d
ds
− ∆˜
)
ef = ef
((
d
ds
− ∆˜
)
f − |∇f |2
)
,
if we let f = − r˜2Υt − p log t, we see that(
d
ds
− ∆˜
)
t−pe−
r˜2
Υt = t−pe−
r˜2
Υt
(
1
Υt
(2n+ 2r˜2 + (v˜2 − k)) + r˜
2
Υt2
− p
t
− 4r˜
2|∇r˜|2
Υ2t2
)
≥ t−pe− r˜
2
Υt
(
1
Υt
(2n+ 2r˜2 + (v˜2 − k)−Υp) + r˜
2(Υ− 4Cv)
Υ2t2
)
.
Hence, taking Υ = 4Cv and p =
2n
4Cv
gives the first claim.
Since HA is degree −1, using Lemmas 3.9 and 9.7 we obtain that(
d
ds
− ∆˜
)
H˜A = −H˜B
〈
νB, I˜Iij
〉〈
I˜I
ij
, νA
〉
+ H˜A.
Similarly, for QA := 〈X, νA〉 of degree 1, we may use Lemmas 3.3 and 9.7 to yield(
d
ds
− ∆˜
)
Q˜A = −Q˜B
〈
νB, I˜Iij
〉〈
I˜I
ij
, νA
〉
− 2H˜A − Q˜A.
Writing W˜A = H˜A + Q˜A and the nonnegative 2-tensor S˜
B
A =
〈
νB, I˜Iij
〉〈
I˜I
ij
, νA
〉
,
we have that (
d
ds
− ∆˜
)
W˜A = −W˜BS˜BA − W˜A
As ‖H˜ − X˜⊥‖2 =∑mA=1 W˜ 2A, we have that(
d
ds
− ∆˜
)
‖H˜ − X˜⊥‖2 = −2W˜BS˜BAW˜A − 2‖H˜ − X˜⊥‖2 − 2‖∇⊥(H˜ − X˜⊥)‖2
≤ −2W˜BS˜BAW˜A − 2‖H˜ − X˜⊥‖2 − 1
2
∣∣∣∇‖H˜ − X˜⊥‖2∣∣∣2
‖H˜ − X˜⊥‖2
.
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The second claim follows. 
Given equation (9.4), on M˜t, we now know that for c > c0 we have
(9.5) 1 < c+ |X˜|2 =: τc and lim
R→∞
inf
M˜t\CR
τc →∞.
This leads us to a further evolution inequality along the renormalised flow.
Lemma 9.9. There exists c > 0 such that, along the renormalised flow,(
d
ds
− ∆˜
)
‖H˜ − X˜⊥‖2τ−1c ≤ 0.
Proof. Writing f = ‖H˜ − X˜⊥‖2 and estimating using Young’s inequality:(
d
ds
− ∆˜
)
fτ−1c ≤ −2fτ−1c −
|∇f |2
2f
τ−1c − 2
〈∇f,∇τ−1c 〉
+ fτ−1c
(
−τ−1c
(
d
ds
− ∆˜
)
|X˜|2 − 2τ−2c |∇|X˜ |2|2
)
≤ fτ−1c
(
−2 + 2(n+ |X˜ |2)τ−1c
)
.
For c > n, we may estimate (n+ |X˜ |2)τ−1 < 1, giving the result. 
Finally, we use an argument similar to [8, Theorem A.2] to get our claimed
convergence.
Proof of Theorem 9.2. We write f = ‖H˜ − X˜⊥‖2τ−1c . Clearly f is bounded. We
claim that
(9.6) lim sup
t→∞
sup
Mt
f = 0.
Let ǫ > 0. We first show that outside cylinders of sufficiently large radii and
for sufficiently large times, f is smaller than ǫ: Under the renormalised flow H is
bounded, so we only need to show that ‖X˜⊥‖2τ−1c is small. We first wait until
t0 = 2 log
(
2C
ǫ
)
where C is as in Lemma 9.6. By Lemma 9.6, there exists R = R(t0, L) such that
for all t ∈ [0, 2t0), on Mt \ CR,
f ≤ Ce− t2 .
In particular, for all t ∈ [t0, 2t0), on Mt \ CR,
f ≤ ǫ
2
.
On the interval [t0,∞), for a, δ > 0 we consider the function
g = f − ǫ− aψ, where ψ = (t− t0 + δ)−pe−
r˜2
Υ(t−t0+δ) .
We choose p,Υ > 0 as in Lemma 9.8 so that the heat operator acting on ψ is
positive. Furthermore, after choosing δ > 0 small (so that this is a smooth function
at time t = t0) we observe that there exists a > 0 such that at time t0, g < 0.
Outside CR, this is trivially true, and inside this follows since ψ is strictly positive
and continuous, and f is bounded.
For all t > t0, Lemma 9.6 guarantees that the set such that f ≥ ǫ2 is compact.
Observing that (
d
dt
−∆
)
g ≤ 0,
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we may therefore apply the weak maxiumum principle on larger and larger compact
domains to imply that g ≤ 0. Since ψ decays uniformly to zero,
lim sup
t→∞
sup
M˜t
f ≤ 2ǫ.
Since ǫ was arbitrary, (9.6) holds.
As a result, for any ti →∞, for all 1 ≤ j ∈ N Proposition 8.3 and Corollary 8.4
we have uniform curvature and higher order estimates on Cj ∩ M˜ti . Arzela´–Ascoli
and (9.6) imply there exists a subsequence which converges to a portion of MCF
expander as i → ∞. Repeating this argument for each j and taking a diagonal
sequence implies the statement. 
Appendix A. Spacelike mean curvature flow of graphs
In this appendix we consider the mean curvature flow equation in terms of a
graph; that is, for a function uˆ : Rn × [0, T ) → Rm defining the parametrisation
Xˆ : Rn × [0, T )→ Rn,m by
Xˆ(x, t) = xifi + uˆ
A(x, t)eA.
We see that
Xˆi = fi +Diuˆ(x, t)
AeA, gij = δij −DiuˆADjuˆA,
and we consider the flow only when it is spacelike; i.e. gij > 0 as a matrix. Equation
(1.1) now reads (
dXˆ
dt
)⊥
= H = gij
(
∂2Xˆ
∂xi∂xj
)⊥
,
which implies (
duˆA
dt
− gijD2ij uˆA
)
e⊥A = 0.
We observe that
gˆAB :=
〈
e⊥A, e
⊥
B
〉
=
〈
eA −
〈
eA, Xˆi
〉
gijXˆj, eB −
〈
eB, Xˆk
〉
gklXˆl
〉
= −δAB −DluˆAglkDkuˆB.
At any point we may take coordinates on Rn so that Diuˆ
ADj uˆA is diagonal with
eigenvalues λi ∈ [0, 1). We see that (without summation in A),
(A.1) gˆAA = −1−
∑
j
(Dj uˆA)
2
1− λj < −1,
and so gˆ is a symmetric negative definite matrix (which is bounded as λi < 1).
Hence, gˆ is invertible and spacelike mean curvature flow is equivalent to
(A.2)
duˆA
dt
− gij(Duˆ)D2ij uˆA = 0 for A = 1, . . . ,m on Rn × [0, T )
where, as usual, gij is the inverse of gij = δij −DiuˆADjuˆA.
We see that the gradient function
v2 =
∑
A
‖e⊥A‖2 =
∑
A
−gˆAA = m+DiuˆAgijDj uˆA = m− n+
∑
i
1
1− λi .
Clearly while the gradient function is uniformly bounded, λi < 1 and therefore
gij is positive definite and (1.3) is uniformly parabolic. Hence v
2 acts as both an
estimate on how spacelike the surface is, and also the parabolicity of the PDE. We
observe that this is equivalent to a bound for some c ∈ (0, 1)
Dvu · θ := viDiuAθA < 1− c for all v ∈ Rn, θ ∈ Rm where ‖θ‖ = 1, |v| = 1 .
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One way to see this is to consider v and θ which are maximisers of Dvu · θ and
note that then, due to properties of maximisers, v is the largest eigenvector of
Diu
ADjuA with eigenvalue λi = (Dvu · θ)2. The claimed equivalence now follows.
In the Neumann boundary condition case, over the domain Ω the same equation
(A.2) holds, but we still need to consider the boundary condition. We require that
µ, which by abuse of notation is both the unit normal to Σ and the unit normal to
∂Ω, is in TM . Thus
µ = µifi = µ
⊤ =
〈
µ, Xˆi
〉
gijXˆj = µig
ijXˆj ,
so for all 1 ≤ A ≤ m,
(A.3) 0 = µig
ijDjuˆ
A.
Multiplying by DluˆA and summing over A we have that
0 = µig
ijDj uˆ
ADluˆA = µig
ij(δjl − gjl) = µigil − µl .
Substituting this back in to (A.3) yields that for all 1 ≤ A ≤ m
Dµuˆ
A = µiDiuˆ
A = 0.
In graphical coordinates the spacelike MCF with Neumann boundary condition
thus becomes that, for all I = 1, . . . ,m,
(A.4)

duˆA
dt
− gij(Duˆ)D2ij uˆA = 0 on Ω× [0, T ),
Dµuˆ
A = 0 on ∂Ω× [0, T ),
uˆA(·, 0) = uˆA0 (·) on Ω,
where gij is strictly positive definite and bounded if and only if v < C <∞.
Appendix B. Uniqueness of MCF over compact domains.
We demonstrate the uniqueness of solutions to the Dirichlet and Neumann prob-
lems simultaneously.
Proposition B.1. Suppose that Ω ⊂ Rn is bounded, with smooth boundary ∂Ω.
Let u, z ∈ C2;1(Ω × [0, T )) ∩ C∞(Ω × (0, T )) be solutions to either (6.3) or (7.2)
which are uniformly spacelike; i.e. there exists c ∈ (0, 1) such that
|DuˆA|, |DzˆA| < 1− c for all 1 ≤ A ≤ m.
If uˆ(·, 0) = zˆ(·, 0) then for all t ∈ [0, T ), uˆ(·, t) = zˆ(·, t).
Proof. We consider yA = uˆA − zˆA.
d
dt
yA = gij(Duˆ)Dijy
A + [gij(Duˆ)− gij(Dzˆ)]Dij zˆA
= gij(Duˆ)Dijy
A +
∫ 1
0
d
dτ
gij(Duτ )dτDij zˆ
A
= gij(Duˆ)Dijy
A −Dl(uˆ − zˆ)B
∫ 1
0
2Dku
B
τ g
ik(Duτ )g
jl(Duτ )dτDij zˆ
A
= gij(Duˆ)Dijy
A −DlyBV BlijDij zˆA
where uτ = τuˆ − (1 − τ)zˆ and V Blij is bounded due to spacelikeness of uˆ and zˆ.
We see that considering everything graphically,
d
dt
‖y‖2 = gij(Duˆ)Dij‖y‖2 −DlyBV BlijDij zˆAyA − 2
m∑
A=1
DiyAg
ij(Duˆ)DjyA
≤ gij(Duˆ)Dij‖y‖2 + C‖y‖2 .
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where C depends on Cv and sup
Ω×[0,T )
|D2v|. If uˆ, zˆ satisfy (7.2) then on ∂Ω, ‖y‖2 = 0.
On the other hand if uˆ, zˆ satisfy (6.3) then at the boundary Dµ‖y‖2 = 0.
In both cases we may apply the maximum principle to yield
sup
Ω
‖y‖2(·, t) ≤ eCt sup
Ω
‖y‖2(·, 0)
which implies the result. 
Appendix C. Evolution of symmetric 2-tensors
We derive a general evolution equation for a symmetric 2-tensor along a spacelike
mean curvature flow Mt.
Lemma C.1. Suppose that T is a smooth symmetric 2-tensor on Rn,m. We write
the restriction of this tensor to TMt as
Tij = T (Xi, Xj).
Then
∇kTij = ∇kTij + T (IIki, Xj) + T (Xi, IIkj).
and(
d
dt
−∆
)
Tij = H
AhkAiTkj +H
AhkAiTkj − gkl∇k∇lTij − 2∇kT (IIki , Xj)
− 2∇kT (Xi, IIkj )− hBkihpBlTpj − hBkjhpBlTpi − 2hAikhBkj TAB.
Proof. We have that
d
dt
Tij = ∇HTij + T (∇iH,Xj) + T (Xi,∇jH)
= ∇HTij + T (∇⊥i H,Xj) + T (Xi,∇⊥j H) +HAhkAiTkj +HAhkAjTik,
where we used that
∇iH = ∇⊥i H +HAhkAiXk.
We calculate
∇kTij = ∇kTij + T (IIki, Xj) + T (Xi, IIkj).
We also see
∇l∇kTij = ∇l∇kTij +∇IIklTij +∇kT (II li, Xj) +∇kT (Xi, II lj)
+∇lT (IIki, Xj) + T (∇⊥l IIki, Xj) + hBkihpBlTpj + T (IIki, II lj)
+∇lT (Xi, IIkj) + T (Xi,∇⊥l IIkj) + hBkjhpBlTip + T (II li, IIkj).
Putting this together and using Codazzi–Mainardi gives the evolution of Tij . 
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