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1. INTRODUCTION 
In his book [3] Titchmarsh formulated a condition on the potential 1’ 
which ensured that the part of the operator -II2 + p over the open positive 
axis is absolutely continuous. Specifically he showed that this holds for an 
appropriate self-adjoint extension of this operator provided that p is ab- 
solutely integrable and satisfies some very general conditions. For brevity 
we shall refer to such potentials as Titchmarsh potentials. At the same time 
Kodaira [4] studied this problem independently. He showed that this property 
holds for a different class of potentials, namely, those for which the derivative 
satisfies the estimate, 
p’(t) = O(-&)‘+f, E > 0, for 5 3 co. 
Later Weidmann [9] took up this problem and gave a common generalization 
of both of these results. His result implies that this holds for potentials 
which can be written as a sum of a Titchmarsh potential and another one 
which tends to zero at infinity and has an absolutely integrable derivative. 
Weidmann’s result is quite remarkable, for potentials of the form, 
p(5) = sin 515 + 0103s S/S 
barely fail to satisfy these conditions. At the same time, according to 
Wigner and von Neumann [l] and Simon [I 11, for such potentials the operator 
--D* + p does admit positive point eigenvalues. 
In this paper we give another proof of this special Weidmann result. 
* Supported by NSF Grant GP-28933. This paper is an extended version of a talk given 
at the NATO Advanced Study Institute on Scattering Theory in Mathematics and Physics, 
Denver, Colorado, June 1973. 
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Specifically we ifluhtrate how the JWKB approximation method can be 
applied to verify a set of abstract criteria for absolute continuity. to be 
formulated presently. 
These criteria are based on ;I simple abstract property which has been 
employed by several different authors to establish absolute continuity. In 
particular it haa been employed by Kato and Kuroda [14]. Agmon [Ih]. 
Lavine [3l}. Comhes [23]. Kuroda [17], Hoe&Krohn 1371. and elsewhere 
[Xl. It is an abstract version of the limiting absorption principle [7. 13. IX]. 
It is an abstract version of the limiting absorption principle [7. 13. 181. 
it is implied. under general circumstances, by the existence ofan eigenfunction 
expansion [3. IO. 121. The set of criteria itself is an abstract vcraion of the 
Lippman--Scl7winger equations [25. 3 I]. For a different abstract \,erl;ion of the 
Lippman--Schwinger equations we refer to the work of Amrein. Gcorgescu. 
and Jauch [ 151 and Prugovecki [22]. 
In Section 2 we first give a precise description of this special Titchm:lr>A 
Kodaira-Weidmann class of potentials. This is done with the aid of Condi- 
tion S(T-K-W). Then in Theorem 2. I we formulate the previously mentioned 
absolute continuity statement about the operator -D’ 1 p. 
In Section 3 we formulate a set of criteria for the absolute continuity of 
the part of a given self-adjoint operator .4 over a given interval. 
First in Lemma 3.1 we give a set of preliminary criteria. Then in Theorem 
3.1 we formulate these criteria. Finally in Lemma 3.3 we isolate a propel-t) 
which is basic in verifying the assumptions of Theorem 3.i. Again this 
lemma is a version c;f a result used by several authors. 
in Section 4 we derive Theorem 2. I from Theorem 3. I. First 111 Lemmas 4.1 
and 4.2 we construct a fitctorization of the resolhent of this operato!- and ;L 
norm such that this factorization satisfies the assumptions of Theorem 3. I 
with reference to this norm. This construction is based on the JWKB ap- 
proximation method [25, 311. So to speak, this approximation allows us to 
take the effect of the tail of the long range potential into consideration. 
Second, in Lemmas 4.3 and 4.4 we establish the assumptions of Theorem 3. I 
for this factorization. The proofs of these two lemmas are similar to the 
proofs employed for short range potential perturbations. In fact wc exploit 
an elegant observation of Kato [29b] sayin g that for the case of l-space 
dimension the Hilbert-Schmidt norm can be employed to study smooth or 
gentle perturbations. 
It is a pleasure to thank Professor Sibuya for introducing the author to 
the theory of the JWK E approximation. Special thanks are due to Professor 
Ravine for an informal conversation at the recent Scattering Theory Summer 
School in Denver. Durin g this conversation he emphasized that the con- 
struction of an energy dependent perturbation is one of the essential features 
of his theory [24]. This suggested the emphasis of a similar construction in 
the report [19]. This, in turn, led to the present Section 3. 
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After this work was completed we learned about the overlapping and deep 
results of Georgescu [34]. 
2. FORMULATION OF THE RESULT 
We start this section by stating a condition which is somewhat more 
restrictive than the one of Titchmarsh [3], Kodaira [4], and Weidmann [9] 
mentioned in the introduction. In the formulation of this special Titchmarsh- 
Kodaira-Weidmann condition .LV+ denotes the open axis (0, co). 
CONDITION S(T-K-W). The potential p is a real valued function on B+ 
and it can be written in the form 
P =P1 i-P,> 
where both p1 and pz are real. The potential pz is such that 
J-i+: p,(5) = 0 
and 
The potential p1 is such that 
p1 E Q@f). 
(2-l) 
cw 
(2.3 
(2.4) 
Next assume that the potential p satisfies this condition and with the aid 
of it define D(L(p)) to be the set of those functions f in Q,(B?+) which have 
absolutely continuous first derivatives and for which 
f(O) = 0 and -f @ + pf E e,(e). 
Then define the operator L(p) mapping D(L(p)) into &(g+) by the equation 
Qp)f= -9” +pf. 
For convenience we also assume that p is locally square integrable and 
(2.7) 
Then denoting differentiation by D, as is well known [29, 321 this implies 
that M(p), the operator of multiplication by the potential p, is -D2 compact. 
This, in turn, implies [29, 321 that 
19(1!.(p)) = D(L(0)) = X)(-D?), 
In Section 4 we shall derive this theorem from an ;rbstract theorem to IX 
stated in Section 5. 
Let A be a given self-adjoint operator acting on a Fiven abstract I-iiibert 
space 9. In this section we formulate two sets of conditions for a pal-t of .-1 
to be absolutely continuous. 
To a given interval of reals. .p. and angle 1. kc assign tw’o open regoiis 
of the complex plane by setting 
where 3” denotes the interior of the inter-v21 .P As usual. we denatc by 
%(‘sj) the space of everywhere defined bounded operators on $. For :r 
possibly unbounded operator 7‘ and for /I in p( 7’). the resolvent set of % 
we set 
Next suppose that (fi is ;I Hanach space such that both VI and $ can be 
embedded in a metric space 911 in such a manner that Cci n $j is dense rn each 
of the spaces 6 and 5. We shall refer to this property as the dense inter- 
section property. In view of this fact each operator A on 6 n sj defines a 
form on 6 n $ :-: 05 n 9, namely, the form defined by 
[4Qd.L RI = [Alj,(L R) = (A”t I). 
If this form is bounded with reference to the 6norm. we denote its closure 
by the same symbol [A]@ and say that the operator A determines a bounded 
form on 6. Note that the boundedness of this form does not imply and is not 
implied by the property that A is in B(6). Similarly, if the operator A maps 
6 0 5 into itself and it is bounded with reference to the G-norm, we denote 
its closure by 4,. and say that A determines an operator in +%3(S). 
With the aid of these notations we formulate the following condition. 
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CONDITION G(9). For each p in g+(9) the given factorization of the 
resolvent 
R(P) = S”(P) Q(P), &CP)> Q(P) E W6) (3.3) 
is such that the first factor satisfies Condition G,(Y) and the second factor 
satisfies Condition 1.X that follow. 
CONDITION G,(X). For each p in &t(Y) the operator So(p) on 3 deter- 
mines a bounded form on 6 x Q for which 
CONDITION 1.4. For each p in 9?+(.Y) the operator Q(p) on $ 
determines an operator in B(6) for which 
The following lemma employs Condition G(4) and it is our first absolute 
continuity criterion. 
LEMMA 3.1. Let 9 be a compact interval. Suppose that R(& A) admits a 
factorization which satisfies Condition G(9) with reference to a space 6 
having the dense intersection property. Then A(Y)? the part of A over the 
interval 4, is absolutely continuous. 
The resolvents of a large class of Schrodinger operators admit a factoriza- 
tion with reference to a given norm Q such that the inverses of the operators 
Q(p) satisfy the following two conditions. 
CONDITION G,(9). For each ,U in the open regions 9%(S) the operator 
Q(p) in 5 admits an inverse in B(B). This inverse determines an operator 
in B(6) and this family of inverses, Q(p)%‘, depends norm-continuously 
on p. Furthermore it admits continuous extensions onto the closures W*(9). 
CONDITION A(Y). For each w in the compact interval 9 each of the two 
limit operators, Q+(W)%‘, admit inverses in !B(@). 
It is not difficult to show that Condition G2(9) and Condition A(9) 
together imply Condition 1.9. Inserting this implication in Lemma 3.1 
yields the following theorem, which is our second absolute continuity 
criterion. 
THEOREM 3.1. Let A be a given self-adjoint operator and let .% be a compact 
interval. Suppose that R(p A) admits a factorization which satisfies Conditions 
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G,,,(S) and Condition A(Y) with reference IO a space 6 llakg the L~JLSP 
intersection propert!-. Then A(9). the part qf the operator A over the intercal 
4. is absolutely continuous. 
For a large class of Schriidinger operators for each cr) in 9 each of the two 
limit operators, Qk(w)&‘, is Fredhoim of index zero 1361. That is to say 
invertibility is implied by the one to one property. We shall call the point w 
exceptional if either of the two limit operators, Q$w)G’, is not one to one. 
The following condition will allow us to formulate a useful property of 
exceptional points. 
CONDIIXI~ G,,(.B). ( u) To each OJ in .Y there is ;L self-adjoint opcrati?l 
A,,(w) such that B(A,(w)) 3 ?(A) and the resolvent 
RdtL) R(p: .l,,(Ke p)) (3.6) 
satisfies Condition G,(J). 
(/?) The limits of the forms [R,J/L)](~ and [S,,(/L)]~ exist Lind are equal. 
Specifically 
?‘!?J) [UpL)h lim (R,,(~L)]K, . (3.7) il ‘(I) 
uniformly in w in -9’. 
(y) For each IL in ,H.J.L’) the operato: 
determines an operator in 23(m) such that 
uniformly in w in .f. 
Incidentally note that for a perturbation (A,, . A ~- .4,,), tihich is gentle 
over the interval .P 18, 371. Conditions G,,,(Y) hold with 
S,(p) ---- R(p.; A,,), pip) = [I (A A,jR(p; .4,)]-L. 
Furthermore setting 
A,(w) -= A”. R,,( pl R( p: A,,), 7-c p) = (A A,)R(p; A,,), 
we see that Conditions G,.,(I) imply Condition G:,(I). 
The basic lemma that follows describes ;L ~wA~ul property of exceptional 
points. It is an abstract version of :i result of I’o\zner [5] and lkebe [S]. 
Various versions of this result have been formulated by various authors 
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[lo, 14, 161 for various classes of operators. The present version, which was 
proved in the technical report [38], is similar to the one of Lavine [21] and 
to the one formulated elsewhere [8b]. In it we set 
whenever this limit exists in !8(‘8). 
LEMMA 3.3. Suppose that the point w in 9 and the vector h in 6 are such 
that for the operators of definitions (‘3.9) and (3. IO)* 
(I - P(o))& _- 0 of (f - r~(w))@h -= 0. (3.1 I)+ 
[S,‘(w)o(h, h) - [S,-(w)]&h, h) =z 0. (3.12) 
4. THE PROOF OF THEOREM 2.1 
In this section we derive Theorem 2.1 from the abstract Theorem 3.1 
by constructing a factorization of the resolvent satisfying the conditions 
of this abstract heorem. We start this construction by imposing an additional 
condition on the potential which will allow the application of the JWKB 
approximation method. Roughly speaking the condition that follows will 
hold for the smoothed out tail of the long range part of p. 
CONDITION O(Y). The potential p, is real valued and twice continuously 
differentiable. Furthermore 
I 
sup sup us9?*w se+ P - P(5) < c0 (4.1) 
and Dp and D2p are bounded functions such that 
I m (i D~(5)l” + I D2~(t)l) & <: co. 0 (4.2) 
LEMMA 4.1. Let 9 be a compact subinterval oj’ B’f and suppose that the 
potential p satisJes Condition S( T-K-W). Then it admits a decomposition 
of the form, 
p == p1 i- p2 3 (4.3) 
where p1 is short range in the sense that 
Pl E Q,m+) (4.4) 
and pa satis$es Condition O(9). 
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To establish this lemma, clearly. it is no loss of generality to assume that 
p is long range. To construct such a pz we first mollify p. More specifcaily. 
let ,j be a twice continuously differentiable positive function with support 
in (0. I) such that 
. , 
/Q) l/Y] I. i 1.5) 
0 
We maintain that setting 
. I 
J/d0 1 1(11 4) /I( 71) tlrji ii.01 
* 0 
we have 
p Jpr L’,t.a ) (3.7) 
and 
( DJp)” t 2,(-J/) i ) :in d D-J/I c: \‘&/s’. j. i4.S) 
To establish relation (4.7) note that relations (4.5) and (4.6) together with the 
fundamental theorem of the calculus show that 
if we remember that the support of the function .j is in the inter\:11 (0, I ) 
and combine relation (4.5) with the translation invariance of the Lebesguc 
measure. It is an elementary fact that 
According to Condition S(T--K-W) the right member is finite. Inserting 
this fact and relation (4.1 I ) in estimate (4.10) we obtain the validity of relation 
(4.7). To establish relation (4.8) note that the support of the derivatives of,j 
are also in the interval (0, I). Hence differentiating (4.5) under the integral 
and integrating by parts yields 
Inserting assumption (2.3) in these formulas we see that each of these two 
functions is bounded. Integrating these formulas with reference to the 
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variable t we obtain that each of these functions is in I!,(P). This establishes 
the validity of relation (4.7) if we remember that DJp is also bounded. 
Second let a be a twice continuously differentiable function such that 
and define the sequence of functions avL by 
a?& = 45/n>. 
Then clearly the function aTL vanishes in the interval [0, n] and for the 
Q!,(P)-norms, we have 
Hence for sufficiently large n, the function 
p2 = anJp (4.12) 
satisfies Condition O(9). At the same time the validity of conclusion (4.3) 
follows from relation (4.7). This completes the proof of Lemma 4.1. 
bXMA 4.2. Suppose that the potential p2 satisfies Condition O(9) and 
&or each uonreaE p de3ne the potential q(pj by 
Then 
To illustrate the proof of conclusion (4.13) we first observe that the JWKB 
approximation method allows us to give this resolvent kernel explicitly. 
Specifically. set 
Here we denote by +p II2 that particular branch of this doubly valued 
function for which 
Re( +i(p)1/2) < 0 and hence y+(p) E Q!,(W. 
for each nonreal p. Next define two more functions, by setting 
,%,(PL) = J’+) - J’-(P) 
and 
ym(p) == v+(p). 
(4.16)+ 
(4.17),, 
(4.17)17 
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Then. as is well known [25, 311. these definitions imply that each of these 
two functions satisfies the differential equation 
In fact. this property motivated our defnition (4.13). According to detinitionh 
(4. 17),,,X the function J,,,(P) satisfies the boundary condition (2.5) at 4 0 
and the function j’, ( /L) is square integrable at < -f As is MelI known [XI] 
conditions more general than our Condition 0(-Y) imply that these propertie> 
determine the functions ,I,,,..,( EL) LIP to a constant multiple. These fact> :illo~ 
us to apply. at least formally. the Weyl representation theorem li)r the 
resolvent kernel of a self-adjoint differential operator [?O]. This J icldb 
\vhcre the denomin;ltor of the first factor is the Wronskian of thctc s<~lut~on~. 
Note that this application of the Weyl representation theorem is ti~rmal 
inasmuch as the operator L(q(,u)) is not self-adjoint. in fact, not eve11 sq’m- 
metric. Nevertheless it is not difficult to show that thia kernel define\ an 
operator in %(Q!,(.$’ )) which is the inverse of the operator ~1 UC/(p)). 
For the details of this proof we refer to the technical report [38] and con- 
sider the proof of Lemma 3.2 complete. 
In the next lemma we use the approximate rcsolvent R(/l: L(c/(~J,)~) to 
define a factorization of the original resolvent. 
El M( /’ q(p))R(p: Uq(p;L)))l-’ E S(5). (4.20) 
This operafor. 
Q(P) [I M(P fI(CL))R(& m(p)))] I. (4.21) 
dejims a.fbctorization qj’ rhe resolvent qf’ the operator L(p) qf’dtlji~~itiou (1.9). 
Spec$ical!,. 
Rip; L(P)) Rtp; L(q(p))) . Q(p). (4.22) 
The proof of this lemma is not difficult either and for the details \ve refer 
to the technical report [38]. 
In the remainder of this section we set 
.%p) .=~ R(p; L(q(p))). (4.23) 
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Then we show that with this choice the factorization (4.22) of Lemma 4.3 
satisfies the rather stringent conditions of the abstract Theorem 3.1. To 
construct such a space Q first with the aid of the potentials p of Theorem 2.1 
and q(p) of Lemma 4.2 we define a function by setting 
Then define the space 6 to consist of those functions f‘ in @ == k?,(5?‘) 
for which the norm 
(4.25) 
is finite. This norm is similar to the smoothness norm of Kato and Kuroda 
[14, 171 inasmuch as it defines a Hilbert space and, in turn, it is defined with 
the aid of a factorization. 
(a) Condition G,(3). To verify that for the operator of definition (4.23) 
this condition holds we first need a fact observed elsewhere. Specifically, 
we need that 
Hence the validity of Condition G,(X) is implied by 
sup jj M(#) So(p) M(nl/Z))l;$ < a. (4.27) 
M?*(4) 
We start the proof of this estimate by formulating a technical lemma. 
LEMMA 4.4. Suppose that the potential pe sati$es Condition 0(.9) and 
define the function q(p) by Lemma 4.2. Then the kernel of the operator &(p.) 
of d@nition (4.23) is bounded. Specifica& 
sup SUP I W%, 77)) -= CQ. (4.28) 
u&2*(‘/) (s.dEw+%@+ 
Furthermore as p approaches the point w of 9?+ the kernel &(~)(4, 71) con- 
verges, uniformly in (5, 7) on any compact subset ofg’l x *+. 
This lemma is an elementary consequence of formula (4.19) and for a 
detailed proof of this fact we refer to the technical report [38]. 
Next we derive estimate (4.27) from Lemma 4.4. For this purpose recall 
Lemma 4.1. It shows that the function n of definition (4.24) is integrable, 
that is, 
n E i&(92+). 
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This. in turn, together with Lemma 4.4 shops that the kernel of the operatot 
in estimate (4.27) is square integrable and hence is IHilbert-Schmidt. At the 
same time it follows that thts Hilbert--Schmidt norm is bounded uniformI> 
in /L in .Y (-8). This establishes the validity of estimate (4.27). This, in turn 
establishes the validity of Condition G,(.Y’), 
Q(p) ’ 1 .\I( J’ c/lp.i ‘~ !!3( $>j. (4.30) 
To see that this operator determines an ciperator 111 ‘li(Uj) recall detinition 
(4.25). It shows that M( I /I)’ ” is an isometry mapping 6-j onto all of‘ $i. 
That is to say it is ;I unitary transformation and we have the following 
unitary equivalence. 
Since unitarily equivalent operators have the same norm [30]. this ytelds 
Note that this relation is analo&~us but diKerent front relation (4.36) inasmuch 
as the first factor on the right is M( 1,‘~)’ ?. For brevity set 
Then formula (4.19) and definition (4.23) shop+ that .Y(p) 15 at1 integral 
operator. At the same time it follows from Lemma 4.4 and definition (4.24) 
and relation (4.29) that its Hilbert--Schmidt norm is bounded. in fact, 
unifortnly so in /L in J?!(I). Hence 
aup .%-(p) p 7. C-l.3-l) 
,z-.,R, (.I1 
Similarly it follows that 
In fact. this limit holds with reference to the Hilbert-Schmidt norm and it is 
uniform in OJ in .Y. Combining this relation with the equivalence relation 
(4.31) and definition (4.33) we obtain the validity of the second half of 
Condition G,(J). 
(c) Condition G’:,(I). To verify Condition G’,,(J) ( 1) recall defnition 
(4.13) and that by assumption the potential 11~ satisfies Condition O(I). 
They show that as jk approaches a given point w of .v the function (/(IL) 
approaches a litnit. At the same time it follows that this limit is the same as IL 
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approaches % through the points of B+(W) or W-(w). This fact allows us to 
define the self-adjoint operator A,(w) by 
43(w) = a%(~)). (4.35) 
Inserting definition (4.35) in definition (3.6) yields 
R,(P) = NV., U&e CL))). (4.36) 
According to Section 4a Condition G,(9) holds for the family of operators 
SO(p). Hence Condition G3(s)(01), that is to say Condition G,(3) for the 
family RO(p), is implied by 
uniformly in w in ;la. 
To illustrate the proof of this key relation first we show that, at least 
formally, 
&CCL) - &W = &h4V - WdRe PL) - q(pL,PoWF1 
x Mk(Re P) - &)&(pcL). (4.38) 
Application of the second resolvent equation to the operators L(q(p)) and 
L(q(Re(y))) at the point (J yields 
According to relation (2.9) 
-WY)) - UdRe PL) = J+%(p) -- q(Re CL)). 
Combining these two relations with relation (4.36) and definition (4.23) we 
obtain 
&(I*) - &(ICL) = &!tL)(WdtL) - dRe CLKUPL). (4.39) 
Expressing I&(y) in terms of S,,(p) from this equation and inserting the result 
into the same equation we arrive at relation (‘4.38). According to the tech- 
nical report [38] Lemma 4.1 and a version of the Rellich-Kato theorem 
allows us to make the present formal argument rigorous. This completes 
the proof of relation (4.38). 
Next set 
and 
(4.40) 
W(p) = M(lin)lW - M(q(Re p) - q(CL))S,(~)]-1M(n)1;2. (4.41) 
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More specifically we define these operators to be the closures of the triple 
products on the left. inserting these definitions in formula (4.38) we obtain 
M(n)‘I”(&(p) ~- S,(p))M(n)‘i’ =- .hl(r?)l:“S,,(~),M(n)‘: W(p) Y(p). (4.42) 
To illustrate the proof of relation (4.37). secondly we note that 
uniformly in w in 4. In fact. this holds with reference to the Hilbert--Schmidt 
norm, which is seen from Lemma 4.4 and definitions (4.13). (4.24). and 
(4.41). 
To illustrate the proof of relation (4.37), thirdly we show that 
If the operator M(I~)“” Mel-e a bounded similarity definitions (4.40) and 
(4.41) would imply that 
It is an interesting fact, stated and proved in the technical report [38J that 
although M(U) 1/Z is not a bounded similarity this relation is still valid. Re- 
lations (4.43) and (4.45) together establish the validity of estimate (4.44). 
Finally inserting relations (4.43) and (4.44) in relation (4.42) we arrive at 
the validity of the key relation (4.37). This. in turn. establishes the validity 
of Condition G,$.Y)(a). 
To verify Condition C;,I(.u’)(p) WC employ, the key relation (4.37) again. 
It shows that it suffices to prove that 
(-1.46) 
uniformly in w in .Y. Replacing the operator S,(~)~, in estimate (4.26) by 
W~L,)A -- &,ipJ~ yields 
:, [S,(p.,) - S&)1@ I, :-, :j Mh’+)[S(p,) - S&*2)]M(n1q.i,, * 
Combining this relation with Lemma 4.4 and relation (4.29) we arrive at 
the validity of relation (4.46). 
To verify Condition G,(S)(y) insert definition (4.35) in definition (3.8). 
This yields 
np.) M(p - q(Re p)&(p). 
Combining this with formula (4.30) we obtain 
1 - rip) - !i?-‘CCL) -_ M(IJ - q(Re p))(&(p) - R,,(p)) 
+ Wq(Re t0 - qicL)F,,(p). 
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Inserting formula (4.38) and definitions (4.33), (4.40), and (4.41) in this 
relation we arrive at 
Hence we see from relations (4.34), (4.43), and (4.44) that 
uniformly in w in 9. This relation, together with the unitary equivalence 
relation (4.31) yields 
This establishes the validity of Condition G3(fl(y). 
(d) Condition A($). Since unitary equivalence preserves compactness 
the proof of relation (4.34) shows that the operator 
is compact. This implies that each of the two limit operators, (I - Q+(w)-‘)~ , 
is also compact. In view of the compactness of this operator and the Fredholm 
alternative it suffices to show that the limit operator is one to one. This is the 
statement of the lemma that follows. 
LEMMA 4.5. Suppose that the potential p sati.yfies Condition S(T-K- W) 
and that the potential pz satisJies Condition O(4). Suppose, further, that 
w E 9 C 9+ is an exceptional point and h in 6 is a corresponding exceptional 
vector. That is to say 
(I - M(p - q(w))S,,+(w))6h == 0 or 
(I - M(p - q(w))&-(w))o;h = 0. 
Then 
17 = 0. 
(4.48) 
(4.49) 
To establish conclusion (4.49) recall definition (4.25) and relation (4.29). 
They show that h in (li implies that h is also in B,(%Y+). This, in turn, together 
with Lemma 4.4 and the Lebesgue theorem on dominated convergence 
implies that each of the two limits do exist, 
g*(f) = !itpo S,(w + ie) h(t). 
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At the same time it follows from formula (4.19) and definition (4.23) that 
this limit is given by 
Here we have set 
According to the basic L,cmma 3.3 
Next we show that this implies the key rclaiion. 
To show this. in turn, we need a simple fact about the jump oi II fi.lmily 
of solutions of a differential equation. Specifically let Z{,(P) be a family of 
solutions of Eq. (4.18) which depend continuously on IL in the union of the -__ 
two closed regions Wi(4) and are such that 
-,,! p) -.I+) 
Then let z~(P) bc another family of soiutions which depend continuously 
on p in the union of these two open regions. Suppose that this second 
family is normalized with reference to the first one so that 
Then at each real point w the jump is cgiven by 
According to definition (4.13) the approximate potential is such that. 
&L) = .q(;). 
and according to definition (4.17),, the solution J,,(P) satisfies the real bound- 
ary condition (2.5),, . These two facts allow us to set 
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Clearly we can also set 
Then formula (4.54) yields 
[ 
YAW) ~Yll(W)(O) 1 + t Ye(W) w Yo(W)9Y&JK-= WzA~) yjjy,(o)(o) 1 3 
where 
W,“,(w) = w 
.Ym’-(WI QJo+(~m 
W( yo’(o), J)m+(w)) ; 
J’m-(w> DY,-(W)(o) 
w(J’o--(~), JL-(w)) ’ (4’55) 
This formula, in turn, together with formula (4.19) and definition (4.23) 
yields 
According to definitions (4.17) (4.16), and (4.51) for each positive w the 
functions yoo+(w) and y,-(o) have different asymptotic behavior near infinity. 
Therefore we see from definition (4.55) and from the assumption that w 
is positive that this Wronskian is not zero. Combining this fact with relations 
(4.52) and (4.56) we arrive at the validity of the key relation (4.53). 
The key relation (4.53), in turn, implies the validity of conclusion (4.49) 
in the usual manner. A possible reference for this implication is the technical 
report [38]. This completes the proof of Lemma 4.5. 
Having established these conditions we can conclude from the abstract 
Theorem 3.1 the validity of the concrete Theorem 2.1. Again this follows 
in the usual manner and a possible reference is the technical report [38]. 
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