Abstract. Let i be a reduced expression of the longest element in the Weyl group of type A, which is adapted to a Dynkin quiver with a single sink. We present a simple description of the crystal embedding of Young tableaux of arbitrary shape into i-Lusztig data, which also gives an algorithm for the transition matrix between Lusztig data associated to reduced expressions adapted to quivers with a single sink.
Introduction
Let U q (g) be the quantized enveloping algebra associated to a symmetrizable KacMoody algebra g. The negative part of U q (g) has a basis called a canonical basis [16] or lower global crystal basis [7] , which has many fundamental properties. The canonical basis forms a colored oriented graph B(∞), called a crystal, with respect to Kashiwara operators. The crystal B(∞) plays an important role in the study of combinatorial aspects of U q (g)-modules together with its subgraph B(λ) associated to any integrable highest weight module V (λ) with highest weight λ.
Suppose that g is a finite-dimensional semisimple Lie algebra with the index set I of simple roots. Let i = (i 1 , . . . , i N ) be a sequence of indices in I corresponding to a reduced expression of the longest element in the Weyl group of g. A PBW basis associated to i is a basis of the negative part of U q (g) [17] , which is parametrized by the set B i of N -tuple of non-negative integers. One can identify B(∞) with B i since the associated PBW basis coincides with the canonical basis at q = 0 [20] . We call an element in B i an i-Lusztig datum or Lusztig parametrization associated to i.
Consider the map ψ i λ : B(λ) ⊗ T −λ g = gl n and i is a reduced expression adapted to a Dynkin quiver of type A n−1 with a single sink (Theorem 5.4). It is well-known that when i is adapted to a quiver with one direction, for example i = i 0 = (1, 2, 1, 3, 2, 1, . . . , n − 1, . . . , 1), the i 0 -Lusztig datum of a Young tableaux is simply given by counting the number of occurrences of each entry in each row. But the i-Lusztig datum for arbitrary i is not easy to describe in general, and one may apply a sequence of Lusztig's transformations [17] or the formula for a transition map R i i 0
: B i 0 → B i by Berenstein-Fomin-Zelevinsky [2] . We remark that our algorithm for computing ψ i λ is completely different from the known methods, and hence provides an alternative description of R i i 0 . Let us explain the basic ideas in our description of ψ i λ . Suppose that Ω is a quiver of type A n−1 with a single sink and i is adapted to Ω. Let J ⊂ I be a maximal subset such that each connected component of the corresponding quiver Ω J ⊂ Ω has only one direction. Let g J be the maximal Levi subalgebra and u J the nilradical associated to J, respectively.
The first step is to prove a tensor product decomposition B i ∼ = B J (∞) ⊗ B J (∞), as a crystal, where B J (∞) is the crystal of the negative part of U q (g J ) and B J (∞) is the crystal of the quantum nilpotent subalgebra U q (u J ). The isomorphism is just given by restricting the Lusztig datum to each part, and it is a special case of the bijection introduced in [1, 20] using crystal reflections. Here we show that it is indeed a morphism of crystals by using Reineke's description of B(∞) in terms of representations of Ω [19] . We refer the reader to a recent work by Salibury-SchultzeTingley [23] on i-Lusztig data, which also implies the combinatorial description of Kashiwara operators on B(∞) used in this paper.
The next step is to construct an embedding of B(λ) ⊗ T −λ into B J (∞) ⊗ B J (∞) using a crystal theoretic interpretation of Sagan and Stanley's skew RSK algorithm [22] , which was observed in the author's previous work [12] (see also [13, 14] ), and using the embedding (1.1) in case of i adapted to a quiver with one direction. Hence we obtain an i-Lusztig datum of a Young tableau for any i adapted to Ω. One may consider the image of the embedding by using a combinatorial description of * -crystal structure on B i in [19] , but we do not discuss it here.
Our description of the embedding ψ i λ also provides an algorithm for a transition map R i i 0 : B i 0 → B i together with its inverse R i 0 i since ψ i λ naturally extends to an isomorphism from another realization of B(∞) given by the set of large tableaux [3, 5] . Therefore we obtain an algorithm for a transition map R i is given by a composition of skew RSK and its inverse algorithms with respect to various maximal Levi subalgebras depending on i and i ′ .
The paper is organized as follows: In Sections 2 and 3, we review necessary background on crystals and related materials. In Section 4, we give an explicit description of the crystal B i when i is adapted to a Dynkin quiver of type A n−1 with a single sink, and then prove the decomposition of B i as a tensor product of two subcrystals. Finally in Section 5, we construct an embedding of the crystal of Young tableaux of arbitrary shape λ into B i .
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Review on crystals
2.1. Let us give a brief review on crystals (see [4, 7, 9] for more details). We denote by Z + the set of non-negative integers. Fix a positive integer n greater than 1. Throughout the paper, g denotes the general linear Lie algebra gl n (C) which is spanned by the elementary matrices e ij for 1 ≤ i, j ≤ n.
Ze ii be the dual weight lattice and P = Hom Z (P ∨ , Z) = n i=1 Zǫ i be the weight lattice of g with ǫ i , e jj = δ ij for i, j. Define a symmetric bilinear form ( · | · ) on P such that (ǫ i |ǫ j ) = δ ij for i, j. Set I = {1, . . . , n − 1}. Then { α i := ǫ i − ǫ i+1 | i ∈ I } is the set of simple roots and { h i := e ii − e i+1 i+1 | i ∈ I } is the set of simple coroots of g. Let Φ + = { ǫ i − ǫ j | 1 ≤ i < j ≤ n } denote the set of positive roots of g.
Let W ∼ = S n be the Weyl group of g, which is generated by simple reflections s i for i ∈ I. Let w 0 be the longest element in W , which is of length N := n(n − 1)/2, and let R(w 0 ) = { (i 1 , . . . , i N ) | w 0 = s i 1 . . . s i N } be the set of reduced expressions of w 0 .
For J ⊂ I, let g J be the subalgebra of g generated by e ii for 1 ≤ i ≤ n and the root vectors associated to ±α j for j ∈ J. Let Φ + J be the set of positive roots of g J and Φ + (J) = Φ + \ Φ + J . A g-crystal is a set B together with the maps wt : B → P , ε i , ϕ i : B → Z ∪ {−∞} and e i , f i : B → B ∪ {0} for i ∈ I satisfying the following conditions: for b ∈ B and i ∈ I,
Here 0 is a formal symbol and −∞ is the smallest element in Z ∪ {−∞} such that −∞ + n = −∞ for all n ∈ Z. Unless otherwise specified, a crystal means a g-crystal throughout the paper for simplicity.
Let B 1 and B 2 be crystals. A tensor product B 1 ⊗ B 2 is a crystal, which is defined to be B 1 × B 2 as a set with elements denoted by b 1 ⊗ b 2 , where
for b ∈ B 1 and i ∈ I. We call ψ an embedding and B 1 a subcrystal of B 2 when ψ is injective.
The dual crystal B ∨ of a crystal B is defined to be the set
∨ for b ∈ B and i ∈ I. We assume that 0 ∨ = 0.
For µ ∈ P , let T µ = {t µ } be a crystal, where wt(t µ ) = µ, e i t µ = f i t µ = 0, and
2.2. Let q be an indeterminate. Let U = U q (g) be the quantized enveloping algebra of g, which is an associative Q(q)-algebra with 1 generated by e i , f i , and q h for i ∈ I and h ∈ P ∨ . Let U − = U − q (g) be the negative part of U , the subalgebra generated by f i for i ∈ I. We put For i ∈ I, let T i be the Q(q)-algebra automorphism of U given by
for j ∈ I, where a ij = α j , h i . Note that T i is denoted by T ′′ i,1 in [17] (see also [20] ). For i = (i 1 , . . . , i N ) ∈ R(w 0 ) and c = (c 1 , . . . , c N ) ∈ Z N + , consider the vectors of the following form:
The set
which is often referred to as a PBW basis [17] .
The A 0 -lattice of U − generated by B i is independent of the choice of i, which we denote by
and also independent of the choice of i, which we denote by B(∞). Indeed the pair (L(∞), B(∞)) coincides with the Kashiwara's crystal base of U − [7] , that is, L(∞) is invariant under e i , f i , and
, where e i and f i denote the modified Kashiwara operators on U − given by [18, 20] ). The set B(∞) equipped with the induced operators e i and f i becomes a crystal, where
} be the set of dominant integral weights. For λ ∈ P + , let V (λ) be the irreducible highest weight U -module with highest weight λ, which is given by
is called the crystal base of V (λ). The set B(λ) becomes a crystal with respect to e i and f i induced from those on B(∞), where
3. Crystal of Young tableaux 3.1. Let us recall some necessary background on semistandard tableaux and related combinatorics following [6] . Let P be the set of partitions. We identify λ = (λ i ) i≥1 ∈ P with a Young diagram. Let λ/µ denote a skew Young diagram associated to λ, µ ∈ P with λ ⊃ µ, and let (λ/µ) π denote the skew Young diagram obtained by 180
Let A be a linearly ordered set. For a skew Young diagram λ/µ, let SST A (λ/µ) be the set of all semistandard tableaux of shape λ/µ with entries in A. Let W A be the set of finite words in A. For T ∈ SST A (λ/µ), let sh(T ) denote the shape of T , and let w(T ) be a word in W A obtained by reading the entries of T row by row from top to bottom, and from right to left in each row.
Let T ∈ SST A (λ π ) be given for λ ∈ P. For a ∈ A, we define T ← a to be the tableau obtained by applying the Schensted's column insertion of a into T in a reverse way starting from the rightmost column of T so that sh(T ← a) = µ π for some µ ⊃ λ obtained by adding a box in a corner of λ. We also denote by T տ the unique tableau in SST A (λ), which is Knuth equivalent to T . Note that the map
, where the inverse map is
Let B be another linearly ordered set, and let There is a bijection
}| and the pair of empty words (∅, ∅) corresponds to the zero matrix O.
, which are rearrangements of a and b, respectively, satisfying
We define the pair of tableaux P(T ← M ) and Q(T ← M ) inductively as follows: For 1 ≤ i ≤ r, put P (i) = (P (i−1) ← a τ r−i+1 ), and λ (i) = sh P (i) π with P (0) = T and λ (0) = λ. Define P(T ← M ) = P (r) and µ = sh P (r) π , and define Q(T ← M ) to be the tableau of shape (µ/λ) π , where
Then the map
is a bijection, which is a skew analogue of the usual RSK correspondence [22] . Let P n be the set of partitions λ = (λ 1 , . . . , λ n ) of length less than or equal to n. For λ ∈ P n , SST [n] (λ) is a crystal under the identification of T with w(T ) ∈ W [n] , and it is isomorphic to B(λ), where we regard λ as
, where the isomorphism is given by taking the 180 • -rotation and replacing the entry i with n − i + 1 for i ∈ [n].
For 0 ≤ t ≤ n, let σ −1 :
(1 n−t ) be a bijection, where σ −1 (T ) is the tableau with entries [n] \ {k 1 , . . . , k t } for T with entries
where σ −d (λ) = (d n )/λ, and the ith column of σ −d (T ) from the left is obtained by applying σ −1 to the ith column of T ∈ SST [n] (λ) (which is assumed to be empty if i > λ 1 ). Then σ −d commutes with e i and f i for i ∈ I, where wt(
We have an isomorphism of crystals 
We call the crystal Z N + the crystal of i-Lusztig data, and denote it by B i . Recall that [17] (4.2)
Let Ω be a Dynkin quiver of type A n−1 . We call a vertex i ∈ I a sink (resp. source) of Ω if there is no arrow going out of i (resp. coming into i). For i ∈ I, let s i Ω be the quiver given by reversing the arrows which end or start at i. We say that i = (i 1 , . . . , i N ) ∈ R(w 0 ) is adapted to Ω if i 1 is a sink of Ω, and i k is a sink of
Let B Ω be the crystal B i for i ∈ R(w 0 ) which is adapted to Ω. Note that B Ω is independent of the choice of i [15] .
In the next subsections, we consider some special cases of Ω, which give simple descriptions of the crystal B Ω .
4.2.
We first consider the quiver Ω where all the arrows are of the same direction. Suppose that Ω = Ω + , where
For example, i = (1, 2, 1, 3, 2, 1, . . . , n − 1, n − 2, . . . , 2, 1) is adapted to Ω + . We assume that A = B = [n] and define an injective map 
where E i i+1 is an elementary matrix in M A×B . Note that 0 is a formal symbol, not the zero matrix O.
Next suppose that Ω = Ω − , where
. 
In this case, we assume that
where E n−i i is an elementary matrix in M A×B .
Proposition 4.1. Suppose that Ω is either Ω + or Ω − . The operators e i and f i for i ∈ I on B Ω induced from (4.4) and (4.6) coincide with those in (4.1), that is,
for i ∈ I and c ∈ B Ω . Here we assume that M ± (0) = 0.
Proof. We will consider only the case when Ω = Ω + , since the proof for the case when Ω = Ω − is similar. Let us first recall the description of (4.1) on B Ω in [19, Theorem 7 .1] (see also [21, Section 4.1]). Let c = (c ij ) ∈ B Ω be given. For i ∈ I, put
where we assume that c 0i = 0. Then one can compute from [19, Theorem 7.1] 4.3. Now we suppose that Ω is a quiver with a single sink, that is,
, for some r ∈ I. Note that we have Ω = Ω + if r = 1 and Ω = Ω − when r = n − 1. So we assume that r ∈ I \ {1, n − 1}. Put
where
We set
which is a subcrystal of B Ω . Note that we havef i c = 0 on B J Ω iff i c ∈ B J Ω for i ∈ I and c ∈ B J Ω . Let Ω J k be the quiver corresponding to the vertices J k (k = 1, 2) in Ω. Then B Ω J k is the crystal of the negative part of the quantum group U q (g J k ), whose crystal structure is described in (4.4) 
We define a bijection
where .2)). For i ∈ I, we define
For c ∈ B Ω , let c J and c J k be the restrictions of c to B J Ω and B Ω J k (k = 1, 2), respectively. Then we have the following decomposition of B Ω as a tensor product of its subcrystals.
Theorem 4.2. The map
is an isomorphism of crystals. Moreover, for i ∈ I and c ∈ B J Ω such that e i c ∈ B J Ω and f i c ∈ B J Ω , the operators e i and f i on B J Ω induced from (4.9) coincide with those in (4.1) respectively, that is,
Proof. As in Proposition 4.1, it is done by comparing with the description of (4.1) on B Ω using [19, Theorem 7 
It is clear that ψ is a bijection. So it remains to show that ψ commutes with e i and f i for i ∈ I.
Suppose that c = (c ij ) ∈ B Ω is given. 
assuming that M (0) = 0, and hence ψ commutes with e r and f r . Next, we fix i ∈ J 1 . Let
and 
(see for example, the Auslander-Reiten quiver in Example 5.6, which might be helpful to see which c ij 's are involved for e i and f i , and how they are arranged).
n−i , which implies that k 0 ≤ n − r. Note that if k 1 > n − r, then we have c i+1 n = 0 and hence
Note that the subword of a τ consisting of i and i + 1 is
By the tensor product rule (2.1), we have ε i (a τ ) = c (i) and
If k 1 > n − r, then f i a τ = 0 and f i c ∈ B J Ω , which implies that f i M (c) = 0 and
Case 2. Suppose that c ∈ B Ω is arbitrary. We assume that
. By Proposition 4.1 and the arguments in Case 1, we see that
By (4.10) and (4.11), we have
Therefore, we have by (4.12) and (4.13)
Similarly, we have
It follows that ψ commutes with e i and f i for i ∈ J 1 . By the same arguments, we can show that ψ commutes with e i and f i for i ∈ J 2 . This completes the proof.
Let B J (∞) denote the g J -crystal of the negative part of U q (g J ), and extend it to a g-crystal with e i b = f i b = 0 and ε i (b) = ϕ i (b) = −∞ for i ∈ I \ J and b ∈ B J (∞).
Let W J be the Weyl group of g J generated by s j for j ∈ J, and let w J be the longest element in the set of coset representatives of minimal length in W/W J . Consider i ∈ R(w 0 ) corresponding to w 0 = w J w J , where w J is the longest element in W J . Let U − (J) be the Q(q)-subspace of U − spanned by b i (c) ∈ B i for c ∈ Z N + such that c = c J . Then U − (J) is independent of the choice of i, and forms a subalgebra of U − called the quantum nilpotent subalgebra associated to w J [17] . By using a PBW basis, we see that the multiplication in U − gives an isomorphism of a Q(q)-vector space (4.14)
(see [11, 24] for more details and its generalization to the case of a symmetrizable Kac-Moody algebra). The image of a PBW basis of U − (J) under the canonical projection π forms a subcrystal of π(B i ) = B(∞) in L(∞)/qL(∞), which we denote by B J (∞). Then we have the following tensor product decomposition of B(∞), which is a crystal version of (4.14).
Corollary 4.3. As a g-crystal, we have [11, Proposition 3.14] ). We should remark that Ω w is not in general a crystal isomorphism for arbitrary w ∈ W . For example, suppose that n = 3 and i = (1, 2, 1), that is, . It would be interesting to characterize w ∈ W such that the map Ω w : c → c ≤w ⊗ c >w is an isomorphism of crystals by using the result in [23] , where a connection between crystal structure of Lusztig data and signature rule in tensor product is studied.
Crystal embedding of Young tableaux into Lusztig data
5.1. Let λ ∈ P n be given. For S ∈ SST [n] (λ), we define
where c ij is given by the number of j's appearing in the ith row of S for 1 ≤ i < j ≤ n. Then we have the following, which is already well-known to experts in this area and which the author learned from Y. Saito.
Proposition 5.1. For λ ∈ P n , the map
is an embedding of crystals.
Proof. It follows immediately from comparing the crystal structures on SST [n] (λ) and B Ω + described in Proposition 4.1.
We also have an embedding into B Ω − . For T ∈ SST [n] (λ), we define
where c ij is given by the number of i's appearing in the (n − j + 1)th row of T for 1 ≤ i < j ≤ n. Similarly, for S ∈ SST [n] (λ), we define
for some d ≥ λ 1 . Note that c − (S) does not depend on the choice of d.
Proposition 5.2. For λ ∈ P n , the maps
are embeddings of crystals.
Proof. It follows from (3.4) and Proposition 4.1. ∈ SST [6] (6, 5, 3, 3, 2) .
Then we have by (5.1) 
On the other hand, 
5.2.
Let Ω be a quiver with a single sink
for some r ∈ I \ {1, n − 1}. We keep the notations in Section 4.3. Let λ = (λ 1 , . . . , λ n ) ∈ P n be given. Choose d ≥ λ 1 and put
We define a map
where (S + , S − , M ) is determined by the following steps:
(ζ) be given by removing the first r rows in S, (ii) let S \ S + denote the subtableau of S obtained by removing S + , and put
, we have for some ν ∈ P r with η ⊂ ν
It can be summarized as follows: Note that S − depends on d, but c − (S − ) does not. Then we have the following, which is the main result in this paper.
Theorem 5.4. For λ ∈ P n , the map
is an embedding of crystals, where c(S) is given in (5.7).
Proof. Put M = M where c = c(S) is given in (5.7). Finally composing (5.8), (5.9) , and then the inverse of the map in Theorem 4.2, we obtain the required embedding.
Remark 5.5. Suppose that Ω is a quiver with a single source. Let B * Ω be the set B Ω with the * -crystal structure [8] . By similar methods as in Theorem 5.4, we can construct an embedding of SST [n] (λ) into B * Ω for λ ∈ P n .
Example 5.6. Suppose that Ω is given by
which might be helpful for the reader to see (4.11) from Reineke's description of B(∞) [19] . Here the vertex "ij" denotes the indecomposable representation of Ω corresponding to the positive root ǫ i − ǫ j ∈ Φ + for 1 ≤ i < j ≤ 6, the solid arrows denote the morphisms between them, and the dotted arrows denote the AuslanderReiten translation functor denoted by τ in [19] . Let S be as in Example 5.3. Let us apply the map (5.5) to S following the steps in (5.6). First, we have Applying κ −1 to the pair formula for R Ω ′ Ω , which is a tropicalization of a subtraction-free rational function connecting two parametrizations of a totally positive variety. It would be interesting to compare these two algortithms.
