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Abstract. This article reports the measurement of the 235U-induced antineutrino
spectrum shape by the Stereo experiment. 43’000 antineutrinos have been detected
at about 10 m from the highly enriched core of the ILL reactor during 118 full
days equivalent at nominal power. The measured IBD yield spectrum is unfolded to
provide a pure 235U spectrum in antineutrino energy. A careful study of the unfolding
procedure, including a cross-validation by an independent framework, has shown that
no major biases are introduced by the method. A significant local distortion is found
with respect to predictions around Eν ' 5.3 MeV. A gaussian fit of this local excess
leads to an amplitude of A = 12.1± 3.4% (3.5σ).
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21. Introduction
The electron antineutrino spectra emitted by nuclear reactors were measured with rather
high statistics in several experiments at a baseline range from ∼ 10 m [1, 2, 3] up to
∼ 1 km [4, 5, 6]. Anomalies with respect to the predicted antineutrino reference spectra
were found, concerning the emitted absolute flux rate as well as the spectral shape.
The first anomaly, known as the Reactor Antineutrino Anomaly (RAA), corresponds
to a deficit of ∼ 6% on the total flux measured as compared to the predicted rate [7].
The statistical significance of the RAA is reported to be up to 2.8σ [8], depending
on the choice of the prediction model [9]. The second anomaly is a shape distortion
mainly expressed as a characteristic bump structure at an antineutrino energy of
Eν∼6 MeV. Whether these differences hint towards unaccounted antineutrino physics
or are introduced by the computational methods, theoretical assumptions or incomplete
data inputs is still under debate. A combination of both is possible, as well. It is also not
yet fully clarified if the two anomalies are connected or caused by independent effects.
The reactor antineutrino spectra can be predicted applying different methods.
The first one is based on a conversion scheme using high-precision electron spectrum
measurements at the BILL spectrometer at ILL [10, 11]. In this experiment, each of
three isotopes 235U, 239Pu and 241Pu were exposed to thermal neutrons to undergo
fission and create β-instable fission fragments. Later, the electron spectrum of 238U was
measured in an independent setup by fast neutron bombardment of 238U-foils [12]. The
commonly used antineutrino reference spectra from Mueller et al. [13] or Huber [14]
compute the antineutrino spectra of 235U, 239Pu and 241Pu with a conversion technique
starting from these measured β-spectra. In an updated conversion method calculation,
forbidden decays are included via nuclear shell model calculations [15]. This leads to an
enhancement of the antineutrino flux at energies above 4 MeV going into the direction
of the observed shape anomaly. At the same time, it leads to an increase of the total
predicted antineutrino flux enhancing the measured absolute rate deficit.
In another approach, the summation methods or ab initio calculations, the
antineutrino spectra are calculated using purely information contained in nuclear data
bases and theoretical inputs [16, 17]. Whereas hundreds of fission fragments, many
of them with more than 10 different β-decay branches, contribute to the overall
antineutrino spectrum, only few appear to be relevant above ∼ 5 MeV. Some of the
predictions based on summation methods show better agreement with experimental
data concerning the antineutrino rate as well as the spectral shape. However, the
theoretical knowledge and experimental data on many of the involved isotopes is rather
limited. In regions with dominant contributions of strongly populated fission products
with sharp cutoffs in their antineutrino spectra (> 5 MeV), deviations from the smooth
parametrization in the Huber or Mueller models might occur [18]. In general, the
uncertainties on summation spectra are known to be sizeable and the shape strongly
depends on the used fission yield databases. Those should be revised and improved [19],
since biases in the databases could introduce spectral structures similar to the ones
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Several currently running short baseline reactor antineutrino experiments, including
Stereo [20], are testing if the overall rate deficit could be linked to neutrino flavor
oscillations into a light sterile state [2, 21, 22, 23, 24]. Such an oscillation phenomenon
could explain the missing electron antineutrino flux at the position of the detector, but
not the observed shape distortion in the antineutrino spectra. Another open question to
be resolved is whether the rate and shape anomalies are solely created by a single fissile
isotope as 235U or if other isotopes contribute with similar or even larger extent. In this
regard, a comparison between an experiment as Stereo performed at a reactor highly
enriched in 235U (HEU) with an experiment at a commercial power reactor using low
uranium enrichment (LEU) might give further insights [25, 26]. So far, most experiments
were operated at LEU reactors for which up to 60% of the emitted antineutrino flux is
created by beta decays of fission products other than 235U.
The shape anomaly has been revealed by most experiments as an excess of events as
compared to the predictions in the region of 5-7 MeV, after correcting the normalization
by the observed rate deficit from the RAA. The local significance of this distortion is in
several cases more than 3σ. However, the event excess varies in magnitude and the peak
positions are sometimes slightly shifted. Although there is widespread expectation that
the spectral distortion is linked to inaccurate modeling of the antineutrino spectra,
alternative explanations related to the detector performances exist. In particular,
calibration data in this energy region is often limited and a common bias in the
non-linearity models could, in principle, also create such distortions [27]. The good
agreement between the measured spectrum in the Bugey-3 data [1] with the Huber and
Mueller models and its discrepancy to other spectra remain a puzzle.
Now, new experimental data from different reactor types could bring valuable
insights into the nature of the reactor shape distortion. The computation of the
predicted spectrum is simplified in research reactors using HEU fuel due to the strongly
reduced impact of burn-up effects. A shape-only analysis of the PROSPECT data [28]
finds in the region of 5-7 MeV (antineutrino energy) a behavior compatible with the
high statistics Daya Bay data [6]. This analysis disfavors the Huber’s prediction and
the scenario of a pure 235U origin of the excess with more than 2σ significance. A
recent analysis of the Daya Bay experiment allowed to extract antineutrino spectra
individually for different fission isotopes. A slightly weaker distortion was observed for
235U as compared to 239Pu, the second dominant isotope contributing to the thermal
power production of a typical LEU reactor [29].
In this article, the shape analysis of the Stereo experiment is discussed providing
a high statistics sample. It aims at providing an accurate and model-independent 235U-
induced IBD yield spectrum in antineutrino energy. The structure of this article is as
follows. In section 2 we present the experimental site at ILL and the Stereo detector.
The detector response, its tuning in the simulation and related systematic uncertainties,
are presented in section 3. Section 4 details the event selection, background modelling
and extraction of the antineutrino data spectrum. We introduce several IBD yield
4predictions in section 5. The response matrix is defined in section 6. Systematic
uncertainties are summarized in section 7. Finally fitting frameworks are described
in section 8, and results are discussed in section 9.
2. Experimental setup
The Stereo experiment is performed at the high-flux reactor RHF of the Institut
Laue Langevin (ILL) [30]. The RHF is designed and operated in order to extract
most intense beams of cold, thermal or hot neutrons for research, in particular neutron
scattering. It uses a single compact fuel element of 41 cm diameter and 80 cm height
with highly enriched 235U (enrichment of 93%) [31]. The Stereo detector is installed
at approximately 10 m from the core (center-to-center distance). A water transfer
channel for reactor operation provides an overburden of 15 m.w.e. against cosmic
radiation at the Stereo site. The extraction of neutron beams and the operation
of neighbouring instruments for neutron scattering impose a high background of fast
and thermal neutrons and neutron capture gammas onto the Stereo site, which had
to be mitigated by heavy shielding of site and detector. The RHF is operated with
alternate periods of about 50 days where the reactor is turned on and periods of reactor
turned off.
The Stereo detector in only shortly introduced in the following, further details
can be found in [32]. It uses the inverse beta decay (IBD) reaction ν¯e + p → e+ + n
to detect ν¯e produced by the RHF. The segmentation of the fiducial volume, called
“Target” (TG), allows simultaneous spectrum measurements at six different baselines
between 9.4 and 11.2 m and is used to search for active-to-sterile neutrino oscillations
[20]. In the following analysis, all six cell spectra will be merged together to study the
235U-induced spectrum shape, as described in section 4. To be able to detect gamma
rays from positron annihilation or from the n-Gd cascade that may escape the TG,
four other cells are located on an outer crown of the TG volume and are designated as
“Gamma-Catcher” (GC) (cf. figure 1). All six TG cells are filled with Gd-loaded liquid
scintillator for neutron capture enhancement [33] while GC cells are filled with unloaded
scintillator. GC cells are also used as a veto against external background. Separation
walls between volumes as well as side and bottom walls are built with VM2000™ mirror
films enclosed in an air-filled gap between two thin acrylic plates (2 mm) to allow high
reflectivity and optical separation between active volumes. However, there remains an
optical cross-talk of several percent between cells, which is discussed in section 3.
The scintillation light is read out by 48 8-inch photomultiplier tubes (PMTs), 4 for
each TG cell and short GC cell and 8 for each long GC cell. They are located on
top of each cell (cf. bottom panel of figure 1) and separated from the scintillator by
acrylic blocks designated as “buffers”. The optical coupling between PMTs and acrylic
is provided by a bath of mineral oil. PMT signals are continuously digitised at 250 MHz
using 14 bit ADCs [34]. Two levels of gain are available which allows to detect the single
photo-electron peak and to have good linearity of the electronics (< 1 % deviation [32])
5Figure 1. Cutaway view (top) and top view (bottom) of the Stereo detector setup.
1 – 6: Target cells (baselines from reactor core: 9.4 – 11.2 m); 0 and 7 – 9: Gamma-
Catcher cells. B4C layers on the inner side of shielding walls and the outer detector
walls are not shown. Taken from [20].
up to 10 MeV. Individual electronic pulses are integrated to determine the amount
of light detected by each PMT. The total and the tail pulse integral, Qtot and Qtail,
respectively, are obtained by integration over the total pulse duration and the pulse tail
duration. From Qtot we reconstruct the total energy deposit in the cell, and we use
Qtail/Qtot as a metric for particle identification by Pulse Shape Discrimination (PSD),
effectively separating interactions from strongly and lightly ionising charged particles
(cf. section 4).
The detector light response and stability are continuously monitored. A LED-based
light injection system [34] is used to calibrate the PMTs at the photo-electron level and
to monitor the linearity of the electronics. In addition, a set of radioactive γ-ray and
neutron sources is regularly deployed inside and all around the detector to monitor the
detector response and to determine the energy scale. Sources can be deployed via three
different calibration systems: (1) through vertical tubes spanning the full height of the
6TG, approximately at the center of each TG cell, (2) in a semi-automated positioning
system at different heights along the perimeter of the detector, in-between the detector
vessel and the shielding, (3) on a rail below the detector along its central long axis
(cf. figure 1).
To reduce external background (γ-rays and neutrons), the Stereo detector is
enclosed in a passive shielding (cf. figure 1) composed of borated polyethylene and
lead. A water Cherenkov detector is placed on top of the lead shielding and used as
an active muon veto. Offline cuts using the veto (cf. section 4) reduce cosmogenic
correlated background by about 30% (limited by the geometric coverage of the veto).
The remaining cosmogenic background is estimated by comparing data sets from reactor-
on and reactor-off periods. A magnetic shielding (soft iron and mu-metal) protects the
Stereo system against the effect of the magnetic field generated by other experiments
near the Stereo site (cf. figure 1). The external soft iron layer is covered by boron-
loaded rubber (containing B4C powder) to absorb the ambient thermal neutrons present
in the reactor hall.
3. Detector response
3.1. Tuning of the MC parameters using charge observables
A detailed description of StereoMonte Carlo (MC) is available in [20]. MC simulations
are built using the Geant4 toolkit [35] and include all the aspects of an event, from
particle interactions in the detector to light collection in the PMTs. The simulation
output has the same format as the real data in order to allow for straightforward
comparison between them. In the simulation of an event in the detector, the deposited
energy is translated into emitted light following a modelling of the scintillation process.
Dedicated laboratory measurements of intrinsic properties of the liquid scintillator
along with information gathered from calibration sources have been used to fine-tune
scintillator parameters, such as the total attenuation length and light yields of both
liquid scintillators. Another crucial aspect of the simulation is represented by the optical
properties of the separative plates, consisting of VM2000™ mirror films and a nylon net,
whose purpose is to ensure an air gap, enclosed between two acrylic plates. They have
a direct impact on the collection of light, the top-bottom asymmetries and thus on the
energy resolution of the detector. In order to model the light cross-talks between the
cells, several aspects had to be considered: the angle dependence of the VM2000™ films
reflectivity, the leakage of liquid scintillator inside some separating walls (partially filling
the air gap) and the light absorption inside the separating walls and on the surface of
calibration tubes. All these aspects are introduced in the simulation.
The parameters of the optical model were fine-tuned on charge and light leaks
distributions for 54Mn and 24Na calibration sources deployed at five different positions
inside the cells with calibration tubes, such that the simulation reproduces at best
the measured charge spectra. It has been shown that the collection of light can be
7Table 1. List of γ-lines used for the calibration of the Stereo detector across the
whole energy range of the antineutrino spectrum. For 60Co and 24Na, the energy
corresponds to the emission of two coincident gammas. The full deexcitation cascade
is considered for neutron captures on Gd (n-Gd).
Source or reaction Selected γ-line (MeV)
137Cs 0.662
54Mn 0.835
65Zn 1.11
40K 1.4
n-H 2.2
60Co 2.50
24Na 4.12
Am-Be 4.43
n-Gd ≈ 8
well reproduced both when looking at the cell containing the calibration source and its
neighboring cells. The raw-charge agreement between data and MC reaches a %-level
for most of the source positions. The quenching effect for high dE/dx, which makes the
detector response deviate from a perfect linear model is described by an effective Birks
coefficient kB. This coefficient is fine-tuned in the simulation such that the calibration
coefficients, i.e. the ratio of the mean charge over the mean deposited true energy,
for different calibration sources covering a range in energy up to 4.5 MeV, are well
reproduced.
3.2. Reconstructed energy and energy scale accuracy
After this fine-tuning of the MC parameters based on charge observables, the response
to the single 835 keV γ-ray emitted by a 54Mn source is chosen as the calibration anchor
point of the experiment. An iterative procedure adjusts the light leaks and calibration
coefficients to make the experimental distributions of reconstructed energies coincide
with the simulated distributions. In order to be as representative as possible of the
response of a cell as a whole, the adjustment is made after merging the data from 5
positions distributed along the vertical calibration tube. Potential biases of this energy
reconstruction in the Stereo detector would have a direct impact on the shape of the
measured antineutrino energy spectrum. A detailed study has already been presented,
cell by cell, in [20]. We discuss here the same three main components of the systematic
uncertainty at the level of the whole target volume.
The quality of the calibration anchor point is simply determined by looking at the
difference between the positions of the reconstructed Mn peak for data and MC. The
distribution of this difference for all weekly runs shows an accuracy of 0.2% at the 1σ
level in each cell. Beyond the 54Mn anchor point, the accuracy of the energy scale is
tested with a set of radioactive sources listed in table 1. For each cell and γ-line the
data to MC ratio EDatarec /EMCrec of reconstructed peak energies is computed for the average
of the 5 vertical deployment positions and for 3 dates of extensive calibration using all
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Figure 2. Combined fit of all calibration residuals at the target level. The distortion
of the energy scale between data and MC is assumed to be a second order polynomial.
(Top) Data/MC comparison of reconstructed energies for calibration sources. Green
dotted lines illustrate the 1σ uncertainty band (±1.02/√6 %) used for the analysis of
the spectrum shape. (Bottom) Data/MC ratio of the cosmogenic 12B spectrum.
sources. Then, the average of all cells is obtained assuming a correlated systematic
uncertainty of the fit of the peak position and uncorrelated time stability and statistical
uncertainties. These target-averaged ratios, shown on top of figure 2, are all contained
within 1% from 1, confirming the robustness of the energy reconstruction away from
the 54Mn reference point.
The data-MC agreement is further tested with the continuous spectrum of the β-
decay of 12B. This isotope is generated in the liquid scintillator via the interaction
of cosmic muons with carbon atoms. Selection cuts applied to the Stereo data
allow to efficiently select the specific process of muon capture µ− + 12C → 12B + νµ
in time coincidence with the 12B decay. The muon-capture vertices are probing the
whole target volume. Their distribution relies on the characteristics of atmospheric
muons and energy loss in the materials of the detector and shielding, which can all be
accurately simulated (see [20, section VI.E] for details). With a Qβ of 13.369 MeV
the continuous 12B spectrum spans the full energy range of interest. The ratio of
the measured to simulated spectra is shown in the bottom plot of figure 2, providing
9complementary and stringent constraints on the control of the energy scale. A bias
of the energy reconstruction in the simulation would propagate as a distortion of the
spectrum shape through the formalism described in [27], inducing discrepancies between
the experimental and simulated spectra. The deviation of the 12B spectrum ratio from
unity is then complementary to the residuals of the calibration peaks as a probe for
distortions in the energy scale. A global analysis, merging all the information, is added
in figure 2. For illustration, the relative distortion between data and MC energy scales
are here fitted with a second order polynomial. The uncertainty band of the fit is found
comparable with the naive expectation that the initial uncertainty of 1.02% (quadratic
sum of 0.2% from Mn anchoring and 1% from the envelope of calibration residuals)
determined at the cell level is reduced by a factor 1/
√
6 in the absence of cell-to-cell
correlation. We checked that this remains true when varying the polynomial order from 2
to 5 and even when using kernel density estimation with a kernel of 8, 15 and 30 gaussian
functions, rejecting any significant contribution of high order terms in the data/MC
distortions. Therefore, an uncertainty of ±1.02/√6 % on the calibration coefficients is
taken as a safe estimate for the shape analysis of the measured antineutrino spectrum.
Finally, another feature of the interaction of cosmic-rays in and around the detector,
namely the production of spallation neutrons, is used to measure the time stability of
the detector response. A fraction of the cosmic neutrons can make their way to the
liquid scintillators and get captured on the hydrogen or gadolinium atoms. The relative
evolution of the position of the associated 2.2 and 8 MeV peaks is observed over more
than one year of detector operation [20, figure 13]. All variations are contained within
0.3% and fully correlated between cells. The same uncertainty is thus maintained at
the target level.
The contributions described above are summed in quadrature and their impact
on the uncertainty of the shape of the measured antineutrino spectrum is discussed in
section 7.
4. Measured energy spectrum
The analysis reported in this article uses Stereo’s second phase of data taking, running
from mid-2017 to early 2019 (“phase-II”) [36, 37, 38, 39]. It amounts to an effective data
taking time of 118.5 days with reactor ON and 212.2 days with reactor OFF. Many
details on the antineutrino rate extraction method have been given in a previous publi-
cation [20, sections VII, X], but some are adapted in this paper to treat the target as a
whole. Signal identification relies on two steps: first, selection cuts are applied; second,
Pulse Shape Discrimination is used to extract the antineutrino IBD spectrum.
Selection cuts. The first step of the selection relies on the set of cuts listed in table 2.
These cuts are based on the time structure of an IBD event: a prompt signal due to the
e+ energy deposit and annihilation with an e−, then a delayed signal from the neutron
capture on a Gd nucleus. Cuts #1-2 select events in the relevant energy range for the
10
Table 2. Selection cuts for IBD candidates.
Type # Requirement for passing cut
Energy 1 1.625 MeV < Edetectorprompt < 7.125 MeV
2 4.5 MeV < Edetectordelayed < 10.0 MeV
Coin- 3 2 µs < ∆Tprompt−delayed < 70 µs
cidence 4 ∆Xprompt−delayed < 600 mm
Topology 5
Ecellprompt <
{
1.0 MeV, cell neighbour to vertex cell
0.4 MeV, cell far from vertex cell6
7 ETargetdelayed > 1.0 MeV
Rejection 8 ∆T vetomuon−prompt > 100 µs
of muon- 9 ∆T detectormuon−prompt > 200 µs
induced 10 ∆Tbefore prompt > 100 µs and ∆Tafter delayed > 100 µs
background for all events with Edetectorevent > 1.5 MeV
11 QPMTmax,promptQcell,prompt < 0.5
prompt and delayed signals, respectively. Cut #3-4 select pairs of prompt and delayed
signals that have appropriate time and space coincidences. The next set of cuts focuses
on the sharing of energy between cells inside the Stereo detector, allowing the 511 keV
gammas from IBD-positron annihilation to escape the vertex cell and be detected in a
neighbour volume (#5-6), and rejecting events whose main energy deposit is in the GC
(#7). Cuts #8-9 introduce a veto-time after a muon is detected in the Cherenkov veto
or the detector, and cut #10 requires the prompt-delayed pair to be well isolated in
time from any other signal. Finally, cut #11 rejects low-energy cosmic muons with
asymmetric light collection due to energy deposit only at the top of a cell. The overall
selection efficiency for antineutrinos in the 2-8 MeV range interacting in TG cells is
55.8±0.3 %. The unfolding of the measured prompt spectrum to the antineutrino energy
spectrum takes into account the energy dependence of this efficiency via the response
matrix (see section 6). Systematic uncertainties induced by possible mis-computation
of cut efficiencies are discussed in the section 7.
Events selected by the cuts listed above break down into antineutrino events and
background events, which can be accidental (i.e. random) pairs or physically correlated
pairs. The rate of accidental pairs is measured along the data flow using an off-time
method [40, section X.A]. Correlated background pairs are characterized by reactor-off
event distributions. The presence of a potential reactor-related correlated background
cannot be evaluated this way and is discussed below. For now, no such background is
assumed.
Pulse Shape Discrimination. The second step of the analysis relies on the Pulse
Shape Discrimination (PSD) on the prompt signal. It allows to discriminate between
electron-like recoils, where IBD events are located, and proton-like recoils (cf. top panel
of figure 3).
The PSD variableQtail/Qtot evolves over time, mainly due to temperature variations
of the liquid scintillator. The evolution is daily monitored with uncorrelated γ events
11
and correspond to a global shift (the peak position varies by about −0.1σγ/◦C). The
PSD value of each event is corrected. Moreover, because of light leaks, the average PSD
value is different for each cell. Cell 1 is taken as reference and the PSD value of each
event in cell ` is further corrected by the cell average difference 〈PSD〉`−〈PSD〉1. These
corrections allow to merge events from all runs and cells to build the PSD distribution
of the full target. To extract the antineutrino component, a joint fit of reactor-on
and reactor-off PSD distributions is performed. PSD distributions of IBD candidates
and accidental coincidences measured with reactor-off (reactor-on) in energy bin i are
denoted as OFFi,p (ONi,p) and OFFacci,p (ON
acc
i,p ), respectively, with p the PSD bin index.
The PSD distribution in reactor-on contains (cf. figure 3):
- the antineutrino signal, modelled by a gaussian distribution with integral Ai, mean
µi and standard deviation σi;
- accidental background, directly evaluated from ONacci,p ;
- correlated background, modelled by a rescaling of reactor-off PSD distribution
mcorr,OFFi,p which is determined from OFFi,p, accounting for its accidental component
OFFacci,p . The scale parameter ai accounts for example for variations of cosmic muon
rates due to atmospheric pressure.
The following fit is thus performed:
ONi,p = aim
corr,OFF
i,p + f
acc
ON ON
acc
i,p +Gν(Ai, µi, σ
2
i ) (1)
OFFi,p = m
corr,OFF
i,p + f
acc
OFF OFF
acc
i,p (2)
where f accON and f accOFF are measured scaling factors of accidental distributions (both
∼ 1/10). Free fit parameters are ai, Ai, µi, σi and all mcorr,OFFi,p . Only PSD bins p
where OFFi,p and ONi,p are nonzero are used. The rate of IBD events Ai is extracted
for each energy bin i separately. This joint fit allows in particular to simultaneously
fit the scaling parameter ai and the antineutrino component. In particular, it removes
systematic effects related to the atmospheric pressure correction between ON and OFF
periods.
The analysis at the target level, merging PSD distributions from individual cells
before performing the fit, allows to use finer bins than previous analyses (250 keV instead
of 500 keV in [40, 20]). Indeed, binned log-likelihood maximizations are known to
introduce biases in the low-statistics regime [41]. Reproducing the fitting procedure
with the 250 keV binning in simulations, we found biases to be small (< 1 %) but use
them even so to correct antineutrino rates extracted from the fit.
The validity of the gaussian model for the antineutrino PSD has also been investi-
gated. The antineutrino rate extracted from the fit (Ai parameter) has been compared
to the sum of the bin content of the ONi − a′i OFFi histograms in the electron recoils
region, accidental pairs being subtracted beforehand. Since the tail of the gaussian
model is spreading beyond the electron recoils region, antineutrino rates Ai have been
corrected to match the range of the histogram summation. Since scaling parameters ai
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Figure 3. Illustration of the simultaneous fit to extract the IBD rate for the bin
centered at 3.0 MeV. (Top) Reactor-off PSD distribution, containing accidentals (grey)
and correlated pairs (red). (Bottom) Reactor-on PSD distribution broken down
into correlated background (red, scaled from reactor-off), accidentals (grey), and the
antineutrino component (green). Vertical lines indicate the electron recoils region,
corresponding to 2σ above the mean of the electron recoils peak.
from the fit are correlated to the assumption of gaussian antineutrino PSD (cf. equa-
tions (1)-(2)), new scaling parameters a′i have been computed based on the proton recoils
region only. They are consistent with the nominal ai’s at the 0.5% level. The result
of the comparison of antineutrino rates is presented in figure 4 and shows a very good
agreement across the energy range. The most significant discrepancy is found in the 7
MeV bin. This effect is most likely related to a strong statistical fluctuation distorting
the shape of the gaussian fit of the antineutrino PSD distribution in this bin. Indeed,
we observed that (1) relative uncertainties on fit parameters (Ai, µi, σi) in this bin are
about twice as large as in the previous bin, indicating that the fit may be unstable; (2)
the best-fit width σi is lower than in bins above and below; (3) the difference between
the two methods is driven by the last PSD bin in the electron recoils region, not taken
into account by the gaussian model whose best-fit width σi may be too small; (4) a
satisfactory agreement is recovered for higher energy bins, ruling out the option of a
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Figure 4. Ratio of antineutrino rates from the PSD fit assuming gaussian antineutrino
PSD (’gaussian’) and from ONi − a′i OFFi histogram integration (’integral’). These
two quantities being highly correlated, the deviations from unity are expected to be
small with respect to the displayed errors bars, taken as the relative uncertainty on the
Ai parameter evaluated by the fit. Except for the bin at 7 MeV (see discussion in the
text), a potential systematic bias is negligible compared to this statistical uncertainty.
significant systematic effect related, for instance, to low signal-to-background ratios.
Overall, a satisfactory agreement is found and validates the use of the gaussian model.
Backgrounds. Background distributions for correlated and accidental pairs are
obtained from the red (aimcorr,OFFi,p ) and grey (f accON ON
acc
i,p ) distributions in the bottom
panel of figure 3, respectively. In order to evaluate signal-to-background ratios, we
use as antineutrino rate (for this study only) thesum of bin contents until the upper
limit of the electron recoils range shown in figure 3. Doing so, we can use the same
PSD range of integration for signal and backgrounds. The measured background and
signal-to-background ratios are displayed in figure 5. We require (arbitrarily) a signal-
to-background ratio of > 0.2, leading to an energy range of [1.625 MeV, 7.125 MeV] in
prompt energy, i.e. 22 bins of 250 keV.
The accidental energy spectrum is dominated by low-energy gamma events. Events
above the highest natural radioactivity γ-line at 2.6 MeV (from Tl) are due to two main
sources: (1) cascades following neutron captures on Gd, or (2) high-energy γ-rays from
neutron capture on surrounding materials (Al, Fe) during reactor-on periods, due to
neighbouring instruments.
The high-energy background spectrum is dominated by correlated events. A first
peak of correlated background at 2.2 MeV arises from muon-induced multi neutron
captures in the liquid surviving the isolation cut (#10 in table 2). A second large peak
around 5.4 MeV is due to 12C(n, n′γ)12C interactions in the liquid, with the prompt
energy coming from the coincident γ-ray and fast-neutron-induced proton recoils.
As described above, accidental and cosmogenic corretated backgrounds are
accurately taken into account via the joint fit of reactor-on and reactror-off PSD
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Figure 5. (Top) Background spectrum of correlated and accidental contributions,
defined as the rate integral of the electronic recoil component. (Bottom) Measured
signal-to-background ratio with respect to the background spectra shown above. The
average values given in the legend are calculated from the data points weighted by the
signal. Adapted from [20].
distributions. As for reactor-related background, it cannot be evaluated using reactor-off
events. It is however possible to compare reactor-on and reactor-off PSD distributions
in the proton recoils region. The study presented in [20] shows a small excess of events
when reactor is on, which amounts to about 3% in the lowest energy bin and decreases
with energy as a power law. Antineutrino rates are corrected for this according to
signal-to-background ratios. However, the relevant background for antineutrino search
is located in the electron recoils region (where IBD events also lie), and an observed
excess in proton recoils does not necessarily imply the same for electron recoils. To
cover all scenarios we add a 100% uncertainty on this correction, which is displayed in
section 7.
5. Predicted antineutrino energy spectrum
Several predictions exist for the most relevant fissioning isotopes, X ∈
{235U,238 U,239 Pu,241 Pu}, based on the conversion method or the summation method
(also a combination of both has been used). The reference antineutrino spectra used
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today in reactor antineutrino experiments come from the conversion method (Huber-
Mueller model, HM) [14, 13]. Recent dedicated measurements of the β-strength of
important fission products have improved nuclear data for the summation method sub-
stantially, calling for a test of its latest predictions [17] (SM) against the HM model.
Furthermore, experimental antineutrino spectra associated to the fission of 235U and
239Pu have been provided by the Daya Bay (DB) collaboration [29]. However, they
have not been unfolded. We thus introduce our own DB-like bumped models for this
analysis (cf. table 3). The antineutrino spectrum obtained by method M ∈ {HM, SM}
for isotope X is denoted with SXM(Eν).
Several RHF-specific corrections have to be applied before comparing with the
antineutrino spectrum measured by Stereo. Firstly, the predicted HM and SM spectra
provide a snapshot of the fission spectrum after only 12 hours of irradiation of the target
X used in the measurements of the fission beta spectra [10, 11]. Therefore, they have
to be corrected for the accumulation of fission products with lifetime comparable to or
larger than 12 hours. The relative correction of these off-equilibrium effects is called
δ(Eν). The mean evolution of the fuel over one reactor cycle was calculated using the
FISPACT-II code [42] considering a constant power during all the cycle. The results of
this calculation coupled to the BESTIOLE code [43], which calculates the antineutrino
energy spectrum for each isotope, allow us to determine the relative distortion δ(Eν).
We note that neutron capture by a fission product suppresses the decay of this fission
product and replaces it by another likely beta-active isotope. Such effects yield a flux-
dependent correction, thus depending on the operation power of the reactor. A class of
these so-called non-linear nucleides have been investigated in [44] and been found to be
negligible for the RHF. The off-equilibrium correction is found to mainly affect energy
bins below Eν = 3.6 MeV, with a contribution of 1.8% at 2 MeV.
Secondly, the fuel contains initially 7% of 238U. Breeding of 239Pu by neutron
capture results in a relative contribution pPu9 = 0.007 of 239Pu to all fissions, averaged
over one reactor cycle. It yields to a 0.3 % deficit with respect to a pure-235U ν¯e
production, with little impact on the spectrum shape (< 0.15 %). As this article
reports on the shape of the IBD spectrum, contribution from 239Pu (and other fissionning
isotopes) can be neglected.
Thirdly, beta decays from reactor structural materials activated by neutron capture
contribute significantly to the measured spectrum. This contribution SA(Eν) was
evaluated using a complete 3D TRIPOLI-4® [45] simulation of the reactor core. The
reactor core and most of the beam tubes being made of aluminum, 28Al decay is the main
contributor. There is also a sub-leading contribution from activation of 55Mn. Overall,
these activated elements produce antineutrinos with energies as high as 2.86 MeV,
leading to a mean correction of about 10% below this energy.
Fourthly, spent fuel is stored in the transfer channel above the Stereo detector.
The antineutrino spectrum SSF(Eν) from the decay of its beta-active isotopes has to be
taken into account. The spent fuel term was evaluated in the same way as off-equilibrium
contribution, using FISPACT-II coupled to BESTIOLE. Its contribution was estimated to
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Table 3. IBD yield models ΦU5M used in this analysis. Specific bumped models
(HMBump9, SMBump9) are introduced to reproduce a Daya Bay-like excess.
Name Flux model SM,U5(Eν) σIBD
HM HM [14]
Strumia-Vissani [46]
SM SM [17]
HMBump9 HM + 9% bump at 6± 0.3 MeV
SMBump9 SM + 9% bump at 6± 0.3 MeV
be less than 0.1% after 24h of a reactor stop, justifying that in our analysis only data
after this time are considered.
Finally, the total spectrum predicted by model M and taking into account the
aforementioned corrections, averaged over one reactor cycle of the RHF, writes:
SM(Eν) = S
U5
M (Eν) + S
corr(Eν) (3)
with the correction term (linear terms only) being
Scorr(Eν) = pPu9
[
SU5M (Eν)− SPu9M (Eν)
]
+ δ(Eν)S
U5
M (Eν)
+ SA(Eν) + SSF(Eν). (4)
This term simplifies to
Scorr(Eν) = δ(Eν)S
U5
HM(Eν) + SA(Eν) (5)
when neglecting 239Pu and spent fuel contributions; at first order, the off-equilibrium
component is taken to be the same for all models. Further details on the calculations
of these corrections can be found in [20].
The IBD cross section σIBD from [46] is used to obtain the total IBD prediction
ΦtotM = SM × σIBD from a given antineutrino energy model M . It naturally breaks down
into ΦtotM = ΦU5M + Φcorr following equation (3). Table 3 defines the models used in this
spectral analysis as inputs to build or validate analysis frameworks (cf. sections 6, 8).
6. Response matrix
In order to extract the antineutrino energy spectrum with respect to the incident
antineutrino energy Eν , an essential ingredient is the detector response matrix. The
prompt signal energy Epr is related to Eν as
Epr ' Eν −∆M +me = Eν − 0.782 MeV (6)
where ∆M = mn −mp (the kinetic energy of the IBD neutron is negligible). Because
of several unavoidable detector effects (quenching, resolution, energy loss, inefficiency)
the relation (6) cannot be used directly to unfold the prompt spectrum event by event.
Instead, the response matrix R (hereafter response) contains the transition probability
for an antineutrino with energy Eν to be detected with prompt energy Epr:
Rij = P(Epr in bin j |Eν in bin i). (7)
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Figure 6. Selection efficiency ei as a function of the antineutrino energy Eν (blue:
fine binning; red: 250 keV wide binning). The analysis range [2.625 MeV, 7.125 MeV]
is defined by vertical dotted lines: it encloses region of highest efficiency. The larger
edge bins are used for regularization purposes only.
The selection efficiency ei in bin i is smaller than 1 since there is a chance that an
interacting antineutrino with given Eν is rejected by selection cuts. R is thus normalized
such that
∑
j Rij = ei. This choice of normalization allows to encapsulate all detector
effects in the same object, the response matrix.
The response is sampled using Stereo’s detector simulation. Interacting
antineutrinos are generated with a flat energy distribution (from the IBD threshold to 10
MeV) and weighted according to Stereo’s nominal IBD yield prediction Φtot,0 ≡ ΦtotHM
based on the Huber-Mueller model. Interaction products are propagated through the
detector and selection cuts #1-7 from table 2 are applied. IBD candidates passing
through the selection are stored in the response matrix, every column of which is finally
normalized to ei. The efficiency ei in true bin i is computed, using the same simulation,
as the ratio of selected IBD candidates over antineutrinos interacting in the TG. The
response relates any IBD spectrum Φtoti to the corresponding predicted prompt spectrum
Nj as
Nj =
∑
i
RijΦ
tot
i . (8)
The analysis range in antineutrino energy is defined as [2.625 MeV, 7.125 MeV]
and corresponds to the region of highest selection efficiency (> 50 %), as illustrated in
figure 6. The lower bound is shifted up with respect to the range of the measured energy
spectrum [1.625 MeV, 7.125 MeV]: this is due to the energy shift from equation (6). The
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Figure 7. OFF1 and OFF4 (early and late phase-II) PSD distributions of correlated
events, for all cells and all prompt energy bins in [1.625 MeV, 7.125 MeV]. The scaling
parameter a is determined from the PSD fit procedure with the antineutrino component
set to zero. A slight shape discrepancy is observed for PSD values around 0.1.
Eν range is divided in 18 bins of 250 keV. Low-energy and high-energy bins are added,
integrating from 1.806 MeV to 2.625 MeV and 7.125 MeV to 10 MeV respectively:
they are used for regularization purposes only (cf. section 8). The response is then a
22 (Epr bins)× 20 (Eν bins) matrix.
7. Systematic uncertainties
A first set of systematic uncertainties relates to the extraction of antineutrino rates.
Reactor-related background. As introduced in section 4, antineutrino rates are
corrected for possible reactor-related background, that cannot be modelled by reactor-
off event distributions. To cover all scenarios, a 100% uncertainty on this correction is
applied, uncorrelated between energy bins. It results in about 4.5% uncertainty in the
first prompt energy bin, decreasing with energy as a power law [20].
Detector time stability. The data taking consists of four periods of background
measurement when reactor is off (named OFF1 to OFF4) with three reactor-on periods
in between (named ON1 to ON3). We found a slight discrepancy in PSD distributions
from reactor-off data when comparing extreme time periods: early (OFF1) vs. late
(OFF4) phase-II data (figure 7). First studies indicate that this difference, most visible
between proton and electron recoils peaks, might be related to a change in the distance
between those peaks or to top/bottom asymmetry in reconstructed energies.
Such reactor-off PSD distributions are used to model correlated background events
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Figure 8. Comparison of antineutrino rates extracted from beginning (ON1) and end
(ON3) of phase-II data.
in reactor-on data. At first order, these drifts are not problematic since linear evolutions
are compensated thanks to the alternation of reactor-on and -off periods, but small
residual effects may remain. Since the exact mechanism of the drift is not known, we
then use the following conservative approach: we compare antineutrino rates from two
data sets (beginning and end of phase-II), and treat all statistical tension as potential
indication for systematics. Data are split such that the interleaved structure of reactor-
on and -off periods is conserved, with reactor-off periods before and after reactor-on:
OFF1 - ON1 - OFF2 on one hand, OFF3 - ON3 - OFF4 on the other hand. Resulting
antineutrino rates are shown in figure 8.
Although we found a reasonable statistical agreement between early and late phase-
II data (χ2/ndf = 23.2/22), we use this statistical test to evaluate a potential systematic
error related to time evolution of the detector. A systematic uncertainty, proportional
to the rate of correlated background events, is added to ON3 data (end of phase-II) to
improve the agreement with ON1 data. A 2.0% uncertainty on this background rate
is required to retrieve χ2/ndf = 1, and taken as systematic uncertainty. In order to
allow for distortions in the background spectrum shape, energy bins are assumed to
vary independently.
As the simulation used to build the response matrix may not reproduce perfectly
the detector’s response, a second set of systematic uncertainties is related to distortion of
the response matrix (Eν → Epr assignment and/or efficiencies may be affected). Below,
R0ij denotes the undistorted response matrix.
Energy scale. Uncertainties on the energy scale, namely on the ratio of
reconstructed energies EDatarec /EMCrec , have been described in section 3.2. They amount
to 1.02/
√
6 % (Mn anchoring and energy reconstruction combined) and 0.3 % (time
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stability), at the target level. The quadratic sum leads to an overall 0.5% uncertainty.
To evaluate the impact of this uncertainty on the predicted prompt spectrum, we
build another simulation and response matrix R+1σij with energy scale corresponding
to Erec,totMC + 0.5 % (the effect is assumed to be symetrical). The distorsion of the
response matrix, described using a nuisance parameter αES following a standard normal
distribution N (0, 1), writes
Rij(αES) = R
0
ij + αES · δRij, with δRij = (R+1σij −R0ij). (9)
The corresponding prompt prediction is distorted as Nj(αES) =
∑
iRij(αES) Φ
tot,0
i with
full bin-to-bin correlations.
Selection cuts. Antineutrino identification versus background rejection is done
using the set of cuts described in table 2. Cuts applied on the total reconstructed
energy (#1-2) are taken into account by the systematic uncertainty on the energy
scale, but other cuts rely on the reconstructed energy in individual cells, either directly
or indirectly. The values of these cuts have been chosen to maximize background
rejection, while staying in a region where acceptance is almost constant. Sensitivity
of antineutrino rates to cut uncertainties (i.e. cut efficiency errors) has been studied
taking into account the correlation between cuts. The Stereo simulation was used
to generate one pseudo-experiment, then large number of analyses have been done
fluctuating the reconstructed energy per cell within their errors. These errors are defined
by comparing the reconstructed cell energy to the energy deposit in a cell volume.
Resulting antineutrino rates, compared to the rates obtained with the nominal energy
reconstruction, allow us to estimate the efficiency cut uncertainties for each cell and
each energy bin. For the purpose of the shape analysis, errors have been evaluated
summing antineutrino rates from the six cells. This uncertainty δNj, correlated
between energy bins, is described using a single nuisance parameter αCuts ∼ N (0, 1) as
Nj(αCuts) = N
0
j (1 + αCuts δNj) with N0j =
∑
iR
0
ijΦ
tot,0
i the nominal prompt spectrum.
Consequently, the distortion of the response is written
Rij(αCuts) = R
0
ij(1 + αCuts δNj). (10)
Other sources? We also checked for other potential sources of distortion of the
response. First, we studied the impact of having a finite-sized Monte-Carlo sample to
generate the response matrix. To see any change due to slightly different responses, the
sample was divided in two equally-sized sets of events from each of which a response
matrix R(k)ij was built (k = 1, 2). Starting from the same toy spectrum Nj and each of
these matrices, we extracted antineutrino spectra Φˆ(k) using fitting frameworks described
in section 8. Φˆ(1) and Φˆ(2) were compared using a χ2 metric: using 104 fluctuating toy
spectra, we got on average χ2/ndf ∼ 10−3. Monte-Carlo samples are thus large enough
to not induce any significant change in the fitted antineutrino spectrum.
Second, we checked whether the response matrix actually depends on the nominal
IBD yield prediction ΦtotM used to weight events. To do this, we used two flux models
M ∈ {HM, SM} to create a response matrix R(M)ij from each. Similarly to the previous
study, we extracted antineutrino spectra Φˆ(M) and compared them with a χ2 metric:
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Figure 9. Summary of all uncertainties considered for the spectrum shape unfolding.
using 104 realizations, we got on average χ2/ndf ∼ 10−4. The choice of nominal model
has then negligible impact as well on the fitted antineutrino spectrum.
A final systematic uncertainty comes from the normalization of flux corrections,
introduced in section 5. It is required to extract the 235U component of the spectrum.
A 5% (resp. 30%) uncertainty is taken for the correction from activated materials (resp.
off-equilibrium). The IBD spectrum Φcorri induced by flux corrections is thus written
as Φcorri (αφ) = Φcorri + αφ · δΦcorri with a nuisance parameter αφ describing the overall
normalization uncertainty δΦcorri of these corrections.
In summary, the relevant sources of systematic uncertainties are the following:
background effects (reactor-induced background and time evolution), impacting the
measured antineutrino rate; energy scale and selection cuts, distorting the response
matrix; normalization uncertainty of reactor-related flux corrections. The impact
of these systematic uncertainties on the prompt spectrum is illustrated in figure 9.
Normalization uncertainties (cf. [25, table I]) are not included since we focus here on
spectrum shape analysis. With the Stereo phase-II data presented in this article,
statistical uncertainties remain dominant across the energy range.
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8. Fitting frameworks
The 235U antineutrino spectrum is fitted through the response matrix against Stereo
data, using a fitting framework introduced in this section. More specifically, two
independent fitting frameworks have been developed in order to compare their outputs
and cross-validate this analysis. The main framework is built with nuisance parameters
and is used to provide the final result (see section 9). The other is built from the
experimental covariance matrix and will be briefly introduced as well.
8.1. Description
First framework: fit with nuisance parameters. The 235U-induced spectrum ΦU5M ,
abbreviated from now on to Φ, is modelled using 20 weights λi (one per antineutrino
energy bin) describing the deviation to some reference spectrum Φ0 (also called prior in
the following):
Φi(~λ) = λiΦ
0
i . (11)
Below, unless otherwise specified, we will use the IBD yield prediction from the HM
model (ΦU5HM) as prior. Taking into account reactor-related flux corrections Φcorri (~α), the
total IBD spectrum from equation (3) writes
Φtoti (
~λ; ~α) = Φi(~λ) + Φ
corr
i (~α) (12)
and yields the following prompt prediction
Nj(~λ; ~α) =
∑
i
Rij(~α) Φ
tot
i (
~λ; ~α), (13)
where ~α = (αφ, αES, αCuts) is the set of nuisance parameters described in section 7.
Each αs follows a normal law N (0, 1). The best-fit 235U spectrum Φˆ, or equivalently the
best-fit value λˆi of λi parameters, is obtained from the numerical minimization of the
following χ2:
χ2(~λ; ~α) =
∑
i
(
Nj(~λ; ~α)−Dj
σj
)2
+ |~α|2 +R1(~λ) (14)
with Dj the data spectrum in prompt energy space and σj the associated statistical
uncertainty (including background systematics: reactor background, time evolution; see
section 7). The pull term |~α|2 controls variations of the nuisance parameters. Finally,
R1(~λ) is a penalty term, or regularization term, that constrains the smoothness of the
fitted 235U spectrum.
This regularization term is chosen to be the discrete first derivative of ~λ, with some
tunable strength r > 0:
R1(~λ) = r
19∑
i=1
(λi+1 − λi)2. (15)
This term constrains the shape of the fitted spectrum around a reasonably smooth shape
(encoded in the prior Φ0). On one hand, it will exclude spectra with large bin-to-bin
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fluctuations. Such fluctuations in true energy space would be smeared by the resolution
of the experiment encoded in the response, so that the shape of Φˆ may be irregular
while the shape of the fitted prompt prediction Nˆj ∼ RΦˆ remains smooth. On the other
hand, we have to be careful when choosing the regularization strength r. Large values
of r will smooth very strongly the fitted spectrum. In the limit r → ∞, the λi will
become equal for all i, i.e. the shape of Φˆ will be the shape of the prior Φ0.
In order to find a suitable r, we study how changing the prior Φ0 affects the fitted
antineutrino spectrum. Indeed, we want to extract a spectrum in antineutrino energy
that does not depend on the initial prior’s shape. The idea is to compare antineutrino
spectra, fitted from the same data set but using the different priors. The nominal prior
is built from HM model; alternative priors are built from SM and/or bumped models
(see definitions on table 3). Based on data collected by other experiments, this set of
priors should cover the range of plausible antineutrino spectra. As the regularization
tends to transfer the prior’s shape to the fitted spectrum, the difference between spectra
fitted with different priors is expected to grow with r. A maximal allowed difference
χ2lim is set, whose value is chosen below. For this study we proceed as follows:
(i) We generate a toy spectrum Dj in prompt space;
(ii) From this toy spectrum, we extract the 235U spectrum Φˆ(1) using the nominal prior,
as well as Φˆ(2) using any alternative prior;
(iii) The difference is evaluated as
χ2prior =
∑
ii′
(
Φˆ
(1)
i − Φˆ(2)i
)
V −1
Φˆ,ii′
(
Φˆ
(1)
i′ − Φˆ(2)i′
)
(16)
with VΦˆ the covariance matrix of the nominal Φˆ
(1) antineutrino spectrum, restricted
to the analysis range. VΦˆ is built, for any value of r, by sampling: 10
4 toy spectra
Dj are drawn in prompt space and the corresponding best-fit antineutrino spectra
Φˆ are extracted; VΦˆ results from their distribution. An example of the evolution of
χ2prior as a function of r is displayed in figure 10;
(iv) We find rlim, the largest value of r such that, for all alternative priors, we have
χ2prior 6 χ2lim.
This procedure is repeated for thousands of toy spectra distributed around several
prompt predictions (based on HM, SM, and bumped models HMBump9, SMBump9).
In order to define an appropriate value for χ2lim, we consider two aspects. First, Φ(1)
and Φ(2) do not differ by a statistical fluctuation but only by a different regularization.
Denoting n the number of bins in the analysis range, we then expect χ2prior/n to be
(much) smaller than 1, which is guaranteed if χ2lim/n is also (much) smaller than 1.
Second, χ2prior/n is a measure of the bias introduced by a change of prior – specifically
(bias/error)2 – that we may call regularization error. In case this error is negligible
with respect to the covariance VΦˆ of the unfolded spectrum, it needs not to be taken
into account any further. When the regularization error is added in quadrature to the
original error, we get
error′ =
√
error2 + bias2 ' error× [1 + (bias/error)2/2]. (17)
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Figure 10. Evolution of χ2prior/n as a function of r, from a given toy spectrum drawn
around the HMBump9 prompt prediction, for several alternate priors. n = 18 is the
number of bins in the analysis range. Largest biases arise when using SMBump9 as a
prior, which we expect, its shape being the most discrepant w.r.t. nominal HM. In this
example, the regularization strength will be taken at the intercept with χ2lim/n, leading
to rlim ' 48.
We then need χ2prior/2n 1. Consequently we chose in this analysis to take χ2lim/n = 0.1.
The distribution of rlim obtained with this value of χ2lim is shown in figure 11. The
average value, 〈rlim〉 = 53, will be used to fit actual Stereo data in section 9.
Second framework: fit with covariance matrix. The second framework allows to extract
the antineutrino spectrum by minimizing a χ2 written in a covariance matrix approach.
In this regard, we denote Vpr the 22×22 experimental covariance matrix of the measured
spectrum in prompt space. Using the same notations introduced before (D is the data
vector, Φ and Φcorr the 235U spectrum and reactor-related corrections, R the response
matrix), the χ2 to be minimized reads:
χ2(Φ) =
(
D −R(Φ + Φcorr)
)T
V −1pr
(
D −R(Φ + Φcorr)
)
+R1(~λ). (18)
The second term is the same first-order regularization term as for the first framework
(cf. equation (15)). In this framework, r = 30 is set based on the Generalized Cross-
Validation (GCV) prescription [47].
The minimization of the χ2 defined in equation (18) is done analytically. Let M1
be the matrix so that λi+1 − λi = [M1 · Φ]i. The unfolded spectrum and its covariance
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Figure 11. Distribution of rlim for toy spectra drawn around several prompt
predictions (based on HM, SM, HMBump9 or SMBump9 models). For all toys, the reference
spectrum is HM. The average value over all toy spectra, 〈rlim〉 = 53, will be used when
fitting actual data.
matrix then read:
Φˆ = H ·D , VΦˆ = H VprHT (19)
where H =
(
RTV −1pr R + rM
T
1 M1
)−1
RTV −1pr .
8.2. Validations
Bias studies. To assess performances of the frameworks described above, bias studies
are performed. For a given 235U prediction Φ:
(i) The model is folded to prompt space using the response matrix;
(ii) We generate 104 fluctuated toy spectra Dj in prompt space;
(iii) From each toy spectrum, we extract the best-fit spectrum Φˆ;
(iv) The average spectrum 〈Φˆ〉 is compared to the initial value of the prediction Φ.
Results are given below for the first framework.
When Φ is the HM model (ΦU5HM), it has the same shape than the prior Φ0. Hence
the regularization term imposes the correct shape to the fitted spectra, and the relative
bias (〈Φˆi〉 − Φi)/Φi is not larger than 0.1 %.
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Figure 12. (Top) One example of unfolded best-fit spectra Φˆ, extracted using
the fit with nuisance parameters or the fit with covariance matrix, from the same
fluctuated toy. The true model is built by adding a 12% bump on SM prediction, with
(µ, σ) = (4.8 MeV, 0.35 MeV). The average unfolded spectrum is computed using
104 fluctuated toys, individually unfolded. (Bottom) Average bias for this specific toy
model.
When Φ is a bumped model (see an example on figure 12), we retrieve very well
the bump on the mean spectrum 〈Φˆ〉, with sub-percent biases. One can notice that the
unfolded bump is however slighlty flattened by the regularization, which constrains the
spectrum shape to be similar to the un-bumped nominal prior (HM). This effect is small
for bumps with similar amplitude and width as what we observe in Stereo data (cf.
section 9), but biases do become significant for sharper bumps.
Finally, when we use the Summation Model (ΦU5SM) for Φ, the relative bias remains
smaller than 1 % in the analysis range. Though SM and the prior HM have different shapes,
the regularization strength is flexible enough to correctly recover the initial model.
We conclude that our binning and regularization procedure are suitable to study
local distortions to the HM model similar to what was observed by other experiments.
Comparison of the two frameworks. Having two independent frameworks allows to
compare their output and validate the fitting procedure. Let us emphasize their
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complementarity here again: nuisance parameters vs. experimental covariance matrix;
numerical vs. analytical minimization; choice of r using physical interpretation (in
terms of bias) vs. using an established statistical criterion (GCV). Finding similar
best-fit spectra will then confirm the robustness of this analysis.
The comparison is done using one of the fluctuated toy spectrum associated with the
bumped model on figure 12. This fluctuated toy spectrum is fitted by both frameworks
and best-fit 235U spectra are compared: they are in a good agreement with the true one
(χ2/nbins = 13.6/18 and χ2/nbins = 19.8/18). Deviations observed in some bins are
related to statistical fluctuations; on average, biases remain small (<1%, see bottom
panel of figure 12). The GCV prescription leads to a slightly weaker regularization
with r = 30; as a result, the spectrum from the second framework has slightly larger
variance. The χ2 agreement between spectra fitted with the first and second framework
is χ2/nbins = 0.4/18. Since spectra originate from the same statistical fluctuation, it is
expected to find χ2/nbins 1. We also tested a second order regularization term
R2(~λ) = r
∑
i
(λi+1 − 2λi + λi−1)2 (20)
in the covariance matrix framework for this comparison, and obtained comparable
results.
Having fully validated the fit frameworks, we will use the first one, built with
nuisance parameters and a carefully tuned regularization strength, to provide Stereo
unfolded spectrum and covariance matrix in the next section.
9. Results and discussion
The measured IBD spectrum from Stereo phase-II is shown in figure 13 (top panel).
A χ2 test is performed as
χ2(data vs. modelM) =
∑
jj′
(Dj −Mj)
[
V −1pr
]
jj′ (Dj′ −Mj′) (21)
with Vpr the experimental covariance matrix in prompt energy andMj =
∑
iR
0
ij Φ
tot
M,i the
prompt prediction resulting from model M . It gives an agreement of χ2/ndf = 28.4/22
against the HM [14] prediction and χ2/ndf = 23.8/22 against the SM [17] prediction. For
this test, both predictions are area-normalized to the measured spectrum and include
reactor-related corrections (activation and off-equilibrium). Model uncertainties are not
taken into account for the results presented in the following. Uncertainties of the Huber-
Mueller prediction [14] are dominated by a normalization effect and not required for a
shape-only analysis. For reference, the shape uncertainties are shown as a blue band in
figures 13 and 14. As for the Summation Model, uncertainties are not provided in the
publication [17].
Local significance of deviations between data and the HM prediction are computed
using the same method as in [3, 6] for a 250 keV or 1.5 MeV windowW (1 or 6 consecutive
bins, respectively). The 1.5 MeV window is relevant to look at structures such as the
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Figure 13. (top) Measured IBD yield spectrum along with area-normalized Huber-
Mueller (HM) and Summation model (SM) predictions, including reactor-related
corrections. Data error bars include statistical and systematic uncertainties. The
almost diagonal correlation matrix is displayed. The blue error band on the
HM prediction include theoretical uncertainties from [14] without the normalization
component. (middle) Ratios to HM prediction. (bottom) Local p-value quantifying the
significance of deviations from HM for each individual 250 keV bin and for a 1.5 MeV
sliding window (6 consecutive bins).
bump observed by other experiments. Using the same method also allows us to compare
the measured significance of distortions with the above-mentioned publications. The
method consists in adding a free parameter in the χ2 for each bin of interest (1 or 6) to
allow the data points to float towards the model: ∀j ∈ W, Dj → αj Dj. The χ2 test is
performed as in eq. (21), treating all α parameters as nuisance, and gives a new best fit
χ2new,W (obviously smaller than the initial one). The ∆χ2W = χ2−χ2new,W quantity states
29
how much worse is the agreement to the model when data points of the window W are
at their measured value (χ2) instead of free-floating (χ2new,W ): this estimates the impact
of the window of interest on the overall agreement. A local p-value is computed from
∆χ2W assuming 1 or 6 degrees of freedom (bottom panel of figure 13). Two regions reach
the 2σ threshold of local p-value: an excess of events around 4.5-5 MeV and a deficit at
the high-energy end of the spectrum. The high-energy deficit is particularly significant
for the last energy bin (centered at 7 MeV) with more than 2.5 standard deviations with
respect to the HM prediction. As discussed in section 4, specific investigations indicate
that a large part of this deficit might be due to a downward statistical fluctuation
enhanced by the PSD fit procedure.
The unfolded pure-235U IBD yield spectrum Φˆ is shown in figure 14. The same
χ2 test as equation (21) is performed, restricted to the analysis range [2.625 MeV,
7.125 MeV], using the prediction Mj = ΦU5M,j and the covariance VΦˆ in antineutrino
energy. It gives an agreement of χ2/ndf = 26.7/18 against the HM prediction and
χ2/ndf = 20.6/18 against the SM prediction. Here reactor-related corrections have
been applied and model predictions are area-normalized to the unfolded data spectrum.
Again, theoretical uncertainties are not included. Local significances are computed as in
prompt energy, for a single bin and a 1.5 MeV sliding window. Due to non-negligible bin-
to-bin correlations from the fitting framework the significance of a single bin’s deviation
rarely crosses the 1σ level. As for prompt energy, local p-value of the 1.5 MeV sliding
window however shows two regions of more significant (> 2σ) deviations to the HM
model: around 5.5 MeV and centered at 7 MeV. The high energy deficit, driven mostly
by the last prompt energy bin on figure 13, spreads on several consecutive Eν bins. This
is related to correlations introduced in the spectrum by the response matrix (and the
regularization term). Using a 1.5 MeV sliding window, the local significance in prompt
and antineutrino energy are, as expected, quantitatively similar at ∼ 2.5σ.
In order to further quantify the excess in the 5 MeV region, and to allow comparisons
with other published results, a gaussian model is introduced. Equation (21) is modified
to
χ2(θ) =
∑
jj′
(Dj −Mj(θ))
[
V −1pr
]
jj′ (Dj′ −Mj′(θ)) (22)
where the baseline model (HM) is extended with a free normalization and a gaussian
bump: Mj(θ) = Mj (ϕ + G(A, µ, σ)). Best-fit parameters give an amplitude of
A = 10.1 ± 2.9 % and a mean prompt energy of µ = 4.75 ± 0.21 MeV, which confirms
the existence of such a bump with about 3.5σ significance. The corresponding minimal
χ2/nbins = 15.6/22 provides, as expected, a much better agreement with data than
HM (28.4/22) or SM (23.8/22) predictions. We also investigate how the best-fit bump
varies when the baseline model Mj is changed to Summation Model prediction. We
obtain similar amplitude and significance: A = 10.1± 3.1 % (3.3σ). The central energy
µ = 4.94± 0.25 MeV is larger but consistent within error bars. Best-fit parameters and
goodness of fit are summarized in table 4.
Similar gaussian fits in antineutrino energy lead to the same conclusions. With
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Figure 14. (top) Unfolded 235U IBD spectrum along with area-normalized Huber-
Mueller (HM) and Summation Model (SM) predictions. Data error bars are taken
from diagonal coefficients of the total covariance matrix and include statistical and
systematic uncertainties. The non-trivial correlation matrix is displayed. Model errors
from [14], without the normalization component, are shown as the blue error band for
reference only. (middle) Ratios to HM prediction. (bottom) Local p-value quantifying
the significance of deviations from HM for each individual 250 keV bin and for a
1.5 MeV sliding window (6 consecutive bins).
a baseline model following the HM prediction, one obtains an amplitude of A =
12.1 ± 3.4 % (3.5σ) and a mean energy of µ = 5.29 ± 0.18 MeV (χ2/nbins = 12.3/18).
Comparable amplitude and central value are obtained when starting from the SM
prediction. Bump characteristics in prompt and antineutrino energy are consistent
with what we expect from the response matrix: higher mean energy on the unfolded
spectrum, related to the energy shift from equation (6); lower amplitude and larger width
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Table 4. Best-fit parameters for the gaussian fit G(A,µ, σ) of the event excess in
Stereo data.
Parameter
Antineutrino energy Prompt energy
HM + bump SM + bump HM + bump SM + bump
Amplitude A (%) 12.1± 3.4 11.8± 3.6 10.1± 2.9 10.1± 3.1
Mean energy µ (MeV) 5.29± 0.18 5.47± 0.21 4.75± 0.21 4.94± 0.25
Width σ (MeV) 0.55± 0.17 0.60± 0.20 0.63± 0.17 0.69± 0.19
Goodness of fit χ2/nbins 12.3/18 9.1/18 15.6/22 12.5/22
in prompt energy, due to detector smearing. Moreover, the excess observed by Stereo
is compatible, though at slighlty lower energy, with the bump observed by the Daya Bay
experiment [6], whose central energy was estimated in [28] to be at Eν ' 5.68 MeV.
With current phase-II data, Stereo shows the presence of a local excess with
respect to HM prediction. Concerning the fuel origin of the 5 MeV excess, the fitted
amplitude (12.1±3.4 %) does not discriminate yet between a pure 235U bump (∼ 15 %)
and a bump equally shared by all isotopes (∼ 9 %).
10. Conclusion
In addition to an accurate measurement of the total antineutrino rate from 235U fissions
[25], the Stereo experiment reports its first measurement of the spectral shape using
118 days of reactor-on (phase-II). Special care was given to the control of energy
reconstruction and quantification of energy scale distortions compared to the MC
detector model, which where found to be very small (<1%). Small time evolution
has been observed and a conservative systematic uncertainty has been added.
The spectrum is reported in reconstructed prompt energy as well as in antineutrino
energy. The unfolding procedure has been carefully studied so as to not introduce any
significant bias in the spectrum determination. Two independent fitting frameworks
have been developed and their results, consistent with each other, validate the unfolding
process. With phase-II data, Stereo demonstrates its ability to observe and quantify
local distortions in the 235U spectrum. An excess of events with respect to the Huber-
Mueller prediction [14] is found in the Eν = 5 - 5.5 MeV range. A gaussian fit of this
excess gives an amplitude of A = 12.1 ± 3.4 %, ruling out the no-bump hypothesis
at the 3.5σ level. A high energy deficit around Eν = 7 MeV is also observed. These
local distortions are present both in the prompt energy and the antineutrino energy
spectra and do not arise from the unfolding method. This article thus provides a reliable
unfolded antineutrino spectrum, the first time for an experiment working with HEU fuel.
The latest Summation Model [17] appears to provide better agreement with the observed
data though the lack of published uncertainties prevents from any strong statement.
Inclusion of forthcoming Stereo phase-III data will provide a twice larger data
set and increase sensitivity to local distortions. Combinations of data from other
experiments [28] using highly enriched uranium (HEU) fuel is also on-going, and will
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further increase the accuracy of such studies.
To allow reproducibility of results, inputs used for this analysis are provided to the
community under the reference [48].
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