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ABSTRACT For the hypoelliptic differential operators P = ∂2x +(
xk∂y − xl∂t
)2
introduced by T. Hoshiro, generalizing a class of M.
Christ, in the cases of k and l left open in the analysis, the operators
P also fail to be analytic hypoelliptic (except for (k, l) = (0, 1)), in
accordance with Treves’ conjecture. The proof is constructive, suitable
for generalization, and relies on evaluating a family of eigenvalues of a
non-self-adjoint operator.
1. Introduction and result
A differential operator P is said to be hypoelliptic (respectively, an-
alytic hypoelliptic) on Ω if for any C∞ (respectively, Cω) function f on
some open set U ⊂ Ω all the solutions u of Pu = f belong to C∞(U)
(respectively, Cω(U)).
The basic result about the hypoellipticity of operators of the type
“sum of squares”, P = X21 + ...+X
2
n , where X1, ..., Xn are real vector
1Research supported by NSF Grants 0074924, 0100495 and 0103807
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fields of class Cω(Ω), is Ho¨rmander’s theorem [1] which gives neces-
sary and sufficient conditions for hypoellipticity. But these assump-
tions are not sufficient for analytic hypoellipticity as was first proved
by Baouendi and Goulaouic [2]. Other classes of hypoelliptic opera-
tors which fail to be analytic hypoelliptic have been found and there
are important results on analytic regularity (see Christ [3]-[8], Christ
and Geller [9], Derridj and Tartakoff [10]-[13], Derridj and Zuily [14],
Francsics and Hanges [15]-[17], Grigis and Sjo¨strand [19], Hanges and
Himonas [20]-[22], Helffer [23], Hoshiro [24], Metivier [25]-[26], Pham
The Lai and Robert [27], Sjo¨strand [28] ,Tartakoff [29] ,Treves [30]-[31],
see also the survey [18] for more references).
However, the question of finding a general characterisation of ana-
lytic hypoellipticity for sum of squares operators is still open. Christ
gave a criterion for analytic hypoellipticity in the two-dimensional case
[8]. Treves conjectured a general criterion for analytic hypoellipticity
[31]: “For a sum of squares of analytic vector fields to be analytic
hypoelliptic it is necessary and sufficient that every Poisson stratum
(defined by the symbols of the vector fields) of its characteristic variety
be symplectic.”
Extending a result of Christ [3], Hoshiro gave new examples of hy-
poelliptic operators in R3 which fail to be analytic hypoelliptic [24].
They have the form
(1.1) P =
∂2
∂x2
+
(
xk
∂
∂y
− xl ∂
∂t
)2
where k < l are non-negative integers. It is shown, through an ele-
gant proof, that P is not analytic hypoelliptic if either of the following
assumptions are satisfied:
(i) (l + 1)/(l − k) is not a positive integer.
(ii) Both l − k and (l + 1)/(l − k) are odd integers.
The case k = 0 was studied by Christ [7] and further refined by Yu
[35]. In view of Treves’ conjecture, it is interesting to investigate the
cases remained open.
The purpose of the present paper is to show that in the remaining
cases, except for (k, l) = (0, 1), the operator P fails to be analytic
hypoelliptic as well.
This result is in agreement with Treves’ conjecture. Indeed, the
Poisson strata of the characteristic variety Σ = {ξ = xkη − xlτ = 0}
of the operators (1.1) with k < l are as follows. For k ≥ 1 then
Σ0 = {ξ = xkη − xlτ = 0, x 6= 0}, Σ1 = {x = ξ = 0, η 6= 0}, and Σ2 =
{x = ξ = η = 0, τ 6= 0} which is not symplectic since its codimension is
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odd. For k = 0 and l ≥ 2 the strata are Σ0 = {ξ = η− xlτ = 0, x 6= 0}
and Σ1 = {x = ξ = η = 0, τ 6= 0} which is not symplectic due to its
odd codimension. By contrast, for k = 0 and l = 1 the characteristic
variety is symplectic, and the operator is analytic hypoelliptic (see also
[3]).
2. Outline of proof
The proof uses a standard reduction to ordinary differential equa-
tions:
Lemma 1 ([24]). Let, for ζ ∈ C,
(2.2) Pζ = − d
2
dx2
+ (xl − xkζ)2
If there exist ζ ∈ C and f ∈ L∞(R), f 6= 0, satisfying
(2.3) Pζf = 0
then the operator P is not analytic hypoelliptic.
The proof of Lemma 1 and further references are found in [24].
The results of [24] and of the present paper give:
Theorem 2. For all non-negative k, l with k < l and (k, l) 6= (0, 1)
there are values of ζ ∈ C such that equation (2.3) has a solution f ∈
L∞(R), f 6≡ 0.
As a consequence (1.1) is not analytic hypoelliptic.
To complete the proof of Theorem 2 we only need to consider k and
l which fail both conditions (i) and (ii), and we prove:
Proposition 3. For all integer values of k, l with 1 ≤ k < l which fail
both conditions (i) and (ii) there are values of ζ ∈ C such that equation
(2.3) has a solution f ∈ L∞(R), f 6≡ 0.
An array of such values of ζ satisfy the estimate
(2.4)
ζ = ζM = e
ipi(l−k)
2(l+1)
[
M
π(l + 1)(k + 1)
l − k
] l−k
l+1 [
1 +O
(
M−1
)]
(M → +∞)
for M ∈ Z+ large enough.
Note that k = 0 is not considered in Proposition 3. In fact for k = 0
and l ≥ 2 condition (i) is satisfied so failure of analytic hypoellipticity
was proved in [24]. The case k = 0 was studied earlier in [3] (see also
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the references therein) where it was shown that such operators are not
analytic hypoelliptic except for the case l = 1. The case (k, l) = (0, 1)
is fundamentally distinct as in this case the operator (1.1) is analytic
hypoelliptic [3]; this distinction appears naturally in our proof (see
Remark 7).
Our proof of existence of bounded solutions of (3) differs from the ap-
proaches in [3] and [24] and the method is constructive and general; we
restrict the proof to the cases not covered in [24] for simplicity. The val-
ues of ζ of Theorem 2 are related to the eigenvalues of a non-selfadjoint
operator associated to (2.2). Allowing ζ to be large is a crucial element
in our proof, as it leads to substantial asymptotic simplification of the
equations involved. There are other arrays of eigenvalues ζ besides
(2.4), but we will not pursue this issue here.
3. Main Proofs
3.1. Notations. We denote by const positive constants independent
of the parameter ξ.
O(ρ−c) will denote functions (of the variable v, or of s) , depending
on the parameter ρ, which are less, in absolute value, than const ρ−c
uniformly on specified paths.
o(1) will stand here only for terms decaying like powers of ρ, i.e. for
O(ρ−c) for some c > 0.
3.2. General setting. Classical methods in the theory of ordinary
differential equations were used to show:
Lemma 4 ([24]). Equation (2.3) has solutions which decrease expo-
nentially for x→ +∞, respectively x→ −∞ (see [24]):
(3.5)
f
{+∞}
− (x) ∼ x−
l
2 exp (−W (x)) (x→ +∞)
f
{−∞}
− (x) ∼ x− l2 exp
(
(−1)lW (x)) (x→ −∞)
where W (x) = xl+1/(l + 1) − ζxk+1/(k + 1), and solutions with expo-
nential growth
(3.6)
f
{+∞}
+ (x) ∼ x− l2 exp (W (x)) (x→ +∞)
f
{−∞}
+ (x) ∼ x−
l
2 exp
(
(−1)l+1W (x)) (x→ −∞)
We will show that there are values of ζ for which f
{+∞}
− is a multiple
of f
{−∞}
− by finding the analytic continuation of f
{+∞}
− from +∞ to
−∞ along R.
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Notation. To simplify the notations we will omit from now on the
superscript +∞ from the notations of the small, or a large solution for
x → +∞; we however need to keep the superscript −∞ to make the
distinction for the small, or a large solution as x→ −∞.
Denote m = l − k ≥ 1 and q = (l + 1)/(l − k)− 2. Since we assume
that (l+1)/(l− k) is a positive integer, then q ≥ 0, q ∈ Z. If m is odd
we assume that q is even (since the case with m and q odd falls under
the already studied case (ii) [24]).
The substitution
(3.7) v = ζ−1xl−k
g(v) = f(x), brings (2.3) to the form
(3.8) g′′(v) +
m− 1
m
1
v
g′(v) = −ξ2v2q (v − 1)2 g(v)
where
(3.9) ξ = − i
m
ζq+2
We will only consider ξ large enough in a strip containing R+ (cf.
(2.4)):
(3.10) ξ = ρ+ iZ with ρ ∈ R+ large enough,
and Z ∈ R , Z = O(1) (ρ→ +∞)
(see §3.1 for notations).
Correspondingly,
(3.11) ζ = e
i pi
2(q+2) (ρm)
1
q+2 [1 + o(1)] (ρ→ +∞)
The path −R from +∞ to −∞ in the x-plane corresponds to the
path v(−R) on the Riemann surface above C \ {0} of the v-plane. If
m is even then v(−R) comes from ∞ along the half-line
d = e
−i pi
2(q+2)R+
then turns by an angle of mπ around v = 0 and returns towards ∞
along d. If m is odd then v(−R) comes from ∞ along d, turns by an
angle mπ around v = 0 then follows −d towards ∞.
To prove Proposition 3 we show that there are values of ξ satisfying
(3.10) for which equation (3.8) has a bounded solution on v(−R) (in
fact, exponentially small for v →∞ on the path).
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The proof is done as follows. For not too small v ∈ d we find pre-
cise estimates of the unique (up to a multiplicative factor) small so-
lution g−(v) of (3.8) (Lemma 5). On the other hand, for small v, we
find precise estimates for two independent solutions of (3.8), ga(v) and
gs(v) = v
1/mga;s(v) with ga, ga;s analytic (Lemma 8). The two regions
where the said estimates hold overlap (for v small, but not too close to
0), so the two representations can be matched in this common region
((3.47), Lemma 10).
If m is even, we find values of ξ for which g− is a multiple of ga; then
the continuation of g− along v(−R) yields a small solution (Lemma 11)
and Proposition 3 is proved for m even.
If m is odd, and q is even, we also find precise estimates of the small
solution g
{−∞}
− (v) of (3.8) for v ∈ −d, from∞ down to not too small v
(Lemma 6). We decompose g− along ga, gs ((3.47), Lemma 10), perform
analytic continuation upon a rotation by angle of mπ then determine ξ
so that this result is a multiple of g
{−∞}
− (v) ((3.55), Lemma 13). This
ends the proof of Proposition 3.
3.3. Small solutions of (3.8) for |v| → ∞, v ∈ d. In §3.3 we find
precise estimates for g−, the exponentially small solution of (3.8) on d;
the main result is Lemma 5 (ii) and (3.30).
3.3.1. Setting. We make suitable substitutions in (3.8) to obtain uni-
form estimates for a relatively large domain of variation of v.
Let a be a number satisfying
(3.12)
1
q + 1
[
1− 2m
3m(q + 1) + 2m− 1
]
< a <
1
q + 1
Note that m(q+1) = k+1 > 1 under our assumptions on k, l. Also,
a simple calculation shows that (3.12) implies a > 1/(q + 2).
Denote s(v) = iξ
∫ v
1
tq(t− 1)dt; then
(3.13) s(v) = iξ
(
1
q + 2
vq+2 − 1
q + 1
vq+1 + P0
)
≡ iξ(v − 1)2P (v)
We note that P (v) = (q + 1)−1(q + 2)−1
∑q
j=0(j + 1)v
j hence P (1) 6= 0
and
P0 = P (0) = (q + 1)
−1(q + 2)−1
The inverse function v(s) of (3.13) is algebraic, ramified only when
v = 1 (at s = 0) and v = 0 (at s = s0 ≡ iξP0, if q 6= 0).
FAILURE OF ANALYTIC HYPOELLIPTICITY IN A CLASS OF PDOS 7
The substitution
(3.14) g(v) = P (v)1/4vq1g1(v) where q1 = −q + 1
2
+
1
2m
followed by
(3.15) s = s(v) , g1(v) = h (s(v))
transform (3.8) into
(3.16) h′′(s) +
1
2s
h′(s)− h(s) = R(s)h(s)
where
(3.17) R (s) =
R˜(v)
ξ2v2q+2(v − 1)2
∣∣∣
v=v(s)
where
(3.18)
R˜(v) = − 3
16
(
vP ′(v)
P (v)
)2
+
1
4
v2P ′′(v)
P (v)
− q
4
vP ′(v)
P (v)
+
(
q + 1
2
)2
− 1
4m2
The branch of v(s) in (3.17) is v ∈ d if s ∈ s(d), respectively v ∈ −d
if s ∈ s(−d); we denote the latter by v−(s).
3.3.2. Shifting the path s(d). We will use some known facts on the
behavior of a solution of a differential equation towards a rank one
irregular singular point to calculate solutions of (3.8) on a path different
from s(d).
By Lemma 5, equation (3.8) has an exponentially small solution g−
along d, unique up to a multiplicative factor (since g−(v) = f
{+∞}
− (x),
see (3.5), (3.7)).
After the substitution (3.14), (3.15) equation (3.8) becomes (3.16).
The coefficients of the linear equation (3.16) are analytic on the Rie-
mann surface above C \ {0, s0}. In addition, s = 0 is an algebraic
singularity for the solutions of (3.16). For large values of s on one
sheet of this surface standard theory of linear equations applies.2
2The study of solutions of differential equations (linear or nonlinear) having a
prescribed asymptotic behavior is done on shifted sectors, for large values of the
independent variables (for linear equations see [32], [33], and for nonlinear equations
see [34]).
8 FAILURE OF ANALYTIC HYPOELLIPTICITY IN A CLASS OF PDOS
We need the small solution h− of (3.16) on s(d) as we can then define
g−(v) = P (v)
1/4vq1h−(s(v)) to be the small solution of (3.8) on d.
The path s(d) comes from ∞ in the right half-plane, crosses the
left half-plane and ends at s0— see the Appendix §5.1 for details. By
standard theory of linear equations (see [32], [34]) there is a solution h−
of (3.16) which is exponentially small for |s| → +∞, arg(s) ∈ (−π
2
, π
2
),
and its asymptotic representation has the form
(3.19) h−(s) = s
−1/4e−s(1 +O(s−1))
which is valid for arg(s) ∈ (−π
2
, π) (|s| → ∞). Similarly, there exists a
solution satisfying
(3.20) h+(s) = s
−1/4es(1 +O(s−1))
for |s| → +∞, arg(s) ∈ (−π/2, π).3
We will follow the values of g−(v) along d from ∞ down to small
values of v:
(3.21) vP = e
−i pi
2(q+2)ρ−a
on
(3.22) da ≡ vP [1,+∞) ⊂ d
In variable s this amounts to following h−(s) along s(d) from ∞
down to
(3.23) sP = s (vP ) = iρP0−ei
pi
2(q+2)
ρ1−a(q+1)
q + 1
−ZP0+o(1) (ρ→ +∞)
The behavior (3.19) of h− (respectively, (3.20) of h+) holds for s→
∞ , s ∈ s(d) and also for s → ∞ , s ∈ iR+. It is more convenient to
use the latter path to continue h± from ∞ to the finite plane.
We define a path ℓ coming from infinity along iR+ and ending at
sP , homotopically equivalent to s(da) in a subregion of C \ {0, s0} in
which arg s ∈ (−π
2
, π
2
] for s large. Then the value of h− at sP can be
calculated along ℓ.
3The intervals stated for the validity of asymptotic representations are not opti-
mal, but we do not need more.
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Let t0 > 0 small enough, independent of ρ. Let
(3.24) sM = iρP0 − iρ
1−a(q+1)
q + 1
+ it , t ∈ [−t0, 0] ⊂ R−
with sM = s(vM) where
(3.25) vM = ρ
−a
(
1 + (iZP0 − t)ρ−1+a(q+1)(1 + ∆)
)
,
with ∆ = O(ρ−a) (ρ→ +∞)
Let ℓ be the path in the s-plane consisting of the following five parts.
(Figure 1 sketches the first three parts of ℓ in the case ℜs0 ≥ 0; the
vertical lines are in fact included in iR+.) Let ℓ1 be the half-line coming
from infinity along iR+ down to iρP0. If ℜs0 ≥ 0 let also ℓ12 be the
segment from iρP0 to s0, avoiding s0 clockwise on a small circle, then
returning to iρP0. (If ℜs0 < 0 then ℓ1 continues with ℓ2.) Let ℓ2 come
from iρP0 along iR+ towards 0, avoiding 0 clockwise on a small circle,
then go up to iρP0/2. Let ℓ3 be the part from iρP0/2 to sM . Finally,
ℓ4 is the segment [sM , sP ].
The branch of v(s) in (3.17) on ℓ is obtained by analytic continuation
of the branch on s(da) along the path that gives the homotopy between
s(da) and ℓ (see §4.1 for details).
3.3.3. The solution g−. The solutions of the left-hand side of (3.16),
i.e. which satisfy
(3.26) B′′(s) +
1
2s
B′(s)− B(s) = 0
will turn out to be very close to solutions of (3.16) on ℓ.
The solutions of (3.26) are Bessel functions, with two independent
solutions given by
(3.27) B±(s) =
∫ +∞
1
e±ps
(
p2 − 1)−3/4 dp for s ∈ iR+
Equation (3.16) can be written in integral form as
h(s) = C1B+(s) + C2B−(s) + J (h)(s)
where
(3.28)
J (h)(s) = W0−1
∫ s
+i∞
[B+(s)B−(σ)− B−(s)B+(σ)] σ1/2R(σ)h(σ) dσ
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s
P
s
0
`
12
`
1
`
2
1
2
iP
0
s
M
iP
0
Figure 1. The beginning of the path ℓ: ℓ1, ℓ12 and ℓ2.
W0 is a constant independent of ξ (the Wronskian of B+, B−) and the
path of integration is along ℓ.
For C1 = 0 and C2 = 1 we get the small solution (while for C2 = 0
and C1 = 1 we get an independent, large solution):
Lemma 5. (i) The integral equation
(3.29) h−(s) = B−(s) + J (h−)(s)
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has a unique solution on ℓ and
(3.30) sup
s∈ℓ
|h−(s)− B−(s)| < const ρ− 54+a(q+1)
(ii) The solution g−(v) = P (v)
1/4vq1h−(s(v)) of (3.8) tends to zero
for v →∞, v ∈ d.
(iii) g− depends analytically on ξ for ξ large in a strip containing
R+.
The proof is given in §4.2.
3.4. Solutions of (3.8) for |v| → ∞, v ∈ −d when m is odd
and q is even. In this section we find precise estimates for g
{−∞}
− , the
exponentially small solution of (3.8) on −d, and for the large solution
g
{−∞}
+ and the main result is Lemma 6 (ii) and (3.35). The construction
is similar to the one for v ∈ d; we provide the details for completeness.
The proof uses constructions similar to those of §3.3.
3.4.1. Shifting the path s(−d). For q even s(−d) starts at s0, then goes
to ∞ in the right-half plane (see Appendix §5.1 for details).
We consider g
{−∞}
− along −da (see (3.22), (3.21)). Denote
(3.31)
s−P = s (−vP ) = iρP0 + ei
pi
2(q+2)
ρ1−a(q+1)
q + 1
− ZP0 + o(1) (ρ→ +∞)
The behavior (3.19), respectively (3.20) of the solution h
{−∞}
− , re-
spectively h
{−∞}
+ , holds for s → ∞ , s ∈ s(−d) and also for s → ∞ ,
s ∈ iR+. It is more convenient to use the latter path to continue h{−∞}±
in the finite plane.
We define a path ℓ− coming from ∞ along iR+ and ending at s−P ,
homotopically equivalent to s(−da) in a subset of C \ {0, s0} for which
arg s ∈ (−π
2
, π
2
] for s large. Then the value of h
{−∞}
± at s
−
P can be
calculated along ℓ−.
Let
(3.32) s−M = iρP0 + i
ρ1−a(q+1)
q + 1
+ it , t ∈ [0, t0] ⊂ R+
(with t0 small). We have s
−
M = s(v
−
M) for
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(3.33) v−M = v
−
(
s−M
)
= −ρ−a (1− (iZP0 − t)ρ−1+a(q+1)(1 + ∆−)) , ∆− = O(ρ−a) (ρ→ +∞)
Let ℓ− be the path in the s-plane consisting of (+i∞, , s−M ] ⊂ iR+
followed by the segment [s−M , s
−
P ].
The branch of v(s) in (3.17) on ℓ− is obtained by analytic contin-
uation of the branch v−(s) on s(−da) along the path that gives the
homotopy between s(−da) and ℓ−.
3.4.2. The solutions g
{−∞}
± .
Lemma 6. (i) The integral equations
(3.34) h
{−∞}
± (s) = B±(s) + J (h{−∞}± (s)
have unique solutions on ℓ− and
(3.35) sup
s∈ℓ
−
|h{−∞}± (s)−B±(s)| < const max{ρ−3/4, ρ−1+a(q+1)}
(ii) The solution g
{−∞}
− (v) = P (v)
1/4vq1h
{−∞}
− (s(v)) of (3.8) tends to
zero for v → ∞, v ∈ −d and g{−∞}+ (v) = P (v)1/4vq1h{−∞}+ (s(v)) tends
to infinity for v →∞, v ∈ −d.
(iii) The solutions g
{−∞}
± depend analytically on ξ for ξ large, in a
strip containing R+.
The proof is given in §4.3.
3.5. Solutions for small v. The linear equation (3.8) has a regular
singular point at v = 0; it has an analytic solution ga and a ramified
solution gs = v
1/mga;s (with ga;s analytic). For a proof and estimates
we separate the dominant terms (for small v), writing (3.8) in the form
(3.36) g′′(v) +
m− 1
m
1
v
g′(v) + ξ2v2qg(v) = −ξ2v2q (v2 − 2v) g(v)
The the LHS (dominant part) of (3.36) has two independent solutions
(see §4.4.1 for details)
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(3.37)
g˜a(v) =
∫ 1
−1
e−ipξ
vq+1
q+1
(
1− p2)A dp , with A = −1
2
(
1 +
1
m(q + 1)
)
g˜s(v) = v
1/m
∫ 1
−1
e−ipξ
vq+1
q+1
(
1− p2)B dp , withB = −1
2
(
1− 1
m(q + 1)
)
We have A,B ∈ (−1, 0) since m(q + 1) > 1.
Remark 7. The condition A,B ∈ (−1, 0) is fundamental to our proof
of Proposition 3, as the behavior of solutions g(v) for small v is different
in other cases (cf. Remark 14). The only pair of values of the nonneg-
ative integers k < l for which this condition fails is (k, l) = (0, 1). It is
known [8] that in this case P is in fact analytic hypoelliptic.
Then equation (3.36) can be written in integral form (see §4.4.1 for
details)
(3.38) g(v) = C1g˜a(v) + C2g˜s(v) + G(g)(v)
where
(3.39)
G(g)(v) = const ξr+1
∫ v
0
[g˜a(v)g˜s(t)− g˜s(v)g˜a(t)] t2(q+1)− 1m (t− 2)g(t) dt
where
(3.40) r = 1− 1
m(q + 1)
Let S be the path in the v-plane composed of two segments: S1 =
[0, vF ] with vF = κ0ρ
−a (where κq+10 = (1+ z)
−1, ℜκ0 > 0) followed by
the segment S2 = [vF , vM ].
Lemma 8. The integral equation (3.38) has a unique solution for v ∈
S. For C2 = 0, C1 = 1, its solution ga(v) is analytic at v = 0. For
C1 = 0, C2 = 1, its solution has the form gs(v) = v
1/mga;s(v) with
ga;s(v) analytic.
The following estimates hold
(3.41) |ga,s(v)− g˜a,s(v)| < const ρ1−a(q+2) for v ∈ S
Also, ga, gs are analytic in ξ for ξ large in a strip containing R+.
The proof in given in §4.4.
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3.6. Matching between g− and ga, gs. The calculations are done at
v = vM , see (3.25). Note that vM depends on the real parameter t
(independent of ξ).
We first need asymptotic estimates for the solutions ga, gs, g−:
Lemma 9. For v satisfying (3.25) we have for ξ →∞
(3.42) ga(v) = Kaρ
−β
[
ei(R+λ) + eiπ(1+A)e−i(R+λ)
]
+O(ρ−d)
(3.43) gs(v) = Ksρ
−β
[
ei(R+λ) + eiπ(1+B)e−i(R+λ)
]
+O(ρ−d)
and
(3.44)
g−(v) = Kρ
γ
[
eiP0ξe−i(R+λ) +
i√
2
e−iP0ξei(R+λ) +O(ρ−1+a(q+1))
]
where K,Ka, Ks are constants independent of ξ and
(3.45) R =
ρ1−a(q+1)
q + 1
, λ = iZP0 − t
−d = max{[1− a(q + 1)](−2 −A) , 1− a(q + 2)}
(3.46) γ = a
(
q + 1
2
− 1
2m
)
− 1
4
, −β = [1− a(q + 1)][−1− A]
The proof is given in §4.5.
The solution g− is a linear combination of the solutions ga, gs:
(3.47) g−(v) = Caga(v) + Csgs(v)
where the coefficients Ca,Cs depend on ξ.
The representations (3.42), (3.43), (3.44) are used to find sharp esti-
mates of Ca, Cs by identification of the coefficients of the independent
functions whose leading behavior is eit, respectively e−it:
Lemma 10. The constants Ca, Cs of (3.47) are analytic in ξ for large
ξ in a strip containing R+ and satisfy
(3.48)
Ca = K˜a ξ
γ+β
[
−eiP0ξ + i√
2
eiπ(1+B)e−iP0ξ +O
(
ξ−d+β
)]
(ξ →∞)
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(3.49)
Cs = K˜s ξ
γ+β
[
eiP0ξ − i√
2
eiπ(1+A)e−iP0ξ +O
(
ξ−d+β
)]
(ξ →∞)
where
K˜a,s =
K
(eiπA − eiπB)Ka,s
The proof is given in §4.6.
3.7. Existence of a bounded solution of (2.3) for m even. It is
enough to find values of the parameter ξ for which that g− is a multiple
of ga. Such values exist indeed:
Proposition 11. There exist infinitely many values of ξ for which
Cs = 0
Proof
For large ρ equation Cs(ξ) = 0 gives, up to lower order terms, (see
(3.49))
(3.50) eiρP0 − i2−1/2e−iρP0+iπ(1+A) = 0
having the solutions
(3.51) ξM =
π
P0
(
M +
1
2m(q + 1)
)
− i
4P0
ln 2 , M ∈ Z
We will show that for M large enough, near each ξM there are values
of ξ for which Cs = 0. Note that the assumption (3.10) is satisfied for
ξ = ξM if M is large enough.
The essence of the rest of the proof is to show that an “approximate”
solution implies the existence of an actual solution using the principle
of variation of the argument.
Let j ∈ {1; 2} and α > 0 with α < d − β. Consider the circles Cj
centered at ξM , of radius jM
−α:
(3.52) ξ ∈ Cj if ξ = ξM + jM−αθ where |θ| = 1
Note that for ξ in the interior of the circle Cj we have ξ = O(M) and
M = O(ξ).
Assume, to get a contradiction, that Cs(ξ) 6= 0 for ξ in the interior
of the circle C2.
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Using (3.49), (3.50), (3.52) for ξ ∈ Cj we get
(3.53) Cs(ξ) = K0e
iMπjMγ+β−α(θ + o(1)) (M → +∞)
where K0 does not depend on M .
So |1/Cs(ξ)| ≤ 1/(2|K0|Mγ+β−α)(1+o(1)) for ξ on C2, hence also for
ξ in the interior of this circle. Then |Cs(ξ)| ≥ 2|K0|Mγ+β−α(1 + o(1))
in the interior of C2.
However, using (3.53) for j = 1 we get that |Cs(ξ)| ≤ |K0|Mγ+β−α(1+
o(1)) on the circle C1, which is a contradiction.
3.8. Matching in the case m odd, q even. Denote by φ(v) the
solution of (3.8) which equals g− on d. For v ∈ d we have φ(v) =
Caga(v) + Csgs(v) with Ca, Cs given by (3.48), (3.49). After analytic
continuation of φ(v) on a small path rotating around v = 0 by an angle
mπ the solution φ becomes φ(eimπv) = Caga(e
imπv)+Csgs(e
imπv) which
decomposes along the small solution, and the large solution on s(−d):
φ(eimπv) ≡ D+g+;−∞(−v)+D−g−;−∞(−v) for some constants D+, D−;
g±;−∞ are given in Lemma 6 (ii). Hence
(3.54) Caga
(
eimπv
)
+ Csgs
(
eimπv
) ≡ D+g+;−∞(−v) +D−g−;−∞(−v)
Note that ga (e
imπv) = ga(−v) = ga(v) since ga is analytic and even,
and that gs (e
imπv) = −v1/mga;s(v) since ga;s is analytic and even. Re-
lation (3.54) becomes
(3.55) Caga (v)− Csgs (v) ≡ D+g+;−∞(−v) +D−g−;−∞(−v)
for v ∈ d, hence for all v.
We first need asymptotic estimates for the solutions ga, gs, g−;−∞ for
v = −v−M :
Lemma 12. For v = −v−M where v−M is defined by (3.32), (3.33) we
have
(3.56) ga(v) = Kaξ
−β
[
ei(R−λ) + eiπ(1+A)e−i(R−λ)
]
+O(ξ−d)
(3.57) gs(v) = Ksξ
−β
[
ei(R−λ) + eiπ(1+B)e−i(R−λ)
]
+O(ξ−d)
and
(3.58) g±;−∞(v) = K
−ξγ
[
e±iπ/8e±iP0ξe±i(R−λ) +O(ξ−1+a(q+1))
]
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where the notations are those of (3.45),(3.46).
The proof is given in §4.7.
Denote
−c = −d + β , −c1 = −1 + a(q + 1)
For v satisfying (3.33) the RHS of (3.55) becomes, in view of (3.56),
(3.57), (3.48), (3.49)
Caga(v)− Csgs(v) =
Kξγei(R−λ)
[
−2eiξP0 + i√
2
(
eiπ(1+A) + eiπ(1+B)
)
e−iξP0 +O
(
ξ−c
)]
+Kξγe−i(R−λ)
[
−eiξP0 (eiπ(1+A) + eiπ(1+B))+ i√2eiπ(1+A)eiπ(1+B)e−iξP0
+O
(
ξ−c
)]
+
K
K−
g+;−∞
[
−2 + i√
2
(
eiπ(1+A) + eiπ(1+B)
)
e−2iξP0
+O
(
ξ−c
)] (
1 +O
(
ξ−c1
))
+
K
K−
g−;−∞
[
−e2iξP0 (eiπ(1+A) + eiπ(1+B))+ i√2eiπ(1+A)eiπ(1+B) +O (ξ−c)]
× (1 +O (ξ−c1))
which in view of (3.55) gives
(3.59)
D+ = K/K
−
[
−2 + i√
2
(
eiπ(1+A) + eiπ(1+B)
)
e−2iξP0 +O
(
ξ−c1
)
+O
(
ξ−c
)] (
1 +O
(
ξ−c1
))
The existence of a bounded solution of (3.8) on v(−R), hence of (2.3)
on R is assured if, for some value of the parameter ξ we have D+ = 0.
Indeed, there are such values:
Proposition 13. There are infinitely many values of ξ for which D+ =
0, hence for which equation (2.3) has a bounded solution on R.
Proof
We need to find valued for ξ satisfying (3.10) such that D+ = 0. Up
to smaller terms, ξ satisfies
−2 + i√
2
(
eiπ(1+A) + eiπ(1+B)
)
e−2iξP0 = 0
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which holds for
(3.60) ξM = − i
2P0
ln
(
2−1/2 cos
(
π
2m(q + 1)
))
+
π
2P0
(2M + 1)
In a neighborhood of each ξM there is a zero of the function D+ if
M is large enough, the details being as in the proof of Proposition 11.
4. Proof of auxiliary Lemmas
4.1. Some estimates. I. For v such that s(v) is on ℓ, or on ℓ− we
have |P (v)| > c0 > 0.
Indeed, note first that if Z = 0 (so ξ = ρ ∈ R+) the part ℓ1 of ℓ
corresponds in the v-plane to [1,+∞), the part ℓ12 corresponds to a
small half-circle avoiding v = 1, and the rest of ℓ corresponds to a
subsegment of (0, 1). Since P (v) 6= 0 for v ∈ R+, statement I follows.
In the general case when Z 6= 0 the picture is similar. A continuous
deformation of s(d) to ℓ through the right half-plane corresponds in the
v-plane to a counterclockwise rotation of d, of angle close to π/(2(q +
2)). For large v we have s ∼ i(ρ+ iZ)vq+2/(q + 2) so if initially v ∈ d,
after the deformation arg v ∼ −(q + 2)−1 arg(ρ+ iZ) so arg v is small.
For v = O(1) (ρ → +∞), Z is negligible in (3.13), (3.10) so v is close
to R+ and s = 0 corresponds to v = 1. At this point the branch of v(s)
(on ℓ) changes; denote this branch by v+(s).
II. We have |v+(s)| < 1. Indeed, for s = iρλP0 with λ ∈ [0, 1]
substituting v = 1 + ∆ in (3.13) we get ∆ ∼ ±√2λP0(1 − iZρ−1/2)
(for large ρ). Then v+(s) ∼ 1−
√
2λP0(1− iZρ−1/2) and the estimate
follows.
Remark. From I and II it follows that s = s0 is not a ramification
point of v(s) on the Riemann sheet of C \ {0; s0} where the homotopic
deformation of s(d) to ℓ was done; hence the presence of the path ℓ12
is not necessary and can be omitted in the proofs.
III. Using I it follows that |vP ′(v)/P (v)| < const , |v2P ′′(v)/P (v)| <
const so that |R˜(v)| < const.
4.2. Proof of Lemma 5. (i) Consider the operator J of (3.28) defined
on the Banach space of functions h which are continuous and bounded
on ℓ, in the sup norm, and analytic in ξ. Write J = J+ − J− where
J±(h)(s) = B±(s)
∫ s
+i∞
B∓(σ)
σ1/2
W0
R(σ)h(σ) dσ
Using (3.17) and (3.13) we have
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J±(h)(s) = constB±(s)
∫ s
+i∞
B∓(σ)
σ−1/2P (v(σ))
ξv(σ)2q+2
R˜(σ)h(σ) dσ
Note that (see §4.1)
(4.61)
∣∣∣R˜(s)
∣∣∣ ≤ const for s ∈ ℓ
Let ‖h‖ℓk = sups∈ℓk |h(s)|. Since B±(s) ∼ s−1/4e±s for s ∈ iR+ and
the solutions of (3.26) are bounded at s = 0 then |B±(s)| < const for
s ∈ ℓ2 and |B±(s)| < const |s|−1/4 for s in ℓ1, ℓ12, ℓ3 or ℓ4.
For s ∈ ℓ1 we have |v(s)| ≥ 1/2. Also, since |(v − 1)2P (v)/|v|q+2| <
const on v(ℓ1) then |v|−q−2 < const ρ|s|−1.
Hence (using also |P (v)/vq| < const)
∣∣∣∣
∫ +i∞
iρP0/2
B±(σ)
σ−1/2P (v(σ))
ξv(σ)2q+2
R˜(σ)h(σ) dσ
∣∣∣∣ < const ‖h‖ℓ1
∫ +∞
ρP0/2
ρ−1τ−3/4 dτ
= const ρ−3/4‖h‖ℓ1
For s ∈ ℓ2 we have const1 > |v| > const2 > 0 hence
∣∣∣∣∣
∫ iρP0/2
iρP0/2
B±(σ)
σ−1/2P (v(σ))
ξv(σ)2q+2
R˜(σ)h(σ) dσ
∣∣∣∣∣ < const ‖h‖ℓ2
∫ ρP0/2
0
τ−3/4
ρ
dτ
= const ρ−3/4‖h‖ℓ2
If ℓ12 is part of ℓ the possible integral on the segment [iρP0, iξP0] does
not modify these estimates since the length of this segment is O(1) as
ρ→ +∞.
For s ∈ ℓ3 the corresponding v satisfies const ρ−a < |v| < const < 1
(since the branch of v(s) is v+(s), see §4.1 II). Then substituting σ =
iρτ in
T :=
∣∣∣∣B±(s)
∫ sM
iρP0/2
B∓(σ)
σ−1/2P (v(σ))
ξv(σ)2q+2
R˜(σ)h(σ) dσ
∣∣∣∣
and (since |P (v)| < const) we get
(4.62) T < const ρ−1‖h‖ℓ3
∫ 1/2(1−ρ−a)
1/4
τ−3/4
|v(iρτ)|2q+2 dτ
where now v is given implicitly by τ = (1 + z)(v − 1)2P (v), with the
notation z = iZρ−1.
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Let v˜(s) denote v(s) for z = 0. We have v˜+ ∈ [c0ρ−a, v0] ⊂ (0, 1).
Then |v+(s) − v˜+(s)| ≤ |z| sup|z|<constρ−1 |v′+(z)| < const |z|ρ−aq. It
follows that |v|−1 < const v˜−1+ on ℓ3.
Then (4.62) is less than
const ρ−1‖h‖ℓ3
∫ 1/2(1−ρ−a)
1/4
1
v˜(τ)2q+2
dτ = const ρ−1‖h‖ℓ3
∫ v0
K0ρ−a
1− v˜
vq+21
dv˜
≤ const ρ−1+a(q+1)‖h‖ℓ3
Finally, for s ∈ ℓ4 we have s = O(ρ), |sM − s(vP )| < const ρ1−a(q+1)
and |v| > const ρ−a so that
∣∣∣∣B±(s)
∫ s
sM
B∓(σ)
σ−1/2P (v(σ))
ξv(σ)2q+2
R˜(σ)h(σ) dσ
∣∣∣∣ < const ρ1−a(q+1)‖h‖ℓ4
Therefore
|J (h)(s)| < const max{ρ−3/4, ρ−1+a(q+1)}‖h‖
and J is a contraction for a satisfying (3.10). Equation (3.29) has a
unique solution h− = (1− J )−1J (B−).
To show (3.30) we write h− = B− + (1− J )−1 J (B−). We showed
that
|JB−(s)| ≤ const ρ−3/4‖B−‖ℓ1∪ℓ12∪ℓ2 + const ρ−1+a(q+1)‖B−‖ℓ3
and since ‖B−‖ℓ3 < const ρ−1/4 and ‖(1−J )−1‖ < const, the estimate
(3.30) follows.
(ii) is immediate since B−, therefore h− are exponentially small on
s(d).
Finally, (iii) holds since B±(s) do not depend on ξ and the operator
J is analytic in ξ.
4.3. Proof of Lemma 6. Denote by ℓ−1 the segment of ℓ
− from +i∞
to 2iρP0, by ℓ
−
3 the segment from 2iρP0 to s
−
M , and by ℓ
−
4 the segment
from s−M to s
−
F
The estimates on ℓ−1 (respectively ℓ
−
3 ) are the same as in the proof of
Lemma 5(i) on ℓ1 (respectively ℓ3). For the integral on ℓ
−
4 the integrand
has the same bounds as on ℓ−3 , but since the path of integration has an
O(1) length the contribution of this term does not modify the estimate.
4.4. Proof of Lemma 8.
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4.4.1. The integral equation. The substitution y = iξvq+1/(q+1) trans-
forms (3.36) to
(4.63) h′′(y) +
r
y
h′(y)− h(y) = (v(y)2 − 2v(y))h(y)
where r is given by (3.40).
The LHS of (4.63) is a Bessel equation, with an analytic solution
(4.64) h˜a(y) =
∫ 1
−1
e−py(1− p2)A dp
and the branched solution
(4.65) h˜s(y) = y
1−rh˜a;s(y) , where h˜a;s(y) =
∫ 1
−1
e−py(1− p2)B dp
Their Wronskian is W [h˜a, h˜s] = const y
r.
Going back to the variable v, let g˜a,s(v) = h˜a,s(y(v)). Then
(4.66) W [g˜a, g˜s] = const ξ
1−rv−1+1/m
The integral form of equation (3.36) is then (3.38) where
G(g)(v) =
∫ v
0
[g˜a(v)g˜s(t)− g˜s(v)g˜a(t)]W [g˜a, g˜s]−1ξ2t2q+1(2− t)g(t) dt
which using (4.66) yields (3.39).
4.4.2. Estimates. We show that the operator G is contractive in the
Banach space of continuous and bounded functions on S (with the sup
norm).
We need the following estimates:
Consider first v ∈ S1. We have y ≡ y(v) ∈ i[0, ρ1−a(q+1)/(q + 1)] ⊂
iR+. Note that h˜a, h˜s are bounded for small y; also, for large y on the
segment y(v) we have |h˜a,s(y)| < const |y|−1−A (from (5.77) used for
α = −A and α = −B).
Denote v1 = κ0(q + 1)
1/(q+1)ρ−1/(q+1). Then y(v1) = i.
For v ∈ [0, v1] we have |g˜a,s(v)| ≤ supy∈[0,i] |h˜a,s(y)| = const so that
|G(g)(v)| < const ρ1+r sup
v∈[0,v1]
|g(v)|
∫ ρ−1/(q+1)
0
t2q+2−
1
m dt
< const ρ−1/(q+1) sup
v∈[0,v1]
|g(v)|
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For v ∈ [v1, vF ] we have |g˜a,s(v)| = h˜a,s(y(v))| < const |ρvq+1|−1−A so
that
(4.67) |G(g)(v)| < const ρ−1/(q+1) sup
v∈[0,v1]
|g(v)|
+const ρ
−2A− 1
m(q+1) sup
v∈[v1,vF ]
|g(v)| |vF |(q+1)(−1−A)
∫ ρ−a
ρ−1/(q+1)
t(1−A)(q+1)−
1
m dt
< const ρ1−a(q+2) sup
v∈S1
|g(v)|
Therefore
(4.68) sup
v∈S1
|G(g)(v)| ≤ const sup
v∈S1
|g(v)|
For v ∈ S2 we have
ξvq+1 = ξvq+1F
[
1 +O
(
ρ−a(q+1)
)]
(ρ→∞)
hence this path yields a negligible contribution to (4.68) and ‖G(g)‖ ≤
const ρ1−a(q+2)‖g‖.
Then G is contractive for ρ large enough. Taking C1 = 1, C2 = 0 in
(3.38) (respectively C1 = 0, C2 = 1) we get the analytic (respectively
branched) solution of (3.8)
(4.69) ga,s = (I − G)−1(g˜a,s) = g˜a,s + (I − G)−1Gg˜a,s
and the estimate (3.41) follows.
4.5. Proof of Lemma 9. We first estimate the leading order B− of
h−.
Formula (3.27) defines B−(s) for s between +i∞ and 0. To get the
values of B−(s) in the matching region, where
s(v) = i
{
ρP0 − tq+1R
}
+o
(
ρ1−a(q+2)
)
+O
(
ρ1−a(2q+3)
)
withR =
ρ1−a(q+1)
q + 1
we need to find the analytic continuation of (3.27) along ℓ.
We remark that in fact B− also satisfies
(4.70)
B−(e
iθs) =
∫
e−iγ [1,+∞)
e−ps
(
p2 − 1)−3/4 dp for s ∈ iR+ if sin(θ−γ) ≤ 0
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and formula (4.70) can be used to determine the analytic continuation
of B− along ℓ: when s goes on a small circle, clockwise around the
origin, the path of integration in (3.27) must be rotated by an angle of
2π (around the singular points p = ±1). Then for s ∈ ℓ2
(4.71) B−(s) =
∫ −1
1
e−pse−3πi/4
(
1− p2)−3/4 dp
+
∫ 1
−1
e−pse−9πi/4
(
1− p2)−3/4 dp+
∫ +∞
1
e−pse−3πi
(
p2 − 1)−3/4 dp
(4.72) = 21/2
∫ 1
−1
e−ps
(
1− p2)−3/4 dp −
∫ +∞
1
e−ps
(
p2 − 1)−3/4 dp
Using now (5.75) and (5.77) we get
(4.73) B−(s) = const ρ
−1/4
(
ie−iρP0eit
q+1R + 21/2ieiρP0e−it
q+1R
)
× [1 + o (ρ1−a(q+2))+O (ρ−a(q+1))]
Finally, in view of Lemma 5(ii), and noting that in the matching
region (3.25) we have P (v) = P0 + O(ρ
−a) and v−(q+1)/2+1/(2m) =
ρa[(q+1)/2−1/(2m)](1 + o(1)) Lemma 9 follows.
Analyticity in ξ follows as in §4.2.
4.6. Proof of Lemma 10. I. Analytic dependence on ξ of Ca, Cs.
The solutions g±(v), ga,s(v), depend analytically on ξ (Lemmas 5,
8). We have g−(v(s)) ∼ const s−1/4e−s for s in the initial part of
ℓ. After analytic continuation along ℓ, rotating 2π about s = 0, the
solution g− becomes ACg−(v) = A(ξ)g−(v) + B(ξ)g+(v). Evaluating
this relation for two values of v it follows that A(ξ), B(ξ) are analytic.
The same argument shows that the decomposition of ga, gs along g+, g−
has analytic coefficients.
II. Estimates.
Introducing (3.42),(3.43),(3.44) in (3.47) and identifying the coef-
ficients of ei(R+λ) + O(ρ−c), respectively e−i(R+λ) + O(ρ−c) we get a
system of two equations for the unknowns Ca, Cs, whose solutions have
the form (3.48), (3.49).
4.7. Proof of Lemma 12. I. We first note that the result in Lemma
8 can be improved: the integral equation (3.38) has a unique solution
on the longer path [0, vM ] ∪ [vM ,−v−M ] and the estimates (3.41) hold.
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Indeed, on the segment [vM ,−v−M ] we have y = iρ1−a(q+1)/(q + 1) +
µ + O(ρ−a) where µ is bounded, therefore the estimates of h˜a,s are
the same as on the segment [0, vM ] (possibly after increasing const).
Since the segment [vM ,−v−M ] has an o(1) length, its contribution to the
estimates in the proof of Lemma 8 is negligible.
II. Note that
s
(−v−M) = iρP0 − iρ
1−a(q+1)
q + 1
+ i (2iZP0 − t) + o(1) (ρ→ +∞)
The rest follows in a straightforward way from (3.41), (3.35) and
Remark 14(iv).
5. Appendix
5.1. The paths s(d), s(−d). Denote θ = π
2(q+2)
.
Let v ∈ d (respectively v ∈ −d), so v = e−iθt with t ∈ R+, (respec-
tively t ∈ R−). Then
ℜ[s(v)] = ρ
(
1
q + 2
tq+2 − cos θ
q + 1
tq+1
)
+ Z
(
sin θ
q + 1
tq+1 + P0
)
and
ℑ[s(v)] = Z
(
1
q + 2
tq+2 − cos θ
q + 1
tq+1
)
+ ρ
(
− sin θ
q + 1
tq+1 + P0
)
For large |t| we have ℜs(v) ∼ ρtq+2/(q+2) and ℑs(v) ∼ Z/(q+2)tq+2.
Hence s(d) (and s(−d) if q is even) comes from infinity in right half-
plane, asymptotic to a line of small slope (Zρ−1).
To obtain the form of s(d) consider first the case Z < 0. Then s(d)
goes to infinity in the fourth quadrant. Furthermore, we have ℑs(v) = 0
only for t = [(q+2) sin θ]−1/(q+1)(1+o(1)) (and at this point ℜs(v) < 0);
also, ℜs(v) = 0 only for t = (q + 2)/(q + 1)(cos θ)(1 + o(1)) (at this
point ℑs(v) < 0) and for t = [−Z/(q + 2)/ cos θρ−1]1/(q+1)(1 + o(1)).
Therefore s(d) comes from∞ in the fourth quadrant, crosses iR−, then
R−, iR+ and ends at s0 in the first quadrant.
The form of s(d) in the case Z > 0 is obtained similarly. The curve
comes from infinity in the first quadrant, crosses R+, then iR−, and
R− and ends in the second quadrant at s0.
For q even, s(−d) starts at s0 (in the second quadrant if Z > 0,
respectively in the first quadrant if Z < 0) crosses iR+ (respectively
R+), then goes to infinity in the first (respectively fourth) quadrant.
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5.2. Asymptotic formulas.
Remark 14. Let T > 0 and α ∈ (0, 1).
(i) We have
(5.74)
∫ +∞
0
e−Tqq−α(2± iq)−α dq = 2−αΓ(1−α)T−1+α (1 +O (T−1))
(ii) Also
(5.75) Φ±(T ) ≡
∫ +∞
1
e±ipT
(
p2 − 1)−α dp
= e±iπ(1−α)/22−αΓ(1− α)e±iTT−1+α (1 +O(T−1))
(iii) Denote
(5.76) I(T ) =
∫ 1
−1
e−ipT (1− p2)−α dp
We have
(5.77)
I(T ) =
[
eiT−iπ(1−α)/2 + e−iT+iπ(1−α)/2
]
2−αΓ(1−α)T−1+α (1 +O (T−1))
(iv) Let also K ∈ C independent of T and T˜ = O(T−γ) (T → +∞)
where γ > 0. Then the integral (5.76) satisfies
I
(
T +K + T˜
)
=
[
ei(T+K)−iπ(1−α)/2 + e−i(T+K)+iπ(1−α)/2
]
(5.78)
× 2−αΓ(1− α)T−1+α (1 +O (T−1)+O (T−γ))
Proof.
(i) Formula (5.74) is a direct consequence of Watson’s Lemma [34].
(ii) To show (5.75) we substitute r = p − 1 then rotate the path of
integration in the formula defining Φ± by an angle ±π/2; it follows
that
(5.79) Φ±(T ) = e
±iT
∫ −i∞
0
e±irT r−α(r + 2)−α dr
= ±ie∓iπα/2e±iT
∫ +∞
0
e−τT τ−α(2− iτ)−α dτ
and (5.74) yields (5.75).
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(iii) The path of integration in (5.77) can be deformed to two vertical
half-lines in the half-plane ℑp < 0 (where the branches of the power are
determined by analytic continuation of the usual branch on (−1, 1)):
I(T ) =
(∫ −1−i∞
−1
+
∫ 1
1−i∞
)
e−ipT (1− p2)α dp
= −ieiπα/2eiT
∫ +∞
0
e−sT s−α(2 + is)−α ds
+ ie−iπα/2e−iT
∫ +∞
0
e−sTs−α(2− is)−α ds
and using (5.74) the estimate (5.77) follows.
(iv) For large T > 0 and p with ℜp ∈ [−1, 1], ℑp < 0, and −ℑp large
enough we have ℜ[−ip(T + K + T˜ )] = [T + ℜ(K + T˜ )]ℑp + [ℑ(K +
T˜ )]ℜp < 0. Then the path of integration in (5.76) can be deformed as
in the proof of (iii), yielding
(5.80)
I
(
T +K + T˜
)
= −ieiπα/2ei(T+K+T˜ )
∫ +∞
0
e−s((T+K+T˜ ))s−α(2+is)−α ds
+ ie−iπα/2e−i(T+K+T˜ )
∫ +∞
0
e−s(T+K+T˜ )s−α(2− is)−α ds
and using again Watson’s Lemma (5.78) follows.
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