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Abstract
We classify a certain collection of bialgebras that are generated by a single element over
a %nite %eld k, giving a parameterization using positive integers. We then put necessary and
su1cient conditions on this pair so that the bialgebra lifts uniquely to the ring W (k) of Witt
vectors with coe1cients in k, and %nally provide a formula for the number of such lifts. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: Primary: 16W30; secondary: 14L15, 13K05
The purpose of this paper is to prove the following three theorems:
Theorem 1. Monogenic local–local cocommutative involutive bialgebras over the
nite eld k = Fp‘ are in one-to-one correspondence with the set
Z+ ∪ {(n; r; z) | n ≥ 1; r6n− 1; 0 ≤ z ≤ pd − 2; d= gcd(‘; r + 1)}:
Theorem 2. The monogenic local–local cocommutative involutive bialgebra corre-
sponding to (n; r; z) lifts to an unramied extension of Zp if and only if r+1 divides
n. Furthermore; any monogenic local–local cocommutative bialgebra that corresponds
to an element of Z+ does not lift.
Theorem 3. If n= s(r+1); then the number isomorphism classes of Zp‘ -bialgebras H
such that is a lift of the monogenic local–local cocommutative involutive Fp‘ -bialgebra
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corresponding to (n; r; z) is
p‘r(s−1)+d(s−1−f(z));
where d=gcd(‘; r+1); f(z)=#{i | 1 ≤ i ≤ n−r−1; (pd−1)|(z(pi−1))}. In particular;
there is only one isomorphism class if and only if s=1 or we have both k ⊆Fpr+1 and
(p‘ − 1)=(pd − 1) divides z.
Following the terminology of [1] (where the term Hopf algebra is used in place
of involutive bialgebra), a bialgebra is said to be monogenic if it is generated as an
algebra by a single element. In addition, we shall say a bialgebra H is local–local if
both H and its linear dual H∗ are local rings. We assume throughout this paper that
all bialgebras are involutive, i.e. there exists an antipodal map  :H → H .
Let k be a %nite %eld of characteristic p. The proofs of the above theorems use
DieudonnIe modules. DieudonnIe modules can be used to describe %nite connected unipo-
tent commutative group schemes over perfect %elds k of characteristic p (as well as
more general group schemes and formal groups which will not be discussed here). Such
group schemes correspond to %nite local–local cocommutative k-bialgebras, so we can
use DieudonnIe modules to give the parameterization in Theorem 1. We shall see that
the monogenic bialgebras give rise to a speci%c subclass of DieudonnIe modules whose
structure is fairly easy to describe. It is known that a monogenic local–local bialgebra
can be expressed in the form k[t]=(tp
n
) for some n [10, p. 112], so the problem is to
determine the number of possible comultiplications up to isomorphism. We will see
that each comultiplication can be parameterized by either a positive integer or a triple
of positive integers satisfying certain conditions. This will prove the %rst theorem.
For H a k-bialgebra and R a characteristic zero discrete valuation ring with residue
%eld k, we say that H lifts to R if there is a %nite free R-bialgebra HR so that
HR ⊗R k ∼= H . All bialgebras lift to some such R [7, Corollary 5:1], however it is
not the case that every bialgebra lifts to every R – one example being the unique
local–local bialgebra of dimension p over Fp, which does not lift to Zp [9, p. 21]. In
this particular example, the problem arises in that there is not enough rami%cation in
Zp. When we replace R by a rami%ed extension of Zp, we get a lift. The presence of
rami%cation appears to facilitate lifting in some cases (see, e.g., [1,9]). In fact, in [8,
p. 69, Corollary 2] it is shown that when 1¡e ≤ p− 1; p ≥ 5, any bialgebra lifts.
For this reason we shall turn our attention only to unrami%ed extensions of Zp.
These rings arise as rings of Witt vectors for some perfect %eld k of characteristic
p¿ 0. The lifting questions, existence and uniqueness, will be handled using %nite
Honda systems. Honda developed a method of describing lifts of formal groups to
W (k), which was later adapted by Fontaine for %nite group schemes. A %nite Honda
system consists of a DieudonnIe module (corresponding to the original group scheme)
and a W (k)-submodule satisfying certain properties. Using this criterion along with
the particularly simple DieudonnIe module structure for our bialgebras, we are able
to quickly determine precisely when we can lift to W (k), and also when this lift is
unique. Finally, we provide a formula for the number of lifts (in the sense described
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above) for a given k-bialgebra. The size of the bialgebra, the size of the %eld, and the
particular choice of z play a major role in this formula.
It is a consequence of Nakayama’s Lemma that any monogenic k-bialgebra that
lifts does so to a monogenic W (k)-bialgebra. Thus, one way of studying monogenic
W (k)-bialgebras is to %nd all of the monogenic k-bialgebras and their lifts to W (k).
The results of this paper should give insight on classifying monogenic bialgebras over
W (k) for the case when the k-bialgebra (obtained by reduction modulo p) is local–
local.
In addition to having an antipode, we shall assume throughout that all bialgebras are
%nite-dimensional (as modules), commutative, and local–local.
1. Dieudonne modules and bialgebras
Let k be a perfect %eld of characteristic p. (Later, we will restrict ourselves to
the case when k is %nite.) We shall start by describing the correspondence between
DieudonnIe modules and k-bialgebras. Let W =W (k) be the ring of Witt vectors with
coe1cients in k. Recall that W is the collection of in%nite-length vectors whose ring
operations are given by certain polynomials: Sn gives the nth vector component for the
sum, and Pn gives the nth vector component for the product (where the components
are numbered starting with 0). These polynomials can be found in [4, p. 128]. The
ring W (k) is a discrete valuation ring with maximal ideal (p) and residue %eld k.
Let E be the noncommutative ring of polynomials E = W [F; V ] with the relations
FV = VF = p; Fw = wF; wV = Vw, where w∈W and w is simply w with each
component raised to the pth power. (We shall adopt a similar notation for elements
of E: e refers to applying ( ) to the W -coe1cients of e.) Note that if k = Fp, then
W (k) =Zp and E is actually commutative since w =w. The term Dieudonn6e module
refers to a left E-module M that is killed by both a power of F and a power of V .
Of particular interest to us will be DieudonnIe modules that are cyclic, i.e. that are
of the form E=I where I is a left ideal of E. An easy but useful result concerning
cyclic DieudonnIe modules is
Lemma 1.1. Let M be a cyclic Dieudonn6e module and let x be a generator of M .
For any e∈E; (1 − eF)x is an invertible element of M; i.e. there exist e1; e2 ∈E so
that e1(1− eF)x = (1− eF)e2x = x.
Proof. As M is a DieudonnIe module, it is killed by some power of F , say Fn. Let
e1 = ((1 + eF + e
2
F + · · · + en−1Fn−1)x) and e2 = ((1 + eF + eeF2 + c · · · +
eee
2 · · · en−1Fn−1)x). Then it is a routine exercise to verify that
e1((1− eF)x) = ((1− eF)x)e2 = (1 + e′Fn)x
for some e′ ∈E. Since Fnx=0, we have constructed left and right inverses for (1−eF)x.
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As an important consequence to this lemma, if (1−eF)m=0 for m∈M , then m=0:
multiplying by the e1 above gives e1(1− eF)m= (1 + e′Fn)m= m.
To any DieudonnIe module M be can associate a k-bialgebra H(M) in the following
way. As a k-algebra, H(M) = k[Tx | x∈M ] with the following relations:
TFx = (Tx)
p;
Tx+y = SN ((TVN x; TVN−1x; : : : ; Tx); (TVNy; TVN−1y; : : : ; Ty));
Twx = PN ((w
p−N
0 ; w
p−N
1 ; : : : ; w
p−N
N ); (TVN x; TVN−1x; : : : ; Tx));
where x; y∈M; w = (w0; w1; : : :)∈W (k), and N is any nonnegative integer so that
VN+1M = 0. The comultiplication is given by
N(Tx)=SN ((TVN x⊗1; TVN−1x⊗1; : : : ; Tx⊗1); (1⊗TVN x; 1⊗TVN−1x; : : : ; 1⊗Tx)):
These operations make H(M) into a (local–local) bialgebra. In fact, this gives a 1–1
correspondence between %nite local–local cocommutative bialgebras and DieudonnIe
modules. See [3, II, Section 5] for a complete description of this correspondence
(explained in terms of the group scheme Spec(H) rather than H). The size of the
bialgebra and the size of the DieudonnIe module are related by
rankkH(M) = plengthW (k)M :
We shall refer to this fact several times in the next section.
2. Monogenic bialgebras in characteristic p
Lemma 2.1. Let M be a Dieudonn6e module. Then H(M) is a monogenic bialgebra
if and only if M is cyclic and there exists a polynomial q(F)∈ k[F] such that for all
x∈M we have Vx = q(F)x.
Proof. Suppose M is cyclic and Vx = q(F)x for all x∈M . Take x = 1M , i.e. x is the
element corresponding to 1 under the canonical map E → M ∼= E=I . Then px=Fq(F)x,
so M has a k-basis consisting of {x; Fx; F2x; : : : ; Fn−1x} for some n. We claim that
Fnx = 0. Suppose
Fnx =
n−1∑
i=‘
aiFix; a‘ = 0:
Then
−a‘F‘x= a‘+1F‘+1x + a‘+2F‘+2x + · · ·+ an−1Fn−1x − Fnx
= (a‘+1Fx + a‘+2F2x + · · ·+ an−1Fn−1−‘x − Fn−‘x)F‘x:
Moving all of the terms to the left and multiplying by −a−1‘ gives (1 − eF)F‘x = 0,
where e=−a−1‘ a‘+1−a−1‘ a‘+2F−· · ·−a−1‘ an−1Fn−2−‘−a−1‘ Fn−‘−1. But (1−eF)x is
invertible in M , so we have F‘x=0, i.e. F‘M =0, which is impossible. Thus Fnx=0.
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Notice that there is a chain of W (k)-modules
0 = FnM ⊆Fn−1M ⊆Fn−2M ⊆ · · ·⊆FM ⊆M:
We claim that for 0 ≤ i ≤ n − 1 we have Fi+1M ⊂FiM , i.e. that we have a strict
containment of sets. Clearly we have Fi+1M ⊆FiM . If the two sets are in fact equal,
then there exists an e∈E so that eFi+1x = Fix. This would give
Fix = eFi(Fx)
or in other words
(1− eF)Fix = 0:
But again (1−eF)x is invertible in M , hence Fix=0 which is a contradiction, proving
our claim. Clearly, this is also a minimal chain, so the length of M is n.
Let t be the element in H(M) corresponding to x, i.e. t = Tx. Then TFix = tp
i
,
so tp
n
= 0 and tp
n−1 = 0. Thus, Tx generates the k-algebra H = k[t]=(tpn), which
is a bialgebra of dimension pn. As rankkH(M) = pn = plengthW (k)M it follows that
H(M) ∼= H = k[t]=(tpn).
Conversely, let H(M) ∼= k[t]=(tpn). Again we have rankkH(M) =pn =plengthW (k)M ,
so M has length n. Let x be an element in M corresponding to t ∈H(M). Then
Fnx = 0 and Fn−1x = 0. Let M ′⊆M be the E-submodule of M generated by x. By
an argument similar to the one above, it is clear that Fi+1M ′⊂FiM ′. Thus we have a
chain of W (k)-modules
0 = FnM ′⊂Fn−1M ′⊂Fn−2M ′⊂ · · ·⊂FM ′⊂M ′⊆M
which has length n+ 1, hence M ′ =M and M is cyclic.
It remains to show that Vx= q(F)x for some polynomial q(F)∈ k[F]. Consider the
chain of W (k)-modules
0 = FnM ⊂Fn−1M ⊂Fn−2M ⊂ · · ·⊂FM ⊆FM + VM ⊆M:
As the length of this chain is n + 1 we have either FM + VM = FM (in which case
VM ⊆FM) or FM + VM =M . If FM + VM =M , then we can write the generator x
as x=Fex+Ve′x. Let N be the smallest positive integer for which VN+1M =0. Then
VNx = VNFex + VN+1e′x = VNFex = 0, so (1 − e−N+1F)VNx = 0, hence VNx = 0,
which is a contradiction. Thus VM ⊆FM .
We therefore have Vx = Fex for some e. We separate the “strictly F” part of e by
writing e = a(F) + e′V; a(F)∈ k[F]. Then
Vx= F(a(F) + e′V )x
= a(F)Fx + e′FVx
= a(F)Fx + e′F(a(F) + e′V )x = · · ·
· · ·= a1(F)Fx + a2(F)F2x + · · ·+ an−1(F)Fn−1x + e0VFnx
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for some choice of polynomials a1(F); a2(F); : : : ; an(F)∈ k[F] and e0 ∈E. Since Fnx=
0, we see that Vx can be expressed as a polynomial in k[F], a polynomial which we
shall denote by q(F).
Proposition 2.2. Let H(M) be a monogenic bialgebra. Then
M ∼= E=E(Fn; Fr − 'V )
for '∈ k× and for some pair of integers (n; r) with 1 ≤ r ≤ n.
Proof. Since M is cyclic M=pM ∼= E=E(Fr+1; Fr − 'V ) or M=pM ∼= E=E(Fn; V ) [6,
Theorem 2:1]. Let x = 1M . Since Vx = q(F)x, we have M ∼= E=(E(q(F) − V ) + pI)
for some ideal I ⊆E and q(F) ≡ '−1Fr(modp). Let n be the smallest integer so that
FnM =0. Then Fn ∈ (q(F)−V )+pI , i.e. Fn=e1(q(F)−V )+e2p for some e1; e2 ∈E.
Thus
e1q(F) = Fn − (e2F − e1)V:
Writing e1 = a(F) + eV; a(F)∈ k[F] on the left-hand side we get
a(F)q(F) + Vq(F) = Fn − (e2F − e1)V:
As the powers of V are linearly independent in E, we have a(F)q(F)=Fn, so q(F)=cFi
for some c∈ k and some 0 ≤ i ≤ n. Clearly i = 0, as this would give Vx = F0x = x,
which would contradict the fact that M is killed by a power of V . Hence 1 ≤ i ≤
n. As q(F) ≡ '−1Fr(modp), we can set c = '−1 and obtain q(F) = '−1Fr , so M ∼=
E=(E(Fr−'V )+pI). Since FnM=0, we can rewrite this as M ∼= E=(E(Fn; Fr−V )+pI).
We now claim that pI ⊆(Fn; Fr − 'V ), which will %nish this proof. Since Vx =
'−1Frx, we can regard elements in pI as polynomials in k[F]Fr+1. Let g(F)∈pI;
g(F) = cF‘ − h(F)F‘+1 with c = 0; ‘ ≥ r + 1. By multiplying throughout by c−1 we
can take c = 1. Then, since g(F)x = 0 we have
F‘x = h(F)F‘+1x = (h(F)F)F‘x
so (1− h(F)F)F‘x= 0. By Lemma 1.1, F‘x= 0, so ‘ ≥ n, i.e. g(F)∈ (Fn; Fr − 'V ).
Thus M ∼= E=E(Fn; Fr − 'V ).
Note that in the case r = n the module simpli%es to E=E(Fn; V ).
3. The isomorphism classes of monogenic bialgebras
While this describes all monogenic bialgebras, the description is not a unique one.
However, it is clear that all of the DieudonnIe modules of the form E=E(Fn; V ) are
mutually nonisomorphic: the power of F that kills M is invariant under isomorphism.
It is also not hard to show that E=E(Fn; V ) is not isomorphic to E=E(Fn; Fr − 'V )
for any r ¡n. However, it is possible for two bialgebras corresponding to triples to
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be isomorphic, although the bialgebra corresponding to the triple (n1; r1; '1) is not
isomorphic to the bialgebra given by (n2; r2; '2) unless n1 = n2 and r1 = r2. For the
remainder of the paper we assume k is %nite and write k=Fp‘ . We shall now determine
when two such bialgebras are isomorphic over k.
Suppose M1 = E=E(Fn; Fr − '1V ) and M2 = E=E(Fn; Fr − '2V ). An isomorphism of
bialgebras corresponds to an E-module isomorphism ’ :M1 → M2. If we let x = 1M1
and y = 1M2 , then there exists a polynomial u(F)∈ k[F] with nonzero constant term
such that ’(x)= u(F)y. In order to be an E-module map, we have ’(Frx)=’('1Vx),
i.e. Fru(F)y = '1Vu(F)y.
Write u(F)y =
∑n−1
i=0 uiF
iy. Then
Fru(F)y =
n−1∑
i=0
FruiFiy =
n−1∑
i=0
up
r
i F
r+iy
and
'1Vu(F)y=
n−1∑
i=0
'1VuiFiy =
n−1∑
i=0
'1u
p−1
i F
iVy
=
n−1∑
i=0
'1u
p−1
i F
i'−12 F
ry =
n−r−1∑
i=0
'1'
−pi
2 u
p−1
i F
r+iy:
By comparing coe1cients, it follows that up
r
i = '1'
−pi
2 u
p−1
i for all i less than n − r.
Satisfying this condition is quite simple for i = 0: simply take ui = 0. However, to be
an isomorphism, u0 = 0. We can rewrite the condition and say(
'1
'p2
)
= up
r−p−1
0 :
This equation was examined in [6, Theorem 3:8] to determine isomorphism classes of
cyclic DieudonnIe modules killed by p, where it was shown that solutions of this
equation over Fp‘ are in one-to-one correspondence with elements of the quotient
group k×=k×0 , where k0 = Fpd ; d = gcd(‘; r + 1): Thus the number of isomorphism
classes is |k×|=(|k×|=|k×0 |) = |k×0 |=pd − 1. In fact, if we pick ,∈ k so that k = k0[,],
then '1 = ,i1 and '2 = ,i2 , and it was easy to determine when their bialgebras are
isomorphic.
Proposition 3.1. Let k; k0 be as above. All cyclic Dieudonn6e modules corresponding
to monogenic bialgebras are either of the form E=E(Fn; V ) or E=E(Fn; Fr−,zV ) with
1 ≤ r ≤ n− 1; 0 ≤ z ≤ pd − 2; d= gcd(‘; r + 1).
Theorem 1 immediately follows from this proposition. In addition, since there are
pd − 1 diQerent choices for z, this result enables us to give a formula for the exact
number of monogenic bialgebras of a given size.
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Corollary 3.2. The number of isomorphism classes of monogenic bialgebras over k=
Fp‘ of dimension pn is given by
1 +
n−1∑
r=1
(pgcd(‘; r+1) − 1):
4. Finite Honda systems and lifts of monogenic bialgebras
Now that the classi%cation of monogenic bialgebras over k is complete, we shall turn
our attention to monogenic bialgebras over the ring of Witt vectors W (k). We shall
brieRy describe the method for lifting k-bialgebras to W (k) using %nite Honda systems.
Such a system is a %nite analogue to Honda’s method for classifying p-divisible groups
over W (k). (Further details can be found in [2].) We then apply those results to our
DieudonnIe modules, and %nd that lifting depends on a very simple relationship between
n and r.
De$nition 4.1. A %nite Honda system over W (k) is a pair (M; L), where M is a
DieudonnIe module (over k) and L is a W (k)-submodule of M such that
(i) ker V ∩ L= 0;
(ii) The canonical map L=pL→ M=pM → coker F is an isomorphism.
We shall usually identify L=pL with its image in coker F and rewrite the second
condition as L=pL=M=FM .
Given two %nite Honda systems (M; L) and (M ′; L′), we de%ne a morphism (M; L)→
(M ′; L′) to be an E-module homomorphism ’ :M → M ′ with the extra condition that
’(L)⊆L′. If E is in fact an isomorphism, then we say that the %nite Honda systems
(M; L) and (M ′; L′) are isomorphic. The objects (M; L) together with the morphisms
form a category, typically denoted FH (W (k); k).
Given any DieudonnIe module M , the %nite Honda systems (M; L) that we can con-
struct correspond to lifts of H(M) to W (k). In fact, there is a one-to-one correspond-
ence between the lifts of H(M) and isomorphism classes of %nite Honda systems
(M; L) for various L, and this correspondence takes morphism to morphisms, making
it an equivalence of categories. The actual correspondence is quite complicated, but it
can be found it [2, pp. 1424–1425], where the results are written in the language of
group schemes rather than bialgebras.
We shall now determine precisely when a monogenic k-bialgebra lifts to W (k).
One way of determining the existence of a lift can be found in [5, Theorem 4:1];
however, here we will be able to describe all lifts when the bialgebras are monogenic.
If H =H(M); M =E=E(Fn; Fr − ,zV ), the question is reduced to %nding an L so that
(M; L) is a %nite Honda system. We can quickly see that the case where n = r, i.e.
M = E=E(Fn; V ), does not lift: there are no %nite Honda systems (M; L) for this M
since any L⊆M=ker V . Thus it would appear that there needs to be some relationship
between the n and the r. This relationship is found in the following:
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Proposition 4.2. Let M = E=E(Fn; Fr − ,zV ). Then H(M) lifts to W (k) if and only
if r + 1 divides n.
Proof. Let x = 1M . Under the canonical isomorphism we have M=FM = E=E(Fn; V ),
so we can pick any single element of m∈M to generate coker F provided m ∈ FM .
Thus, we need to %nd a W (k)-submodule L⊆M so that L is generated by a single
nontrivial element (mod FM) over k and L∩ker V =0, or show that there is no such L.
Suppose %rst that n= s(r + 1). Not only shall we %nd a suitable L, we will %nd all
L for which (M; L) is a %nite Honda system. For notational convenience, set ' = ,z,
and de%ne 't =
∏t
i=0 '
pi(r+1) . Let g(F) be any invertible element in the noncommu-
tative ring k[F]=(Fn). (It is easy to check that the group of invertible elements, de-
noted (k[F]=(Fn))×, consists of all polynomials with a nonzero constant term.) De%ne
Lg to be the W (k)-submodule of M generated by the single element g(F). Clearly
g(F) ∈ FM .
We claim in addition that ker V ∩ Lg = 0. Notice that psM = FnM = 0: Thus, any
w∈W (k) acting nontrivially can be replaced by the %nite sum w=∑s−1i=t wipi; wi ∈ k;
wt = 0. For any such w, we need to show that V (wg(F)) = 0. Write g(F) = g0 +
g′(F)F; g0 = 0 and w = wtpt + w′pt+1. Then
wg(F)x = (wtpt + w′pt+1)(g0 + g′(F)F)x = wtg0ptx + w′g0pt+1x + eFptx
for some e∈E. Since px = '−1Fr+1x we have ptx = '−1t Ft(r+1)x and hence
V (wg(F)x) = V ('−1t wtg0F
t(r+1)x + '−1t+1w
′g0F (t+1)(r+1)x + e'−1t F
t(r+1)+1x)
= ('−1t wtg0)
p−1Ft(r+1)+rx + ('−1t+1w
′g0)p
−1
F (t+1)(r+1)x
+ e
−1
'−1t F
(t+1)(r+1)x
≡ ('−1t wtg0)p
−1
Ft(r+1)+rx(mod F (t+1)(r+1)):
But t(r+1)+ r ≤ (s− 1)(r+1)+ r= s(r+1)− 1= n− 1, and since ('twtg0)p−1 = 0
it follows that V (wg(F)x) = 0. Thus (M; Lg) is a %nite Honda system, so Lg provides
a lift.
Conversely, suppose r+1 does not divide n. Let L be a W (k)-submodule of M such
that L=pL = M=FM . We shall show that ker V ∩ L = 0. Since L=pL = M=FM , there
exists some element of the form x+ Fex∈L to correspond to the element x=1M . Let
i be the unique integer so that
n− r
r + 1
≤ i ≤ n− 1
r + 1
:
We know that such an i exists: clearly the set
{
n− r
r + 1
;
n− 2
r + 1
; : : : ;
n− (r + 1)
r + 1
}
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contains exactly one integer, and since r + 1 does not divide n, we can eliminate the
last member of this set. Thus i is the unique integer such that n− r ≤ i(r+1) ≤ n−1.
We have pi(x + Fex)∈L. But
pi(x + Fex) = (1 + Fe)pix = (1 + Fe)'−1i F
i(r+1)x
which is nonzero as i(r + 1)¡n. Thus, it follows that
V (pi(x + Fex)) ≡ '−1i Fi(r+1)+rx (mod F (i+1)(r+1)):
But i(r + 1) ≥ n− r, so V (pi(e1x + Fe2x)) = 0, hence pi(e1x + Fe2x)∈ ker V .
5. Questions concerning the uniqueness of lifts
We will eventually obtain a formula for the total number of isomorphism classes of
lifts a monogenic bialgebra has to W (k). But for now, we address the question: when
does a k-bialgebra lift uniquely to W (k)? In other words, when is there precisely one
isomorphism class of lifts to W (k) for a given k-bialgebra? We can guarantee that a
bialgebra lifts uniquely by putting additional restrictions on n; r, and '. However, we
also have unique liftings if the %eld k is the appropriate size. If a given bialgebra does
not satisfy either of these conditions, we shall show that more than one lift to W (k)
exists.
Before explaining the restrictions, we shall describe in terms of DieudonnIe modules
what is necessary for a monogenic local–local bialgebra to lift uniquely. Let H =
H(M); M = E=E(Fn; Fr − ,zV ). Of course, we assume r + 1 divides n or else H
does not lift at all. By (2:1) all %nite Honda systems are of the form (M; Lg) for
some g(F)∈ (k[F]=(Fn))×. In particular, we have L1, the W (k)-module generated by
x=1M . To show uniqueness of lifts, we simply need to show that all of the %nite Honda
systems are isomorphic, so (M; L1) ∼= (M; Lg) for all g(F). Recall that an isomorphism
’ :M → M is given by an element u(F)∈ (k[F]=(Fn))×. If we write u(F)=∑n−1i=0 uiFi
we get
up
r
i =
(
'
'pi
)
up
−1
i
for all i. In order for ’ to be a morphism of %nite Honda systems, we also have
’(L1)⊆Lg. In other words:
Lemma 5.1. Let M = E=E(Fn; Fr − ,zV ); where r + 1 divides n. Then H =H(M)
lifts uniquely to W (k) if and only if for all g(F)∈ (k[F]=(Fn))× there is a u(F) =∑n−1
i=0 uiF
i; u0 = 0 and a w∈W (k) such that
(1) u(F)x = wg(F)x
(2) up
r
i = (,
z=,zp
i
)up
−1
i ; 0 ≤ i ≤ n− r − 1.
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We shall refer to these conditions as conditions (1) and (2), respectively.
Remark. Note that, more generally, Lg1 and Lg2 give isomorphic lifts if and only if
there is a u∈ k[F] and a w∈W (k) so that
u(F)g1(F)x = wg2(F)x;
up
r
i =
(
,z
,zpi
)
up
−1
i ; 0 ≤ i ≤ n− r − 1:
We start by examining the size of k. Note that if k = Fp then E is a commutative
ring, in which case
,zVu(F)x = u(F),zVx = u(F)Frx = Fru(F)x
regardless of the choice of u(F). It is not hard in this case to construct the necessary
u(F) and w once the question of u(F) commuting with V and Fr is resolved. Thus
if H is a monogenic Fp-bialgebra, we can show it lifts uniquely. This result can be
weakened somewhat.
Proposition 5.2. Let k = Fp‘ ; k0 = Fpd with d = gcd(‘; r + 1). Let M = E=E(Fs(r+1);
Fr − ,zV ). Then H(M) lifts uniquely if k ⊆Fpr+1 and ,z ∈Fp.
Proof. Let w = 1 and u(F) = g(F). Condition (1) is clear, as is condition (2) since
gp
r
i = g
p−1
i and ,
z = ,zp
i
for all i.
We also have uniqueness of lifts if the size of the DieudonnIe module (and hence
the bialgebra) is su1ciently small.
Proposition 5.3. Let M = E=E(Fr+1; Fr − ,zV ). Then H(M) lifts uniquely.
Proof. The trick here is that condition (2) only needs to hold for i=0. Write g(F) =∑r
i=0 giF
i. Let u(F) = g−10 g(F) and w = g
−1
0 . Condition (1) again is clear. Since the
constant term of u(F) is 1, condition (2) is immediate as well.
Thus, any bialgebra whose DieudonnIe module satis%es either the %eld condition or
the size condition lifts uniquely. To complete Theorem 2, we need to show that if
the bialgebra lifts uniquely then the corresponding DieudonnIe module satis%es one of
the two conditions. We shall do this with an example.
Example 5.4. For '= ,z ∈ k; ' ∈ Fp, let g(F) = 1 + F . Let s = n=(r + 1); s¿ 1. We
shall show that (M; Lg) is not isomorphic to (M; L1), thereby giving at least two lifts.
Let w=
∑s−1
i=0 wip
i. If there is an isomorphism given by a u(F), then u(F)x=wg(F)x.
We then have
u(F)x ≡ w0x + w0Fx(mod Fr+1):
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By condition (1) we have wp
r+1
0 =w0 and (w0)
pr+1=('p='p
2
)w0. Using the %rst equation,
the second can be rewritten as
w0 =
'p
'p2
w0
hence 'p = 'p
2
, i.e. '∈Fp, therefore no such u(F) can exist. This proves the claim.
Of course, if ' = ,z ∈Fp, then ,zpd−1 = ,, which is equivalent to saying z divides
(p‘ − 1)=(pd − 1).
6. The number of nonisomorphic lifts
Finally, we provide a formula for the number N of diQerent isomorphism classes of
lifts a monogenic k-bialgebra has to W (k). Not surprisingly, the number will depend
on the size of the %eld, the size of the DieudonnIe module, as well as the value of z.
For the remainder of this paper, let M =E=E(Fn; Fr − ,zV ) be a DieudonnIe module
that lifts. As r + 1 divides n, set s= n=(r + 1). The construction of N will consist of
calculating four other numbers:
1. Ng, the number of possible g(F)∈ (k[F]=(Fn))×.
2. Nw, the number of invertible w’s modulo pn.
3. Nu, the number of automorphisms of M .
4. Nu;w, the number of automorphisms of W=pnW that can generate new elements of
Aut(M) in the sense described below.
For u = u(F)∈Aut(M) and w∈W (k) clearly (M; Lg) ∼= (M; Lug) and (M; Lg) ∼=
(M; Lwg). The total number of nonisomorphic lifts is obtained by computing Ng and
dividing by both Nu and Nw, and then multiplying by Nu;w to eliminate double counting
in the case where ug= wg. In other words
N =
NgNu;w
NuNw
and it su1ces to determine each of these constants.
1. Ng: We calculate the number of elements in (k[F]=(Fn))×, which is clearly (p‘ −
1)(p‘)n−1.
2. Nw: Since psM = 0 and ps−1M = 0, for w∈W to be counted it is of the form∑s−1
i=0 wip
i with w0 = 0. Thus we obtain Nw = (p‘ − 1)(p‘)s−1.
3. Nu: We shall calculate Aut(M). First, we introduce the following function: for
0 ≤ i ≤ n − r − 1, de%ne f(z) to be the cardinality of S = {i | 1 ≤ i ≤ n −
r − 1; (pd − 1)|(z(pi − 1))}. S includes all multiples of d less than or equal to
n − r − 1. In fact, we have (s − 1)(r + 1)=d ≤ f(z) ≤ n − r − 1. Equality on the
left occurs when z and pd − 1 are relatively prime (in which case the i’s are only
the multiples of d) and equality on the right when z = 0. Note that if s = 1, then
we have f(z) = 0.
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We are now in a position to compute the automorphism group.
Lemma 6.1. Let M = E=E(Fn; Fr − ,zV ). An element of Aut(M) is given by u(F) =∑n−1
i=0 uiF
i where
ui ∈


k×0 ; i = 0;
vik0; 1 ≤ i ≤ n− r − 1; i∈ S;
{0}; 1 ≤ i ≤ n− r − 1; i ∈ S;
k; n− r − 1 ≤ i ≤ n− 1;
where vi ∈ k satis%es vp
r+1
i = ,
zp(1−pi)vi.
Proof. The coe1cient u0 is invertible and u
pr+1
i = ,
zp(1−pi)ui for all 0 ≤ i ≤ n− r− 1.
When i = 0 we have up
r+1
0 = u0 hence u0 ∈ k×0 .
Let 1 ≤ i ≤ n− r − 1. Let G be the multiplicative subgroup {xpd−1 | x∈ k×}⊂ k×.
If up
r+1
i = ,
zp−zpi+1ui; ui = 0, then up
r+1−1
i ∈G, so we have
,zp
i+1−zp ∈G:
Since G consists of all ,j(p
d−1) let zpi+1−zp=pz(pi−1) be some multiple of pd−1.
Since p and pd−1 are coprime, then a nontrivial ui exists if and only if pd−1 divides
z(pi− 1), i.e. if and only if i∈ S. Furthermore, if vi satis%es the above condition, then
so does avi for all a∈ k0. As these are the only solutions, it is clear that there are
|k0|= pd diQerent choices for ui when i∈ S, and the single choice 0 for i ∈ S.
Of course, for n − r ≤ i ≤ n there are no restrictions, hence ui ∈ k, and the lemma
is proved.
We can now quickly calculate Nu = (pd − 1)(pd)f(z)(p‘)r .
4. Nu;w: The issue here is to determine when u(F)g = wg to eliminate any double
counting that might have occurred. We shall rephrase this as follows: given u(F),
how many invertible w∈W (k) are there such that multiplication by w−1u(F) is an
automorphism? Write w−1 =
∑s−1
i=0 vip
i and u(F) =
∑n−1
j=0 ujF
j.
Again let '= ,zw−1u(F) be written as
s−1∑
i=0
vipi
n−1∑
j=0
uiFi =
s−1∑
i=0
n−1∑
j=0
ujviFi(r+1)+j:
Clearly, the constant term u0v0 is invertible, so for w−1u(F) to be an automorphism
we need only satisfy
(ujvi)p
r
=
'
'pi(r+1)+j
ujvi; i(r + 1) = j ≤ n− r − 1 = (s− 1)(r − 1):
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Since up
r
j = '
1−pjuj this condition reduces to
vp
r
i =
'
'p
i(r+1) vi:
The solutions of this equation are all of the form
vi = a'
−p(p
i(r+1)−1)
pr+1−1 ; a∈ k0
and since v0 = 0 we have Nu;v = (pd − 1)(pd)s−1.
Finally, we compute N :
N =
NgNu;w
NuNw
=
(p‘ − 1)(p‘)n−1(pd − 1)(pd)s−1
(pd − 1)(pd)f(z)(p‘)r(p‘ − 1)(p‘)s−1
= (p‘)r(s−1)(pd)s−1−f(z)
and the third theorem is proved.
Remark. Of course, the uniqueness questions of Section 5 follow directly from this
formula. If s = 1 then f(z) = 0 and N is clearly equal to 1. If k ⊆Fpr+1 and ,z ∈Fp
then d = ‘ and (p‘ − 1)=(p − 1) divides z. Write z = z0((p‘ − 1)=(p − 1)). For any
1 ≤ i ≤ n− r − 1 we have
z(pi − 1) = z0(p‘ − 1)p
i − 1
p− 1 =
(
z0
pi − 1
p− 1
)
(pd − 1);
hence f(z) = n− r − 1 and N = 1.
It is possible at this point to construct a formula for the number of isomorphism
classes of monogenic bialgebras over W (k) of rank pn which are local–local modp,
which is derived by combining Theorem 3 with Corollary 3.2. However, the formula
∑
{r:r+1|n}
pgcd(‘; r+1)−2∑
z=0
p‘(n−r−1)+gcd(‘; r+1)((n=r+1)−1−f(z))
is perhaps too complicated to be useful in general, even for small n.
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