Wavelets and their associated transforms are highly efficient when approximating and analyzing onedimensional signals. However, multivariate signals such as images or videos typically exhibit curvilinear singularities, which wavelets are provably deficient in sparsely approximating and also in analyzing in the sense of, for instance, detecting their direction. Shearlets are a directional representation system extending the wavelet framework, which overcomes those deficiencies. Similar to wavelets, shearlets allow a faithful implementation and fast associated transforms. In this article, we will introduce a comprehensive carefully documented software package coined ShearLab 3D (www.ShearLab.org) and discuss its algorithmic details. This package provides MATLAB code for a novel faithful algorithmic realization of the 2D and 3D shearlet transform (and their inverses) associated with compactly supported universal shearlet systems incorporating the option of using CUDA. We will present extensive numerical experiments in 2D and 3D concerning denoising, inpainting, and feature extraction, comparing the performance of ShearLab 3D with similar transform-based algorithms such as curvelets, contourlets, or surfacelets. In the spirit of reproducible research, all scripts are accessible on www.ShearLab.org. 
INTRODUCTION
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However, each multivariate situation starting with the 2D situation differs significantly from the 1D situation, since now not only (0-dimensional) point singularities, but typically also (1-dimensional) curvilinear singularities appear. One can think of edges in images or shock fronts in transport-dominated equations. Wavelets are deficient in adequately handling such data, since they are themselves isotropic-in the sense of being not directional based-due to their isotropic dilation matrix. Thus, it was proven in Candès and Donoho [2004] that wavelets do not provide optimally sparse approximations of 2D functions governed by curvilinear singularities in the sense of the decay rate of the L 2 -error of best N-term approximations. This causes problems for any application requiring sparse expansions such as any imaging methodology based on compressed sensing (see Davenport et al. [2012] ). Moreover, being associated with just a scaling and a translation parameter, wavelets are, for instance, also not capable of detecting the orientation of edge-like structures.
Geometric Multiscale Analysis
These problems were the reason that, within applied harmonic analysis, the research area of geometric multiscale analysis arose, whose main goal consists in developing representation systems that efficiently capture and sparsely approximate the geometry of objects such as curvilinear singularities of 2D functions. One approach pursued was to introduce a 2D model situation coined cartoon-like functions consisting of functions compactly supported on the unit square while being C 2 , except for a closed C 2 discontinuity curve. A representation system was referred to as "optimally sparsely approximating cartoon-like functions" provided that it provided the optimally achievable decay rate of the L 2 -error of best N-term approximations. A first breakthrough could be reported in 2004, when Candès and Donoho [2004] introduced the system of curvelets, which could be proven to optimally sparsely approximate cartoon-like functions while forming Parseval frames. Moreover, this system's performance was superior to wavelets in a variety of applications (e.g., see Herrmann et al. [2008] ; ). However, curvelets suffer from the fact that, in addition to a parabolic scaling operator and translation operator, the rotation operator utilized as a means to change the orientation cannot be faithfully digitalized. Therefore, the implementation could not be made consistent with the continuum domain theory [Candès et al. 2006] . This led to the introduction of contourlets by Do and Vetterli [2005] , which can be seen as a filterbank approach to the curvelet transform. However, both of these well-known approaches do not exhibit the same advantages wavelets have, namely, a unified treatment of the continuum and digital situation, a simple structure, such as certain operators applied to very few generating functions, and a theory for compactly supported systems to guarantee high spatial localization.
Shearlets and Beyond
Shearlets were introduced in 2006 to provide a framework that achieves these goals. These systems are generated by very few functions, to which parabolic scaling and translation operators as well as shearing operators to change the orientation are applied [Kutyniok and Labate 2012] . The utilization of shearing operators ensureddue to consistency with the digital lattice-that the continuum and digital realm was treated uniformly in the sense of the continuum theory, allowing a faithful implementation (see Kutyniok et al. [2012b] for band-limited generators). A theory for compactly supported shearlet frames is available [Kittipoom et al. 2012] , showing that, although presumably Parseval frames cannot be derived, still the frame bounds are within a numerically stable range. Moreover, compactly supported shearlets can be shown to optimally sparsely approximate cartoon-like functions [Kutyniok and Lim 2011] , that is, for any function of the form
where B ⊂ [0, 1] 2 with ∂ B given as a closed C 2 curve with bounded curvature and f i ∈ C 2 (R 2 ) with supp( f i ) ⊂ [0, 1] 2 and f i C 2 ≤ 1 for each i = 0, 1, there exists some constant C such that
as N → ∞, where f N is the nonlinear N−term shearlet approximation obtained by choosing the N largest shearlet coefficients of f . Also, to date, a 3D theory is available [Kutyniok et al. 2012a ].
Very recently, two extensions of shearlet theory were explored. One first extension is the theory of α-molecules [Grohs et al. 2013] . This approach extends the theory of parabolic molecules introduced in Grohs and Kutyniok [2014] , which provides a framework for systems based on parabolic scaling such as curvelets and shearlets to analyze their sparse approximation properties. α-Molecules are a parameter-based framework including systems based on different types of scaling such as, in particular, wavelets and shearlets, with the parameter α measuring the degree of anisotropy. As a subfamily of this general framework, so-called α-shearlets (also sometimes called hybrid shearlets) were studied in Kutyniok et al. [2012a] (see also Keiper [2012] ), which can be regarded as a parametrized family ranging from wavelets (α = 2) to shearlets (α = 1). Again, the frame bounds can be controlled and optimal sparse approximation properties-now for a parametrized model situation-are proven, also for compactly supported systems.
A further extension are universal shearlets, which allow a different type of scaling (parabolic, and so forth) at each scaling level of α-shearlets by setting α = (α j ) j , with j being the scale, thereby achieving maximal flexibility [Genzel and Kutyniok 2014] . This approach so far has been analyzed only for band-limited generators, deriving properties on the sequence (α j ) j such that the resulting system forms a Parseval frame.
Contributions
Several implementations of shearlet transforms are available to date; we refer to Sections 2.3 and 5.2 for more details. Most of those focus on the (2D) band-limited case. In this situation, a Parseval frame can be achieved, providing immediate numerical stability and a straightforward inverse transform. However, from an application point of view, those approaches typically suffer from high complexity, various artifacts, and insufficient spatial localization. The faithful algorithmic realization suggested in Lim [2010] was the first to focus on compactly supported shearlets, also achieving low complexity by utilizing separable shearlet generators. Interestingly, this approach could then be improved in Lim [2013] by utilizing nonseparable compactly supported shearlet generators. The key idea behind this seemingly unreasonable approach is that the classical band-limited generators-whose Fourier transforms have wedge-like support-leading to Parseval frames can be much better approximated by nonseparable compactly supported functions than by separable ones.
ShearLab 3D builds on the approach from Lim [2013] and extends it in two ways: to universal shearlets as well as to the 3D situation. In addition, comprehensive numerical experiments comparing ShearLab 3D with the current state-of-the-art algorithms in geometric multiscale analysis are provided, in particular with the Nonsubsampled Shearlet Transform in 2D and 3D [Easley et al. 2008] , the Nonsubsampled Contourlet Transform in 2D [Cunha et al. 2006] , the Fast Discrete Curvelet Transform in 2D [Candès and Donoho 1999a] , the Surfacelet Transform in 3D [Do and Lu 2007] , and also with the classical Stationary Wavelet Transform in 2D. The algorithms were tested with respect to denoising and inpainting in 2D and 3D, as well as separation in 2D (separation in 3D requires additional systems, which renders a comparison unfair). Each time, carefully chosen performance measures were specified and served as an objective basis for the comparisons. Although our approach leads to highly redundant transforms with redundancy R = 25 or 49 for the 2D case and R = 76 or 292 for our 3D numerical examples, it could be shown that indeed ShearLab 3D outperforms the other algorithms in most tasks, also concerning speed. It is interesting to note that, with respect to video denoising, ShearLab 3D as a universally applicable tool is only marginally beaten by the BM3D algorithm specifically designed for this task [Maggioni et al. 2012] .
In the spirit of reproducible research [Donoho et al. 2009 ], ShearLab 3D as well as the codes for all comparisons are freely accessible on www.ShearLab.org.
ShearLab
Two other implementations of the 2D shearlet transform are available at www. ShearLab.org. The first implements the digital shearlet transform associated with a separable generating function [Lim 2010 ]. This approach allows for using compactly supported shearlets generated by a separable shearlet generator, which provides welllocalized shearlet filters. In the second implementation, shearlets generated by a bandlimited shearlet generator defined as in Equation (3) are directly discretized on the pseudo-polar grid in the frequency domain, which provides excellent directional selectivity [Kutyniok et al. 2012b] .
ShearLab 3D, the software discussed in this article and available at www.ShearLab. org, is the latest version of implementations of 2D and 3D shearlet transforms. This approach provides digital filters associated with more general anisotropic dilations, which contain parabolic dilation as a special case. In this approach, a nonseparable shearlet generator is used to improve directional selectivity while retaining excellent localization properties.
Outline
This article is organized as follows. We first review the main definitions and results from frame and shearlet theory in Section 2. Section 3 is devoted to a detailed discussion of the faithful algorithmic realization of the shearlet transform (and its inverse), which is implemented in ShearLab 3D. After a short review of the wavelet transform in Section 3.1, the 2D (Section 3.2) and 3D (Section 3.3) algorithms are discussed; in Sections 3.4 and 3.5, the inverse transform is presented. The actual MATLAB implementation in ShearLab 3D is described in Section 4. Finally, elaborate numerical experiments are presented in Section 5, ranging from denoising to video inpainting in Sections 5.3 to 5.7, each time in Section 5.8 carefully comparing ShearLab 3D with the state-of-the-art algorithms described in Section 5.2.
DISCRETE SHEARLET SYSTEMS
In this section, we will state the main definitions and necessary results from shearlet systems for L 2 (R 2 ) and L 2 (R 3 ). We start with a brief review of frame theory which, with the notion of frames, provides a functional analytic concept to generalize the setting of orthonormal bases. In fact, shearlet systems do not form bases, but require this extended concept. 
If A = B is possible, the frame is referred to as tight; in the case that A = B = 1, it is referred to as a Parseval frame. One application of frames is the analysis of elements in a Hilbert space, which is achieved by the analysis operator given by
Reconstruction of each element x ∈ H from T x is possible by the frame reconstruction formula given by
where Sx = i∈I x, ϕ i ϕ i is the frame operator associated with the frame (ϕ i ) i∈I . We remark that, for tight frames, the frame operator is just a multiple of the identify, hence easily invertible. For general frames, it might be difficult to use Equation (1) in practice since inverting S might be numerically unfeasible, in particular, if B/Ais large. In those cases, the so-called frame algorithm, for instance, described in Christensen [2003] , can be applied. Moreover, in Gröchenig [1993] , the Chebyshev method and the conjugate gradient methods were introduced, which are significantly better adapted to frame theory, leading to faster convergence than the frame algorithm.
Universal Shearlet Systems
We next introduce 2D and 3D universal shearlet systems, first discussing the parabolic case for 2D shearlet systems, then extending it to the general cases. For more information, we refer to Kutyniok and Labate [2012] and Genzel and Kutyniok [2014] .
2.2.1. 2D Situation. Shearlet systems can be regarded as consisting of certain generating functions whose resolution is changed by a parabolic dilation matrix A 2 j orÃ 2 j defined by
whose orientation is changed by a shearing matrix S k or S T k defined by
and whose position is changed by translation. More precisely, a shearlet systemsometimes in this form also referred to as cone-adapted due to the fact that it is adapted to a cone-like partition in the frequency domain ( Figure 1 )-is defined as follows.
Definition 2.1. For φ, ψ,ψ ∈ L 2 (R 2 ) and c = (c 1 , c 2 ) ∈ (R + ) 2 , the shearlet system SH (φ, ψ,ψ; where
Its associated transform maps functions to the sequence of shearlet coefficients, hence is merely the associated analysis operator.
Further, let SH(φ, ψ,ψ; c) be a shearlet system and retain the notions from Definition 2.1. Then, the associated shearlet transform of f ∈ L 2 (R 2 ) is the mapping defined by
A (historically) first class of generators are so-called classical shearlets, which are defined as follows. Let ψ ∈ L 2 (R 2 ) be defined bŷ
where ψ 1 ∈ L 2 (R) is a discrete wavelet in the sense that it satisfies the discrete Calderón condition, given by [Guo et al. 2006] . The induced tiling of the frequency plane is illustrated in Figure 1 . Some years later, compactly supported shearlets have been studied. It was shown that a large class of compactly supported generators yields shearlet frames with controllable frame bounds [Kittipoom et al. 2012] . One particularly interesting special case for numerical algorithms is separable generators given by ψ = ψ 1 ⊗ φ 1 , which generate shearlet frames provided that the 1D wavelet function ψ 1 and the 1D scaling function φ 1 are sufficiently smooth and ψ 1 has sufficient vanishing moments. Let us now turn to the more flexible universal shearlets, which were introduced in Genzel and Kutyniok [2014] . Their definition requires an extension of the dilation matrix to insert a scale-dependent parameter α j ∈ (0, 2) measuring the degree of anisotropy for each scale j ≥ 0. For this, let A α j ,2 j andÃ α j ,2 j be defined by
A universal shearlet system can then be defined as follows.
Let us now briefly discuss the situation in which all α j and c j coincide, that is, α j = α 0 and (c (φ, ψ,ψ; α, c) becomes an isotropic wavelet system. It should also be mentioned that, for α 0 → 0, the associated universal shearlet system approaches the system of ridgelets [Candès and Donoho 1999b ].
The associated transform is then defined similarly as in the parabolic situation.
Further, let SH(φ, ψ,ψ; α, c) be a shearlet system and retain the notions from Definition 2.3. Then, the associated universal shearlet transform of f ∈ L 2 (R 2 ) is the mapping defined by
In Genzel and Kutyniok [2014] , it was shown that there exists an abundance of scaling sequences α = (α j ) j such that, with a small modification of classical shearlets, the system SH(φ, ψ,ψ; α, c) yields a Parseval frame for L 2 (R 2 ).
2.2.2. 3D Situation. Turning now to the 3D situation and starting again with the parabolic case, it is apparent that the 2D parabolic dilation matrix A 2 j can be extended either by diag(2 j , 2
). The first case, however, generates "needle-like shearlets" for which a frame property seems highly unlikely. Hence, the second case is typically considered. For the sake of brevity, we next immediately present the general case of 3D universal shearlets. Then, for α j ∈ (0, 2), we set
The shearing matrices are now associated with a parameter k = (k 1 , k 2 ) ∈ Z 2 and defined by
2 , translation sampling matrices will be given by
. With these notions, a 3D universal shearlet system can be defined as follows.
Note that the oversampling matrices M c j ,M c j , andM c j are defined so that each diagonal entry can be chosen differently depending on the corresponding entry in each of the dilation matrices A α j ,2 j ,Ã α j ,2 j , andȂ α j ,2 j . For instance, the first entry c j 1 in M c j is the oversampling rate for the first spatial variable x 1 associated with the dilation factor 2 j while c j 2 is the oversampling rate for the second and third spatial variables x 2 and x 3 associated with the dilation factor 2 α j 2 j . The same principle should be applied in the 2D case. The associated transform is then defined as follows. SH(φ, ψ,ψ,ψ; α, c) be a shearlet system and retain the notions from Definition 2.5. Then, the associated universal shearlet transform of f ∈ L 2 (R 3 ) is the mapping, which maps f to
In the situation of parabolic scaling, in which α j = 1, it was shown in Kutyniok et al. [2012a] that a large class of compactly supported generators yields shearlet frames with controllable frame bounds. This is the case, in particular, for separable generators ψ = ψ 1 ⊗ φ 1 ⊗φ 1 , for which ψ 1 is a 1D wavelet with sufficiently many vanishing moments and φ 1 ,φ 1 are sufficiently smooth 1D scaling functions. Still, in the parabolic case, the situation of band-limited (classical) 3D shearlets was studied in Guo and Labate [2012] , which-similar to the 2D situation-form a Parseval frame for L 2 (R 3 ) with a small modification of the elements near the seam lines. An illustration of how 3D shearlets tile the frequency domain is provided in Figure 2 .
Previous Implementations
We now briefly review previous implementations of the shearlet transform. It should be emphasized that all implementations so far focused only on the parabolic case, that is, α j = 1 for all scales j.
2.3.1. Fourier Domain Approaches. Band-limited shearlet systems provide a precise partition of the frequency plane due to the fact that the Fourier transforms of all elements are compactly supported and that they form a tight frame. Hence, it seems most appropriate to implement the associated transforms via a Fourier domain approach, which aims to directly produce the same frequency tiling.
The first numerical implementation using this approach was discussed in Easley et al. [2008] as a cascade of subband decompositions based on the Laplacian Pyramid filter, which was then followed by a step containing directional filtering using the Pseudo-Polar Discrete Fourier Transform. Another approach was suggested in Kutyniok et al. [2012b] , where the main idea is to employ a carefully weighted PseudoPolar transform with weights ensuring (almost) isometry. This step is then followed by appropriate windowing and the inverse Fast Fournier Transform (FFT) applied to each windowed part.
Spatial Domain Approaches.
We refer to a numerical realization of a shearlet transform as a spatial domain approach if the filters associated with the transform are implemented by a convolution in the spatial domain. Whereas Fourier-based approaches were utilized only for band-limited shearlet transforms, the range of spatial domainbased approaches is much broader and basically justifiable for a transform based on any shearlet system. We now present the main contributions.
In Easley et al. [2008] , already referred to in Section 2.3.1, a spatial domain approach is also discussed. This implementation utilizes directional filters, which are obtained as approximations of the inverse Fourier transforms of digitized band-limited window functions. A numerical realization specifically focused on separable shearlet generators ψ sep given by ψ sep = ψ 1 ⊗ φ 1 , which includes certain compactly supported shearlet frames (see Section 2.2), was derived in Lim [2010] . This algorithm enables the application of fast transforms separably along both axes, even if the corresponding shearlet transform is not associated with a tight frame. The most faithful, efficient, and numerically stable (in the sense of closeness to tightness) digitalization of the shearlet transform was derived in Lim [2013] by utilizing nonseparable, compactly supported shearlet generators, which best approximate the classical band-limited generators. In fact, the implementation of the universal shearlet transform that we discuss in this article will be based on this work.
There exist two other approaches that have not been numerically tested yet. The one introduced in Kutyniok and Sauer [2009] explores the theory of subdivision schemes inserting directionality, and leads to a version of the shearlet transform that admits an associated multiresolution analysis structure. In close relation to this algorithmic realization, in Han et al. [2011] , a general unitary extension principle is proven, which for the shearlet setting provides equivalent conditions for the filters to lead to a shearlet frame.
DIGITAL SHEARLET TRANSFORM
In this section, we introduce and discuss the algorithms that are implemented in ShearLab 3D. We start with a brief review of the digital wavelet transform in Section 3.1, on which parts of the digital shearlet transform will be based. In Section 3.2, the 2D forward shearlet transform is discussed: first, a general version with freely chosen α, followed by the parabolic version. The 3D version is then presented in Section 3.3. Finally, the inverse shearlet transform both for 2D and 3D is detailed in Sections 3.4 and 3.5.
Digital Wavelet Transform
We start by recalling the notion of the discrete-time Fourier transform of a sequence
In the sequel, we use the notion a n = a −n for n ∈ Z d and denote by * the discrete convolution while * as a superscript denotes the complex conjugate. We further wish to refer the reader not familiar with wavelets to Daubechies [1992] and Mallat [2008] for more details on the construction of wavelets used in (5) and (6). Now, let ψ 1 and φ 1 ∈ L 2 (R) be a wavelet and an associated scaling function, respectively, satisfying the two scale relations
and
with some appropriately chosen filter coefficients h m 1 and g m 1 . Then, for each j ≥ 0 and m 1 ∈ Z, the associated wavelet function ψ
Now, let f 1D be a function on R, for which we assume an expansion of the type
for a fixed, sufficiently large J > 0. Applying the Fourier transform to Equation (7) yieldsf 
with H 0 ≡ 1. Using Equations (6) and (9), we obtain
Then, by Equations (8) and (10), the wavelet coefficients f 1D , ψ
can be computed by the discrete formula given by
In particular, when φ 1 is an orthonormal scaling function, this expression reduces to
This last formula is the common 1D digital wavelet transform. This transform can now be easily extended to the multivariate case by using tensor products. Similar to the 1D case, we consider a 2D function f given by
where φ(x) = φ 1 ⊗ φ 1 (x). Assume that φ and
2D Shearlet Transform
We will now describe the algorithmic realization of the transform associated with a universal compactly supported shearlet system SH(φ, ψ,ψ; α, c) (as introduced in Section 2.2) used in ShearLab 3D. We remark that the subset (φ; c 0 1 ) is merely the scaling part coinciding with the wavelet scaling part. Moreover, it will be sufficient to consider shearlets from (ψ; α, c) as the same arguments apply to˜ (ψ; α, c) except for switching the order of variables.
First, the shearlet generator ψ needs to be chosen. In Section 2.3.2, the choice of a separable shearlet generator ψ sep = ψ 1 ⊗ φ 1 was discussed, which generated a shearlet frame provided that the 1D wavelet function ψ 1 and the 1D scaling function φ 1 are sufficiently smooth and ψ 1 has sufficient vanishing moments. However, significantly improved numerical results can be achieved by choosing a nonseparable generator ψ such asψ
where the trigonometric polynomial P is a 2D fan filter (see Do and Vetterli [2005] , Cunha et al. [2006] ). The reason for this is the fact that nonseparability allows the Fourier transform of ψ to have a wedge-shaped essential support, thereby well approximating the Fourier transform of a classical shearlet. In particular, with a suitable choice for a 2D fan filter P, we have that
) is the classical shearlet generator defined in Equation (3). Compared with separable compactly supported shearlet generators, this property not only improves the frame bounds of the associated system but also improves the directional selectivity significantly. Figure 3 shows some nonseparable compactly supported shearlet generators both in the time and frequency domains.
One can construct compactly supported functions ψ 1 and φ 1 and a finite 2D fan filter P such that inf{|ψ 1 (ξ 1 )| 2 :
and inf{|P(ξ )| 2 :
with some δ 1 , δ 2 , and δ 3 > 0. The finite 2D filter P is defined using the two-channel filter bank associated with the quincunx matrix, which rotates the input image by
). Such a filter bank provides either diamond-shaped or fan-shaped filters (see also Figure 12 (c)). For more details, we refer to Cunha et al. [2006] and Do and Vetterli [2005] . By Equations (14) and (15), we obtain
. This inequality provides a lower frame bound provided that ψ 1 and φ 1 decay sufficiently fast in frequency and ψ 1 has sufficient vanishing moments. One can also obtain an upper frame bound with ψ generated by those 1D functions. We refer to Kittipoom et al. [2012] for more details. From now on,
. The task is now to derive a digital formulation for the computation of the associated shearlet coefficients f, ψ j,k,m for j = 0, . . . , J − 1 of a function f given as in Equation (12), where
with the sampling matrix given by
Thus, our strategy for discretizing ψ j,k,m consists of the following two parts:
(I) Faithful discretization of ψ j,0,m using the structure of the multiresolution analysis associated with Equation (13) (II) Faithful discretization of the shear operator S k2
We now assume that
are integers; otherwise,
would need to be taken. We start with part (I), which will require the digital wavelet transform introduced in Section 3.1. Without loss of generality, we assume that M c j = Id. The general case can be treated similarly. First, using Equations (5), (6), and (13), we obtain
where Q = diag(2, 1). From now on, we assume that φ = φ 1 ⊗ φ 1 is an orthonormal scaling function, that is,
Applying Equations (5) and (6) iteratively, we obtain
Inserted in Equation (17), it follows that
Assuming the function f to be of the form derived in Equation (12), its Fourier transform isf
where F J is the discrete-time Fourier transform of f J := ( f J,m ) m∈Z 2 . Then, we conclude that
where
Letting η = 2 −J ξ and using Equation (18),
Thus, letting p j := {p j,n } n∈Z 2 and w j be the Fourier coefficients of P(2
We remark that w j = g J− j ⊗ h J− α j 2 j and in the case that p j ≡ 1, this coincides with the 2D wavelet transform associated with the anisotropic dilation matrix A 2 j and a separable wavelet generator, while we obtain the anisotropic wavelet transform with a nonseparable wavelet generator in the case that p j is a nonseparable filter. Note that in the case that M c j = Id, Equation (19) can be easily extended to obtain
for which the sampling matrix M c j should be chosen so that A −1
From Equation (19), we obtain discrete filter coefficients for ψ j,0,m , given as p j * w j .
We next turn to part (II), that is, to faithfully digitize the shear operator S k2 −dα j , which will then provide an algorithm for computing f, ψ j,k,m by using Equation (16) combined with Equation (19). However, we face the problem that, in general, the shear matrix S k2 −dα j does not preserve the regular grid Z 2 , that is,
One approach to resolve this problem is to refine the regular grid Z 2 along the horizontal axis x 1 by a factor of 2 −d α j . With this modification, the new grid 2 −d α j Z × Z is now invariant under the shear operator S k2 −dα j , since Thus, the operator S k2 −dα j is well defined on the refined grid 2 −d α j Z × Z, which provides a natural discretization of S k2 −dα j . This observation gives rise to the following strategy for computing the discretization of
, and * 1 be the 1D upsampling, downsampling, and convolution operators along the horizontal axis x 1 by a factor of 2
Recall that, on this new grid 2 −d α j Z × Z, the shear operator S k2 −dα j becomes S k with integer entries. This allowsf d to be resampled by S k , followed by reversing the previous convolution and upsampling, that is,
This defines the discrete operator, which naturally discretizes S k2 −dα j . Figure 4 illustrates how this approach effectively removes the otherwise appearing aliasing effect. −dα j with j = 4, k = 1, and α j = 1. For this aliased digital shearlet, Finally, combining Equation (20) with the digital shear operator S k2 −dα j just defined by Equations (21) and (22) yields a faithful digital shearlet transform as follows.
Definition 3.1. Let f J ∈ 2 (Z 2 ) be the scaling coefficients given in Equation (12). Then, the digital shearlet transform associated with (ψ; α, c) is defined by
with the shearing operator defined by Equations (21) and (22), and the sampling matrix M c j chosen so that 2 J A −1
The discretization of the shearlet transform associated with the classical cone-adapted discrete shearlet system defined as in Definition 2.1 is of the form of Definition 3.1 with α j = 1. This gives the shearlet transform associated with the parabolic dilation A 2 j .
3D Shearlet Transform
Following the approach of the 2D case, we choose the 3D shearlet generator ψ bŷ
so that, as it was also the idea in the 2D case,ψ well approximates the 3D band-limited shearlet generator in the sense that
Similar to the 2D case, we may choose compactly supported functions ψ 1 and φ 1 , and a finite 2D fan filter satisfying Equations (14) and (15), respectively. Then, we have
,
. This inequality provides a lower frame bound provided that ψ 1 and φ 1 decay sufficiently fast in frequency and ψ 1 has sufficient vanishing moments. Also, an upper frame bound can be obtained from the fast decay rate ofψ generated by those 1D functions ψ 1 and φ 1 . We refer to Kutyniok et al. [2012a] for more details. We next discuss a digitalization of the associated shearlet coefficients f, ψ j,k,m , again only for (ψ; α, c), where f is given by
Let A α j ,2 j and S k be 2D dilation and shear matrices as defined in Equations (4) and (2), respectively. We first consider
Using the generator from Equation (24), our 3D shearlets ψ j,k,m are then defined bŷ
Since φ j,k 1 and φ j,k 2 are functions of the form of 2D shearlets, they might be discretized in a similar fashion as in Definition 3.1, though omitting the convolution with the highpass filter g J− j , which gives ( * x i denoting 1D convolution along the x i axis) and
.
Finally, by Equation (6), a 1D wavelet 2 j 2 ψ 1 (2 j ·) can be digitalized by the 1D filter g J− j . This gives rise to 3D digital shearlet filters ψ d j,k specified in Definition 3.2, which discretize ψ j,k,m from Equation (26). Summarizing, our digitalization of the shearlet transform is defined as follows.
Definition 3.2. Let f J ∈ 2 (Z 3 ) be the scaling coefficients given in Equation (25), and retain the definitions and notions of this section. Then, the digital shearlet transform associated with (ψ; α, c) is defined by
where the discrete-time Fourier transforms of the 3D digital shearlet filters ψ The chosen 3D digital shearlet filters are illustrated in Figure 5 .
2D Inverse Shearlet Transform
In this section, we define an inverse digital shearlet transform, which provides a stable reconstruction of f J ∈ 2 (Z 2 ) from the shearlet coefficients obtained by the digital shearlet transforms from Section 3.2. We first observe that, in general, the forward shearlet transform defined in Definition 3.1 can be inverted by a frame reconstruction algorithm based on the conjugate gradient method due to frame property of shearlets; see Mallat [2008] and Lim [2010] . We now describe a direct reconstruction formula that allows for computing the canonical dual frame by skipping subsampling. In this case, we first set c j 1 = 2 j−J and c j 2 = 2 α j 2 j−J in Definition 3.1. In this situation, the digital shearlet transform is merely a 2D convolution with shearlet filters, yielding a shift-invariant linear transform. Hence, for f J ∈ 2 (Z 2 ), the digital shearlet transform takes the form
As indicated before, the digital shearlet filtersψ d j,k corresponding toψ j,k,m are derived by switching the order of variables, which implies that the same convolution formula as Equation (28) holds for the shearlet transform associated with˜ (ψ; α, c), which we can define as
Let us now select a separable lowpass filter by
and also define dual shearlet filters by (28) and (29), the discrete-time Fourier transform of f J can be written as
This implies that
j,k for = 0, 1, respectively.
3D Inverse Shearlet Transform
Retaining notations from Section 3.3, we now define an inverse digital shearlet transform for the 3D case, which can be extended from the 2D case in a straightforward manner. We first set c j 1 = 2 j−J and c j 2 = 2 α j 2 j−J in Definition 3.2. For f J ∈ 2 (Z 3 ), the digital shearlet transform takes the form
Also, the digital shearlet filtersψ
, respectively, are derived by switching the order of variables. This implies that the same convolution formula as Equation (33) holds for the shearlet transforms associated with (ψ; α, c) and˘ (ψ; α, c), which we can define as
Let us now select a 3D separable lowpass filter by
and define dual shearlet filters by . In this general case, the iterative frame reconstruction algorithms can be applied. We refer to Lim [2010] for more details.
IMPLEMENTATION: SHEARLAB 3D
An implementation of the digital transforms
• Inverse 3D Digital Shearlet Transform described in Section 3 is provided in the MATLAB toolbox ShearLab 3D, which can be downloaded from www.ShearLab.org. If the Parallel Computing Toolbox is also available, CUDA-compatible NVIDIA graphics cards can be used to gain a significant speed up.
The ShearLab 3D toolbox provides codes to compute the digital shearlet transform of arbitrarily sized two-and three-dimensional signals according to the formulas in Definitions 3.1 and 3.2 as well as the inverse shearlet transforms in Equations (32) and (34). Applying the convolution theorem, these formulas can be computed by multiplying conjugated digital shearlet filters ψ We now provide more details on the forward (Section 4.1) and inverse transform (Section 4.2), provide a brief example for a potential use case (Section 4.3), discuss the possibility to avoid numerical instabilities along the seam lines (Section 4.4), and compute the complexity of our algorithms in Section 4.5.
Forward Transform
A schematic description of the forward transform is given in Algorithm 1, in which the utilized digital shearlet filters are constructed via a straightforward implementation of Equation (23) in the two-dimensional and Equation (27) in the three-dimensional case.
ALGORITHM 1: ShearLab 3D Forward Transform Input: A signal f ∈ R X×Y ×Z , the number of scales nScales ∈ N, a vector shearLevels ∈ N nScales specifying the number of differently sheared filters on each scale, a matrix directionalFilter specifying thedirectional filter P (compare Equation (23) As can be seen from Algorithm 1, the computation of a shearlet decomposition of a 2D signal f ∈ 2 (Z 2 ) with ShearLab 3D requires the following input parameters:
• nScales: The number of scales of the shearlet system associated with the desired decomposition. Each scale corresponds to a ring-like passband in the frequency plane that is constructed from the quadrature mirror filter pair defined via the lowpass filter quadratureMirrorFilter. These frequency bands can be further partitioned into directionally sensitive elements using a 2D directional filter. Note that nScales can also be viewed as the upper bound of the parameter j in Definition 3.2. Naturally, increasing the number of scales significantly increases the redundancy of the corresponding shearlet system.
• shearLevels: A vector of size nScales, specifying for each scale the fineness of the partitioning of the corresponding ring-like passband. The larger the shear level at a specific scale, the more differently sheared atoms will live on this scale with increasingly smaller essential support sizes in the frequency domain. To be precise, let d α j be the j-th component in shearLevels. Then, in the 2D case, this choice will generate the shearlet filters ψ d j,k defined in Definition 3.1 and associated with the dilation matrix A α j ,2 j . With this choice, the range of shearing parameters k is given by |k| ≤ 2 d α j for each cone, which generates 2(2 · 2 d α j + 1) shearlet filters for each scale j.
• directionalFilter: A 2D directional filter that is used to partition the passbands of the several scales and hence serves as the basis of the directional "component" of the shearlets. Our default choice in ShearLab 3D is a maximally flat 2D fan filter (see Cunha et al. [2006] and Figure 12 ). Other directional filters can be constructed using the dfilters method from the Nonsubsampled Contourlet Toolbox, for example. This value corresponds to the trigonometric polynomial P from Equation (13). It should be noted that both the size of the two-dimensional filter used for this parameter as well as the size of quadratureMirrorFilter impose a natural restriction on the maximum values of nScales and the maximum values of the entries in shearLevels. That is, when constructing a digital shearlet system for analyzing data of a given size, the number of differently scaled and sheared atoms cannot be arbitrarily high and is restricted by the size of the data as well as the sizes of the filters directionalFilter and quadratureMirrorFilter.
• quadratureMirrorFilter: A 1D lowpass filter defining a quadrature mirror filter pair with the corresponding highpass filter, thereby a wavelet multiresolution analysis. These filters induce the passbands associated with the several scales, the number of which is defined by the parameter nScales. The default choice in ShearLab 3D is a symmetric maximally flat 9-tap lowpass filter (for an extensive discussion of the properties of this filter, see Section 5.1); but, basically, any lowpass filter can be used here. This parameter corresponds to h 1 in Equation (9).
Given the parameters nScales, shearLevels, quadratureMirrorFilter and directionalFilter, ShearLab 3D can compute a set of 2D digital shearlet filters whose inner products with a given 2D signal (and all its translates) are the desired shearlet coefficients (see Algorithm 1). As each shearlet coefficient corresponds to one shearlet with a specific scale, a specific shearing, and a specific translation, the total number of coefficients computed by one shearlet decomposition is X · Y · R, where X and Y denote the size of the given signal (and therefore the number of different translates) and R denotes the redundancy of the shearlet system, which is defined by the parameters nScales and shearLevels. The redundancy R including the low frequency part is given by
where j 0 is the coarsest scale of the shearlet transform, and one can specify any nonnegative integer for j 0 . Although we set j 0 = 0 in Equations (32) and (34) so that the shearlet transform is computed for scales j = 0, . . . , J − 1, the coarsest scale j 0 can be chosen to be any positive integer with j 0 < J. Observe that the redundancy R is determined by j 0 , α j , and nScales. For instance, if we set j 0 = 2, α j = 1 for all j, and nScales = 4, this would lead to a shearlet transform providing nScales = 4 level directional decomposition for scales j = 2, . . . , 5. In this case, 8 16 16 32 shearlet filters are used for j = 2, . . . , 5 and R = 1 + 8 + 16 + 16 + 32. Let us now consider the 3D situation. Due to the formula for ψ d j,k in Definition 3.2, we know that a 3D digital shearlet filter can be constructed by combining two 2D digital shearlet filters living on the same scale but with possibly differing shearings. Therefore, the input parameters for a three-dimensional decomposition are the same as in the 2D case, but their meanings slightly differ. Whereas in 2D, each scale corresponds to a ring-like passband, in the 3D case, each scale is associated with a sphere-like passband in the 3D frequency domain, with the parameter nScales defining the number of such spheres. The parameter shear Levels, on the other hand, still defines the number of differently sheared atoms on one scale, but there are two shearing parameters k = (k 1 , k 2 ) for a shearlet in 3D and the 3D frequency domain is partitioned in three pairs of pyramids instead of two pairs of cones.
To be more precise, let d α j be a j-th component in shearLevels. Then, the shearlet filters ψ d j,k defined in Definition 3.2 and associated with the 3D dilation matrix A α j ,2 j are generated. In this case, the range of shearing parameters k = (k 1 , k 2 ) is given by max{|k 1 |, |k 2 |} ≤ 2 d α j for each pyramid, which gives 3(2 · 2 d α j + 1) 2 shearlet filters for each scale j. Thus, in the 3D case, the redundancy R is given by
Similar to the 2D case, R is determined by the coarsest scale j 0 , α j , and nScales, and j 0 can be any positive integer.
Inverse Transform
Fig. 6. Decomposition and reconstruction of a 2D image in MATLAB using ShearLab 3D. The applied shearlet system has four scales and the array shearLevels induces a parabolic scaling. The array shearletCoefficients is three-dimensional in the 2D case and four-dimensional in the 3D case. In both cases, the last dimension enumerates all digital shearlet filters within the specified system with different shearing parameters k and scaling parameters j while the first two or three dimensions are associated with the translates of one single shearlet (see Figure 7) . The used system has four scales, a redundancy of 49, and was specified with nScales = 4 and shearLevels = [1, 1, 2, 2]. The shearlet corresponding to the coefficients in the center picture has a scale parameter j = 1, a shearing parameter k = 2, and lives on the horizontal frequency cones. The shearlet corresponding to the coefficients plotted in the rightmost image has a scale parameter j = 2, a shearing parameter k = 0, and lives on the vertical frequency cones. Fig. 8 . The magnitude frequency response of the maximally sheared shearlet in the vertical cones (right image) is almost equal to the response of the corresponding shearlet in the horizontal cones (left image). In most cases, one of these filters can be omitted to decrease the redundancy of a shearlet system. A similar strategy can be applied in the 3D case: For three of the six pyramids, all boundary shearlet filters whose frequency support is concentrated on the boundary of two pyramids are removed, yielding
3D shearlet filters for each scale j. Again, as an example, consider
. In this case, we have 49, 49, 193 shearlet filters for j = 1, 2, 3 (compare also to Table I ), which corresponds to the parabolic case.
It should be mentioned that, in ShearLab 3D, the user has the option of including those boundary elements again if needed.
Boundary Treatment
In ShearLab 3D, similar to conventional orthogonal wavelet transforms and the FFT, periodic extension is used for boundary treatment. While this approach considerably simplifies the implementation of a digital transform, it unavoidably causes artifacts in the coefficients associated with atoms located close to the borders of a finite signal. Resolving this issue could a subject of further study.
Complexity
Since convolution can be used, both the decomposition and the reconstruction algorithm reduce to multiple computations of the FFT. Thus, their complexity is given by O R · N log(N) , where N denotes the total number of entries in a two-or threedimensional signal and R ∈ N is the redundancy of the specific digital shearlet system, that is, the number of digital shearlet filters ψ d j,k .
Optimal Choice for α j
In this section, we will show some basic numerical examples that illustrate the impact of different choices of α j for the 2D shearlet transform associated with A α j ,2 j . Note that, by choosing α j ∈ (0, 2) smaller, we obtain more anisotropic shearlets in the sense that the resulting shearlets ψ j,k,m will be more elongated along a certain direction determined by the shear operator S k . In fact, this would make the resulting shearlets more effective for capturing a discontinuity curve highly elongated along a certain direction and locally close to a line.
Figures 9 and 10 show reconstructions from images that were partially occluded by vertical strips. For a more detailed description of this reconstruction scheme with shearlets, we refer to Section 5.4, in which we show more extensive numerical results for this image recovery task. To generate the restored images in Figures 9(c) and 10(c) , we applied the shearlet transform with α j = 1 for scales j = 0, 1, 2, which provides 4 8 8 shearlet filters corresponding to the parabolic scale. In contrast to this, Figures 9(d) and 10(d) show restored images obtained by applying the shearlet transform with α j = 0.5 for scales j = 1, . . . , 4, which provides 8 16 32 32 shearlet filters that are more anisotropic and elongated than the ones with α j = 1. Observe that the original image in Figure 9 contains discontinuity curves that are more elongated than the one in Figure 10 . In this case, the shearlet transform with α j = 0.5 is better adapted for those singularity curves, hence shows better performance, while the shearlet transform with α j = 1 performs better for the image containing discontinuity curves with relatively high curvature in Figure 10 . In particular, our numerical results in Figure 11 show that the artifacts introduced by highly elongated shearlet filters with α j = 0.5 are effectively reduced by using less elongated and better localized shearlet filters with α j = 1.
NUMERICAL EXPERIMENTS
This section is devoted to an extensive set of numerical experiments. The parameters in ShearLab 3D chosen for those results are specified in Section 5.1, followed by a detailed description of the transforms to which we compare our results (see Section 5.2). We then focus on the following problems: 2D/3D denoising, 2D/3D inpainting, and 2D (a) (b) (c) decomposition of point and curvelike structures, which are the contents of Sections 5.3 to 5.7. The results of the numerical experiments are discussed in Section 5.8. All experiments have been performed with MATLAB 2013a on an Intel(R) Core(TM)2 Duo CPU E6750 processor with 2.66GHz and a NVIDIAGeForce GTX 650 Ti graphics card with 2GB RAM. The scripts and input data for all experiments are available at www.ShearLab.org in support of the idea of reproducible research.
Selection of Parameters
As discussed in Section 3.2, the construction of a 2D digital shearlet filter ψ d j,k requires a 1D lowpass filter h 1 and a 2D directional filter P; compare with Equation (23). The 1D filter h 1 defines a wavelet multiresolution analysis, and thereby the highpass filter g 1 , whereas the trigonometric polynomial P is used to ensure a wedge shape of the essential frequency support of ψ d j,k . The choice of these filters certainly significantly impacts crucial properties of the generated digital shearlet system, such as frame bounds and directional selectivity.
Our choice for h 1 -from here on denoted h ShearLab -is a maximally flat, that is, a maximum number of derivatives of the magnitude frequency response at 0 and π vanish, and symmetric 9-tap lowpass filter 1 that is normalized such that n h ShearLab (n) = 1. For an illustration, we refer to Figures 12(a) and 12(b) . This filter has two vanishing moments, that is, ψ 1 (x 1 )x 1 = 0 for ∈ {0, 1}. While there is no symmetric, compactly supported, and orthogonal wavelet besides the Haar wavelet, the renormalized filter √ 2h ShearLab at least approximately fulfills the orthonormality condition, which is
with δ denoting Kronecker's delta. We remark that, by choosing h ShearLab to be maximally flat, the amount of ripples in the digital filter ψ d j,k is significantly reduced. This leads to an improved localization of the associated digital shearlets in the frequency domain. The highpass filter g 1 , hereafter denoted by g ShearLab , is chosen to be the associated mirror filter, that is,
We would like to mention that the filter coefficients h ShearLab are quite similar to those of the Cohen-Daubechies-Feauveau (CDF) 9/7 wavelet [Cohen et al. 1992] , which is used in the JPEG 2000 standard. While the CDF 9/7 wavelet has four vanishing moments and higher degrees of regularity both in the Hölder and Sobolev sense, trading these advantageous properties for maximal flatness seems to be the optimal choice for most applications.
For the trigonometric polynomial P ShearLab , we use the maximally flat 2D fan filter 2 described in Cunha et al. [2006] . This filter is illustrated in Figure 12 (c).
For the numerical experiments, we used two different digital shearlet systems in both the 2D and 3D case, allowing us to demonstrate how different degrees of redundancy influence the performance of ShearLab 3D. The two considered 2D systems, named SL2D 1 and SL2D 2 , and similarly SL3D 1 and SL3D 2 in 3D, are constructed as follows. Note that they all correspond to the case α j = 1 for all j, hence the parabolic case.
The system SL2D 1 has four scales with four differently oriented digital shearlet filters on scales one and two, and eight directions in each of the higher scales. Including the 2D lowpass filter, the total redundancy of this system is 25. We remark that a maximally sheared filter within the horizontal cones always has an almost identical counterpart contained in the vertical cones that can be omitted without affecting the performance in most applications. The system SL2D 2 also consists of four scales, but in contrast to SL2D 1 it has a redundancy of 49 with 8, 8, 16 and 16 differently oriented shearlets on the respective scales.
In the 3D experiments, we used the three-scale digital systems SL3D 1 with 13, 13, and 49 directions on scales one, two, and three as well as the system SL3D 2 with 49, 49, and 193 differently oriented shearlet filters on the corresponding scales. The total redundancy of SL3D 1 is 76, while SL3D 2 contains 292 different digital 3D shearlet filters. These numbers, along with other properties of these systems, are compiled in Table I .
Systems for Comparison
In a total of five different experiments, we compare the transforms associated with the shearlet systems SL2D 1 , SL2D 2 , SL3D 1 , and SL3D 2 to various transforms similarly associated with a specific representation system. In each of these experiments, an algorithm based on a sparse representation of the input data is used to complete a certain task, such as image denoising or image inpainting. In order to get a meaningful comparison, we simply run the same algorithm with the same input several times for each of the transforms-that is, with the associated representation system-for computing the sparse representation at each execution. To assess the performance of a sparse representation scheme, for each of the tasks, we introduce a performance measure for the quality of the output and measure the overall runtime of the algorithm.
The transforms considered in our experiments in addition to the digital shearlet transform implemented in ShearLab 3D are:
• Nonsubsampled Shearlet Transform (NSST, 2D & 3D) .
The NSST was introduced in 2006 by Easley et al. [2008] and later extended to a 3D transform by Negi and Labate [2012] . It is also based on the theory of shearlets and uses the nonsubsampled Laplacian pyramid transform with specially designed bandpass filters [Cunha et al. 2006 ] to decompose input data into several highfrequency layers and a low-frequency part, while directional filters are constructed on the pseudo-polar grid from a certain window function, for example, the Meyer wavelet window. The main conceptual difference to ShearLab 3D is that these directional filters are not compactly supported in the time domain. Still, by representing the directional filters with small matrices, the NSST also manages to construct digital shearlet filters that are highly localized in the time domain.
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• Fast Finite Shearlet Transform (FFST, 2D) . The FFST is based on shearlet Parseval frames purely constructed in the frequency domain using the band-limited Meyer wavelet. It was proposed by Steidl [2013, 2014] and can be obtained from http://www.mathematik.uni-kl.de/imagepro/ members/haeuser/ffst/.
• Nonsubsampled Contourlet Transform (NSCT, 2D) .
The NSCT was developed by Cunha et al. [2006] and uses a nonsubsampled pyramid decomposition as well as a directional filter bank based on two-channel fan filter banks to construct directionally sensitive digital filters on several scales. It was shown that the NSCT can be applied to construct frames for 2 (Z 2 ) and that (band-limited) contourlets can achieve the optimal approximation rate for cartoonlike images [Do and Vetterli 2005] . The main drawback of this approach is that a directional filter bank requires aggressive digital sampling, and directional selectivity is guaranteed only with band-limited filters. In fact, it is not clear whether compactly supported contourlets can provide the optimal approximation rate for cartoon-like images.
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• Fast Discrete Curvelet Transform (FDCT, 2D) .
Curvelets were first introduced in 1999 by Candès and Donoho [1999a] with the goal of constructing a nonadaptive frame of representing functions providing optimal approximation rates for cartoon-like images. The curvelet transform was the first nonadaptive method published to achieve this and can be viewed as a precursor to the theory of shearlets. The most significant conceptual differences are that the shearlet transform is associated with a single (or finite set of) generating function(s) that can be subject to anisotropic scaling and shearing, while curvelet atoms are constructed by rotating "mother" curvelets that exist on each scale. The FDCT used in our experiments is described in Candès et al. [2006] and can be downloaded from http://www.curvelet.org/software.html. Note that the shear operator (instead of rotation) is applied to achieve directional decomposition, such as in our approach in Candès et al. [2006] . However, in this approach, curvelets are discretized on the Cartesian grid in frequency while our proposed approach allows for discretizing shearlets in the spatial domain.
• Fast 3D Curvelet Transform (FCT3D, 3D) .
The FCT3D is an implementation of a generalization to three dimensions of the discrete curvelet transform described earlier. It was introduced by Woiselle et al. [2010 Woiselle et al. [ , 2011 and proved to be highly applicable in video denoising and inpainting tasks, as we will see in the experiments described later in this section.
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• Surfacelet Transform (SURF, 3D) . In the surfacelet transform, first published by Do and Lu [2007] , the two-dimensional Bamberger and Smith directional filter bank [Bamberger and Smith 1992] (which is also used in the NSCT) is extended to higher dimensions. Together with a pyramid transform similar to one developed by Simoncelli et al. [1992] , a directional selective three-dimensional multiscale transform can be constructed.
• Stationary Wavelet Transform (SWT, 2D). The SWT, also known as algorithmeà trous, is a redundant and translation invariant version of the discrete wavelet transform. Instead of dyadically downsampling the signal at each transition from one scale to another, the filter coefficients are dyadically upsampled. In our experiments, we used the method SWT2 from the MATLAB Wavelet Toolbox.
While the method for comparing the efficiency of different transforms just described is conceptually straightforward, there are some difficulties typically arising when carrying out the actual numerical experiments. Each set of digital filters constituting a sparse approximation system is typically based on several parameters, such as the number of different scales, the number of different directions, or even other filters, which are used as constructional building blocks. While most of these parameters occur similarly in the transforms described earlier, there normally exist subtle differences regarding the way they are used and the effects they are having in between transforms. Furthermore, most of the signal processing algorithms discussed later require certain parameters of their own, for which the best choice again possibly depends on the sparse approximation scheme in question. For instance-as uniformly distributed Gaussian noise mostly affects the high-frequency parts of a signal-for image and video denoising, the thresholds for coefficients associated with atoms on higher scales are typically chosen to be higher than their low-scale counterparts. While this basic principle is invariant of the choice of a specific transform, the optimal weighting of scales with respect to thresholding might indeed change from transform to transform.
To ensure a maximal degree of fairness and comparability, for each transform, we always tried to choose the set of parameters optimizing it for a specific task. For the case in which code for the task in question was made publicly available by the authors, we used the parameters applied there as a starting point. Of course, it's highly unlikely that our choices were optimal in every case. But, in the spirit of transparent and reproducible research, all scripts can be downloaded from http://www.shearlab.org ; we welcome everyone to question and challenge our results.
Image Denoising
As input, we consider several grayscale images of size 512x512 that are distorted with Gaussian white noise. In order to denoise these images, we use hard thresholding on the coefficients of a sparse representation scheme before computing the reconstruction. That is, for an image f ∈ 2 (Z 2 ) and
2 ), we compute
where T is the forward and T −1 is the inverse transform associated with a certain sparse representation scheme, and T δ is the hard thresholding operator given by
In order to increase the performance, we will use different thresholds δ j on different scales j, that are of the form
where, for four scales, we typically have K = [K j ] j = [2.5, 2.5, 2.5, 3.8]. Values written in bold indicate the best results achieved by any of the algorithms in a specific experiment.
The quality of the reconstruction is measured using the peak signal-to-noise ratio (PSNR), defined as PSNR = 20 log 10 255
where N is the number of pixels and · F denotes the Frobenius norm. Note that 255 is the maximum value that a pixel can attain in a grayscale image. We compare the performance of SL2D 1 , SL2D 2 , the NSST, the FFST, the NSCT, the FDCT, and the SWT. All quantitative results for a total of four grayscale images and several levels of noise, as well as the runtimes and redundancies associated with the considered transforms, are displayed in Table II . For a visual comparison, we refer to Figure 16 in the Appendix.
Image Inpainting
We consider a grayscale image f ∈ 2 (Z 2 ) to be partially occluded by a binary mask The algorithm for inpainting the missing parts is based on an iterative thresholding scheme published in 2005 by Starck et al. [2005] (see also and Algorithm 3).
In each step, a forward transform is performed on the unoccluded parts of the image combined with everything already inpainted in the missing areas. The resulting coefficients are then subject to hard thresholding before an inverse transform is carried out. By gradually decreasing the thresholding constant, this algorithm approximates a sparse set of coefficients whose synthesis is very close to the original image on the unoccluded parts. Again, we use the PSNR defined in Equation (36) to measure the qualitative performance and to compare the systems SL2D 1 and SL2D 2 with the NSST, the FDCT and the SWT. To maximize the quality of the output, we perform 300 iterations during each inpainting task. Due to this heavy computational workload, we do not consider the NSCT, as one iteration would already take more than 7 minutes. Furthermore, we use three different types of masks to properly emulate several typical inpainting problems, which are displayed in Figure 13 . For the quantitative results and a compilation of runtimes and redundancies, see Table III . A visual comparison is provided in Figure 17 in the Appendix.
Image Decomposition
We assume that a given image f ∈ 2 (Z 2 ) can be split into a curvilinear part f 0 and a part f 1 containing isotropic blob-like structures in the sense of Fig. 14. In the image decomposition experiment, we try to recover the curvilinear part f 0 and the isotropic part f 1 from f = f 0 + f 1 . Q(f 0 , δ), wheref 0 is the curvilinear part computed by Algorithm 3, g is a discrete twodimensional Gaussian filter, and * denotes the convolution. This definition can naturally also be used for the blob-like partf 1 . As input for our experiment, we used the image depicted in Figure 14 . We compared the systems SL2D 1 and SL2D 2 to the directional transforms NSST and FDCT. The numerical results together with redundancies and runtimes are compiled in Table IV and Figure 15 . For a visual comparison of the results, see Figure 18 in the Appendix.
Video Denoising
Similar to the two-dimensional case, we consider grayscale videos of size 192×192×192 distorted with Gaussian white noise. For a video f ∈ 2 (Z 3 ), we have that f n (i, j,k) = f (i, j,k) + e (i, j,k) , where e (i, j,k) ∼ N (0, σ 2 ), and compute
where T denotes the forward and T −1 the inverse transform associated with a sparse approximation scheme, and T δ is the hard thresholding operator already defined in Values written in bold indicate the best results achieved by any of the algorithms in a specific experiment. Equation (35). Again, our thresholds will be of the form
where j iterates the scales of the digital transform. Typically, we will use systems with three scales and choose [3, 3, 4] . In total, we run our experiment with three different videos and noise levels ranging from σ = 10 to 50. To quantitatively compare the performance of ShearLab 3D with the performance of the three-dimensional NSST, the fast three-dimensional curvelet transform (FCT3D) and the surfacelet transform, we again calculate the peak signal to noise ratio (PSNR) defined in Equation (36). For a complete listing of our numerical results, see Table V . A visual comparison is provided in Figure 19 in the Appendix. Values written in bold indicate the best results achieved by any of the algorithms in a specific experiment.
Video Inpainting
Analogous to the two-dimensional case, we consider grayscale videos f ∈ 2 (Z 3 ) of size 192 × 192 × 192 to be partially occluded by a binary mask M ∈ {0, 1}
Z×Z×Z , that is, j,k) . To fill in the missing gaps, we run Algorithm 3 (see Starck et al. [2005] and ) with 50 iterations.
In our video inpainting experiments, we use a random mask with 80% occlusion and a mask consisting of cubes of random size with 5% occlusion. We compare the systems SL3D 1 and SL3D 2 with the FCT3D and the SURF. All numerical results are compiled in Table VI . For a visual comparison, we refer to Figure 20 in the Appendix.
Discussion
In most experiments, the sparse approximations provided by ShearLab 3D yield the best results with respect to the applied quantitative measures. Exceptions are some cases in which our algorithm is slightly outperformed by the NSST (e.g., see Table II ) and the task of inpainting missing cubes in videos, in which the three-dimensional FCT3D provides the best results. However, the NSST has significantly worse runtimes in most experiments, in particular, if a CUDA-capable GPU is available (e.g., see Table III ). In computationally heavy tasks such as image or video inpainting, applying CUDA can lead to a significantly increased speed (up to a factor of 10 in Tables III  and V) .
The main goal of our experiments was not to argue that the digital shearlet transform implemented in ShearLab 3D is specifically adapted to a certain task, such as image denoising, but to compare its applicability to other, similar transforms. That being said, we would like to mention that our video denoising results are only marginally beaten by the BM3D algorithm [Maggioni et al. 2012] , which represents, to our knowledge, the current state of the art (PSNR values for the coastguard sequence, 144 × 176 × 300, σ = 30, BM3D: 29.69, SL3D 2 : 29.54). As in two-dimensional image denoising tasks, BM3D clearly outperforms the simple hard thresholding approaches discussed in this work (PSNR values for the Barbara image, 512 × 512, σ = 30, BM3D: 29.81, SL2D 2 : 27.83). These results suggest that the benefits of systems based on anisotropic scaling actually increase when going to higher dimensions. Fig. 17 . The Lenna image is occluded with a random binary mask and denoised using various sparse approximation schemes. Fig. 18 . The optimal decompositions of a binary image obtained from applying Algorithm 4 using four different directional transforms.
