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Abstract Let {μ(i)t }t≥0 (i = 1,2) be continuous convolution semigroups (c.c.s.) on a
simply connected nilpotent Lie group G. Suppose that μ(1)1 = μ(2)1 . Assume further-
more that one of the following two conditions holds:
(i) The c.c.s. {μ(1)t }t≥0 is a Gaussian semigroup (in the sense that its generating dis-
tribution just consists of a primitive distribution and a second-order differential
operator)
(ii) The c.c.s. {μ(i)t }t≥0 (i = 1,2) are both Poisson semigroups, and the jump measure
of {μ(1)t }t≥0 is determinate (i.e., it possesses all absolute moments, and there is
no other nonnegative bounded measure with the same moments).
Then μ(1)t = μ(2)t for all t ≥ 0. As a complement, we show how our approach can be
directly used to give an independent proof of Pap’s result on the uniqueness of the
embedding Gaussian semigroup on simply connected nilpotent Lie groups. In this
sense, our proof for the uniqueness of the embedding semigroup among all c.c.s. of a
Gaussian measure can be formulated self-contained.
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1 Introduction
Let G be a locally compact group, e the neutral element, and G∗ := G\{e}. The struc-
ture (M1(G),∗, w→) is the topological semigroup of (regular) probability measures
on G equipped with operation of convolution and weak topology (see [10], Theo-
rem 1.2.2). A continuous convolution semigroup {μt }t≥0 of probability measures on
G (c.c.s. for short) is a continuous semigroup homomorphism
([0,∞[,+)  t → μt ∈
(
M1(G),∗, w→),
μ0 = εe
(εx denoting the Dirac probability measure at x ∈ G). For simply connected nilpotent
Lie groups, the requirement μ0 = εe is no restriction, since in any case μ0 must be
an idempotent element of M1(G) and thus is the Haar measure ωK on some compact
subgroup K ⊂ G (see [10], 1.5.6); however, simply connected nilpotent Lie groups
have no nontrivial compact subgroups (see [16], 2.2). Let G be a Lie group, C∞b (G)
the space of bounded complex-valued C∞-functions on G, and D(G) the subspace
of complex-valued C∞-functions with compact support.
The generating distribution A of a c.c.s. {μt }t≥0 is defined (for f ∈ D(G)) as
Af := lim
t→0+
1
t
∫
G
[
f (x) − f (e)]μt(dx)
= d
dt
∣∣
∣∣
t=0+
∫
G
f (x)μt (dx)
(
f ∈ D(G)).
It exists on the whole of C∞b (G) (see [21], p. 119). Now let G be a simply connected
nilpotent Lie group. This means that G is a Lie group with Lie algebra G such that
exp : G → G is a diffeomorphism and that the descending central series is finite, i.e.,
there is r ∈ N0 such that
G0  G1  · · ·  Gr = {0},
where
G0 := G, Gk+1 := [G, Gk] (0 ≤ k ≤ r − 1).
The group G is then called step r-nilpotent. We further identify G with G = Rd via
log (the inverse map of exp). So G may be interpreted as Rd equipped with a Lie
bracket [., .] : Rd × Rd → Rd , which is bilinear, skew-symmetric, and satisfies the
Jacobi identity
[[x, y], z] + [[y, z], x] + [[z, x], y] = 0.
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Write ad(x)(.) := [x, .] for the adjoint map on G . The group product is then given
by the Campbell–Hausdorff formula (see [19] and [11], p. 9), where due to the nilpo-
tency only the terms up to order r arise:
x · y =
r∑
n=1
zn,
zn = 1
n
∑
p+q=n
(z′p,q + z′′p,q),
z′p,q =
∑
p1 + p2 + · · · + pm = p
q1 + q2 + · · · + qm−1 = q − 1
pi + qi ≥ 1
pm ≥ 1
(−1)m+1
m
ad(x)p1(ad(y)q1(· · ·ad(x)pm(y)) · · · )
p1!q1! · · ·pm! ,
z′′p,q =
∑
p1 + p2 + · · · + pm−1 = p − 1
q1 + q2 + · · · + qm−1 = q
pi + qi ≥ 1
(−1)m+1
m
ad(x)p1(ad(y)q1(· · ·ad(y)qm−1(x)) · · · )
p1!q1! · · ·qm−1! .
The first few terms are
x · y = x + y + 1
2
[x, y] + 1
12
([[x, y], y] + [[y, x], x]) + · · · .
It is clear that the neutral element e is 0 and that the inverse element of x ∈ G is
−x. The generating distribution of a c.c.s. on G assumes a very explicit form: The
functional A on C∞b (G) is a generating distribution of a c.c.s. {μt }t≥0 iff it has the
form (Lévy–Hincˇin formula)
Af = 〈ξ,∇〉f (0) + 1
2
〈∇,M · ∇〉f (0) +
∫
G∗
[
f (x) − f (0) − Ψ (f,x)]η(dx),
where
Ψ (f,x) :=
{
〈x,∇〉f (0), ‖x‖ ≤ 1,
〈 x‖x‖ ,∇〉f (0), ‖x‖ > 1
(f ∈ C∞b (G)), ξ ∈ G ∼= G ∼= Rd , M is a positive semidefinite d × d-matrix, and η is
a Lévy measure on G∗, i.e., a nonnegative measure on G∗ satisfying
∫
0<‖x‖≤1
‖x‖2η(dx) + η({x ∈ G : ‖x‖ > 1}) < ∞.
The first summand in the Lévy–Hincˇin formula is called the primitive term, the
second one the centered Gaussian term, and the third one (the integral expression)
the generalized Poisson distribution. The data ξ,M,η are uniquely determined by
{μt }t≥0 (see [20], Satz 1). As a shorthand, we will write A = [ξ,M,η]. In particular,
we have that (1/t)μt |B w→ η|B (t → 0) for every open subset B of G bounded away
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from 0 (this immediately follows from the definition of the generating distribution).
The distribution A on C∞b (G) uniquely determines the c.c.s. {μt }t≥0; for this reason,
we may write μt =: Exp tA (t ≥ 0). Furthermore, every triple [ξ,M,η] of the above-
mentioned type generates a c.c.s. (see [20], Satz 1). The generating distribution A is
called Gaussian if η = 0. A c.c.s. {Exp tA}t≥0 is called Gaussian if A is Gaussian.
A c.c.s. is called non-Gaussian if its generating distribution is not a Gaussian one,
i.e., iff its Lévy measure is nonzero. A probability measure μ ∈ M1(G) is called
Gaussian if it is embeddable into a Gaussian c.c.s., i.e., if μ = μ1 for some Gaussian
c.c.s. {μt }t≥0. The objects {Exp tA}t≥0 and Exp tA are called Poissonian if
{Exp tA}t≥0 =
{
exp
(
t
(
η − ‖η‖ε0
))}
t≥0 =
{
e−t‖η‖ exp(tη)
}
t≥0
for some nonnegative bounded measure η on G. Here exp denotes the usual exponen-
tial power series on the Banach algebra of bounded signed measures θ on G (which
is convergent in the topology induced by the norm of total variation):
exp θ := ε0 +
∞∑
k=1
(1/k!)θ∗k.
The measure η will be called the exponent measure of the Poissonian semigroup. It
is the law of jumps (w.l.o.g. assumed to be nonzero with the exception of the trivial
case η = 0) multiplied by the intensity parameter of the underlying Poisson counting
process. The Lévy measure is thus just the restriction of the exponent measure to
G∗. A G-valued random variable X is called Gaussian resp. Poissonian if its law
L(X) ∈ M1(G) is Gaussian resp. Poissonian.
It has been shown by Burrell and McCrudden [3] that every infinitely-divisible
probability measure on a simply connected nilpotent Lie group G is embeddable
into a c.c.s. on G (like on finite-dimensional vector spaces). But now the ques-
tion of uniqueness of the embedding c.c.s. (which is well known to hold on finite-
dimensional vector spaces) also is of great importance: If a sequence of (“approx-
imating”) c.c.s. converges for time t = 1 to a limit measure which is embeddable
into a unique (“limit”) c.c.s., then the sequence of approximating c.c.s. converges
to the limit c.c.s. as a whole (i.e., for all t ≥ 0, even uniformly on compact sub-
sets of the time axis). This is equivalent to the convergence of the correspond-
ing generating distributions (for all f ∈ C∞b (G)). By the “Poisson Approximation
Theorem” (also called “Accompanying Laws Theorem”) on G, it follows that if
μ1 is embeddable into a unique c.c.s. {μt }t≥0 with generating distribution A, then
for a strictly increasing sequence {k(n)}n≥1 of natural numbers and some sequence
{νn} ⊂ M1(G), the relation ν∗k(n)n w→ μ1 (n → ∞) implies ν∗k(n)tn w→ μt (n → ∞)
(t ≥ 0); again, the latter is equivalent to the convergence of the Poisson generators
k(n)
∫
G
(f (x) − f (0))νn(dx) → A(f ) as n → ∞ (f ∈ C∞b (G)) (see [8, 9, 11], [16,
Remark 2.(a)] and the literature cited there). Finite groups satisfy the uniqueness
property iff every nonneutral element has order 2 (then the group is of course Abelian)
(see [2]). For locally compact Abelian groups, a sufficient condition for the unique-
ness property is the requirement that the group has no nontrivial compact subgroup
(see [10], Theorem 3.5.15). For irreducible symmetric spaces G/K of noncompact
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type (i.e., G a semisimple noncompact Lie group with finite center and K a maxi-
mal compact subgroup) and K-biinvariant probability measures μ on G, Graczyk [6]
used a method to associate to μ a bounded nonnegative measure μˇ on a Cartan sub-
algebra (a,+) such that μ1 ∗ μ2 = μ3 iff μˇ1 ∗ μˇ2 = μˇ3 and such that μˇ determines
μ uniquely. This readily yields the uniqueness property for all c.c.s. of K-biinvariant
probability measures on G by the uniqueness property on (a,+). In a more general
framework, some partial results have been obtained by Hazod [7]. For stable and
semistable semigroups on simply connected nilpotent Lie groups, see [8, 9, 16]. The
case of Poisson semigroups with boundedly supported Lévy measures on simply con-
nected nilpotent Lie groups was addressed in [12]. Pap [17] proved the uniqueness
property for the Gauss semigroups among all Gauss semigroups on simply connected
nilpotent Lie groups, generalizing the corresponding result for simply connected step
2-nilpotent Lie groups by Baldi [1] but he left open the question if Gaussian mea-
sures can also be embedded into non-Gaussian c.c.s. Neuenschwander [11] showed
that on the three-dimensional Heisenberg group, this is indeed not the case, i.e., every
Gaussian probability measure on the three-dimensional Heisenberg group is embed-
dable into a unique c.c.s. The generalization of this result to all simply connected step
2-nilpotent Lie groups can be found in [13]. In fact, this result can be sharpened (by
the same proof) to the uniqueness of convolution roots of Gaussian measures (recall
that, in particular, on finite-dimensional vector spaces Rd , all convolution roots in
M1(Rd) of infinitely-divisible probability measures are unique):
Proposition 1 Assume that μ is a Gaussian probability measure on the simply con-
nected step 2-nilpotent Lie group G and suppose that λ and η are probability mea-
sures on G such that, for some n ≥ 1, we have
λ∗n = η∗n = μ.
Then λ = η.
Applications of c.c.s. (in particular, of Gaussian ones) on the Heisenberg group
in mathematical finance (e.g., in order to model processes with stochastic volatility)
are given in [15]. For the more general framework of nilpotent quantum groups and
braided groups, see [4].
In the present paper, we show that this embeddability into a unique c.c.s. is valid
for Gaussian probability measures on simply connected Lie groups G which are
nilpotent of any step r . The general idea of the proof is a recursive calculation of mo-
ments in order to show that all embedding c.c.s. of a Gaussian probability measure
are Gaussian. Then the assertion follows from Pap’s [17] afore-mentioned unique-
ness result for Gaussian embedding c.c.s. As a complement, we will show how our
approach can be used to give an independent proof of Pap’s result itself. In this sense,
our proof of the uniqueness of the embedding semigroup of a Gaussian measure can
be formulated in a self-contained way.
By a similar reasoning one can also prove the uniqueness of the embedding Pois-
son semigroup for compound Poisson processes on simply connected nilpotent Lie
groups if the jump law is determinate (which means that it possesses all absolute
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moments and that there is no other bounded nonnegative measure with the same mo-
ments). A nonnegative bounded measure on a finite-dimensional vector space Rd
is of course determinate if its characteristic function (Fourier transform) is an entire
function on Cd . A well-known sufficient condition for determinacy is Carleman’s cri-
terion: Let Hj be the j th absolute moment of a bounded nonnegative measure on Rd .
Then the measure is determinate if
∞∑
j=1
H
−1/(2j)
2j = ∞.
For the Gaussian case of our result, see also [14].
2 The Result and Its Proof
The kth absolute moment of a nonnegative measure μ on a simply connected nilpo-
tent Lie group G is defined as
∫
G
‖x‖kμ(dx) (where ‖.‖ denotes the euclidean
norm). A bounded nonnegative measure θ on G is called determinate if it pos-
sesses all absolute moments and if there is no other nonnegative bounded mea-
sure on G with the same “mixed” moments H
(θ) =
∫
G
x

1
1 x

2
2 · · ·x
dd θ(dx) (where
x = (x1, x2, . . . , xd) ∈ Rd ∼= G, 
 = (
1, 
2, . . . , 
d) ∈ Nd0 ).
Theorem 1 Let S (i) = {μ(i)t }t≥0 (i = 1,2) be c.c.s. on a simply connected nilpotent
Lie group G such that μ(1)1 = μ(2)1 . Suppose that one of the following two conditions
is fulfilled:
(i) The c.c.s. S (1) is Gaussian
(ii) both c.c.s. S (1) and S (2) are Poissonian semigroups such that the exponent mea-
sure (or, equivalently, the law of the nonzero jumps in the nontrivial case) of S (1)
is determinate.
Then μ(1)t = μ(2)t for all t ≥ 0.
Let r be the step of nilpotency of G. One of the main ingredients of the proof is
the following property of recursive calculation of moments of convolution roots on a
simply connected nilpotent Lie group (see [12]):
Consider an adapted vector space decomposition of G = G , i.e.,
G ∼= G = Rd =
r⊕
i=1
Vi
such that
r⊕
i=k
Vi = Gk−1,
where {Gk}0≤k≤r is the descending central series:
G0 := G, Gk+1 := [G, Gk]
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(and thus Gr = {0}). We take a Jordan–Hölder basis for G = Rd , i.e., a basis E =
{e1, e2, . . . , ed} = ⋃ri=1 Ei , where Ei = {ei,1, ei,2, . . . , ei,d(i)} is a basis of Vi (d(i)
thus being the dimension of Vi ).
Consider on Nd0 the lexicographic ordering from behind defined as follows: Put
(a1, a2, . . . , ad) < (b1, b2, . . . , bd) if (ad, ad−1, . . . , ad−j+1) = (bd, bd−1, . . . , bd−j+1)
and ad−j < bd−j for some j ∈ {0,1, . . . , d − 1}. Consider the component decompo-
sition G  x =: ∑dj=1 xj ej .
Lemma 1 Assume that μ, ν are probability measures on a simply connected nilpo-
tent Lie group G ∼= Rd satisfying μ = ν∗2 and such that μ possesses all absolute
moments. Then ν possesses all absolute moments, too, and the M
(ν) (
 ∈ Nd0 ) can
be calculated out of the M
(μ) recursively with respect to 
.
Proof The measure μ possesses all absolute moments, and it can easily be shown
(by the group property of G) that the tails of ν (i.e., ν({x ∈ G : ‖x‖ ≥ ρ})) cannot
have a qualitatively heavier decrease (in the sense of absolute integrability of power
functions) than those of μ (as ρ → ∞). This can, e.g., be seen by integration by
parts. Hence all power functions of components are absolutely ν-integrable, i.e., the
measure ν also possesses all absolute moments. Assume that X,Y are i.i.d. G-valued
random variables with law L(X) = ν. Write
M
(μ) = E
(
d∏
j=1
(X · Y)
jj
)
= E
(
d∏
j=1
(
X + Y + 1
2
[X,Y ] + · · ·
)
j
j
)
.
By the adaptedness, we get, by multiplying out, the relation
(
X + Y + 1
2
[X,Y ] + · · ·
)
j
j
= X
jj + Y

j
j + Pj ,
Pj being a polynomial in X1, Y1,X2, Y2, . . . ,Xj ,Yj , where in every monomial the
exponents of Xj and Yj are strictly smaller than 
j . Now, by multiplying out the
product
∏d
j=1(· · · )
jj we get
d∏
j=1
(· · · )
jj =
d∏
j=1
X

j
j +
d∏
j=1
Y

j
j + P,
where P is a polynomial in X1, Y1,X2, Y2, . . . ,Xd,Yd with the property that, for
every monomial
∏d
j=1(X
rj
j Y
sj
j ), we have (r1, r2, . . . , rd), (s1, s2, . . . , sd) < 
. Now
the assertion follows from the independence of X and Y and from the fact that
E(
∏d
j=1 X

j
j ) = E(
∏d
j=1 Y

j
j ). 
We will use the “Poisson Approximation Theorem” (or “Accompanying Laws
Theorem”) in the following form (see, e.g., [11, Chap. 1, Proposition 1.3]):
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Lemma 2 Let {μt }t≥0 be a c.c.s. on a simply connected nilpotent Lie group G. Then
we have
exp
(
(s/t)(μt − ε0)
) w→ μs (t → 0) (s ≥ 0).
Together with [11, Chap. 1, Proposition 1.2], the identification of generating distrib-
utions on simply connected nilpotent Lie groups with those on the underlying vector
space and the well-known convergence conditions for infinitely divisible laws on a
finite-dimensional vector space (which are a generalization of those for the real line,
see, e.g., [5, Theorem 19.2], and any standard literature on the subject), Lemma 2
implies Lemma 3:
Lemma 3 Assume that {μt }t≥0 is a c.c.s. on a simply connected nilpotent Lie group
G ∼= Rd with generating distribution [ξ,M,η]. Write the matrix M =: (mi,j )1≤i,j≤d .
Then
(1/t)μt (B) → η(B) (t → 0)
(for every Borel subset B of G bounded away from 0 and carrying η-measure zero
on its boundary). Furthermore,
lim sup
n→∞
2n
∫
{x∈G:‖x‖≤ε}
xixjμ2−n(dx) → mi,j (ε → 0).
In what follows, the symbol C is used for a generic finite positive constant (of possi-
bly changing value) depending only on the fixed step r of nilpotency.
Proof of Theorem 1 1. We first treat the Gaussian case. Let S (i) = {μ(i)t }t≥0 (i = 1,2)
be c.c.s. on G and assume that S (1) is Gaussian and μ(1)1 = μ(2)1 . By the above-
mentioned uniqueness result for the embedding Gaussian c.c.s. of a Gaussian mea-
sure due to Pap [17], it suffices to show that S (2) also is Gaussian. Define the bounded
nonnegative measures η(i)t := (1/t)μ(i)t and (for Borel subsets B of G) the nonnega-
tive measures
ι
(i)
t (B) :=
∫
B
‖x‖4η(i)t (dx),
(a priori it is not excluded that ι(i)t (B) = ∞ for certain Borel sets B). Let Z =∫ 1
0
∫ sm
0 · · ·
∫ s2
0 dB1(s1) dB2(s2) · · ·dBm(sm) be an iterated stochastic integral of m
(m ≤ r) one-dimensional standard Brownian motions which are (for every pair (i, j)
of coordinates) either independent or identical. If we assume that all occurring one-
dimensional Brownian motions are independent, we can directly invoke a result in
[18] giving the asymptotic behavior of the density f (x) of Z in the case of m inde-
pendent Bi ’s:
f (x) = O(exp(−C|x|2/m)) (x → ∞).
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This implies that, for x large enough and a constant C′ > 0 small enough, we have
the tail behavior
P
(|Z| ≥ x) ≤
∫ ∞
x
y(2/m)−1 exp
(
(C′)y2/m
)
f (y)dy
≤ exp(−Cx2/m) ≤ exp(−Cx2/r). (1)
In the case that some of these one-dimensional Brownian motions are identical, addi-
tional terms dBi ·dBi = dt arise in the evaluation of the iterated stochastic integral Z.
One can easily see that they do not disturb the qualitative tail behavior.
Since multi-dimensional centered Brownian motions on the vector space (Rd,+)
can always be written as linear transformations of a multi-dimensional standard
Brownian motion (i.e., one with independent one-dimensional standard Brownian
motions as components), it follows that any one-dimensional component T of a
Gaussian random variable on G has the form of a linear combination of expres-
sions of the form Z (with m ≤ r). By the scaling property of the one-dimensional
standard Brownian motion {B(t)}t≥0 (which means that {B(ut)}t≥0 has the same
law as {u1/2B(t)}t≥0 for u > 0), one sees at once that the above-mentioned “(2/r)-
exponential tail decrease” (1) of Z (applied to μ(1)1 = η(1)1 ) holds uniformly in time
t ∈ [0,1] for the measures η(1)t , since if Zt denotes a similar iterated stochastic in-
tegral as Z but (in contrast to Z) evaluated between times 0 and t (instead of 1) of
m one-dimensional standard Brownian motions, then Zt has the same law as tm/2Z1
(also in the case with several identical one-dimensional Brownian motions). Using
Lemma 3 and the just proved uniform (2/r)-exponential tail decrease (which im-
plie the uniform integrability of the fourth absolute moments of the measures η(1)t for
t ≤ 1), we obtain from the Gaussianity of S (1) that ι(1)t (G) → 0 (t → 0). By Lemma 1
the measures μ(2)2−n also possess all absolute moments and, moreover, for every fixed
n, 
, we have that M
(μ(1)2−n) = M
(μ(2)2−n). Thus also ι(2)2−n(G) → 0 (n → ∞). By
Lemma 3 it follows that indeed S (2) has to be Gaussian, too, which finishes the proof
of Theorem 1 for the Gaussian case.
2. Let us now turn to the Poissonian situation. We keep the notation of part 1 of the
proof. In particular, we define the bounded nonnegative measures η(i)t := (1/t)μ(i)t
and (for Borel subsets B of G) the nonnegative measures
κ
(i)
t (B) :=
∫
B
‖x‖2η(i)t (dx),
(also here, a priori it is not excluded that κ(i)t (B) = ∞ for certain Borel sets B).
Suppose (in contrast to part 1) that {S (i)} are Poisson semigroups on G and that the
exponent measure η(1) of S (1) is determinate. We first must show that the measures
η
(1)
2−n = 2nμ(1)2−n possess all absolute moments and that for every fixed j ∈ N, the ab-
solute j -integrability of the tails of η(1)2−n is uniform in n. W.l.o.g. we may assume
η(i) = 0 (i = 1,2). Define η(i) := η(i)/‖η(i)‖ (‖.‖ denoting the total variation norm).
At the beginning, let us have a look at the convolution powers (η(1))∗k . Take i.i.d.
G-valued random variables Xn, each one obeying the law η(1), and consider their
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products
∏k
i=1 Xi . Observe that in the “iterated” Campbell–Hausdorff formula for
the product of k factors, the number of occurring “standard Lie bracket monomials”
(i.e., compositions of mappings ad(Xi)) can be estimated from above by (k + 1)r .
On the other hand, if we want to estimate a j th absolute moment of such a k-fold
group product (i.e., E‖(· · · )‖j , where in the parentheses, there is a group product of
k random variables), then we can first develop the latter product (· · · ) with respect
to the (iterated) Campbell–Hausdorff formula for k factors as before, and then the
j th power of the norm (i.e., the term ‖(· · · )‖j ) by the multinomial theorem. So, for
the j th absolute moments, this yields (counted with the corresponding multiplici-
ties given by the multinomial coefficients) at most (k + 1)rj summands (norms of
standard Lie bracket monomials as described before). Now by the Dominated Con-
vergence Theorem and by using the Cauchy–Schwarz inequality for the Lie bracket
we obtain (for fixed j and fixed n) a finite upper estimate for the j th absolute mo-
ments of η(1)2−n and (for fixed j ) also the uniform j -integrability of the tails of η
(1)
2−n
for n ∈ N0. Now, by analogy with part 1, it follows that all mixed moments of κ(1)2−n
tend to those of the nonnegative measure κ(1), where κ(i)(B) := ∫
B
‖x‖2η(i)(dx)
(B a Borel subset of G). From Lemma 1 it follows that, for every j , the measures
κ
(2)
2−n are uniformly Lj -bounded. So it follows from the determinacy of κ(1), together
with Lemma 3 and a classical “diagonal subsequence” argument, that for any sub-
sequence {n′} ⊂ {n}, there is a sub-subsequence {n′′} ⊂ {n′} such that κ(2)
2−n′′
w→ κ(1)
(sic!) (n′′ → ∞). Hence we have that κ(2)2−n
w→ κ(1) as n → ∞. So κ(1) = κ(2), which
entails η(1) = η(2). 
3 Another Proof of Pap’s Uniqueness Result for Gaussian Embedding
Semigroups on Simply Connected Nilpotent Lie Groups
Remark 1 In this little appendix, we show how the above approach of the proof of
sufficiency of condition (i) in Theorem 1 can be directly used to give an independent
direct proof of Pap’s [17] result on the uniqueness of the Gaussian embedding semi-
group of a Gaussian probability measure on a simply connected nilpotent Lie group.
In this sense, the proof of the first part of Theorem 1 can be kept quite self-contained.
We will keep the notation of the proof of Theorem 1. For i = 1,2, let S (i) = {μ(i)t }t≥0
be Gaussian c.c.s. on a d-dimensional simply connected nilpotent Lie group G such
that μ(1)1 = μ(2)1 . Define the signed measures
κ
(i)
k,
;t (B) :=
∫
B
xkx
η
(i)
t (dx)
for Borel subsets B of G (observe that the above integral indeed converges absolutely
due to the tail decrease of Gaussian measures on G verified in the proof of the suffi-
ciency of condition (i) of Theorem 1). By the above-mentioned convergence condi-
tions for c.c.s. on Lie groups, it follows (similarly as for the convergence of ι(i)t in the
verification of the sufficiency of condition (i) in Theorem 1) that
κ
(i)
k,
;2−n(B) → m(i)k,
 (n → ∞)
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for every Borel subset B of G containing 0 in its interior, where M(i) =: (m(i)k,
)1≤k,
≤d
denotes the positive semidefinite (d × d)-matrix yielding the centered Gaussian part
in the Lévy–Hincˇin formula of the c.c.s. S (i). So, by an analogous argumentation
as above about the recursive calculability of the mixed moments, it follows that
M(1) = M(2). If ξ (i) represents the primitive (shift) term in the Lévy–Hincˇin for-
mula of S (i), then we get that ξ (1) = ξ (2) by induction on the step r of nilpotency; for
the induction step r → r + 1, look at the projection onto the simply connected step
r-nilpotent quotient Lie group (or rather quotient Lie algebra) G/Gr and use the fact
that on a finite-dimensional vector space V , for a nondegenerate probability measure
μ on V , we can only have μ ∗ εx = μ ∗ εy if x = y.
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