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In this paper we deal with noncoercive elliptic systems of di-
vergence type, that include both the p-Laplacian and the mean
curvature operator and whose right-hand sides depend also on
a gradient factor. We prove that any nonnegative entire (weak)
solution is necessarily constant. The main argument of our proofs
is based on previous estimates, given in Filippucci (2009) [12] for
elliptic inequalities. Actually, the main technique for proving the
central estimate has been developed by Mitidieri and Pohozaev
(2001) [23] and relies on the method of test functions. No use of
comparison and maximum principles or assumptions on symmetry
or behavior at inﬁnity of the solutions are required.
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1. Introduction
In this paper we prove nonexistence theorems of nonnegative nontrivial solutions for systems of
elliptic inequalities in RN , N  1. As will be clear in the following, for nontrivial solution we mean
a solution which is not identically constant in RN . Besides their intrinsic interest, nonexistence results
are a useful tool for proving related existence theorems for the corresponding Dirichlet problem on
bounded domains (for a detailed discussion in this directions see [1] and also Proposition 1.1 in [5]).
Indeed (it is well known) the role played by Liouville theorems (that is, nonexistence of positive solu-
tions in unbounded domains) is to establish a priori bounds for positive solutions of elliptic equations
and systems in bounded domains via the blow-up method (see Gidas and Spruck [18]). Of course
nonexistence results are optimal for inequalities rather than equations.
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gradient dependence of the type
⎧⎪⎨
⎪⎩
−div(h1(x)A(|Du|)Du) f (x,u, v, Du, Dv) in RN ,
−div(h2(x)B(|Dv|)Dv) g(x,u, v, Du, Dv) in RN ,
u  0, v  0 in RN ,
(1)
where A, B ∈ C(R+) and
A, B > 0 in R+, s → sA(s) and s → sB(s) are strictly increasing in R+,
h1,h2 ∈ C
(
R
N \ {0};R+), h1,h2 > 0 in RN \ {0},
while f and g are nonnegative continuous functions in Ω := RN × R+0 × R+0 × R2N and there exist
nonnegative measurable functions a1,a2 in RN , constants p1,q1 > 0 and θ1, θ2  0, such that in Ω
f (x,u, v, ξ,) a1(x)vq1 ||θ1 , g(x,u, v, ξ,) a2(x)up1 |ξ |θ2 . (H1)
We point out that the presence of the gradient on the right-hand side makes the study of nonexis-
tence very delicate.
In particular, throughout the paper, by an entire (weak) solution of (1) we mean a couple (u, v) of
nonnegative functions of class W 1,1loc (R
N ) such that (u, v) is a distribution solution of (1), that is
f (x,u, v, Du, Dv), g(x,u, v, Du, Dv) ∈ L1loc
(
R
N),
h1A
(|Du|)|Du|,h2B(|Dv)|Dv| ∈ L1loc(RN),∫
RN
{
h1A
(|Du|)Du · Dϕ − f ϕ}dx 0,
∫
RN
{
h2B
(|Dv|)Dv · Dϕ − gϕ}dx 0 (2)
for all ϕ ∈ C10(RN ) with ϕ  0 in RN . Of course, when the equality sign holds in (1) we can simply
consider every test functions ϕ ∈ C10(RN ).
Furthermore throughout the paper we shall assume p1,q1 > 0 and θ1, θ2  0.
As a speciﬁc implication of our theorems we give the following nonexistence results for two cano-
nical systems.
Any entire solution (u, v) of the system⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div
(
Du√
1+ |Du|2
)
 vq1 |Dv|θ1 in RN ,
−div
(
Dv√
1+ |Dv|2
)
 up1 |Du|θ2 in RN ,
u  0, v  0 in RN
(3)
which is of class{
u :RN →R+0 : |Du|2,up1 |Dv|θ2 ∈ L1loc
(
R
N)}× {v :RN →R+0 : |Dv|2, vq1 |Du|θ1 ∈ L1loc(RN)},
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N > 2, 1 < p1 + θ2, 1 < q1 + θ1,
and
max
{
2− θ1 + (q1 + θ1)(2− θ2)
(q1 + θ1)(p1 + θ2) − 1 ,
2− θ2 + (p1 + θ2)(2− θ1)
(q1 + θ1)(p1 + θ2) − 1
}
 N − 2. (4)
If, furthermore, θ1 = θ2 = 0, then (u, v) ≡ (0,0) in RN .
In the case when (3) has quadratic growth in the gradient our technique fails, indeed from (4)
it follows that necessarily θ1 < 2 or θ2 < 2, in some cases both conditions hold, for details see Ap-
pendix A.
Similarly, let p,q > 1 then any entire solution (u, v) of system
⎧⎪⎨
⎪⎩
−div(|Du|p−2Du) vq1 |Dv|θ1 in RN ,
−div(|Dv|q−2Dv) up1 |Du|θ2 in RN ,
u  0, v  0 in RN ,
(5)
which is of class
{
u :RN →R+0 : |Du|p,up1 |Dv|θ2 ∈ L1loc
(
R
N)}× {v :RN →R+0 : |Dv|q, vq1 |Du|θ1 ∈ L1loc(RN)},
is necessarily constant in RN , provided that
N > max{p,q},
p − 1 < p1 + θ2, q − 1 < q1 + θ1, (H2)
and
max
{
(q − 1)(p − θ1) + (q1 + θ1)(q − θ2)
(q1 + θ1)(p1 + θ2) − (p − 1)(q − 1) −
N − p
p − 1 ,
(p − 1)(q − θ2) + (p1 + θ2)(p − θ1)
(q1 + θ1)(p1 + θ2) − (p − 1)(q − 1) −
N − q
q − 1
}
 0. (6)
If, furthermore, θ1 = θ2 = 0, then (u, v) ≡ (0,0) in RN .
Also in this case, condition (6) implies either 0< θ1 < p or 0 < θ2 < q; for details see Appendix A.
If we consider system (5) in the scalar case, that is when q = p, q1 = p1 = q and θ1 = θ2 = θ , the
above nonexistence result can be read as follows:
Corollary 1. Any entire nonnegative solution u of the inequality
−div(|Du|p−2Du) uq|Du|θ in RN , (7)
with |Du|p,uq|Dv|θ ∈ L1loc(RN ), is necessarily constant in RN , if
1 < p < N, q + θ > p − 1, (8)
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0 < q N(p − 1)
N − p − θ
N − 1
N − p . (9)
In particular this result improves the case β = γ = 0 of Corollary 1.1 in [12], where the stronger
condition θ < p − 1 was required.
Condition (9) when the strict inequality holds is exactly condition (15.2) of Theorem 15.1 in [23].
Furthermore when θ = 0 we immediately obtain Theorem 2 in [20].
System (5) is a typical noncoercive elliptic system; the semilinear case of (5), that is when p =
q = 2, θ1 = θ2 = 0, was studied by Serrin and Zou in [27] and by Mitidieri in [19], when in both
papers nonexistence of positive C2 solutions was proved.
We point out that in the case that either p = 2 or q = 2, even the system
−div(|Du|p−2Du)= vq1 , −div(|Dv|q−2Dv)= up1 in RN ,
is nonvariational; for a detailed discussion in this direction we refer to [4].
Throughout the paper we require the following additional large radii conditions, that is we assume
that there exist positive constants d1, d2, κ1, κ2, R0 and real exponents γ1, γ2, σ1, σ2 ∈ R such that
for all x, with |x| R0,
a1(x) d1|x|−γ1 , a2(x) d2|x|−γ2 , (10)
h1(x) κ1|x|σ1 , h2(x) κ2|x|σ2 . (11)
The main result of the paper is when we consider system (1) with A(t) = t p−1, t > 0, p > 1.
Theorem 2. Let (H1) and (H2) hold. Then any entire solution (u, v) of system
⎧⎪⎨
⎪⎩
−div(h1(x)|Du|p−2Du) f (x,u, v, Du, Dv) in RN ,
−div(h2(x)|Dv|q−2Dv) g(x,u, v, Du, Dv) in RN ,
u  0, v  0 in RN ,
(12)
which is of class W˜ uloc(R
N ) × W˜ vloc(RN ), where
W˜ uloc
(
R
N)= {u :RN →R+0 : a2up1 |Dv|θ2 ,h1|Du|p ∈ L1loc(RN)},
W˜ vloc
(
R
N)= {v :RN →R+0 : a1vq1 |Du|θ1 ,h2|Dv|q ∈ L1loc(RN)},
is necessarily constant in RN , provided that
N > max{p − σ1,q − σ2}, (13)
max{K1, K2} 0, (14)
where K1, K2 are deﬁned by
K1 = (q − 1)(p − σ1 − γ1 − θ1) + (q1 + θ1)(q − σ2 − γ2 − θ2)
(q1 + θ1)(p1 + θ2) − (p − 1)(q − 1) −
N − p + σ1
p − 1 ,
K2 = (p − 1)(q − σ2 − γ2 − θ2) + (p1 + θ2)(p − σ1 − γ1 − θ1)
(q1 + θ1)(p1 + θ2) − (p − 1)(q − 1) −
N − q + σ2
q − 1 .
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Note that Theorem 2 continues to hold for the system (1) when A(t) = B(t) = 1/√1+ t2 is the mean
curvature operator, by taking p = q = 2 in (H2), in (13) and in the deﬁnitions of K1 , K2 (cf. Theorem 5
below).
Condition (14), under (H2), can be read as follows: either
(q1 + θ1)(p1 + θ2) αp,q or (q1 + θ1)(p1 + θ2) βp,q, (15)
where
αp,q = (p − 1)(q − 1)(N − γ1 − θ1) + (p − 1)(q1 + θ1)(q − σ2 − γ2 − θ2)
N − p + σ1 ,
βp,q = (p − 1)(q − 1)(N − γ2 − θ2) + (q − 1)(p1 + θ2)(p − σ1 − γ1 − θ1)
N − q + σ2 .
In the scalar case q = p, q1 = p1, θ1 = θ2, the two critical values αp,q and βp,q collapse into the nat-
ural requirement of [12, condition (1.17)]. Furthermore, if σ1 = σ2 = γ1 = γ2 = θ1 = θ2 = 0, then (15)
reduces to the well known subcritical and critical condition p1  N(p − 1)/(N − p) due to Mitidieri
and Pohozaev for the general nonradial case in [21]. See [21] for further comments on previous re-
sults.
In Section 2 below, we show that the nonexistence range is sharp, in the sense that condition (14)
is essential.
In particular, Theorem 2 allows us to prove nonexistence of nonnegative nontrivial entire solutions
of the following system
⎧⎪⎨
⎪⎩
−div(h1(x)|Du|p−2Du) a1(x)vq1 |Dv|θ1 in RN ,
−div(h2(x)|Dv|q−2Dv) a2(x)up1 |Du|θ2 in RN ,
u  0, v  0 in RN .
(16)
As an immediate consequence we can cover the case when a pure power of u is included inside the
divergence in (16) and positive solutions are taken under consideration, more precisely we obtain the
following
Corollary 3. Assume (13) and let β1, β2 ∈R such that
p − 1+ β1 > 0, q − 1+ β2 > 0. (17)
Then any entire solution (u, v) of the system
⎧⎪⎨
⎪⎩
−div(|x|σ1uβ1 |Du|p−2Du) a1(x)vq1 |Dv|θ1 in RN ,
−div(|x|σ2 vβ2 |Dv|q−2Dv) a2(x)up1 |Du|θ2 in RN ,
u > 0, v > 0 in RN ,
(18)
which is of class W˜ u,β1loc (R
N ) × W˜ v,β2loc (RN ), where
W˜ u,β1loc
(
R
N)= {u :RN →R+0 : a2(x)up1 |Du|θ2 , |x|σ1uβ1 |Du|p ∈ L1loc(RN)},
W˜ v,β2
(
R
N)= {u :RN →R+0 : a1(x)vq1 |Dv|θ1 , |x|σ2 vβ2 |Dv|q ∈ L1loc(RN)},loc
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p1(p − 1) > β1θ2, q1(q − 1) > β2θ1, (19)
p − 1+ β1 < p1 + θ2, q − 1+ β2 < q1 + θ1, (H2)′
max
{
K ′1, K ′2
}
 0, (20)
where
K ′1 =
(q − 1+ β2)(p − σ1 − γ1 − θ1) + (q1 + θ1)(q − σ2 − γ2 − θ2)
(q1 + θ1)(p1 + θ2) − (p − 1+ β1)(q − 1+ β2) −
N − p + σ1
p − 1+ β1 ,
K ′2 =
(p − 1+ β1)(q − σ2 − γ2 − θ2) + (p1 + θ2)(p − σ1 − γ1 − θ1)
(q1 + θ1)(p1 + θ2) − (p − 1+ β1)(q − 1+ β2) −
N − q + σ2
q − 1+ β2 .
Nonexistence of radial entire positive solutions of coercive elliptic systems with a term depending
on u inside the divergence, but with no gradient factor on the right-hand side, has been studied
in [11] in a different setting. More precisely, in [11] solutions u = (u1, . . . ,un), |u| > 0 in RN , are
considered and a term depending on |u|β , β ∈ R, is included inside the divergence. The term |u|β ,
β ∈ R, makes the analysis fairly diﬃcult, since in the vectorial case, n > 1, no obvious change of
variable eliminates the term |u|β from the divergence. For this reason only radial solutions are taken
under consideration in [11].
In the remark at the end of the proof of Corollary 3 of Section 2, we prove that the nonexistence
range given above is sharp, that is we present an example of a positive entire solution of (18) satisfying
all the assumptions of Corollary 3 except (20), namely it holds max{K ′1, K ′2} < 0. Similar comments
ﬁrst appear in [21] for the quasilinear case, but with no gradient factor on the right-hand side.
In Section 3 we show that the conclusion of Corollary 3 holds for general elliptic systems
⎧⎪⎨
⎪⎩
−div(h1(x)g1(u)A(|Du|)Du) a1(x)vq1 |Dv|θ1 in RN ,
−div(h2(x)g2(v)B(|Dv|)Dv) a2(x)up1 |Du|θ2 in RN ,
u > 0, v > 0 in RN ,
(21)
whenever either there exist positive constants C1, C2 , D1 , D2 and exponents p,q > 1 such that
C1t
p−1  t A(t) C2t p−1 and D1tq−1  tB(t) D2tq−1 in R+0 , (22)
or there exist positive constants C , D, such that
0 < A(t) C, 0 < B(t) D in R+0 . (23)
Furthermore,
g1, g2 ∈ C1
(
R
+), g1, g2 > 0 in R+,
and there exist constants β1, β2 ∈R and c1, c2 > 0 and such that
g1(t) c1tβ1 and g2(t) c2tβ2 in R+. (24)
In all of the above results, it is assumed that N > max{p,q}. It is interesting to recall that in
the scalar case when N  p any nonnegative entire solution of inequality −pu  0 is constant. For
details see Theorem 2 in [22], Theorem II(a) of [28] and Corollary 9.13 of [9].
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tion [16,17,29] and the references therein; for nonexistence of positive radial entire solutions see [6];
while it is an open problem to prove existence results of ground states in the spirit of [4].
In the special scalar case of (5), given by −pu  uq1 , with 0 < p − 1 < q1  N(p − 1)/(N − p),
N > p, in [21] Mitidieri and Pohozaev proved nonexistence of nonnegative nontrivial entire solutions
of class W 1,ploc (R
N ). While for the case with a gradient term on the right-hand side see [23,3] and [12].
In particular, in [21] also the subhomogeneous and homogeneous case is investigated for the inequal-
ity −pu  uq1 , obtaining nonexistence of W 1,ploc (RN ) nonnegative solutions, also when 0 < q1  p−1
and N  1. The corresponding case with gradient term is studied in [12]. A ﬁrst attempt to treat the
subhomogeneous and homogeneous case for systems can be found in [3], where nonexistence of pos-
itive entire solutions of (5), with θ1 = θ2 = 0, is deduced in a more restrictive class of solutions, when
0 < p1q1  (p − 1)(q − 1) and (p − 1)(q − 1) < p1q1; the latter condition, as discussed in [4], is a
natural deﬁnition of “superhomogeneity” for the system under consideration.
Nonexistence theorems are also of great interest in the coercive case. In this direction, we mention
a well-known result due to Brezis in [2], which states that if u ∈ Lqloc(RN ) is a distribution solution on
R
N of u  |u|q−1u, q > 1, then u  0 a.e. on RN . Note that no assumptions on the sign of the solu-
tion and on the behavior at inﬁnity are required. Recent generalizations of this result to a broad class
of weakly elliptic operators, including as special cases the mean curvature and p-Laplace operators, is
due to Farina and Serrin in [10] and D’Ambrosio and Mitidieri [7,8]. For a related nonexistence result
we mention the recent paper of Serrin [26].
Furthermore, nonnexistence of nonnegative solutions of coercive inequalities of the type of (16)
has been studied in the recent paper [15], where, among other facts including existence theorems, it
is covered also the case, when a general monotone function (|Du|) on the right-hand side replaces
the term |Du|θ , θ  0. In [15], as well as [13] and [14], the idea of the proof is completely different.
In this case the main diﬃculty relies in a construction of an appropriate radial supersolution which
allows the application of a comparison result due to Pucci and Serrin, see the monograph [24]. Finally,
this approach, via the main comparison theorem of [24], allowed Pucci and Serrin in [25] to cover
several of the important cases left open in [10].
2. Main theorem
In this section we shall give the proof of the main theorem of the paper which concerns the so
called superhomogeneous subcritical and critical case, indeed condition (15), under (H2), implies
(p − 1)(q − 1) < (q1 + θ1)(p1 + θ2) αp,q
or
(p − 1)(q − 1) < (q1 + θ1)(p1 + θ2) βp,q,
where αp,q and βp,q are given in (15).
The proof of the next theorem is organized in four steps. In doing so we shall follow the argument
of Theorem 2.1 in [21].
Proof of Theorem 2. Assume that (u, v) is an entire nonnegative solution of (12), namely u  0 and
v  0. Let τ > 0 and deﬁne
uτ := u + τ and vτ := v + τ ,
so that uτ , vτ > 0 and Du = Duτ and Dv = Dvτ .
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RN
a1v
q1 |Dv|θ1uβτ ϕ dx+ |β|
∫
RN
h1u
β−1
τ |Du|pϕ dx
∫
RN
h1u
β
τ |Du|p−1|Dϕ|dx, (25)
∫
RN
a2u
p1 |Du|θ2 vατ ϕ dx+ |α|
∫
RN
h2v
α−1
τ |Dv|qϕ dx
∫
RN
h2v
α
τ |Dv|q−1|Dϕ|dx, (26)
where α,β < 0 and ϕ ∈ C10(Ω) is a standard nonnegative cut-off function to be speciﬁed later.
To prove Step 1, let Ω ⊂RN be an open set and consider the cut-off function ϕ ∈ C10(Ω). Then put
r := dist(supp(ϕ), ∂Ω) and Ωr := {y ∈RN : dist(y, ∂Ω) > r}. Let  be such that 0 <  < r and (η)>0
is a standard family of molliﬁers, that is
η ∈ C∞0
(
R
N ;R+0
)
, supp(η) ⊂ B(0, ),
∫
η = 1.
As in [7], let τ > 0 and deﬁne, for x ∈ Ωr ,
u˜(x) := τ +
∫
Ωr
η(x− y)u(y)dy, v˜(x) := τ +
∫
Ωr
η(x− y)v(y)dy.
In particular, since u, v ∈ L1loc(RN ), then u˜, v˜ ∈ C1(RN ;R+) showing that both u˜βϕ and v˜αϕ can be
used as test functions in (12), so that, using also (H1),∫
RN
a1v
q1 |Dv|θ1 u˜βϕ dx+ |β|
∫
RN
h1u˜
β−1|Du|p−2Du · Du˜ϕ dx
∫
RN
h1u˜
β |Du|p−1|Dϕ|dx, (27)
∫
RN
a2u
p1 |Du|θ2 v˜αϕ dx+ |α|
∫
RN
h2 v˜
α−1|Dv|q−2Dv · Dv˜ϕ dx
∫
RN
h2 v˜
α|Dv|q−1|Dϕ|dx. (28)
Since u˜ → uτ and v˜ → vτ in L1loc(RN ) as  → 0, then by the Lebesgue dominated convergence theo-
rem we arrive to (25) and (26), respectively.
Step 2. Let
1− p < β < 0, 1− q < α < 0.
Let ν > 1, η > 1 such that the correspondent Hölder conjugates satisfy 1 < ν ′ < p and 1 < η′ < q,
then there results ∫
RN
h1u
β−1
τ |Du|pϕ dx c
∫
RN
h1u
β+1/(ν−1)
τ |Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx, (29)
∫
RN
h2v
α−1
τ |Dv|qϕ dx d
∫
RN
h2v
α+1/(η−1)
τ |Dv|q−η′ |Dϕ|
η′
ϕη
′−1 dx (30)
for some positive constants c and d given by
c = 1/
[|β| − ν/ν]ν ′ν ′ , d = 1/[|α| − η/η]η′η′ ,
and for 0 <  <min{(|α|η)1/η, (|β|ν)1/ν}.
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taken under consideration. By using Young inequality we obtain for every  > 0
∫
RN
h1u
β
τ |Du|p−1|Dϕ|dx
=
∫
RN
h1u
(β−1)/ν
τ |Du|p/νϕ1/ν−1uβ+(1−β)/ντ |Du|p−1−p/ν |Dϕ|ϕ−1/ν dx
 
ν
ν
∫
RN
h1u
β−1
τ |Du|pϕ dx+ 1
ν ′ν ′
∫
RN
h1u
β+1/(ν−1)
τ |Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx.
Consequently, inserting this estimation in the right-hand side of (25) we get
0
∫
RN
a1u
β
τ v
q1 |Dv|θ1ϕ dx+ [|β| − ν/ν] ∫
RN
h1u
β−1
τ |Du|pϕ dx
 1
ν ′ν ′
∫
RN
h1u
β+1/(ν−1)
τ |Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx. (31)
In turn (29) follows immediately.
Analogously we arrive at (30) by adding to the right-hand side of (26) the following inequality
∫
RN
h2v
α
τ |Dv|q−1|Dϕ|dx
 
η
η
∫
RN
h2v
α−1
τ |Dv|qϕ dx+
1
η′η′
∫
RN
h2v
α+1/(η−1)
τ |Dv|q−η′ |Dϕ|
η′
ϕη
′−1 dx,
where now the Young inequality has been used with exponents η > 1 and 1 < η′ < q. In turn (26)
gives
0
∫
RN
a2v
α
τ u
p1 |Du|θ2ϕ dx+ [|α| − η/η] ∫
RN
h2v
α−1
τ |Dv|qϕ dx
 1
η′η′
∫
RN
h2v
α+1/(η−1)
τ |Dv|q−η′ |Dϕ|
η′
ϕη
′−1 dx, (32)
and (30) in proved.
We point out that in the left-hand side of (29) and (30) the exponents of uτ and vτ , respectively,
are negative while in the right-hand side, as we shall see later, we arrive at positive exponents by
an appropriate choice of α and β . Here we simply observe that β + 1/(ν − 1) > 0 and ν ′ < p imply
1− p < β < 0, while α + 1/(η − 1) > 0 and η′ < q force 1− q < α < 0.
Step 3. Let
m = q − 1 and n = p − 1 ,
q1 + θ1 p1 + θ2
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RN
a1v
q1 |Dv|θ1ϕ dx
 D
( ∫
RN
a2u
p1 |Du|θ2ϕ dx
)n( ∫
RN
Hχ2,1
|Dϕ|ν ′χ ′
ϕν
′χ ′−1 dx
)1/χ ′μ( ∫
RN
Hκ2,1
|Dϕ|μ′κ
ϕμ
′κ ′−1 dx
)1/κ ′μ′
(33)
and∫
RN
a2u
p1 |Du|θ2ϕ dx
 C
( ∫
RN
a1v
q1 |Dv|θ1ϕ dx
)m( ∫
RN
Hρ1,2
|Dϕ|η′ρ ′
ϕη
′ρ ′−1 dx
)1/ρ ′ξ( ∫
RN
Hr1,2
|Dϕ|ξ ′r′
ϕξ
′r′−1 dx
)1/r′ξ ′
, (34)
where C > 0, D > 0,
Hτi, j(x) :=
[
ai(x)
]−τ ′/τ [
h j(x)
]τ ′
and the exponents χ,κ, ξ,ρ > 1 will be speciﬁed later.
To claim inequality (33) we multiply the ﬁrst inequality in (16) by ϕ so that using Hölder inequal-
ity with exponents μ,μ′ > 1 such that μ′ < p we get
∫
RN
a1v
q1 |Dv|θ1ϕ dx
∫
RN
h1|Du|p−1|Dϕ|dx

( ∫
RN
h1u
β−1
τ |Du|pϕ dx
)1/μ( ∫
RN
h1u
−(β−1)/(μ−1)
τ |Du|p−μ′ |Dϕ|
μ′
ϕμ
′−1 dx
)1/μ′
. (35)
Hence, inserting (29) in the right-hand side of (35), we deduce
∫
RN
a1v
q1 |Dv|θ1ϕ dx C
( ∫
RN
h1u
β+1/(ν−1)
τ |Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx
)1/μ
×
( ∫
RN
h1u
−(β−1)/(μ−1)
τ |Du|p−μ′ |Dϕ|
μ′
ϕμ
′−1 dx
)1/μ′
, (36)
where C = c1/μ . Further applications of the Hölder inequality with exponents χ,κ > 1 give
∫
RN
h1u
β+1/(ν−1)
τ |Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx

( ∫
N
Hχ2,1
|Dϕ|ν ′χ ′
ϕν
′χ ′−1 dx
)1/χ ′( ∫
N
a2u
[β+1/(ν−1)]χ
τ |Du|(p−ν ′)χϕ dx
)1/χ
, (37)R R
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RN
h1u
−(β−1)/(μ−1)
τ |Du|p−μ′ |Dϕ|
μ′
ϕμ
′−1 dx

( ∫
RN
Hκ2,1
|Dϕ|μ′κ ′
ϕμ
′κ ′−1 dx
)1/κ ′( ∫
RN
a2u
−(β−1)κ/(μ−1)
τ |Du|(p−μ′)κϕ dx
)1/κ
. (38)
Choosing
⎧⎪⎨
⎪⎩
(
β + 1
ν − 1
)
χ = p1,(
p − ν ′)χ = θ2,
⎧⎨
⎩−
β − 1
μ − 1κ = p1,(
p − μ′)κ = θ2,
(39)
in (37) and (38) we obtain
ν = pp1 + (1− β)θ2
p1(p − 1) − βθ2 , χ =
p1 + θ2
p − 1+ β ,
κ = p1 + (1− β)θ2
(1− β)(p − 1) , μ =
pp1 + (1− β)θ2
p1(p − 1) .
In particular by the choice of β then β + 1/ν − 1 = p1(p − 1+ β)/(p1 + θ2) > 0 as discussed at the
end of Step 2, and also we point out that κ > 1 holds if θ2 + p1 − p + 1 > −β(p − 1 − θ2), thus for
the validity of this last inequality β eventually has to be chosen smaller than in Step 2.
Thus (36) gives
∫
RN
a1v
q1 |Dv|θ1ϕ dx D
( ∫
RN
a2u
p1
τ |Du|θ2ϕ dx
)1/χμ+1/κμ′( ∫
RN
Hχ2,1
|Dϕ|ν ′χ ′
ϕν
′χ ′−1 dx
)1/χ ′μ
×
( ∫
RN
Hκ2,1
|Dϕ|μ′κ ′
ϕμ
′κ ′−1 dx
)1/κ ′μ′
. (40)
An application of Beppo Levi Theorem when τ ↘ 0 in (40) gives immediately (33), since by (39)
1
χμ
+ 1
κμ′
= p − 1
p1 + θ2 = n.
Similar reasoning allow us to prove (34) where now Hölder inequality has been used with exponents,
ξ,ρ, r > 1 such that ξ ′ < q, namely
∫
RN
a2u
p1 |Du|θ2ϕ dx
 D
( ∫
N
h2v
α+1/(η−1)
τ |Dv|q−η′ |Dϕ|
η′
ϕη
′−1 dx
)1/ξ( ∫
N
h2v
−(α−1)/(ξ−1)
τ |Dv|q−ξ ′ |Dϕ|
ξ ′
ϕξ
′−1 dx
)1/ξ ′
R R
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( ∫
RN
Hρ1,2
|Dϕ|η′ρ ′
ϕη
′ρ ′−1 dx
)1/ρ ′ξ( ∫
RN
a1v
[α+1/(η−1)]ρ
τ |Dv|(q−η′)ρϕ dx
)1/ρξ
×
( ∫
RN
Hr1,2
|Dϕ|ξ ′r′
ϕξ
′r′−1 dx
)1/r′ξ ′( ∫
RN
a1v
−(α−1)r/(ξ−1)
τ |Dv|(q−ξ ′)rϕ dx
)1/rξ ′
,
where D = d1/ξ . By letting
⎧⎪⎨
⎪⎩
(
α + 1
η − 1
)
ρ = q1,(
q − η′)ρ = θ1,
⎧⎨
⎩−
α − 1
ξ − 1 r = q1,(
q − ξ ′)r = θ1,
(41)
we deduce
η = qq1 + (1− α)θ1
q1(q − 1) − αθ1 , ρ =
q1 + θ1
q − 1+ α ,
r = q1 + (1− α)θ1
(1− α)(q − 1) , ξ =
qq1 + (1− α)θ1
q1(q − 1) .
In particular as before we have α + 1/(η − 1) = q1(q − 1 + α)/(q1 + θ1) > 0 as required while r > 1
follows from inequality q1 + θ1 − q + 1 > −α(q − 1 − θ1) which holds eventually when α is chosen
smaller than in Step 2. Thus we arrive at
∫
RN
a2u
p1 |Du|θ2ϕ dx C
( ∫
RN
a1v
q1
τ |Dv|θ1ϕ dx
)1/ρξ+1/rξ ′( ∫
RN
Hρ1,2
|Dϕ|η′ρ ′
ϕη
′ρ ′−1 dx
)1/ρ ′ξ
×
( ∫
RN
Hr1,2
|Dϕ|ξ ′r′
ϕξ
′r′−1 dx
)1/r′ξ ′
. (42)
An application of Fatou’s Lemma when τ ↘ 0 in (42) immediately gives (34) since, by (41), it follows
1/ρξ + 1/rξ ′ =m.
Step 4. Let BR be the ball of RN having center at x = 0 and radius R > 0, then
∫
BR
a1v
q1 |Dv|θ1 dx ERτ1 , E > 0, (43)
∫
BR
a2u
p1 |Du|θ2 dx F Rτ2 , F > 0, (44)
for some opportune real exponents τ1 and τ2 given below.
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( ∫
RN
a1v
q1 |Dv|θ1ϕ dx
)1−mn
 DCn
( ∫
RN
Hρ1,2
|Dϕ|η′ρ ′
ϕη
′ρ ′−1 dx
)n/ρ ′ξ( ∫
RN
Hr1,2
|Dϕ|ξ ′r′
ϕξ
′r′−1 dx
)n/r′ξ ′
×
( ∫
RN
Hχ2,1 ·
|Dϕ|ν ′χ ′
ϕν
′χ ′−1 dx
)1/χ ′μ( ∫
RN
Hκ2,1
|Dϕ|μ′κ ′
ϕμ
′κ ′−1 dx
)1/κ ′μ′
(45)
and
( ∫
RN
a2u
p1 |Du|θ2ϕ dx
)1−mn
 CDm
( ∫
RN
Hχ2,1
|Dϕ|ν ′χ ′
ϕν
′χ ′−1 dx
)m/χ ′μ( ∫
RN
Hκ2,1
|Dϕ|μ′κ ′
ϕμ
′κ ′−1 dx
)m/κ ′μ′
×
( ∫
RN
Hρ1,2
|Dϕ|η′ρ ′
ϕη
′ρ ′−1 dx
)1/ρ ′ξ( ∫
RN
Hr1,2
|Dϕ|ξ ′r′
ϕξ
′r′−1 dx
)1/r′ξ ′
, (46)
where, by (H2),
1−mn = (q1 + θ1)(p1 + θ2) − (p − 1)(q − 1)
(q1 + θ1)(p1 + θ2) > 0.
Now we specialize the choice of the cut-off function ϕ , for instance cf. [20], by taking ϕ(x) = ξλ(x)
where ξ ∈ C∞0 (RN ) with
ξ(x) = ξ0
( |x|
R
)
, R > 0, 0 ξ0  1,
where ξ0 ∈ C∞(R+) and ξ0(t) = 1 if 0 t  1, while ξ0(t) = 0 if 2 t . In particular for R > 0 suﬃ-
ciently large, by (10) and (11) it follows that there exists C > 0 such that
Hτi, j(x) C |x|γiτ
′/τ+σ jτ ′ , for all |x| R.
Thus, noting that S(Dϕ) = supp(Dϕ) = B2R \ BR := AR , by taking λ suﬃciently large so that λ > σ ,
we have ∫
RN
Hτi, j
|Dϕ|σ
ϕσ−1
dx C RN−σ+γiτ ′/τ+σ jτ ′ (47)
for some positive constant C and being 0 ξ  1.
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∫
RN
a1v
q1 |Dv|θ1ϕ dx ERτ1 , E > 0, (48)
∫
RN
a2u
p1 |Du|θ2ϕ dx F Rτ2 , F > 0, (49)
where
τ1 = 1
1−mn
[(
n
ρ ′ξ
+ n
r′ξ ′
+ 1
μχ ′
+ 1
μ′κ ′
)
N + B1
]
,
τ2 = 1
1−mn
[(
m
μ′κ ′
+ m
μχ ′
+ 1
ρ ′ξ
+ 1
r′ξ ′
)
N + B2
]
,
with
B1 = n
[
m(γ1 − q1) − p1 + γ2 + σ2 − 1
]+ σ1 − 1,
B2 =m
[
n(γ2 − p1) − q1 + γ1 + σ1 − 1
]+ σ2 − 1,
where we have used the fact that η′/ξ =mq1 and ν ′/μ = np1. Using the value of the parameters we
get
τ1 = −(p − 1)K1, τ2 = −(q − 1)K2, (50)
with K1 and K2 given in the statement of Theorem 2. Hence Step 4 follows from (48) and (49), since,
by the choice of ϕ , we have ∫
BR
a1v
q1 |Dv|θ1 dx
∫
RN
a1v
q1 |Dv|θ1ϕ dx
and ∫
BR
a2u
p1 |Du|θ2 dx
∫
RN
a2u
p1 |Du|θ2ϕ dx.
From the estimates of Step 4 it immediately follows that (u, v) is constant. For this aim we divide
the discussion in two cases. Suppose ﬁrst that
max{K1, K2} = K1 > 0, (51)
namely, by (50), τ1 < 0, thus we immediately get from (43) by letting R → ∞∫
RN
a1v
q1 |Dv|θ1 dx = 0, (52)
namely v is constant and from (12) also u is constant, hence when (51) holds then (u, v) is constant.
The proof in the case when max{K1, K2} = K2 > 0 is similar.
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from (50), that τ1 = 0. Since ϕ = 1 in BR and (Dϕ) = supp(Dϕ) = B2R \ BR := AR , then from (35)
we obtain
∫
BR
a1v
q1 |Dv|θ1 dx
∫
B2R
a1v
q1 |Dv|θ1ϕ dx
( ∫
AR
h1u
β−1
τ |Du|pϕ dx
)1/μ
×
( ∫
AR
h1u
−(β−1)/(μ−1)
τ |Du|p−μ′ |Dϕ|
μ′
ϕμ
′−1 dx
)1/μ′
. (53)
Reasoning as above and using again the fact that ϕ = 1 in BR , we arrive at
∫
BR
a1v
q1 |Du|θ1 dx C Rκ
( ∫
AR
a1v
q1 |Du|θ1 dx
)mn
, (54)
where now κ = τ1 = 0. On the other hand, from (43) with τ1 = 0 it follows that a1vq1 |Du|θ1 ∈ L1(RN ),
thus from (54) we deduce that there exists a sequence (Rk)k , Rk → ∞ as k → ∞, such that
lim
k→∞
∫
BRk
a1v
q1 |Du|θ1 dx = 0,
which implies (52) and concludes the proof of the theorem. 
Proof of Corollary 3. Assume by contradiction that (u, v) is a positive (that is u > 0 and v > 0) entire
solution of (18), then (u, v) deﬁned by
(u, v) = (u(p−1+β1)/(p−1), v(q−1+β2)/(q−1)),
is a positive solution of
{−div(h1(x)|Du|p−2Du) C1a1(x)v[q1(q−1)−β2θ1]/(q−1+β2)|Dv|θ1 ,
−div(h2(x)|Dv|q−2Dv) C2a2(x)u[p1(p−1)−β1θ2]/(p−1+β1)|Du|θ2 , (55)
where
C1 =
(
p − 1+ β1
p − 1
)p−1( q − 1
q − 1+ β2
)θ1
, C2 =
(
q − 1+ β2
q − 1
)q−1( p − 1
p − 1+ β1
)θ2
.
Thus (55) is now a special case of (16), with q1 and p1 replaced respectively by
q˜1 = q1(q − 1) − β2θ1
q − 1+ β2 and p˜1 =
p1(p − 1) − β1θ2
p − 1+ β1 ,
of course p˜1 > 0 and q˜1 > 0 by (17) and (19). To reach the desired result we shall to apply Theorem 2,
thus we need to verify that q˜1 and p˜1 satisfy its assumptions. Indeed we have
q˜1 + θ1 = (q − 1)(q1 + θ1) , p˜1 + θ2 = (p − 1)(p1 + θ2) ,
q − 1+ β2 p − 1+ β1
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K1 = p − 1+ β1
p − 1 K
′
1 and K2 =
q − 1+ β2
q − 1 K
′
2
and (20) is assumed. Hence by Theorem 2 the couple (u, v) is a constant entire solution of (55) and
in turn, by the change of variable, also (u, v) is a constant entire solution of (18). 
Remarks. Corollary 3 continues to be valid when assumption (19) is replaced by
θ1 < q − 1, θ2 < p − 1. (56)
Actually (56) is stronger than (19) since (H2)′ and (17) imply
q1(q − 1) − β2θ1
q − 1+ β2 > q − 1− θ1,
p1(p − 1) − β1θ2
p − 1+ β1 > p − 1− θ2;
consequently (19) follows from (56).
The parameters range for nonexistence of solutions given by Corollary 3 is sharp, as emphasized
by Mitidieri and Pohozaev at the end of the proof of Theorem 22.1 of [23], where they exhibit an
appropriate example of positive entire solution relative to the case σ1 = σ2 = β1 = β2 = γ1 = γ2 =
θ1 = θ2 = 0 and a(x) ≡ 1 and p = q. The same phenomenon happens for problem (18), indeed when
the exponents do not satisfy (20), namely when max{K ′1, K ′2} < 0, but all the other assumption of
Corollary 3 hold, then
(
u(x), v(x)
)= ε([1+ |x|α]−β, [1+ |x|δ]−η) (57)
is an entire solution of (18), with β,α, δ,η > 0 given by
α = (q − 1)(p − σ1 − γ1 − θ1) + θ1(q − σ2 − γ2 − θ2)
(p − 1)(q − 1) − θ1θ2 ,
β = (p − 1)(q − 1) − θ1θ2
(q1 + θ1)(p1 + θ2) − (p − 1+ β1)(q − 1+ β2)
×
[
1+ β2(p − σ1 − γ1 − θ1) + q1(q − σ2 − γ2 − θ2)
(q − 1)(p − σ1 − γ1 − θ1) + θ1(q − σ2 − γ2 − θ2)
]
,
δ = (p − 1)(q − σ2 − γ2 − θ2) + θ2(p − σ1 − γ1 − θ1)
(p − 1)(q − 1) − θ1θ2 ,
η = (p − 1)(q − 1) − θ1θ2
(q1 + θ1)(p1 + θ2) − (p − 1+ β1)(q − 1+ β2)
×
[
1+ β1(q − σ2 − γ2 − θ2) + p1(p − σ1 − γ1 − θ1)
(p − 1)(q − σ2 − γ2 − θ2) + θ2(p − σ1 − γ1 − θ1)
]
,
and provided that (56) holds,
p − σ1 − γ1 − θ1 > 0, q − σ2 − γ2 − θ2 > 0
and
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{[
(αβ)p−1
(ηδ)θ1
2η1(1/δ−1/α)Cαβ
]1/(q1+θ1−p+1−β1)
,
[
(ηδ)q−1
(αβ)θ2
2η2(1/δ−1/α)Dδη
]1/(p1+θ2−q+1−β2)}
,
where
Cαβ =
[
N − p + σ1 − αβ(p − 1+ β1)
]
, Dδη =
[
N − q + σ2 − δη(q − 1+ β2)
]
,
while η1 and η2 can be found in Appendix A, together with further details. In particular u, v ∈
C2(RN \ {0}) ∩ C1(RN ), thus (u, v) ∈ W˜ uloc(RN ) × W˜ vloc(RN ).
3. General nonexistence result
In this section we shall consider the general case given by system (21). First we shall treat opera-
tors A and B essentially of the p-Laplacian type.
Theorem 4. Let (13), (19), (22) and (24) hold. Assume (H2)′ and (20), then any entire positive solution (u, v)
of system (21) is constant, in the class W˜ u,β1loc (R
N ) × W˜ v,β2loc (RN ), with |x|σi replaced by hi(x), i = 1,2.
Proof. Let (u, v) be an entire positive solution of system (21).
Following the proof of Theorem 2, where now we don’t need to use uτ and vτ since in this case
we deal with positive solutions, Step 1 becomes
∫
RN
a1v
q1 |Dv|θ1uβϕ dx+ |β|
∫
RN
h1g1(u)u
β−1A
(|Du|)|Du|2ϕ dx

∫
RN
h1g1(u)u
β A
(|Du|)|Dϕ|dx, (58)
∫
RN
a2u
p1 |Du|θ2 vαϕ dx+ |α|
∫
RN
h2g2(v)v
α−1B
(|Dv|)|Dv|2ϕ dx

∫
RN
h2g2(v)v
αB
(|Dv|)|Dϕ|dx. (59)
Consequently, arguing as in Step 2 of the proof of Theorem 2, thanks to (22) and (24) and by Young
inequality with exponents ν,ν ′, η,η′ > 1, with ν ′ < p, η′ < q and ε > 0, we arrive to
∫
RN
h1g1(u)u
β−1|Du|pϕ dx c′ε
∫
RN
h1u
β1+β+1/(ν−1)|Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx,
∫
RN
h2g2(v)v
α−1|Dv|qϕ dx d′ε
∫
RN
h2v
β2+α+1/(η−1)|Dv|q−η′ |Dϕ|
η′
ϕη
′−1 dx
where
c′ε = c2D2/η′εη
′[|α|D1 − D2εη/η], d′ε = c1C2/ν ′εν ′[|β|C1 − C2εν/ν],
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1− p − β1 < β < 0, 1− q − β2 < α < 0.
Now Step 3 of the proof of Theorem 2 holds with m and n replaced by
m = q − 1+ β2
q1 + θ1 and n =
p − 1+ β1
p1 + θ2 .
To show this we multiply the two inequalities in (21) by ϕ and using Hölder inequality with expo-
nents μ,ξ > 1, with μ′ < p, ξ ′ < q and using (22) and (24) we get
∫
RN
a1v
q1 |Du|θ1ϕ dx
∫
RN
h1g1(u)A
(|Du|)Du · Dϕ dx
 c1/μ
′
1 C2
( ∫
RN
h1g1(u)u
β−1|Du|pϕ dx
)1/μ
×
( ∫
RN
h1u
β1−(β−1)/(μ−1)|Du|p−μ′ |Dϕ|
μ′
ϕμ
′−1 dx
)1/μ′
and ∫
RN
a2u
p1 |Dv|θ2ϕ dx
∫
RN
h2g2(v)B
(|Dv|)Dv · Dϕ dx
 c1/ξ
′
2 D2
( ∫
RN
h2g2(v)|Dv|qϕ dx
)1/ξ
×
( ∫
RN
h2v
β2−(α−1)/(ξ−1)|Dv|q−ξ ′ |Dϕ|
ξ ′
ϕξ
′−1 dx
)1/ξ ′
.
Combining the above results we deduce
∫
RN
a1v
q1 |Du|θ1ϕ dx Dε
( ∫
RN
h1u
β1+β+1/(ν−1)|Du|p−ν ′ |Dϕ|
ν ′
ϕν
′−1 dx
)1/μ
×
( ∫
RN
h1u
β1−(β−1)/(μ−1)|Du|p−μ′ |Dϕ|
μ′
ϕμ
′−1 dx
)1/μ′
, (60)
∫
RN
a2u
p1 |Dv|θ2ϕ dx Cε
( ∫
RN
h2v
β2+α+1/(η−1)|Dv|q−η′ |Dϕ|
η′
ϕη
′−1 dx
)1/ξ
×
( ∫
RN
h2v
β2−(α−1)/(ξ−1)|Dv|q−ξ ′ |Dϕ|
ξ ′
ϕξ
′−1 dx
)1/ξ ′
, (61)
where Cε = c1/μ
′
1 C2(c
′
ε)
1/μ and Dε = c1/ξ
′
2 D2(d
′
ε)
1/ξ .
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that ⎧⎪⎨
⎪⎩
(
β1 + β + 1
ν − 1
)
χ = p1,(
p − ν ′)χ = θ2,
⎧⎪⎨
⎪⎩
(
β1 − β − 1
μ − 1
)
κ = p1,(
p − μ′)κ = θ2,
and ⎧⎪⎨
⎪⎩
(
β2 + α + 1
η − 1
)
ρ = q1,(
q − η′)ρ = θ1,
⎧⎪⎨
⎪⎩
(
β2 − α − 1
ξ − 1
)
r = q1,(
q − ξ ′)r = θ1,
give inequalities (33) and (34), where now
η = qq1 + (1− β2 − α)θ1
q1(q − 1) − (α + β2)θ1 , ρ =
q1 + θ1
q − 1+ β2 + α , r =
q1 + (1− α)θ1
β2 + (1− α)(q − 1) ,
ν = pp1 + (1− β1 − β)θ2
p1(p − 1) − (β + β1)θ2 , χ =
p1 + θ2
p − 1+ β1 + β , κ =
p1 + (1− β)θ2
β1 + (1− β)(p − 1) ,
and
ξ = qq1 + (1− α − β2)θ1
q1(q − 1) − θ1β2 , μ =
pp1 + (1− β − β1)θ2
p1(p − 1) − θ2β1 .
In particular also (45) and (46) hold with
1−mn = (q1 + θ1)(p1 + θ2) − (p − 1+ β1)(q − 1+ β2)
(q1 + θ1)(p1 + θ2) > 0
by (H2)′ . In turn we arrive to (43) and (44) where now
τ1 = −(p − 1+ β1)K ′1, τ2 = −(q − 1+ β2)K ′2
and thus the proof proceeds as in the ﬁnal part of the proof of Theorem 2. 
Now consider operators of the mean curvature type, that is satisfying assumptions (23).
Theorem5. Assume that all the assumption of Theorem 4 holds with p = q = 2 andwith (22) replaced by (23).
Then any entire positive solution (u, v) of system (21) is constant in the class W˜ u,β1loc (R
N )× W˜ v,β2loc (RN ), with|x|σi replaced by hi(x), i = 1,2, and p = q = 2.
Proof. Using (58) and (59) and applying Young inequality with exponents ν,ν ′, η,η′ > 1, with
ν ′, η′ < 2 and ε > 0 we arrive to
∫
RN
h1g1(u)u
β−1A
(|Du|)|Du|2ϕ dx
 D ′ε
∫
N
h1u
β1+β+1/(ν−1)A
(|Du|)|Du|2−ν ′ |Dϕ|ν ′
ϕν
′−1 dx, (62)
R
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RN
h2g2(v)v
α−1B
(|Dv|)|Dv|2ϕ dx
 C ′ε
∫
RN
h2v
β2+α+1/(η−1)B
(|Dv|)|Dv|2−η′ |Dϕ|η′
ϕη
′−1 dx (63)
where, choosing ε suﬃciently small,
C ′ε = c2/η′εη
′[|α| − εη/η]> 0, D ′ε = c1/ν ′εν ′[|β| − εν/ν]> 0.
Furthermore, multiplying the two inequalities in (21) by ϕ and using Hölder inequality, (23) and
(24) we get
∫
RN
a1v
q1 |Du|θ1ϕ dx
∫
RN
h1g1(u)A
(|Du|)Du · Dϕ dx
 (Cc1)1/μ
′
( ∫
RN
h1g1(u)u
β−1A
(|Du|)|Du|2ϕ dx)1/μ
×
( ∫
RN
h1u
β1−(β−1)/(μ−1)|Du|2−μ′ |Dϕ|
μ′
ϕμ
′−1 dx
)1/μ′
,
∫
RN
a2u
p1 |Dv|θ2ϕ dx
∫
RN
h2g2(u)B
(|Dv|)Dv · Dϕ dx
 (Dc2)1/ξ
′
( ∫
RN
h2g2(v)B
(|Dv|)|Dv|2ϕ dx)1/ξ
×
( ∫
RN
h2v
β2−(α−1)/(ξ−1)|Dv|2−ξ ′ |Dϕ|
ξ ′
ϕξ
′−1 dx
)1/ξ ′
.
Inserting (62) and (63) in the above inequalities and using (23) we immediately obtain (60) and (61)
with p = q = 2 and of Cε and Dε opportune. From now on the proof proceeds exactly as in the proof
of Theorem 4 provided that p = q = 2. 
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Appendix A
Remark 1. We shall show in detail that when max{K1, K2} < 0 and for ε > 0 suﬃciently small, then
the couple (u, v) given in (57) is an entire solution of (18). Indeed, for such (u, v) we have
592 R. Filippucci / J. Differential Equations 250 (2011) 572–595−div(|x|σ1uβ1 |Du|p−2Du)
= (αβ)p−1εp−1+β1[1+ |x|α]−ββ1−(β+1)(p−1)|x|(α−1)(p−1)+σ1−1
×
{
N − p + σ1 − αβ(p − 1+ β1) + α
[
β(p − 1+ β1) + p − 1
] 1
1+ |x|α
}
,
|x|−γ1 vq1 |Dv|θ1 = εq1+θ1(ηδ)θ1[1+ |x|δ]−η(q1+θ1)−θ1 |x|(δ−1)θ1−γ1 ,
−div(|x|σ2 vβ2 |Dv|q−2Dv)
= (ηδ)q−1εq−1+β2[1+ |x|δ]−ηβ2−(η+1)(q−1)|x|(δ−1)(q−1)+σ2−1
×
{
N − q + σ2 + δη(q − 1+ β2) + δ
[
η(q − 1+ β2) + q − 1
] 1
1+ |x|δ
}
,
|x|−γ2up1 |Du|θ2 = εp1+θ2(αβ)θ2[1+ |x|α]−β(p1+θ2)−θ2 |x|(α−1)θ2−γ2 .
Now note that, by the choice of α and δ, it results that
(α − 1)(p − 1) + σ1 − 1 = (δ − 1)θ1 − γ1, (δ − 1)(q − 1) + σ2 − 1 = (α − 1)θ2 − γ2,
and by condition max{K1, K2} < 0 it follows
N − p + σ1 > αβ(p − 1+ β1), N − q + σ2 > δη(q − 1+ β2).
Thus, deﬁning,
C1 = (αβ)
p−1
(ηδ)θ1
εp−1+β1−q1−θ1
[
N − p + σ1 − αβ(p − 1+ β1)
]
> 0,
C2 = (ηδ)
q−1
(αβ)θ2
εq−1+β2−p1−θ2
[
N − q + σ2 − δη(q − 1+ β2)
]
> 0
if we prove
C1
[
1+ |x|α]−β(p−1+β1)−p+1  [1+ |x|δ]−η(q1+θ1)−θ1 ,
C2
[
1+ |x|δ]−η(q−1+β2)−q+1  [1+ |x|α]−β(p1+θ2)−θ2 , (64)
then (u, v) given in (57) is an entire solution of (18).
To obtain (64), since by the choice of α,β, δ,η we have
α
[
β(p − 1+ β1) + p − 1
]= δ[η(q1 + θ1) + θ1] := η1 > 0,
δ
[
η(q − 1+ β2) + q − 1
]= α[β(p1 + θ2) + θ2] := η2 > 0,
we consider the functions deﬁned in R+0 by
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(
1+ tα)−η1/α − (1+ tδ)−η1/δ,
ϕ2(t) = C2
(
1+ tδ)−η2/δ − (1+ tα)−η2/α,
and we claim that ϕ1(t) 0 and ϕ2(t) 0.
First note that ϕ1(0) = C1 −1 > 0 and ϕ2(0) = C2 −1 > 0 by the choice of ε, while limt→∞ ϕ1(t) =
limt→∞ ϕ2(t) = 0 by the positivity of η1, η2, α, δ. Consider the function ϕ1, we can argue analogously
for ϕ2.
If δ = η then ϕ1(t) = (C1 − 1)(1 + tα)−η1/α, thus ϕ1(t) > 0 for all t  0. Otherwise we can write
ϕ1 in the equivalent form
ϕ1 =
(
1+ tα)−η1/α(1+ tδ)−η1/δ[C1(1+ tδ)η1/δ − (1+ tα)η1/α]
:= (1+ tα)−η1/α(1+ tδ)−η1/δ g(t),
so that ϕ1  0 if and only if g(t) 0. Now let t > 1, so that 1+ t−α  2, then
g(t) = tη1[C1(1+ t−δ)−η1/δ − (1+ t−α)−η1/α] tη1(C1 − 2η1/α)> 0,
while if t ∈ [0,1] then 1+ tα  2, thus again g(t) C1 − 2η1/α . For the positivity of ϕ1 we make use
of C2 − 2η1/δ > 0 by virtue of the choice of ε.
The example given by Mitidieri and Pohozaev in [23] is relative to the subcase δ = α = q/(q − 1),
q = p and βi = γi = θi = σi = 0, i = 1,2.
Remark 2. Concerning the observation after formula (4) in Section 1, if, for instance, the maximum
in (4) is achieved by the ﬁrst term we have
⎧⎨
⎩
2− θ1 + (q1 + θ1)(2− θ2)
(q1 + θ1)(p1 + θ2) − 1  N − 2,
−θ1 + (q1 + θ1)(2− θ2)−θ2 + (p1 + θ2)(2− θ1)
which can be written as follows
{
θ1
[
1− p1(N − 2) − θ2(N − 1)
]
−q1
[
2− p1(N − 2) − θ2(N − 1)
]− N,
θ1(1+ p1) − 2p1  θ2(1+ q1) − 2q1.
Now, since 1 < p1 + θ2 and N > 2 then
1− p1(N − 2) − θ2(N − 1) < 3− N − θ2  0 (65)
so that ⎧⎪⎪⎨
⎪⎪⎩
θ1 
−q1[2− p1(N − 2) − θ2(N − 1)] − N
1− p1(N − 2) − θ2(N − 1) ,
θ2 
θ1(1+ p1) − 2p1 + 2q1
1+ q1 .
Now note that
θ1(1+ p1) − 2p1 + 2q1
< 2 if and only if θ1 < 2. (66)1+ q1
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when the maximum in (4) is achieved by the ﬁrst term and θ1 < 2, this follows from (66). In particular
both terms inside the branches in (4) are positive in the case θ1 < 2. Of course, by symmetry, when
the maximum in (4) is achieved by the second term then θ2 < 2 implies θ1 < 2 and the analogous
considerations as above can be done in this case.
A similar remark is valid for condition (6) which implies that 0 < θ1 < p or 0 < θ2 < q. Further-
more, if we suppose that the maximum is achieved by the ﬁrst term in (6) we have
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
θ1
[
p − 1− p1(N − p) − θ2(N − 1)
]
−q1
[
q(p − 1) − p1(N − p) − θ2(N − 1)
]− N(p − 1)(q − 1),
(p − 1)(q − 1)[(θ1 − p)(p1 + 1) − (θ2 + q)(q1 + 1)]
 (q − p)(N − 1)[(q1 + θ1)(p1 + θ2) − (p − 1)(q − 1)].
If, for instance, q p then it follows from the second line that
(θ1 − p)(p1 + 1) − (θ2 − q)(q1 + 1) 0
hence
θ2 
(θ1 − p)(p1 + 1) + q(q1 + 1)
1+ q1
so that if θ1 < p then immediately we have θ2 < q.
In summary if the maximum in (6) is achieved by the ﬁrst term and θ1 < p, with q  p, then
θ2 < q, so both terms inside the branches in (6) are positive.
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