Abstract. In many practical situations, it is necessary to describe an image in words. From the purely logical viewpoint, to describe the same object, we can use concepts of different levels of abstraction: e.g., when the image includes a dog, we can say that it is a dog, or that it is a mammal, or that it is a German Shepherd. In such situations, humans usually select a concept which, to them, in the most natural; this concept is called the basic level concept. However, the notion of a basic level concept is difficult to describe in precise terms; as a result, computer systems for image analysis are not very good in selecting concepts of basic level. At first glance, since the question is how to describe human decisions, we should use notions from a (well-developed) decision theorysuch as the notion of utility. However, in practice, a well-founded utilitybased approach to selecting basic level concepts is not as efficient as a purely heuristic "similarity" approach. In this paper, we explain this seeming contradiction by showing that the similarity approach can be actually explained in utility terms -if we use a more accurate description of the utility of different alternatives.
Formulation of the Problem
What are basic level concepts and why their are important. With the development of new algorithms and faster hardware, computer systems are getting better and better in analyzing images. Computer-based systems are not yet perfect, but in many cases, they can locate human beings in photos, select photos in which a certain person of interest appears, and perform many other practically important tasks.
In general, computer systems are getting better and better in performing well-defined image understanding tasks. However, such systems are much less efficient in more open-ended tasks, e.g., when they need to describe what exactly is described by a photo.
For example, when we present, to a person, a photo of a dog and ask: "What is it?", most people will say "It is a dog". This answer comes natural to us, but, somewhat surprisingly, it is very difficult to teach this answer to a computer. The problem is that from the purely logical viewpoint, the same photo can be characterized on a more abstract level ("an animal", "a mammal") or on a more concrete level ("German shepherd"). In most situations, out of many possible concepts characterizing a given object, concepts of different levels of generality, humans select a concept of a certain intermediate level. Such preferred concepts are known as basic level concepts. We need to describe basic level concepts in precise terms. Detecting basic level concepts is very difficult for computers. The main reason for this difficulty is that computers are algorithmic machines. So, to teach computers to recognize basic level concepts, we need to provide explain this notion in precise terms -and we are still gaining this understanding. Current attempts to describe basic level concepts in precise terms: a brief description. When we see a picture, we make a decision which of the concepts to select to describe this picture. In decision making theory, it is known that a consistent decision making can be described by utility theory, in which to each alternative A, we put into correspondence a number u(A) called its utility in such a way that a utility of a situation in which we have alternatives A i with probabilities p i is equal to
see, e.g., [4, 5, 8, 10, 12] . Naturally, researchers tried to use utility theory to explain the notion of basic level concepts; see, e.g., [3, 7, 14] . In this approach, researchers analyze the effect of different selections on the person's behavior, and come up with the utility values that describes the resulting effects. The utility-based approach describes the basic level concepts reasonably well, but not perfectly. Somewhat surprisingly, a different approach -called similarity approach -seem to be more adequate in describing basic level concepts. The idea behind this approach was proposed in informal terms in [13] and has been described more formally in [11] . Its main idea is that in a hierarchy of concepts characterizing a given object, a basic level concept is the one for which the degree of similarity between elements is much higher than for the more abstract (more general) concepts and slightly smaller than for the more concrete (more specific) concepts. For example, we select a dog as a basic level concept because the degree of similarity between different dogs is much larger than similarity between different mammals -but, on the other hand, the degree of similarity between different German Shepherds is not that much higher than the degree of similarity between dogs of various breeds.
In our papers [1, 2] , we transformed somewhat informal psychological ideas into a precise algorithms and showed that the resulting algorithms are indeed good in detecting basic level concepts.
Challenging question. From the pragmatic viewpoint, that we have an approach that works well is good news. However, from the methodological viewpoint, the fact that a heuristic approach works better than a well-founded approach based on decision theory -which describes rational human behavior -is a challenge.
What we do in this paper: main result. In this paper, we show -on the qualitative level -that the problem disappears if we describe utility more accurately: under this more detailed description of utility, the decision-making approach leads to the above-mentioned similarity approach.
What we do in this paper: auxiliary result. It is usually more or less clear how to define degree of similarity -or, equivalent, degree of dissimilarity (" distance" d(x, y) ) between two objects. There are several possible approaches to translate this distance between objects into distance between concepts (classes of objects). We can use worst-case distance d (A, B) d(x, y) . In [1] , we compared these alternatives; it turns out that the average distance leads to the most adequate description of the basic level concepts.
In this paper, we provide a (qualitative) explanation of this empirical fact as well.
Analysis of the Problem and the Resulting Solution
What is the utility associated with concepts of different levels of generality. In the ideal world, when we make a decision in a certain situation, we should take into account all the information about this situation, and we should select the best decision based on this situation.
In practice, our ability to process information is limited. As a result, instead of taking into account all possible information about the object, we use a word (concept) to describe this notion, and then we make a decision based only on this word: e.g., a tiger or a dog. Instead of taking into account all the details of the fur and of the face, we decide to run away (if it is a tiger) or to wave in a friendly manner (if it is a dog).
In other words, instead of making an optimal decision for each object, we use the same decision based on an "average" object from the corresponding class. Since we make a decision without using all the information, based only on an approximate information, we thus lose some utility; see, e.g., [9] for a precise description of this loss.
From this viewpoint, the smaller the classes, the less utility we lose. This is what was used in the previous utility-based approaches to selecting basic level concepts.
However, if the classes are too small, we need to store and process too much information -and the need to waste resources (e.g., time) to process all this additional information also decreases utility. For example, instead of coming up with strategies corresponding to a few basic animals, we can develop separate strategies for short tigers, medium size tigers, larger tigers, etc. -but this would take more processing time and use memory resources which may be more useful for other tasks. While this is a concern, we should remember that we have billions of neurons, enough to store and process huge amounts of information, so this concern is rather secondary in comparison with a different between being eaten alive (if it is a tiger) or not (if it is a dog).
How to transform the above informal description of utility into precise formulas and how this leads to the desired explanations. The main reason for disutility (loss of utility) is that in a situation when we actually have an x, we use an approach which is optimal for a similar (but slightly different) object y. For example, instead of making a decision based on observing a very specific dog x, we ignore all the specifics of this dog, and we make a decision based only one the fact that x is a dog, i.e., in effect, we make a decision based on a "typical" dog y.
The larger the distance d(x, y) between the objects x and y, the larger this disutility U . Intuitively, different objects within the corresponding class are similar to each other -otherwise they would not be classified into the same class. Thus, the distance d(x, y) between objects from the same class are small. We can therefore expand the dependence of U on d(x, y) in Taylor series and keep only the first few terms in this dependence. In general,
. . When the distance is 0, i.e., when x = y, there is no disutility, so U = 0. Thus, a 0 = 0 and the first non-zero term in the Taylor expansion is U ≈ a 1 · d(x, y).
Once we act based on the class label ("concept"), we only know that an object belongs to the class, we do not know the exact object within the class. We may have different objects from this class with different probabilities. By the above property of utility, the resulting disutility of selecting a class is equal to the average value of the disutility -and is, thus proportional to the average distance d(x, y) between objects from a given class. This explains why average distance works better then the worst-case distance.
When we go from a more abstract concept (i.e., from a larger class) to a more specific concept (i.e., to a smaller class of objects), the average distance decreases -and thus, the main part U m of disutility decreases: U ′ m < U m . However, as we have mentioned, in addition to this main part of disutility U m , there is also an additional secondary (smaller) part of utility U s ≪ U m , which increases when we go to a more specific concept: U ′ s > U s . On the qualitative level, this means the following: if the less general level has a much smaller degree of similarity (i.e., a drastically smaller average distance between the objects on this level), then selecting a concept on this less general level drastically decreases the disutility U A basic level concept is a concept for which disutility U ′ is smaller than for a more general concept U and than for a more specific concept U ′′ . In view of the above, this means that there should be a drastic difference between the degree of similarity U ′ m at this level and the degree of similarity U m at the more general level -otherwise, on the current level, we would not have smaller disutility. Similarly, there should be a small difference between the degree of similarity at the current level U ′ m and the degree of similarity U ′′ m at the more specific level -otherwise, on the current level, we would not have smaller disutility. This explains the similarity approach in utility terms.
