Introduction

Many technical and scientific problems involve the solution of linear systems of equations
A x = b
(1.1)
shared-memory vector machines, such as the Alliant and the Cray computers, while our implementation is done on a distributed-memory system with a limited number of processors and no vectorization, namely, the Intel iPSC. This paper is organized as follows. In section 2 block tridiagonal matrices are briefly described. Sections 3 and 4 explain the multilevel LU-factorization and solution steps. Section 5 describes the general principles for implementing the multilevel algorithm on a hypercube, including the communication scheme among the processors. The details of the implementation on the hypercube are given in section 6. Section 6.1 describes the partitioning and allocation of tasks to different processors and the ordering of the first and the last partitions to reduce fill-ins by using 2-way Gaussian elimination. The per formance of the multilevel algorithm is estimated in section 6.2 using complexity analysis.
The important problem of load balancing is addressed in section 6.3-As a result of the complexity analysis it becomes clear that uniform partitioning of the band matrix will lead to poor load balance for the LU-factorization. Balance equations for selecting the sizes of the partitions axe then derived. The performance of the parallel band matrix solver is presented in section 7. This includes the executing time graph model and actual numerical results. A comparison between the multilevel approach and the row interleaved factorization and solution approach is given in section 7.3.
Block tridiagonal matrices
Consider the system of linear equations ( N is assumed to be odd, and this is merely a convenient assumption. If N is originally even, either two block rows and columns can be merged to reduce N by one or the reordering of (2.2) can be modified slightly to account for an even value of N.
In practical applications, the dimensions of separators, nr for r= 2 ,4 ,..,N -l, are usually small compared with the dimensions of the remaining blocks, nr for r= l,3 ,...,N , but this is not a necessary condition for the application of the multilevel algorithm although it may be a necessary condition for obtaining high efficiency.
Multilevel LU-factorization
The first level of the multilevel LU-factorization is a standard LU-factorization of A defined in (2.2) stopping after n 4 + n3 . . . + pivot rows. This leaves the lower righthand block of dimension n2 + n4 . . . + tin-i unfactored. The partially factored matrix is called A and is defined in (3.1) E aeRn ' X n -2 for s = 4 , 6, N -l .
In the tridiagonal case (2.1), the matrices D a and E a are fill-ins. The LU-factorization will in general also create fill-ins in the original blocks of A unless they are full from the outset.
The four blocks of A seperated by the dashed lines can be expressed in a compact form as: where
At is the Schur complement and L and U are lower and upper block triangular matrices, respectively, composed of L r and Ur , r = l , 3, .., N. The multilevel algorithm (block cyclic reduction) is now based on the fact that At is a block tridiagonal matrix which can be reordered into a form similar to A in (2.2), partially LU-factored like A leaving a block tridiagonal partially factored lower right-hand block etc.
If N = 2 d+1 -1, the process will terminate after d levels with a Schur complement consisting of just one block which is then factored. If N is composed differently, some of the intermediate block tridiagonal matrices will have an even block dimension, but as mentioned in the previous section, this is only a minor complication.
The partial factorization of A leading to A can be performed conveniently in parallel by partitioning the original block tridiagonal matrix A as follows:
and Qn = An Cn
Bn -i 0 only when A has extended separators as discussed priviously. The Q-matrices can be considered slightly reordered samples of A which are straightforward to establish. The Q-matrices can be partially factored in parallel leading to the Q-matrices defined in (3.5).
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for r = 3 ,5 ,.., N -2 B r-1 Dr-1 Ar-i . The Q-matrices can be computed conveniently by applying standard LU-factorization to the Q-matrices and stopping when Ar , for r being odd, is completely factored.
The entries of the Q-matrices are as defined in (3.2) except for Aa and Aa: So far it has been implied that only one processor is to be used for the partial factor ization of a Q -m atrix. Since each level of the multilevel algorithm deals with only half the number of Q-matrices as the previous level, one might consider using more than one processor for each Q -m atrix to try to keep all processors busy.
In the block parallel organization described in [10] , one processor is assigned to each Q -m atrix in the top level, two processors in the next level etc. up to 4 processors for the 2 x 2 Q-matrices and 8 processors for the 3 x 3 Q-matrices. The natural partitioning of the Q-matrices into blocks is used to allocate one or several blocks to each processor. Since the LU-factorization is partial, this approach results in good load balance and moderate communication overhead.
Multilevel solution
The purpose of the solution step is to compute x of (1.1). The solution is expressed symbolically as 
x2 b2
4jv-1
Furthermore partitioned vectors yu and bt similar to x u and 6t, respectively, are defined. In order to circumvent this problem and use the simple allocation and communication scheme examplified in Fig. 5 .1, the Q-matrices of levels other than the first one are redefined slightly.
The definition in (5.4) will supersede (3.6) in the following, and the prime symbol will be left out from the Q-matrices defined by (5.4). Likewise, the construction rule (3. 
Qa is composed from the lower right-hand 2 x 2 blocks and Aa is computed as Aa = Â 3 + Â a.
The observation leading to the redefinition of the Q-matrices for levels greater than one is that the partial factorization of a Q -m atrix leaves the first block row and column completely factored and the rest unfactored. This means that the first block row and column ( O (n2d_im) . This means that Table 6 .3 shows a worst-case situation, and that communication cost even for m = l becomes negligible for n2d _ i/m 1.
The operations count of a standard forward-backward solution based on an L Ufactored band matrix is
The speed-up of the multilevel solution algorithm can now be computed for the mini mum dimension problem as Ss = Tf F Bs / (Tf F ps + TCs) where the complexities are given in (6.7) (for n2d_i = m ), (6.8) and (6.9). Table 7 
.3
Load balancing and the maximum asymptotic speed-up computed for n > n i :
The speed-up of the minimum dimension problem Slu1 is a worst-case value. It is characterized by only two parameters, m and N, and it does not involve load balancing.
The maximum asymptotic speed-up cannot be attained since For m =15 and m =20 the observed speed-up is slightly greater than the predicted speed-up for p > 4. This phenomenon could be explained by the fact that the block structure of the Q-matrices in the multilevel algorithm leads to the equivalent of unrolling of the loops of the factorization algorithm. The sequential band matrix factorization is programmed in a straightforward style. Table 7 .2 shows measured and predicted (in paranthesis) values of the maximum asymptotic speed-up for the parallel multilevel LU-factorization. Since these speed-up values correspond to neglecting the computational expense of the lower levels, communi cation is also neglected in the model. The predicted speed-up values are computed from (6.2), (6.3), (6.11) and (7.2). There is very close agreement between measured and pre dicted values since the top level of the multilevel algorithm is programmed very similarly to the sequential band matrix factorization. This means that the measured speed-up is very close to the ratio of floating point operations counts.
Slu
T.2 Numerical results
The maximum asymptotic speed-up of the parallel LU-factorization using p processors and load balancing has the following limit which is easily derived from (6.1a,b) and (6. In Table 7 The measured speed-up values in Table 7 .3 for m =2 and m = 5 with p<8 are rather inaccurate because of the resolution of 5 msec in the execution time measurements.
Disregarding the inaccurate speed-up measurements, the observed speed-up is consis tently greater than the predicted speed-up for p>2. This somewhat surprising result was traced to an inadvertent exploitation of processor parallelism at the lower levels of the parallel solution algorithm. Floating point computation on the 80287 processor and index computation on the 80286 processor were to a certain degree overlapped in the parallel algorithm and not in the sequential solution algorithm.
There was no attempt to optimize either the sequential or the parallel implementation, and very careful optimization could probably improve the speed by 25% -50% . However communication would still be insignificant for problems large enough to justify the use of a parallel computer. The experimental implementation therefore fulfils its purpose of demonstrating the feasibility of the multilevel algorithm.
The A table analogous to Table 7 .2 with measured and predicted values of S f for load dis tribution for optimum LU-factorization was constructed. As expected, it was essentially identical to Table 7 .2, and it was therefore omitted.
Load distribution is chosen to be optimum for LU-factorization since this is close to minimum execution time for one LU-factorization followed by one solution step.
When one LU-factorization is computed followed by a large number of solution steps (e.g. Newton iteration) it may be advantageous to load balance for optimum solution speed. In this case we have:
S f -* (p + 2)/2 f o r ra -> oo This speed-up is almost twice as large as the corresponding limit value when load distri bution is with respect to LU-factorization as stated in (7.3). This value is a good approximation assuming load distribution and ''large" m. For m-values larger than those given in Table 7 .4, the row interleaved LU-factorization will be superior to the multilevel algorithm. For p = 2, the multilevel algorithm is always superior.
.3 Row interleaved factorization and solution
The values of table 7.4 were compared with measurements of an implementation of the row interleaved algorithm and measurements of the multilevel algorithm. The mea surements resulted in m =14 and m =20 for p=8 and p=16, respectively. This is in good agreement with the predictions of the model.
The row interleaved solution algorithm performs very poorly since the number og broadcasts is the same as for the LU-factorization while computation is 0 (m ) for each broadcast for the solution algorithm compared with 0 (m2) for the LU-factorization.
Concluding the comparison of multilevel and row interleaved algorithms, the former is superiour for narrow band problems while the latter takes over for wide band prob lems. The LU-factorizations break even for the m-values given in Table 7 .5. For one LU-factorization and one solution step, the m-values corresponding to break even will increase.
It is obvious that the m-values of Table 7 .4 are sensitive to the communication and computation performance of the parallel computer as modeled by T0, B and Tp. However, there is no trend in parallel computer technology towards a substantial shift of the break even values of m.
Finally, the multilevel solution method and the implementation techniques on the hypercube discribed in this paper should also be applicable to the other members of the family of permutations for parallel solution of block tridiagonal matrices proposed in [7] .
