Abstract-We study the applicability of distributed, local algorithms to 0/1 max-min LPs where the objective is to maximise min k P v c kv xv subject to P v aivxv ≤ 1 for each i and xv ≥ 0 for each v. Here c kv ∈ {0, 1}, aiv ∈ {0, 1}, and the support sets Vi = {v : aiv > 0} and V k = {v : c kv > 0} have bounded size; in particular, we study the case |V k | ≤ 2. Each agent v is responsible for choosing the value of xv based on information within its constant-size neighbourhood; the communication network is the hypergraph where the sets V k and Vi constitute the hyperedges. We present a local approximation algorithm which achieves an approximation ratio arbitrarily close to the theoretical lower bound presented in prior work.
I. INTRODUCTION
To motivate the problem setting studied in this paper, consider the toy network depicted in Fig. 1 . There are seven customers, k 1 , k 2 , . . . , k 7 , who are served by five access points, i 1 , i 2 , . . . , i 5 . The customers and access points are connected by the 14 numbered links. Now, suppose that we want to provide a maximum fair share of bandwidth to each customer, subject to the constraint that each access point can handle at most 1 unit of network traffic. Put otherwise, we want to maximise the minimum bandwidth available to a customer.
In formally precise terms, we want to solve the following optimisation problem, where the variables x 1 , x 2 , . . . , x 14 determine the amount of network traffic allocated to each link: maximise ω = min{ (k1)
x 3 + x 4 , . . . , (k7) x 13 + x 14 } subject to x 1 + x 3 + x 5 ≤ 1,
x 4 + x 7 + x 11 ≤ 1, (i3)
x 10 + x 12 + x 14 ≤ 1,
x 1 , x 2 , . . . , x 14 ≥ 0.
(
An optimal solution is x 1 = x 7 = 2/7, x 2 = x 8 = 3/7, x 3 = x 6 = x 11 = 0, x 4 = x 5 = x 12 = 5/7, x 9 = x 13 = 4/7, and x 10 = x 14 = 1/7, guaranteeing the bandwidth ω = 5/7 to each customer. This is the best possible fair bandwidth allocation for our toy network. Moreover, it can be argued that such an allocation is not completely trivial to find with heuristic techniques, even in the toy network. So far so good, but of course no one would seriously suggest a similar approach for optimising a real-world network. For one, any realistic network is several orders of magnitude larger, and, what is more, under constant change. In particular, it is not feasible to put together a snapshot of the relevant topology of the entire network, such as Fig. 1 , for purposes of optimisation.
Nevertheless, a disciplined global optimisation approach, such as (1) , provides an unequivocal benchmark for the design of distributed algorithms. Ideally, after each change in topology, the entire network should immediately converge to a global optimum. Of course, this ideal is unattainable if the nodes are only aware of their local neighbourhoods in the network. But not completely so: in certain cases local information does suffice to provably approximate the global optimum.
In this work we present a novel distributed algorithm for linear max-min optimisation problems such as (1). The algorithm is both an approximation algorithm, with a provable approximation guarantee, and a local algorithm, with a constant local horizon r which is independent of the size of the network (see Section I-A). In practical terms, this implies all of the following.
• The algorithm converges in r time units and recovers from a topology change in r time units.
• Whenever the network -or any part of it -has remained stable for r time units, the algorithm provides a provable approximation guarantee for that part.
• A topology change only affects those parts of the network that are within r hops from a node that loses or gains neighbours. The rest of the network stays in its current configuration, which is feasible and approximately optimal both before and after the topology change.
A. Local Algorithms
We say that a distributed algorithm has the local horizon r if a topology change at node v affects only those network nodes which are within r hops from node v. In other words, the output of node u is a function of input available in its radius r neighbourhood.
Distributed algorithms where the local horizon r is constant are called local algorithms or distributed constant-time algorithms. Naturally the local setting is very restrictive; there are fundamental obstacles which prevent us from solving problems by using a local algorithm [1] , [2] . However, a few positive results are known [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] . Our work presents a new example of such positive results.
If we assume that some auxiliary information -such as the coordinates of the nodes -is available, we can design local algorithms for a wider range of problems [11] , [12] , [13] . In the present work no such assumptions are necessary.
B. Max-Min Packing Problem
Formally, the problem setting that we study is a 0/1-version of the max-min packing problem [10] , defined as follows. Let V , I and K be disjoint index sets; we say that each v ∈ V is an agent, each k ∈ K is a beneficiary party, and each i ∈ I is a resource. We assume that one unit of activity by v benefits the party k by c kv ∈ {0, 1} units and consumes a iv ∈ {0, 1} units of the resource i; the objective is to set the activities to provide a fair share of benefit for each party. Assuming that the activity of agent v is x v units, the objective is to
We assume that the support sets defined for all i ∈ I, k ∈ K, and v ∈ V by
have bounded size. That is, we focus on instances of (2) such that 
C. Local, Distributed Setting
The model of distributed computation assumed in this work is as follows. Each agent v ∈ V is an independent computational entity; all agents execute the same deterministic algorithm. Agent v controls the associated variable x v .
The communication between the agents is constrained by the communication graph, a hypergraph H = (V, E), where the vertices V are the agents and the hyperedges are defined by E = {V i : i ∈ I} ∪ {V k : k ∈ K}. Two agents can communicate directly with each other if they are adjacent in H. Let d H (u, v) be the shortest-path distance (number of hyperedges, hop count) between u ∈ V and v ∈ V in H, and let
be the set of nodes within distance at most r from node v in hypergraph H.
Each agent v ∈ V has the following local input: the identifier of v, the hyperedges V i for which v ∈ V i , and the hyperedges V k for which v ∈ V k . The hyperedges are given as sets of identifiers.
The algorithm executed by the agents has the local horizon r if, for every agent v ∈ V , the value set to x v is a function of the local input of the agents in B H (v, r).
Thus, each agent v executing an algorithm with a local horizon r is completely oblivious to the network beyond B H (v, r + 1). In particular, two distinct agents u, v ∈ V may have the same identifier if d H (u, v) ≥ 2r + 3. Thus, without loss of generality we may assume that the local input of each agent has a size (in bits) that depends only on r, ∆ 
D. Prior Work and Contributions
This paper contributes to work in progress aimed at a complete characterisation of the local approximability of the max-min packing problem. Here we provide the answer for the case of 0/1 coefficients and ∆ V K = 2: Theorem 1: Let ∆ V I ≥ 2 be given. For any ǫ > 0, there is a local algorithm for 0/1 max-min packing problem (2) with the approximation ratio
This upper bound is tight; by prior work [10, Corollary 2] we know that for a given ∆ V I ≥ 2, there is no local approximation algorithm for (2) with an approximation ratio less than ∆ V I /2, and this holds even if
The safe algorithm [3] , [10] achieves the approximation ratio ∆ V I for (2). Our algorithm improves this by a factor of 2. The proof of Theorem 1 is structured as follows. First, Section II presents a simple modification of (2) which reduces the size of each constraint to 2, that is, we arrive at an instance with
The rest of this work, starting from Section III, presents a local approximation scheme for the special case
A local approximation scheme is a family of local algorithms such that for any ǫ > 0 there is a local algorithm which achieves the approximation ratio 1 + ǫ.
The local approximation scheme and the reduction of Section II constitute the proof of Theorem 1. We are able to achieve an approximation ratio arbitrarily close to the lower bound ∆ V I /2, in spite of the crude reduction that we used in Section II to bring ∆ V I down to 2.
II. REDUCING THE SIZE OF CONSTRAINTS
We first wishfully assume that for any ǫ ′ > 0 there is a local approximation algorithm which achieves the approximation ratio 1 + ǫ ′ for the special case
In this section, we show that this assumption directly implies our main result, Theorem 1.
Fix an ǫ > 0 and a bound ∆ V I > 2. Given an instance of (2), we replace each constraint which involves more than 2 variables by several constraints which involve exactly 2 variables each. In precise terms, consider i ∈ I such that
For example, the constraint x 1 + x 2 + x 3 ≤ 1 is replaced by the set of constraints x 1 + x 2 ≤ 1, x 1 + x 3 ≤ 1, and x 2 + x 3 ≤ 1. This can be done by a local algorithm.
The set of feasible solutions differs between the modified instance and the original instance. However, the utility of a solution, ω(x) = min k v c kv x v , is the same in both instances.
Once we have constructed the modified instance, we apply the local approximation scheme to solve it within the approximation ratio 1 + ǫ ′ where ǫ ′ = 2ǫ/∆ V I ; let x ′ be the solution. We form a solution x of the original instance by setting
First, we show that x is a feasible solution of the original instance. As x ′ satisfies all constraints of size at most 2, so does x. Now consider a constraint i in the original instance with more than 2 variables. Add up all new constraints which replace i in the modified instance to obtain
Second, we show that x is a (∆ V I /2 + ǫ)-approximate solution of the original instance. Let x * be an optimal solution of the original instance. Now x * is also a feasible solution of the modified instance, and ω(x * ) is a lower bound for the optimum value of the modified instance. Therefore ω(
. By the choice of x, we conclude that
III. PRESENTATION AS A GRAPH
We proceed to show that there indeed is a local approximation scheme for the special case
To simplify the discussion, we present the problem instance as an undirected multigraph G, where both edges and vertices are twocoloured. This allows us to describe the algorithm in graphtheoretic terms.
Example 3: We use the following instance of (2) to illustrate the presentation as a graph. The beneficiary parties are K = {k 1 , k 2 } and the constraints are I = {i 1 , i 2 , i 3 , i 4 }. The objective is to
The hypergraph H is illustrated in Fig. 3a ; solid lines are hyperedges V i and dashed lines are hyperedges V k . An optimal solution with ω = 2/3 is x 1 = 2/3, x 2 = x 3 = 1/3, and x 4 = x 5 = 0.
A. Remove Non-Contributing Agents
We have assumed that I v , V i and V k are nonempty for each v ∈ V , i ∈ I and k ∈ K. We can make a further assumption that K v is nonempty for each v. If this is not the case for some v, we can simply choose x v = 0 and remove the agent v from the problem instance. If such changes make V i empty for some i, we can remove the redundant constraint i. These modifications can be done by a local algorithm; this is step illustrated in Fig. 3b .
B. Hyperedges of Size 2 Only
At this point, |V k | ∈ {1, 2} for each k ∈ K and |V i | ∈ {1, 2} for each i ∈ I. If i, we add a new agent v into V , we force x v = 0, and we set a iv = 1.
After these changes, |V k | = 2 for each k ∈ K and |V i | = 2 for each i ∈ I. This simple structure comes at the cost of having some new agents v for which we force x v = 0; we also allow K v = ∅ or I v = ∅ for such agents.
Example 4: This step is illustrated in Fig. 3c . We have transformed (3) into the following form: maximise ω = min{x 1 + x 6 , x 2 + x 3 } subject to x 1 + x 2 ≤ 1, x 1 + x 3 ≤ 1, x 3 + x 7 ≤ 1, x 1 , x 2 , x 3 ≥ 0, and x 6 = x 7 = 0.
C. Construct the Graph
Next we represent the modified problem instance as an undirected multigraph G. The set of vertices of G is the set of agents V ; the vertices v for which we force x v = 0 are called 0-vertices and the remaining vertices are called x-vertices. For each party k ∈ K, we have the edge V k ; these are called K-edges. For each constraint i ∈ I, we have the edge V i ; these are called I-edges. There are no other edges. If there is an I-edge {u, v}, we say that u and v are I-adjacent. We define K-adjacent vertices analogously.
In other words, the vertices of G are coloured with two colours, 0 and x, and the edges are coloured with two colours, K and I. We have encoded the original problem instance as a coloured graph G.
The graph G for the instance (3) is illustrated in Fig. 3d . Open circles are 0-vertices and closed circles are x-vertices; solid lines are I-edges and dashed lines are K-edges.
IV. DEFINITIONS
Definition 1: Let X, Y ∈ {K, I}. A (v 0 , X, Y, v n )-walk is a finite sequence of the form (v 0 , e 1 , v 1 , e 2 , v 2 , . . . , e n , v n ) which satisfies all of the following: each v j is a vertex of G; each e j is an edge of the form {v j−1 , v j } in the graph G; the edges e j are alternately K-edges and I-edges; e 1 is an X-edge; and e n is a Y-edge. 
V. LOCAL ALGORITHM
Now we are ready to present the local approximation algorithm. More accurately, we present a local approximation scheme, a family of algorithms parametrised by the constant R. The value of R determines the desired trade-off between the local horizon and the approximation ratio: the local horizon is 2R and the approximation ratio is 1 + 1/(R − 1).
A local algorithm with any finite local horizon cannot determine the value of a(v, X, Y, 0) or A(v, X) in the general case. However, assuming that the local horizon is 2R, then each agent v can determine locally whether a(v, X, K, 0) ≤ R or not. Furthermore, each agent v can determine locally the value of b(v, X, K, 0) and B(v, X). It turns out that this information is sufficient in order to obtain an approximation algorithm.
Our local algorithm consists of two steps. In the first step, each x-vertex v determines whether a(v, K, K, 0) ≤ R, whether a(v, I, K, 0) ≤ R, and what are the values of b(v, I, K, 0), b(v, K, K, 0), B(v, I), and B(v, K). To implement this step in a real-world distributed system, it is sufficient to propagate K-hop counters along alternating walks in G for 2R communication rounds.
In the second step, each x-vertex v performs the following local computations. First, choose the value p v as follows.
Choose the value q v in an analogous manner.
This value is the output of the vertex v. Example 6: In Fig. 3d , agent 1 ∈ V chooses x 1 = 1/2 if R = 1 and
We now proceed to show that the chosen values x v provide a feasible and near-optimal solution to (2).
VI. AUXILIARY RESULTS
We begin with some observations on the structure of G. First, each 0-vertex is incident to exactly one edge. Second, each xvertex is incident to at least one K-edge and at least one I-edge.
Given an x-vertex v, we can construct both a (v, K, ·, ·)-walk and a (v, I, ·, ·)-walk with at least one edge, and we can extend such alternating walks indefinitely until we meet a 0-vertex.
Lemma 2: For any x-vertex v, the local algorithm chooses p v ≥ 1, q v ≥ 0, and x v ≤ 1.
Proof: Follows from the definitions.
A. Bounds for the Optimum
Now we give upper bounds for the optimum value of (2). Let x * be an optimal solution and let ω * be its objective value. Lemma 3: If there exists a (v, I, K, u)-walk of K-length n, then x * v − x * u ≤ (1 − ω * )n. Proof: If n = 1, then there is a vertex t, an I-edge {v, t}, and a K-edge {t, u}. Corollary 5: If there exists a (0, K, K, 0)-walk of K-length n, then ω * ≤ 1 − 1/n. Proof: The case n = 1 is not possible so assume n > 1. Then there is a (v, I, K, u)-walk of K-length n− 1 such that u is a 0-vertex and there is a K-edge between v and a 0-vertex. Therefore x * u = 0 and x * v ≥ ω * . By Lemma 3,
The claim follows. Example 7: By Corollary 5, ω * = 2/3 in (3).
B. Adjacent Vertices
Lemma 6: If v and u are I-adjacent x-vertices, then a (v, I, Y, b) -walk by first taking the I-edge {v, u}. The K-length does not change.
Lemma 7: If v and u are K-adjacent x-vertices, then 
VII. FEASIBILITY
We show that the values x v chosen by the local algorithm provide a feasible solution to (2) . Consider an I-edge {v, u}. We need to prove that x v + x u ≤ 1. If v or u is a 0-vertex, then the claim holds by Lemma 2; we focus on the case that v and u are x-vertices. We begin with the following lemma.
Lemma 8: If v and u are I-adjacent x-vertices, then we have p v ≤ q u .
Proof: First, assume that a(v, K, K, 0) ≤ R. In this case, Lemma 6 implies that a(u, I, K, 0) ≤ R. We have p v = b(v, I, K, 0) and q u = b(u, K, K, 0). We apply Lemma 6 again to obtain p v ≤ q u .
Second, assume that a(v, K, K, 0) > R. In this case, Lemma 6 implies that b(v, I, K, 0) ≤ b(u, K, K, 0) and B(v, K) ≤ B(u, I). We obtain
We conclude that the claim holds in both cases. Corollary 9: If v and u are I-adjacent x-vertices, then
Proof: By Lemma 8, we have p v ≤ q u , and by symmetry, p u ≤ q v . Therefore
This completes the proof.
VIII. APPROXIMATION GUARANTEE
Next we show that the values x v chosen by the local algorithm provide a near-optimal solution to (2) . Consider a K-edge {v, u}. We show that x v + x u ≥ αω * where
A. One x-vertex and One 0-vertex
Let us first consider the case where v is an x-vertex and u is a 0-vertex. Then we have
We have q v = 1 and
where n = p v +1. There exists a (0, K, K, 0)-walk of K-length n, starting from u and going through v. Corollary 5 implies ω
In the optimal solution, x * v ≤ 1 and x * u = 0. Therefore ω * ≤ 1.
Corollary 12: If x-vertex v and 0-vertex u are K-adjacent, then x v + x u ≥ αω * . Proof: Apply Lemmata 10 and 11.
B. Two x-vertices
Second, we consider the case where both v and u are xvertices. There are several subcases to study.
Regardless of whether q u satisfies (5a) or (5b), by Lemma 7
If p u satisfies (4a), we have
In both cases we have p u ≥ q v − 1. Therefore
As there exists a (0, K, K, 0)-walk of K-length p v + q v , Corollary 5 implies that ω
Regardless of whether q u satisfies (5a) or (5b), we have
As for p u , there are three cases. First, if p u satisfies (4a), we have by Lemma 7
Second, if p u satisfies (4b) and b(u, I, K, 0) < B(u, K), we have
Third, if p u satisfies (4b) and b(u, I, K, 0) ≥ B(u, K), we have
In each case we have p u ≥ q v − 1. Therefore
Because a(v, K, K, 0) ≤ R, there exists a 0-vertex incident to a K-edge and therefore ω * ≤ 1. Therefore
Again, there exists a 0-vertex incident to a K-edge and therefore ω * ≤ 1. By symmetry, p u ≥ q v + 1.
We conclude that 
