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THE SCALE FUNCTION AND TIDY SUBGROUPS
ALBRECHT BREHM, MAXIME GHEYSENS, ADRIEN LE BOUDEC,
AND RAFAELA ROLLIN
Abstract. This is an introduction to the structure theory of totally
disconnected locally compact groups initiated by Willis in 1994. The
two main tools in this theory are the scale function and tidy subgroups,
for which we present several properties and examples.
As an illustration of this theory, we give a proof of the fact that the set
of periodic elements in a totally disconnected locally compact group is
always closed, and that such a group cannot have ergodic automorphisms
as soon as it is non-compact.
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1. Introduction
Let G be a locally compact totally disconnected group. Recall that this
means that G is a group endowed with a group topology that is locally
compact, and such that connected components are singletons. Examples
of such groups include for instance the automorphism group Aut(Td) of
a regular tree Td of degree d ≥ 3, or the general linear group GLn(Qp)
endowed with its p-adic topology. We will denote by Aut(G) the group of
bicontinuous automorphisms of the group G.
Scale function. Recall that according to van Dantzig’s theorem, compact
open subgroups of G exist and form a basis of neighbourhoods of the identity
in G. We will denote by B(G) the collection of compact open subgroups of
G. For U ∈ B(G) and α ∈ Aut(G), observe that α(U) ∩ U is open in G,
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and since U is compact, this implies that α(U)∩U has finite index in α(U).
The scale function is defined as
s : Aut(G)→ N, α 7→ min
U∈B(G)
|α(U) : α(U) ∩ U |.
By identifying an element g ∈ G with the inner automorphism x 7→ gxg−1,
we obtain a function on G
s : G→ N, g 7→ min
U∈B(G)
|gUg−1 : gUg−1 ∩ U |.
We will call a compact open subgroup U ∈ B(G) minimising for α ∈
Aut(G) if
s(α) = |α(U) : α(U) ∩ U |,
i.e. if the minimum is attained at U .
The scale function was introduced by Willis in [Wil94], and was subse-
quently used to answer questions in different fields of mathematics. We refer
the reader to the introduction of [Wil15] and to references therein for more
details. Here we aim to give an account of this theory, with an emphasis on
examples (see Section 3).
Tidy subgroups. For α ∈ Aut(G) and U ∈ B(G), we let
U+ =
⋂
n≥0
αn(U) and U− =
⋂
n≥0
α−n(U).
Note that by definition U ∩ α(U+) = U+. We therefore have an injective
map
χ : α(U+)/U+ → α(U)/α(U) ∩ U,
and in particular |α(U+) : U+| ≤ |α(U) : α(U) ∩ U |. This motivates the
following definition.
Definition 1.1. A compact open subgroup U is called tidy above for α if
|α(U+) : U+| = |α(U) : α(U) ∩ U |.
We also let
U++ =
⋃
n≥0
αn(U+) and U−− =
⋃
n≥0
α−n(U−).
Note that these are increasing unions, and it follows that U++ and U−− are
subgroups of G.
Definition 1.2. A compact open subgroup U is called tidy below for α if
U++ and U−− are closed in G.
Definition 1.3. A compact open subgroup is called tidy for α if it is both
tidy above and tidy below for α.
One of the reasons why this notion of tidy subgroups is relevant in this
context is that it precisely describes the properties that minimising sub-
groups must have in common (see Theorem 2.5).
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Remark. As mentioned earlier, one can consider an element g ∈ G as the
induced inner automorphism of G. Conversely, an automorphism α can be
interpreted as conjugation in the group Z⋉αG, so that we will freely switch
between the two terminologies.
2. The structure of minimising subgroups
2.1. First properties of the scale function. In this paragraph we es-
tablish some elementary properties of the scale function, using hardly more
than its definition. The proofs are mainly taken from [Mo¨l02].
Recall that if µ is a left-invariant Haar measure on G, then for every
g ∈ G there exists a unique positive real number ∆(g) such that µ(Ag−1) =
∆(g)µ(A) for every Borel subset A of G. The function ∆ is called the
modular function on G, and is a continuous group homomorphism from G
to the multiplicative group of positive real numbers. There is an easy way
to express ∆ using a compact open subgroup of G.
Lemma 2.1. For all g ∈ G and for all U ∈ B(G), the modular function is
given by
∆(g) =
|U : U ∩ g−1Ug|
|U : U ∩ gUg−1|
.
Proof. The proof is a simple computation:
|U : U ∩ g−1Ug| = |gUg−1 : gUg−1 ∩ U |
=
µ(gUg−1)
µ(gUg−1 ∩ U)
=
µ(U)∆(g)
µ(gUg−1 ∩ U)
= |U : U ∩ gUg−1| ·∆(g).

Next we will use this representation of the modular function to connect
it to the scale.
Proposition 2.2. The relation
s(g)
s(g−1)
= ∆(g) holds for every g ∈ G.
Proof. Let g ∈ G and U1, U2 ∈ B(G) be such that s(g) = |U1 : U1 ∩ g
−1U1g|
and s(g−1) = |U2 : U2 ∩ gU2g
−1|. Since U1 and U2 minimise these indices,
we have
s(g)
s(g−1)
≥
|U1 : U1 ∩ g
−1U1g|
|U1 : U1 ∩ gU1g−1|
= ∆(g) =
|U2 : U2 ∩ g
−1U2g|
|U2 : U2 ∩ gU2g−1|
≥
s(g)
s(g−1)
,
using Lemma 2.1 to put the modular function in the middle of the inequality.

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Furthermore the proof of Proposition 2.2 shows (keeping notation) that
U1 and U2 are minimising for both g and g
−1. So the next corollary follows
directly.
Corollary 2.3. For g ∈ G and U ∈ B(G) we have s(g) = |gUg−1 : gUg−1∩
U | if and only if s(g−1) = |g−1Ug : g−1Ug ∩ U |.
The property that g and g−1 have the same minimising subgroups can be
used to prove the following property of the scale function.
Corollary 2.4. An element g ∈ G normalises some U ∈ B(G) if and only
if s(g) = 1 = s(g−1).
Proof. The “only if” direction holds due to the definition of the scale func-
tion. For the “if” direction we use Corollary 2.3 to see that there exists
U ∈ B(G) such that |U : U ∩ g−1Ug| = 1 = |U : U ∩ gUg−1|. So g−1Ug and
gUg−1 both contain U and hence are equal to U. 
Example. Let G = Aut(Td) be the automorphism group of a regular tree Td
of degree d ≥ 3. Recall that an element ϕ ∈ Aut(Td) either stabilises a point
or an edge, in which case it is called elliptic, or there exists a unique axis
along which ϕ is a translation, and we say that ϕ is hyperbolic. One easily
see that ϕ normalises a compact open subgroup of Aut(Td) if and only if ϕ
is elliptic, in which case we have s(ϕ) = s(ϕ−1) = 1. The scale function of
a hyperbolic element will be computed in Section 3.
2.2. Tidiness witnesses the scale. Given g ∈ G, the properties shared
by all the compact open subgroups at which the minimum is attained in the
definition of the scale of g, are exactly the tidiness criteria.
Theorem 2.5. [Wil01, Theorem 3.1] Let U be a compact open subgroup of
G and g ∈ G. Then U is minimising for g if and only if U is tidy for g.
On the proof. We first assume that the forward implication is proved, and
explain how to deduce the converse implication. The main argument is
[Wes14, Lemma 5.20], which says that the quantity |V : V ∩ g−1V g| does
not depend on the choice of V as soon as V is tidy for α. Now choose a
minimising subgroup U , and a tidy subgroup V . According to the forward
implication of the statement the subgroup U is also tidy, and by the previous
lemma one has |V : V ∩ g−1V g| = |U : U ∩ g−1Ug| = s(g). Therefore V is
minimising as well, which proves the claim.
The forward direction requires more work. This can be found in [Wil01,
Theorem 3.1] or [Wes14, p. 39]. 
2.3. Subgroups being tidy above. In this paragraph we give several char-
acterisations of the notion of being tidy above, and explain how to construct
subgroups tidy above for a given automorphism.
Proposition 2.6. For every α ∈ Aut(G) and every U ∈ B(G), the following
statements are equivalent:
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(1) U = U+U−,
(2) U is tidy above for α,
(3) U = U+
(
U ∩ α−1(U)
)
.
Proof. As observed earlier, the map
χ : α(U+)/U+ → α(U)/α(U) ∩ U, xU+ 7→ x(α(U) ∩ U)
is well-defined and injective. To see that (1) implies (2) we only have to
show surjectivity of χ. This follows immediately from
α(U)(α(U) ∩ U) = α(U+)α(U−)(α(U) ∩ U) ⊆ α(U+)(α(U) ∩ U)
and the disjointness of the cosets.
Now we show that (2) forces (3). Since χ is injective and by assumption
the domain and the codomain have the same finite cardinality, χ has to be
surjective. But this yields already
α(U) ⊆ α(U)(α(U) ∩ U) = α(U+)(α(U) ∩ U),
and by applying α−1 on both sides we get the claim.
In order to prove that (3) implies (1) we calculate by using the hypothesis
α−1(U) ∩ U = α−1
(
U+(α
−1(U) ∩ U)
)
∩ U+(α
−1(U) ∩ U).
The last term is a set of the form
L1(M1 ∩N1) ∩ L2(M2 ∩N2), Li ⊆ Ni, M2 = N1, L1 ⊆ L2.
One can easily check that this set can be written as L1(M1 ∩M2 ∩ N2).
Using this we obtain the following expression for U :
U = U+(α
−1(U) ∩ U) = U+α
−1(U+) (α
−2(U) ∩ α−1(U) ∩ U)︸ ︷︷ ︸
α−1(α−1(U)∩U)∩(α−1(U)∩U)
and by induction U = U+
⋂k
n=0 α
−n(U) for every k ≥ 1.
The conclusion then follows from a compactness argument, expressing
the idea that
⋂k
n=0 α
−n(U) tends to U− when k goes to infinity (see [Wil94,
Lemma 1] or [Wes14, Proposition 5.5]). 
The proof of the following proposition yields an explicit procedure to
exhibit subgroups that are tidy above for a given automorphism.
Proposition 2.7 (Existence of subgroups being tidy above). For every
α ∈ Aut(G), there is a compact open subgroup that is tidy above for α.
Proof. The idea is to start from an arbitrary compact open subgroup of G
and to consider Un =
⋂n
i=0 α
i(U) for n ≥ 0. By construction there is an
embedding
χn : α(Un)/α(Un) ∩ Un →֒ α(Un−1)/α(Un−1) ∩ Un−1.
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Hence these quotients form a chain with decreasing cardinalities. The com-
pact open property of U0 = U guarantees that U0/U1 is finite and therefore
the chain has to become stationary. So there exists N ∈ N such that
|α(Uj)/Uj+1| = |α(UN )/UN+1|
for every j ≥ N . We will show that V = UN is tidy above. By the choice
of N the inclusions χj,N : α(Uj)/α(Uj)∩Uj →֒ α(UN )/α(UN )∩UN are even
bijections for all j ≥ N . So we obtain by surjectivity of the map χj,N
α(V ) ⊆ α(UN )UN+1 = α(Uj)UN+1 = α(Uj)(UN∩α
N+1(U)) = α(Uj)(V ∩α(V )).
A compactness argument similar to the one of the end of the proof of Propo-
sition 2.6 yields α(V ) = α(V+)(V ∩ α(V )). Applying α
−1 on both sides, we
obtain that V is tidy above for α, which was the claim. 
An element g ∈ G is called periodic if 〈g〉 is compact. We denote the set
of all periodic elements of G by P (G). For example the reader can check as
an exercise that ϕ ∈ Aut(Td) is periodic if and only if ϕ is elliptic.
The following theorem was proved by Willis using tidy subgroups and
properties of the scale function such as continuity or Corollary 2.4 (see
[Wil95, Theorem 2]). Following [Wes14, Part 5], we present here a proof
using only tidiness above.
Theorem 2.8. The set P (G) is closed in G.
We will need the following easy lemma.
Lemma 2.9. If U is tidy above for g ∈ G, then (UgU)n = UgnU and
(Ug−1U)n = Ug−nU for all n ≥ 1.
Proof. It is sufficient to show the first equation, since g and g−1 have the
same tidy above subgroups. We prove this equation by induction on n. For
n = 1 there is nothing to prove. For n+1 we get (UgU)n+1 = (UgU)nUgU =
(UgnU)gU by induction hypothesis. The last term equals to UgnU−U+gU
since U is tidy above for g. Using the definition of U+ and U− we see that
UgnU− = Ug
n and U+gU = gU . Altogether we conclude that (UgU)
n+1 =
UgnU−U+gU = Ug
ngU = Ugn+1U , which completes the induction step. 
Proof of Theorem 2.8. We give the proof under the additional assumption
that G is second countable, which allows us to use sequences to check that
P (G) is closed.
Let (gi)i≥0 be a sequence in P (G) with limit g ∈ G. We need to prove
that g is contained in P (G). Let U ∈ B(G) be tidy above for g, and fix i ≥ 0
such that gi ∈ UgU (which is an open neighbourhood of g). Then there are
u, v ∈ U with gi = ugv.
Now we want to prove the existence of an integer n ≥ 0 such that gni ∈ U .
For this consider (gji )j≥0 which is a sequence in the compact set 〈gi〉 and thus
has a convergent subsequence. Let (gjki )k≥0 be this convergent subsequence
and h its limit point. Since h ∈ 〈gi〉, there is an integer m ∈ N such that
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h ∈ gmi U , which is an open neighbourhood of g
m
i . So we can build a new
sequence (gjk−mi )k≥0 converging to g
−m
i h ∈ U which gives us the existence
of the desired n with gni = (ugv)
n ∈ U .
Due to Lemma 2.9, there are u′, v′ ∈ U such that u′gnv′ = (ugv)n ∈ U ,
so already gn has to be contained in U . Therefore 〈gn〉 is compact as a
closed subset of the compact set U , and 〈g〉 is compact, since it has 〈gn〉 as
compact subgroup of finite index. Hence g is periodic. 
In [Wil95], Willis mention the following application of this result. In
1981 Hofmann asked if, for a general group G such that P (G) is dense in
G, already P (G) = G holds. In general the answer is no. A counterexample
is the group E of motions of the Euclidean plane, for which one can check
that P (E) consists of all rotations and reflections, and is a proper dense
subgroup of E. From Theorem 2.8 we can deduce a positive answer to
Hofmann’s question for totally disconnected locally compact groups.
2.4. Construction of tidy subgroups. In this paragraph we explain how
to construct tidy subgroups. Roughly the idea of the procedure is, given
a subgroup that is tidy above for g ∈ G, to add a g-invariant compact
subgroup.
For g ∈ G and U ∈ B(G), we let
LU =
{
x ∈ G : x ∈ gnUg−n for all but finitely many n ∈ Z
}
.
The following proof appears in [Wes14, Lemma 5.14].
Lemma 2.10. The subset LU is a subgroup normalised by g that is relatively
compact.
Proof. The verification of the fact that LU is a subgroup normalised by g
is easy, and we leave it to the reader. We prove that LU is contained in a
compact subset of G.
Since gU+g
−1 is compact and U is open, the intersection gU+g
−1 ∩U has
finite index in gU+g
−1. But this intersection is equal to U+ by definition,
and it follows that U+ ∩ LU has finite index in gU+g
−1 ∩ LU . We let X be
a finite set of left coset representatives, so that
gU+g
−1 ∩ LU = X (U+ ∩ LU ) .
We claim that for every n ≥ 1, one has
(1) gnU+g
−n ∩ LU =
(
0∏
i=n−1
giXg−i
)
U+ ∩ LU .
We argue by induction. The case n = 1 is nothing but the definition of the
set X. Assume that (1) holds for some n ≥ 1. Since LU is normalised by g,
we have
gn+1U+g
−(n+1) ∩ LU = g
(
gnU+g
−n ∩ LU
)
g−1.
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Using the induction hypothesis we obtain
gn+1U+g
−(n+1) ∩ LU = g
(
0∏
i=n−1
giXg−i
)
(U+ ∩ LU )g
−1
=
(
0∏
i=n−1
gi+1Xg−(i+1)
)
g(U+ ∩ LU )g
−1
=
(
1∏
i=n
giXg−i
)
X(U+ ∩ LU),
where the last equality follows from the definition of X. So we obtain that
gn+1U+g
−(n+1) ∩ LU =
(
0∏
i=n
giXg−i
)
U+ ∩ LU ,
and the proof of the induction step is complete.
Since X is finite, there exists some integer n0 ≥ 1 such that X lies inside
g−n0U−g
n0 . It follows that for every n ≥ n0, we have
gnXg−n ⊂ gn−n0U−g
−(n−n0) ⊂ U− ⊂ U.
Using (1) we obtain that for every n ≥ n0,
gnU+g
−n∩LU ⊂ U
(
0∏
i=n0−1
giXg−i
)
U+∩LU ⊂ U
(
0∏
i=n0−1
giXg−i
)
U =: K.
We obtain that LU , which is the increasing union for n ≥ n0 of g
nU+g
−n ∩
LU , is contained in K. The latter being compact since X is finite and U is
compact, this finishes the proof. 
For g ∈ G and U ∈ B(G), we denote by LU the closure of LU in G. The
reason why the definition of LU is relevant in this context comes from the
following result.
Proposition 2.11. Let g ∈ G and U ∈ B(G) being tidy above for g. Then
U is tidy for g if and only if LU ≤ U .
Proof. See for instance [Wes14, Proposition 5.15]. 
The following gives a recipe to construct tidy subgroups.
Proposition 2.12. For every g ∈ G, there exists U ∈ B(G) that is tidy
for g.
Proof. The strategy consists essentially in two steps.
Step 1. Given a compact open subgroup U of G, there exists n ≥ 0 such
that
⋂n
i=0 g
iUg−i is tidy above for g. The existence of such an integer has
been shown in the proof of Proposition 2.7.
Step 2. Assume we have a compact open subgroup U tidy above for g.
Let U ′ =
⋂
x∈LU
xUx−1. Since LU is compact according to Lemma 2.10,
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it follows that U ′ =
⋂k
i=1 xiUx
−1
i for some elements x1, . . . , xk ∈ LU , and
therefore U ′ is open in G. Since by definition U ′ is normalised by LU , it
follows that U ′LU is a compact open subgroup of G. Now going back to
Step 1, we can find some integer n ≥ 0 such that U ′′ =
⋂n
i=0 g
iU ′LUg
−i is
tidy above for g. Since LU is normalised by g, clearly LU ⊂ U
′′. We refer
the reader to [Wes14, Proposition 5.17] or [Wil01, Lemmas 3.3-3.8] to see
that this property implies that U ′′ is also tidy below for g. 
3. Examples
The goal of this section is to illustrate with several examples the notions
and results from the previous section.
3.1. Infinite direct product of a finite group. Let F be a non-trivial
finite group and G = FZ endowed with the product topology. We define
α ∈ Aut(G) by α((fn)) = (fn+1). Since G is compact, it is itself a tidy
subgroup for α. For every subset I ⊆ Z, define
EI = {(fn) ∈ G : fn = e for every n ∈ I}.
Let us consider the compact open subgroup U = E[−5,3]. By definition we
have U− = E[−5,∞[ and U+ = E]−∞,3]. We observe that
U ⊆ E]−∞,3]E[−5,∞[ = U+U− ⊆ U
and therefore U is tidy above for α. See Figure 1.
gap
| |
−5 3
Figure 1. This figure illustrates the subgroup U = E[−5,3]
of FZ. The fact that U is tidy above corresponds to the
existence of only one “gap”.
More generally, if I is a finite non-empty subset of Z whose minimum and
maximum are denoted respectively by a and b and U = EI , then we observe
that U− = E[a,∞[ and U+ = E]−∞,b], hence U+U− = E[a,b]. Therefore U
is tidy above for α if and only if I = [a, b]. Following the strategy used in
the proof of Proposition 2.7, we see that the intersection
⋂n
i=0 α
i(EI) will
indeed be equal to some E[a′,b] for n large enough (see Figure 2).
Furthermore we observe that U++ (resp. U−−) is the subgroup of se-
quences that are trivial below (resp. above) some index, which is a proper
dense subgroup, hence no EI is tidy below for α. We can also see that LU
is the dense subgroup of sequences with finite support, which is another
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Figure 2. A compact open subgroup of FZ which is not
tidy above for α. The successive intersections
⋂n
i=0 α
i(EI)
will gradually exhibit fewer and fewer “gaps”.
reason why EI cannot be a tidy subgroup by Proposition 2.11. Moreover,
we observe that the tidy subgroup given by the recipe of Proposition 2.12 is
the whole group G.
3.2. A p-adic Lie group. We let p be a prime number, G = GL2(Qp)
be the group of invertible 2 × 2 matrices over the field of p-adic numbers,
and g ∈ G be the diagonal matrix g = diag(p, 1). We follow the recipe to
construct a compact open subgroup of G tidy for g. Let us start with the
compact open subgroup U = SL2(Zp). Since conjugation by g
n, n ∈ Z,
multiplies the upper right entry of a matrix by pn and the lower left entry
by p−n, it follows that
U+ =
(
∗ 0
∗ ∗
)
∩ SL2(Zp) and U− =
(
∗ ∗
0 ∗
)
∩ SL2(Zp).
Now we claim that U+U− ( U . Indeed, argue by contradiction and assume
that U+U− = U . Using the natural morphism SL2(Zp) ։ SL2(Fp), we ob-
tain that a similar equality holds in the finite group SL2(Fp), where Fp is
the field with p elements. But this is impossible for counting reasons, since
the set of products xy in SL2(Fp) with x lower triangular and y upper trian-
gular has cardinality (p − 1)p2, whereas the group SL2(Fp) has cardinality
(p− 1)p(p + 1).
So it follows that U = SL2(Zp) is not tidy above for g. Following the
construction on the proof of Proposition 2.7, we let
U ′ = U ∩ gUg−1 =
(
∗ pZp
∗ ∗
)
∩ SL2(Zp).
Similarly U ′+ and U
′
− are the sets of matrices of determinant one of the form
U ′+ =
(
Z×p 0
Zp Z
×
p
)
and U ′− =
(
Z×p pZp
0 Z×p
)
.
Now observe that the upper left entry of any element of U ′ must be a unit
in Zp, and a trivial computation shows that(
a pb
c d
)
=
(
a 0
c a−1
)(
1 pba−1
0 1
)
,
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so one has U ′ = U ′+U
′
− and U
′ is tidy above for g. Moreover
U ′++ =
(
Z×p 0
Qp Z
×
p
)
and U ′−− =
(
Z×p Qp
0 Z×p
)
are closed in G, so U ′ is also tidy below for g. Therefore U ′ is minimising
for g, and it follows that the scale of g is the index of U ′+ in gU
′
+g
−1, which
is equal to p.
3.3. The automorphism group of a regular tree. We let G = Aut(Td)
be the automorphism group of the regular tree Td of degree d ≥ 3, and we
compute the scale function and describe tidy subgroups of any element of
G (see also [Wil94, Section 3]).
If ϕ ∈ G is elliptic then ϕ normalises either an edge-stabiliser or a vertex-
stabiliser. Such a compact open subgroup is necessarily tidy for ϕ, and ϕ
has scale one.
Now assume that ϕ is a hyperbolic element whose axis is defined by the
sequence of vertices (vn), n ∈ Z, indexed so that ϕ translates in the positive
direction. We denote by ξ−, ξ+ ∈ ∂Td the repelling and attracting endpoints
of ϕ. Let v be a vertex of Td, and let U ∈ B(G) be the stabiliser of v. Then
U+ (resp. U−) is the subgroup of elements fixing pointwise the set of vertices
ϕn(v) for n ≥ 0 (resp. n ≤ 0). In particular any element of U+U− fixes
pointwise the unique geodesic between v and the axis of ϕ. It follows that
if v does not lie on the axis of ϕ then U cannot be tidy above for ϕ. When
v lies on the axis of ϕ, a similar argument shows that an element of U+U−
cannot send the edge emanating from v and pointing toward ξ− to the one
pointing toward ξ+, so again U+U− ( U .
Now let U be the stabiliser of v0 for example, and let U
′ = U ∩ ϕUϕ−1
be the stabiliser of the geodesic between v0 and vℓ, where ℓ ≥ 1 is the
translation length of ϕ. Note that any element of U ′ fixes the two half-
trees of Td obtained by cutting the edge (v0, v1). Again U
′
+ (resp. U
′
−) is
the pointwise stabiliser of the geodesic ray (ϕnv0)n≥0 (resp. (ϕ
nvℓ)n≤0), and
an easy verification shows that U ′ = U ′+U
′
−. Moreover U
′
++ (resp. U
′
−−)
is the subgroup of the stabiliser in G of ξ+ (resp. ξ−) consisting of elliptic
isometries, and therefore is closed. So U ′ is tidy for g.
A direct computation shows that the stabiliser of v2ℓ has index (d − 1)
ℓ
in U ′, so it follows that the scale of ϕ is equal to (d− 1)ℓ.
4. Ergodic automorphisms of locally compact groups
We conclude with an application of tidy subgroups to ergodic theory, due
to Previts and Wu [PW03]. In 1955 Halmos asked the following question
(see [Hal60, p. 29]): “Can an automorphism of a locally compact but non-
compact group be an ergodic measure-preserving transformation?”. Recall
that a transformation T is called ergodic relatively to a measure µ if for
any measurable set E such that µ(T−1E△E) = 0, one has µ(E) = 0 or
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µ(Ec) = 0. Here, ergodicity has to be understood with respect to a left-
invariant Haar measure on the group.
The answer to Halmos’s question is negative, as it was progressively
proved by Juzvinski˘i, Rajagopalan, Kaufman, Wu, and Aoki in several works
ranging from 1965 to 1985. See the introduction of [PW03] for more details
on this topic. We give here only a part of this solution, namely the result of
Aoki for the totally disconnected case, following the proof given in [PW03].
Theorem 4.1 ([Aok85, Theorem 1]). A totally disconnected locally compact
group admitting an ergodic automorphism must be compact.
Conversely, a compact group may have ergodic automorphisms: consider
the Bernoulli shift σ on the profinite group (Z/2Z)Z, defined by σ((gn)) =
(gn−1).
It is clear that a non-trivial discrete group cannot have an ergodic au-
tomorphism, so we may assume the group under consideration to be non-
discrete.
Before going to the proof of Theorem 4.1, let us mention that, by a result
of Rajagopalan ([Raj66, Theorem 1]), a continuous ergodic automorphism
of a locally compact group is automatically bicontinuous.
4.1. Reduction of the problem. We will first gradually reduce the prob-
lem to a more tractable case. More precisely, we will show that we may
assume the group to be second countable and the automorphism to have a
dense orbit.
Lemma 4.2. If a locally compact group G admits an ergodic automorphism
f , then G is σ-compact.
Proof. Indeed, let V be a symmetric compact neighbourhood of the identity.
The subgroup H = 〈V 〉 =
⋃
n V
n is obviously open and σ-compact. Hence
so is the subgroup H ′ generated by the f -translates of H. But H ′ is clearly
f -invariant, hence H ′ = G by ergodicity. 
Lemma 4.3. To prove Theorem 4.1, we may assume that the group is sep-
arable and metrisable (in particular, second countable).
Proof. By the previous lemma, the group G is σ-compact. Therefore, by the
Kakutani-Kodaira theorem (see [HR79, Theorem 8.7]), there exists a normal
subgroup K such that the quotient G/K is separable and metrisable. Let
Kn =
⋂n
−n f
j(K). The quotient G/Kn embeds into the product
n∏
j=−n
G/f j(K),
hence is also separable and metrisable. Therefore, so is G′ = G/K∞ (where
K∞ =
⋂∞
−∞ f
j(K)), which is the inverse limit of the G/Kn. Obviously, the
automorphism f descends to G′ and is still ergodic; moreover, G is compact
if and only if G′ is so (since K∞ is compact). 
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Lemma 4.4. If f is an ergodic automorphism of a locally compact second
countable group, then f has a dense orbit.
Proof. Let {On} be a countable basis of open sets. Suppose by contradiction
that no point of G has a dense orbit. Then for any x ∈ G, there is an integer
nx such that x does not belong to the orbit of Onx . The latter is an f -
invariant set containing an open subset, hence its complement has measure
zero, by ergodicity. Therefore G could be written as the countable union of
the G \
⋃
j f
j(On), hence would have measure zero, which is absurd. 
4.2. Tidy subgroups come into play. We will need the following result
about tidy subgroups.
Proposition 4.5. Let G be a totally disconnected locally compact group. If
U is a tidy subgroup for α ∈ Aut(G), then the set U⋆ =
⋃
i>0 α
i(U) is (open
and) closed.
Proof. See [Wil94, Proposition 1]. 
We finally need the following easy lemma.
Lemma 4.6. Let X be a locally compact non-discrete space and f an au-
tomorphism with a dense orbit. If A ⊆ X is a non-empty open and closed
subset such that f(A) ⊆ A, then A = X.
Proof. Let x be a point in A with dense orbit, which exists because A is open.
By density of the orbit and non-discreteness of the space, there is a strictly
monotone sequence of integers ni such that x is the limit of f
ni(x). We
may assume all the ni to be of the same sign, say positive (the negative case
being proved similarly). Let k ∈ N. As f(A) ⊆ A, fk(x) ∈ A. Moreover,
f−k(x) is the limit of the points fni−k(x), which are in A for i big enough.
Hence f−k(x) is also in A, as the latter is closed. Therefore A is a closed
set containing the orbit of x, which is dense, hence A = X. 
Proof of Theorem 4.1. Let U be a tidy subgroup for the automorphism f .
By Proposition 4.5, U⋆ =
⋃
i>0 f
i(U) is closed and open. By Lemma 4.6,
U⋆ = G. Therefore, by compactness of U , f−1(U) must lie inside Um =⋃m
i>0 f
i(U) for some m. Thus we have
Um ⊆ Um+1 = U ∪ f(Um) ⊆ f(Um)
and Lemma 4.6 again implies that G = Um, hence G is compact. 
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