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Resumen
En los u´ltimos an˜os, la combinacio´n de tecnolog´ıas de control mioele´ctrico e in-
terfaces cerebro-ma´quina (Brain Machine Interface, BMI) en un nu´mero creciente
de estudios relacionados con el control de pro´tesis, exoesqueletos, o cualquier dispo-
sitivo ajeno al cuerpo humano, han hecho avances signiﬁcativos en el campo de la
rehabilitacio´n de la locomocio´n humana, esto con el ﬁn de proporcionar los medios
suﬁcientes para restaurar la funcio´n motriz de algu´n paciente. Sin embargo, para
realizar dicha tarea se requiere de un sistema que sea capaz de estimar una variable
cinema´tica partiendo de sen˜ales ﬁsiolo´gicas.
ix
Resumen x
Dicho sistema necesita de un modelo matema´tico que relacione la variable ci-
nema´tica con la sen˜al ﬁsiolo´gica, sin embargo debido a la complejidad del modelo
matema´tico, se planteo´ dividir el problema en dos casos de estudio diferentes, propo-
niendo una etapa de clasiﬁcacio´n para determinar el punto de operacio´n del paciente,
y un decodiﬁcador que estima la variable cinema´tica (segu´n el punto de operacio´n
del paciente).
En esta tesis se abordan los problemas de pre-procesamiento, clasiﬁcacio´n y
decodiﬁcacio´n de sen˜ales EEG y EMG respectivamente, se propone un esquema de
clasiﬁcador/decodiﬁcador para estimar una variable cinema´tica durante la locomo-
cio´n humana, se realiza un estudio comparativo de diversos algoritmos para cada
etapa del esquema propuesto. Se presentan simulaciones, comparaciones e imple-
mentacio´n de los algoritmos descritos en la literatura revisada, utilizando “hardware
in the loop”para probar los esquemas propuestos en esta investigacio´n.
Firma del asesor:
Dr. Miguel Angel Platas Garza
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Introduccio´n
Tomando en cuenta estad´ısticas como las que se muestran en la Figura 1.1 [1–3],
existe un nu´mero creciente de personas con discapacidades motrices, lo anterior ha
llevado al desarrollo de l´ıneas de investigacio´n centradas en el desarrollo de interfaces
cerebro computadora, interfaces cerebro maquina o enfoques h´ıbridos de los mismos.
(a) (b)
Figura 1.1: Datos estad´ısticos de ENSANUT(a,b), U.S Census Bureau, Eurostat (b).
Las Interfaces Cerebro-Computadora (BCI, por sus siglas en Ingle´s) o las In-
terfaces Cerebro-Ma´quina (BMI, por sus siglas en Ingle´s) son sistemas que usan las
sen˜ales ﬁsiolo´gicas de un usuario (generalmente discapacitado) con el ﬁn de proveerle
un canal alternativo de comunicacio´n con algu´n otro dispositivo externo y con esto
mejorar la calidad de vida de dicho usuario [4].
1
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La clasiﬁcacio´n de estos sistemas puede ser segu´n el objetivo con el que se
desee procesar la sen˜al; si se emplea para el procesamiento, ana´lisis o diagnostico por
computadora se le denomina BCI, o por el contrario, si se usa para la manipulacio´n
de un robot, pro´tesis, ortesis, exoesqueletos o algu´n otro actuador se conoce como
BMI. Tambie´n pueden ser clasiﬁcadas segu´n la sen˜al con la que se desee procesar,
por lo que se le conoce como interfaz hibrida [5] (hBCI o hBMI) al sistema que
procese alguna otra sen˜al ﬁsiolo´gica adema´s de la cerebral.
La arquitectura de estos sistemas puede variar segu´n sea el objetivo del mismo,
sin embargo las etapas que comu´nmente conforman la arquitectura de una BCI (o
BMI) se muestran en la Figura 1.2.
Figura 1.2: Arquitectura t´ıpica para una BCI o una BMI.
A continuacio´n se da una breve descripcio´n de cada una de las etapas fund-
mentales, as´ı como algunas metodolog´ıas que se utilizan en los sistemas BCI’s para
efectuar su tarea.
1. Adquisicio´n de la sen˜al: En esta etapa se adquiere y discretiza la sen˜al
que posteriormente se procesara´. Existen diversos me´todos para la adquisi-
cio´n, los cuales son clasiﬁcados como invasivos y no invasivos; los invasivos se
caracterizan por adquirir la sen˜al directamente de la corteza cerebral como el
electrocorticograma (ECoG), mientras que los no invasivos adquieren la sen˜al
de manera indirecta, tal como el encefalograma (EEG), que adquiere la sen˜al
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a trave´s de electrodos colocados en posiciones especiﬁcas del cuero cabelludo.
Algunos ejemplos se enlistan en la Figura 1.3.
Figura 1.3: Me´todos para la adquisicio´n de la sen˜al deseada [4, 5].
2. Pre-procesamiento: En esta etapa se busca acondicionar las sen˜ales de en-
trada con el ﬁn de tener un mejor desempen˜o para las etapas posteriores del
procesamiento, debido a que las sen˜ales ﬁsiolo´gicas suelen ser susceptibles a rui-
do involuntario como el parpadeo, la respiracio´n o cualquier otro ruido interno
o externo que afecte a la salida del procesamiento. En esta parte se aplican
algoritmos para separacio´n y reduccio´n de los efectos de los artefactos (sen˜ales
para´sitas para nuestros ﬁnes) de la sen˜al origen. Este ruido generalmente es
despreciado usando te´cnicas enlistadas en la Figura 1.4.
Figura 1.4: Me´todos para el pre-procesamiento de una sen˜al [4–8].
3. Extraccio´n de caracter´ısticas: Esta etapa se encarga de obtener la informa-
cio´n ma´s relevante de las sen˜ales, dicha informacio´n es resumida en un vector
de caracter´ısticas. Estas caracter´ısticas pueden obtenerse por las te´cnicas des-
critas en la Figura 1.5.
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Figura 1.5: Me´todos para la extraccio´n de caracter´ısticas de una sen˜al [4–6,9].
4. Clasiﬁcacio´n: Esta etapa es la que se encarga de buscar una relacio´n entre el
vector de caracter´ısticas con un cierto criterio de clasiﬁcacio´n y que derive una
sen˜al de control. Algunas categor´ıas de clasiﬁcadores se muestran en la Figura
1.6.
Figura 1.6: Me´todos para la clasiﬁcacio´n de las caracter´ısticas de una sen˜al [4–6, 9].
5. Decodiﬁcacio´n: Las BMI son las que requieren de esta etapa, debido a que
se busca es establecer la relacio´n entre la sen˜al de entrada y la salida de con-
trol para el dispositivo ﬁnal, en esta etapa se involucran algoritmos como los
enlistados en la Figura 1.7.
Figura 1.7: Me´todos para la decodiﬁcio´n de la sen˜al deseada [10–14].
Este cap´ıtulo esta´ dedicado a los preliminares de este trabajo, mostrando las partes
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fundamentales que conforman las BCI y BMI; el resto del cap´ıtulo esta´ distribuido
de la siguiente manera: En la Seccio´n 1.1 se explican las razones por las cuales estas
tecnolog´ıas han tenido un gran auge en los u´ltimos an˜os. En 1.2 se muestran algunos
de los avances que se han realizado en esta l´ınea de investigacio´n. En 1.3 se resumen
las a´reas de oportunidad de las BMI actuales. En 1.4 se plantea la idea con la cual se
piensa abordar el problema a resolver. En 1.5 se plantean los alcances de este trabajo
mediante la deﬁnicio´n del objetivo general y los particulares. En 1.6 se describe la
metodolog´ıa con la que se trabajo a lo largo del estudio. En 1.7 se describen las
contribuciones y en 1.8 se describe el orden de los cap´ıtulos de esta tesis.
1.1 Motivacio´n
Iniciando con una perspectiva nacional, los resultados del Censo de Me´xico en
el 2010 relacionados al porcentaje de las causas por la cual existe el padecimiento
motriz en la poblacio´n con discapacidades se muestran en la Figura 1.8; mientras que
de acuerdo a la Encuesta Nacional de Salud y Nutricio´n (ENSANUT) 2012, para la
poblacio´n de seis an˜os o ma´s, el tipo de discapacidad (consecuencia de la deﬁciencia
en la persona afectada) que tuvo la prevalencias ma´s altas fue la diﬁcultad para
caminar, moverse, subir o bajar miembros corporales (4.9% en hombres y 5.8% en
mujeres) tal como se muestra en la Figura 1.1 [3].
Figura 1.8: Resultados estad´ısticos de las causas del por las que la poblacio´n presenta
problemas motrices del Censo 2010.
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Abordando una perspectiva internacional; en los Estados Unidos durante el
2010, alrededor de 30.6 millones de personas ten´ıan una discapacidad asociada con
sus actividades ambulatorias tales como diﬁcultad al caminar, subir o bajar escaleras
o tienen la necesidad de usar una silla de ruedas, andador, basto´n o muletas. En
el 2011, en la Unio´n Europea, hab´ıa alrededor de 11.8 millones de personas con
discapacidad para caminar [1, 2]. Finalmente, cada an˜o, 15 millones de personas en
el mundo sufren un accidente cerebro vascular (ACV). De estos, 5 millones mueren
y otros 5 millones quedan permanentemente discapacitados [15].
Dichas estad´ısticas han impulsado la investigacio´n sobre me´todos para permi-
tirle al usuario recuperar sus habilidades motrices o establecer comandos basados en
sen˜ales ﬁsiolo´gicas, dando como resultado una nueva l´ınea de investigacio´n llamada
Interfaz cerebro-computadora (BCI), el cual permite a pacientes con discapaciades
motrices, interactuar con el ambiente.
1.2 Antecedentes
El origen de las tecnolog´ıas BCI nacio´ con el descubrimiento de la natura-
leza ele´ctrica del cerebro. El te´rmino de Interfaz Cerebro-Computadora (BCI) fue
primeramente utilizado por Jacques Vidal (1973) [16] mientras med´ıa potenciales
ele´ctricos del cerebro en el cuero cabelludo por medio de un electroencefalograma
(EEG). En 1990 surgieron los primeros intentos de utilizar EEG y han continuado
desde entonces hasta permitir su uso a un nu´mero relativamente grande de pacientes
humanos [16]. Debido a la mejora continua en dispositivos de EEG y a computadoras
ma´s ra´pidas, se han ofrecido nueva posibilidades, por lo que el nu´mero de grupos de
investigacio´n de BCI incrementa cada an˜o, tal como se muestra en la Figura 1.9.
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(a) (b)
Figura 1.9: Descripcio´n gra´ﬁca de la tendencia en la investigacio´n de BCI. a) Repre-
senta de trabajos relacionados por an˜o. b) Representa el incremento en participantes
por an˜o [16, 17].
En las u´ltimas de´cadas las l´ıneas de investigacio´n que involucran las BCIs o
BMIs se han diversiﬁcado, llegando a cubrir aplicaciones puntuales como en [19],
en el que se controla una pro´tesis con una BCI basada en sen˜ales SSVEP (sen˜ales
neurales que son respuestas naturales de algu´n est´ımulo visual), otro caso es el de [18]
donde se disen˜o un sistema embebido para la manipulacio´n de una cama de hospital
usando una BCI basada en sen˜ales SSVEP.
Entre las investigaciones relacionadas con la implementacio´n de un sistema
BCI se destacan: el desarrollo un sistema embebido de una BCI basada en tecnolog´ıa
FPGA (Field Programable Gate Array) para el control de dispositivos caseros [20],
el disen˜o de un sistema BCI para control de una cama de enfermer´ıa basada en
tecnolog´ıa FPGA [21], el desarrollo de un sistema conﬁable BCI para marcar un
tele´fono mo´vil [22]; en [23] se describe el disen˜o de un hardware portable basado en la
plataforma CompactRIO en el que se implemento´ el algoritmo ICA y en [24] se disen˜o
un sistema portable para la adquisicio´n y control de datos ambulatorios basadose en
ﬁltros pasivos, ampliﬁcadores lineales y ampliﬁcadores de instrumentacio´n; para el
control, usaron dos microcontroladores H9S12C32 de Motorola.
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En la Tabla 1.1 se resumen algunos otros trabajos que esta´n relacionados.
Tabla 1.1: Revisio´n bibliogra´ﬁca de algunos trabajos relacionados a BCIs [4].
La mayor´ıa de los trabajos desarrollos en la literatura se basan en pre-procesar
y/o clasiﬁcar tareas para la generacio´n de comandos y no cuentan con una etapa
de decodiﬁcacio´n de variables cinema´ticas del cuerpo humano [20–24]. Es decir, las
investigaciones en BCIs por su lado suelen tener una arquitectura limitada hasta la
etapa de clasiﬁcacio´n; sin embargo existen trabajos patentados en los que se busca
la decodiﬁcacio´n de alguna la variable cinema´tica [25–27]. Asimismo, muchos de los
desarrollos que se enfocan en la decodiﬁcacio´n y clasiﬁcacio´n de miembros superiores
exclusivamente [16,19,28], siendo un area de oportunidad el enfoque sobre miembros
inferiores.
Los trabajos anteriormente mencionados [11–14,16,24,29], son ejemplos de sis-
temas en los que utilizan alguna faceta de la sen˜al cerebral unicamente, sin embargo
existen trabajos en donde se emplean otro tipo de sen˜ales, por ejemplo en [30] se uti-
lizan las sen˜ales electromiogra´ﬁcas (EMG) para controlar una ortesis de un miembro
inferior humano mediante el uso de una funcio´n que relaciona la sen˜al mioele´ctrica
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y la fuerza requerida por el usuario. En [31], controlan un exosqueleto de la unio´n
del codo con la sen˜al mioele´ctrica y un modelo basado en el modelo matema´tico de
Hill.
Sin embargo existen pocos trabajos [18,19] en los que se plantea un proceso de
decodiﬁcacio´n de variables cinema´ticas relacionando las dos sen˜ales EEG y EMG.
Solamente en [26] se plantea un esquema de implementacio´n en un dispositivo, sin
embargo, en este dispositivo analo´gico no es posible embeber ma´s de una velocidad
simulta´neamente, ya que por cada velocidad de operacio´n deseada es necesario rea-
lizar una etapa de entrenamiento previa por el me´todo de gradiente descendente,
requiriendo de una sen˜al cinema´tica de referencia. En la Tabla 1.1 se resumen otros
trabajos relacionados a BMIs en la actividad de locomocio´n humana.
Tabla 1.2: Revisio´n bibliogra´ﬁca de algunos trabajos relacionados a la etapa de
decodiﬁcacio´n de una BMIs [10–14].
Por u´ltimo, la mayor´ıa de las investigaciones en BMIs (tambie´n en BCIs) se
realiza en entornos controlados como en cl´ınicas o laboratorios especializados, utili-
zando electroencefalogramas de grado me´dico, equipo de grabacio´n, una posicio´n de
electrodos estandarizada con una resolucio´n espacial y temporal muy alta y la asis-
tencia de un experto. Otro aspecto te´cnico importante es la existencia de trabajos en
los que se realiza procesamiento en una computadora, lo cual limita la portabilidad
del dispositivo para el usuario ﬁnal [4, 5, 9, 26, 29]. Debido a esto, existen diversos
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trabajos que mencionan y trabajan sobre la importancia de abordar el tema de por-
tabilidad y la operacio´n en tiempo real de sistemas BCIs [4], por lo que es necesario
desarrollar una plataforma portable, de bajo costo y que permita a los investigadores
y usuarios trabajar en l´ınea. Debido a esto se tiene la conviccio´n de que hace falta
disen˜o de un sistema embebido compacto para el procesamiento de sen˜ales EEG y/o
EMG relacionadas a la locomocio´n humana.
1.3 Planteamiento del problema
La comunidad cient´ıﬁca ha discutido la ﬁnalidad de las BCIs, la cual busca
brindarle al usuario el mayor apoyo posible, procesando las sen˜ales ﬁsiolo´gicas del
mismo, sin embargo la mayor parte del procesamiento de las sen˜ales ﬁsiolo´gicas de
una BCI o BMI actuales se realiza en una computadora (PC), haciendo al usuario
dependiente de una PC. Adema´s de esta limitante se encuentran otras como el
operar con un solo tipo de sen˜al ﬁsiolo´gica, lo cual vuelve al sistema suceptible a las
propiedades de la sen˜al a procesar.
Otro aspecto importante es la etapa de decodiﬁcacio´n que necesita de un mo-
delo matema´tico que relacione la sen˜al ﬁsiolo´gica con la VC (variable cinema´tica),
sin embargo dicho modelo requiere de varios parametros del usuario, los cuales re-
sulta complicado obtenerlos en la pra´ctica [31]. Tambie´n se han usado me´todos para
la identiﬁcacio´n de para´metros, sin embargo el modelo es limitado ﬁjando un solo
punto de operacio´n, causando que baje el desempen˜o en algu´n otro punto.
1.4 Hipo´tesis
Debido a las desventajas identiﬁcadas anteriormente se propone que con el uso
de un esquema de clasiﬁcador/decodiﬁcador basado en sen˜ales EEG/EMG (Figura
1.10) respectivamente, con el cual se plantea mejorar el proceso de estimacio´n de
variables cinema´ticas relacionadas a la locomocio´n humana a distintas velocidades.
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Figura 1.10: Esquema clasiﬁcador/decodiﬁcador propuesto.
1.5 Objetivos
1.5.1 Objetivo general
Disen˜ar un dispositivo digital porta´til que permita la estimacio´n de los a´ngulos
de las articulaciones durante la locomocio´n humana, a partir del procesamiento de
sen˜ales electroencefalogra´ﬁcas y electromiogra´ﬁcas. El propo´sito de este dispositivo
es que sea una interfaz entre las sen˜ales ﬁsiolo´gicas del usuario y un dispositivo de
asistencia motriz, tal como una pro´tesis o un exoesqueletos.
1.5.2 Objetivos particulares
1. Decodiﬁcar una variable cinema´tica de un miembro inferior (rodilla).
2. Evaluar y comparar el desempen˜o de los algoritmos propuestos.
3. Implementar los algoritmos que comforman la hBMI.
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1.6 Metodolog´ıa
1. Revisio´n bibliogra´ﬁca general
2. Obtener datos experimentales de sen˜ales EMG y EEG durante la caminata a
diferente velocidad.
3. Pre-seleccio´n de algoritmos a evaluar para cada etapa de la hBMI.
4. Establecer la etapa de pre-procesamiento para las sen˜ales EEG y EMG.
5. Disen˜o y simulacio´n de algoritmos seleccionados.
6. Realizar una serie de simulaciones nume´ricas para seleccionar los algoritmos
de cada etapa a implementar.
7. Seleccio´n de Hardware.
8. Implementacio´n del sistema propuesto.
9. Conclusiones del desempen˜o de la implementacio´n.
1.6.1 Esquema Propuesto
La metodolog´ıa propuesta para realizar las estimaciones del presente trabajo
consta de tres etapas de procesamiento de sen˜al (Figura 1.10): i) Pre-procesamiento
de sen˜ales EEG y EMG, ii) Clasiﬁcacio´n de velocidad de acuerdo a sen˜al EEG y
iii) Decodiﬁcacio´n de VCs a partir de sen˜al EMG y velocidad clasiﬁcada. La estima-
cio´n de las posiciones angulares de distintas articulaciones relacionadas a miembros
inferiores se realiza en l´ınea a partir de un conjunto de sen˜ales (EEG, EMG).
1.7 Contribuciones
Con esta tesis nosotros proveemos de procedimientos que en conjunto forman
el desarrollo de una hBMI, la contribucio´n del trabajo es el siguiente:
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1. Comparacio´n y evaluacio´n de algoritmos para cada etapa de la hBMI.
2. El disen˜o de un dispositivo para decodiﬁcar el a´ngulo de la rodilla durante la
locomocio´n humana a distintas velocidades.
3. El disen˜o de una esquema para decodiﬁcar una VC en una actividad no deﬁ-
nida.
1.8 Organizacio´n del trabajo
El contenido de este trabajo esta´ organizado de tal manera que la metodolog´ıa,
esquema propuesto e implementacio´n del sistema sean lo ma´s comprensible posible
para el lector. El Cap´ıtulo 2 tiene el objetivo de presentar los algoritmos que son
incluidos en esta investigacio´n, esto se logra comenzando con la descripcio´n de las
propiedades ma´s relevantes (para este trabajo) de las sen˜ales a procesar (EMG y
EEG); seguido por una descripcio´n ma´s amplia de cada una de las etapas del siste-
ma, estableciendo los algoritmos (provenientes de la literatura revisada) que fueron
evaluados. Los me´todos de pre-procesamiento para las sen˜al EMG y EEG que abor-
da este cap´ıtulo son: i) Envolvente lineal, ii) Envolvente suavizada por el me´todo
de la transformada Hilbert, iii) Ana´lisis de componentes Principales (PCA) y iv)
Ana´lisis de componentes independientes (ICA). Para la extraccio´n de caracter´ısticas
se discute los tipos de buﬀer que fueron evaluados y el uso de la transformada de
Fourier para determinar el vector de caracter´ısticas (entrada del clasiﬁcador) de la
sen˜al EEG. Para el disen˜o del clasiﬁcador se describe los me´todos siguientes: i) Cla-
siﬁcador de Bayes (caso lineal) y para abordar la posibilidad de que el problema sea
linealmente no separable se considero´: ii) Perceptro´n multicapa (MLP) y iii) Ma´qui-
na de soporte vectorial (SVM). Para el disen˜o del decodiﬁcador se presentan los
siguientes algoritmos: i) ﬁltro Wiener, ii) ﬁltro LMS, iii) ﬁltro RLS y iv) Perceptro´n
Multicapa para abarcar los modelos no lineales. El Cap´ıtulo 3 se da a conocer los
algoritmos seleccionados, a partir de la simulacio´n de experimentos controlados; el
cap´ıtulo comienza con la descripcio´n del protocolo de experimentacio´n, seguido por
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la simulacio´n nume´rica de cada uno de los algoritmos propuestos por etapa, conti-
nuando con un ana´lisis comparativo de los resultados parciales y se presenta una
simulacio´n en Simulink de todo el sistema. El Cap´ıtulo 4 esta´ destinado a presentar
los resultados; partiendo de la descripcio´n el hardware seleccionado para la fase de
implementacio´n y se muestra los paradigmas y resultados de la implementacio´n. El
trabajo ﬁnaliza con el Cap´ıtulo 5, donde se plantean las conclusiones y trabajo a
futuro. Adema´s, esta tesis contiene tres anexos, que describen: i) Co´digos empleados
en esta investigacio´n, ii) Hardware alternativo para la implementacio´n.
Cap´ıtulo 2
Me´todos propuestos para el
sistema hBMI
El objetivo de este cap´ıtulo es describir los me´todos necesarios para cada etapa
del sistema propuesto; por lo cual se inicia con la Seccio´n 2.1 y 2.2; discutiendo
brevemente algunas caracter´ısticas de las sen˜ales ﬁsiolo´gicas (neural, muscular) con
las que se trabajaron, asimismo se describen los me´todos de adquisicio´n de ambas
sen˜ales. En la Seccio´n 2.3 se describen los me´todos evaluados para la etapa de pre-
procesamiento de ambas sen˜ales, abordando la sen˜al EEG con me´todos como PCA,
ICA, blanqueamiento y centrado de la sen˜al. Para la sen˜al EMG se propone el
ca´lculo de la envolvente suavizada por el me´todo de la transformada Hilbert y ﬁltrado
lineal. En 2.4 se aborda la etapa de decodiﬁcacio´n, este cap´ıtulo explora me´todos
adaptativos de ﬁltrado como: i) ﬁltro Wiener, ii) ﬁltro LMS, iii) ﬁltro RLS. Sin
embargo con el ﬁn de incluir la posibilidad de que el sistema a identiﬁcar sea no
lineal, se discute la metodolog´ıa de redes neuronales artiﬁciales. Finalmente, en 2.5
se plantea el problema de clasiﬁcacio´n, se explican las caracter´ısticas principales que
se tomaron en cuenta para as´ı clasiﬁcar la tarea y los me´todos que se evaluaron en
este trabajo.
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2.1 Sen˜ales cerebrales
Las sen˜ales cerebrales representan la actividad ele´ctrica neuronal r´ıtmica del
sistema nervioso central. El tejido neural puede generar potenciales ele´ctricos os-
cilatorios por medio de las neuronas individuales o por las interacciones entre las
neuronas. En las neuronas individuales, las oscilaciones pueden aparecer ya sea co-
mo oscilaciones en el potencial de membrana o como patrones r´ıtmicos de los po-
tenciales de accio´n, que a su vez producen la activacio´n oscilatoria de las neuronas
post-sina´pticas. A nivel de los conjuntos neuronales, la actividad sincronizada de
un gran nu´mero de neuronas puede dar lugar a oscilaciones macrosco´picas, que se
pueden observar en el EEG.
Una sen˜al EEG es el registro de la actividad ele´ctrica cerebral causada por
la excitacio´n sina´ptica de las dendritas de las neuronal piramidales en la corteza
cerebral y es captada por electrodos en la superﬁcie de cuero cabelludo [32]. Si bien
existen diversos me´todos para interpretar la actividad neuronal del cerebro (basados
en magnetismo, ﬂujo de sangre del cerebro, entre otros); El electroencefalograma ha
sido el enfoque ma´s aceptado para la implementacio´n de sistemas BCI [4,5] debido a
la posibilidad de poder desarrollar un sistema completamente portable sin intervenir
en la integridad f´ısica del usuario.
Figura 2.1: Descripcio´n gra´ﬁca del sistema internacional 10-20, marcando en color
negro la localizacio´n de electrodos ma´s relevantes para este trabajo.
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Con el ﬁn de optimizar los resultados de este me´todo, la localizacio´n de los
electrodos ha sido estandarizada por el sistema internacional 10-20, el cual dispone
de 19 electrodos, y es usado para la mayor´ıa de las aplicaciones, sin embargo tambie´n
existe la convencio´n 10-10 y 10-5, que son conﬁguraciones con alta densidad de
arreglos de sensores lo cual incrementa el nu´mero de electrodos de manera impra´ctica
[33]. Para este trabajo se consideraron los seis electrodos del sistema internacional
10-20, tal como se muestra en la Figura 2.1.
Las ondas cerebrales poseen amplitudes que van desde los±10µV hasta±100µV
sobre la superﬁcie del cuero cabelludo. Estas ondas existen en la banda de frecuencias
de 0.5 y 100 Hz y tienen mucha dependencia de la actividad en la corteza cerebral.
Generalmente estas ondas no suelen poseer alguna forma caracter´ıstica, sin embargo
algunos ritmos suelen clasiﬁcarse en ritmos α, β, γ, µ, θ y δ [32,37]. En la Figura 2.2
se muestra las formas generalizadas de las principales ondas de la actividad cerebral.
Figura 2.2: Los cuatro ritmos cerebrales normales dominantes, de alta a baja fre-
cuencia [32].
Las ondas α poseen frecuencias de 8 a 13 Hz. Se registran en sujetos normales
y despiertos, con conciencia relajada y sin mucha concentracio´n sobre alguna tarea.
Estas ondas son las ma´s comunes de todo el conjunto de ondas de la actividad cere-
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bral; su amplitud esta´ comprendida entre 10 y 50µV , estas ondas suelen localizarse
sobre todo en la zona occipital.
Las ondas β poseen frecuencias de 14 a 30 Hz; se registran usualmente en las
zonas parietal y frontal. La actividad de las ondas β esta´ estrechamente vinculada
a la conducta motriz, el pensamiento activo, la atencio´n activa, concentracio´n en
el mundo exterior o resolucio´n de problemas que requieren de concentracio´n. La
amplitud normal de estas ondas esta debajo de 30 µV. Las ondas θ poseen frecuencias
de 4 a 7.5 Hz y esta´s se asocian al subconsciente, inspiracio´n creativa y meditacio´n
profunda, tambie´n suelen ser ma´s recurrentes en la infancia aunque tambie´n pueden
presentarse en la etapa adulta en per´ıodos de estre´s emocional y frustracio´n. Se
localizan en a´reas como las zonas parietal y temporal.
Las ondas δ poseen frecuencias inferiores a 4 Hz y se presentan durante el suen˜o
profundo, al despertar y por lo general es la onda que ma´s suele estar contaminada
por artefactos de movimiento. Con respecto a las ondas γ suelen existir en rango
de frecuencia de 30-100 Hz aproximadamente. Se cree que representan la unio´n de
diferentes conjuntos de neuronas, juntos en una red con el propo´sito de llevar a
cabo una determinada funcio´n cognitiva o motriz. Las ondas µ se encuentra sobre la
corteza motora, que es una banda de aproximadamente de oreja a oreja. Una persona
suprime patrones de ondas µ cuando e´l o ella realiza una accio´n motriz o cuando e´l
o ella imagina y realizar una accio´n motora.
Las sen˜ales ele´ctricas detectadas a lo largo del cuero cabelludo por un EEG
que no tienen origen cerebral se denominan artefactos. Las sen˜ales adquiridas en
un EEG generalmente esta´n contaminadas por tales artefactos. La amplitud de los
artefactos puede ser muy grande en relacio´n con el taman˜o de la amplitud de las
sen˜ales de intere´s. Adema´s, las sen˜ales EEG pueden captar sen˜ales ﬁsiolo´gicas como
el ECG (electrocardiograma), EOG (electrooculograma) y el EMG.
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2.2 Sen˜ales mioele´ctricas
Desde el siglo XVII se sab´ıa de la existencia de la actividad ele´ctrica en los
mu´sculos, siendo un resultado del estudio de los mu´sculo de los peces raya. Sin em-
bargo, en 1890 el doctor france´s E. J. Marey, realizo´ el primer registro de corrientes
ele´ctricas en los mu´sculos. A partir de ese suceso, se establecieron nuevas l´ıneas de
investigacio´n enfocadas en el perfeccionamiento de esta te´cnica, llegando a desa-
rrollar electrodos capaces de captar la actividad ele´ctrica de ce´lula a ce´lula en una
electromiograf´ıa.
Ba´sicamente, la electromiograf´ıa es una prueba que se usa para analizar el
funcionamiento del sistema nervioso perife´rico y los mu´sculos asociados. La electro-
miograf´ıa se desarrolla utilizando un instrumento me´dico llamado electromio´grafo,
para producir un registro de sen˜ales mioele´ctricas (sen˜ales EMG) mediante electro-
dos especiales que captan los potenciales ele´ctricos que activan las ce´lulas musculares,
cuando e´stas son activadas neuralmente o ele´ctricamente para realizar contracciones.
Esta diferencia de potencial de la membrana muscular, generalmente existe
alrededor de -80 a 30 mV, mientras que el rango t´ıpico de frecuencia de la actividad
muscular es de alrededor 10 a 250 Hz dependiendo del taman˜o del mu´sculo [34]. Dado
que la sen˜al EMG es ba´sicamente una sumatoria algebraica de unidades potenciales
de accio´n del a´rea medida, esta sen˜al de hecho muchas veces es considerada como
la mejor candidata para ser una sen˜al de control, debido a que su comportamiento
puede ser interpretado como el reﬂejo directo de un intento de movimiento [30, 31].
Este registro puede obtenerse por me´todos invasivos o no invasivos, que corres-
ponden a EMG intramuscular o de superﬁcie, respectivamente. En el caso de una
EMG intramuscular, se utilizan electrodos en forma de aguja, los electrodos se inser-
ta en el mu´sculo que se desea estudiar. Al ser un me´todo invasivo la sen˜al obtenida
es ma´s limpia, sin embargo un electrodo por si mismo adquiere una perspectiva local
de la actividad del mu´sculo, por lo que se requiere de ma´s electrodos en posiciones
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distintas, para obtener una perspectiva ma´s cercana a la global de la actividad del
mu´sculo, lo que involucra mayor cantidad de electrodos en este me´todo. Por el con-
trario una EMG superﬁcial tiene una perspectiva local mucho ma´s alta, debido a
que se usa un electrodo de superﬁcie (por lo que abarca una mayor superﬁcie del
mu´sculo) colocado en la piel del mu´sculo que se desea estudiar, la posicio´n de los
electrodos para este trabajo se muestra en la Figura 2.3.
En ambos casos se utilizan circuitos de ampliﬁcacio´n y ﬁltrado para adquirir
la sen˜al de los electrodos, por lo tanto para este trabajo se toma en cuenta solo el
me´todo no invasivo.
Figura 2.3: A y B son los electrodos positivos y negativos colocados en el b´ıceps
femoris (ﬂexor) respectivamente. C y D son los electrodos positivos y negativos
colocados en los vastus medialis (extensor) respectivamente.
Las sen˜ales EMG y EEG son consideradas en naturaleza, como realizaciones
de un proceso aleatorio por lo que se puede hacer una aproximacio´n con una fun-
cio´n de distribucio´n Gaussiana. Otro aspecto a considerar es la variacio´n de sen˜ales
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ﬁsiolo´gicas entre diferentes personas, de igual manera estas sen˜ales son susceptibles
al estre´s, cansancio, fatiga muscular, adormecimiento, etc.
2.3 Pre-procesamiento
Tal como se muestra en la Figura 2.4 las sen˜ales medidas suelen estar con-
taminadas. por lo que en esta etapa se busca acondicionar las sen˜ales con ﬁn de
eliminar componentes no deseados tales como ruido por artefactos y de esta manera
incrementar de la relacio´n sen˜al-ruido. La etapa de pre-procesamiento se aplica al
conjunto de sen˜ales EEG y EMG siguiendo distintos procedimientos que son descri-
tos a continuacio´n.
Figura 2.4: Componentes que conforman una sen˜al medida por me´todos convencio-
nales.
2.3.1 Pre-procesamiento de sen˜ales EMG
El proceso que genera la sen˜al EMG es catalogada como un proceso no estacio-
nario, debido a esto se propone calcular la envolvente suavizada de la sen˜al [30, 34],
ya que las propiedades de la sen˜al EMG cruda muestra informacio´n ma´s compleja
para ser procesada. La envolvente de una sen˜al oscilante es aquella curva suave que
delinea los extremos de la sen˜al original, tal como se muestra en la Figura 2.5; para
este trabajo se considera la envolvente superior.
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Figura 2.5: Envolvente de la sen˜al: la sen˜al en rojo representa la envolvente superior,
mientras que en verde se muestra la envolvente inferior de una sen˜al oscilatoria
(azul).
Existen diferentes me´todos para el ca´lculo de la envolvente de una sen˜al, en este
trabajo se abarcan dos diferentes me´todos: A) Filtrado lineal [34] y B) transformada
Hilbert [36]; ambos me´todos se describen gra´ﬁcamente en la Figura 2.6.
Figura 2.6: Diagrama de bloques de los dos me´todos a evaluar para el pre-
procesamiento de sen˜ales EMG.
A) Filtrado Lineal
Filtro butterworth pasa altas
Los rangos de frecuencias en el que se encuentra la informacio´n deseada de
una sen˜al EMG son 10-250 Hz [34]. Por lo que las frecuencias ajenas a este rango
de frecuencia tienen que ser ﬁltradas, ya que son consideradas como artefactos de
la sen˜al EMG. Para la solucio´n de este tipo de problema es posible aplicar un ﬁltro
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de Butterworth; el cual es uno de los ﬁltros electro´nicos ma´s conocidos, disen˜ado
para producir la respuesta ma´s plana posible hasta llegar a la frecuencia de corte.
En otras palabras, la salida se mantiene constante casi hasta la frecuencia de corte,
luego disminuye a razo´n de 20n dB por de´cada (o´ 6n dB por octava), donde n es
el nu´mero de polos del ﬁltro. El disen˜o de un ﬁltro Butterworth puede realizarse
en base a su funcio´n de transferencia [35]; la funcio´n de transferencia para un ﬁltro
Butterworth pasa bajas de orden n es el siguiente:
|Ac(jw)|
2 =
1
1 + ( jω
jωc
)2n
(2.1)
Donde ωc es la frecuencia de corte (rad/s) en el cual la respuesta cae 3 dB, ω es
la frecuencia (rad/s). En la Figura 2.7 se muestra la respuesta del ﬁltro al aumentar
el orden.
Figura 2.7: Graﬁca de la ganancia de un ﬁltro pasa baja de orden 1 al 5 y una
frecuencia de corte de 1 Hz.
Rectiﬁcado
Con el propo´sito de obtener la envolvente superior, se requiere que la sen˜al
EMG sea completamente positiva, es decir la sen˜al tiene que ser rectiﬁcada, existen
dos tipos de rectiﬁcacio´n: i) rectiﬁcacio´n de media onda y ii) rectiﬁcacio´n de onda
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completa. En la rectiﬁcacio´n de media onda, se elimina la parte negativa de la sen˜al,
mientras que la rectiﬁcacio´n de onda completa cambia los valores negativos de la
sen˜al a positivos. La operacio´n de valor absoluto satisface la rectiﬁcacio´n de onda
completa por lo que se conserva la informacio´n de la sen˜al completa.
Suavizado
La energ´ıa del mu´sculo puede ser cuantiﬁcada con el proceso de suavizado,
dicho proceso puede ser realizado mediante los siguientes me´todos [34, 37]:
Media Mo´vil (MA)
MAt =
1
N
t∑
i=t−N+1
xi (2.2)
Valor absoluto media (MAV)
MAVt =
1
N
t∑
i=t−N+1
|xi| (2.3)
Media cuadra´tica (RMS)
RMSt =
√√√√ 1
N
t∑
i=t−N+1
x2i (2.4)
Donde t es el tiempo inicial, xi es la i-e´sima muestra de la sen˜al que se pretende
suavizar y N es el taman˜o de la ventana. Los me´todos MAV y RMS no requieren la
etapa previa de rectiﬁcado, debido que utilizan operadores que transforman la sen˜al
a positiva.
Media aritme´tica por medio de un ﬁltro pasa bajas.
Una sen˜al cualquiera se puede expresar siempre como s(t) = sdc+uac(t) , don-
de sdc(t) es la componente continua y uac(t) la componente alterna. Si se calcula el
promedio aritmetico de s(t) se obtiene: E{S(t)} = Sdc +E{Uac(t)}. Con la particu-
laridad que al ser Uac(t) la componente alterna, su promedio tendiende a 0 a medida
que se aumenta el numero de muestras o a medida que su frecuencia es ma´s alta
(pero siempre menor que la frecuencia de Nyquist).
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Debido a que la respuesta al impulso de un ﬁltro de media mo´vil corresponde
a un ﬁltro pasa bajas; el usar un ﬁltro pasabajas tambie´n suaviza la sen˜al. Para
este trabajo el proceso de suavizado se realiza utilizando un ﬁltro Butterworth pasa
bajas.
B) Envolvente suavizada por el me´todo de la transformada Hilbert
Para hallar la envolvente de la sen˜al anal´ıtica se precisa el uso de la trans-
formada de Hilbert(H{·}) [38, 39]. La transformada de Hilbert se deﬁne como la
convolucio´n de una sen˜al x(t) con la funcio´n 1
pit
:
H{x(t)} = x(t) ∗
1
πt
=
1
π
∫ +∞
−∞
x(τ)
t− τ
dτ (2.5)
La operacio´n de convolucio´n puede realizarse en el dominio de la frecuencia como
una simple multiplicacio´n, por lo tanto se puede calcular la transformada de Hilbert
de la siguiente manera:
F{
1
πt
} = −jsgn(ω), F{x(t)} = X(ω),
F{H{x(t)}} = −jsgn(ω)X(ω) (2.6)
En la Figura 2.8 se muestran la forma del mo´dulo y de la fase de la funcio´n de
transferencia de la transformada Hilbert.
Figura 2.8: Magnitud y fase de la transformada de Hilbert.
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Realizar dicha transformacio´n a una sen˜al, implica que todas las componen-
tes positivas de la sen˜al se retrasan pi
2
, mientras que las componentes negativas se
adelantan pi
2
.
Dada estas propiedades y que cualquier funcio´n se puede expresar como una
suma ponderada de exponenciales complejas, es posible escribir a la funcio´n expo-
nencial compleja de la siguiente forma:
ejΩt = cos(Ωt) + j sin(Ωt) = cos(Ωt)− jH{cos(Ωt)} (2.7)
La ecuacio´n 2.7 se puede expresar como una funcio´n anal´ıtica:
ax(t) = x(t)− jH{x(t)}, (2.8)
calculando el espectro de la sen˜al ax(t) se obtiene:
Ax(ω) = F{ax(t)} = 2X(ω)u(ω), (2.9)
con esta ecuacio´n se concluye que el espectro de la sen˜al anal´ıtica de una sen˜al x(t)
so´lo contiene sus frecuencias positivas y la energ´ıa de la sen˜al x(t) es igual a la de la
sen˜al anal´ıtica.
Con lo anterior mencionado, es posible deﬁnir la envolvente ex(t) de una sen˜al
real x(t) como la magnitud de la sen˜al anal´ıtica ax(t):
ex(t) = |ax(t)| =
√
x(t)2 +H{x(t)}2 (2.10)
En los puntos de interseccio´n de la funcio´n y su envolvente, la envolvente ex(t)
sera´ tangente a la funcio´n x(t). Por lo que se concluye que la envolvente debe ser
mayor o igual que la funcio´n en todo punto.
Como la reconstruccio´n de la sen˜al x(t) se hace a partir de la envolvente, que
es la parte de la sen˜al en la que se maniﬁestan los picos, parece pertinente aplicar el
proceso de suavizado anteriormente discutido.
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2.3.2 Pre-procesamiento de sen˜ales EEG
Para realizar una prueba de EEG generalmente se utiliza el esta´ndar inter-
nacional 10-20, el cual involucra alrededor de 19 electrodos, en estas aplicaciones
t´ıpicas, la cantidad de informacio´n adquirida por los electrodos es inmensa, es decir
la dimensio´n del problema a resolver incrementa por cada una de las mediciones
de los electrodos, la dimensio´n de la entrada afecta de manera directa a la carga
computacional del sistema embebido [40].
Este problema suele resolverse con la caracterizacio´n en la posicio´n donde se
adquiere la sen˜al de intere´s, es decir se tiene el conocimiento de la posicio´n exacta
donde la sen˜al de intere´s es emitida, con ese conocimiento basta con analizar los
electrodos ma´s cercanos a dicha posicio´n para obtener un buen resultado, sin em-
bargo en la actualidad las sen˜ales cerebrales no se han caracterizado por completo,
causando que en algunas ocasiones e´sta aproximacio´n pueda no ser va´lida, por otro
lado existen me´todos para la reduccio´n de la dimensio´n basados en la identiﬁcacio´n
de componentes principales.
Ana´lisis de componentes principales
El ana´lisis de componentes principales (PCA) es una te´cnica utilizada para
reducir la dimensio´n de un conjunto de datos [41]. Intuitivamente e´sta metodolog´ıa
sirve para encontrar las causas de variacio´n de un cierto conjunto de datos y darles
un orden segu´n su importancia. En te´rminos de mı´nimos cuadrados, el PCA busca
la proyeccio´n en el que los datos puedan ser representados de la mejor manera. Entre
las principales aplicaciones del PCA se encuentra: el ana´lisis exploratorio de datos y
la construccio´n de modelos predictivos. La transformacio´n a componentes principales
tambie´n se asocia a otra factorizacio´n de una matriz, la descomposicio´n de valores
singulares (en Ingle´s, SVD), ya que el ejecutar PCA es equivalente a usar el SVD en
una matriz de covarianza X.
X = UΣWT (2.11)
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Donde Σ es una matriz rectangular de n×p, con n, p ∈ ℜ, de nu´meros positivos
σ(x) llamados valores singulares de X en la diagonal; U es una matriz cuadrada y
unitaria de n × n, las columnas de esta matriz son vectores unitarios ortogonales
de taman˜o n llamados los vectores singulares de izquierda de X; W es una ma-
triz cuadrada unitaria de p × p, las columnas de esta matriz son vectores unitarios
ortogonales de taman˜o n llamados los vectores singulares en la derecha de X.
En te´rminos de la factorizacio´n, la matriz XTX se puede desarrollar de la
siguiente manera:
XTX =WΣUTUΣWT =WΣ2WT
Comparando con la factorizacio´n de eigenvectores de XTX estableciendo que
los valores singulares de derecha W de X son equivalentes a los eigenvectores de
XTX, mientras que los valores singulares σ(k) de K son iguales a la ra´ız cuadrada
de los eigenvalores λ(k) de X
TX.
Usando la descomposicio´n de valores singulares la matriz T se describe como:
T = XW = UΣWTW = UΣ (2.12)
De esta manera, las columnas de T esta´n dadas por uno de los vectores singulares
de la izquierda de X multiplicados por su correspondiente valor singular. Existen
algoritmos eﬁcientes para el ca´lculo de la SVD de X sin tener que formar la matriz
XTX, por lo que el ca´lculo de SVD se ha convertido en una manera esta´ndar de
calcular PCA de datos mezclados.
Ana´lisis de componentes independientes (ICA)
Otro problema muy comu´n en las sen˜ales EEG es la baja relacio´n entre la sen˜al
y el ruido (SNR, signal-noise ratio) y esto se debe a la inﬂuencia de los artefactos
inmersos en la sen˜al EEG, si bien se podr´ıa generalizar este problema con el paradig-
ma de la ﬁesta de coctel, que consiste en tratar de reconstruir las sen˜ales de origen
con cierta dimensio´n, partiendo de sen˜ales observadas en distintos puntos y con la
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misma dimensio´n.
En la literatura, este problema suele ser resuelto por la te´cnica conocida como el
Ana´lisis de Componentes Independientes (en Ingle´s, ICA) [41], me´todo desarrollado
para separar, en componentes aditivos, una sen˜al multivariante suponiendo que sus
componentes tienen independencia estad´ıstica y son no-Gausianos. El algoritmo ICA
es similar al PCA, en el sentido de que en ambos casos se realiza una transformacio´n
lineal de los datos originales. E´ste es un caso especial de separacio´n ciega de las
sen˜ales, donde se supone que las sen˜ales observadas tienen la siguiente estructura:
xj = aj1s1 + aj2s2 + · · ·+ ajnsn ∀j = 1, 2, . . . , n (2.13)
Donde sn es la n-e´sima sen˜al independiente, xj es la j-e´sima sen˜al mezclada
con las sen˜ales independientes, ajn son los coeﬁcientes de la combinacio´n lineal de
las sen˜ales independientes.
Denotando 2.13 en forma matricial se obtiene:
x = As (2.14)
s = A−1x =Wx
Donde s es el vector de sen˜ales independientes, x es el vector de sen˜ales mezcladas
con las sen˜ales independientes y A es la matriz de transformacio´n.
La te´cnica ICA se basa en la hipo´tesis que establece que las sen˜ales originales
son estad´ısticamente independientes, debido a que los procedimientos que se realizan
en el algoritmo, se basan en distribuciones probabil´ısticas de las sen˜ales originales
y de las observaciones (mezclas); ya que si las sen˜ales originales tienen indepen-
dencia estad´ıstica, las sen˜ales recuperadas tambie´n deben de serlo. Por lo tanto, la
condicio´n ma´s importante para el ICA es la independencia estad´ıstica. Ya que se bus-
cara´ maximizar la independencia de los componentes basandose en la distribucio´n
probabil´ıstica de las sen˜ales mezcladas.
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Figura 2.9: a) La distribucio´n conjunta de los componentes independientes s1 y s2
(los cuales se modelan como una distribucio´n uniforme). b) La distribucio´n conjunta
de los componentes mezclados x1 y x2
El problema (Figura 2.9) consiste en encontrar una transformacio´n que encuen-
tre A−1 a partir de la cual se mezclaron los componentes principales, maximizando
la no-Gaussianidad.
No-Gaussianidad
En este algoritmo requiere que los componentes independientes no tengan dis-
tribucio´n Gaussiana ya que de tener dicha propiedad, hace que la distribucio´n conjun-
ta sea cuasi-sime´trica (Figura 2.10) [41]. Por consiguiente no contiene la informacio´n
necesaria para identiﬁcar las columnas de la matriz de mezclado A.
Figura 2.10: La distribucio´n conjunta de los componentes independientes los cuales
se modelan como una distribucio´n Gaussiana.
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El teorema del l´ımite central, en la teor´ıa estad´ıstica, establece que la distri-
bucio´n de la suma de variables aleatorias independientes tiende a semejarse a una
distribucio´n Gaussiana en comparacio´n de las sen˜ales originales de referencia [41].
Tomando en cuenta que puede existir un conjunto ﬁnito de N transformaciones li-
neales posibles, con diferentes grados de distribucio´n Gaussiana, se puede intuir que
existe una transformacio´n lineal con el menor grado de distribucio´n Gaussiana, es
decir, se puede utilizar la no gausianidad como una funcio´n objetivo a maximizar
para encontrar la transformacio´n lineal cuyo grado de distribucio´n Gaussiana sea la
menor.
Para usar esta propiedad como funcio´n a optimizar es necesario cuantiﬁcar la
medida de no gausianidad de una variable aleatoria; existen diferentes me´todos para
medir la no gausianidad entre ellos se encuentra:
Curtosis
Negentropia
Ambos me´todos presentan ventajas y desventajas, en el caso de la curtosis el prin-
cipal ventaja de este me´todo es que requiere de pocas muestras, sin embargo, esta
caracter´ıstica tambie´n puede ser un problema, ya que hace al me´todo susceptible de
la valores at´ıpicos o ruido, es decir el me´todo de curtosis no es robusto; el me´todo
de negentrop´ıa es en cierto sentido el estimador optimo de no Gaussianidad, sin
embargo es mucho ma´s complicado el ana´lisis de la misma ya que requiere de una
estimacio´n de la funcio´n de densidad probabil´ıstica (pdf). Debido a esto se pretende
utilizar una aproximacio´n a la negentrop´ıa (J(y)) ya que se usa una aproximacio´n a
la pdf; La aproximacio´n cla´sica es:
J(y) ≈
N∑
i=1
ki[E{Gi(y)} − E{Gi(v)}]
2 (2.15)
Donde ki son constantes positivas, v es una variable Gaussiana con media cero y
varianza unitaria, por u´ltimo Gi(·) es una funcio´n no cuadra´tica el cual puede elegirse
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segu´n la aplicacio´n, algunas de las siguientes funciones son [29,41]:
G1(u) =
1
ai
log(cosh(aiu)) (2.16)
G2(u) = u exp(
−u2
2
) (2.17)
G3(u) = tanh(aiu) (2.18)
Donde ai es un parametro constante y existe en el intervalo [1-2].
Con ﬁn de de optimizar el algoritmo ICA, se proponen dos etapas que incluyen
i) Centrado (media-cero) ii) Blanqueamiento.
Proceso de centrado
El pre-proceso ma´s ba´sico y necesario es el centrar las sen˜ales observadas xi [41],
esto se realiza de manera sencilla restado el vector de medias o promediosm = E{x},
haciendo que xˆ sea de media-cero y por ende sˆ tambie´n sera´ de media-cero. Una vez
que se obtiene un resultado del algoritmo ICA se puede regresar la sen˜al a su forma
original sumando el vector m.
Proceso de blanqueamiento
Una transformacio´n de blanqueamiento [41] es una transformacio´n de desco-
rrelacio´n que transforma un conjunto arbitrario de variables que tienen una matriz
de covarianza conocida M en un conjunto de nuevas variables cuya covarianza es
la matriz identidad (lo que signiﬁca que no esta´n correlacionados y todos tienen
varianza distinta de cero).
La transformacio´n se llama “blanqueamiento”porque cambia el vector de en-
trada en un vector de entrada de ruido blanco. Esta transformacio´n se diferencia de
una transformacio´n general de descorrelacio´n, en que este u´ltimo so´lo hace que el
covarianzas igual a cero, de manera que la matriz de correlacio´n puede ser cualquier
matriz diagonal.
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Este proceso se realiza usando el algoritmo PCA (descrito anteriormente), es-
pec´ıﬁcamente con la descomposicio´n de valores singulares. Otra ventaja de usar
PCA como proceso de blanqueamiento es la posibilidad de reducir la dimensio´n de
los componentes independientes y asi obtener los componentes principales.
Los pasos a seguir para efectuar el algoritmo ICA se muestran a continuacio´n:
Algoritmo 1: Resumen de algoritmo ICA
Proceso de centrado de vector de sen˜ales observadas
1. Calcular xˆ = x− E{x}
Proceso de blanqueamiento (Algoritmo PCA)
2. Calcular E{xˆxˆT }
3. Descomponer xˆxˆT → EΣET
4. Calcular x˜ = EΣ−
1
2ET xˆ
Algoritmo ICA
5. Seleccionar w aleatorios
repetir
6. Calcular w+ = E{x˜Gi(w
T x˜)} − E{Gi(w
T x˜)}
7. Calcular w =
w+
||w+||
hasta que Calcular hasta llegar a converger ;
Limitaciones del algoritmo ICA
El modelo ICA presenta las siguientes limitaciones [42]:
1. Dado que se asume que las sen˜ales observadas son originadas por una com-
binacio´n lineal de sus componenetes, no se posible restaurar el orden de los
mismos.
2. Este me´todo no da informacio´n, ni el signo de la varianza de la sen˜al original;
sin embargo, al realizar el pre-procesamiento descrito anteriormente, es posi-
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ble estandarizar las caracter´ısticas iniciales xj de modo que su varianza sea
unitaria.
2.4 Decodificacio´n
El enfoque del proceso de decodiﬁcacio´n (o estimacio´n) consiste en determinar
una aproximacio´n de un valor u´til para algu´n propo´sito, incluso si los datos de
entrada pueden estar incompletos. Sin embargo, se busca que e´sta aproximacio´n
se derive de la mayor y mejor informacio´n posible o disponible. El problema de
decodiﬁcacio´n puede ser visto como la identiﬁcacio´n del sistema desconocido que
produce la variable deseada, en nuestro caso, el sistema de intere´s toma como entrada
las sen˜ales EMG y produce una estimacio´n de la variable cinema´tica deseada como
su salida, como se muestra en la Figura 2.11.
Figura 2.11: Problema de decodiﬁcacio´n.
En este trabajo se emplean dos enfoques diferentes los cuales son: ﬁltros adap-
tativos y redes neuronales [10–14]. Para el ﬁltro adaptativo, se supone que el sistema
puede ser representado como un modelo lineal, un ﬁltro FIR que esta´ conectado para
formar una retroalimentacio´n del error, tal como se muestra en la Figura 2.12. Un
ﬁltro FIR es deﬁnido por la siguiente ecuacio´n:
y(n) =
N−1∑
k=0
wkx(n− k) = w
Tx, (2.19)
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donde, x(n) es la sen˜al de entrada, y(n) es la sen˜al de salida en la n-e´sima muestra,
wk representa el k-e´simo coeﬁciente del ﬁltro FIR y N es el orden del ﬁltro; este
ﬁltro actualizara sus propios coeﬁcientes (respuesta al impulso) de acuerdo con un
proceso de adaptacio´n. El proceso de adaptacio´n en lazo cerrado implica el uso de
una funcio´n de costo, que es un criterio a minimizar para obtener un comportamiento
o´ptimo del ﬁltro, el cual depende de un algoritmo espec´ıﬁco, que determina co´mo
se debe modiﬁcar el ﬁltro para reducir al mı´nimo la funcio´n de costo en la siguiente
iteracio´n.
Figura 2.12: Diagrama de bloques de un ﬁltro adaptativo. Donde xk es la sen˜al de
entrada, dk es la respuesta deseada (salida del sistema desconocido), yk es la sen˜al
de salida del ﬁltro y ǫk es la sen˜al de error en la k-e´sima iteracio´n.
Finalmente, se opto´ por explorar el uso de redes neuronales artiﬁciales (RNA)
debido a la necesidad de cubrir la posibilidad de que el modelo a identiﬁcar sea
no lineal, tomando en cuenta el potencial que poseen las RNAs para aprender el
comportamiento de ciertos sistemas no lineales. El elemento clave de este paradigma
es su estructura de procesamiento de informacio´n y la naturaleza paralela del siste-
ma en conjunto. Dicha estructura se compone de un gran nu´mero de elementos de
procesamiento altamente interconectados y trabajan juntos para resolver problemas
espec´ıﬁcos. Las RNAs, tambie´n pueden aprender con el ejemplo. Los me´todos de
aprendizaje ma´s populares son: i) aprendizaje supervisado o no supervisado. En este
trabajo la RNA fue entrenada usando aprendizaje supervisado como se muestra en
la Figura 2.13.
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Figura 2.13: Estructura de una red neuronal artiﬁcial con aprendizaje supervisado.
Donde xi es el vector de entrada, yi es el vector de salida de la RNA, di es el vector
deseado y ei es el vector de error en la i-e´sima muestra.
2.4.1 Filtros Adaptativos
Cuando se habla de ﬁltros adaptativos, esta´ impl´ıcito que los para´metros que
caracterizan al ﬁltro, tales como el ancho de banda y frecuencias de los ceros, entre
otros, cambian con el tiempo, esto es, los coeﬁcientes de los ﬁltros adaptativos son
variantes en el tiempo y dependen de una regla de adaptacio´n, en contraposicio´n a
los coeﬁcientes de la mayor´ıa de los ﬁltros (selectivos en frecuencia) que son, en la
mayor´ıa de los casos, sistemas invariantes con el tiempo. En este trabajo se abordan
los siguientes esquemas de adaptacio´n:
Filtro Wiener
Filtro LMS
Filtro RLS
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Filtro Wiener
El ﬁltro Wiener es un tipo de ﬁltro o´ptimo lineal, el cual se basa en un enfoque
estad´ıstico, en donde los coeﬁcientes del ﬁltro wˆ(n) son calculados de tal manera
que se minimice el error cuadra´tico medio (en ı´ngles, MSE) que existe entre la sen˜al
deseada y la entrada del ﬁltro; este me´todo considera una sen˜al deseada d(n), un
ﬁltro FIR con M coeﬁcientes:
w = [w0,w1, . . . ,wM−1]
T ,
un vector de entrada de la siguente forma:
xn = [x(n), x(n− 1), . . . , x(n−M + 1)]
T .
La salida del ﬁltro se obtiene de 2.19,
y(n) = [w0,w1, . . . ,wM−1]


x(n)
x(n− 1)
. . .
x(n−M + 1)


= wTxn = x
T
nw, (2.20)
y el error esta´ deﬁnido como
e(n) = d(n)− y(n) = d(n)−wTxn, (2.21)
Los coeﬁcientes del ﬁltro optimo wo se calculan para minimizar la varianza como
funcio´n de costo mediante el MSE
J(w) = E{(e(n))2}
= E{(d(n)−wTxn)
2}
= E{(d(n)2 − 2(wTxn)d(n) + (w
Txn)
2}
= σ2d +w
TE{xnx
T
n}w− 2w
TE{xnd(n)} (2.22)
donde E{·} denota el valor esperado, σd es la varianza de la sen˜al deseada, el te´rmino
E{xnx
T
n} esta´ dado por
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E{xnx
T
n} = E




x(n)
x[n− 1]
...
x[n−M + 1]


[x(n), x[n− 1], . . . , x[n−M + 1]]


= Rxx, (2.23)
y representa la matriz de autocorrelacio´n de la entrada con una dimensio´n es M×M,
mientras que el te´rmino
E{xnd(n)} = E




x(n)
x[n− 1]
...
x[n−M + 1]


d(n)


=


rdx[0]
rdx[−1]
...
rdx[1−M ]


= Rdx, (2.24)
es conocido como el vector de correlacio´n cruzada entre la entrada y la salida deseada
y es de M elementos. La funcio´n de costo queda deﬁnida de la siguiente manera:
J(w) = σ2d +w
TRxxw− 2w
TRdx. (2.25)
Para obtener la solucio´n del ﬁltro o´ptimo (wˆo) se requiere calcular la derivada de la
funcio´n de costo e igualarla a cero, considerando
∂wTRxxw
∂w
= 2Rxxw,
∂wTRdx
∂w
= Rdx,
∂σ2d
∂w
= 0
∂J(wˆo)
∂wˆo
= 2Rxxwˆo − 2Rdx = 0, (2.26)
simpliﬁcando 2.26 obtenemos la solucio´n para el ﬁltro Wiener
wˆo = R
−1
xxRdx. (2.27)
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Los pasos para el disen˜o de un ﬁltro Wiener se resumen a continuacio´n:
Algoritmo 2: Solucio´n Wiener
x = [x(n), x(n− 1), ..., x(n−M + 1)]T
Rdx = E{xd(n)}
Rxx = E{xx
T }
wˆo = R
−1
xxRdx
Ventajas del filtro Wiener
Para su disen˜o se necesita conocer solamente las propiedades estad´ısticas de
segundo orden: la correlacio´n cruzada entre la entrada y la salida deseada.
No presenta retrasos inherentes.
Desventajas del filtro Wiener
Es necesario que el proceso sea estacionario de segundo orden.
Este algoritmo es completamente dependiente de la correlacio´n entre la entrada
y la salida, por consecuencia, si la entrada del ﬁltro no esta´ correlacionada con
la salida deseada el desempen˜o del ﬁltro sera´ bajo.
Se asume al sistema lineal, por lo que no es posible identiﬁcar sistemas no
lineales.
Para el lector interesado que desee profundizar en el tema, la metodolog´ıa fue
interpretada de [43–45], en los cuales adema´s de describir la deduccio´n de la te´cnica,
discuten el comportamiento del error, modelos de regresio´n, diversos ejemplos y
aplicaciones; entre otros temas de intere´s.
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Filtro LMS
El ﬁltro LMS (del Ingle´s, Least Mean Square) es una clase de ﬁltro adaptativo
que usa como regla de adaptacio´n el promedio del cuadrado del error (MSE), el
ﬁltro se adapta al error en el instante actual (ciclo actual) y con ello determina los
coeﬁcientes del ﬁltro, la sen˜al de error esta deﬁnida como la diferencia entre la sen˜al
de salida del ﬁltro y la sen˜al deseada. Esta te´cnica pertenece al tipo de algoritmos
del gradiente desendiente, es decir, se basa en el gradiente de una funcio´n evaluada
en un punto w(n), el cual indica la direccio´n de ma´ximo incremento de la funcio´n
en ese punto; sin embargo, el utilizar la direccio´n contraria al gradiente es ana´logo
a minimizar la funcio´n de coste; por lo que el algoritmo LMS consiste en restarle a
los coeﬁcientes actuales el gradiente instanta´neo.
Para determinar el algoritmo LMS se parte de la ecuacio´n 2.26, la cual puede
interpretarse como una estimacio´n instanta´nea del gradiente, la ecuacio´n toma la
siguiente forma:
∂Jˆ(w)
∂w
= xnx
T
nw(n)− xnd(n). (2.28)
Sustituyendo 2.20 en 2.27 se obtiene:
∂Jˆ(w)
∂w
= xny(n)− xnd(n) = xn(y(n)− d(n)) = −e(n)xn (2.29)
La direccio´n del gradiente −∆J(w) es ponderada por el para´metro µ, el cual se le
denomina como paso y con ello se puede controlar la exploracio´n de la solucio´n por
iteracio´n, por lo tanto, se deﬁne el algoritmo de adaptacio´n para el ﬁltro LMS como
wˆ(n+ 1) = wˆ(n) + µe(n)x(n) (2.30)
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El resumen de la metodolog´ıa se enlista a continuacio´n:
Algoritmo 3: Filtro LMS
wˆ(0) = 0
repetir
x(n) = [x(n), x(n− 1), ..., x(n−M + 1)]T
wˆ(n) = [wˆ0(n), wˆ1(n), ..., wˆM−1(n)]
T
y(n) = wˆH(n) · x(n)
e(n) = d(n)− y(n)
wˆ(n+ 1) = wˆ(n) + µe∗(n)x(n)
hasta que Calcular desde n=1, 2, ..., N ;
Donde, e(n) es la sen˜al error, y(n) es la salida del ﬁltro adaptativo en la muestra
n, N es el nu´mero de ciclos de adaptacio´n y µ es el taman˜o del paso por ciclo.
Ventajas del filtro LMS
Permite seguir cambios en las estad´ısticas de las sen˜ales (tracking).
Una implementacio´n sencilla y una baja carga computacional M + 1 multipli-
caciones y M − 1 sumas por cada iteracio´n del algoritmo en el caso de sen˜ales
reales.
No requiere de la inversio´n de la matriz de correlacio´n
Desventajas del filtro LMS
Necesita mayor nu´mero de iteraciones para llegar a la convergencia, tiene una
convergencia muy lenta y e´sta depende del para´metro µ.
Al ser un me´todo lineal, podr´ıa tener problemas para identiﬁcar sistemas no
lineales.
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Para el lector interesado que desee profundizar en el tema, la metodolog´ıa fue
interpretada de [43–45], en los cuales adema´s de describir la deduccio´n de la te´cnica,
se discute el comportamiento del error, ana´lisis de convergencia y el comportamiento
del transitorio; entre otros temas de intere´s.
Filtro RLS
El algoritmo RLS (del Ingle´s, Recursive Least Squares) es un caso particular del
ﬁltro de Kalman (donde se considera un factor de olvido como la matriz de transicio´n
de estados del sistema desconocido) y se usa en ﬁltros adaptativos para determinar
los coeﬁcientes de un ﬁltro adaptativo basado en minimizar una funcio´n de costo
lineal de mı´nimos cuadrados (LS, Least squares) ponderando a la sen˜al de entrada;
este me´todo se las arregla para calcular la inversa de la matriz de correlacio´n de
forma recursiva y tiene una ra´pida tasa de convergencia. Sin embargo, la complejidad
del algoritmo hace que la carga computacional sea mayor, en comparacio´n de otros
algoritmos.
Para deﬁnir el algoritmo RLS, se empieza con el ca´lculo usando las condiciones
iniciales conocidas luego se actualiza el viejo estimado basa´ndonos en la informacion
contenida en los nuevos datos, posteriormente se minimiza la funcio´n de costo J(n)
que posee la siguiente forma
J(n) =
n∑
i=1
β(n, i)|e(i)|2 (2.31)
donde n es el taman˜o de la variable observada, e(i) es el error correspondiente
a 2.21, β(n, i) son los factores de ponderacio´n, en general, este factor se deﬁne para
asegurar que los datos en el pasado distante sean olvidados y as´ı llegar a seguir
las variaciones estad´ısticas de los datos observables. Este factor tiene la siguiente
propiedad
0 < β(n, i) ≤ 1, i = 1, 2, . . . , n. (2.32)
La ponderacio´n por factor de olvido (λ) es uno de los casos de ponderacio´n
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ma´s comunes, el cual es deﬁnido de la siguiente forma
β(n, i) = λn−i, i = 1, 2, . . . , n. (2.33)
Siendo λ deﬁnida como una constante positiva pro´xima y menor que la unidad.
Cuando λ = 1 se dice que el algoritmo posee memoria inﬁnita, dando como resultado
el me´todo ordinario de mı´nimos cuadrados. Sustituyendo 2.33 en 2.31 resulta lo
siguiente
J(n) =
n∑
i=1
λn−i|e(i)|2
=
n∑
i=1
λn−i(d(i)− xH(i)w(n))∗(d(i)− xH(i)w(n))
=
n∑
i=1
λn−i(d2(i)− d∗(i)xHw− xHwd∗(i) +wHxxHw) (2.34)
Para obtener la solucio´n del ﬁltro se requiere calcular la derivada de la funcio´n
de costo e igualarla a cero, considerando
∂wHxxHw
∂w
= 2xxHw, −
∂2wHxd∗(i)
∂w
= −2xd∗(i),
∂d2(n)
∂w
= 0
∂J(n)
∂wˆ
=
n∑
i=1
λn−i(2xxHwˆ− 2xd∗(i)) (2.35)
Separando 2.35 se obtiene
n∑
i=1
[λn−ix(i)xH(i)]wˆ(n) =
n∑
i=1
λn−ix(i)d∗(i), (2.36)
el cual tiene la forma de
Φ(n)wˆ(n) = Z(n), (2.37)
siendo
Φ(n) =
n∑
i=1
λn−ix(i)xH(i), (2.38)
Z(n) =
n∑
i=1
λn−ix(i)d∗(i), (2.39)
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donde Z(n) es el vector de correlaccio´n cruzada de la entrada y la salida de taman˜o
M y Φ(n) es la matriz de autocorrelacio´n de la entrada cuya dimensio´n es M ×M .
Aislando el termino correspondiente a i = n de 2.38 obtenemos
Φ(n) = λ
[∑n−1
i=1 λ
n−1−ix(i)xH(i)
]
+ x(n)xH(n), (2.40)
Aplicando un retrazo en 2.38 resulta
Φ(n− 1) =
n−1∑
i=1
λn−1−ix(i)xH(i), (2.41)
sustituyendo 2.41 en 2.40 se obtiene
Φ(n) = λΦ(n− 1) + x(n)xH(n). (2.42)
De manera similar se desarrolla Z(n) para tomar la siguiente forma
Z(n) = λZ(n− 1) + x(n)d∗(n). (2.43)
La ecuacio´n 2.37 puede tomar la siguiente forma
wˆ(n) = Φ−1(n)Z(n), (2.44)
el te´rmino Φ−1(n), en la pra´ctica, resulta ser una operacio´n que consume una consi-
derable cantidad de recursos computacionales, debido a que generalmente el nu´mero
de peso M es grande y se desea calcular este te´rmino para n = 1, 2, . . . ,∞; sin em-
bargo el lema de la inversio´n de una matriz puede ser usado para realizar el ca´lculo
de Φ−1(n).
Lema de inversio´n de una matriz
SeanA yB dos matrices deM×M , deﬁnidas positivas y que este´n relacionadas
mediante
A = B−1 +CD−1CH , (2.45)
donde D es otra matriz deﬁnida positiva cuya dimensio´n sea de N ×M y C es una
matriz de M ×N . La matriz A−1 se puede expresar de la siguiente manera.
A−1 = B−BC(D+CHBC)−1CHB, (2.46)
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Dada la ecuacio´n 2.44, se identiﬁcan cada elemento de 2.46 como
A = Φ(n),
B−1 = λΦ(n− 1),
C = x(n),
D = 1.
Sustituyendo 2.46 se obtiene
Φ−1(n) = λ−1Φ−1(n− 1)−
λ−2Φ−1(n− 1)x(n)xH(n)Φ−1(n− 1)
1 + λ−1xH(n)Φ−1(n− 1)x(n)
, (2.47)
deﬁniendo k(n) y P(n) como
P(n) = Φ−1(n) (2.48)
y
k(n) =
λ−1P(n− 1)x(n)
1 + λ−1xH(n)P(n− 1)x(n)
. (2.49)
la cual puede expresarse de la siguiente manera
k(n)[1 + λ−1xH(n)P(n− 1)x(n)] = λ−1P(n− 1)x(n), (2.50)
k(n) = λ−1P(n− 1)x(n)− λ−1k(n)xH(n)P(n− 1)x(n). (2.51)
La ecuacio´n 2.47 toma la siguiente forma
P(n) = λ−1P(n− 1)− λ−1k(n)xH(n)P(n− 1), (2.52)
y 2.51 se simpliﬁca a
k(n) = P(n)x(n). (2.53)
El siguiente paso es sustituir 2.43 y 2.52 en 2.44
wˆ(n) = λP(n)Z(n− 1) +P(n)x(n)d∗(n)
= P(n− 1)Z(n− 1)− k(n)xH(n)P(n− 1)Z(n− 1)
+P(n)x(n)d∗(n)
(2.54)
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dado 2.48, 2.53 y sustituyendo en 2.54 la ecuacio´n 2.44 atrasada una muestra da el
siguiente resultado
wˆ(n) = wˆ(n− 1)− k(n)xH(n)wˆ(n− 1) +P(n)x(n)d∗(n)
= wˆ(n− 1)− k(n)xH(n)wˆ(n− 1) + k(n)d∗(n)
= wˆ(n− 1) + k(n)[d∗(n)− xH(n)wˆ(n− 1)].
(2.55)
Deﬁniendo el error de estimacio´n a priori como
ξ(n) = d(n)− xT (n)wˆ∗(n− 1)
= d(n)− wˆH(n− 1)x(n).
(2.56)
Donde el producto punto de ξ(n) representa el estimado de la respuesta deseada d(n)
basada en los coeﬁcientes calculados para la iteracio´n n− 1. Por u´ltimo se sustituye
2.56 en 2.55 y se obtiene
wˆ(n) = wˆ(n− 1) + k(n)ξ∗(n). (2.57)
Finalmente la ecuacio´n 2.57 describe la base para actualizar los coeﬁcientes en cada
iteracio´n del algoritmo RLS.
Ventajas del filtro RLS
Permite seguir cambios en las estad´ısticas de las sen˜ales (tracking).
El algoritmo RLS tiene una parte de bu´squeda y otra parte predictiva dentro
del mismo.
Su capacidad recursiva iterativa. Con la cual con muy pocas iteraciones dismi-
nuye ra´pidamente el error cuadra´tico.
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Desventajas del filtro RLS
El algoritmo RLS presenta una mayor complejidad nu´merica en comparacio´n
con el algoritmo LMS.
Necesitan mayor nu´mero de coeﬁcientes o para´metros para funcionar, lo cual
es una limitante.
Al ser un me´todo lineal, podr´ıa tener problemas para identiﬁcar sistemas no
lineales.
Los pasos para el disen˜o del ﬁltro RLS se enlista a continuacio´n.
Algoritmo 4: Resumen del ﬁltro adaptivo RLS
wˆ(0) = 0
Pˆ(0) = δ−1I
repetir
x(n) = [x(n), x(n− 1), ..., x(n−M + 1)]T
wˆ(n) = [wˆ0(n), wˆ1(n), ..., wˆM−1(n)]
T
k(n) =
λ−1P(n− 1)x(n)
1 + λ−1xH(n)P(n− 1)x(n)
ξ(n) = d(n)−wH(n− 1)x(n)
wˆ(n) = wˆ(n− 1) + k(n)ξ∗(n)
P(n) = λ−1P(n− 1)− λ−1k(n)xH(n)P(n− 1)
hasta que Calcular desde n=1, 2, ..., N ;
Para el lector interesado que desee profundizar en el tema, la metodolog´ıa fue
interpretada de [43–45], en los cuales adema´s de describir la deduccio´n de la te´cnica,
se discute la robustez, convergencia y aplicacio´nes del algoritmo; entre otros temas
de intere´s.
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2.4.2 Redes neuronales artificales
Actualmente se han hecho intentos por decodiﬁcar la cinema´tica de la loco-
mocio´n humana usando redes neuronales, obteniendo resultados prometedores (para
arquitecturas avanzadas) [11,25], sin embargo el costo computacional para el entre-
namiento es muy costoso.
Figura 2.14: Diagrama de bloques de una neurona artiﬁcial no lineal [44].
El modelo ma´s sencillo de una RNA se ilustra en la Figura 2.14, el cual es
llamado como Perceptro´n de Rosenblatt, que tiene como base el modelo de una neu-
rona de McCulloch-Pitts. En te´rminos matema´ticos, la neurona k puede ser descrita
con el siguiente par de ecuaciones
uk =
m∑
j=1
wkjxj, (2.58)
yk = ϕ(uk + bk), (2.59)
donde x1, x2, . . . , xm son la sen˜ales de entrada, wk1, wk2, . . . , wkm son los pesos sina´pti-
cos de la neurona k, uk es una la combinacio´n lineal de la entrada con los pesos, bk
es el bias, yk es la sen˜al de salida de la neurona y ϕ(·) es una funcio´n no lineal que
se conoce como funcio´n de activacio´n; las funciones de activacio´n ma´s comunes son
Cap´ıtulo 2. Me´todos propuestos para el sistema hBMI 49
Funcio´n log´ıstica (sigmoidal)
ϕk(vk(n)) =
1
1 + e−avk(n)
(2.60)
Funcio´n de la tangente hiperbo´lica
ϕk(vk(n)) = a tanh(bvk(n)) (2.61)
Funcio´n signo
ϕk(vk(n)) = sgn(vk(n)) =


+1 si vk(n) ≥ 0
−1 si vk(n) < 0
(2.62)
La aplicacio´n ma´s comu´n para este modelo es el paradigma de clasiﬁcacio´n (el tema
se aborda en detalle en la Seccio´n 2.5.2), usando 2.62 como funcio´n de activacio´n.
Naturalmente este modelo se puede extrapolar hacia arquitecturas ma´s soﬁsticadas
como el perceptro´n multicapa.
Perceptro´n Multicapa
El perceptro´n multicapa (MLP) es una modiﬁcacio´n del perceptro´n lineal
esta´ndar. Ba´sicamente un MLP es un modelo de red neuronal artiﬁcial que ma-
pea conjuntos de datos de entrada en un conjunto de salidas deseadas. Un MLP
consiste en mu´ltiples capas de nodos (neuronas), con cada capa conectada totalmen-
te a la siguiente (como se muestra en la Figura 2.15). A excepcio´n de los nodos de
entrada, cada nodo es una neurona (o elemento de procesamiento) con una funcio´n
activacio´n no lineal.
Figura 2.15: Arquitectura ba´sica de un perceptro´n multicapa.
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Generalmente el MLP es capaz de aprender patrones mediante aprendizaje
supervisado. El aprendizaje supervisado es una te´cnica de aprendizaje automa´tico
que se basa en los datos de entrada y salidas deseadas para ajustar los pesos de la
red neuronal con el ﬁn de aproximar una funcio´n no lineal o algu´n tipo de relacio´n.
Las te´cnicas t´ıpicas de aprendizaje supervisado incluyen [50]:
Adaline
Madaline
Retropropagacio´n
Ma´quina de Boltzmann
El objetivo del aprendizaje es predecir con precisio´n los valores de salida para un
conjunto dado de valores de entrada despue´s de que la red sea expuesta en una serie
de datos de entrenamiento. En este trabajo se centra en la te´cnica de aprendizaje
supervisado denominada retropropagacio´n (me´todo resumido en el algoritmo 5) que
se deduce partiendo de N pares de datos de entrenamiento que consisten en datos de
entrada con su salida deseada correspondiente, (x(n), d(n)) para n = 1, 2, . . . , N ; lo
que se busca es disen˜ar una red multicapa de propagacio´n directa (f(x)) comenzando
por
d(n) = f(x(n)) + e(n) (2.63)
siendo P el nu´mero de neuronas de salida, 2.58 se le conoce como campo local
inducido y 2.59 es la representacio´n salida de la red; planteamos minimizar el error
deﬁnido como
ej(n) = dj(n) + yj(n), (2.64)
E(n) =
1
2
P∑
j=1
e2j(n), (2.65)
el algoritmo de retropropagacio´n consiste en aplicar una correccio´n ∆wji(n) a los
pesos sina´pticos wji(n), que se obtiene calculando la derivada parcial del error ins-
tanta´neo E(n) total con respecto a los pesos wji(n), esto se logra usando la regla del
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ca´lculo conocida como la regla de la cadena, describiendo al gradiente de la siguiente
manera
∂E(n)
∂wji(n)
=
∂E(n)
∂ej(n)
∂ej(n)
∂yj(n)
∂yj(n)
∂vj(n)
∂vj(n)
∂wji(n)
. (2.66)
La ecuacio´n 2.66 representa un factor de sensibilidad el cual determina la direccio´n
del espacio de bu´squeda de los pesos. Derivando 2.65 con respecto a ej(n), 2.64 con
respecto a yj(n), 2.59 con respecto a vj(n) y ﬁnalmente 2.58 con respecto a wji(n)
se obtiene
∂E(n)
∂ej(n)
= ej(n), (2.67)
∂ej(n)
∂yj(n)
= −1, (2.68)
∂yj(n)
∂vj(n)
= ϕ′(vj(n)), (2.69)
∂vj(n)
∂wji(n)
= yj(n). (2.70)
sustituyendo 2.67, 2.68, 2.69, 2.70 en 2.66 da el siguiente resultado
∂E(n)
∂wji(n)
= −ej(n)ϕ
′
j(vj(n))yi(n). (2.71)
Deﬁniendo ∆wji(n) como
∆wji(n) = −η
∂E(n)
∂wji(n)
, (2.72)
donde η es el radio de aprendizaje. La ecuacio´n 2.72 puede corresponde a
∆wji(n) = −ηδj(n)yj(n), (2.73)
donde δj(n) es el gradiente local descrito por
δj(n) = ej(n)ϕ
′
j(vj(n)). (2.74)
una vez deﬁnida ∆wji(n), la actualizacio´n de los pesos wji(n) se realiza con la si-
guiente ecuacio´n
w
(l)
ji (n+ 1) = w
(l)
ji (n) + ηδ
l
j(n)y
l−1
i (n) (2.75)
la ecuacio´n 2.75 actualiza los pesos relacionados con la neurona l, sin embargo δj(n),
descrita por 2.74, solo corresponde a las neuronas de la capa de salida, ya que para
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las neuronas de las capas ocultas no se tiene una respuesta deseada espec´ıﬁca, el
gradiente local para una neurona j de alguna capa oculta se deﬁne como
δj(n) = −
∂E(n)
∂yj(n)
∂yj(n)
∂vj(n)
= −
∂E(n)
∂yj(n)
ϕ′j(vj(n)),
(2.76)
se deriva el error instanta´neo de la neurona de salida k (2.65) con respecto a la salida
de la neurona oculta j y se expresa como
∂E(n)
∂yj(n)
=
∑
k
ek
∂ek(n)
∂yj(n)
=
∑
k
ek
∂ek(n)
∂vk(n)
∂vk(n)
∂yj(n)
(2.77)
sustituyendo 2.59 en 2.64 y derivando con respecto a vk(n) se obtiene
∂ek(n)
∂vk(n)
= −ϕ′k(vk(n)), (2.78)
continuando con la ecuacio´n 2.58 la cual se deriva con respecto yj(n)
∂vk(n)
∂yj(n)
= wji(n), (2.79)
considerando las ecuaciones 2.74, 2.78, 2.79; la ecuacio´n 2.77 se reescribe de la si-
guiente manera
∂E(n)
∂yj(n)
= −
∑
k
ekϕ
′(vk(n))wkj(n),
= −
∑
k
δk(n)wkj(n),
(2.80)
por u´ltimo se sustituye 2.80 en 2.76 y resulta en
δj(n) = ϕ
′
j(vj(n))
∑
k
δk(n)wkj(n). (2.81)
La ecuacio´n 2.81 deﬁne el gradiente local para neuronas ocultas y con ello se completa
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las formulas para enunciar el me´todo de entrenamiento para esta RNA.
Algoritmo 5: Perceptro´n multicapa
Inicializar pesos y umbrales (aleatorios).
Presentar los ejemplos de entrenamiento.
repetir
Propagacio´n directa
(por cada neurona j con peso k en la capa l)
v
(l)
j (n) =
∑
iw
(l)
ji (n)y
l−1
i (n)
y
(l)
j (n) = ϕj(vj(n))
y
(0)
j (n) = xj(n)
Retro-propagacio´n (por cada neurona j con peso k en la capa oculta l
o´ capa de salida L)
δlj(n) =


e
(L)
j (n)ϕ
′
j(v
(L)
j (n))
ϕ
′
j(v
(l)
j (n))
∑
k δ
(l+1)
k w
(l+1)
kj (n)
Actualizacio´n (para cada neurona j con peso k en la capa l)
w
(l)
ji (n+ 1) = w
(l)
ji (n) + ηδ
l
j(n)y
l−1
i (n)
hasta que Calcular desde n=1, 2, ..., N ;
Donde, ϕ(·) es la funcio´n de activacio´n y δ es el gradiente local de la neurona.
Esta arquitectura de RNA puede distinguir los datos que no son linealmente
separables, sin embargo, cuando MLP tiene diﬁcultades para imitar un determinado
comportamiento dina´mico por s´ı mismo, con esta motivacio´n planteada, se puede
intuir que al an˜adir una etapa anterior se podr´ıa mejorar la rendimiento del MLP. Por
lo tanto, la adicio´n de una memoria a corto plazo (como se muestra en la Figura 2.16)
a la entrada proporcionara´ ma´s informacio´n de la entrada a la red y transformando
a la red en una red dina´mica [44]; una forma sencilla de conseguir esta modiﬁcacio´n
es mediante el uso de retrazos discretos de tiempo.
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Figura 2.16: Estructura de una red neuronal dina´mica [44].
La descripcio´n de la manera en el que se realiza el disen˜o de la arquitectura
de la red se muestra en Figura 2.17a y el entrenamiento de la red se describe en el
algoritmo 5 y en la Figura 2.17b.
(a) (b)
Figura 2.17: a) Diagrama del disen˜o y b) entrenamiento de una RN.
Para el lector interesado que desee profundizar en el tema, la metodolog´ıa fue
interpretada de [44], en el cual adema´s de describir la deduccio´n de la te´cnica, se
discute la redes convolucionales, ﬁltrado nolineal y aplicacio´nes del algoritmo; entre
otros temas de intere´s.
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2.5 Clasificacio´n
La clasiﬁcacio´n es la actividad de deﬁnir un modelo de una funcio´n discrimi-
nante, capaz de identiﬁcar a que categor´ıa pertenece una nueva observacio´n de un
grupo de caracter´ısticas [44, 46]. Los clasiﬁcadores se dividen en dos tipos: lineales
y no lineales. Los clasiﬁcadores lineales generalmente son ma´s robustos que los no-
lineales [6], debido a que tiene pocos para´metros libres para sintonizar y por lo tanto
son menos propenso a exceso de ajuste. Mientras que los no lineales son ma´s adecua-
dos para encontrar la solucio´n cuando la estructura de los datos es muy compleja.
En particular, cuando la fuente de los datos a clasiﬁcar no se conoce con exactitud
o se consideran como variables aleatorias, una posible solucio´n es usar me´todos pa-
ra encontrar transformaciones no lineales, por ejemplo RNA o me´todos basados en
kernel.
El problema de clasiﬁcacio´n puede ser linealmente separable o no linealmente
separable tal como se ilustra en la Figura 2.18.
(a) (b)
Figura 2.18: Problema de clasiﬁcacio´n de la doble luna usando SVM: a) linealmente
separable b) no linealmente separable.
Donde las muestras en rojo y en verde representan las dos actividades distintas
a clasiﬁcar.
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En este trabajo se abordan los siguientes esquemas de clasiﬁcacio´n [4–6,9]:
Clasiﬁcador de bayes (lineal).
Ma´quina de soporte vectorial (SVM).
RNA Perceptro´n multicapa (MLP).
2.5.1 Extraccio´n de caracter´ısticas
Dado que la sen˜al adquirida generalmente esta´ expresada como una secuencia
de muestras muy grandes, resulta impractico utilizar la sen˜al completa como entrada
de un clasiﬁcador y mas au´n con las sen˜ales ﬁsiolo´gicas, que presentan un cierto
grado de aleatoriedad; debido a esto, se pretende usar las caracter´ısticas principales
de la sen˜al, para mejorar la eﬁciencia de clasiﬁcacio´n [47]. Como se menciono en el
cap´ıtulo 1, las caracteristicas pueden ser adquiridas en el dominio tiempo, frecuencia
o tiempo-frecuencia.
Figura 2.19: Espectro de una sen˜al EEG.
Esta etapa debera´ calcular y presentar las caracter´ısticas preseleccionadas para
un clasiﬁcador; el cual debera´ estimar la velocidad de operacio´n del usuario usando
como entrada un vector de caracter´ısticas de la sen˜al EEG, por lo tanto estas ca-
racteristicas sera´n adquiridas a patir del espectro de la sen˜al, obtenido mediante la
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Trasformada discreta de Fourier (DFT), posteriormente se seleccionan los compo-
nentes o rangos de frecuencia correspondientes a las ondas α y β (como se muestra
en la Figura 2.19), debido a que estas ondas esta´n relacionadas a las actividades
motrices del ser humano [4–6,9, 32].
Transformada discreta de Fourier
La transformada de Fourier se describe como
X(ejωt) =
∫
∞
−∞
x(t)e−jωtdt (2.82)
si a (2.82) se le aplicase cualquier sen˜al en tiempo discreto x(nT ) de taman˜o
N y que sea completamente sumable; se conoce como transformada de Fourier en
tiempo discreto (DTFT), la transformada se expresa de la siguiente forma.
X(ejωT ) = F{x(nT )} = T
∞∑
n=−∞
x(nT )e−jωnT , (2.83)
donde T es el periodo de muestro y debido a la relacio´n X(ej(ω+2pi)) = X(ejωej2pi) =
ejω) se puede apreciar que una DTFT produce un espectro perio´dico con per´ıodo 2π.
Cabe aclarar que X(e−jωt) es una funcio´n continua en el dominio de la frecuencia;
sin embargo, es posible discretizarlo si se muestrea N veces sobre todo su per´ıodo
(2π); por lo tanto 2.83 se modiﬁca de la siguiente forma
X(ej
2pi
NT
k) = T
N−1∑
n=0
x(nT )e
−j
nπ
NT
k
, (2.84)
Normalizando T = 1 y deﬁniendo Wn como
Wn = e
−j 2pi
NT (2.85)
Se obtiene la transformada discreta de Fourier (DFT)
X(k) =
N−1∑
n=0
x(n)Wn
kn, (2.86)
siendo la operacio´n inversa (IDFT) descrita como
x(n) =
1
N
N−1∑
n=0
X(k)Wn
−kn, (2.87)
Con el cual es posible calcular el espectro de secuencias ﬁnitas.
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2.5.2 Me´todos de clasificacio´n
Clasificador de Bayes (CB)
El clasiﬁcador de Bayes [44,46], minimiza el error de clasiﬁcacio´n tomando en
cuenta una funcio´n de riesgo promedio:
R = c11p1
∫
H1
px(x|C1)dx+ c22p2
∫
H2
px(x|C2)dx
+c21p1
∫
H2
px(x|C1)dx+ c12p1
∫
H1
px(x|C2)dx,
(2.88)
donde cij es el costo de seleccionar la clase Ci cuando Cj es el correcto, pi es la
probabilidad apriori de x, Hi es el espacio de observaciones de la clase i y px(x|Ci)
es la pdf condicional de sus argumentos. Desarrollando la (2.88) se tiene,
R = c21p1 + c22p2 +
∫
H1
[p2(c12 − c22)px(x|C2)− p1(c21 − c11)px(x|C1)] (2.89)
analizando la (2.89) se deﬁne la siguiente condicio´n,
T = p2(c12 − c22)px(x|C2) < p1(c21 − c11)px(x|C1) (2.90)
la cual asigna a x a la clase C1 si la condicio´n es cierta o de lo contrario se asigna
a la clase C2. Deﬁniendo un umbral y una funcio´n de verosimilitud de la (2.90) se
obtiene:
Λ(x) > ξ (2.91)
Λ(x) =
px(x|C1)
px(x|C2)
(2.92)
ξ =
p2(c12 − c22)
p1(c21 − c11)
(2.93)
Bajo la suposicio´n de un ambiente Gaussiano, el clasiﬁcador de Bayes se reduce
a un clasiﬁcador lineal de la siguiente forma
log Λ(x) = (µ1 − µ2)
TC−1x+
1
2
(µT2C
−1µ2 − µ
T
1C
−1µ1) (2.94)
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log ξ = 0 (2.95)
y = wTx+ b (2.96)
Donde,
y = log Λ(x) (2.97)
w = (C−1)T (µ1 − µ2) (2.98)
b =
1
2
(µT2C
−1µ2 − µ
T
1C
−1µ1) (2.99)
Ma´quina de soporte vectorial (SVM)
La ma´quina de soporte vectorial consiste en la construccio´n de un hiperplano,
basa´ndose en un subconjunto de datos de entrenamiento que maximizan la distancia
entre ambas clases, con los cuales se establece una superﬁcie de decisio´n [44].
Para el caso de patrones linealmente separables un hiperplano se describe por:
y = wTx+ b, (2.100)
Con el siguiente criterio de clasiﬁcacio´n
wTxi + b ≥ +1 para di = +1
wTxi + b ≤ −1 para di = −1
el cual se puede formular de la siguiente manera
di(w
Txi + b) ≥ 1 para i = 1, 2, . . . , N (2.101)
donde, di es la clase a la que pertenece xi y el margen de separacio´n (ρ) esta dado
por
ρ =
2
‖wo‖
, (2.102)
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Con esta informacio´n se puede formular una funcio´n Lagrangiana tomando en
cuenta una funcion de costo de w ana´loga a maximizar (2.102) y las restricciones
previamente deﬁnidas de la ecuacio´n (2.101).
J(w, b, α) =
1
2
wTw−
N∑
i=1
αi[di(w
Txi + b)− 1], (2.103)
donde αi son multiplicadores de Lagrange, los cuales son positivos ∀i. La so-
lucio´n del problema de optimizacio´n-restriccio´n se obtiene en un punto silla, por lo
que derivando (2.103) con respecto a w y b se obtiene
w =
∑N
i=1 αidixi
∑N
i=1 αidi = 0
Sustituyendo en (2.103)
Q(α) =
N∑
i=1
αi −
1
2
N∑
i=1
N∑
j=1
αiαjdidjx
T
i xj (2.104)
Debido a que la (2.104) depende puramente de α, se puede utiizarQ(α) como funcio´n
objetivo para determinar los multiplicadores de Lagrange y as´ı calcularw. Por ultimo
el bias se calcula utilizando los datos de algu´n vector de soporte
b = −dj +
N∑
i=1
αidix
T
i xj (2.105)
Para el caso linealmente no separable, se realiza una transformacio´n no lineal (φ(xi))
con el ﬁn de aumentar la dimensio´n del problema y as´ı encontrar un hiperplano que
ﬁnalmente separe las dos clases, Se deﬁne una funcio´n de kernel
K(xi,xj) = φ
T (xi)φ(xj) (2.106)
Aplicando la transformacio´n se obtiene:
Q(α) =
N∑
i=1
αi −
1
2
N∑
i=1
N∑
j=1
αiαjdidjφ
T (xi)φ(xj) (2.107)
Q(α) =
N∑
i=1
αi −
1
2
N∑
i=1
N∑
j=1
αiαjdidjK(xi,xj) (2.108)
Donde 0 ≤ α ≤ C y C es deﬁnido positivo. El truco del kernel consiste en:
Cap´ıtulo 2. Me´todos propuestos para el sistema hBMI 61
El determinar un kernel especiﬁco es una condicio´n suﬁciente.
No se requiere conocer el vector de pesos w.
Basta con conocer la matriz sime´trica K deﬁnida como
K = {k(xi,xj)}
N
i,j=1 (2.109)
donde k(x,xi) es un kernel de Mercer, el cual puede seleccionarse a partir de la
siguiente tabla.
Tipo de SVM Kernel de Mercer (k(x,xi))
Funcio´n de base radial exp(−
1
2
‖x− xi‖
2)
Polinomio (xTx+ 1)p
Perceptro´n de dos-capas tanh(β0x
Tx+ β1)
Tabla 2.1: Tabla de Kernel de Mercer ma´s comunes en la literatura [44].
Perceptro´n Multicapa (MLP)
Nuevamente se aborda la metodolog´ıa de RNA perceptro´n multicapa pero a
diferencia de la seccio´n 2.4.2, e´sta seccio´n esta´ enfocada en la clasiﬁcacio´n, problema
que se diferencia por tener una salida que solo puede tomar valores de un conjunto
ﬁnito de categor´ıas posibles, mientras que en la seccio´n pasada se abordaba el pro-
blema de la identiﬁcacio´n, donde la salida podr´ıa tomar cualquier valor del conjunto
de los reales.
Entre las razones para explorar nuevamente esta metodolog´ıa se encuentra: su
capacidad de clasiﬁcar tanto datos con relaciones linealmente separables como no
linealmente separables; adema´s de aprender las relaciones directamente de los datos
que esta´n siendo modelados. Tambie´n cumple restricciones de tiempo real, que son
una caracter´ıstica importante para este trabajo. Como pioneros en el desarrollo de
control con sen˜ales ﬁsiolo´gicas en tiempo real basada en el reconocimiento patrones,
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en [48] utilizaron un perceptro´n multicapa (MLP) para clasiﬁcar caracter´ısticas en el
dominio del tiempo, y fueron capaces de clasiﬁcar cuatro tipos de movimiento de las
extremidades, con una tasa de error de alrededor del 10%. Posteriormente, en [49]
aplicaron una red neural MLP para reconocer seis patrones de movimiento basados
en una caracter´ısticas en el dominio del tiempo y su entrop´ıa, lograron una precisio´n
promedio de aproximadamente el 95%. La te´cnica de disen˜o y entrenamiento es
descrita en la seccio´n 2.4.2 (algoritmo 5 y Figura 2.18).
Cap´ıtulo 3
Disen˜o, ana´lisis comparativo y
simulacio´n
El objetivo de este cap´ıtulo es simular, comparar y seleccionar los me´todos
presentados en el cap´ıtulo 2 para disen˜ar el sistema propuesto en la hipo´tesis (como
se muestra en la Figura 1.10) y posteriormente seguir a la implementacio´n de cada
etapa; iniciando con la Seccio´n 3.1, donde se describen los protocolos de experimen-
tacio´n, los cuales presentan los datos necesarios para disen˜ar el sistema digital. La
Seccio´n 3.2 esta´ destinada a detallar el disen˜o, la cual se divide en la Seccio´n 3.2.1,
donde se simulan los algoritmos propuestos para la etapa de pre-procesamiento de
las sen˜ales ﬁsiolo´gicas y se deﬁne el me´todo que se considera para el disen˜o posterior.
Posteriormente en la Seccio´n 3.2.2 se deﬁne el me´todo que se implementara´ para la
etapa de decodiﬁcacio´n, esto se realiza mediante la simulacio´n de los me´todos pro-
puestos y tomando en cuenta la complejidad computacional y el error cuadra´tico
promedio normalizado (NMSE) para seleccionar la te´cnica indicada. En la Seccio´n
3.2.3, se describen los diferentes tipos de buﬀers (ventana) a considerar para el pro-
cesamiento de la sen˜al cerebral, se simulan los diferentes tipos de clasiﬁcadores y se
selecciona uno de ellos, partiendo del porcentaje de aciertos y la complejidad de la
implementacio´n. Por u´ltimo, en la Seccio´n 3.3 se simula la hBMI y se determina si
es factible la implementacio´n del mismo.
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3.1 Protocolo de experimentacio´n
En e´sta tesis se considera datos experimentales realizados anteriormente por el
cuerpo acade´mico del DIE de FIME-UANL [51,52].
3.1.1 Sen˜al EEG
La sen˜al EEG fue adquirida de un experimento [51] que involucra a un paciente
de 25 an˜os que no presentaba ninguna patolog´ıa f´ısica o neural relacionada a los
miembros inferiores, a este sujeto se le pidio´ que caminara a dos distintas velocidades
en la caminadora “XTERRA trail racer 3.0”; la primera velocidad se deﬁnio´ de
acuerdo a la velocidad con la que el sujeto camina normalmente (aprox. 1.43 segundos
por ciclo); posteriormente se incremento la velocidad a 1.13 segundos por ciclo (esta
velocidad sigue siendo confortable para el sujeto y no se considera como trotar).
Figura 3.1: Fotograf´ıa del experimento para la adquisicio´n de la sen˜al EEG [51].
Al iniciar el experimento (Figura 3.1) se le solicito´ al sujeto parpadear tres
veces (como marcador para el procesamiento posterior), despue´s se le pidio´ al sujeto
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caminar en la primera velocidad durante un minuto, posteriormente se notiﬁca al
paciente de manera verbal el cambio de velocidad (la velocidad fue aumentando
hasta alcanzar la velocidad 2), una vez que el sujeto alcanzara la velocidad 2 se le
pidio´ que parpadeara tres veces, despue´s de un minuto en la velocidad 2, nuevamente
se le informo verbalmente al sujeto el cambio de velocidad (disminuyendo la velocidad
hasta alcanzar la velocidad 1), una vez que el sujeto alcanzara la velocidad 1 se le
pidio´ que parpadeara tres veces, el experimento concluye despue´s de un min. Este
experimento se repitio´ un total de 10 veces con descansos de 10 a 15 segundos [51].
Se utilizo´ el dispositivo B-ALERT X10 de Advanced Brain Monitoring Ltd
tal como se muestra en la Figura 3.2; para la adquisicio´n de las sen˜ales EEG, este
dispositivo opera de manera wireless, posee 9 canales para EEG y el de´cimo canal
para EOG o ECG, adquiere las sen˜ales con una frecuencia de muestreo de 256 Hz,
tiene una resolucio´n de 16 bits y rango ± 1000 µV [54]:
(a) (b) (c)
Figura 3.2: Adquisicio´n de la sen˜al EEG. a) Sistema B-ALERT X10. b) Esquema de
la posicio´n de los electrodos del sistema. c) Fotograf´ıa del sistema sobre el paciente
[51].
En este experimento se registraron los 10 canales disponibles, con un pre-
procesamiento preestablecido para eliminar artefactos oculares. Para este trabajo
se considero´ el electrodo C3 (debido a que esa a´rea esta´ relacionada con la acti-
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vidad motriz) junto con la sen˜al EOG que es usada como marcador del estado del
experimento tal como en la Figura 3.3, la cual muestra un registro de una repeticio´n.
Figura 3.3: Sen˜ales EEG del electrodo C3 y EOG de un experimento, el cuadro rojo
marca los tres parpadeos que indican el cambio de actividad del paciente [51].
3.1.2 Sen˜al EMG y variable cinema´tica
Para el registro de la actividad de las sen˜ales EMG, y la variable cinema´tica que
para este trabajo corresponde al a´ngulo tibio-femoral (TFA), se realizo´ un experi-
mento similar al descrito anteriormente, en este experimento se usaron tres pacientes
que realizaron varias caminatas en la XTERRA trail racer 3.0, estos pacientes no
presentaron ningu´n historial de problemas ﬁsiolo´gicos que afecten a la prueba.
El experimento consiste en registrar dos velocidades diferentes de caminata,
para la cual se le solicito al paciente que parpadeara tres veces al cambio de la
velocidad de 4 millas/hora a 6 millas/hora y viceversa (se cambio´ la velocidad dos
veces por prueba), con el ﬁn de sincronizar las sen˜ales en la etapa de procesamiento,
cada velocidad tuvo una duracio´n de 1 min [52].
Para adquirir las sen˜ales EMG se utilizo el sistema MP36 de BIOPAC tal
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como se muestra en la Figura 3.4, usando electrodos desechables EL503. El sistema
adquiere las sen˜ales con una frecuencia de muestreo de 1000Hz, con resolucio´n de 24
bits, y con rango ajustable entre 2000 µV y 2 V [55].
(a) (b)
Figura 3.4: Sujeto usando los electrodos EL503 que se conectan al sistema MP36
colocados en el a) Vastus medialis (extensor) y en b) Bı´cep femoris (ﬂexor) [52].
Para este estudio se considero´ la sen˜al mioele´ctrica del mu´sculo extensor debido
a que ambas sen˜ales se consideran como complementarias una de otra; en la Figura
3.5 se muestra el registro completo de la sen˜al EMG de un experimento y en la
Figura 3.6 se muestra la sen˜al mioele´ctrica en cada velocidad.
Figura 3.5: Sen˜al EMG durante todo un experimento [52].
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(a) (b)
Figura 3.6: Registro de actividad EMG durante: a) velocidad 1 (4 mph) y b) veloci-
dad 2 (6 mph) [52].
En el caso de la adquisicio´n del TFA, se utilizo´ una ca´mara de video Sony
Handyman HDR-CX190, la cual registraba la posicio´n de unos ı´ndices blancos (sobre
un fondo negro como se muestra en la Figura 3.7), posteriormente se procesa el video
fuera de l´ınea y se calcula el TFA. En [52] se describe con mayor profundidad el
me´todo para calcular la VC partiendo del video. Este sistema adquiere las sen˜ales
con una frecuencia de muestreo de 29 cuadros/seg.
(a) (b)
Figura 3.7: Adquisicio´n del TFA (θ). a) Ambiente del experimento para grabar del
video. b) Convencio´n de los ı´ndices (cadera, rodilla, tobillo) [52].
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En la Figura 3.8 se muestra el registro completo del TFA de un experimento y
en la Figura 3.9 se muestra dicho a´ngulo en cada velocidad.
Figura 3.8: A´ngulo tibio-femoral durante todo un experimento [52].
(a) (b)
Figura 3.9: Registro de actividad del TFA durante: a) velocidad 1 (4 mph) y b)
velocidad 2 (6 mph) [52].
3.2 Disen˜o y ana´lisis comparativo
El disen˜o del sistema digital se realizo´ en la plataformaMATLAB R© de Math-
works, mientras que la simulacio´n del sistema se realizo´ en el mo´dulo Simulink R©.
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3.2.1 Disen˜o del pre-procesamiento
Pre-procesamiento de EMG
Resumiendo lo discutido en la Seccio´n 2.3.1, se propuso calcular la envolvente
suavizada de la sen˜al EMG para posteriormente usarla como entrada para la etapa
de decodiﬁcacio´n. Para este trabajo se evaluaron los siguientes me´todos:
Me´todo de la trasformada Hilbert que consiste en:
• Transformada Hilbert (Calcular la sen˜al anal´ıtica).
• Mo´dulo de la sen˜al.
• Filtro Butterworth pasa bajas de 5th orden con fc = 5 Hz.
Me´todo de ﬁltrado lineal que consiste en:
• Filtro Butterworth pasa altas de 5th orden con fc = 15 Hz.
• Mo´dulo de la sen˜al.
• Filtro Butterworth pasa bajas de 5th orden con fc = 5 Hz.
En la Figura 3.10 se muestra una comparacio´n gra´ﬁca de los dos me´todos.
Figura 3.10: Envolvente lineal de una EMG.
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Estos me´todos tienen un retraso aproximado de 300 muestras, dado que la
sen˜al fue muestreada a 1000Hz, el retraso se aproxima a 0.3 seg. El resultado de
despreciar el retraso inherente del uso de ﬁltros se muestra en la Figura 3.11. En
(a) (b)
Figura 3.11: Envolvente lineal de una EMG en: a) velocidad 1 (4 mph) y b) velocidad
2 (6 mph).
conclusio´n el me´todo de la transformada Hilbert cubre de mejor manera la sen˜al
EMG en comparacio´n del me´todo tradicional de ﬁltrado, sin embargo este u´ltimo,
puede ser conﬁgurado en los sistemas de adquisicio´n de datos actuales sin problemas.
El co´digo de la implementacio´n de estos me´todos puede encontrarse en el
Ape´ndice A.1, para desarrollar dicho co´digo se usaron comandos como “butter”
(comando para disen˜ar un ﬁltro Butterworth) y “hilbert” (el cual calcula la sen˜al
anal´ıtica de su argumento).
Pre-procesamiento de EEG
En la Seccio´n 2.3.2 se presenta el algoritmo ICA para discriminar artefactos,
en este trabajo se uso´ un toolbox llamado FastICA desarrollado por [53], el cual es
un me´todo eﬁciente para efectuar el algoritmo ICA.
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Discriminacio´n de artefactos de la sen˜al EEG
Como se menciono´ en la Seccio´n 3.1.1, la sen˜al EEG fue pre-procesada para
eliminar la sen˜al EOG sobre los canales EEG, por lo cual esta etapa no fue incluida
en el sistema digital ﬁnal, sin embargo en esta tesis se presenta un ejemplo de la
aplicacio´n del algoritmo ICA para remover los componentes EOG sobre los canales
EEG.
El experimento que contempla este ejemplo fue la adquisicio´n de la sen˜al EEG
mientras el sujeto de prueba levantaba su tobillo hasta que el TFA tuviera un a´ngu-
lo aproximado de 180◦ (el TFA parte de 90◦) mientras se mantiene sentado, para
adquirir la sen˜al se uso´ el sistema MOBITA-W-20 EEG y se adquirio´ la sen˜al EEG
con artefactos oculares (EOG).
Figura 3.12: Discriminacio´n de componentes de la sen˜al EEG del experimento com-
pleto.
En la Figura 3.12 se muestra del lado izquierdo las variables observadas en un
intervalo donde el sujeto de prueba parpadeo´, Fp1 corresponde al electrodo frontal 1,
Fp2 es el electrodo frontal 2 (ambas sen˜ales registran la sen˜al EOG) y Pz el electrodo
en la zona central del lo´bulo parietal (sen˜al EEG con parpadeo).
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De lado derecho se muestra el resultado de aplicar el algoritmo ICA, separando
las sen˜ales estad´ısticamente independientes. Como se puede apreciar en la primera
gra´ﬁca del lado derecho corresponde a la sen˜al EOG, la segunda gra´ﬁca es la sen˜al
EEG (Pz) sin el parpadeo´ y la tercera gra´ﬁca es una sen˜al de artefactos indepen-
dientes de la sen˜al EEG y EOG. Como se menciono´ anteriormente, la desventaja de
esta te´cnica es el alterar la magnitud de la sen˜ales originales, sin embargo usando
la matriz de mezclado A y generando un nuevo vector de sen˜ales originales (reem-
plazando los componentes no deseados por ceros) es posible recuperar las sen˜ales
observadas sin los componentes no deseados, como se muestra en la Figura 3.13.
Figura 3.13: Sen˜al EEG (sin los componentes EOG) del experimento completo.
En conclusio´n el algoritmo ICA es capaz de eliminar el ruido por parpadeo.
3.2.2 Disen˜o del decodificador
Haciendo referencia a la Seccio´n 2.4, este trabajo aborda los me´todos de ﬁltro
o´ptimo, ﬁltros adaptativos y redes neuronales artiﬁciales. Por lo tanto se deﬁne la
sen˜al deseada como el TFA y la envolvente de la sen˜al EMG del mu´sculo extensor
como la entrada de esta etapa.
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Dado que las tres sen˜ales fueron adquiridas a diferente frecuencia de muestro
(fs), se deﬁne la frecuencia de muestro de nuestro sistema digital a 256 Hz, debido
a esta especiﬁcacio´n, la sen˜al del TFA (fs = 29 Hz) requiere de una interpolacio´n
y la sen˜al EMG (fs = 1000) Hz requiere de decimacio´n; para realizar la interpo-
lacio´n se usa la te´cnica denominada como “zero padding” (Ape´ndice A.1) el cual
consite en agregar muestras de ceros al espectro de la sen˜al original y transformar el
espectro resultante al dominio del tiempo, dando como resultado una interpolacio´n
con cara´cter sinusoidal. Para realizar la decimacio´n se aplico´ el algoritmo descrito
en el Ape´ndice A.1, el cual elimina muestras conforme a un factor y as´ı reducir la
frecuencia de muestreo. La sen˜al TFA fue normalizada entre 34.26 y -156.27, mien-
tras que la sen˜al EMG se normalizo´ entre los valores 0.2 y 2.45e-12; Por u´ltimo, a
ambas sen˜ales se les aplico´ un oﬀset para hacerlas de media cero. Para realizar el
entrenamiento o los ciclos de adaptacio´n, se selecciono´ un intervalo de las sen˜ales
EMG y TFA para cada velocidad de operacio´n, para as´ı obtener mejores resultados.
En las Figuras 3.14 y 3.15 se muestran los intervalos usados para el disen˜o de
esta etapa.
Figura 3.14: Intervalo de las sen˜ales EMG y TFA para la velocidad 1.
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Figura 3.15: Intervalo de las sen˜ales EMG y TFA para la velocidad 2.
Filtro Wiener
La deduccio´n de esta te´cnica se discute en la Seccio´n 2.4.1, mientras que el
co´digo empleado se describe en el Ape´ndice A.1. Las caracter´ısticas del disen˜o son
los siguientes:
Filtro Wiener de la velocidad 1:
Orden: 500.
Taman˜o de la sen˜al (N): 2001 muestras.
Frecuencia de muestreo (fs): 256 Hz.
En la Figura 3.16 se muestran los resultados del disen˜o usando un ﬁltro Wiener sobre
el intervalo seleccionado.
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Figura 3.16: Intervalo decodiﬁcado por el ﬁltro Wiener para la velocidad 1.
Filtro Wiener de la velocidad 2:
Orden: 500.
Taman˜o de la sen˜al (N): 4801 muestras.
Frecuencia de muestreo (fs): 256 Hz.
En la Figura 3.17 se muestran los resultados del disen˜o usando un ﬁltro Wiener sobre
el intervalo seleccionado.
Figura 3.17: Intervalo decodiﬁcado por el ﬁltro Wiener para la velocidad 2.
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Filtro LMS
En la Seccio´n 2.4.1, se describio´ el desarrollo de este me´todo, adema´s, se discute
la cualidad de modiﬁcar los coeﬁcientes del ﬁltro por iteracio´n; esta caracter´ıstica
refuerza la perspectiva local sobre la global, es decir, el ciclo actual tiene una mayor
inﬂuencia en el resultado que los anteriores, hasta el punto de poder despreciar las
primeras iteraciones. Debido a esto se propuso el registrar los coeﬁcientes del ﬁltro
por iteracio´n y promediarlos para aumentar la perspectiva global. A continuacio´n se
presenta las caracter´ısticas del disen˜o de los ﬁltros, junto con la simulacio´n en ambas
actividades.
Filtro LMS de la velocidad 1:
Orden: 500.
Taman˜o de la sen˜al (N): 2001 muestras.
Frecuencia de muestreo (fs): 256 Hz.
Ciclos de adaptacio´n: 1000.
Taman˜o del paso (µ): 0.324.
(a) (b)
Figura 3.18: Resultados durante el ciclo de adaptacio´n de la velocidad 1. a) Estima-
cio´n del a´ngulo durante y b) Estimacio´n del a´ngulo durante el ciclo de adaptacio´n.
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En la Figura 3.18 se muestran los resultados del disen˜o usando un ﬁltro LMS
sobre el intervalo seleccionado. Y la simulacio´n del disen˜o del ﬁltro se muestra en la
Figura 3.19.
(a) (b)
Figura 3.19: Simulacio´n sobre el intervalo de la velocidad 1: a) Filtro LMS y b) Filtro
LMS promediado.
Filtro LMS de la velocidad 2:
Orden: 500.
Taman˜o de la sen˜al (N): 4801 muestras.
Frecuencia de muestreo (fs): 256 Hz.
Ciclos de adaptacio´n: 3000.
Taman˜o del paso(µ): 0.0017.
En la Figura 3.20 se muestran los resultados del disen˜o usando un ﬁltro LMS
sobre el intervalo seleccionado.
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(a) (b)
Figura 3.20: Resultados durante el ciclo de adaptacio´n de la velocidad 2. a) Estima-
cio´n del a´ngulo y b) Estimacio´n del a´ngulo durante el ciclo de adaptacio´n.
Y la simulacio´n del disen˜o del ﬁltro se muestra en la Figura 3.21.
(a) (b)
Figura 3.21: Simulacio´n sobre el intervalo de la velocidad 2: a) Filtro LMS y b) Filtro
LMS promediado.
Para el lector interesado, el co´digo que se uso´ para simular el me´todo se puede
encontrar en el Ape´ndice A.1.
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Filtro RLS
La deduccio´n de esta te´cnica se encuentra en la Seccio´n 2.4.1, donde ademas se
menciona que esta te´cnica posee un factor de olvido, por lo que presenta una mayor
perspectiva global que el algoritmo LMS y por lo cual se opto´ por no promediar el
registro de coeﬁcientes como en el me´todo anterior. A continuacio´n se presenta las
caracter´ısticas del disen˜o de los ﬁltros, junto con la simulacio´n en ambas actividades.
Filtro RLS de la velocidad 1:
Orden: 500.
Taman˜o de la sen˜al (N): 2001 muestras.
Frecuencia de muestreo (fs): 256 Hz.
Ciclos de adaptacio´n: 1500.
Factor de olvido (µ): 0.997.
(a) (b)
Figura 3.22: Resultados durante el ciclo de adaptacio´n de la velocidad 1. a) Estima-
cio´n del TFA y b) Error en la estimacio´n durante el ciclo de adaptacio´n.
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En la Figura 3.22 se muestran los resultados del disen˜o usando un ﬁltro RLS sobre
el intervalo seleccionado. Y la simulacio´n del disen˜o del ﬁltro se muestra en la Figura
3.23.
Figura 3.23: Intervalo decodiﬁcado por el ﬁltro RLS para la velocidad 1.
Filtro RLS de la velocidad 2:
Orden: 500.
Taman˜o de la sen˜al (N): 2001 muestras.
Frecuencia de muestreo (fs): 256 Hz.
Ciclos de adaptacio´n: 3500.
Factor de olvido (µ): 0.997.
En la Figura 3.24 se muestran los resultados del disen˜o usando un ﬁltro RLS
sobre el intervalo seleccionado.
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(a) (b)
Figura 3.24: Resultados durante el ciclo de adaptacio´n de la velocidad 2. a) Estima-
cio´n del TFA y b) Error en la estimacio´n durante el ciclo de adaptacio´n.
Y la simulacio´n del disen˜o del ﬁltro se muestra en la Figura 3.25.
Figura 3.25: Intervalo decodiﬁcado por el ﬁltro RLS para la velocidad 2.
Para el lector interesado, el co´digo que se uso´ para simular el me´todo se puede
encontrar en el Ape´ndice A.1.
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Perceptro´n Multicapa (decodificador)
La metodolog´ıa de MLP se aborda en la Seccio´n 2.4.2, as´ı mismo se menciona
los dos tipos de paradigmas evaluados en esta tesis; la RNA esta´tica y la RNA
dina´mica (con memoria incluida) cuya estructura se muestra en la Figura 2.16. El
disen˜o de la red neuronal se realizo´ usando el toolbox de MATLAB conocido como
“Neural Network Toolbox” (“nntool”, comando para abrir el gestionador de RNAs,
el cual permite crear y conﬁgurar RNA o importar y exportar datos para el disen˜o).
Se conﬁguro´ el gestionador para una RNA esta´tica de la siguiente manera:
Caracter´ısticas de RNA de la velocidad 1:
Arquitectura:
• Nu´mero de entradas: 1
• Nu´mero de capas ocultas: 3
• Nu´mero de neuronas en la capa 1: 20
• Nu´mero de neuronas en la capa 2: 10
• Nu´mero de neuronas en la capa 3: 5
• Nu´mero de neuronas en la capa de salida: 1
Taman˜o de la sen˜al (N): 2001 muestras
Frecuencia de muestreo (fs): 256 Hz
Para´metros de entrenamiento:
• Nu´mero de e´pocas: 1000
• Gradiente mı´nimo: 1x10−7
• Taman˜o del paso: 0.001
• Nu´mero de e´pocas para la convergencia: 167
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En la Figura 3.26 se muestra la simulacio´n de la RNA sobre la velocidad 1.
Figura 3.26: Intervalo decodiﬁcado por la RNA (1-20-10-5-1) para la velocidad 1.
Caracter´ısticas de RNA de la velocidad 2:
Arquitectura:
• Nu´mero de entradas: 1
• Nu´mero de capas ocultas: 3
• Nu´mero de neuronas en la capa 1: 20
• Nu´mero de neuronas en la capa 2: 10
• Nu´mero de neuronas en la capa 3: 5
• Nu´mero de neuronas en la capa de salida: 1
Taman˜o de la sen˜al (N): 4801 muestras
Frecuencia de muestreo (fs): 256 Hz
Para´metros de entrenamiento:
• Nu´mero de e´pocas: 1000
• Gradiente mı´nimo: 1x10−7
• Taman˜o del paso: 0.001
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• Nu´mero de e´pocas para la convergencia: 17
En la Figura 3.27 se muestra la simulacio´n de la RNA sobre la velocidad 2.
Figura 3.27: Intervalo decodiﬁcado por la RNA (1-20-10-5-1) para la velocidad 2.
A continuacio´n se describe las cualidades de las RNA dina´mica evaluadas.
Caracter´ısticas de RNA de la velocidad 1:
Arquitectura:
• Nu´mero de retrasos en la entrada: 10
• Nu´mero de entradas: 10
• Nu´mero de capas ocultas: 3
• Nu´mero de neuronas en la capa 1: 20
• Nu´mero de neuronas en la capa 2: 10
• Nu´mero de neuronas en la capa 3: 5
• Nu´mero de neuronas en la capa de salida: 1
Taman˜o de la sen˜al (N): 2001 muestras
Frecuencia de muestreo (fs): 256 Hz
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Para´metros de entrenamiento:
• Nu´mero de e´pocas: 1000
• Gradiente mı´nimo: 1x10−7
• Taman˜o del paso: 0.001
• Nu´mero de e´pocas para la convergencia: 194
En la Figura 3.28 se muestra la simulacio´n de la RNA sobre la velocidad 1.
Figura 3.28: Intervalo decodiﬁcado por la RNA (10-20-10-5-1) para la velocidad 1.
Caracter´ısticas de RNA de la velocidad 2:
Arquitectura:
• Nu´mero de retrasos en la entrada: 10
• Nu´mero de entradas: 10
• Nu´mero de capas ocultas: 3
• Nu´mero de neuronas en la capa 1: 20
• Nu´mero de neuronas en la capa 2: 10
• Nu´mero de neuronas en la capa 3: 5
• Nu´mero de neuronas en la capa de salida: 1
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Taman˜o de la sen˜al (N): 4801 muestras
Frecuencia de muestreo (fs): 256 Hz
Para´metros de entrenamiento:
• Nu´mero de e´pocas: 1000
• Gradiente mı´nimo: 1x10−7
• Taman˜o del paso: 0.001
• Nu´mero de e´pocas para la convergencia: 235
En la Figura 3.29 se muestra la simulacio´n de la RNA sobre la velocidad 2.
Figura 3.29: Intervalo decodiﬁcado por la RNA (10-20-10-5-1) para la velocidad 2.
En conclusio´n, se puede observar que las RNA dina´micas obtienen un mejor
resultado que las esta´ticas, sin embargo las RNA dina´micas parecen poseer ruido de
alta frecuencia por lo que posiblemente con un ﬁltro pasa baja se obtenga un mejor
desempen˜o.
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Ana´lisis comparativo
Se realizo´ un ana´lisis comparativo de los algoritmos candidatos para la etapa
de decodiﬁcacio´n, el error cuadra´tico promedio normalizado (NMSE) fue el criterio
de evaluacio´n. El NMSE esta´ deﬁnido por la siguiente ecuacio´n:
NMSE =
∑n=0
N [d(n)− y(n)]
2∑n=0
N [d(n)]
2
, (3.1)
Donde y(n) es la salida del me´todo seleccionado en la muestra n y d(n) es la sen˜al
deseada.
Tabla 3.1: Tabla comparativa de los resultados de los algoritmos propuestos para la
etapa de decodiﬁcacio´n.
Conforme a los resultados Tabla 3.1 se selecciona al ﬁltro Wiener como la
te´cnica a implementar como la etapa de decodiﬁcacio´n.
3.2.3 Disen˜o del clasificador
En la Figura 3.30 y 3.31 se muestra gra´ﬁcamente el resultado de aplicar el
decodiﬁcador sobre todo el experimento.
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Figura 3.30: Estimacio´n del TFA de cada ﬁltro en todo un experimento.
(a) (b)
Figura 3.31: Estimacio´n del TFA durante la a) velocidad 1 (4 mph) y b) velocidad
2 (6 mph).
A pesar de los resultados obtenidos en el disen˜o del decodiﬁcador, se observa
que el uso de un solo ﬁltro no es suﬁciente para replicar el movimiento en su totalidad,
debido a esto se propone usar un banco de ﬁltros que engloben una cierta actividad
espec´ıﬁca. Esto nos lleva al problema de encontrar la manera de seleccionar el modelo
apropiado para la tarea que el usuario pretenda ejecutar.
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Con ello se plantea el disen˜o de un clasiﬁcador basado las caracter´ısticas re-
lacionadas en la actividad correspondiente de la sen˜al EEG del usuario, y con ella
debera´ ser capaz de estimar la tarea del usuario. La sen˜al EEG registrada en elec-
trodo C3 se establece como la entrada del clasiﬁcador.
Extraccio´n de caracter´ısticas
En la Seccio´n 2.5.1 se describio´ el objetivo de esta etapa, el cual se resume
en el ca´lculo del vector de caracter´ısticas, que se llevara a cabo considerando la
magnitud del espectro de la sen˜al EEG (usando el comando de MATLAB “ﬀt”,
que calcula la trasformada ra´pida de Fourier) en una ventana ﬁja de 256 muestras,
esta´ ventana puede ser con traslape o sin traslape, el tipo de ventana se deﬁnira´ ma´s
adelante conforme al resultado del disen˜o del clasiﬁcador. Posteriormente generamos
un nuevo vector de 15 elementos con los componentes correspondientes a las ondas α
y β. Para el lector interesado, el co´digo empleado para la extraccio´n de caracter´ısticas
se describe en el Ape´ndice A.1.
Clasificador de Bayes
El algoritmo que se evaluara´ es el clasiﬁcador ingenuo de Bayes, el cual es una
aproximacio´n del clasiﬁcador de Bayes descrito en la Seccio´n 2.5.2, e´sta aproxima-
cio´n se logra haciendo la suposicio´n de que las caracter´ısticas son condicionalmente
independientes de la clase. Se uso´ el comando “NaiveBayes.ﬁt” de MATLAB para
disen˜ar este clasiﬁcador. A continuacio´n se muestra el resultado de clasiﬁcador de la
sen˜al EEG del C3, el cual usa una ventana sin traslape que dio lugar a 189 vecto-
res de entrenamiento, considerando como las Tarea 1 y -1 como las velocidad 1 y 2
respectivamente.
Cap´ıtulo 3. Disen˜o, ana´lisis comparativo y simulacio´n 91
Figura 3.32: Estimacio´n de la tarea del usuario usando el clasiﬁcador de Bayes con
la sen˜al del C3 en todo un experimento.
El clasiﬁcador de Bayes con ventana sin traslape de la Figura 3.32, el cual
obtuvo un resultado de 74.76% de porcentaje de aciertos (PA). Para una ventana
con traslape y corrimiento de una muestra, se obtuvieron 44810 vectores de entre-
namiento, para los cuales el algoritmo no fue capaz de sintetizar un resultado.
Ma´quina de soporte vectorial
E´ste me´todo fue descrito en la Seccio´n 3.2.3. Para disen˜ar este clasiﬁcador se
uso´ el comando de MATLAB “svmtrain”, el cual deﬁne una funcio´n discriminante
partiendo de un conjunto de datos con su clase (tarea) correspondiente, sin embargo
el usuario puede deﬁnir la funcio´n de kernel, la funcio´n de kernel que se establecio´ pa-
ra este trabajo fue la del polinomio de 5◦ orden (por obtener los mejores resultados).
A continuacio´n se muestra el resultado de clasiﬁcador con una ventana sin traslape
de la sen˜al EEG del C3:
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Figura 3.33: Estimacio´n de la tarea del usuario usando una SVM y la sen˜al C3 en
todo un experimento.
La SVM de la Figura 3.33 obtuvo un resultado de 100% PA, por otra parte
el modelo requiere de 126 vectores de 15 elementos, que representa un poco ma´s del
65% de los datos de entrenamiento; esto indica que el me´todo tiene diﬁcultad para
generalizar resultados para los dos caso, dicho esto el modelo puede ser simpliﬁcador
usando los multiplicadores de Lagrange (α), ya que este para´metro indica la inﬂuen-
cia del VS asociado, por lo que estableciendo un umbral se pueden discriminar los
menos inﬂuyentes, el umbral u esta descrito por la siguiente ecuacio´n:
u = m[min(α)], (3.2)
donde m es una constante en los R deﬁnida por el usuario y α representa el vector de
todos multiplicadores de Lagrange del modelo. Solamente sera´n tomados en cuenta
los vectores de soporte cuyos multiplicadores αˆ tengan una magnitud que sobrepase
el umbral u, es decir:
αˆ =


αi αi > u
0 en otro caso
(3.3)
A continuacio´n se muestra el resultado de las SVMs en su versio´n simpliﬁcada.
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Figura 3.34: Estimacio´n de la tarea del usuario usando una SVM y la sen˜al C3 en
todo un experimento con m=250.
La SVM de la Figura 3.34 obtuvo un resultado de 86.77% PA, el modelo re-
quiere de 87 vectores de 15 elementos, que representa el 46.03% de los datos de
entrenamiento. Finalmente se evalu´a el uso de una venta con traslape y corrimiento
de una muestra.
Figura 3.35: Estimacio´n de la tarea del usuario usando una SVM con ventana con
traslape (VT) y la sen˜al C3 en todo un experimento.
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La SVM de la Figura 3.35 obtuvo un resultado de 99.9% (solo 23 errores) PA,
el modelo requiere de 974 VS, que representa el 3.22% de los datos de entrenamiento.
Siendo un total de 16558 para´metros ﬁjos (incluyendo α y bias) del tipo doble (64
bits, 1059712 bits en total), que conlleva a un problema para el almacenamiento en
memoria.
En conclusio´n, a pesar del buen resultado en la clasiﬁcacio´n, el modelo presenta
el inconveniente de requerir de un gran nu´mero de para´metros, que conlleva a ma´s
recursos de memoria.
Perceptro´n Multicapa (clasificador)
Siguiendo la metodolog´ıa expuesta anteriormente (secciones 2.4.2 y 2.5.2),
usando la funcio´n signo(sgn()), la cual limita los resultados de la RNA a un conjun-
to ﬁnito de categor´ıas posibles. Se evaluaron dos arquitecturas diferentes para cada
sen˜al. Las caracter´ısticas de la etapa de aprendizaje son:
Taman˜o de la sen˜al de entrenamiento con ventana sin traslape: 189x15
Taman˜o de la sen˜al de entrenamiento con ventana con traslape: 30267x15
Frecuencia de muestreo (fs): 256 Hz
Para´metros de entrenamiento:
• Nu´mero de e´pocas: 1000
• Gradiente mı´nimo: 1x10−7
• Taman˜o del paso: 0.001
• Nu´mero de e´pocas para la convergencia: 16
A continuacio´n se muestran los resultados usando la sen˜al muestreada con una
ventana sin traslapes.
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(a) (b)
Figura 3.36: Tarea estimada usando la sen˜al del C3 y una a) RNA de 15-50-1 b)
RNA de 15-50-20-1.
Los resultados de las dos arquitecturas propuestas se muestran en la Figura
3.36. La arquitectura 15-100-1 obtuvo un PA de 83.06% mientras que la RNA 15-
50-20-1 consiguio´ un PA de 80.42%. Finalmente en la Figura 3.37 se muestra el
resultado de usar la sen˜al muestreada con una ventana con traslape y corrimiento
de una muestra.
Figura 3.37: Tarea estimada por RNA (15-100-1) usando la sen˜al del C3.
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La arquitectura 15-100-1 usando una ventana con traslape tuvo un resultado
similar al de la SVM, sin embargo se requieren de mucho menos para´metros para
implementar esta te´cnica.
Ana´lisis comparativo
El ana´lisis comparativo consistio´ en evaluar el porcentaje de aciertos (PA) de
los algoritmos propuestos tal como se muestra en la Tabla 3.2.
Tabla 3.2: Tabla comparativa de los resultados de la etapa de clasiﬁcacio´n.
Por lo tanto se deﬁne la SVM como la te´cnica a implementar para la etapa de
clasiﬁcacio´n, dado que obtuvo los mejores resultados. En el Ape´ndice A.1 describe
el co´digo para la implementacio´n de este me´todo.
Protector de falsos verdaderos
Con ﬁn de mejorar el rendimiento del clasiﬁcador se le agrega una etapa de
proteccio´n a falsos verdaderos (FTP), el cual consiste en un ﬁltro pasa baja (pro-
medio de tres muestras) y un umbral para delimitar la salida del clasiﬁcador a dos
nu´meros enteros. En la Figura 3.38 se muestra el incremento en la efectividad del
clasiﬁcador al usar el FTP.
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(a) (b)
Figura 3.38: Estimacio´n de la tarea del usuario con: a) SVM (86.77%) y b) SVM
con FTP (93.05%).
3.3 Simulacio´n
En esta seccio´n se discute la simulacio´n del sistema, que se desarrollo´ en el
entorno de Simulink, cuyo diagrama de bloques se muestra en la Figura 3.39.
Figura 3.39: Sistema hBMI completo en Simulink.
Para el lector interesado, los co´digos empleados para esta simulacio´n, se descri-
be en el Ape´ndice 5.1. En la Figura 3.40 se muestran los resultados de la simulacio´n.
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Figura 3.40: TFA estimado por la hBMI en todo el experimento.
(a) (b)
Figura 3.41: Estimacio´n del TFA en un intervalo de comutacio´n de a) velocidad 1-2
y b) velocidad 2-1.
Mientras que en la Figuras 3.41 se hace un e´nfasis en el momento en que el
sistema debe conmutar. Por u´ltimo se realizo´ un ana´lisis comparativo (Tabla 3.3)
entre los ﬁltros de cada velocidad y la hBMI, usando nuevamente el NMSE como
criterio de evaluacio´n y ventanas correspondientes a las velocidades de operacio´n.
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Tabla 3.3: Tabla comparativa de los resultados de los ﬁltros individuales y la hBMI.
La hBMI presenta mayor error que los ﬁltros en la velocidad a la que fueron
disen˜ados, esto se debe a los errores en la clasiﬁcacio´n, sin embargo se concluye que
de manera global si se mejora el proceso de decodiﬁcacio´n empleando la hBMI, en
comparacio´n de usar los ﬁltros por si solos.
Cap´ıtulo 4
Implementacio´n
El objetivo de este cap´ıtulo es detallar la implementacio´n de los algoritmos
seleccionados del cap´ıtulo 3 para cada etapa del sistema hBMI; comenzando con la
Seccio´n 4.1, donde se describe las caracter´ısticas del hardware propuesto y el entorno
de programacio´n del mismo. Continuando con la Seccio´n 4.2 la cual esta´ enfocada en
presentar los esquemas, paradigmas, tiempos de computo (por etapa) y el entorno
para la simulacio´n del tipo “hardware in the loop”. Y ﬁnalmente la Seccio´n 4.3
muestra los resultados de la implementacio´n. Para el lector interesado, en el Ape´ndice
A.2 se describe la implementacio´n del sistema propuesto en un hardware de National
Instruments (NI myRIO-1900).
4.1 Hardware
Para seleccionar el hardware apropiado, se deﬁnen las siguientes caracter´ısticas
necesarias en el sistema:
1. Convertidor Analo´gica-Digital (ADC) con resolucio´n de 10 bits y fs ≥ 256 Hz.
2. Convertidor Digital-Analo´gica (DAC) con resolucio´n de 10 bits y fs ≥ 256 Hz.
3. Frecuencia de reloj mayor a 40MHz.
4. Porta´til y econo´mico (menor a $1500.00 MN).
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Los ADC y DAC son necesarios debido a que tanto la sen˜al de entrada como la salida
del sistema se deﬁnieron como sen˜ales analo´gicas y con estos convertidores el sistema
digital sera´ capaz de procesar la informacio´n. Uno de los factores que determina el
costo de un convertidor es la resolucio´n, dado a que se desea que el sistema sea
econo´mico, se considera un convertidor de 10 bits, ya que el valor mı´nimo que puede
adquirir dicho convertidor es de 4.88 mV y 2.92 mV, para sistemas que operan a 5 V
y 3.3 V, lo cual no representa problema para los dispositivos de adquisicio´n actuales,
que son capaces de ajustar la magnitud de la sen˜al de entrada, en el caso de la salida,
el sistema debera´ ser capaz de escalar la sen˜al de salida para hacer despreciable el
error de cuantiﬁcacio´n. Debido a que la mayor energ´ıa de la sen˜al EMG existe entre
7-100 Hz y las bandas de frecuencias de intere´s de las sen˜ales EEG son menores a
30Hz, se requiere de un muestreo por lo menos de 256 Hz (para satisfacer el criterio
de Nyquist), por lo tanto la tasa de conversio´n de los ADC y DAC tiene que ser
mayor a lo indicado. El sistema digital debe tener la capacidad de calcular la DFT,
efectuar la SVM, estimar el TFA y mantener la frecuencia de muestreo por lo tanto
se considera reloj de 40 MHz.
Con todo lo mencionado anteriormente, se selecciono´ el microcontrolador (MCU)
de 32 bits “ATSAM3X8E” [56] de ATMEL, que posee los recursos deseados para el
sistema propuesto. Adema´s en el mercado actual existe una tarjeta de desarrollo
compacta enfocada en este MCU, conocida como Arduino DUE (Figura 4.1), la cual
fue disen˜ada como “hardware libre”por Arduino R© [58].
Figura 4.1: Tarjeta de desarrollo Arduino DUE [58].
Cap´ıtulo 4. Implementacio´n 102
A continuacio´n se muestra un resumen de caracter´ısticas ma´s relevantes (para
este trabajo) del Arduino Due [56,58]:
Procesador: ATSAM3X8E (MCU, ARM Cortex-M3).
Frecuencia del reloj: 84 MHz.
Memoria interna: 512 KB de memoria FLASH, 96 KB SRAM.
Canales ADC (entradas analo´gicas): 16 canales de 12 bits (resolucio´n) con una
tasa de conversio´n de 1 MHz.
Canales DAC (salidas analo´gicas): 2 canales de 12 bits con una tasa de con-
versio´n de 1 MHz.
Interrupciones disponibles: 30.
Voltaje de operacio´n: 3.3 V.
Otras caracter´ısticas: Contadores de 9 canales de 32 bits, reloj en tiempo real
(RTC), contador de tiempo real (RTT), 54 salidas digitales.
Para programar el Arduino DUE, la empresa Arduino desarrollo´ su propio IDE
(entorno de programacio´n), sin embargo para este trabajo, se uso´ el software ATMEL
Studio 7.0 y se programo´ en lenguaje C, debido a que en este software es posible
depurar en tiempo real, con la herramienta necesaria (con el programador/debuger
ATMEL ICE).
4.2 Esquema de implementacio´n
4.2.1 Esquema de programacio´n
En la Figura 4.2, se muestra un diagrama con los elementos que sera´n incluidos
en el sistema embebido.
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Figura 4.2: Principales procesos que se realizan en el sistema embebido propuesto.
El primer enfoque (programacio´n secuencial) tomado para la implementacio´n
del sistema embebido se muestra la Figura 4.3.
Figura 4.3: Diagrama de ﬂujo de la programacio´n secuencial del sistema embebido.
Este enfoque tiene la ﬁnalidad de medir el tiempo de ejecucio´n por etapa, esto
se realiza con un contador embebido en hardware del MCU.
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Tabla 4.1: Tabla de los tiempos de ejecucio´n de cada etapa del sistema implementado
en ATSAM3X8E.
En la Tabla 4.1 se muestra el tiempo de procesamiento del MCU para ejecutar
cada una de las etapas del sistema propuesto, adema´s demuestra que no es factible
usar el enfoque secuancial, dado que tiene un tiempo de computo aproximado de
20 ms (fs = 50 Hz). Por otro lado, al cambiar el esquema de programacio´n por
uno que maneje interrupciones, hace posible mantener una fs = 256 Hz, esto se
consigue alterando el ﬂujo normal del programa, seleccionando las tareas que se
quieran ejecutar en una interrupcio´n perio´dica.
Figura 4.4: Diagrama de ﬂujo de la programacio´n manejando la interrupcio´n del
sistema embebido.
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La interrupcio´n que se agrego´ es accionada por un contador embebido en el
hardware interno del MCU, e´sta interrupcio´n se programo´ para ejecutarse cada 3.906
ms (fs = 256 Hz). Y como se muestra en la Figura 4.4, la interrupcio´n ejecuta la
etapa de decodiﬁcacio´n, la adquisicio´n de las sen˜ales y el despliegue de la sen˜al
de salida. Para asegurarnos de operar segu´n el requisito del muestreo, durante la
interrupcio´n conmutamos un pin del MCU y como se observa en la Figura 4.5, el
sistema opera con una fs = 254.948 Hz.
(a) (b)
Figura 4.5: Experimento para medir la frecuancia de muestreo. a) Frecuencia del
clasiﬁcador y b) Frecuencia del decodiﬁcador.
Para el lector interesado, el co´digo que incluye la conﬁguracio´n del MCU (in-
terrupciones, contadores, ADC, DAC, etc.) y las funciones (ﬁltro FIR, SVM, RNA,
TFP, DFT, etc.) se describen en el Ape´ndice B.
4.2.2 Hardware in the loop
Para probar el desempen˜o de la hBMI en un ambiente ma´s realista, se simu-
laron las sen˜ales ﬁsiolo´gicas de un posible usuario con un dispositivo NI-myDAQ
(Figura 4.6), es decir, este dispositivo de instrumentacio´n se encarga de suministrar
las sen˜ales de entrada (EEG y EMG) para el sistema embebido y adema´s, adquiere
y graﬁca la sen˜al de salida del sistema.
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Figura 4.6: Instrumento NI-myDAQ para la simulacio´n de la hBMI.
Algunas de las caracter´ısticas relevantes para la simulacio´n son [57]:
Caracter´ısticas de las entradas analo´gicas:
• Nu´mero de canales: 2 diferenciales.
• Resolucio´n del ADC: 16 bits.
• Capacidad Ma´xima de muestro: 200 kS/s.
• Rango: ±10 V.
Caracter´ısticas de las salidas analo´gicas:
• Nu´mero de canales: 2 (con referencia a tierra).
• Resolucio´n del DAC: 16 bits.
• Capacidad Ma´xima de muestro: 200 kS/s.
• Rango: ±10 V.
• Corriente de salida ma´xima: 2 mA.
Eventualmente para programar la simulacio´n, se disen˜o una interfaz virtual en el
software LabV IEW R© de NI. Dicha interfaz se muestra en la Figura 4.7, sin embargo,
debido a que este software esta´ basado un entorno gra´ﬁco, en la Figura 4.7 se muestra
la programacio´n (diagrama de bloques) de la interfaz.
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(a) (b)
Figura 4.7: Interfaz gra´ﬁca para simular un experimento. a) Panel frontal y b) Dia-
grama de bloques de la interfaz.
A pesar de las caracter´ısticas discutidas anteriormente, la frecuencia de muestro
de la simulacio´n se ve afectada debido a la interaccio´n y las operaciones que se
realizan entre la interfaz y el dispositivo, por lo cual la simulacio´n opera a 20Hz
aproximadamente y se restringio´ la frecuencia de muestreo del MCU para cubrir las
exigencias de la simulacio´n.
4.3 Resultados
En la Figura 4.8 se muestra el ambiente para la prueba de la implementacio´n.
(a) (b)
Figura 4.8: Hardware de pruebas para evaluar la implementacio´n.
Cap´ıtulo 4. Implementacio´n 108
Las sen˜ales que fueron embebidas en el myDAQ se muestra en la Figura 4.9.
(a) (b)
Figura 4.9: Sen˜ales utilizadas para simular un experimento. a) Envolvente de la EMG
y b) Sen˜al EEG del electrodo C3.
Dado que la salida del sistema embebido es una sen˜al analo´gica de 0 a 3.3 V, se
le sumo´ una constante (oﬀset) de 2.5 para obtener solo valores positivos y adema´s, se
escalo´ la salida con un factor de 1.25 para tener mejor resolucio´n. En la Figura 4.10 se
muestran los resultados (exportados a MATLAB) de la implementacio´n comparados
con la sen˜al deseada.
Figura 4.10: Salidas de la hBMI (SVM con VST) y la sen˜al de deseada.
El PA del clasiﬁcador durante la prueba de la implementacio´n fue de 50.77%,
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este resultado es inaceptable para cualquier clasiﬁcador, adema´s de afectar directa-
mente el desempen˜o del decodiﬁcador. En la Seccio´n 3.2.3 se evaluo´ la posibilidad de
usar clasiﬁcadores con ventanas con traslapes, los cuales obten´ıan un mejor desem-
pen˜o, con la desventaja de requerir un modelo ma´s complejo. Dado los resultados
anteriores, se opto´ por cambiar el tipo de ventana a una con traslape (VT), por
consiguiente el modelo del clasiﬁcador que representa menor carga computacional
fue el MLP (15-100-1).
En la Figura 4.11 se muestran los resultados (exportados a MATLAB) de la
implementacio´n comparados con la sen˜al deseada.
Figura 4.11: Salidas de la hBMI (MLP con VT) y la sen˜al de deseada.
Finalmente, en la Tabla 4.2, se compararon ambos resultados, usando como
criterios el NMSE y el PV, y con ello se concluye que mejora el rendimiento.
Tabla 4.2: Tabla comparativa entre los resultados de la prueba de implementacio´n.
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5.1 Conclusiones
La principal contribucio´n de este proyecto de investigacio´n consiste en el disen˜o
de un sistema digital para decodiﬁcar (estimar) una VC durante diferentes tareas, el
esquema embebido en el sistema digital corresponde a un clasiﬁcador/decodiﬁcador,
donde el clasiﬁcador estima la tarea del usuario, basa´ndose en la sen˜al EEG (del
electrodo C3), mientras que el decodiﬁcador estima la VC partiendo de la sen˜al
EMG y un banco de ﬁltros, el cual conmuta entre ﬁltros dependiendo de la tarea del
usuario.
El disen˜o del sistema comprende principalmente de tres etapas: 1) Etapa de pre-
procesamiento, donde se deﬁnen los procesos necesarios para obtener las sen˜ales de
entrada. Para obtener la sen˜al EEG, se propone usar el algoritmo ICA para eliminar
las EOG u otras sen˜ales para´sitas; para el caso de la sen˜al EMG, se propone calcular
la envolvente de la sen˜al con el me´todo de ﬁltrado lineal. 2) Etapa de clasiﬁcacio´n,
en la cual se deﬁne el vector de caracter´ısticas (relacionada con el HGC) junto
con el modelo del clasiﬁcador. Se exploraron diversas metodolog´ıas para deﬁnir el
clasiﬁcador, sin embargo, la SVM con VTS obtuvo el mejor resultado basa´ndonos
en el PA y la cantidad de memoria que requiere el modelo, seguido por MLP con
VT. 3) Etapa de decodiﬁcacio´n, en donde se deﬁne el modelo que relaciona la sen˜al
EMG con VC (espec´ıﬁcamente el TFA). Para ello se probaron diferentes enfoques,
siendo el ﬁltro Wiener el algoritmo con mejor desempen˜o de acuerdo al NMSE.
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Una vez deﬁnido los algoritmos que comprenden al sistema, se realizo´ una
simulacio´n de la hBMI usando sen˜ales adquiridas de varios experimentos relaciona-
dos. Esta simulacio´n aﬁrma la hipo´tesis, mostrando que la hBMI propuesta tiene un
mejor desempen˜o que solo usar el me´todo seleccionado para la decodiﬁcacio´n.
El objetivo general se cumple con la implementacio´n de la hBMI sobre la tarjeta
de desarrollo Arduino DUE R©. Esta plataforma es tarjeta electro´nica basada en un
MCU de 32 bits (ATSAM3X8E), el cual se programa en lenguaje C.
La implementacio´n fue puesta a prueba, usando la te´cnica “harware in the
loop” en un hardware de instrumentacio´n (NI-mydaq), en donde se pretende emular
un experimento; suministrando y adquiriendo las sen˜ales de entrada y de salida
respectivamente, de la hBMI.
El desempen˜o de la implementacio´n de la hBMI se determino´ usando el PA y
NMSE como criterios de evaluacio´n del clasiﬁcador y decodiﬁcador respectivamente.
Dado los resultados de la implementacio´n, se llego a la conclusio´n de que el clasiﬁ-
cador SVM con VST no tenia un buen desempen˜o (un PA de casi 50%), por lo que
se cambio´ el clasiﬁcador a un MLP con VT, mejorando su desempen˜o a un 95%.
En resumen, los siguientes puntos concluyen los objetivos particulares:
El sistema se implemento´ satisfactoriamente emulando el a´ngulo de la rodilla
durante la caminata a distintas velocidades, sin embargo siguiendo la metodo-
log´ıa expuesta en este trabajo, es posible extrapolar la hBMI a ejecutar ma´s
actividades relacionadas a sen˜ales EEG y EMG.
Segu´n nuestro ana´lisis comparativo, el ﬁltro Wiener y el MLP con VT resul-
taron ser los mejores candidatos para la implementacio´n de nuestro sistema.
La hBMI fue implementada y probada usando hardware comercial
Cap´ıtulo 5. Conclusiones y trabajo a futuro 112
5.1.1 Recomendaciones
Finalmente, cabe mencionar que este trabajo ha presentado una revisio´n del
estado del arte, deﬁniciones y procedimientos que permiten continuar con una l´ınea
de investigacio´n. Sin embargo, los siguientes aspectos deben ser considerados:
Para el entrenamiento y la simulacio´n de los algoritmos propuestos se usaron
sen˜ales de experimentos similares, lo ideal seria que dichas sen˜ales se obtuvieran
de un solo experimento de un solo usuario.
Dado que el dispositivo de instrumentacio´n estaba limitado, no fue posible
probar el sistema a una fs de 256Hz.
5.2 Trabajo a futuro
Dentro de los temas en los que se puede profundizar o explorar esta´n:
Explorar metodolog´ıas de aprendizaje no supervisado o de aprendizaje de re-
fuerzo.
Acondicionar la salida del sistema ante un cambio abrupto.
Explorar te´cnicas distintas a las que se utilizaron en este trabajo.
Acondicionar y probar el sistema para diferentes tareas.
Probar la hBMI con un usuario.
Nomenclaturas
BMI Brain Machine Interface (Interfaz Cerebro Ma´quina).
BCI Brain Computer Interface (Interfaz Cerebro Computadora).
hBMI hybrid-Brain Machine Interface (Interfaz Cerebro Ma´quina h´ıbrida).
EMG Sen˜al mioele´ctrica (proveniente de un Electromiograma).
EEG Sen˜al cerebral (proveniente de un Electroencefalograma).
VC Variable Cinema´tica
TFA Tibio-Femoral Angle, θ (A´ngulo tibiofemoral).
PCA Principal Component Analysis (Ana´lisis de Componentes Principa-
les).
ICA Independent Component Analysis (Ana´lisis de Componentes Indepen-
dientes).
RNA Red neuronal artiﬁcial.
MLP Multi-Layer Perceptron (Perceptro´n Multicapa).
SVM Support Vector Machine (Ma´quina de Soporte Vectorial).
LMS Least Mean Squares (Mı´nimos Cuadrados Promedios).
RLS Recursive Least Squares (Mı´nimos Cuadrados Recursivos).
FIR Finite Impulse Response (Respuesta al impulso Finita).
MSE Mean Square Error (Error Cuadra´tico Medio).
NMSE Normalized Mean Square Error(Error cuadra´tico medio normalizado).
CP Componente principal.
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Ape´ndice A
Co´digos
A.1 Co´digos de disen˜o
Envolvente suavizada
function [y1, data, xgraf] = Envelope_AAAC(data,fs)
%--------------------------------------------------------------------
% Este co´digo fue realizado en la plataforma MATLAB.
%
% data => es la se~nal de entrada de tama~no NxM siendo M<N,
% de la cual se desea calcular la envolvente.
% fs => es la frecuencia de muestro de "data".
% y1 => es un vector de 2*NxM, que contiene la envolvente
% suavizada por el me´todo de la transf. Hilbert
% y por filtrado lineal.
% xgraf=> es un vector de tiempos.
%--------------------------------------------------------------------
xgraf=linspace(0,(max(size(data)))/fs,(max(size(data))));
%--------------------------------------------------------------------
% Envolvente por me´todo de la transformada de Hilbert
%--------------------------------------------------------------------
HTD = hilbert(data);
envh=abs(HTD);
%--------------------------------------------------------------------
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% Envolvente me´todo de filtrado lineal
%--------------------------------------------------------------------
[b,a]=butter(5, 15/fs,’high’);
envf=filter(b,a,data);
envf1=abs(envf);
% Etapa de suavizado con filtro IIR Butterworth
[l1,k1]=butter(5, 5/fs,’low’);
env=filter(l1,k1,envh); %envolvente (transf. hilbert)
env1=filter(l1,k1,envf1); %envolvente (filtro lineal)
y1=[env env1];
end
Filtro Wiener
function [y, ww] = FWiener_AAAC(data,target,P)
%--------------------------------------------------------------------
% Funcio´n para dise~nar un filtro Wiener de orden "P".
% Este co´digo fue realizado en la plataforma MATLAB.
%
% data => es el vector de entrada.
% target => es el vector deseado.
% P => es el orden del filtro Wiener.
% ww => es el vector de coeficientes de la respuesta al
% impulso del filtro Wiener.
% y => es el vector estimado del vector deseado.
%--------------------------------------------------------------------
[f1,c1]=size(data);
[f2,c2]=size(target);
if f2<c2
target=target’;
end
if f1>c1
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data=data’;
end
[N,K]=size(target);
r=xcorr(data);
Rxx=toeplitz(r(N:N+P-1));
ryx_=xcorr(target,data);
ryx=ryx_(N:N+P-1);
ww=inv(Rxx)*ryx;
y=conv(ww,data);
end
Filtro LMS
function [yd,ydm, w, wm] = FLMS_AAAC(data,target,P,N1,mu,sel)
%--------------------------------------------------------------------
% Funcio´n para dise~nar un filtro LMS de orden "P".
% Este co´digo fue realizado en la plataforma MATLAB.
%
% data => es el vector de entrada.
% target => es el vector deseado.
% P => es el orden del filtro Wiener.
% N1 => para´metro para el nu´mero de ciclos de adaptacio´n(N1-P).
% mu => es factor de paso.
% sel => selector de me´todo de actualizacio´n.
% w => es el vector de coeficientes de la respuesta al
% impulso del filtro LMS.
% wm => es el vector de coeficientes de la respuesta al
% impulso del filtro LMS promediado.
% yd => es el vector estimado del vector deseado con "w".
% ydm => es el vector estimado del vector deseado con "wm".
%--------------------------------------------------------------------
[f1,c1]=size(data);
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[f2,c2]=size(target);
x=data;
d=target;
if c2<f2
d=target’;
end
if f1<c1
x=data’;
end
w=zeros(P,N1-P);
s=1;
for i=P:1:N1-1
xn=flip(x(i-P+1:i));
y(s)=w(:,s)’*xn;
e(s) = d(i) - y(s);
switch(sel)
%--------------------------------------------------------------------
% Me´todo Normal
%--------------------------------------------------------------------
case ’normal’
w(:,s+1) = w(:,s) + mu*(e(s)*xn);
%--------------------------------------------------------------------
% Me´todo del signo del error
%--------------------------------------------------------------------
case ’signo1’
w(:,s+1) = w(:,s) + mu * sign(e(s))*xn;
%--------------------------------------------------------------------
% Me´todo de signo del error 2
%--------------------------------------------------------------------
case ’signo2’
w(:,s+1) = w(:,s) + mu * sign(e(s)*xn);
end
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s=s+1;
end
for t1=1:P
wm(t1)=mean(w(t1,1:s-1));
end
wm=wm’;
yd=conv(w(:,s-1),x);
ydm=conv(wm,x);
end
Filtro RLS
function [yd, w] = FRLS_AAAC(data,target,p,lam,M)
%--------------------------------------------------------------------
% Funcio´n para dise~nar un filtro RLS de orden "P".
% Este co´digo fue realizado en la plataforma MATLAB.
%
% data => es el vector de entrada.
% target => es el vector deseado.
% p => es el orden del filtro Wiener.
% M => para´metro para el nu´mero de ciclos de adaptacio´n(M-P).
% lam => es factor de olvido.
% w => es el vector de coeficientes de la respuesta al
% impulso del filtro RLS.
% yd => es el vector estimado del vector deseado con "w".
%--------------------------------------------------------------------
[f1,c1]=size(data);
[f2,c2]=size(target);
x=data;
d=target;
if c2<f2
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d=target’;
end
if f1<c1
x=data’;
end
k=zeros(p,1);
w=zeros(p,M+1);
lam1=1/lam;
s=1;
for n=p:M-p
xn=flip(x(n-p+1:n));
k(:,s) = (P*xn)*(lam1/(1+lam1*(xn’)*P*xn));
y(s)= w(:,s)’*xn;
e(s) = d(n) - y(s);
w(:,s+1) = w(:,s)+(k(:,s)*e(s));
P = (lam1*P)-(k(:,s)*xn’*lam1*P);
s=s+1;
end
yd=conv(x,w(:,s));
end
Extraccio´n de caracter´ısticas
function [FE] = FE_AAAC(data1,Fs,col,coh)
%--------------------------------------------------------------------
% Funcio´n para extraer los componentes espectrales de una se~nal.
% Este co´digo fue realizado en la plataforma MATLAB.
%
% data1 => es el vector de entrada.
% col => es el ı´ndice de la frecuencia menor.
% coh => es el ı´ndice de la frecuencia mayor.
% Fs => es la Frecuencia de muestreo de "data1".
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% FE => es el vector resultante con la banda deseada (de col a coh).
%--------------------------------------------------------------------
[f c]=size(data1);
b1=1;
fdata=[];
Fdata=[];
aux=[];
cc=[];
ff=[];
window=Fs-1;
for i=1:max([f,c])
fr=data1(b1:window+b1);
fdata(b1:window+b1,:)=2*abs((fft(data1(b1:window+b1)))
/length(data1(b1:window+b1)));
cc=[cc; data1(b1:window+b1)’];
ff=[ff; fdata(b1:window+b1,:)’];
NFFT=length(fdata(b1:window+b1,:));
aFdata=fdata(b1:NFFT/2+b1,:);
Fdata=[Fdata;aFdata];
b1=b1+1;
freq=Fs/2*linspace(0,1,NFFT/2+1);
st=find(col-1<freq&freq<col+1);
ven=find(coh-1<freq&freq<coh+1);
aux=[aux;aFdata(st:en,:)’];
end
FE=aux;
end
Ma´quina de soporte vectorial
function [res] = SVM_AAAC(xin,svmstruct1,col,coh)
%--------------------------------------------------------------------
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% Funcio´n para ejecutar una SVM usando el comando "svmtrain",
% esta estructura debera usar el kernel del polinomio de orden N.
% Este co´digo fue realizado en la plataforma MATLAB.
%
% xin => es el vector de entrada.
% svmstruct1 => estructura generada por el comando "svmtrain".
% res => clase estimada.
%--------------------------------------------------------------------
sv = svmstruct1.SupportVectors; % vectores de soporte
alpha = svmstruct1.Alpha; % alfas
bias = svmstruct1.Bias; % bias
p=svmstruct1.KernelFunctionArgs{:}; % orden del polinomio
escalar=1;
if escalar==1
if ~isempty(svmstruct1.ScaleData)
for c = 1:size(xin, 2)
xin(:,c) = svmstruct1.ScaleData.scaleFactor(c) * ...
(xin(:,c) + svmstruct1.ScaleData.shift(c));
end
end
if ~isnumeric(p)
p=3;
end
end
pp = (sv*xin.’);
K = pp;
for i = 2:p
K = K.*(1 + pp);
end
auxc = K’*alpha + bias;
res = -1*sign(auxc);
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end
Error cuadra´tico promedio normalizado
function [nmse] = NMSE_AAAC(x,y)
%--------------------------------------------------------------------
% Funcio´n para calcular el error cuadra´tico promedio normalizado.
% Este co´digo fue realizado en la plataforma MATLAB.
%
% x => es el vector de entrada.
% y => es el vector deseado.
% nmse => es el error cuadra´tico promedio normalizado.
%--------------------------------------------------------------------
[f1,c1]=size(x);
[f2,c2]=size(y);
aux=max([c1 c2 f1 f2]);
e=0;
den=0;
for n=1:aux
e=e+(((y(n)-x(n))^2));
den=den+(y(n))^2;
end
nmse=e/den;
end
Interpolacio´n
function [y] = Interpolation_AAAC(x, Fh,Fl)
%--------------------------------------------------------------------
% Funcio´n para interpolar una se~nal "x", usando la te´cnica
% "zero padding".
% Este co´digo fue realizado en la plataforma MATLAB.
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%
% x => es el vector de entrada y debe ser un vector fila,
% de la cual se desea interpolar.
% Fh => es la frecuencia de muestro a la que se desea interpolar.
% Fl => es la frecuencia de muestro inicial.
% y => es el vector resultante y debe ser un vector fila,
%--------------------------------------------------------------------
l1=Fh/Fl;
[Nf,N]=size(x);
X=(fft(x))/length(x);
l=(l1-1)*N;
Xz=[X(1,1:round(N/2)) zeros(1,round(l/2)) zeros(1,1)
zeros(1,round(l/2)) X(1,round(N/2)+1:end)];
y=real(ifft(Xz)*length(Xz));
end
Decimacio´n
function [res]=downSampling_AAAC(var,Fmo,Fmd)
%--------------------------------------------------------------------
% Funcio´n para disminuir la frecuencia de muestro.
% Este co´digo fue realizado en la plataforma MATLAB.
% var -> es el vector de entrada.
% Fmo -> es la frecuencia de muestreo de la se~nal original.
% Fmd -> es la frecuencia de muestreo de la se~nal deseada.
% res -> es el vector resultante.
%--------------------------------------------------------------------
N=length(var);
fact=round(Fmo/Fmd);
s=1;
for i=0:fact:N
if i<N
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res(s)=var(i+1);
s=s+1;
else
res(s)=var(i);
end
end
end
Normalizacio´n
function [y,a_max,a_min] = AAAC_norm(a)
%--------------------------------------------------------------------
% Funcio´n para normalizar un vector "a".
% Este co´digo fue realizado en la plataforma MATLAB.
%
% a -> es el vector de entrada.
% a_max -> valor ma´ximo de "a".
% a_min -> valor mı´nimo de "a".
% y -> es el vector resultante.
%--------------------------------------------------------------------
a_max=max(a);
a_min=min(a);
y=(a-a_min)/((a_max-a_min)+.00000000000000001);
if y>1
y=1;
end
if y<0
y=0;
end
end
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A.2 Co´digo del hBMI en ATSAM3X8E
#include "sam.h"
#include "math.h"
double emg=0;
double eeg=0;
//matriz de la transf. de Fourier
float ftp[15][256]={...}; //parte real.
float fti[15][256]={...}; //parte imaginaria.
double Xp[15];
double Xi[15];
//var buffer de EEG
double bEEGt[256];
double bEEG[256];
double X[15];
double eeg_t=0;
%--------------------------------------------------------------------
//modelo filtro FIR
float filter[2][500]={...}; //filtro Wiener.
double FIR[500]; //filter memory.
double emg_t=0;
double dec=0;
uint32_t dec_aux=0;
%--------------------------------------------------------------------
//modelo RNA MLP
double x1_step1_xoffset[15]={...};
double x1_step1_gain[15]={...};
signed char x1_step1_ymin=-1;
double b1[100]={...};
double IW1_1[15][100]={{...}};
double LW2_1[100]={...};
double b2=-0.34148433677486439;
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%--------------------------------------------------------------------
signed char y1_step1_ymin = -1;
signed char y1_step1_gain = 1;
signed char y1_step1_xoffset = -1;
%--------------------------------------------------------------------
//variables auxiliares
unsigned int u=0;
unsigned int ind=0;
unsigned int o=0;
unsigned char sh=0;
unsigned char comp;
unsigned char lck=0;
unsigned char ciclo=0;
unsigned char Tarea_m[200];
double ANN_m[200];
%--------------------------------------------------------------------
//Functions
%--------------------------------------------------------------------
double FIR_filter(unsigned char tarea, unsigned int orden, double x);
void fourier_transform(unsigned char tam, unsigned int tam_v);
unsigned char svm(unsigned char lowbound,unsigned char upperbound,
unsigned char orden);
unsigned char ANN(unsigned char nX,unsigned char nHL,
unsigned char nOL);
double mean(unsigned char upperbound);
double absolute(double data);
unsigned char protector_FV(unsigned char tarea,
unsigned char tamano_memoria);
%--------------------------------------------------------------------
void TC0_Handler(void) //funcio´n que ejecuta a interrupcio´n.
{
uint32_t dummy;
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if (tarea==0)
{
PIOB->PIO_ODSR&=~PIO_PB27; //LED off
PIOD->PIO_ODSR&=~PIO_PD2; //registra la vel2
}
else
{
PIOB->PIO_ODSR|=PIO_PB27; //LED on
PIOD->PIO_ODSR|=PIO_PD2; //registra la vel1
}
dummy=TC0->TC_CHANNEL[0].TC_SR; //elimina bandera
dummy+=1;
if (lck==0) //el if es para multiplicar la fs.
{
ADC->ADC_CR=ADC_CR_START; //Comienza el ADC
while(((ADC->ADC_ISR)&0x07)!=0x07);
eeg=((ADC->ADC_CDR[1])*3.3)/4095-.015;
emg=((ADC->ADC_CDR[2])*3.3)/4095-.015;
eeg_t=(eeg/3)*((48.396-(-40.906))+.00000000000000001)
+(-40.906);
emg_t=emg*((0.70865-(-0.21738))+.00000000000000001)
+(-0.21738);
bEEGt[ind]=eeg/3;
dec=2+(2.5*(FIR_filter(tarea,500,emg_t)));//filtro Wiener
dec_aux=(dec*512)/0.85+1536;
if (DACC->DACC_ISR&DACC_ISR_TXRDY)
{
DACC->DACC_CDR=dec_aux; //desplegamos en el DAC
}
ind+=1;
if (ind>255)//255
{
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comp=1;
sh=0;
ind=0;
}
asm("NOP");
lck=0;
o+=1;
}
else
{
lck+=0;
}
if (sh==0) //actualiza el buffer.
{
for (u=0;u<256;u++)
{
bEEG[u]=bEEGt[u];
}
sh=1;
}
}
%--------------------------------------------------------------------
static void configure_dac(void) //Funcio´n para configurar DAC.
{
//Declare a clock to the DAC peripheral.
PMC->PMC_PCER1|=PMC_PCER1_PID38; //Activamos el reloj del DAC
//DACC Channel Enable
DACC->DACC_CHER=DACC_CHER_CH0; //Activamos el canal 0.
}
%--------------------------------------------------------------------
static void configure_adc(void) //Funcio´n para configurar ADC.
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{
//Declare a clock to the ADC peripheral.
PMC->PMC_PCER1|=PMC_PCER1_PID37;
//ADC Channel Enable
ADC->ADC_CHER|=ADC_CHER_CH1|ADC_CHER_CH0|ADC_CHER_CH2;
//Activamos los canales que vamos a ocupar
//ADC Sequence 1
ADC->ADC_SEQR1=0x00000210;
//Se realiza primero el canal 0 y despues el canal 1
//Analog Settling Time
ADC->ADC_MR|=ADC_MR_FREERUN; //elegimos Free-run mode
//Analog Settling Time
ADC->ADC_MR|=ADC_MR_USEQ_REG_ORDER; //elegimos Free-run mode
ADC->ADC_CR=ADC_CR_START; //Comienza la conversio´n
}
%--------------------------------------------------------------------
static void configure_tc0(void) //Funcio´n para configurar el contador.
{
// Enable TC0 (27 is TC0)
PMC->PMC_PCER0 = 1 << 27;
// Disable TC clock
TC0->TC_CHANNEL->TC_CCR = TC_CCR_CLKDIS;
// Disable interrupts (del contador TC0)
TC0->TC_CHANNEL->TC_IDR = 0xFFFFFFFF;
// Clear status register (se limpia con solo leerlo).
TC0->TC_CHANNEL->TC_SR;
// Set Mode
TC0->TC_CHANNEL->TC_CMR = TC_CMR_CPCTRG |
TC_CMR_TCCLKS_TIMER_CLOCK5;
// Compare Value(Se establece el valor del registro C.)
TC0->TC_CHANNEL[0].TC_RC = 1503; //110=3.9ms o 256Hz, 50ms=1600
// funcion que habilita las posibles interrupciones.
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NVIC_EnableIRQ((IRQn_Type) ID_TC0);
//Se configura la interrupcio´n cuando la cuenta del
contador sea igual a la del registro.
TC0->TC_CHANNEL->TC_IER = TC_IER_CPCS;
// Reset counter (SWTRG) and enable counter clock (CLKEN)
TC0->TC_CHANNEL[0].TC_CCR = TC_CCR_CLKEN | TC_CCR_SWTRG;
}
%--------------------------------------------------------------------
static void configure_io(void) //Funcio´n que configura los PIO
{
// Enable IO
PIOB->PIO_PER = PIO_PB27; //LED Arduino.
PIOD->PIO_PER = PIO_PD0; //PiN de inicio.
PIOD->PIO_PER = PIO_PD2; //PIN del estado del Clasificador
// Set to output
PIOB->PIO_OER = PIO_PB27;
PIOD->PIO_OER = PIO_PD0;
PIOD->PIO_OER = PIO_PD2;
// Enable write
PIOB->PIO_OWER = PIO_PB27;
PIOD->PIO_OWER = PIO_PD0;
PIOD->PIO_OWER = PIO_PD2;
// Disable pull-up
PIOB->PIO_PUDR = PIO_PB27;
PIOD->PIO_PUDR = PIO_PD0;
PIOD->PIO_PUDR = PIO_PD2;
}
%--------------------------------------------------------------------
%--------------------------------------------------------------------
int main(void) //Programa principal del MCU
{
/* Initialize the SAM system */
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SystemInit();
configure_dac(); //Iniciamos DAC
configure_adc(); //Iniciamos ADC
configure_io(); //Iniciamos PIOs
PIOD->PIO_ODSR&=~PIO_PD0; //iniciamos mydaq
for (uint32_t v=0;v<410000;v++) //delay.
{
asm("NOP");
}
configure_tc0(); //Iniciamos contador.
while (1)
{
if (comp==1)
{
fourier_transform(15,256);
//tarea=svm(15,86,5); //Clasificacio´n por SVM.
tarea=ANN(15,100,1); //Clasificador(ANN 15-100-1)
tarea=protector_FV(tarea,3); //TFP
comp=0;//comp=1->VT,comp=0->VST
ciclo+=1;
sh=0;
if (ciclo==118) //frena simulacio´n
{
asm("NOP");
}
}
}
}
%--------------------------------------------------------------------
%--------------------------------------------------------------------
double mean(unsigned char upperbound) //Funcio´n promedio.
{
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unsigned i=0;
double aux=0;
double aux1=0;
for (i=0;i<=(upperbound-1); i++)
{
aux=memoria_tarea[i]+aux;
}
aux1=aux/upperbound;
return aux1;
}
/*unsigned char svm(unsigned char lowbound,unsigned char upperbound,
unsigned char orden)
{
unsigned char i=0;
unsigned char j=0;
unsigned char tarea=0;
double xin[lowbound];
double aux1=0;
double aux;
double K[upperbound];
//scaling & shifting
for(j=0;j<=(lowbound-1);j++)
{
//xin[j]=(input_xn[j]+ssF[1][j])*ssF[0][j];
xin[j]=(X[j]+ssF[1][j])*ssF[0][j];
}
//dot product
for (i=0;i<=(upperbound-1);i++)
{
for(j=0;j<=(lowbound-1);j++)
{
aux=xin[j]*sv_alp[i][j];
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aux1=aux1+aux;
}
pp[i]=aux1;
K[i]=pp[i];
aux1=0;
aux=0;
}
//Kernel Function
for (i=1;i<=(orden-1);i++)
{
for(j=0;j<=(upperbound-1);j++)
{
K[j]=K[j]*(1+pp[j]);
}
}
aux=0;
//dot product
for (i=0;i<=(upperbound-1);i++)
{
aux=K[i]*sv_alp[i][lowbound];
aux1=aux1+aux;
}
aux=aux1+bias;
SVM_m[ciclo]=aux;
aux=aux*(-1)-1e11;
SVM_m2[ciclo]=aux;
if (aux>0)
{
tarea=1; //tarea negativa
}
else
{
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tarea=0; //tarea positiva
}
return tarea;
}*/
double absolute(double data) //Funcio´n modulo.
{
double aux1=0;
if (data<=0)
{
aux1=data*(-1);
}
else
{
aux1=data;
}
return aux1;
}
double FIR_filter(unsigned char tarea, unsigned int orden, double x)
{ //Filtro Wiener
signed int u=0;
unsigned int v=0;
double aux;
double aux1=0;
//memory for convolution
for (u=(orden-1);u>=1;u--)
{
FIR[u]=FIR[u-1];
}
FIR[0]=x;
//convolution (dot product)
for (v=0;v<=(orden-1);v++)
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{
aux=FIR[(orden-1)-v]*filter[tarea][v];
aux1=aux1+aux;
}
return aux1;
}
unsigned char protector_FV(unsigned char tarea,unsigned char tamano_memoria)
{ //Ejecuta el protector contra falsos positivos.
signed char u=0;
double aux=0;
unsigned char res=0;
signed char tarea_actual=0;
if(tarea==0)
{
tarea_actual=1;
}
else
{
tarea_actual=-1;
}
aux=absolute(mean(3));
if(tarea_actual!=memoria_tarea[1])
{
if(aux<=0.5)
{
res=tarea_actual;
}
else
{
res=memoria_tarea[1];
}
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}
else
{
res=tarea_actual;
}
//memory update
for (u=(tamano_memoria-1);u>=1;u--)
{
memoria_tarea[u]=memoria_tarea[u-1];
}
memoria_tarea[0]=tarea_actual;
if(res==1)
{
tarea=0;
}
else
{
tarea=1;
}
return tarea;
}
void fourier_transform(unsigned char tam, unsigned int tam_v)
{
unsigned char i = 0;
unsigned int j = 0;
double aux=0;
double aux1=0;
for (i = 0; i <= (tam - 1); i++)
{
Xp[i]=0;
Xi[i]=0;
for (j = 0; j <= (tam_v-1); j++)
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{
aux = bEEG[j] * ftp[i][j];
Xp[i] = Xp[i] + aux;
aux1 = bEEG[j] * fti[i][j];
Xi[i] = Xi[i] + aux1;
}
}
for (i = 0; i <= (tam - 1); i++)
{
X[i]=sqrt((Xp[i]*Xp[i])+(Xi[i]*Xi[i]))/256;
X[i]*=2;
}
}
unsigned char ANN(unsigned char nX,unsigned char nHL,unsigned char nOL)
{
unsigned char i=0;
unsigned char j=0;
unsigned char tarea=0;
double xin[nX];
double fi[nHL];
double aux1=0;
double aux=0;
//escalar la entrada
for (i=0;i<=(nX-1);i++)
{
xin[i]=X[i]-x1_step1_xoffset[i];
xin[i]=xin[i]*x1_step1_gain[i];
xin[i]=xin[i]+x1_step1_ymin;
}
for (i=0;i<=(nHL-1);i++)
{
for (j=0;j<=(nX-1);j++)
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{
aux=aux+xin[j]*IW1_1[j][i];
}
aux=aux+b1[i];
fi[i]=(2/(1+exp(-2*aux)))-1;
aux=0;
}
for (i=0;i<=(nOL-1);i++)
{
for (j=0;j<=(nHL-1);j++)
{
aux=aux+fi[j]*LW2_1[j];
}
aux=aux+b2;
aux1=aux-(y1_step1_xoffset);
aux1=aux1*y1_step1_gain;
aux1=aux1+y1_step1_ymin;
}
ANN_m[ciclo]=aux1;
if (aux1>0)
{
tarea=1; //tarea positiva
}
else
{
tarea=0; //tarea negativa
}
Tarea_m[ciclo]=tarea;
return tarea;
}
Ape´ndice B
hBMI en NI-myRIO
Generalmente, en te´rminos de desarrollo e innovacio´n, se inicia el disen˜o sobre
la plataforma disponible que ma´s recursos tenga. En cuestio´n de hardware, una alter-
nativa a nuestra disposicio´n con muchos recursos computacionales, fue el dispositivo
NI myRIO (Figura B.1), el cual fue la primera opcio´n para la implementacio´n de la
hBMI. Este dispositivo se selecciono por las siguientes caracter´ısticas [59]:
Procesador: Xilinx Zynq-7010 (MCU-FPGA), a 667MHz, 256 MB de almace-
namiento no vola´til, 512 MB DRAM para control y ana´lisis determinanticos.
FPGA Xilinx Z-7010 (cerca de 430k celdas lo´gicas) reconﬁgurable para el pro-
cesamiento en l´ınea y control personalizado.
4 entradas analo´gicas de 12 bits, 2 salidas analo´gicas de 12 bits.
Compatibilidad con el software Labview y Xilinx ISE.
Figura B.1: Plataforma de desarrollo myRIO-1900.
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El myRIO se programa utilizando el software LabVIEW R©, el cual maneja un entorno
graﬁco para efectuar la programacio´n, tal como se muestra en las Figuras B.3 y B.2.
Figura B.2: Panel frontal de la hBMI, donde se muestra en A) la sen˜al EEG, B) la
sen˜al EMG C) la salida de la hBMI y D) la sen˜al del acelero´metro.
Figura B.3: Diagrama de bloques de la hBMI.
En la Figura B.2 se muestra el panel frontal de la interfaz durante la simulacio´n
de la hBMI (como en el cap´ıtulo 4), la gra´ﬁca superior izquierda despliega la sen˜al
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EEG, mientras que la derecha muestra la envolvente de la sen˜al EMG y la gra´ﬁca
inferior izquierda muestra la estimacio´n del TFA y la tarea del usuario. El diagrama
de bloques de la Figura B.3 representa la programacio´n del sistema (ana´loga a la
Figura 4.2). A continuacio´n se muestran cada uno de los subVI’s que componen el
diagrama de la Figura B.3.
Figura B.4: Etapa de inicializacio´n del sistema.
(a) (b)
Figura B.5: Bloques de la a)Etapa DFT (Transformada discreta de Fourier) y de la
b)Etapa de extraccio´n de caracter´ısticas.
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(a) (b)
Figura B.6: Bloques de la a)Etapa SVM y de la b)Etapa protector de falsos verda-
deros.
(a) (b)
Figura B.7: Bloques de la a)Etapa buﬀer EMG y de la b)Etapa del ﬁltro FIR.
Este dispositivo se considero como una alternativa, debido a que se tenia pen-
sado explorar los dispositivos FPGA en caso de que la velocidad de un MCU no
fuera lo suﬁcientemente ra´pido. A pesar de ser dispositivo funcional, muchas de las
caracter´ısticas de la tarjeta (como el acelero´metro, wiﬁ, entradas y salidas de audio,
etc.) no se utilizaron, por lo que el siguiente paso ser´ıa la optimizacio´n del disen˜o,
esto se consiguio´ migrando a la plataforma Arduino DUE (ATSAM3X8E) tal como
se describe en el cap´ıtulo 4.
Ape´ndice C
Productividad acade´mica
El siguiente art´ıculo con t´ıtulo “A Classiﬁer/decoder of Kinematic Tasks Du-
ring the Human Gait Cycle” fue aceptado para presentarse como poster en “38th
AnnualInternational Conference of the IEEE Engineering in Medicine and Biology
Society (EMBC?16)” llevada acabo en Disney?s Contemporary Resort at Walt Dis-
ney WorldrResort, Lake BuenaVista (Orlando), Florida USA, del 17 al 20 de Agosto
del 2016, resultando como productode la investigacio´n realizada en esta tesis.
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Figure 1:  The propose hBMI system in MATLAB/Simulink® 
Figure 2: Estimated angle for a) V1 and b) V2, the TFA was normalized 
between 34.26° and -156.27°.  
 
Abstract We propose a Hybrid-Brain Machine Interface 
(hBMI) that uses electromyographic (EMG) and 
electroencephalographic (EEG) signals to estimate the 
tibio-femoral angle (TFA) of the human gait cycle (HGC). A 
support vector machine (SVM) is used to classify the operating 
speed of the user from EEG signals. The superficial EMG 
signals and a bank of Wiener Filters (WF) are used to decode 
the TFA. 
I. INTRODUCTION 
In recent years, there has been an increasing attention in 
the design of external devices that can recognize the user 
intention of movement; since there are many people with 
motor disabilities. These devices require a decodification of 
neural and muscular signals for different task. For the HGC, 
methods to solve these problems rely on , nevertheless, 
for some tasks, the neural signal is not enough to reproduce the 
action, 
  are required. However, there are few 
works for the [1], and generally, the decodification is 
limited to a certain operation point established by the training 
data [1]-[4]. Therefore, in this work we propose a 
classifier/decoder scheme for EEG/EMG to estimate a 
kinematic variable during the HGC as shown in Fig 1. The 
scheme uses a classifier to switch between two decoders 
specifically designed to operate for each speed tested. 
II. PROCEDURES AND RESULTS 
In order to acquire the EEG/EMG/TFA data, this activity 
was recorded in three patients (23-25 years old) during 10 
repetitions of HGC in a treadmill at different speeds. The 
speed of operation changes every minute from 4 (V1) to 6 
(V2) and then to 4 MPH again. Next we present the design. 
  Classification. The EEG was acquired through the Alert X10 
system. We use the C3 electrode, since it is related to the 
movement of the right side of the body. The EEG signal was 
divided into non-overlapping windows of 256 samples each. 
The FFT was used to compute the spectrum. We chose  and  
bands from the spectrum, creating a vector of 7 features for 
each window. This feature vector was the input to the 
classifier. 
*Autors are from Universidad Autónoma de Nuevo León, FIME 
Av. Universidad S/N, Ciudad Universitaria, C.P. 66451, San Nicolás de los 
Garza, Nuevo León, México. Phone: +52 81 83294020 ext. 5773. 
 
 
A SVM was trained with a polynomial function of 5 order as 
the Mercer kernel function. 3 of the 10 repetitions were used to 
train the SVM generating a total of 830 feature vectors and a 
classification accuracy of 86.77%. Finally, we add a false 
positives protector (FTP), based in a moving average filter of 
3th order with a threshold, improving the performance of the 
classifier to 93.05%.  
 Decodification. The EMG was acquired through the 
MP36 system from BIOPAC. Disposable electrodes were 
placed in quadriceps femoris and vastus medialis oblique. The 
envelope of the EMG was computed by applying the modulus 
of a Hilbert Transform, and a smoothing phase. For each 
speed, we design a 500 order FIR-WF, with the envelope as 
input and the TFA (recorded by a vision system) as target.   
 Results. The results of the classification/decodification 
scheme are shown in Fig 2 for the speeds V1 and V2. The 
normalized mean square error was used to compare the 
performance of both filters (without classifier) and the 
commutated system (hBMI) and the results were 0.0376, 
0.0219 and 0.0183 respectively. Therefore, it shows an 
improvement in the decoding performance.  
Furthermore, the computational complexity is low in 
comparation with other schemes as neural networks [3]-[4]. 
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A CLASSIFIER/DECODER OF KINEMATIC TASKS DURING 
THE HUMAN GAIT CYCLE. 
We propose a “Hybrid-Brain Machine Interface” (hBMI) that uses electroencephalographic (EEG) and 
electromyographic (EMG) signals to estimate the tibio-femoral angle (TFA) of the human gait cycle (HGC). A 
support vector machine (SVM) is used to classify the operating speed of the user from EEG signals. The 
superficial EMG signals and a bank of Wiener Filters (WF) are used to decode the TFA. 
Abstract 
 
The EEG signal pattern during 
the HGC at different speeds 
seems to have distinctions. 
This differences are used to 
improve the decoding process 
by commuting filters designed 
for each task. 
Introduction Results 
 
 
 
 
 
 
 
 
 
 
 
Decoding with Wiener filters. 
Figure 5. As shown in the graphs, each filter has 
an independent operation point. 
Classification with SVM. 
Figure 6. Results of the classifier (SVM) with 
86.77% of precision. We use the EEG signal as 
input (specifically the C3 electrode and the 
frequency bands α and β as the feacture vector) to 
estimate the user intent of speed. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Adding a false positive protector (moving average 
filter) the performance improves to 93.07%. 
Experimental protocol 
The EMG (decoder’s 
input) was acquired 
with the MP36® 
system from BIOPAC 
in quadriceps femoris 
and vastus medialis 
oblique. 
The EEG (classifier input) 
was acquired through the B-
Alert X10® system from 
Advanced Brain Monitoring 
Ltd. 
The TFA was 
recorded by a vision 
system as the target 
signal. 
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Figure 1. Propose scheme of the hBMI. 
Figure 2. This scheme can be used to 
control assistive devices.  
Figure 3. Propose scheme. 
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Summery Conclusion 
References 
We made a comparison 
between the desired 
signal and the estimations 
of the filters by using the 
normalized mean square 
error (NMSE) as a 
criterium to evaluate the 
performance of the hBMI 
system. 
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Figure  9. Estimated tasks and the TFA  during 
a commutation between tasks.  
Figure 8. Estimated tasks and the TFA 
(normalized) during all the experiment.  
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Figure 4. Results of the decoder for each task: 
speed 1 (4 mph) and speed 2 (6 mph). For each task, 
we design a 500 order FIR-WF, with the envelope 
of the EMG as input and the TFA as desired 
response. The TFA was normalized between 34.26° 
and -156.27°. 
 
