The verification of analog designs is a challenging and exhaustive task that requires deep understanding of physical behaviours. In this paper, we propose a qualitative based predicate abstraction method for the verification of a class of non-linear analog circuits. In the proposed method, system equations are automatically extracted from a circuit diagram by means of a bond graph. Verification is applied based on combining techniques from constraint solving and computer algebra along with symbolic model checking. Our methodology has the advantage of avoiding exhaustive simulation normally encountered in the verification of analog designs. To this end, we have used Dymola, Hsolver, SMV and Mathematica to implement the verification flow. We illustrate the methodology on several analog examples including Colpitts and tunnel diode oscillators.
Introduction
The successful application of formal methods to the verification of digital and software systems has motivated research towards extending the verification techniques beyond the discrete domain. Consequently, this has encouraged the development of techniques to verify real-time and hybrid behaviours. Such behaviour can be observed in both the aerospace and aeronautical domain, where formal verification has been used to ensure safety and correctness properties. For instance, Munoz et.al. [38] combined constraint solving and abstraction to check for collision avoidance.
A mechanical landing gear system was formally verified using theorem proving in [29] , while the correctness of the embedded software in avionics applications was checked using abstract interpretation [7] as part of the Astree project.
The focus of our paper is the verification of the analog behaviour of embedded systems that can be used in designs with safety critical environments.
In general, embedded systems are characterized by their reactive and real-time dynamical behaviour with respect to their environment. This interaction is often facilitated through sensors to capture the state of the environment and actuators to change or update the environment (see Figure 1(a) ). A cornerstone in embedded systems are analog designs, that are required at the interface between the circuitry and the environment. The important functionalities of such designs are the processing of analog signals. Other functionalities include filtering, frequency synthesis and generating timing references [36] .
Hybrid systems theory was developed to deal with heterogeneous behaviour. Specifically, to fully understand the system's behaviour and meet high performance specifications, the designer must model all dynamic interactions.
These interactions can become very important when there are tight integrations or strong interactions among different parts of the system. For instance, at the specification level, the embedded system architecture illustrated in Figure 1(a) can be modeled in an abstract way as shown in Figure 1(b) . The digital controller is modeled by finite state machines (FSMs), while the dynamic environment is described using systems of ordinary differential equations (ODEs). In addition, the sensor and A/D interface can be modeled as a threshold detector and event generator, respectively, while the actuator and D/A components can be modeled as switches that choose between different system ODEs and set the initialization and reset condition necessary for correct functionality. In this respect, the dynamic behaviour of analog systems is generally modeled using systems of differential algebraic equations (DAEs), but generating the equations from a circuit diagram is not trivial. Specifically, the DAEs must accurately describe the behaviour of the circuit while remaining simple enough to be verified using automated tools.
In addition, the verification of analog designs is a challenging task because of the complexity of modelling and verifying continuous-time behaviour, when compared to digital designs. For instance, the digital design verification is based on the validation of abstract models that reside in a finite state space. In contrast, the functionality of analog designs depends on continuous electrical quantities, device parameters, in addition to parasitics and current leakage.
All those factors can drastically change the behaviour of an analog design making conventional finite-state verification techniques inadequate. Consider the situation that a voltage at a specific node should not exceed a certain value.
Such a property is important, as a voltage exceeding a certain specified value can lead to failure of functionality and ultimately to a breakdown of the design which can result in undesirable consequences.
Traditionally, simulation is used for the evaluation of a system's functionality. However, simulation is often done manually in an informal fashion and the search of the state space is not complete. As a consequence, simulation methods lack the rigor needed to ensure correctness of the design. In addition, simulation falls short to validate interesting properties of the design behaviour such as temporal requirements. Another problem is caused by the fact that while a design is defined in advance, one cannot ensure a priori that the desired properties will exactly be met during manufacturing of the actual circuit.
In summary, the analog design process must ensure with a high degree of confidence, the proper functionality in all possible situations and be able to meet the performance requirements. This motivates the necessity of using formal verification methodologies throughout the design process.
This paper demonstrates a novel verification flow to verify functional properties of analog designs. The basic idea is to extract the design equations automatically from the corresponding circuit diagram, by means of bond graph transformations [5] . An approach based on combining predicate abstraction and constraint solving is then applied to verify the properties of interest.
Bond graphs are a domain independent framework for modelling physical systems that is based on the flow of power between abstract objects. This allows for the universal treatment of different physical domains. The benefit of using bond graphs as a modelling framework is the representation of designs using the concepts of energy flow, effort and conservation. Additionally, the causality of bond graphs can be automatically generated [27] , which leads to the automatic extraction of DAEs. Moreover, since bond graphs are object oriented, larger models can be built from simpler blocks reducing the need for a complex equation layer [5] .
Abstraction methods for verification started with the seminal paper on abstract interpretation [8] . Since then, different abstraction approaches were developed to tackle different issues in the verification. One of the most successful approaches is predicate abstraction [20] . In this approach, the state space is divided into a finite set of regions and a set of rules is used to define the transition between these regions in a way that the generated state transition system can be verified using model checking. Among the proposed enhancements of predicate abstraction is the lazy abstraction approach [23] . The basic idea here is instead of generating the entire abstract model, a region is abstracted only when it is needed in the verification step.
The different steps of the proposed methodology are shown in Figure 2 . The methodology consists of two parts; namely modelling and verification. In the modelling section, the circuit model is analyzed and simplified to obtain the system of equations necessary for the verification.
At first, we require that the circuit in question is described in Dymola [11] using an electrical circuit diagram, which can be translated automatically to the corresponding bond graph. The circuit components are then represented by generic objects that have the same physical quantities as in the circuit diagram, but are connected by bonds that explicitly show the flow of power. The bond graphs are inherently acausal, but by assigning causality to the components, the system's state equations can be automatically generated using Dymola and the BondLib library [5] . Dymola is a modelling framework and BondLib contains the bond graph models and components. The advantage of using Bondlib is that it preserves the behaviour of the corresponding Spice models of electrical components. Given the design equations and the property of interest, the verification consists of two complementary stages.
First invariant checking is applied to verify properties on the extracted system of equations. Due to incompleteness, a negative result does not disapprove the property, in this case a refinement of the abstract states by predicate abstraction techniques is used to verify the properties. The property verification provides the advantage of avoiding explicit computation of reachable sets. If the property cannot be verified at this stage, refinement is needed only for the non-verified regions by adding more predicates. Verification is then applied on the newly generated abstract model 1 .
The proposed methodology has the advantage of avoiding exhaustive simulation usually encountered during the verification. To this end, we have combined several tools to implement the verification flow. Basically, Dymola [11] modeling engine is used to extract the design equations from the circuits' schematics while Hsolver [32] , Mathematica [37] along with the model checker SMV [4] are used in the verification phase to construct the abstract model from the design and to verify it against the specification properties. We illustrate the methodology on several analog examples including Colpitts and tunnel diode oscillator circuits.
The rest of the paper is organized as follows: We start with an overview of the relevant work in Section 2. In Section 3, we provide the theory behind bond graphs and analog modelling followed by the verification techniques in Section 4. Experimental results are shown in Section 7, before concluding the paper with Section 8.
Related Work
The proposed verification methodology spans through many different research domains. Therefore we will only highlight the most crucial information including the work on bond graphs for the analysis of analog designs.
Bond graphs for system design and verification. Bond graphs have been successfully extended to aid in the verification of aeronautical systems. In [17] , bond graphs are used to model mechanics for different aeronautics systems.
The accuracy of the model was proven via simulation. The first work for the formal verification of bond graph models was proposed in [33] , where bond graphs are used to represent the complex mechanics of a landing gear system. Verification using extended duration calculus was applied on the extracted equations. However, the proposed approach was limited to simple linear continuous while our methodology is developed to deal with more realistic non-linear behaviours.
Researchers also explored the modelling of analog designs using bond graphs. In [5] , bond graphs are used to model an analog inverter, demonstrating that bond graphs constructed at different levels of abstraction can represent simpler models. In [27] , bond graphs are suggested as an addition to the framework of SystemC-AMS to aid in the modelling and simulation of analog circuits. Simulation was the standard tool for the analog design. On the contrary, we benefit from advances in formal verification of analog designs to propose a novel verification framework for analog designs modeled using bond graphs.
Analog design verification. The verification of analog circuits started with the work in [25] , the authors constructed a finite-state discrete abstraction of electronic circuits by partitioning the continuous state space into fixed size hypercubes and computed the reachability relations between these cubes using numerical techniques. In [15] , the authors tried to overcome the expensive computational method in [25] , by combining discretization and projection techniques of the state space, hence reducing its dimension. While the approach in [15] is less precise due to the use of projection techniques, it is still sound. Variant approaches of the latter analysis were proposed. For instance, the model checking tools d/dt [9] , Checkmate [19] and PHaver [14] were adapted and used in the verification of a biquad low-pass filter [9] , a tunnel diode oscillator and a ∆Σ modulator [19] , and voltage controlled oscillators [14] . In [22] , the authors used intervals to construct the abstract state space, while using heuristics to identify possible transition between adjacent regions. The main difference with [25] , is that they allow variable sized regions. In [39] , the authors proposed a nonlinear approximation for reachable states of analog designs, where the state space exploration algorithms are handled with Taylor approximations over interval domains. All of the above surveyed formal methods limit the verification of the circuit to a predefined time bound because they depend on explicit state exploration. In contrast, we propose in this paper qualitative based methods for the construction and verification of abstract models, which overcomes the time bound requirement. A detailed literature overview of analog formal verification can be found in [41] .
Predicate abstraction. In [1] , the authors combined predicate abstraction with convex polyhedral analysis for the verification of reachability properties of linear hybrid systems. A similar but more general abstraction approach was proposed in [3] . In [35] a qualitative based approach was developed for an abstract model generation for hybrid systems, based on higher derivative analysis. We distinguish ourselves from the above in several aspects. First, while the predicates used in [1] are manually provided, we extract qualitative predicates from the system behaviour which can complement the qualitative predicates presented in [35] . We also use different ideas for the transition relation, based on a variant of the mean value theorem.
An invariant based approach was proposed in [34] , where the problem of constructing invariants is turned into a constraint solving problem. In [30] , the authors proposed a similar framework using the idea of barrier certificates.
Barrier certificates, if they exist, are invariants that separate system behaviour from a bad state and hence provide a safety verification approach. The work presented in this paper is different from the above mentioned work. We distinguish ourselves by not limiting the verification to invariant checking allowing more reasoning capabilities on the circuits of interest.
Analog Design Modelling
The analog component of embedded systems is usually composed of circuits built from basic passive and active components (resistors, capacitance, inductance, transistors, etc), connected to various current and voltage sources in a certain topology, achieving a specific desirable behaviour (e.g., filtering, amplification, etc.). We will provide in this section, how to obtain the equations describing the design behaviour from the design description.
Bond Graphs as a Model for Analog Designs
Bond graphs were introduced by Paynter [12] who hypothesized that all physical systems and the interactions between them could be modeled using energy and power alone. His work was extended later on by Karnopp and Rosenberg [2] to enable the bond graph theory to be used in practice. They developed multi-port objects that could be used with power bonds to model the flow of energy and information [26] . The benefit of a modelling framework based on energy flow is that different domains can be analyzed using the same methodology.
Bond graphs define a necessary and sufficient set of primitives for the modelling of a wide range of practical systems. The necessary and sufficent set of primitives consists of five elements, but normally a more practical set of nine elements is used as shown in Table 1 . The storage group contains the elements for capacitive storage (C type) and inductive storage (I type). The supply group contains the sources of effort and flow. The reversible transformation group contains a transducer and gyrator. The irreversible transformation group contains the elements for thermal losses and entropy producing processes. While the distribution group contains junctions that represent the generalized domain independent Kirchhoff current and voltage laws [2] . It is possible to represent other electrical circuit components, such as transformers, gyrators and switches using two port interfaces but their application and description are beyond the scope of this paper. It is important to note though that more advanced components exist and they can be used to model electronic components beyond simple analog ones.
(a) RC bond (b) Causality
Figure 4: Bond Graphs Basics
We have now seen how a given bond graph and a set of constitutive relations maps to a mathematical model of the underlying system. A preferred alternative is a sequence of directed assignment statements such that unknowns can be immediately and sequentially computed from the knowns on the right hand side. Such a model is sometimes referred to as a computational model. Such a causal computational model requires the model variables to be ordered in a specific cause-effect relationship.
Causality. Causality is the determination and representation of the directional relationship between an input and an output [2] . By adding a causal bar to the end of a bond, the system equations that represent the two variables of effort and flow can be indicated explicitly. There are many rigorous explanations on how to assign the causality of a bond and how it relates to the system as a whole [2, 12, 26] . Fortunately, a simple definition exists that can be used for the direct translation of circuit diagrams. The causal stroke is attached to the side of the bond that computes the flow variable [6] . It is not necessary to assign causality because tools exist to automatically assign it to bond graphs. It is important for the modeler to know how to assign causality manually because it can aid in the development of complex bond graphs (Figure 4 (b)).
Example 1. The tunnel diode oscillator circuit in Figure 5 (a), which has been used by many researchers (e.g., [19, 22] ) as a benchmark, will be used as an example throughout the paper to demonstrate each step of our methodology. The tunnel diodes exploit a phenomenon called resonant tunneling due to its negative resistance characteristic at very low forward bias voltages. This means that for some range of voltages, the current decreases with increasing voltage. This characteristic makes the tunnel diode useful as oscillator.
The corresponding bond graph generation goes as follows. Each circuit diagram component is transformed into its bond graph counterpart. Circuit nodes are represented by 0 junctions and meshes are represented by 1 junctions as shown in Figure 5 (b). This is done according to the bong graphs rules described earlier. Simplification. By choosing to combine certain bond graph elements, it is possible to reduce the complexity of the system without affecting the overall function. This can result in simpler DAEs that are extracted from the reduced bond graph model. By using a simpler model, the number of states can be reduced, allowing for a less complex verification
problem.
The BondLib library developed by Cellier et al. [5] demonstrates the benefit of object oriented modelling with bond graphs. The transistor models for BJTs and MOSFETS are true HSpice models that can be set to different levels of complexity [5] . At each level, parasitics, current leakages and non-ideal effects can be added to the model by specifying the correct parameter. The parameters are available to the modeler to dynamically alter the bond graph level.
Describing the Analog Behaviour
Once the bond graph is built, the set of system equations can be extracted and simplified. We use Mathematica simplification functionalities [37] in order to remove redundant equations through rewriting techniques. The final system of equations is the computational model on which we apply the verification.
The dynamical behaviour of analog designs is usually represented through equations describing the progressive change of the state variables. These state variables can be regarded as memory elements that are able to preserve previous states for a certain amount of time. For instance at the circuit level capacitance can be seen as a voltage storage element while inductance as a current storage element 2 . Analog circuits can be described by non-linear polynomial ODEs as follows: The behaviour of such analog circuit model A is governed by polynomial differential equations of the form:
where t is the independent real time,
) is a polynomial of degree m, a 0 is a constant and P l,k is a polynomial of degree l with
where a i 1 ,...,i d is a constant. We assume that the differential equation has a unique solution for each initial value.
The semantics of the analog model A = (X , X 0 , P ) over a continuous time period
condition Φ x (0) = x and t ∈ T c , is a time point. We can view the behaviour of the analog model A as a transition system: Definition 2. Analog Transition System. The transition system for analog model A is described as a tuple
, where q ∈ Q is a configuration (x, Γ), x ∈ X and Γ is a set of intervals where
The set of reachable states Reach can then be defined as:
Example 2. Consider again the tunnel diode oscillator circuit in Figure 5 
, where I d (V C ) describes the non-linear tunnel diode behaviour and V in is the DC voltage source. The extracted equations will be used as an input for the verification engine described in the next section.
Verification Methodology
The verification methodology we propose is illustrated in Figure 6 . Starting with a circuit description as a system of ODEs, along with specification properties provided in computational temporal logic (∀CTL) [4] , we symbolically extract qualitative predicates of the system. The abstract model is constructed in successive steps. In the basis step, we only consider predicates that define the invariant regions for the system of equations based on the Darboux theory of integrability [21] . Informally, the Darboux theory is concerned with the identification of the different qualitative behaviours of the continuous state space of the system. We make use of such idea to divide the analog design state space into qualitatively distinct regions where no transition is possible between states of the different regions. Satisfaction of properties is verified on these regions using constraint based methods, which rely on qualitative properties of the system, by generating new constraints that prove or disprove a property. The property verification hence provides the advantage of avoiding explicit computation of reachable sets.
If the property cannot be verified at this stage, refinement is needed only for the non-verified regions by adding more predicates. Conventional model checking is then applied on the newly generated abstract model. The extraction of the predicates is incremental in the sense that more precision can be achieved by adding more information to the original construction of the system. When the property is marked violated, one possible reason is because of the false negative problem due to the over-approximation of the abstraction. In this case, refinement techniques may be introduced. • Q Ψ ⊂ L × B n is the abstract state space for a n-dimensional vector predicates, where an abstract state is defined as a tuple (l, b), with l ∈ L is a label and b ∈ B n .
Temporal
where the concretization function:
•
We define the set of reachable states as:
Ψ , where Reach
We can then deduce the following property between concrete and abstract reachable states. Lemma 1. 3 Given an Analog abstract transition system T Ψ (A) and a vector of predicates Ψ, the following holds:
Abstraction Based Verification
The common concept between safety verification based on constraint solving and model checking based on predicate abstraction is the requirement of over-approximation for the reachable states.
Given the analog model transition system T A representing the analog behaviour and a property ϕ expressed in ∀CTL. The problem of checking that the property holds in this model written as T A |= ϕ can be simplified to the problem of checking that a related property holds on an approximation of the model T Ψ , i.e., T Ψ |= ϕ. More formally, the main preservation theorem can be stated as follows [3] : Theorem 1. Suppose T Ψ is an abstract model of T A , then for all ∀ CTL state formulas describing T Ψ and every state of T A , we haves |=φ ⇒ s |= ϕ, where s ∈ γ(s). Moreover, T Ψ |=φ ⇒ T A |= ϕ. 3 The proof of the lemma can be found in [40] .
If a property is proved on an abstract model T Ψ , then we are done. If the verification of T Ψ reveals T Ψ φ, then we cannot conclude that T A is not safe with respect toφ, since the counterexample for T Ψ may be spurious. In order to remove spurious counterexamples, refinement methods on the abstract model can be applied. The proof of Theorem 1 can be found in [3] .
Invariants
Usually, a continuous system has a behaviour that varies in different regions of phase space which boundaries are defined by special system solutions known in the literature as Darboux invariants [21] . These invariants partition the concrete state space into a set of qualitative distinctive regions.
Definition 4. Given the system of ODEs
The correspondence between the system of ODEs and the vector field D P is obtained by defining the time derivative of functions of x as follows. Let G be a function of x:
The time derivative is called the derivative along the flow since it describes the variation of function G of x with respect to t as x evolves according to the differential system. When D P (G) = 0, ∀x ∈ R k , we have a time independent first integral of D P . Several methods were developed recently based on the Darboux integrability theory [21] , which is a theory concerned with finding closed form solutions of system of ODEs, to tackle the problem by looking for a basis set of invariants, i.e., Darboux invariants. Rather than looking at functions which are constant on all solutions, we look at functions which are constant on their zero level set. Darboux polynomials J i provide the essential skeleton for the phase space from which all other behaviours can be qualitatively determined. [21] . Given a vector field
Definition 5. Darboux Polynomials
associated with the system Proof. We can always represent the system by the associated vector field at each point F (x) = P(x) and ∇J · F = kJ , where ∇J denotes the gradient vector related to J (x) and · is the scalar product. When J = 0, ∇J · F = 0, meaning that ∇J is orthogonal to the vector field F at these points. Therefore F is tangent to J = 0.
In the context of abstraction, we define the invariant regions as conjunction of Darboux invariant predicates. An invariant region can be considered as an abstraction of the state space that confines all the system dynamics initiated in that region:
Definition 6. Invariant Regions. We say that a region V is an invariant region of an analog model A such that Figure 7(a) , where the non-linearity comes from the voltage controlled current sources which currents I cs1 and I cs2 are described, respectively, as f 1 = −x 3 2 + x 1 − x 2 and f 2 = −x 3 1 + 2x 2 . The voltages across the capacitors c 1 and c 2 can be described using ODEs, respectively, as follows:
We identify the corresponding invariants:
, which are used to form three invariant regions: Figure 7 (b). Note that j 1 ≥ 0 ∧ j 2 < 0 is unfeasible and therefore discarded. 
Constraint Based Verification
Constraint solving is the study of systems based on constraints (relation between the variables of the system). The idea of constraint solving is to solve problems by stating constraints about the problem area and consequently, finding solutions satisfying all the constraints. Two categories of constraint solvers are identified [38] :
• Satisfiability constraint solvers: When a constraint solver pronounces the existence of a solution, the constraints are guaranteed to have a numerical solution. In addition, if a solution is produced, then it is guaranteed that this solution satisfies the constraints. One such solver is Rsolver [31] 
and Mathematica built-in functions like
Reduce and FindInstance [37] .
• Unsatisfiability constraint solvers: If a constraint solver pronounces the unfeasibility of the input constraints, then this result is sound. If no solution is produced, then this means that the system is unfeasible. Realpaver [16] is an example of this category.
In constraint solving techniques, the uncertainty of numerical variables are over-approximated using intervals of real numbers to make safe decisions possible. Interval based arithmetics techniques provide efficient and safe methods for solving continuous constraint satisfaction problems where real variables are constrained by equalities and inequalities. The soundness is inherited from the inclusion property of interval arithmetics [28] .
Invariant Based Verification
In this section, we propose a qualitative verification approach for analog circuits based on constraint based methods.
The basic idea is to apply quantified constraint based techniques to answer questions about qualitative behaviours of the designs, by constructing functions that validate or falsify the property. The idea is different from conventional approaches as it does not require the explicit reachable states computation. We consider two types of properties that can be verified using that approach, namely safety and switching properties.
Safety Properties. Safety properties can be expressed in CT L [4] as ∀ p; meaning that always on all executions the constraint predicate p is satisfied for a set of initial conditions. The verification starts by getting the dual property ∃♦¬p (which means that there is an execution falsifying the constraint p) and applies constraint solving on the dual property within the invariant regions of interest. In case of unsatisfiability, we conclude that the original property is satisfied in the region, otherwise we cannot conclude the truth of the property and a refinement model providing more details of the region is constructed. Suppose the property to check is ∀ P := x 2 1 + x 2 − 3 < 0 (see Figure 8(a) ), meaning that all flows initiated from x(0) = (x 1 (0), x 2 (0)), will be bounded by x 2 1 + x 2 − 3. The following regions satisfy the initial conditions
We check whether ∃♦P := x 2 1 + x 2 − 3 ≥ 0 is satisfiable in the invariant regions R 1 and R 3 . By applying constraint solving in Mathematica, we find that for the region R 3 , the constraints system is satisfiable, hence the original property cannot be verified, and the state space of the region needs to be refined. For the region R 1 , the constraints system is unfeasible, therefore we conclude that the safety property is satisfied.
It is worth noting that the barrier-certificate method [30] 5 can be applied as a complementary to our method. In fact, Darboux predicates used as the basis of invariant regions can be considered as natural barrier certificates that are 4 More details about the techniques as well as the proofs of the propositions in this paper can be found in [40] . 5 A barrier certificate is an invariant that separates system behaviour from a bad state and hence is used as a proof of safety verification. Switching Properties. A special case of reachability verification ∃♦Q is the switching condition verification, i.e., starting from a set of initial conditions, the system will eventually cross a threshold, triggering a switching condition. Such property is of great importance, for instance, a MOSFET transistor acting as switch changes states based on the voltage condition applied on its gate. We consider here a restricted form of the switching property, where we assume that threshold predicates divide the invariant region by intersecting the invariant region boundaries (at least two Darboux predicates). Given an invariant region V , a predicate Q is a switching condition if Suppose that the switching condition property to check is ∃♦x 1 + x 2 − 5 = 0, meaning that switching occurs when a certain trajectory will cross the threshold Q 1 := x 1 + x 2 − 5 = 0 (see Figure 8(b) ). We construct the Darboux functions: j 1 := x 2 , j 2 := x 1 + x 2 , j 3 := x 1 − x 2 . The region R 1 = j 1 > 0 ∧ j 2 > 0 ∧ j 3 > 0 satisfies the initial conditions. In addition, the predicate x 1 + x 2 − 5 < 0 satisfies the initial condition and 
For the switching condition Q 2 := −x 1 + x 2 − 5 = 0, we find that the initial condition X(0) 1 
) 2 will be always negative in region R 2 , therefore we conclude that the switching will occur for the initial condition X(0) 1 but not for X(0) 2 .
Sometimes constraint based verification fails to provide answers for the verification problem as the above methods are not complete in general. In addition, more complex properties like oscillation cannot be proved using the above method. We complement the approaches described in this section, by the predicate abstraction method allowing conventional model checking to be applied.
Predicate Abstraction

Abstract State Space
In general, the effectiveness of the predicate abstraction method depends on the choice of predicates. In addition of using Darboux predicates described in Section 4.3, we choose predicates identified in the properties of interest. In addition to temporal property predicates, basic ideas from the qualitative theory of continuous systems can be adapted within the predicate abstraction framework. The termination of the predicate generation phase is not necessary for creating an abstraction. We can stop at any point and construct the abstract model. A larger predicate set yields a finer abstraction as it results in a larger state space in the abstract model.
A set of predicates can be constructed using the notion of critical forms, which are special functions along them, the vector field direction is either vertical or horizontal. In between these forms, there can be no vertical nor horizontal vectors. In a region (abstract state) determined by the critical forms, all vectors follow one direction. These predicates can be obtained easily by settingẋ = 0. A generalization of critical forms is the concept of isoclines. Isoclines are functions over which the system trajectories have a constant slope. A predicate π is an isocline of ODEs system if and only if ∃a i ∈ R with i = 1,
Isocline and critical forms provide qualitative information about the system behaviour. Hence, such information can be used in refuting certain behaviour that is shown unreachable. For instance by knowing different constants a i , we deduce the direction of the flow crossing the isoclines and therefore we decide how to build transitions between abstract states. Finding different isocline predicates within an invariant region can be achieved by solving constraints on the parameters of predefined forms of an isocline predicate.
Another kind of predicates, we propose, referred to as conditioned predicates, have the property that under specific conditions, they provide certain information about the solution flow. A predicate π is a conditioned predicate of an ODEs system with conditions and p 4 := 1 + x 1 , as shown in Figure 9 (a). For illustration purposes, we choose two isocline predicates p 5 := x 1 − x 3 1 + x 3 2 and p 6 := x 1 − x 3 1 − x 3 2 as shown in Figure 9(b) . Suppose, we are interested to verify a property including the predicate p 7 := x 2 − x 1 > 0.3, we can construct the conditioned predicate p 8 :=ẋ 2 − (x 2 − x 1 − 0.3)ẋ 1 = 0 as shown in Figure 9(c) . To build the abstract state space, we have three invariant regions and eight predicates. As certain combination of predicates are unfeasible, the number of abstract states is < 2 8 abstracts states. In fact, region Other methods for finding useful predicates were developed in [35] , where the authors proposed a way to extract predicates from polynomial ODEs by looking at higher derivatives. If p ∈ P, then addṗ, the derivative (with respect to time) of p, to the set P unlessṗ is a constant or a constant factor multiple of some existing polynomial in P.
Predicates related to the basic functionality of the design of interest can also be provided in a manual fashion. The conventional analysis of circuits can be an interesting direction for obtaining attractive predicates. It is worth noting that the termination of the predicate generation phase is not necessary for creating an abstraction. We can stop at any point and construct the abstract model. A larger predicate set yields a finer abstraction as it results in a larger state space in the abstract model.
Computing Abstract Transitions
One main issue in constructing abstract state transition systems is the identification of the possible transitions. As we divide the state space into invariant regions, we need only to construct transitions between abstract states within a region. Therefore, we do not need to construct an abstract model for the whole state space. In general, information from the solution of the ODEs is required to describe transitions between abstract states. In practice, each abstract transition is initialized to the trivial relation relating all states and then stepwise refined by eliminating unfeasible transitions. This guarantees that any intermediate result represents an abstraction and the refinement can be stopped at any point of time. In the remaining of this section, we use a set of different rules to construct transition between abstract states.
The simplest rule to use is the Hamming distance rule [35] . The Hamming distance (HD) is the number of predicates for which the corresponding valuations are different in different abstract states. For instance, the Hamming distance between state s 1 :
is 1, written HD(s 1 , s 2 ) = 1. Given two abstract states s 1 and s 2 , we say that a transition exists between two abstract states only if HD(s 1 , s 2 ) = 1. The next rule we apply is based on the generalized mean value theorem [13] , which is an extension of the mean value theorem (MVT) for n-dimension.
Theorem 2. [13] . If x(t) is continuous on a time interval t 1 ≤ t ≤ t 2 , and differentiable on t 1 < t < t 2 , and assuming that there exists a vector V orthogonal to x(a) and to x(b), then there is t c : t 1 < T c < t 2 such that V is orthogonal tȯ
We use quantified constraint based methods to check whether such condition is satisfied between two abstract states. If the MVT is not satisfied, we deduce that no transition exists between the two states. The above rules
give an over-approximation of the transition system as no information about the vector field direction is used. In To check for the above condition, we use interval analysis to guarantee that the solution is reliable; the real solutions are enclosed by the computed intervals. Such guarantee is derived from the fundamental theorem of interval analysis [28] .
Practically, building the transitions is based on using constraint solving as a mean for refuting invalid transitions.
This can be achieved by posing the conditional predicates on a possible transition as a safety property. Unsatisfaction of the property implies the nonexistence of such transition.
Example 7. Consider the Bipolar Junction Transistor (BJT) based Colpitts oscillator shown in Figure 10 (a). Correct functionality ensures that the BJT will never go to saturation region [24] . In fact, the BJT will either be in the Cut- 
The problem of finding invariants is an important part of the methodology. We need to find Darboux invariants and in the case of reachability verification, we look for invariants bounding the reachable states. Finding invariants is based on the evaluation of the coefficients of the predefined forms of polynomials. In this algorithm, we start with an invariant form with an initial degree and check if such invariant exists, if not, we increase the degree to form a new polynomial. A bound on the degree must also be specified to ensure termination of the search of the invariants.
An arbitrarily assigned bound at the beginning of the algorithm is usually proposed hence ensuring termination. This is possible using the Mathematica FindInstance function, for example. FindInstance [expr, vars] 
Experimentation Results
We have applied the verification methodology proposed in this paper to a variety of circuits including Colpitts, Tunnel diode oscillator and to other basic RLC circuits 6 . We verify that the preceding combination of parameters and initial conditions do not produce oscillatory behaviour.
Tunnel Diode Circuit
The behaviour in question is stated as the safety property Gv ≤ 0.3. The validation of the property ensures the nonexistence of oscillation. We code the circuit equations (determined in Example 2) along with the property in the HSolver language. After verification, the results indicate that the property is satisfied. We can therefore conclude that the chosen parameters do not allow the circuit to oscillate.
MOSFET based Colpitts Oscillator
The circuit diagram for a MOS transistor based circuit is shown in Figure 11(a) . For the correct choice of component values the circuit will oscillate. This is due to the bias current and negative resistance of the passive tank. The property we analyze is whether for the given parameters and initial conditions the circuit will die out (Not oscillate) as shown in Figure 11(b) . The extracted equations are described as follows: 6 More details about experimental studies and the bond graph transformations for the circuits will not be presented here because of space constraints, details of the verification can be found in [40, 10] V c 1 :=
Oscillation will not occur if the current cannot exceed a certain bound. More precisely, if verified to true, the property ∀GI l > 0.004 ∧ I l < 0.004 implies no oscillation. The system equations, the property of interest along with the required constraints were then translated into the HSolver code. In order to apply predicate abstraction, the state space is abstracted into three regions (abstract states) because of the different states of the MOSFET transistor within the circuit. The property was verified to be true indicating no oscillation. Figure 11 (b) represents the circuit simulation for the given parameters, where the current will oscillate until it dies out at I l = 0. which can be understood given the set of initial conditions, on every computation path, in the future the vector field will always cross a threshold condition. We already verified in Example 4 that this cannot happen for the initial conditions inside Region R 1 , but with the invariant checking applied, we could not deduce information regarding the behaviour in region R 3 . After providing the required set of predicates, we only construct corresponding abstract state transition graphs (ASTG) for regions R 1 , R 3 . Using the SMV model checker [4] , we find that given the initial conditions such property will be indeed satisfied in region R 3 .
RLC Circuit Oscillator
Checking for occurrence of oscillation is not always possible using predicate abstraction, due to the difficulty of generating an abstract model with no spurious transitions, in some cases we were successful to accomplish the verification.
We verified oscillation property for the circuit shown in Figure 12 (a), with non-linear voltage source vs and nonlinear current source cs described using ODEs, respectively, as follows:
The equations are extracted from the bond graph shown in Figure 12 (b) as explained in the methodology. After that we generate using Mathematica the following invariants: which can be understood as on every computation path, whenever the capacitor voltage V c value exceeds the inductor current value I l , it will eventually decrease below I l again and vise-versa. This property checks for oscillation behaviour of the circuit. We constructed the abstract transition graph for each region and verified the property using SMV. We found indeed that the circuit will always oscillate only inside the bounded regions as illustrated in Figure   13 .
Conclusion
In this paper, we proposed a novel approach for the verification of analog designs. The greatest advantage of our methodology is the lack of an exhaustive simulation that is commonly encountered in the formal verification of analog designs. The major contributions are the following:
• By using bond graphs as a framework to represent circuits, models can be constructed at several levels of abstraction. This can reduce the complexity of the system equations as well as simplify complex behaviour. • A qualitative abstraction approach for the verification of analog properties was proposed using a combination of techniques from predicate abstraction and constraint solving along with model checking.
We adapted the concept of lazy abstraction for the verification of analog designs. To this aim, we identified a set of basic qualitative predicates (Darboux polynomials) as invariance predicates, which helped avoiding the construction of an abstract model for the whole state space. We proposed a constraint solving approach for the verification of safety and switching properties. Our method does not require explicit representation of state space and relies on functions that prove or disapprove circuit properties
• When compared to similar research, our verification methodology overcomes the time bound limitations of other exhaustive methods.
Future work includes investigating switched bond graphs for models mixed signal designs. This will allows us to extend the predicate abstraction to support analog and mixed signal systems. We also plan to explore the verification of more case studies that includes in addition the AMS designs, RF and mechanical components.
