Abstract. In this paper we obtain sharp bounds for the zeros of classical orthogonal polynomials of a discrete variable, considered as functions of a parameter, by using a theorem of A. Markov and the so-called HellmannFeynman theorem. Comparisons with previous results for zeros of Hahn, Meixner, Kravchuk and Charlier polynomials are also presented.
Introduction
The behavior of zeros of the classical continuous orthogonal polynomials has been studied extensively, mainly because of their beautiful electrostatic interpretation and their important role as nodes of Gaussian quadrature formulae [2, 3, 10, 12, 13, 14, 18, 19, 25] .
On the other hand, classical orthogonal polynomials of a discrete variable and their zeros are used in many applications ranging from the least-squares method of approximation [15] , queueing theory [21, 33] , lengths of weakly increasing subsequences of random words [20] , totally asymmetric simple exclusion process [5] to cross-directional control on paper machines [27] . Despite the fact that Chebyshev [6, 28] emphasized the importance of the zeros of orthogonal polynomials of a discrete variable in 1855, results on monotonicity and limits of their zeros have been obtained only recently in [8, 18, 24, 26, 30, 31] . In the present paper we establish very sharp estimates for these zeros.
Since most of the classical orthogonal polynomials depend on parameters, one of the natural problems which arises is to study the zeros of these polynomials, considered as functions of the parameter. A natural tool to do so, is to employ a beautiful result of Andrei Markov [29] which says that the monotonicity of the zeros of these polynomials with respect to the parameter depends on the monotonicity of the logarithmic derivative of the weight function, with respect to the parameter, considered as a function of the variable in the interval of orthogonality. Another powerful tool to investigate the monotonic dependence of zeros of orthogonal polynomials is the so-called Hellmann-Feynman theorem [17, Section 7.3] which provides information about the behavior of the eigenvalues of the Jacobi matrix associated with the orthogonal polynomials, and these, as it is well known, coincide with the zeros of the polynomials. In this paper we make extensive use of these powerful methods to investigate the behavior of the zeros of four families of classical orthogonal polynomials of a discrete variable, those of Charlier, Meixner, Kravchuk and Hahn. This allows us to provide new and sharp bounds for their zeros.
We adopt the definitions and notations of these families of classical orthogonal polynomials of a discrete variable given in [23] :
• Charlier polynomials
whose orthogonality property is
−n e a n! δ mn , a>0.
• Meixner polynomials • Kravchuk polynomials, defined by • Hahn polynomials The paper is organized as follows. In Section 2 we furnish the necessary background and theoretical results which will be employed in the investigation. The remaining sections are devoted to more specific and precise results concerning monotonicity and sharp limits for the zeros of the four aforementioned families of orthogonal polynomials. The analysis starts with Charlier and Meixner orthogonal polynomials, for which the support of orthogonality is unbounded. In these two cases we provide bounds for all the zeros, and we compare our results with the best known limits in Sections 3 and 4, respectively. Moreover, results on the extreme zeros of Kravchuk and Hahn polynomials are also provided in Sections 5 and 6. We also compare the results obtained in this paper with other limits, exemplifying in several tables the sharpness of our results.
Basic tools
Let N 0 := N ∪ {0} be the set of nonnegative integers and let N be N 0 or a finite subset of the form {0, 1, . . . , N}. Let {p n (x, τ )} N n=0 be a parametric sequence of orthonormal polynomials of a discrete variable, with respect to the positive weight function ω(x; τ ), for τ ∈ (τ 1 , τ 2 ). That is, for every n ∈ N and for every τ ∈ (τ 1 , τ 2 ), p n (x, τ ) is a polynomial of degree exactly n and
It suffices that the function ω(x; τ ) is defined only in N but in most cases ω is well defined for all real values of x in the convex hull K of N . In what follows we shall suppose that ω obeys this property. It is well known that every p n (x, τ ) has n real distinct zeros which belong to K [7] .
We begin with the first tool we shall apply in our studies. It is probably the first result ever proved which deals with monotonicity of zeros of orthogonal polynomials and was established by Andrey Markov in 1886. For a more general version of Markov's Theorem we refer the reader to Ismail's book [17, Theorem 7.1.1, p. 204 ]. An idea for a completely different proof, without use of Gaussian quadrature, which also allows a slight generalization, can be found in [10] . Here we state the result in a form appropriate for our needs in this paper.
Theorem A. For every τ ∈ (τ 1 , τ 2 ), let the polynomials {p n (x, τ )} ∞ n=0 obey the orthogonality relation (2.1) with respect to the positive weight function ω(x; τ ) and assume that it has continuous first derivative ω τ (x; τ ) with respect to τ , for every τ ∈ (τ 1 , τ 2 ) and x ∈ K. Assume further that the series
converge uniformly for τ in every compact subset of (τ 1 , τ 2 ). Then the zeros of
Consider the parametric sequence {s k (x; τ )} ∞ k=0 of orthogonal polynomials. It is well known that it satisfies the three term recurrence relation
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However, we can obtain a symmetric matrix when we consider the corresponding sequence {p k (x, τ )} ∞ k=0 of parametric orthonormal polynomials which are given by
and they satisfy the three term recurrence relation
where
Observe that the zeros of the polynomial p n (x; τ ) coincide with those of s n (x; τ ) and they are also the eigenvalues of the Jacobi matrix
is a zero of p n (x; τ ) and
Let us denote by J n = J n (τ ) the Jacobi matrix whose entries are the derivatives of the corresponding entries of J n (τ ). We shall formulate the so-called HellmannFeynman theorem (see [17] ) in a form which will be convenient for our needs. It is a well-known property of zeros of orthogonal polynomials with respect to a positive Borel measure that they are all real, distinct, belong to the convex hull of the support of the measure with respect to which the polynomials are orthogonal. Let the zeros of C n (x; a), M n (x; β, c), K n (x; p, N ) and Q n (x; α, β, N ) be denoted by c n,j (a), m n,j (β, c), κ n,j (p, N ) and q n,j (α, β, N ), respectively, all arranged in decreasing order, so that
Theorem B. For every zero
Moreover, the zeros of any pair of orthogonal polynomials of consecutive degrees interlace. The following theorem summarizes known properties of the zeros of classical orthogonal polynomials of a discrete variable. 
Proof. 
The classical orthogonal polynomials of a discrete variable are solutions of difference equations of the above form (see formulae (1.12.5), (1.9.5), (1.10.5) and (1.5.5) in [23] ). It is straightforward to verify that the corresponding coefficients B(x) are all positive in the convex hulls of the set of orthogonality of the corresponding G n (x).
The monotonicity of the zeros of Charlier, Meixner, Kravchuk and Hahn polynomials with respect to the parameters a, p, β, c, α and β, can be proved via Theorem A by computing the logarithmic derivative of the weight function and establishing its monotonicity with respect to the variable. We omit the straightforward technical details.
The monotonicity of the zeros κ n,j (p, N ) of Kravchuk's polynomials with respect to N , that is, the inequality κ n,j (p, N ) < κ n,j (p, N + 1), was established by L. Chihara and D. Stanton [8] . The monotonicity of the zeros of Hahn polynomials q n,j (α, β, N ) with respect to N have been proved in [30, Theorem 6 ].
Below we illustrate the dependence of the zeros of the classical orthogonal polynomials of a discrete variable on the parameters. The figures show the zeros of fifth degree polynomials as functions of the corresponding parameters. Finally, let us mention that in the present paper we obtain bounds for the zeros of classical orthogonal polynomials of a discrete variable by using appropriate limit relations with classical orthogonal polynomials. Thus, in what follows we use the following standard definitions and notations of the classical orthogonal polynomials of Jacobi, Laguerre and Hermite [23] :
Their zeros are denoted by x n,j (α, β), x n,j (α) and h n,j , j = 1, . . . , n, respectively, and are supposed to be arranged in decreasing order. In other words, we have
Charlier polynomials
Motivated by the limit relation [23, (2.12.
which implies
we obtain a result concerning the monotonicity, with respect to a, of the quantities that appear on the left-hand sides of the latter two limit relations.
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Proof. Since the polynomials satisfy the three term recurrence relation
so that the corresponding orthonormal polynomials satisfy a recurrence relation of the form (2.
is a diagonal matrix whose entries are all negative. The Hellmann-Feynman theorem shows that the quantities (c n,j (a) − a) / √ 2a are decreasing functions of a. Since they converge to
, satisfy the three term recurrence relation
and their corresponding orthonormal polynomials obey a three term recurrence relation of the form (2.
are increasing functions of a. This, together with (3.2), yields the inequality
Now we are in position to use various results concerning limits of zeros of Hermite polynomials to obtain explicit bound for the zeros of the Charlier polynomials. We begin with a result which concerns upper limits for half of the zeros of Charlier polynomials and lower limits for the other half. In order to this we use the fact that the zeros of Hermite polynomials are symmetric with respect to the origin and the following observation, given in [2, Eq. (1.5)]:
Then we immediately obtain Corollary 3.1. Let n ∈ N, n ≥ 2 and a > 0. Then the inequalities
In particular, the zeros of the Charlier polynomials satisfy the inequalities
Observe that the last inequality is obtained by an upper limit for the largest zero h n,1 of the Hermite polynomial. Such sharp bounds are known and two of the best ones are given in [11, Theorem 2] and by Szegő [32, (6.32.6) ]. Theorem 2 in [11] states that
√ n 2 + n + 4 n + 4 for every n ∈ N and the sharper estimate
holds if n is an odd number. Then (3.5) implies:
Let n ∈ N, n ≥ 2, and a > 0. Then
hold for every j with 1 ≤ j ≤ n. 
Then, using (3.4) we state Corollary 3.3. Let n ∈ N, n ≥ 2, and a > 0. Then
hold for every j with 1 ≤ j ≤ n.
We remark that, when n ≤ 8, the limits (3.5) and (3.6) are better than (3.9). Therefore, the same happens when we compare the results in Corollary 3.2 and Corollary 3.3.
A very interesting estimate which limits half of the zeros of Charlier polynomials is obtained by the following result for the zeros of Hermite polynomials, obtained in the same Theorem 2 in [11] . The latter states that
Thus, we obtain:
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,
We illustrate our results with the figure below. It shows the zeros of C 5 (x; a), in continuous line, and in dashed lines the extreme limits from Corollary 3.2 and the limits for the zeros "in the middle" from Corollary 3.4. Having all these bounds for the zeros of Charlier polynomials, we compare them with the best limits known in the literature, obtained recently by Krasikov and Zarkh [26, Th.5] . There the authors prove that
2 2/3 n 1/6 and (3.11)
under the restriction n < a. Therefore, our Corollaries 3.2 and 3.3 provide the first results which hold for all values of n and a. Let us compare our results with those in [26] when a → ∞. It turns out that, if we fix n ∈ N, n ≥ 3, the bounds obtained in Corollary 3.3 are asymptotically sharper than (3.11) and (3.12). The vast number of numerical experiments we have performed show that when n is fixed, and a varies, the following happens: when a < n only the limits provided in our results hold. The estimates (3.11) and (3.12) are sharper when a is in an interval (n, a 1 ). Finally, the estimates in Corollary 3.3 become sharper again for the remaining values of a ∈ (a 1 , ∞) . The numerical Table 3 .1 below illustrate this phenomena.
Moreover, obviously Corollary 3.1 furnishes limits not only for the extreme zeros, but for half of the zeros of Charlier polynomials.
In the Table 3 .1 we also provide the numerical values of the extreme zeros of C 5 (x; a) and the limits, given in (3.12), (3.8), (3.7) and (3.11). Here and in what follows the better lower and upper bounds are highlighted in gray; also, when all the bounds are out of the interval of orthogonality, no selection is made. 
Let us define new polynomials with shifted argument, as follows:
It is clear that the asymptotic formulae
hold. 
Proof. The three term recurrence relation of M n (x; β, c) is
After substitutions, we obtain the coefficients of the recurrence relation (2.2) for the orthonormal polynomials, corresponding toM n (x; α, c) andM n (x; α, c). These coefficients areã
The derivatives with respect to c areã k (c) =â 
The monotonic behavior of the functions on the left-hand sides shows that
These inequalities are equivalent to those in the statement of the theorem.
Observe that the inequalities in Theorem 4.1 coincide with those obtained by Ismail and Muldoon [18, Theorem 6.2] using slightly different arguments. In fact, Ismail and Muldoon used the Hellmann-Feynmann theorem to obtain bounds for the zeros of the polynomials M n ( √ c x/(1 − c); α + 1, c) and it suffices to ensure that the corresponding orthonormal polynomials are such that the coefficients a k in the recurrence relation do not depend on c. Then, they conclude, via an extension of the Hellmann-Feynmann theorem which ensures convexity of the zeros, that the derivatives obey certain inequalities and finally integrate these inequalities, having in mind the asymptotic values of these zeros when c converges to 1. Except for doing the transformation of Ismail and Muldoon, we performed additional translations of the zeros which guarantee the positive (negative) definiteness of the corresponding matrices J n and obtain their result in a slightly different way. Now we use limits for the zeros of the Laguerre polynomials to obtain explicit bounds for the zeros of the Meixner polynomials.
The best limits for the extreme zeros of L (α) n (x), when α is large, are given in [25, Theorem 1] and read as follows:
(4 n(n + α + 1)) 1/3 .
They, together with Theorem 4.1 yield
ZEROS OF CLASSICAL ORTHOGONAL POLYNOMIALS
Corollary 4.1. Let n ∈ N, n ≥ 2, 0 < c < 1 and β > 0. Then
hold for 1 ≤ j ≤ n, where ν = n + β.
The best limit for the largest zero if the Laguerre polynomials, when n goes to infinity, is given by Szegő [32, (6.32.6)]:
Again, as in the previous section, since 6 −1/3 i 1 ≥ 1.85575, then
Therefore, we have:
Still, we write the limits from [11, Theorem 1] that are good when α or n is small. These limits are given by
n + 2 and
Therefore we obtain Corollary 4.3. Let n ∈ N, n ≥ 2, 0 < c < 1 and β > 0. Then
We illustrate our results with figures for n = 5. The Krasikov and Zarkh [26, Theorem 7] proved that
provided that n < βc/(1 − c), and (4.6)
Let us compare asymptotically our results with the latter from [26] . For β and c fixed, the bounds (4.5) and (4. 
Kravchuk polynomials
The main results in this section are motivated by the relation
between the Kravchuk polynomials with a proper argument and Hermite polynomials, (see [23, (2.10 
.2)]).
We provide detailed results concerning the extreme zeros of K n (x; p, N ).
Theorem 5.1. Let n, N ∈ N, with n ≤ N and 0 < p < 1.
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The corresponding orthonormal polynomials are pN + x 2p(1 − p)N ; p, N ) .
Thus, by (5.1) we have
The Jacobi matrix of the form (2.3), associated withK n (x; p, N ) has entries
It is easy to see that the entries (5.4) are increasing functions of N when 1/2 ≤ p < 1. Then, by the Perron-Frobenius theorem, the largest zero ofK n (x; p, N ),
For n fixed we consider, for j = 0, . . . , n, the polynomials
These polynomials satisfy recurrence relations of the form (2.2) with
Since these a j (N ) and b j (N ) are increasing functions of N , for 0 ≤ j ≤ n − 1, then by Theorem C, the largest zeros of the polynomials (5.5) and (5.6) are increasing functions of N . This fact, together with (5.3), yields the inequalities
Using the fact that the zeros of Hermite polynomials satisfy −h n,n = h n,1 , we can write these inequalities as in the statement of the theorem. For j = 0, . . . , n and n fixed, consider the polynomials (5.7)
for 0 < p ≤ 1/2 and
for 1/2 ≤ p < 1. These polynomials satisfy recurrence relations of the form (2.2) with
and b j (N ) is, respectively,
Since these a j (N ) and b j (N ), for 0 ≤ j ≤ n − 1, are the entries of the Jacobi matrix n × n of the form (2.3) and are decreasing functions of N , then by Theorem C, the largest zeros of the polynomials (5.7) are decreasing functions of N . The limit (5.3) together with the fact that the largest zeros of the polynomials (5.7) are decreasing functions of N imply the inequalities
By the fact that −h n,n = h n,1 we can write these inequalities as the inequalities of the Theorem 5.1.
We obtain sharp bounds for the zeros of Kravchuk polynomials using those for the largest zero of Hermite polynomial. The limit (3.5) from [11, Theorem 2] yields Corollary 5.1. Let n, N ∈ N, with n ≤ N , and 0 < p < 1.
The limits (3.9), due to Szegő's [32, (6.32.6)], imply Corollary 5.2. Let n, N ∈ N, with n ≤ N , and 0 < p < 1.
In the following, we show figures for n = 5 with the limits from Corollary 5.1. As throughout this paper the zeros are in continuous line and the limits in dashed line. 
where q = 1 − p, provided that n < pN, and
Let us compare asymptotically, provided (5.12) and (5.13) hold. For a fixed value of p when N is large enough the bounds from Corollary 5.2 are sharper than (5.12) and (5.13); we remark that for n ≤ 15 the bounds from Corollary 5.1 are the sharpest when N → ∞. When p → 0 or p → 1, the bounds from Corollaries 5.1 and 5.2 are sharper than (5.12) and (5.13) provided the latter hold. The numerical tables below confirm these observations. 
Hahn polynomials
The results for the zeros of Hahn polynomials are motivated by the limit relation with the Jacobi polynomials [23, (2.5 
. 
Proof. The polynomials Q k (x; α, β, N ) satisfy the three term recurrence relation x; α, β, N ) , (6.3) where
Then the above limit relation immediately yields
.
Transforming (6.3) into a recurrence relation for the orthonormal polynomials Q k (x; α, β, N ), we see that the latter satisfy (2.2) with
Observe thatã k (N ) andb k (N ) are nonnegative for k = 0, . . . , n−1. Furthermore, the derivatives ofã k (N ) with respect to N are nonnegative, whileb k (N ) do not depend on N , so that their derivatives with respect to N vanish. Then, according to Theorem C, the largest zero ofQ n (x; α, β, N ) is an increasing function of N .
The largest zero ofQ n (x; α, β, N ) is {q n,1 (α, β, N )+(1+α)/2}/{N +(α+β+2)/2} and the largest zero of P (α,β) n (1 − 2x) is {1 − x n,n (α, β)}/2 . Then, by the preceding result and by the limit (6.4) we obtain
This inequality implies the upper bound in the theorem. Now, for n fixed, we work with the sequence of polynomialsQ k (x; α, β, N ), k = 0, . . . , n − 1, wherê
Observe that the transformation in the argument depends on n. Then the following limit relation
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We have thatâ k =â k (N ) andb k are nonnegative for n ≥ 2. Furthermore,b k do not depend of N and the derivatives ofâ k (N ) with respect to N are nonnegative. Then, by the Perron-Frobenius theorem, the largest zero ofQ
The largest zero ofQ n (x; α, β, N ) is
and the largest zero of P (α,β) n
Then the preceding result and by the limit (6.5) imply
This inequality yields the upper bound in the statement of the theorem.
We use two recent results on limits of zeros of Jacobi polynomials. The first one was obtained in [11, Theorem 1] and states that
Thus, we obtain Corollary 6.1. Let n, N ∈ N, with n ≤ N , α, β > −1 and let A, B and Δ be defined as above. Then
We employ the following limits for the zeros of the Jacobi polynomials, obtained by Krasikov [25, Theorem 2]: The figures below illustrate our results. 
provided that n(n + α + β + 1) < (1 + β)N , and
provided that n ≥ 5 and n(n + α + β + 1) < (1 + α)N . Obviously, these limits are valid only when, roughly speaking, n < (1 + β)N or n < (1 + α)N .
The results in the above corollaries are better than (6.8) and (6.9) when N is large enough. In particular, in the case α = β = 0 which corresponds with the discrete Chebyshev polynomials in the terminology of [32] or Gram polynomials in the terminology of [9] . When α → ∞ the lower limit (6.8) is not applicable because the restriction n(n + α + β + 1) < (1 + β)N is not satisfied and the upper limit (6.9) is better than the one given in (6.7) only for a very restricted part of the (n, β) plane. Similarly, when β → ∞, the restriction n(n + α + β + 1) < (1 + β)N fails to hold, so that the lower limit (6.8) cannot be used. In this case the upper limit (6.6) is better than (6.8) for almost all values of n and α. The tables below exemplify some of these questions. 
