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In this paper we show how to use the theory of abelian semi-simple algebras to 
structure the Nussbaumer-Quandalle algorithm for the two-dimensional Discrete 
Fourier Transform. 
The calculations that are used in digital signal processing are thought of 
as discrete versions of continuous (analogue) processes. These calculations 
arise from harmonic analysis and statistics and often require the computa- 
tion of the discrete Fourier transform of a vector or what is called the DFT. 
Since 1965, the Cooley-Tukey algorithm [3] has been used to compute the 
DFT. It has been said that digital signal processing would not have been 
possible without the Cooley-Tukey algorithm. About 1975, S. Winograd in 
a series of papers, but most explicitly in [7], pointed out that fields, their 
direct sums, and their tensor products (i.e., Abelian semi-simple algebras) 
had a deep relation to computing the DFT. Winograd’s work really points 
out that algebraic concepts can be used to factor the Fourier transform 
matrix into a product of (simpler) matrices. 
If we mathematicians had remembered our history, this would not have 
come as a surprise. The matrix of the discrete Fourier transform on n points, 
F(n), occurred at the birth of character theory. (See [4] for a beautiful 
account of this bit of history.) Also, Schur used F(p), p a prime, as a tool 
for obtaining an elementary method for evaluating quadratic Gauss sums. 
(These ideas are discussed in [l, 21.) 
Following Winograd many people have tried to use algebraic ideas to 
construct algorithms for the DFT. In this paper we will present an abstract 
algebraic setting for the factorization into sparse matrices that underlies the 
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algorithms due to Nussbaumer and Quandalle [5, 6]. It is not our intention 
to claim that the constructions of algorithms and algebra are the same 
subject. We are only trying to stress the deep relation that exists between the 
two. 
In presenting the details of this paper, we have reviewed and developed 
classical algebraic results from a point of view that best serves the al- 
gorithm&t’s needs. As much as possible, we have immediately applied the 
algebraic results to algorithmic problems. There is a natural flow in this 
paper from algebra to algorithm; this occurs both locally and globally. The 
first section is almost pure algebra, but each of the next two sections starts 
with algebra and goes into algorithmic results. 
1. ABELIAN SEMI-SIMPLE ALGEBRAS 
Let Q denote the field of rational numbers, and let k 1 Q be a finite 
algebraic extension. We will begin by discussing certain classes or examples 
of finite dimensional abelian algebras B over k. Unless specifically stated to 
the contrary, all algebras in this paper will be abelian algebras with unit. 
Let P(u) = u” + u,-lu”-l + -** + a, u + ~1s be a polynomial with no 
repeated roots and aj E k, j = O,l,. . . ,n - 1. Let k[u] denote the poly- 
nomial algebra over k, and let B be the quotient algebra B = k[u]/(P( u)). 
Then B is an n-dimensional k-algebra. Notice that if P is irreducible, then B 
is a field extension of k of degree n. 
Let B, and B2 be k-algebras. We define the product algebra B, X B2 as 
follows. Form the k-vector space B, $ B2 and make it into an algebra by 
defining (b,, &)(b;, b;) = (bib;, b,b;). If dim Bj = mj, j = 1,2, then 
dim(B, x B2) = m, + m2. 
We will now introduce a construction that is important for our later work. 
Let B, be a k-algebra, dim B, = m, and let k’ 2 k be a field extension. 
Then we will construct from B, a k’-algebra (B,)“, such that dim,,( B,)k’ 
= m. This construction is carried out as follows. Let b,, . . . ,b,,, be a k-basis 
of B, and let 
k nPr E k, 1 I a, 8, y I m. Define the set 
(Bk)k’ = E k;bJk E k’, y = l,...,m 
y=l 
where EkC by is the formal symbol that represents the function f from 
b i, . . . , b, to k’ defined by f( b,) = k;, j = 1,. . _ , m. Make ( Bk)k’ a k’-vector 
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space by setting 
and 
We make (Bk)k’ into a k/-algebra once we define multiplication by 
Clearly dim(B,)k’= m, and one verifies that the construction is basis 
independent. 
We will say that a k-algebra B is semi-simple if there exists a field k’ 2 k 
such that 
(B)k’ z ,fik’. 
The field k’ will be called a splittingfield of the k-algebra B. Notice that the 
product of semi-simple k-algebras is semi-simple. We will now relate the 
above ideas to the concept of eigenvectors and eigenvalues of matrices. In 
order to do this we first need to introduce a bit of representation theory of 
algebras. 
Let V be a k-vector space, dim,V = m, and let q,. . . , urn be a basis of V. 
Let E(V) denote the noncommutative k-algebra of linear transformations of 
V, and let E(k, m) denote the non-commutative algebra of m X m k- 
matrices. We will identify E(V) and E(k, m) by thinking of Y as column 
vectors relative to the basis u i, . . . , a, and E(k, m) acting on these column 
k-vectors. 
By a representation of a k-algebra B we mean a k-algebra morphism R: 
B + E(V). The most natural representation of a k-algebra B is called the 
regular representation p of B and is defined as follows. View B as a k-vector 
space, and consider E(B). For b’ E B define 
P(b’)b = b’b. 
It is easily verified that p is a representation. Since all our algebras have an 
identity and b’l = b’, p( b’) = 0 if and only if b’ = 0. Hence the regular 
representation is a monomorphism or, what is called, a faithful representa- 
tion. 
Consider the algebra B = Q[u]/(P(u)), P(u) = u” + CZ,-~U”-~ + 
. .. + a,u + a,. Then if we identify 1, u,...,u”-i E Q[u] with their coset 
representatives, we have that 1, u,. . . , un-’ is a basis of B. Then it is easily 
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verified by direct computation that relative to this basis 
0 0 0 -a0 
&) = : Y 
0 -a1 
0 -a2 . 
0 0 1 * -a,-1 _ 
The matrix p(u) is often called the companion matrix to P(U) and denoted 
C(P). We have that 
n-l n-l 
c k,lP + c k,cyP) 
a=0 II-0 
is an isomorphism because the minimal polynomial of C(P) is the char- 
acteristic polynomial of C(P) (it is P(u), by the way). 
Let us now return to our discussion of semi-simplicity. Let B be a 
semi-simple algebra, k’ a splitting field for B, and let 
( B)k’ = @k’. 0) 
We will show that k’ is a splitting field for B if and only if there exists a 
non-singular matrix M E E(k’, m) such that 
A4-1p((B)k’)M = D(k’, m), (2) 
where D(k’, m) is the algebra of all diagonal m x m k’-matrices. Clearly 
D(k’, m) - l7;l k’. M is called a diagonalizing matrix for either algebra B or 
( B)k’. 
Since Eqs. (1) and (2) are so important for the results in this paper, we 
will discuss them in some detail. Equation (1) is related to the concept of 
idempotents and Icharacters, while Eq. (2) is related to the concept of 
eigenvectors and eigenvalues. We will begin our discussion with Eq. (1). 
Consider l7;lk’. Every element in it can be written as a column vector 
.,k’)‘, k’ E k’, j = l,..., m, and multiplication is given by 
~~~::~.,k’“,~(k”‘..., k”)f = (kik;‘,..., k’ k”)‘. For a = l,..., m define the 
k’-homo~orpms’ms x *YB + k’ by X,(k;:: .“, kk) = k:. Each x0 is called a 
character of the k-algebra B. Notice that we have as many distinct char- 
acters as dim B. (This is a characterization of semi-simplicity for commuta- 
tive algebras.) 
Let~~:,E~k’bedefinedby~~=(O...010...0)’,wherethe1isinthe 
a position. Then E, 12=8 foreacha,E$‘,=Oifa#b,andl=g:,+ (I 
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. . . + &,,. We will calf such a collection of elements of k’ a complete set of 
1-idempotents. Now let K = (k;, . . . , I&)’ E II;t,‘. Then relative to the basis 
E r, . . . , E, the regular representation is 
b(K) = 
and 
k; 
0 
k:, 
P(K)& = x,(K)&o a = l,...,m. (3) 
Hence & is an eigenvector for P(K) with eigenvalue x,(K) for all 
K E f-Irk’. Since the characters xl,. . . , xm are distinct, it follows that each 
X~ uniquely determines Ea. Thus we have a unique complete set of l- 
idempotents. 
The concept of idempotents is independent of choice of basis, and we can 
use Eq. (1). Let b,, . . . , b,,, be a basis of B and hence a basis of (Bk)k’. 
Relative to this basis let the idempotents be 
e1, 
e20 
E,=. . I 1 e mo 
Equation (3) implies that if E(x~,...,x,,,) and I&,.. .,x,,,)(K) are the 
m X m matrices 
e11 e12 . . . elm 
. . . 
E(x l,...'XJ = 
e21 
I: 
e22 e2rn 
. 
e ml e m2 1'. e mm 
and 
Xl(K) 
D(x 1,.-,x,)(K) = 
X2(K) 0 
1 > 
xm(K) 1 
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or 
E(X l,...,~m)-l~(K)E(~l,...,x~) = D(xw.,x,)(K). (4) 
Thus we have shown how to go from Eq. (1) to Eq. (2). The interested 
reader can now easily go from (2) to (1). We will also need the following 
result that the reader can now establish. If M satisfies A4 - ‘p( K )M = 
D(x i,. . . ,x,,,)(K), K E ll?k, then th ere exists a unique D E D(k’, m) such 
that M = E(xl,. . . , x,,,)D. We will call E(xl,. . .,x,) a 1-idempotent matrix 
for B. 
We will now see how all this specializes when B = k[u]/( P( u)), where 
deg P(U) = n and P(u) has no repeated roots. We have already seen that 
relative to the basis 1, u,. . .,u”-l, p(w) = C(P). Now let k’ 1 k be a 
splitting field for P(U) and let Or,. . . , 0, be the distinct roots of P(U) in k’. 
Then there exist eigenvectors Xi,. . . , X, (recall that we will consider these as 
column vectors relative to the basis of monomials) such that 
C(P)X, = &4x, = 0,x,, a=1 n. ,.‘., 
Recall: if p-ix = Cy:iuiui, then u(p-‘X) = u(C:,~~u~u’), where multiplica- 
tion is modulo P(U). Hence if X, = (x~,~,. . .,x, -l,o)r and 
we have 
p(u)M = M 
Hence 
0, 0 
on 
M-‘p(u)M = 
0, 
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and 
I EZiO; 0 ’ 
n-l 
ikf-‘p 
i i 
C api M = 
i=O 
0 CaiOi . , 
Therefore x j(Caiui) = CatO\ is a character for all j = 1,. . . , n. We have 
verified that B is a semi-simple algebra with characters xi,. . . ,xn. Hence- 
forth we will use Oj to denote the characters xi. 
Now let E, be the idempotent corresponding to the character 0,. We will 
identify polynomials Caj u j with column vectors (ao~~~a,-,)r. Then 
E,, . . . , E,, are linearly independent and 
u = OIE, + -.. + O,E,,. 
We know that Ei = C~:~epj for ah i. Hence Ej = Cjej,C,OkEk. By the 
independence of the Ei, we have 
11 
0, 
\ . . . o;-’ _jl’ 
eo.1 
*-- 
eo, ” 
‘1 0 
. 
i 
= 
-- 1 0, . . . o;-’ en-l,l .-. %-l,“/ ,O 1 1. 
If 
‘1 0, . . . o/-i’ 
V(O,,...,O,) = : . > 
\l 0, . . . on”-1 
then E(O,,.. .,0,)-l = V(O,,. . .,O,). Recall that v(O,,.. .,O,) is a 
Vandermonde matrix. We have thus proven that 
%A.. .O,)(P(k[ul/(P(u))))E(O,. .4,> = D(O,. .-On). 
The above result is fundamental in this paper. We should remark that there 
is a classical formula for the idempotent Ei, 
p - 9 
Ei = ,G,CS - 0,) . 
Hence we have closed forms for both v(O, * . * 0,) and E(0, * * . 0,). 
We next consider what happens when P(U) can be factored. Although the 
entire discussion goes through when P(U) = lJ,N,,P,(u), we will limit our 
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explicit discussion to the case when N = 2. This is done in order to keep the 
notation as simple as possible. We will of course state our results in their 
full generality and use them in this form. 
Consider B = Q[u]/(P(u)) h w ere P(U) has no repeated roots and is 
manic. Let O,, . . . , 0, be the roots of P(U); then 
qo, -** oJP(B)k’E(ol * - - 0,) = D(k’, n), 
where k’= Q(O,,..., 0,). Assume that P(U) = PI(u)Pz(u), deg PI(u) = a 
> 0, deg P2(u) = b, and PI(u) and P*(U) are manic. Then PI(u) and P2(u) 
are relatively prime and so there exist polynomials A( U) and B(u) such that 
A(u)P,(u) + B(u)P,(u) = 1. 
Let 
Q,(u) = A(u)P,(u)mod P(U), 
Ql(u) = B(u)P,(u)mod P(U). 
Then 
Q,(u) = 1 mod P2(u), Q,(u) = Omod PI(u) 
Q,(u) = lmod P,(u), Q,(u) = Omod P,(u). 
Then Q,, uQr,. . . ,rP-rQr, Q2, uQ*,. . . ,ub-‘QZ is a basis of B, and if 
PI(u) = Cy:,%iui and P2(u) = C~&rsiui, then 
u"Q1 = ( Criui)Ql 
ubQ2 = (-&d)Q,. 
Let B, be the subspace spanned by Q1, uQr,. . . ,r.P’-lQt and let B2 be the 
subspace spanned by Q,, uQz,. . . , ZJ b-lQ,. Then B, and B2 are ideals in 
B, B, n B, = 0, and B, = Q[u]/(P,(u)), a = 1,2. Hence B = B, X B,. It 
is easy to check that Q, + Q2 = 1, in QF = Q,, Qz = Q2, and Q,Qz = 0. 
Now let A be the rational matrix that expresses the basis Qr, uQt,. . . , 
ua-‘Q,, Q2, uQ2,. . . , ub-‘Q2 in terms of the basis of monomials. Then we 
easily have 
A-’ WA 
I w2) 1 A = C(P), 
where C( ) denotes the companion matrix of the polynomial in the bracket. 
ForXEBwehaveQOXEB,a = 1,2, and X = Q,X + Q,X. Now let 
E r,. . . ,E, be the idempotents of B ordered so that uEi = OiEi. Now 
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uE,Qa = O,E,Q,. Hence Oi is either an eigenvalue of C(P,) or EiQ, = 0. 
Furthermore, (EiQa)* = EiQ, so EiQ, is either a 1-idempotent of B or it is 
zero. Combining all this together we have 
Q,Ei = E, if Oi is a root of P, 
Q,Ei = 0 if Oi is not a root of P, . 
Let {O;,..., Oi} be the roots of PI and { O;l, . . . , OF} be the roots of P2. Let 
II be the permutation reordering (O,, . . . , 0, } to { O;, . . . , Oil, O;l, . . . , O;}. 
Then 
v(0, ‘*a O,)p(B)V-‘(0, ... 0,) = D(k’, n), 
and 
II -'v( 0, * * * OJA = 
I 
v(0; ‘.. 0;) 0 
0 v(o;l -0. 0;) 1 * 
THEOREM 1. Let P be a manic polynomial over Q with no repeated roots, 
and let P = 17fS,Pu. Then, if V( P,) denotes the Vandermonde matrix of the 
roots of P, in some order, there exists a rational matrix R and a permutation 
matrix II such that 
l-IV(P)R = fi V(P,). 
IT=1 
We will now show how to relate these general results to the Discrete 
Fourier Transform. In order to carry out this process in its most natural 
way, we will begin with a brief discussion of the group algebra of a finite 
Abelian group. 
Let A be a finite abelian group with group action written additively, and 
let a,, . . . , aN _ 1 be the elements of A. Let g. a. k( A) denote the group algebra 
if A over k. As a set, g. a.,( A) is the set of functions f: A 4 k. We make 
g.a.,(A) into a vector space by defining (fi + f*)(a) = fi(a) + f*(a) and 
(Kf )( a) = Kf (a). We define multiplication as follows: for f, g E g. a. k( A) 
we set 
(fg)(a) = .+;=,f (a)g(a), a, by c E A. 
WhenA = Z/nZ= {O,l,...,n - l} and f, g E g.a.,(Z/nZ), we have 
n-l 
(fg)(a) = C f(K)g(a - K), 0 I a 5 n - 1. 
k=O 
The above formulas often go under the name of cyclic convolution. 
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Now let u0 E g.a.k(Z/nZ), 0 I a I n - 1, be the function that takes the 
value 1 at a and is zero at ah other points. Then v,, . . . ,u, _ i is a basis of 
g. u.k( Z/nZ), and relative to this basis 
1 -0 I 
0 0 0 1 
0 0 
&) = i!i !Y 0 0 . 
00 ‘10 
Since C(u” - 1) = p(l), we have that the mapping that sends u + 1 
extends to an isomorphism of Q[u]/(( U” - 1)) onto g.u.,( Z/nZ). Since 
the roots of u” - 1 are e2”ia/n, 0 I LY I n - 1, and are distinct, we may 
form the nonsingular Vandermonde matrix 
V(e 
2niO/n, e2nil/“,...,e2ni(n-l)/n) =gt(n)-l. 
def 
It is easily seen that 
S(n) = ~(e-2~iah/n)o~~,h~.1 
and 9(n) = l/n(fl(n)-‘)-, where the bar denotes taking the complex 
conjugate of the elements in the matrix. Hence 
9(n)-‘C(u” - 1)3qn) = D(w), 
where 
I *I 
1 
!?! 0 
D(w)= ** _w = e2wn 
0 E 
n-l 
Notice that Ej(u) = (1 + _wju + . * * + w~(“-~)u”-~). 
We will now see what Theorem 1 sayswhen n = 2m is even. We will see 
that it yields a matrix factorization that underlies the Cooley-Tukey FFT 
algorithm. We will carry this out in some detail as it serves as a good 
motivation for the Nussbaumer-Quandahe algorithm. 
We will work with Q[u]/(u’~ - 1) rather than g.u.,(Z/nZ). Now 
UZrn - 1 = (ZP - l)(U” + 1) = PIP2 is a product of relatively prime poly- 
nomials, and we easily have that if 
Ql = - (1/2)(rP - 1) and Q2 = - (1/2)(u”’ + l), 
then Q, = Omod P2, Qi = lmod PI, Q, = lmod P2, and Q2 = Omod P2. 
DISCRETE FOURIER TRANSFORM 41 
As before, we identify the algebra with the n-dimensional space of column 
vectors in Q”, and 
2Ql = 
etc., 
2Q2 = 
etc. We have 
-1 
0 
. 
d I
Ll 
1 -I, ’ 
\ 
2uQ, = 
0 
1 
0 
0 
2uQ, = 
/ 
\ 
0 
1 
0 
d 
0 
-1 
0 
d 
A-’ = Im 
r 
Now the roots of urn - 1 are IVES, a = 0, 1,. . . ,M - 1, the roots of urn + 1 
are Wan+‘, u = 0, 1,. . , ,m - 1, where w = e2ni/2m, and 
A-‘C(u2” _ 1)A = 
0 
I C(P + 1) * 
Hence setting 
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v C(zP - 1) 
0 qu-o+ l))v-’ = (“2 DF2))> 
where f)(l) = diag(1, w*,. . .,&m-1)) and O(2) = diag(w’, w*,. . . ,wZm-l). 
Observe that V(1,. . . ,~~(~-l)) =9(m)-’ and that V(w’,. . . ,wZm-l) = 
S(m)-‘D(m)-r, where D(m)-’ = diag(1, w, w*,. . . ,wm-l). Let us define 
9(m) = D( m)9( m). Then 
.F(2m)-’ = rI I 
V(W”,...,W2(m-1)) 0 
14-’ 0 v(wl,...,w*m-1) 1 
= n ( 
‘c+’ 0 L 1, 
0 qYl)-’ I( ) 1, -L 
or 
When M = 2”, the above process can be reiterated and doing so yields 
the matrix factorization that underlies the Cooley-Tukey algorithm. To be 
precise, we have 
F(M) = R,D,R2D2...R,-,D,,,-,R,, 
where R, = (Z, 0 9(2) 8 I,), ab = M/2, M = 2”, and D, is an M X M 
diagonal matrix whose nonzero entries are all of the form wa/2, the so 
called “twiddle factors;” half of the diagonal entries in each D, are (l/2). 
One can compute each product R, y with M complex additions (C.-adds) 
and each product D, y with M/2 complex multiplications (c.-mults) (we will 
not count multiplications by l/2). Thus altogether one can compute the 
FFT on M = 2” points with Mlog M C.-adds and (M/2)(log M - 1) c.- 
mults. 
2. TENSOR F'RODUCTS AND THE MULTI-DIMENSIONAL DISCRETE 
FOURIER TRANSFORM 
We have seen in Section 1 that the DFT9(n) is the 1-idempotent matrix 
of the group algebra of Z/nZ. We begin this section with a generalization of 
this idea. Since our central theme is the importance of 1-idempotent 
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matrices for semi-simple algebras, we will start our discussion with the study 
of group algebras of (general) finite abelian groups, and then return to the 
study of the multi-dimensional Discrete Fourier Transform. 
Let A, and A, be finite abelian groups, and let the order of A, be m,, 
~1 = 1,2. Let A = A, x A, be the direct product of groups. Then, of course, 
A is a finite abelian group of order mlm2. Now consider g.a.,(A,), a = 1,2 
and g.a.,( A). By dimension considerations, 
g-a&4) x g.ad-4) # wvc(A). 
But we should be able to build g.u.,( A) from g.u.,( A,), (Y = 1,2. In order 
to do this, we need the concept of the tensor product of algebras. In 
presenting this concept, we will assume that the reader is already familiar 
with the concept of tensor product of vector space, which we now briefly 
review. 
Let V, (r = 1,2 be k-vector spaces, dim V, = mcr, a = 1,2. Then dim Vi 8 
V2 = m1m2. More explicitly, if ui,. . . ,u,,,~ is a basis of Vi and u;,. . . ,uht is a 
basis of V,, then {u, Q uJ1 I r I ml, 1 I s I mz} is a basis for Vi Q V,. 
Further, if M E E(V1) and N E E(V,), where E( ) denotes the non-com- 
mutative algebra of endomorphisms of the vector space in the bracket, then 
we define the linear transformation M Q N of I’, 8 V, by requiring (M @ 
N)(u @ u’) = (Mu) @ (Nu’) for all u E Vi and u’ E V2. 
We will now look at the matricial form of A4 Q N. Let M( u,) = Cu,,u, 
and N(uL) = Cbsuu~. Then 
If we order tls lexicographically (and let us denote the vector so arranged 
by 5,) and operate on column vectors, the matrix representation of M Q N 
is the mlm2 x m1m2 matrix given in block form by 
However, if we think of tSB as forming a rectangular matrix we have 
(d&N+~) = WON’, where t denotes the transpose. We could also 
have ordered Iss anti-lexicographically, denoted by (t),,. Then (&,s)cre = 
K#df = 4+9L’ where # is a permutation matrix that is referred to as 
“multiplexing” or “comer turning” in the signal-processing literature. If 
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iI = (&,) we have 
(M c3 N)P, = (MPN’), = (NWM’): 
= (NWM’),, = lJ(NsTM’), 
= 40 @ wwe 
= m @ wuk?,. 
Remark. Notice that (Mi @ N,)(M, 8 N2) = M,M, @ N,N, and (Mi 
6~ M2) 8 N = (Ml 63 N) cI3 (M2 8 N), where 
Let B, and B, be k-algebras. Form the vector space B, 8 B,. Since, if p 
denotes the regular representation of an algebra, p(B,) are algebras of 
linear transformations of the vector spaces B,, a = 1,2 respectively, we may 
form 
~(4) @ 44) = {db,) @ ~(b,k E Ba, a = 192). 
It is easily seen that p(B,) 8 p( B2) is a commutative algebra of linear 
transformations with an identity (recall our algebras B, are all commutative 
with identity). We may view B, Q B2 as an algebra by defining 
(4 @ b,)(K @ 4) = Mb,) @ P@,))(K Q 4) 
The following holds for k = algebras B,, (Y = 1,2,3. 
(4 x B2) Q B2 = (4 Q B2) w2 @ 4) 
B, @(B, x B3) = (B, 8 B,) @(B, 69 B3). 
Since k @,k = k, it follows that lJ,“k 8 IIrk = lIy”k. Notice next that 
if Ma is a diagonalizing matrix for B,, CY = 1,2 then Ml 8 M2 is a diagonal- 
izing matrix for B, Q B,. This proves that if B, and B, are semi-simple then 
B, 8 B, is also semi-simple. Finally, if E,, E B (Y = 1,2 are 1-idempotents 
with characters xa, a = 1,2 respectively, then E, 8 E, is a 1-idempotent in 
B, 8 B, with character (xi o x2)(b, 8 b2) = xl(bl)x2(b2). 
A simple dimension argument shows that if Ei i = 1,. . . ,n are the 
1-idempotents of B, with characters xi and q. j = 1,. . . ,m are the l- 
idempotents of B2 with characters pj, then E, 8 Fj, 1 5 i I n, 1 5 j I m, 
are the 1-idempotents of B, 8 B, with characters xipj, respectively. It 
follows that if 
E(xI-. x,) @ Eh-. A) = M, 
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then 
where the xipj are ordered lexicographically, where we consider all entries 
on the left side as matrices and take the tensor product of matrices. 
Let us now apply these ideas to our original problem on group algebras. 
Let G = G,X...XG, = (Z/n,Z) X...X(Z/n,Z) be a finite abelian group 
and let L(G) denote the vector space of k-valued functions on the group G. 
Let fp E L(G) take the value 1 at j E G, and be zero elsewhere. Let 
n(s) = n, - 1, 1 5 s I k. Then f;, . . . ,fnSa, is a basis of L(G,) and fits QD 
... ~35;~) 0 <j(s) I n(s), 1 5 s I k is a basis of L(G,) d ‘.a 8 L(G,). 
Let fj~l~...j~k~ E L(G) be defined by fi~l~...j~k~(a,. . , ,a) = f/clj(al) . . - 
fjCkj(a,), a, E G,, where the dots on the right side denote multiplication in 
k. Sincefi~l~...i~k~ is a function taking the value 1 at (j(l), . . . J(k)) and zero 
at all other points, the set fjoj...jCkj, 0 <j(s) 5 n(s), 1 I s I k is a basis of 
L(G) and the mapping 
f/:1) @ * * * @ fi:k) + fj(l)...j(k) 
extends by linearity to an isomorphism 
2: L(G,) Q ... @ L(G,) --) L(G) 
It is now easily verified that 
g.u.,(G) = g.u.,(G,) Q ... 8 g.u.,(G,). 
We know that g.a.,(Z/nZ) = Q[u]/(u* - l), and so 
g.u.,(G) = Q[u]/(u”’ - 1) 8 ... 8 Q[u]/(u”~ - 1). 
Because of the DFT’s role as a 1-idempotent matrix for Q[u]/(u” - l), we 
have that 
*“(n 1,...,n/J =sqn,) 63 *-+=(n/J 
is the 1-idempotent matrix for g.u.,( G), corresponding to the characters 
e2aia,,/nl ,...,e 2nia~k/nk, ujS E G,, s = 1,. . . , k ordered lexicographically. 
From this and our identification of L(G,) 8 . . * Q L(G,) with L(G), we 
have 
F(q,. . -,n,)(f)(b,9.**9 bk) =Cexp c - 2siujbj/nj f(q,...,u,). 
D 1 b I 
We will now turn our attention to computing the multi-dimensional DFT. 
To keep our notation as simple as possible, and because it is the case that is 
most often used case, we will discuss in detail only S(N, M), the two- 
dimensional DFT on (Z/iVZ) X (Z/MZ). Let wN = e - 2Vi’N and w,+, = 
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e - 2ni/M. Then 
N-l M-l 
9(x W(f)(Q? b) = c c ~~~iw~~ Y> 
x-o y-o 
= Cw~Cw~f(x, Y). (2) 
x Y 
Recall that if ( f( Q, b)) = 9( N, M)( f( X, y)) and ( f( X, y)) are considered 
as rectangular arrays then 
(i(Q, b)) =fl’(N)(fk Y))F@)’ 
as a matrix equation. 
(3) 
Equations (1) and (2) express the usual way for computing ](a, b) or, 
what is called, the column-row method for computing DFT(N, M). Equa- 
tion (1) says that for each value y, (or each column) we compute DFT( M) 
of the column f(x, y,) and then we compute DFT(N) of each of the 
resulting rows. Equation (2) reverses the roles of rows and columns. In 
either case, the number of arithmetic operations are the same; the row-col- 
umn algorithms use M times the arithmetic operations involved in comput- 
ing DJ?T(N) plus N times those for computing DFT(M). 
There is another matricial way for describing the row-column method for 
the two-dimensional DFT. We use the matrix identities 
where IA denotes the A x A identity matrix. (Throughout the rest of this 
paper, when we speak of the task of computing a matrix-vector problem Fy, 
we will mean that we are computing the product of a fixed matrix F with an 
arbitrary vector y.) This identity suggests that one compute (S(N) 8 
6( M))y by first computingy, = ( ZN 8 9( M))y with N distinct DFT( M)‘s. 
Then, because (9(N) 8 ZM) = +(ZM Q S(N))+-‘, where \c/ is the multi- 
plexing permutation, we have yz = (S(N) @ Z,)y, = Ic/(ZM Q 
9( N))($-‘y,). Now, because one is usually as satisfied with the output 
J/ - ‘yz as he is with yz, one need only multiplex once and then compute A4 
distinct DFT( N )‘s. 
When N = 2”, we also have 9(N) = D(N)S(N) (see previous section). 
Thus we can write 
-%W @F”(N) = (Z,s’(M)) @@(f+?(N)) 
= (4, @ ~(N))@$‘-f) @ %‘% 
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We now introduce the novel idea behind the Nussbaumer-Quandalle algo- 
rithm. We will prove in the next section that if M = 2” and 2” = N 2 M, 
then 
where P is a permutation matrix and /3(9(M)) is a very sparse MN x MN 
matrix all of whose entries are either 0, 1, or - 1. Furthermore, the matrix 
p( 9( M)) will be constructed from 9( M) and will inherit a Cooley-Tukey 
factorization. We will thus be able to exhibit a very efficient method for 
computing p(9( M))y which will be essentially a modification of the 
Cooley-Tukey FFT algorithm. 
To describe (this version of) the Nussbaumer-Quandalle algorithm, we 
trace the action implied by the identity 
To compute h we first perform the permutation h, = Py; in the next section 
we will give an explicit description of this permutation. Then to compute 
h, = (Z,,, @ S(N))h,, we compute M products of 9(N) with N-dimen- 
sional vectors. Because 9(N) = D( N)S( N), each of these M products can 
be done with (N/2)(log N + 1) c.-mults (complex-multiplications) and 
N(log N) C.-adds (complex additions). Hence altogether we can compute 
h, = (Z, 8 S(N))h, with(MN/2)(logN + 1) 
X c.mults and MN(log N) C.-adds. 
In the next section we will show how to compute h, = j?F(M)h, with 
MN(log M) C.-adds and (N/2)(log n - 1) “signed-cyclic-shifts;” these will 
be cyclic permutations of M-dimensional vectors and various sign changes. 
In particular, this part of the algorithm uses no C.-adds or c.-mults. 
Finally, we compute h = (I,,, Q D(N)) using MN c.-mults. Altogether, 
the algorithm which we have just outlined uses (MN/2)(log N + 3) c.-mults 
and 2MN(log N) C.-adds. Of course, it also performs (N/2)(logN - 1) 
s.c.s.‘s; here the algorithm calls for log N sweeps of the data, and is 
therefore in a sense using this routine to replace multiplexing. 
In the particular case that M = N, this algorithm uses the same number 
of C.-adds as does the row-column algorithm. But compare the c.-mult 
counts: (N2/2)(log N + 3) and N2(log N - 2). The difference is striking 
for very large N (asyptotically, a 50% savings as N -+ cc). The counts agree 
at N = 128. 
In the next section we will prove identity (4), describe an efficient 
algorithm for computing /39( M)y, and describe in detail the permutation 
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P. In Section 4 we will outline a variation of the Nussbaumer-Quandalle 
algorithm which involves more complex data manipulation but results in 
savings of arithmetic operations. We will show how to reduce the number of 
c.-mults by 50% (as compared with the row-column method) without 
increasing the number of C.-adds, and replacing multiplexing with s.c.s.‘s 
and data manipulation. 
Remark. One should also compare these counts with those of the Rivard 
algorithm for the two dimensional DFT. One should also compare the 
amount of data manipulation, and in particular the number of times the 
algorithm calls for sweeping the data. 
3. TENSOR PRODUCT IDENTITIES 
We will first develop our identities in a general setting and then show 
their explicit form in the special cases that arise in Section 2. The general 
results developed here are used in [8] and are useful in certain algorithms for 
the Fourier Transform. 
Let B be a k-algebra. Let k’ 2 k be an algebraic extension field of k and 
let [k’ : k] = n. We assume that k’ is Galois over k and that k’ is a splitting 
field for B. The principal example for the reader to keep in mind is 
B = Q[u]/(d’ - 1) and k’ = Q[u]/(# + 1) where N = 2”.) In this sec- 
tion, we will study the algebra B @k(k’)lr. Our main result follows from the 
fact that we can factor this tensor product into a 2-step construction. 
Using our previous notation, we claim that 
(Bk’), = B ‘&(k’)k. (2.1) 
To see this, note that B @ k(k’)k can be made into a k’ algebra by defining 
where a, E B and 1, Ii E k’. Further this k’algebra is isomorphic to B” 
under the linear mapping that sends 
Cai Q Ii + Cliai. 
This implies (2.1) and that 
(B @k (k’h)k’ = B’ 8,t (kf. 
Hence 
(( Bk’),)k’ 5: Bk’ 8 kt (k;)k’. 
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We will now define a general construction that will be essential in our 
later work. We define a morphism 
/I: b(k’, m) + 6(k, nm) 
as follows: Let p denote the regular representation of (k’)k, relative to some 
fixed basis. Then, we define 
where the right side above is an nm x nm matrix in n X n-block form. We 
will call /3 the blow-up morphism as it increases the size of the matrix. In the 
theory of algebraic groups, /3 is called the reduction of the field of definition. 
Now let p denote the regular representation of B. Since k’ 3 k, we may 
view b(k, m) c &‘(k’, m). Then p(B) c b(k, m) c b(k’, m) and so p(Bk’) 
is the k’-linear space spanned by p(B) in b(k’, m). Finally /?(p( Bk’)) is a 
representation p of ( Bk’), in d(k, mn). 
By hypothesis k’ is a splitting field of B. Hence there exists the l-idempo- 
tent diagonalizing matrix ME E 6(k’, m) such that 
M,‘p(Bk’)ME = D,(k’). 
Applying the blow-up morphism j3 to both sides yields 
s(M,)-‘~((B”‘),)P(M,) = P(%(k’)>. (2.2) 
If 
K’ = 
‘6 0 
0 k:, 
\ 
E Q,,(k’), 
I 
then 
1 PW P(O) ' ,8(K’) = -.. P(O) PkJ, 
is an nm X nm k matrix. Now let NE be the 1-idempotent diagonalizing 
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matrix of (k’),. Then 
(An Q NE)-‘B(K’)(L @ NE) = Q,,(k’) 
Hence /3( ME)( 1, 0 NE) diagonalizes p(( B”),& 
(2.3) 
Remark. The above discussion shows that k’ is a splitting field for 
@‘),c 
Now view p(B) O,p(k’), as in $0. Then p(ME) @@(NE) is a diagonaliz- 
ing matrix for p(B) @,,p(k’),. Since B @k(k’)k is isomorphic to (Bk’)k, the 
matrices p(it4,) 8 p(N,) and p(ME)( 1, 63 NE) should be related. We will 
spend the rest of this section establishing this relationship. 
Let us assume that E i,. . . ,E,,, are the 1-idempotents of B associated 
with the characters xi,. . . ,x,,,. Similarly, let F,, . . . , F, be the 1-idempotents 
of (k’)k associated with the characters ti, . . . ,&. If we consider fixed bases 
and write 
eii 
E,= : [.I 
fij 
and I;;.= : , 
efni [I fij 
then 
Let us explicitly compute the columns of /3(M,(I,,, Q NE). 
Consider uj: k’ --) k’, j = 1,. . . , n, the Galois automorphisms of k’ over k. 
It is clear that each Galois automorphism is a character of k’ over k, and so 
there exist l-idempotents E,, . . . , En corresponding to the characters 
Ul,...’ a,. Hence 
i 
01 (k’) 0 \ 
E(a, . . - on)-‘p(k’)E(a, ... u,) = ’ . 
0 dk’) / 
Conversely, if k’ is a splitting field for p(k’), then we obtain characters that 
are Galois automorphisms. Thus we see that k’ being Galois is equivalent o 
k’ being a splitting field of p(k’). 
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Ifwefixabasisb,,..., b, of B over k, the elements of Bk’ can be written 
as C~s”,lk~bj, kj E k’. Define Qj2i: Bk’ + Bk’ by 
Qj 2 klb, = g uj(k,)b; 
i 1 i=l i=l 
It is easily verified that Oj, although is not a k’algebra automorphism, is a 
k-algebra automorphism and so, certainly, a ring automorphism. Thus if E, 
is a 1-idempotent in Bk’, a,( E,) is a 1-idempotent. It is then easily verified 
that the mapping 
{E,,...J,} + { Qj(El),..*,Qj(Em)} 
is a permutation mapping. We define permutations h(j) of 1,. . . , n by 
EMi)(4 = Qj@,), CX=l ,...> m. 
We have Ei = (eli . . . e,i)t, and so 
s2j(Ei) = (T(eli) . . . Uj(emi)) = Eh(j)(;) 
= CeA(j)(i) . ’ . eA(j)(i)) 
Now let c(i, j) denote the (i, j)th column of /3( ME)( I,,, 8 NE) ordered 
lexicographically in (i, j). Then 
c(i, j) = 
= 
PCeli) 
: I Pt’tni) 
‘jCeli) 
, uj(eh) 
i- 
: i 
fij \ 
PM : 
fij 
I 
fnj 
= 
fij . flj\ 
P(e,i) ! 
Lr I _ fnj, 
fij 
0 
‘flj 
eL A(j)(l) 1 
“J \ fnj 
= 
.i _ 
fij * fij 
fij 
em,A(j)m 1 
i- 
fnj 
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Let us next describe the permutation P# explicitly in the case where 
B = Q[u]/(uN - 1) and k’ = Q[u]/( uN + 1). Let p1 denote the regular 
representation of B, and p2 the regular representation of k’ relative to the 
basis of monomials (i.e. 1, U, . . . , uNP1) in both spaces. If _w = e - InijN and 
w = e - 2ni/2N, we have 
s(N)-‘pl(u)S(N) = D(_WO,_W-‘,...,_W-(N-l)), 
cqN)-1p2(u)s(N) = D(W1,W3,...,W2N-1), 
where D(x,, x2,. . . , xN) is the N x N diagonal matrix whose diagonal 
elements are those in the bracket. 
Consider Q(w) and the Galois automorphism determined by si( w) = 
w2j+l 
,j = o,..., N - 1. Then 
SjCw *k+l) = w 
(2k+1)(2j+l) . 
Now the ith column ofF(N), E,, has eigenvalue!’ = w*‘, i = 0,. . . ,N - 1. 
Hence 
pl( u) Ei = w*‘E;. 
Applying gj to both sides we obtain 
pl(u)EAcjXij = ~,(w*~)E~~~~~~~ = w2i(2j+1)Eh~j~~i~. 
Hence X,(i) = 2i(2j + l)mod2N. Thus 
P#(i, j) = (2i(2j + l)mod2N, j). 
Notice that (P#) -’ = (P#)‘. 
Remark 3-l. We could easily repeat the above computation when B = 
Q[ u]/( uN + 1) and k’ = Q[ u]/( uN + 1). We would determine that 
P#(i, j) = ((2i + 1)(2j + l)mod2N, j). 
We now turn to some algorithmic considerations. First we describe how 
to compute /3(9( M))y. We start by writing the complete Cooley-Tukey 
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factorization 
F(M) = R,D,R,D,...R,_,D,_,M,, 
where R, 7 (Zb 8 F(2) Q I,), ab = (M/2), M = 2” and D is an M X M 
diagonal matrix of “twiddle factors.” Because p is a ring homomorphism, 
we have 
Bs”(M) = P(R,)P(D,). . .~(L,)P@,h 
Now /3( R,) = ( Zh 8 S(2) d I,,,,) (ab = M/2). Thus one can compute 
/3( R,)y with M C.-adds. 
Next, to compute /3( D,)y, we compute N distinct matrix-vector products 
of the form p(w”)y. Because 
1 0 1 P(w) = . 
one sees that 
PW 
X0 
‘) x’ = I-1 X m-1 
1 0 
-X,--s 
-x,-s+1 
-x,-1 
X0 
X,-,-l 
&?I--t 
x,-t+1 
X,-l 
-X0 
-x,-t-1 
0 -11 
0 
i J 1 0 
s<M 
M1sc2M, t=s-M. 
We will call multiplication by p( w’) a signed-cyclic-shift (s.c.s.). We see that 
computing p(D,)y can be done with (N/2) s.c.s.‘s (because half of the 
diagonal entries in D are l), and so computing (/39( M))y can be done 
with (M/2)(log M - 1) s.c.s.? and M log M C.-adds. 
Remark 3-2. In the next section we will want to compute products of the 
form &.F( M))y. We may do this in a manner closely related to the one 
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just described. We write 9(M) = D( M)9( M), and so 
The interested reader should by now be able to use this identity to construct 
an algorithm for computing /?(S(M))y which uses (M/2)(log M + 1) 
s.c.s.‘s and Mlog M C.-adds. 
4. VARIATION ON A THEME 
We will exhibit another algorithm for computing (9(2M) 8 3(2M))y, 
M = 2”, which is also based on the blow-up construction, and which is 
built up inductively from simpler cases. To start the induction, we remark 
that one can compute (s(2) Q g(2))y using “nesting” [7] with no multipli- 
cations and 8 = 2(2)* C.-adds. 
For the general case (M = 2”), letting R = F(2) Q I,, we have 
1 P’(R 8 R), 
where P is a permutation matrix. One can compute (R 8 R)y using nesting 
with 2(2M)* C.-adds. Also, by induction, we can compute (9(M) Q 
F(M))y with no more than (M2/2)(log M) c.-mults, 2M*log M C.-adds, 
and (M/%)log M s.c.s.3. 
Next, we have seen that 9(M) 8 9(M) = B(St(M)](f, 8 S(M))P, 
and we have described how to use this identity to construct an algorithm 
for computing the product of this matrix and a vector which uses 
(M2/2)(log M + 1) c.-mults, 2M’log M c-adds, and (M/2)(log M - 1) 
s.c.s.3. 
Similarly, because S(M) 8 9(M) = PI (9(M) 8 S(M))P;‘, where 
PI is a multiplexing permutation, we can compute (9(M) 8 %( M))y with 
(M*/2)(log M + 1) c.-mults, 2M*log M C.-adds, and (it4/2)(log M - 1) 
s.c.s.‘s. 
Finally, we have 9( 34) 8 9(M) = p(S( M))( 1, 8 9( M)P, which yields 
an algorithm for computing (9(M) 0 59( M))y with (M2/2)(log M + 1) 
c.-mults, 2M*log M C.-adds, and (M/2)(log M + 1) s.c.s.‘s. Altogether, the 
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algorithm we have just described computes (F(2M) ~3 S(2M))y with at 
most (2M2/2)(log 2M) c.-mults, 2(2M)*(log 2M) C.-adds, and 
(2M/2)(log 2M) s.c.s.‘s. 
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