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PREDICTION OF COMPONENTS IN RANDOM SUMS
MUNEYA MATSUI
Abstract. We consider predictions of the random number and the magnitude of each iid component
in a random sum based on its distributional structure, where only a total value of the sum is available
and where iid random components are non-negative. The problem is motivated by prediction prob-
lems in a Poisson shot noise process. In the context, although conditional moments are best possible
predictors under the mean square error, only a few special cases have been investigated because of
numerical difficulties. We replace the prediction problem of the process with that of a random sum,
which is more general, and establish effective numerical procedures. The methods are based on con-
ditional technique together with the Panjer recursion and the Fourier transform. In view of numerical
experiments, procedures work reasonably. An application in the compound mixed Poisson process
is also suggested.
1. Preliminaries
Motivated by prediction problems in a Poisson shot noise process, we consider two types of
problems for random sums of iid random variables (r.v. or r.v.’s for short). Let N be a non-
negative integer-valued r.v. and denote an iid sequence of non-negative r.v’s by (Xi)i=1,2,... so that
S N =
∑N
i=1 Xi denotes the total sum. The distributions of both N and X1 are assumed to be known.
Our problem is how we could obtain the information of the number N or each component Xi
when we only observe S N . Although there are several methods for these quantities such as linear
predictions cS N with c some constant, our methods are those by conditional moments, which are
minimizors of the mean square error. More precisely our focus is on the following two types of
conditional moments:
E[Nk | S N] and E[Xk1 | S N], for k ∈ N,(1.1)
where (Xi) may take both real and integer values and N denotes the set of natural numbers as usual.
This type of random sum S N has been studied for a long time and has applications in a variety
of fields. One could find many examples in the book of Feller [5, XII] such as genetics, required
service time, cosmic ray showers, and automobile accidents to name just a few. A large num-
ber of relevant researches have been conducted, including e.g. calculations for probability of S N
(Sundt and Vernic [28]) or various limit theorems (see e.g. Gut [8] and consult a nice summary in
Embrechts et al. [4, 2.5]). In recent years tail asymptotics have intensively studied, since accurate
calculations of tail probabilities of S N are computationally quite expensive, while they are required
in applications. See Jessen and Mikosch [9] for a survey with regularly varying tails and Goldie
and Klu¨pperberg [6] for that with subexponential tails.
In this paper we do not go further into asymptotics but investigate precise calculations of quanti-
ties (1.1), which have not been studied yet except for some special cases (see Subsection 1.1). We
rely on two numerical methods, i.e. the Panjer recursion and the Fourier method, which are useful
tools for computing P(S N = n) and which are competitive ([3]). The Panjer recursion scheme
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originated in Panjer [22] is known to be stable when N belongs to the Panjer class in most cases
([23]). Meanwhile, the Fourier method could be applicable to general N, though it requires ac-
curate numerical integrals. Here we show that these methods could be useful tools for computing
quantities in (1.1) and establish efficient numerical procedures. Our methods do not depend on
specific distributions on N and X1 and therefore could be applicable under general settings.
In the remainder of this section, we present a motivating application and its literature in Subsec-
tion 1.1 and introduce notations used in Subsection 1.2. In Section 2 random sums of discrete r.v.’s
are treated, where computations of E[Nk | S N], k ∈ N are investigated in Subsection 2.1 and those
of E[Xk1 | S N] are studied in Subsection 2.2. Both the recursion method and the Fourier method
are investigated. In Section 3, we consider random sums of non-negative continuous r.v.’s, where
we take the Fourier approach for computations of both E[Nk | S N ≤ x] and E[Xk1 | S N ≤ x], x > 0.
Finally in Section 4, numerical examples are given, which show that proposed methods work rea-
sonably. As applications, we consider predictors for both the Poisson shot noise process and the
compound mixed Poisson process.
1.1. Motivating application and its literature. A motivating example is prediction in the Pois-
son shot noise process of the form
M(t) =
N(t)∑
i=1
Li(t − Ti), t > 0,(1.2)
where 0 < T1 < T2 < · · · are points of a homogeneous Poisson N(t) with intensity λ > 0 and (L j) is
a sequence of iid Le´vy processes independent of (Ti) and such that Li(t) = 0 a.s. t ≤ 0. The process
of this type has many applications in rather different areas (see [2], [29] [21] and [15]). One of
important research topics is the prediction of future increments M(t, t+s] := M(t+s)−M(t), s, t > 0
based on the present observation M(t). For example, in non-life insurance M(t, t + s] is interpreted
as the number or amount of future payment in the interval (t, t + s] from an insurance company to
the insured. Another interpretation is that M(t, t + s] may describe the workload to be managed by
a large computer network for sources in the interval (t, t + s]. Due to the properties of both Le´vy
and Poisson processes, the prediction of future increments M(t, t + s] given M(t) reduces to
E[M(t, t + s] | M(t)] = E[N(s)]E[L1(t + s − U)] + E[L1(s)]E[N(t) | M(t)],(1.3)
where U is a uniform r.v. on (0, t) denoted by U(0, t) independent of (Li). The proof of (1.3) is
given in Appendix A or [16, (2.1)]. Here computations of E[N(s)], E[L1(s)] and E[L1(t + s − U)]
are trivial. Since points (Ti) of Poisson have the order statistic property, we can regard the sequence
(Ti) in the quantity E[N(t) | M(t)] as that of iid U(0, t) r.v.’s. Accordingly, taking Xi := Li(t−Ti) and
N := N(t) of M(t), we obtain the form (1.1). Similarly, higher conditional moments E[M(t, t+ s]k |
M(t)], k ∈ N are obtained as functions of E[Nk(t) | M(t)].
A series of papers [20], [10] and [16] assumes particular marginal distributions for (Li) such
as Poisson or negative binomial, and exploits their specific properties to obtain the conditional
moments. Although asymptotic behaviors of E[N | S N = k], k → ∞ have been studied in [10] and
[25, 26], only limited distributions are treated. Our methods presented here require no particular
assumptions on distributions of N and X1 and therefore could be applicable under more general
settings than those of previous papers.
PREDICTION OF COMPONENTS IN RANDOM SUMS 3
1.2. Necessary notations and tools. Throughout we use the following notations related with gen-
erating functions. For a fixed r.v. X and a non-negative function f and |u| ≤ 1,
GX(u) := E[uX], G f (u) :=
∞∑
k=0
uk f (k), Gd f (u) :=
∫
uxd f (x),
where the last one is defined as a Riemann-Stieltjes integral if exists. From these quantities we can
obtain the Fourier (-Stieltjes) transforms φ{·}(u) = G{·}(eiu). Note that we use generating functions
not only for r.v.’s but also for discrete sequences (see [31]), though after a proper standardization,
they are the same. We writeN0 := {0, 1, 2, . . .} and R+ := [0,∞) in the sequel. Moreover, braces { nk }
denote the Stirling numbers of the second kind (see [1, p.824]): the number of ways of partitioning
a set of n elements into k non-empty sbsets.
We say that the probability mass function qn = P(N = n) belongs to the Panjer (a, b) class if it
satisfies
qn =
(
a +
b
n
)
qn−1, n ∈ N.
for a + b ≥ 0 and a < 1 ([24, 20, p.122]). Poisson, negative binomial and binomial distributions
belong to this class. For later use, we present the Panjer recursion formula (see [24, 20] for details
and the proof).
Theorem 1.1. Suppose that N belongs to the Panjer (a, b) class and denote an iid sequence of
non-negative integer-valued r.v.’s by (Xi). Then
P(S N = 0) = E[P(X1 = 0)N], n = 0,
P(S N = n) = 11 − aP(X1 = 0)
n∑
j=1
(
a +
b j
n
)
P(X1 = j)P(S N = n − j), n ≥ 1.
Here we let 00 = 1 conventionally.
2. Random sums of discrete random variables
2.1. Estimation of number of iid components. In this section calculations for conditional mo-
ments E[Nk | S N], k ∈ N will be investigated, where iid random components (Xi) are integer-
valued. In case N belongs to the Panjer class, we apply the recursion formula to the calculation of
E[Nk | S N]. For general N, we consider the generating function of E[Nk | S N = ·] and then apply
the inversion formula.
Throughout we denote the expectation of a r.v. X over a measurable subset A ⊂ Ω by E[X; A] =
E[XI(X∈A)] following Kallenberg [11, p.49]. Since we obtain P(S N) by Theorem 1.1, we mainly
consider E[Nk; S N], k ∈ N which yields E[Nk | S N] = E[Nk; S N]/P(S N).
Theorem 2.1. Let N belong to the Panjer (a, b) class and iid r.v.’s (Xi) take values in N0. Let
C0 := aP(X1 = 0). Then, the restricted moments mk(ℓ) := E[Nk; S N = ℓ], k, ℓ ∈ N0 satisfy the
recursion,
mk(0) = E[NkP(X1 = 0)N],
mk(ℓ) = 11 −C0
{
C0
k−1∑
j=0
(
k
j
)
m j(ℓ) +
ℓ∑
j=1
(
a +
b j
ℓ
)
P(X1 = j)
k∑
i=0
(
k
i
)
mi(ℓ − j)
}
, ℓ ≥ 1,
(2.1)
where m0(ℓ) = P(S N = ℓ).
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Since for the calculation of mk(ℓ), a combination of mi(ℓ), i ≤ k − 1 and mi( j), i ≤ k, j ≤ ℓ − 1
is sufficient, we can recursively calculate the quantity.
Proof. The iidness of (Xi) and independence between N and (Xi) yield
mk(0) = E[Nk; S N = 0] = E[NkE[I(S N=0) | N]] = E[NkP(X1 = 0)N].
Next we consider mk(ℓ), ℓ ≥ 1. Conditioning argument and the Panjer (a, b) class assumption yield
mk(ℓ) =
∞∑
i=1
ikP(S i = ℓ)qi =
∞∑
i=1
P(S i = ℓ)ik
(
a +
b
i
)
qi−1(2.2)
where qn = P(N = n), n ∈ N0. Since (X j) are iid r.v.’s
(
a +
b
i
)
= a + b1
i
i∑
j=1
E
[X j
S i
| S i = ℓ
]
= a + bE
[X1
S i
| S i = ℓ
]
= E
[
a + bX1
ℓ
| S i = ℓ
]
.
Moreover,
E
[
a +
bX1
ℓ
| S i = ℓ
]
=
ℓ∑
j=0
(
a +
b j
ℓ
)
P(X1 = j | S i = ℓ) =
ℓ∑
j=0
(
a +
b j
ℓ
)P(X1 = j)P(S i−1 = ℓ − j)
P(S i = ℓ) .
Substitution of this into (a + b/i) of (2.2) and multiple interchanges of the order of summations
give
mk(ℓ) =
∞∑
i=1
ℓ∑
j=0
(
a +
b j
ℓ
)
P(X1 = j)P(S i−1 = ℓ − j)ikqi−1
=
ℓ∑
j=0
(
a +
b j
ℓ
)
P(X1 = j)
{ ∞∑
i=1
P(S i−1 = ℓ − j)ikqi−1
}
=
ℓ∑
j=0
(
a +
b j
ℓ
)
P(X1 = j)
∞∑
i=0
P(S i = ℓ − j)
k∑
h=0
(
k
h
)
ihqi
=
ℓ∑
j=0
(
a +
b j
ℓ
)
P(X1 = j)
k∑
h=0
(
k
h
)
mh(ℓ − j)
= aP(X1 = 0)mk(ℓ) + aP(X1 = 0)
k−1∑
h=0
(
k
h
)
mh(ℓ) +
ℓ∑
j=1
(
a +
b j
ℓ
)
P(X1 = j)
k∑
h=0
(
k
h
)
mh(ℓ − j).
Thus we obtain the desired result. 
If we take k = 1 with ℓ ≥ 1 in Theorem 2.1, a rather simple expression is obtained
m1(ℓ) = 11 −C0
{
C0P(S N = 0) +
ℓ∑
j=1
(
a +
b j
ℓ
)
P(X1 = j)(P(S N = ℓ − j) + m1(ℓ − j))},
which together with Theorem 1.1, yields the conditional expectation.
Next we consider the generating function for mk(ℓ) with N a general r.v.
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Proposition 2.2. Let N be a r.v. on N0 and let (Xi) be an iid sequence of r.v.’s on N0. Assume
ENk < ∞, k ∈ N. Then the generating function of the truncated k-th moment mk(ℓ) = E[Nk; S N =
ℓ] has the form
Gmk(u) =
k∑
j=1
{
k
j
}
G jX1(u) G
( j)
N (GX1(u)), |u| ≤ 1,(2.3)
where the quantities by braces {} denote the Striling number of the second kind, and G( j)Y (u), j ∈ N
denotes the j-th derivative of GY(x) at x = u. G( j)Y (u), j ∈ N denotes the j-th derivative of GY(x) at
x = u.
Proof. A direct calculation yields
Gmk(u) =
∞∑
ℓ=0
uℓE[Nk; S N = ℓ] = ENk
∞∑
ℓ=0
uℓP(S N = ℓ | N) = ENkGNX1(u),
where ENk < ∞ assures Fubini’s theorem since |GX1(u)| ≤ 1. We use the relation of the falling
factorial (x)k = x(x − 1) · · · (x − k + 1) and xk,
k∑
j=1
{
k
j
}
(x) j = xk,
{
k
0
}
= 0, k > 0,(2.4)
namely,
E[NkGNX1(u)] =
k∑
j=1
{
k
j
}
E[(N) j GNX1(u)] =
k∑
j=1
{
k
j
}
G jX1(u)E[(N) jG
N− j
X1 (u)] = (2.3),
where we change the order of derivatives and the summation, which is valid from ENk < ∞ and
|GX1(u)| ≤ 1. 
In order to obtain mk(ℓ) = E[Nk; S N = ℓ] from Gmk , two methods are considered. One requires
numerical integrations and the other needs derivatives of Gmk at the origin. Since |Gmk(eiv)|2 ≤
(ENk)2 < ∞, we have Gmk(eiv) ∈ L2(−π, π). Then the Fourier expansion of Gmk(eiv) is guaranteed
and their coefficients satisfy formula
mk(ℓ) = 12π
∫ π
−π
e−iℓuGmk(eiu)du, ℓ ∈ N0,(2.5)
which correspond to the inversion of the Fourier transform Gmk(eiv). On the other hand, if we
take derivatives of Gmk at the origin, we obtain mk(ℓ) = 1ℓ!G(ℓ)mk(0). In view of (2.3), however,
the calculation of G(ℓ)mk would yield additional complexities, though we may possibly find some
efficient recursion methods for a limited class of N. The choice of the two methods depends on
distributional assumptions on N and X1 and we need numerical experiments to judge which is
better.
2.2. Estimation of magnitude of each iid component. In this subsection we consider the ex-
pected magnitude of r.v. Xk1, k ∈ N under the observation of the total number S N . Since the condi-
tional moments minimize mean squared errors, we will consider χk = E[Xk1 | S N], k ∈ N. Since the
direct application of the Panjer recursion seems difficult for χk and easy for χk+ := E[Xk1 | S N+1],
we derive the recursion only for χk+. Meanwhile, the Fourier approach is applied to both.
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Theorem 2.3. Let N be a Panjer (a, b) class distribution and let (Xi) be a sequence of iid r.v.’s on
N0. Assume EXk1 < ∞, k ∈ N, then the truncated k-th moment χk+(ℓ) = E[Xk1; S N+1 = ℓ], ℓ ∈ N
has the form
χk+(1) = P(X1 = 1)E[P(X1 = 0)N], and for ℓ ≥ 2,
χk+(ℓ) = ℓkP(X1 = ℓ)P(S N = 0) + 11 − aP(X1 = 0)
ℓ−1∑
j=1
P(X1 = j)
{
aχk+(ℓ − j) + b j
k
ℓ − jχ1+(ℓ − j)
}
.
Proof. For ℓ = 1, due to the iidness of (Xi),
χk+(1) = E[Xk1; S N+1 = 1] = P(X1 = 1)E[P(X1 = 0)N].
Let C1 := 1/(1 − aP(X1 = 0)). For ℓ ≥ 2, the property of N yields
χk+(ℓ) = E[Xk1; S N+1 = ℓ]
=
ℓ∑
j=1
jkP(X1 = j)P(S N = ℓ − j)
= ℓkP(X1 = ℓ)P(S N = 0) +
ℓ−1∑
j=1
jkP(X1 = j)C1
ℓ− j∑
m=1
(
a +
bm
ℓ − j
)
P(X1 = m)P(S N = ℓ − j − m)
= ℓkP(X1 = ℓ)P(S N = 0) + C1
{
a
ℓ−1∑
j=1
ℓ− j∑
m=1
jkP(X1 = j)P(X1 = m)P(S N = ℓ − j − m)
+ b
ℓ−1∑
j=1
jk
ℓ − jP(X1 = j)
ℓ− j∑
m=1
mP(X1 = m)P(S N = ℓ − j − m)
}
= ℓkP(X1 = ℓ)P(S N = 0) + C1
{
a
ℓ−1∑
m=1
P(X1 = m)E[Xk1; S N+1 = ℓ − m]
+ b
ℓ−1∑
j=1
jk
ℓ − jP(X1 = j)E[X1; S N+1 = ℓ − j]
}
,
where in the third step, we use the Panjer recursion for P(S N = ℓ − j). Finally, we arrange two
sums and obtain the result. 
For the calculation of χk = E[Xk1 | S N] a direct application of the Panjer recursion seems difficult
and alternatively we try the Fourier methods. For this we need the generating function of χk.
Proposition 2.4. Let N be a r.v. on N0 and let (Xi) be an iid sequence of r.v.’s on N0. Assume
EXk1 < ∞, k ∈ N, then the generating function of the truncated k-th moment χk(·) = E[Xk1; S N = ·]
has the form
Gχk(u) =
k∑
j=1
{
k
j
}
u jG( j)X1(u)
GS N (u)
GX1(u)
, |u| ≤ 1.(2.6)
Proof. In view of
χk(ℓ) = E[Xk1; S N = ℓ] =
ℓ∑
j=1
jkP(X1 = j)P(S N−1 = ℓ − j),
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the function χk is the convolution of two non-negative functions g1( j) := jkP(X1 = j) and g2( j) :=
P(S N−1 = j). Since GS N−1(u) =
∑ℓ
j=1 u
jP(S N−1 = j) = E[GN−1X1 (u)] = GS N (u)/GX1(u), the generating
function of g1( j) is enough. We use the relation of the falling factorial (2.4) and obtain
E[Xk1uX1] =
k∑
j=1
{
k
j
}
E[(X1) juX1] =
k∑
j=1
{
k
j
}
u jG( j)X1(u),
where we apply Fubini’s theorem, which is possible by EXk1 < ∞. Now the product of GS N−1 and
E[Xk1uX1] yields the result. 
Similarly as before, two methods are considered to obtain χk(·) from Gχk . One is to use deriva-
tives at the origin, χk(ℓ) = G(ℓ)χk (0)/ℓ!, ℓ ≥ 1. The other is the inversion of generating function
χk(ℓ) = 12π
∫ π
−π
e−iℓuGχk(eiu)du, ℓ ∈ N0.
In view of (2.6), the former method requires some efficient algorithm for calculating derivatives of
Gχk , whereas for the second one, accurate numerical integrations are inevitable.
3. Random sums of continuous random variables
In this section, we assume continuous distributions for an iid random sequence (Xi) taking values
on R+, while keeping N to be r.v. on N0. Similarly as before we consider E[Nk | S N] and E[Xk1 |
S N], k ∈ N. Here the Fourier Stieltjes transform (FST for short) is our main tool.
3.1. Estimation of random number from random sum. We firstly consider E[Nk | S N ∈
[0, x]] = E[Nk | S N ≤ x] for x ∈ R+ and k ∈ N. We are starting to observe the integral equa-
tion as in [24, Sec. 4.4.3], which corresponds to the recursion formula when X1 is a discrete
distribution.
Theorem 3.1. Let N be a Panjer (a, b) class distribution and assume iid r.v.’s (Xi) take values on
R+ with common distribution FX1. Then the restricted k-th moment to the Borel set by {S N ≤ x},
mk(x) = E[Nk; S N ≤ x], k ∈ N satisfies the integral equation,
mk(x) = a(mk ∗ FX1)(x) +
k−1∑
j=0
{
a
(
k
j
)
+ b
(
k − 1
j
)}
(m j ∗ FX1)(x), x ≥ 0,(3.1)
where the operation ∗ denotes the convolution as usual.
Proof. Since N belongs to the Panjer (a, b) class, we can write
mk(x) =
∞∑
n=0
nkqnF∗(n)X1 (x) = a
∞∑
n=0
(n + 1)kqnF∗(n+1)X1 (x) + b
∞∑
n=0
(n + 1)k−1qnF∗(n+1)X1 (x),
where F∗nX1(x) denotes the distribution of the n-th convolution of X1. Using the binomial expansion
and changing the order of summations, we obtain
mk(x) = a
∞∑
n=0
k∑
j=0
(
k
j
)
n jqnF∗(n+1)X1 (x) + b
∞∑
n=0
k−1∑
j=0
(
k − 1
j
)
n jqnF∗(n+1)X1 (x)
= a
∞∑
n=0
nkqnF∗(n+1)X1 +
∞∑
n=0
{
a
k−1∑
j=1
(
k
j
)
n jqnF∗(n+1)X1 (x) + b
k−1∑
j=0
(
k − 1
j
)
n jqnF∗(n+1)X1 (x)
}
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= a(mk ∗ FX1)(x) +
k−1∑
j=0
{
a
(
k
j
)
+ b
(
k − 1
j
)} ∞∑
n=0
n jqnF∗(n+1)X1 (x).

In view of expression (3.1), the integral equation seems useless to obtain mk(x) and we need ad-
ditional techniques such as discretization of the density function of X1 as in [24, Example (p.123)].
However, it is helpful to obtain the generating function of mk by providing an efficient recursion.
Lemma 3.2. Assume that N belongs to the Panjer (a, b) class and iid r.v.’s (Xi) take values on R+
with common ch.f. φX1 . Then the FST of mk(x) = E[Nk; S N ≤ x], k ∈ N has the following form
φmk(u) =
1
1 − aφX1(u)
k−1∑
j=0
{
a
(
k
j
)
+ b
(
k − 1
j
)}
φm j(u) φX1(u), u ∈ R.
The proof of Lemma is a straightforward calculation and we omit it. Notice that due to Lemma
3.2, φmk(u) can be presented by a combination of GN(φX1(u)) and φX1(u) since φm0(u) = E[eiuS N ] =
GN(φX1(u)). For a general N, we directly calculate the FST of mk.
Proposition 3.3. Let N be a r.v. on N0 and let (X j) be an iid sequence of r.v.’s on R+. Assume
ENk < ∞ for k ∈ N, then the FST of mk(x) := E[Nk; S N ≤ x] has the form∫ ∞
0
eiuxdmk(x) = E[NkφNX1(u)] =
k∑
j=1
{
k
j
}
φ
j
X1(u) φ
( j)
N (φX1(u)),(3.2)
where the left integral exists in the sense of the improper Riemann-Stieltjes integral.
Proof. Observe that mk(x) is a bounded non-decreasing function and eiux is continuous for every
u ∈ R, then a Riemann-Stieltjes integral ∫ M0 eiuxdmk(x) exists for all M > 0 [30, (2.24) Theorem].
Moreover, integration by parts (twice) and Fubini’s theorem yield∫ M
0
eiuxdmk(x) = [eiuxmk(x)]M0 −
∫ M
0
iueiuxmk(x)dx
= [eiuxmk(x)]M0 − E
[
Nk
∫ M
0
iueiuxP(S N ≤ x | N)dx
]
= [eiuxmk(x)]M0 − E
[
Nk
{
[eiuxP(S N ≤ x | N)]M0 −
∫ M
0
eiuxdP(S N ≤ x | N)
}]
= E
[
Nk
∫ M
0
eiuxdP(S N ≤ x | N)
]
,
where in the third step, we use mk(x) := E[NkP(S N ≤ x | N)] for all x ≥ 0. To obtain the first
equality of (3.2) take the limit M → ∞ on both side, where in the right-hand side, the limit and
expectation are exchangeable due to ENk < ∞. Since the third equality follows similarly as in the
proof of Proposition 2.2, we conclude the result. 
The inversion of FST F −1 is well known [12, Theorem 4.4.1]: Let φ(u) be the FST of a bounded
non-decreasing function F(x), then F −1 is defined as
F(x) = F −1[ φ(·) ](x) = lim
T→∞
1
2π
∫ T
−T
[(e−ixt − 1)/ − it]φ(t)dt, x > 0.
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Hence, mk(x) = F −1[ φmk(·) ](x). When a r.v. N is a Poisson with parameter λ, so that a = 0, b = λ
in Theorem 3.1, we obtain m1(x) = λ(m0 ∗ FX1)(x) and m2(x) = λ(m1 ∗ FX1)(x) + m1(x). Thus, it
follows that
m1(x) = λF −1[ φX1(·)eλ(φX1 (·)−1) ](x), m2(x) = λ2F −1[ φ2X1(·)eλ(φX1 (·)−1) ](x) + m1(x).
3.2. Estimation of magnitude of each iid component. A direct application of the Panjer recur-
sion seems difficult for both χk and χk+, and we alternatively invert FST of these functions. In
order to obtain the FST, we represent χk and χk+ in the form of a convolution.
Lemma 3.4. Let N be a r.v. on N0 and (Xi) is an iid sequence of r.v.’s on R+ with common ch.f. φX1
such that EXk1 < ∞. Then χk(x) = E[Xk1; S N ≤ x], k ∈ N has the form,
χk(x) = 1ikF
−1[ φS N (·) φ(k)X1 (·)/φX1(·) ](x).
Proof. We exploit the expression
χk(x) = E[Xk1; S N ≤ x] =
∫ x
0
ykP(S N−1 ≤ x − y)dPX1(y),
which is the convolution of P(S N−1 ≤ ·) and
∫ ·
0 y
kdPX1(y). Since the ch.f. of S N−1 is φS N (u)/φX(u),
the conclusion is implied by the FST of
∫ ·
0 y
kdPX1(x) which is
∫ ∞
0 e
iux xkdPX1(x) = i−kφ(k)X1 (u), where
EXk1 < ∞ assures the existence of φ
(k)
X1 (u). 
The corresponding result for E[Xk1; S N+1 ≤ x] is obvious. Under the same condition of Lemma
3.4, we have χk+(x) = i−kF −1[ φS N (·) φ(k)X1 (·) ](x).
4. Numerical Examples
We prepare notations of distributions used in examples. Denote a Poisson distribution with
parameter λ by Pois(λ) and by Geo(p), a geometric distribution with parameter p of which proba-
bility is P(X = k) = pqk, q = 1 − p, k ∈ N0. As usual write X ∼ · if r.v. X follows the distribution
after the tilde. All computations are done with Mathematica ver. 9 of Wolfram.
Firstly a simple example of E[N | S N] is presented by setting N ∼ Pois(λ) and X1 ∼ Pois(γ).
We examine two proposed methods for m1 = E[N; S N], the recursion method and the Fourier
inversion. For the probability of S N, we use the ordinary recursion (Theorem 1.1), which yields
P(S N = ℓ) =
{
E[P(X1 = 0)N] = eλ(e−γ−1), ℓ = 0,∑ℓ
j=1
λ j
ℓ
P(X1 = j)P(S N = ℓ − j), ℓ ≥ 1.(4.1)
We apply Theorem 2.1 to obtain the recursion,
m1(ℓ) =
{
E[NP(X1 = 0)N] = λe−γeλ(e−γ−1), ℓ = 0,∑ℓ
j=1
λ j
ℓ
P(X1 = j){P(S N = ℓ − j) + m1(ℓ − j)}, ℓ ≥ 1.(4.2)
Another method for m1(ℓ) is to apply (2.5) to the Fourier transform (Proposition 2.2), which is
Gm1(eiu) = ENGNX1(eiu) = ENeγ(e
iu−1)N
= λeγ(e
iu−1)eλ(e
γ(eiu−1)−1).
In Figure 1, we plot E[N | S N = ℓ] = m1(ℓ)/P(S N = ℓ), ℓ ≥ 0 using both methods. Although they
coincide when parameters are moderate, if either of parameters of Poisson for N and X1 is large,
we observe instability for small ℓ in the Fourier approach (Figure 1: Right, squared dots), though
for large ℓ there is no difference.
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Figure 1. Left: the conditional moment E[N | S N = ℓ], ℓ ∈ [0, 400] when Poisson
parameters for (N, X1) are (λ = 20, γ = 10). Right: E[N | S N = ℓ], ℓ ∈ [0, 1000]
under the setting (λ = 100, γ = 5). Squared dots are values by the Fourier approach
and round dots are those by the recursion method. In the former case values of both
methods coincide. However, in the latter case instability is observed in the Fourier
method for small ℓ, though for large ℓ they coincide.
Next, we consider an example of E[X1 | S N+1] for the recursion and that of E[X1 | S N] with
the Fourier transform, where N ∼ Pois(λ) and X1 ∼ Geo(p). The Panjer recursion is applied
to both P(S N = ·) and P(S N+1 = ·), for the latter of which we also use the convolution. For
χ1+(ℓ) = E[X1; S N+1 = ℓ], we use the recursion by Theorem 2.3, i.e.
χ1+(ℓ) =
{
pqe−λq, ℓ = 1,
ℓpqℓe−λq +
∑ℓ−1
j=1 pq j
λ j
ℓ− jχ1+(ℓ − j), ℓ ≥ 2.
For χ1(ℓ) = E[X1; S N = ℓ], the inversion of the Fourier transform (2.5) is applied to
Gm1(eiu) =
qeiu
1 − qeiu
exp
{
λ
q(1 − eiu)
qeiu − 1
}
.
In Figure 2, we plot E[X1 | S N = ℓ] and E[X1 | S N+1 = ℓ] for ℓ ≥ 1. Since the graphs show very
similar curves for a moderate setting of parameters, we conclude that both methods work properly.
However the instability is again observed in the Fourier approach (Figure 2: Right, squared dots)
when the parameter λ is large and ℓ is small.
4.1. Prediction in Poisson shot noise process. We pursue the prediction E[M(t, t+s] | M(t)], t, s >
0 of the model (1.2), i.e. calculate the quantity E[N(t) | M(t)] in (1.3). As mentioned, since the
order of (T j) in (1.2) does not change the distributional relation of N(t) and M(t), by the order
statistics property of the Poisson, we may consider the model M(t) := ∑N(t)k=1 Lk(t − Uk) with the iid
U(0, t) sequence (Ui), and then study E[N(t) | M(t)]. We assume that the processes Lk’s are iid
compound Poisson processes such that the generic process L has the form L(t) = ∑N0(t)j=1 Y j, where
N0(t) ∼ Pois(γt), and (Y j) denotes an iid sequence of non-negative jump sizes.
Now by setting N := N(t) and Xi := Li(t − Ui), i ∈ N, the calculation of E[N(t) | M(t)] can be
considered in the framework of E[N | S N]. For the probability of X1, since N0(t − U1) does not
belong to the Panjer class, we take the Fourier approach. For this we need ch.f. of X1 := L1(t−U1),
which is
E[eiuX1] = E[eiuL(t−U1)] = E[eiu ∑N0(t−U1)j=1 Y j] = eγ(t−1)(φY1 (u)−1) − eγt(φY1 (u)−1)
γ(1 − φY1(u))
,
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Figure 2. Left: the conditional moments E[X1 | S N = ℓ] (square dots) and E[X1 |
S N+1 = ℓ] (round dots) for ℓ ∈ [1, 300] when parameters of Pois(λ) and Geo(p) for
(N, X1) are (λ = 40, p = 0.25) respectively. Right: the same quantities of the left but
with ℓ ∈ [1, 1000] and (λ = 150, p = 0.2). In both graphs these quantities present
quite similar curves for large ℓ. However, in the right graph instability occurs in
small ℓ of E[X1 | S N = ℓ] (the Fourier approach).
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Figure 3. Left: we plots E[N(1) | M(1) = ℓ], ℓ ∈ [0, 18000] which is the quantity in
the predictor of a Poisson shot noise process of (1.3) with t = 1. Right: we plot the
predictor of a compound mixed Poisson process, E[Z(1, 2] | Z(1) = ℓ], ℓ ∈ [0, 250].
In both graphs one see the non-linear curves which show that the linear estimations
are insufficient.
where φY1(u) is the ch.f. of Y1. Thus after putting Y1 ∼ Pois(µ) so that φY1(u) = eµ(e
iu−1) we
obtain the probability of X1 by the Fourier inversion. For simplicity, we set t = 1, i.e. consider
E[N(1) | M(1)], and apply Theorem 2.1 or equivalently apply the recursions (4.1) and (4.2) with
initial values P(S N = 0) = eλ(P(X1=0)−1) and m1(0) = E[NP(X1 = 0)N] = λP(X1 = 0)P(S N = 0).
In Figure 3 (left), we plots E[N(1) | M(1) = ℓ] for ℓ ∈ [0, 18000] with γ = 100, µ = 5 and
λ = 30. In view of the graph, our computational method seems to work well, and one can see a
non-linear curve which shows that the linear estimation of N(t) by M(t) is insufficient.
4.2. Prediction in compound mixed Poisson process. We consider an example of the compound
mixed Poisson process mixed by a Gamma r.v. called compound Po´lya process [7, Ex. 4.1]. Let
N(t) := π(θΛ(t)) denotes a mixed Poisson process where π(t) be a homogeneous Poisson process
12 M. MATSUI
with intensity 1 on [0,∞), Λ(t) is an intensity measure and θ is a Gamma (α, β) r.v. of which
density is fθ(x) = βαΓ(α) xα−1e−βx. Then the process has the form Z(t) =
∑N(t)
j=1 X j, t > 0, where
X j’s are iid r.v.’s on N0 or R+ such that N and (X j) are independent. Since the σ-fields Gt by
{N(t), N(t, t + s], Z(t)}, t, s > 0 and Ht by {N(t), Z(t)} are finer than that by {Z(t)}, the conditional
expectation of increments Z(t, t + s] := Z(t + s) − Z(t) given Z(t) has
E[Z(t, t + s] | Z(t)] = E[E[E[Z(t, t + s] | Gt] | Ht] | Z(t)]
= E[X1]E[E[N(t, t + s] | Ht] | Z(t)](4.3)
= E[X1]E[E[N(t, t + s] | N(t)] | Z(t)],
where in the third step we use the conditional independence of N(t, t + s] and Z(t) given N(t) ([11,
Prop. 6.6]). Since
E[N(t, t + s] | N(t) = m] =
∞∑
k=0
kΛ
k(t, t + s]
k!
E[θk+me−θΛ(t+s)]
E[θme−θΛ(t)]
= Λ(t, t + s]E[θ
m+1e−θΛ(t)]
E[θme−θΛ(t)]
= Λ(t, t + s] α + m
Λ(t) + β,
where in the second step we exchange the infinite sum and the expectation operator (see also [7,
(1.4)]), we proceed the calculation (4.3) to get
E[Z(t, t + s] | Z(t)] = E[X1]Λ(t, t + s]
Λ(t) + β (α + E[N(t) | Z(t)]).
Now let Λ(t) := t, β := 1, α := 7 and X1 ∼ Geo (1/4), we obtain
E[Z(t, t + s] | Z(t)] = 3s
1 + t
(7 + E[N(t) | Z(t)]).
Since N(t) does not belong to the Panjer class, we apply the Fourier approach. Due to Proposition
2.2 together with
GS N (u) = E[GN(t)X1 (u)] =
1
1 + t(1 −GX1(u))
and Gm1(u) = E[NGNX1(u)] =
7GX1(u)
{1 + t(1 −GX1(u))}8
,
we obtain the quantity E[N(t) | Z(t)] by the inversion formula (2.5). In Figure 3 (right), we plot
E[Z(t, t + s] | Z(t) = ℓ], ℓ ∈ [0, 250] with s = t = 1, where one would again observe a non-linear
curve.
Appendix A. Calculation of (1.3)
For the calculation of (1.3), we use the following properties.
(a). By definition, the σ-field by M(t) is included in the σ-filed by (Lk(t − Tk)) and (Tk).
(b). Since N(t) = ∑∞k=1 I(Tk≤t), the σ-field by N(t) is included in the σ-field by (Tk).
(c). By the order statistics property of a Poisson, given N(t) and N(t + s), the set of points
(Tk) ∈ (0, t] and the set of points (Tk) ∈ (t, t + s] are independent.
(d). Given N(t, t + s], points (Tk) ∈ (t, t + s] are mutually independent.
(e). Stationary and independent increments of Le´vy processes.
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By a multiple use of iterated property of the conditional expectation [11, Theorem 6.1 (vii)], de-
tailed the calculation of (1.3) is
E[M(t, t + s] | M(t)]
= E[
N(t+s)∑
j=N(t)+1
L j(t − T j, t + s − T j] | M(t)] + E[
N(t)∑
j=1
L j(t − T j, t + s − T j] | M(t)]
= E[
N(t+s)∑
j=N(t)+1
E[L j(t − T j, t + s − T j] | N(t), N(t + s), {(Tk), (Lk(t − Tk))}k:Tk≤t] | M(t)]
+ E[
N(t)∑
j=1
E[L j(t − T j, t + s − T j] | {(Tk), (Lk(t − Tk))}k:Tk≤t] | M(t)]
= E[
N(t+s)∑
j=N(t)+1
E[L j(t + s − T j)I(t<T j≤t+s) | N(t), N(t + s)] | M(t)]
+ E[
N(t)∑
j=1
E[L j(t − T j, t + s − T j] | T j, L j(t − T j)] | M(t)]
= E[
N(t+s)∑
j=N(t)+1
E[L(t + s − U)] | M(t)] + E[
N(t)∑
j=1
E[L(s)] | M(t)]
= E[N(t, t + s] | M(t)]E[L(t + s − U)] + E[L(s)]E[N(t) | M(t)],
where in the second step, the properties (a) and (b) are used, and in the third step, we exploit (c) and
(e) so that the conditional independence of (L j(t−T j, t+ s−T j]) j:t<T j≤t+s and {(Ti), (Li(t−Ti))}i:Ti≤t.
In the fourth step we use (d) and (e). Finally since the quantity N(t, t + s] is independent of the
σ-field Ft constructed by all available set before t, the conclusion holds.
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