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SHARP DIFFERENTIAL ESTIMATES OF LI-YAU-HAMILTON TYPE
FOR POSITIVE (p, p)-FORMS ON KA¨HLER MANIFOLDS
LEI NI AND YANYAN NIU
Abstract. In this paper we study the heat equation (of Hodge-Laplacian) deformation
of (p, p)-forms on a Ka¨hler manifold. After identifying the condition and establishing
that the positivity of a (p, p)-form solution is preserved under such an invariant condition
we prove the sharp differential Harnack (in the sense of Li-Yau-Hamilton) estimates for
the positive solutions of the Hodge-Laplacian heat equation. We also prove a nonlinear
version coupled with the Ka¨hler-Ricci flow and some interpolating matrix differential
Harnack type estimates for both the Ka¨hler-Ricci flow and the Ricci flow.
1. Introduction
In this paper, we study the deformation of positive (p, p)-forms on a Ka¨hler manifold via
the ∂¯-Laplacian heat equation. One of our main goals of this paper is to prove differential
Harnack estimates for positive solutions. The Harnack estimate for positive solutions of
linear parabolic PDEs of divergence form goes back to the fundamental work of Moser [Ms].
In another fundamental work [L-Y], Li and Yau, on Riemannian manifolds with nonnegative
Ricci curvature, proved a sharp differential estimate which implies a sharp form of Harnack
inequality for the positive solutions. Later, Hamilton [H3] proved the miraculous matrix
differential estimates for the curvature operator of solutions to Ricci flow assuming that the
curvature operator is nonnegative. Since the curvature operator of a Ricci flow solution
satisfies a nonlinear diffusion-reaction equation, this result of Hamilton is as surprising as
it is important. Due to this development people also call this type of sharp estimates
Li-Yau-Hamilton (abbreviated as LYH) type estimates. There are many further works
[An, Br, Co, C-N, Ch1, Ch2, H2, H4, N2, N3, N-T1] in this direction since the foundational
estimate of Li and Yau for linear heat equation and Hamilton’s one for the Ricci flow, which
cover various different geometric evolution equations, including the mean curvature flow,
the Gauss curvature flow, the Ka¨hler-Ricci flow, the Hermitian-Einstein flow, the Yamabe
flow etc.
Since the Harnack estimate for the linear equation implies the regularity of the weak
solution, it has been an interesting question that if the celebrated De Giorgi-Nash-Moser
theory for the linear equation has its analogue for linear systems. This unfortunately has
been known to be false in the most general setting. As a geometric interesting system, the
Hodge-Laplacian operator on forms has been extensively studied since the original works of
Hodge and Kodaira (see for example Morrey’s classics [Mo2] and references therein). It is
a natural candidate on which one would like to investigate whether or not the differential
Harnack estimates of LYH type still hold. One of the main results of this paper is to prove
such LYH type estimates for this system. The positivity (really meaning non-negativity)
of the (p, p)-form is in the sense of Lelong [L]. In fact, in [N2] the first author proved a
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LYH type estimate for positive semi-definite Hermitian symmetric tensors satisfying the
so-called Lichnerowicz-Laplacian heat equation. This in particular applies to solutions of
(1, 1)-forms to the Hodge-Laplacian heat equation. The first main result of this paper is
to generalize this result for (1, 1)-forms to solutions of (p, p)-forms to the Hodge-Laplacian
heat equation. The result is proved under a new curvature condition Cp. We say that the
curvature operator Rm of a Ka¨hler manifold (M, g) satisfies Cp (or lies inside the cone Cp)
if 〈Rm(α), α¯〉 ≥ 0 for any α ∈ ∧1,1(Cm) such that α =∑pk=1Xk ∧ Y k with Xk, Yk ∈ T ′M .
Here TM ⊗ C = T ′M ⊕ T ′′M , 〈·, ·〉 is the bilinear extension of the Riemannian product,
and we identify T ′M with Cm. Under the condition Cp we prove the following result.
Theorem 1.1. For φ(x, t), a positive (p, p)-form satisfying
(
∂
∂t
+∆∂¯
)
φ(x, t) = 0, then
1√−1 ∂¯
∗∂∗φ+
1√−1 ιV · ∂¯
∗φ− 1√−1 ιV · ∂
∗φ+
√−1ιV · ιV · φ+
Λφ
t
≥ 0
as a (p − 1, p − 1)-form, for any (1, 0) type vector field V . Here Λ is the adjoint of the
operator L + ω ∧ (·) with ω being the Ka¨hler form.
The above estimate is compatible with the Hodge ∗ operator (see Section 4 for the detailed
discussions). Also note the easy fact that ∗-operator maps a positive (p, p)-form to a positive
(m− p,m− p)-form. It then implies that if ψ = ∗φ,
√−1∂∂¯ψ +√−1V ∗ ∧ ∂¯ψ −√−1V ∗ ∧ ∂ψ +√−1V ∗ ∧ V ∗ ∧ ψ + L(ψ)
t
≥ 0
as a (m − p + 1,m − p + 1)-form, with V ∗ being a (1, 0)-type 1-form. This generalizes
the matrix estimate for positive solutions to the heat equation proved in [C-N], which
asserts
√−1∂∂¯ logψ + ω
t
≥ 0. (Note that this is the matrix version of Li-Yau’s estimate:
∆ logψ + m
t
≥ 0. See also [Y] for the earlier work for harmonic functions.) For the proof,
it is a combination of techniques of [Co], [N2], [N-T2] and Hamilton’s argument in [H3].
Applying to the static solution the above result asserts a differential estimate:
(1.1)
1√−1 ∂¯
∗∂∗φ+
1√−1 ιV · ∂¯
∗φ− 1√−1 ιV · ∂
∗φ+
√−1ιV · ιV · φ ≥ 0
for any ∂¯-harmonic positive (p, p)-form φ and any vector field V of (1, 0)-type. Note here
on a noncompact manifold, being harmonic does not imply that ∂∗φ = 0 (or ∂¯∗φ = 0).
As a result of independent interest we also observe that Cp is an invariant condition under
the Ka¨hler-Ricci flow, thanks to a general invariant cone result of Wilking, whose proof we
include here in the Appendix (see also a recent preprint [C-T]). Note that this result of Wilk-
ing includes almost all the known invariant cones such as the nonnegativity of bisectional
curvature, the nonnegativity of isotropic curvature, etc.
After establishing the invariance of Cp, it is natural to study the heat equation for the
Hodge-Laplacian coupled with the Ka¨hler-Ricci flow. For this we proved the following
nonlinear version of the above estimate.
Theorem 1.2. Assume that φ(x, t) ≥ 0 is a solution to heat equation of the Hodge-Laplacian
coupled with the Ka¨hler-Ricci flow: ∂
∂t
gij¯ = −Rij¯. Then
1√−1 ∂¯
∗∂∗φ+
1√−1 ιV · ∂¯
∗φ− 1√−1 ιV · ∂
∗φ+
√−1ιV · ιV · φ+ ΛRic(φ) +
Λφ
t
≥ 0
as a (p−1, p−1)-form for any (1, 0) type vector field V . Here ΛRicφ is the adjoint of Ric∧(·)
with Ric =
√−1Rij¯dzi ∧ dz j¯ being the Ricci form.
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To prove the above result it is necessary to prove the following family of matrix differential
estimates which interpolate between Hamilton’s matrix estimate and Cao’s estimate for the
Ka¨hler-Ricci flow.
Theorem 1.3. Let (M, g(t)) be a complete solution to the Ka¨hler-Ricci flow satisfying
the condition Cp on M × [0, T ]. When M is noncompact we assume that the curvature of
(M, g(t)) is bounded on M × [0, T ]. Then for any ∧1,1-vector U which can be written as
U =
∑p−1
i=1 Xi∧ Y¯i+W ∧ V¯ , for (1, 0)-type vectors Xi, Yi,W, V , the Hermitian bilinear form
Q(U ⊕W ) +Mαβ¯WαW β¯ + Pαβ¯γU¯ β¯γWα + Pαβ¯γ¯Uαγ¯W β¯ +Rαβ¯γδ¯Uαβ¯U¯ δ¯γ
satisfies that Q ≥ 0 for any t > 0. Moreover, if the equality ever occurs for some t > 0, the
universal cover of (M, g(t)) must be a gradient expanding Ka¨hler-Ricci soliton.
Recall that the tensorsM and P are defined asMαβ¯ = ∆Rαβ¯+Rαβ¯γδ¯Rδγ¯+Rαβ¯t , Pαβ¯γ =
∇γRαβ¯ , Pαβ¯γ¯ = ∇γ¯Rαβ¯ . There exists a similar condition C˜p for Riemannian manifold
which can be formulated similarly. Precisely we call the curvature operator satisfies C˜p if
〈Rm(v), v¯〉 > 0 for any nonzero v ∈ Λ2(Cn) which can be written as v =∑ki=1 Zi ∧Wi for
some complex vectors Zi and Wi ∈ TM ⊗ C. For Ka¨hler manifolds it can be shown that
C˜p = C2p and C2 amounts to the nonnegativity of the complex sectional curvature, a notion
goes back at least to the work of Sampson [Sa] on harmonic maps. This leads us to discover
another family of matrix differential estimates for the Ricci flow which interpolate the result
of Hamilton and a recent result of Brendle.
Theorem 1.4. Assume that (M, g(t)) on M × [0, T ] satisfies C˜p. When M is noncompact
we also assume that the curvature of (M, g(t)) is uniformly bounded on M × [0, T ]. Then
for any t > 0, the quadratic form
Q˜(W ⊕ U) + 〈M(W ),W 〉 + 2〈P (W ), U〉+ 〈Rm(U), U〉
satisfies that Q˜ ≥ 0 for any (x, t) ∈M × [0, T ], W ∈ TxM ⊗C and U ∈ ∧2(TxM ⊗C) such
that U =
∑p
µ=1Wµ ∧ Zµ with Wp = W . Furthermore, the equality holds for some t > 0
implies that the universal cover of (M, g(t)) is a gradient expanding Ricci soliton.
Here M and P are defined similarly. In fact for p = 1, our result is slightly stronger
than Brendle’s estimate. After we finished our paper, we were brought the attention to
a recent preprint [C-T], where a similar, but seemly more general result, was formulated
in terms of the space-time consideration of Chow and Chu [C-C]. In the Spring of 2009
Wilking informed us that he has obtained a differential Harnack estimate for the Ricci flow
with positive isotropic curvature, whose precise statement however is not known to us. It
is very possible that the above result is a special case of his. Nevertheless our statement
and proof here are direct/explicit without involving the space-time formulation. The proof
is also rather short (see Section 9), can be easily checked and is motivated by the Ka¨hler
case.
Here is how we organize the paper. In Section 2 we prove that under the condition Cp
the positivity of the (p, p)-forms is preserved under the Hodge-Laplacian heat equation. In
Section 3 we derive the invariance of Cp by refining an argument of Wilking which is detailed
in the Appendix. In Section 4 we collect and prove some preliminary formulae needed for
the proof of the Theorem 1.1. The rigidity on the equality case as well as a monotonicity
formula implied by Theorem 1.1 was also included in Section 4. Section 5 is devoted to the
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proof of Theorem 1.1. Sections 6 and 8 are devoted to the proof of Theorem 1.2 as Section
7 is on the proof Theorem 1.3, which is needed in Section 8. Section 9 is on the proof of
Theorem 1.4. Since up to Section 9 we present only the argument for the compact manifolds,
Section 10 is the noncompact version of Sections 3, 7, 10, where the metric is assumed to
have bounded curvature, while Section 11 supplies the argument for the noncompact version
of Section 2, 6, where no upper bound on the curvature is assumed. Due to the length of
the paper we shall study the applications of the estimates in a forth coming article.
2. Heat equation deformation of (p, p)-forms
Let (Mm, g) be a complex Hermitian manifold of complex dimension m. Recall that a
(p, p)-form φ is called positive if for any x ∈ M and for any vectors v1, v2, · · ·, vp ∈ T 1,0x M ,
〈φ, 1√−1v1 ∧ v1 ∧ · · · ∧ 1√−1vp ∧ vp〉 ≥ 0. By linear algebra (see also [Si]) it is equivalent
to the condition that the nonnegativity holds for v1, · · · , vp satisfying that 〈vi, vj〉 = δij .
We also denote 〈φ, 1√−1v1 ∧ v1 ∧ · · · ∧ 1√−1vp ∧ vp〉 by φ(v1, v2, · · · , vp; v¯1, v¯2, · · · , v¯p), or
even φv1v2···vp,v¯1v¯2···v¯p . We say that φ is strictly positive if φv1v2···vp,v¯1v¯2···v¯p is positive for
any linearly independent {vi}pi=1. Let ∆∂¯ = ∂¯∂¯∗ + ∂¯∗∂¯ be the ∂¯-Hodge Laplacian operator.
There also exists a Laplacian operator ∆ defined by
∆ =
1
2
(∇i∇i¯ +∇i¯∇i) .
where ∇ is the induced co-variant derivative on (p, p)-forms. Since the complex geometry,
analysis and Riemannian geometry fit better when the manifold is Ka¨hler, we assume that
(M, g) is a Ka¨hler manifold for our discussion. Let ω =
√−1gij¯dzi ∧ dz j¯ be the Ka¨hler
form. Clearly ωp is a strictly positive (p, p)-form.
For a (p, p)-form φ0, consider the evolution equation:
(2.1)
(
∂
∂t
+∆∂¯
)
φ(x, t) = 0
with initial value φ(x, 0) = φ0(x). Our first concern is when the positivity of the (p, p)-
forms is preserved under the above evolution equation. If we denote by Pp the closed cone
consisting all positive (p, p)-forms, an equivalent question is whether or not Pp is preserved
under the heat equation (2.1). The answer is well known for the cases p = 0 and p = m
since the equation is nothing but the regular heat equation. When p = 1, this question
was studied in [N-T1] as well as [N-T2] and it was proved that when (M, g) is a complete
Ka¨hler manifold with nonnegative bisectional curvature, then the positivity is preserved
for the solutions satisfying certain reasonable growth conditions, which is needed for the
uniqueness of the solution with the given initial data.
It turns out, to prove the invariance of Pp for m− 1 ≥ p ≥ 2, we need to introduce a new
curvature condition which we shall formulate below. We say that the curvature operator
Rm of a Ka¨hler manifold (M, g) satisfies Cp (or lies inside the cone Cp) if
〈Rm(α), α¯〉 ≥ 0
for any α ∈ ∧1,1(Cm) (we use ∧1,1
R
(Cm) to denote the space of real wedge-2 vectors of (1, 1)
type), such that it can be written as α =
∑p
k=1Xk∧Y¯k. Here TM⊗C = T ′M⊕T ′′M , 〈·, ·〉 is
the bilinear extension of the Riemannian product, and we identify T ′M with Cm. Note that
〈Rm(X ∧ Y¯ ), X ∧ Y¯ 〉 = RXX¯Y Y¯ , the bisectional curvature of the complex plane spanned by
{X,Y }. Here the cones Cp interpolate between the cone of nonnegative bisectional curvature
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and that of the nonnegative curvature operator. In the next section we shall show that in
fact Cp is an invariant condition under the Ka¨hler-Ricci flow, which generalizes an earlier
result of Bando-Mok [B, Mok] on the invariance of the nonnegative bisectional curvature
cone. Let us first recall the following well-known computational lemma of Kodaira [M-K].
Lemma 2.1. Let φ be a (p, p)-form, which can be locally expressed as
φ =
1
(p!)2
∑
φIp,J¯p
(√−1dzi1 ∧ dz j¯1) ∧ · · · ∧ (√−1dzip ∧ dz j¯p)
where Ip = (i1, · · ·ip) and J¯p = (j¯1, · · ·, j¯p). Then
(∆∂¯φ)Ip,J¯p = −
1
2
∑
ij
gij¯∇j¯∇iφIp,J¯p +
∑
ij
gj¯i∇i∇j¯φIp,J¯p

−
p∑
µ=1
p∑
ν=1
R kl¯iµ j¯νφi1···(k)µ···ip,j¯1···(l¯)ν ···j¯p(2.2)
+
1
2
(
p∑
ν=1
Rl¯j¯νφIp,j¯1···(l¯)···j¯p +
p∑
µ=1
R kiµφi1···(k)µ···ip,J¯p
)
.
Here Rij¯kl¯, Rij¯, R
kl¯
iµ j¯ν
, Rl¯
j¯ν
are the curvature tensor, Ricci tensor and the index raising of
them via the Ka¨hler metric, (k)µ means that the index in the µ-th position is replaced by k.
Here the repeated index is summed from 1 to m.
An immediate consequence of (2.2) is that if φ is a solution of (2.1), then it satisfies that
(2.3)
(
∂
∂t
−∆
)
φ(x, t) = KB(φ)
where
(KB(φ))Ip,J¯p =
p∑
µ=1
p∑
ν=1
R kl¯iµ j¯νφi1···(k)µ···ip,j¯1···(l¯)ν ···j¯p
−1
2
(
p∑
ν=1
Rl¯j¯νφIp,j¯1···(l¯)···j¯p +
p∑
µ=1
R kiµφi1···(k)µ···ip,J¯p
)
.
Proposition 2.1. Let (M, g) be a Ka¨hler manifold whose curvature operator Rm ∈ Cp.
Assume that φ(x, t) is a solution of (2.1) such that φ(x, 0) is positive. Then φ(x, t) is
positive for t > 0.
Proof. When M is a compact manifold, applying Hamilton’s tensor maximum principle, it
suffices to show that if at (x0, t0) there exist v1, · · · vp such that φv1···vp,v¯1···v¯p = 0 and for
any (x, t) with t ≤ t0, φ ≥ 0,
KB(φ)v1···vp,v¯1···v¯p ≥ 0.
This holds obviously if {vi}pi=1 is linearly dependent since KB(φ) is a (p, p)-form. Hence
we assume that {vi}pi=1 is linearly independent. By Gramm-Schmidt process, which does
not change the sign (or being zero) of φv1···vp,v¯1···v¯p , we can assume that v1, · · · , vp can be
extended to a unitary frame. Hence we may assume that (v1, · · · , vp)=( ∂∂z1 , · · · , ∂∂zp ) with
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(z1, · · · , zm) being a normal coordinate centered at x0. Hence what we need to verify is
that (KB(φ))1 ··· p, 1¯ ··· p¯ ≥ 0. Since we have that φ1 2 ··· p, 1¯ 2¯ ··· p¯ = 0 and
I(t) + φ
(
1√−1(v1 + tw1) ∧ v1 + tw1 ∧ · · · ∧
1√−1(vp + twp) ∧ vp + twp
)
≥ 0
for any t ≥ 0 and any vectors w1, · · · , wp. The equation I ′(0) = 0 implies that
(2.4)
∑
1≤k,l≤p
φ1 ··· (wk)k ··· p, 1¯ ··· p¯ + φ1 ··· p, 1¯ ··· (wl)l ··· p¯ = 0.
Here φ1 ··· (wk)k ··· p, 1¯ ··· p¯ the k-the holomorphic position is filled by vector wk. For the sim-
plicity of the notation we write φ1 ··· (wk)k ··· p, 1¯ ··· p¯ as φ1 ···wk ··· p, 1¯ ··· p¯. Since this holds for
any p-vectors w1, · · · , wp, if we replace t by
√−1t, one can deduce from (2.4) that
(2.5)
∑
1≤k≤p
φ1 ···wk ··· p, 1¯ ··· p¯ =
∑
1≤l≤p
φ1 ··· p, 1¯ ···wl ··· p¯ = 0.
This implies that ∑
1≤l≤m
p∑
ν=1
Rl¯ν¯φ1 ··· p, 1¯ ··· (l¯)ν ··· p¯ +
∑
1≤k≤m
p∑
µ=1
R kµ φ1 ··· (k)µ ··· p, 1¯ ··· p¯
 = 0.
Now the fact I ′′(0) ≥ 0 implies that∑
1≤k, l≤p
φ1 ···wk ··· p, 1¯ ···wl ··· p¯ +
∑
1≤k 6=l≤p
φ1 ···wk ···wl ··· p, 1¯ ··· p¯(2.6)
+
∑
1≤k 6=l≤p
φ1 ··· p, 1¯ ···wk ···wl ··· p¯ ≥ 0.
Replacing t by
√−1t in I(t), the fact that I ′′(0) ≥ 0 will yield∑
1≤k, l≤p
φ1 ···wk ··· p, 1¯ ···wl ··· p¯ −
∑
1≤k 6=l≤p
φ1 ···wk ···wl ··· p, 1¯ ··· p¯(2.7)
−
∑
1≤k 6=l≤p
φ1 ··· p, 1¯ ···wk ···wl ··· p¯ ≥ 0.
Adding them up we have that for any w =
 w1...
wp
 ∈ ⊕p1T 1,0x0 M , the Hermitian form
(2.8) J (w,w) +
∑
1≤k, l≤p
φ1 ···wk ··· p, 1¯ ···wl ··· p¯
is semi-positive definite. A Hermitian-bilinear form J (w, z) can be obtained via the polar-
ization. In matrix form, the nonnegativity of J (·, ·) is equivalent to that
A =

φ(·) 2··· p, (¯·) 2¯ ··· p¯ φ1 (·) ··· p, (¯·) 2¯ ··· p¯ · · · φ1 2 ··· (·)p, (¯·) 2¯ ··· p¯
φ(·) 2··· p, 1¯ (¯·) ··· p¯ φ1 (·) ··· p, 1¯ (¯·) ··· p¯ · · · φ1 2 ··· (·)p, 1¯ (¯·) ··· p¯
· · · · · · · · · · · ·
φ(·) 2··· p, 1¯ 2¯ ··· (¯·)p φ1 (·) ··· p, 1¯ 2¯ ··· (¯·)p · · · φ1 2 ··· (·)p, 1¯ 2¯ ··· (¯·)p

is a semi-positive definite Hermitian symmetric matrix. Namely wtrAw ≥ 0. Here we view
φ1 ··· (·)µ ··· p, 1¯ ··· (¯·)ν ··· p¯ as a matrix such that for any vectors w, z, z
trφ1 ··· (·)µ ··· p, 1¯ ··· (¯·)ν ··· p¯ ·w
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is the Hermitian-bilinear form φ1 ··· (w)µ ··· p, 1¯ ··· (z¯)ν ··· p¯. The equivalence can be made via the
identity J (w, z) = 〈A(w), z〉. Here w = w1 ⊕ · · · ⊕wp, z = z1 ⊕ · · · ⊕ zp. If we define φµv¯ by
〈φµν¯ (X), Y 〉 = φ1···(X)µ···p,1¯···(Y )ν ···p¯
it is easy to see that (φµν¯ )tr = φνµ¯. Using this notation J (w, z) or 〈J (w), z〉 can be expressed
as
∑〈φµν¯ (wµ), zν〉. It is easy to check that J is Hermitian symmetric.
What to be checked is that
KB(φ)1 2 ··· p, 1¯ 2¯ ··· p¯ =
p∑
µ=1
p∑
ν=1
R kl¯µ ν¯φ1 ··· (k)µ ··· p, 1¯ ··· (l¯)ν ··· p¯ ≥ 0.
Under the unitary frame it is equivalent to
(2.9)
p∑
µ=1
p∑
ν=1
Rµ ν¯ l k¯φ1 ··· (k)µ ··· p, 1¯ ··· (l¯)ν ··· p¯ ≥ 0.
Here we have used the 1st-Bianchi identity. If we can show that the Hermitian matrix
B =

R11¯(·)(¯·) R12¯(·)(¯·) · · · R1p¯(·)(¯·)
R21¯(·)(¯·) R22¯(·)(¯·) · · · R2p¯(·)(¯·)
· · · · · · · · · · · ·
Rp1¯(·)(¯·) Rp2¯(·)(¯·) · · · Rpp¯(·)(¯·)

is nonnegative, then the inequality (2.9) holds since the left hand side of (2.9) is just the
trace of the product matrix B · A of the two nonnegative Hermitian symmetric matrices.
On the other hand the nonnegativity of B is equivalent to for any (1, 0)-vectors w1, · · · , wp,
〈B(w),w〉 ≥ 0 with w = w1 ⊕ · · · ⊕ wp. This is equivalent to∑
Rij¯wjwi ≥ 0.
Let α =
∑p
i=1
∂
∂zi
∧ wi (we later simply denote as
∑
i ∧ wi). Then 〈Rm(α), α〉 ≥ 0 is
equivalent to the above inequality. This proves (2.9), hence the proposition, at least for the
case when M is compact.
Another way to look at this is to define the transformation Rµν¯ as 〈Rµν¯(X), Y 〉 = Rµν¯XY .
Similarly one can easily check that (Rµν¯)tr = Rνµ¯. Define transformation K on ⊕pi=1T ′M
by 〈K(w), z〉 as∑〈Rµν¯(wν), zµ〉. It is easy to check that K is Hermitian symmetric and that
Rm ∈ Cp implies K ≥ 0. Simple algebraic manipulation shows that:
LHS of (2.9) =
p∑
µ,ν=1
〈Rµν¯(el), ek〉〈φµν¯ (ek), el〉
=
p∑
µ,ν=1
〈Rµν¯(φµν¯(ek)), ek〉,
if {ek}k=1···m is a unitary frame. One can see that this is nothing but the trace of K · J
since a natural unitary base for ⊕pµ=1T ′M is {Eµk}, where 1 ≤ µ ≤ p, 1 ≤ k ≤ m, Eµk =
~0⊕· · ·⊕ (ek)µ⊕· · ·⊕~0. Then J (Eµk) = ⊕νφµν¯(ek). Hence K(J (Eµk)) = ⊕σRσν¯(φµν¯(ek)).
This shows that 〈K(J (Eµk)), Eµk〉 =
∑〈Rµν¯(φµν¯ (ek)), ek〉. Hence the left hand side of (2.9)
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can be written as trace(K · J ). Similarly for any X1, · · · , Xp we can define Rµν¯ and φµν¯
and K and J . The above argument shows that
(2.10) KBX1···Xp,X1···Xp = trace(K · J ).
For noncompact complete manifolds we postpone it to Section 11 (Theorem 11.2).

3. Invariance of Cp under the Ka¨hler-Ricci flow
Recently [Wi], Wilking proved a very general result on invariance of cones of curvature
operators under Ricci flow. The result is formulated for any Riemannian manifold (M, g) of
real dimension n. Since our proof is a modification of his we first state his result. Identify
TM with Rn and its complexification TM ⊗ C with Cn. Also identify ∧2(Rn) with the
Lie algebra so(n). The complexified Lie algebra so(n,C) can be identified with ∧2(Cn).
Its associated Lie group is SO(n,C), namely all complex matrices A satisfying A · Atr =
Atr ·A = id. Recall that there exists the natural action of SO(n,C) on ∧2(Cn) by extending
the action g ∈ SO(n) on x ⊗ y (g(x ⊗ y) = gx ⊗ gy). Let Σ ⊂ ∧2(Cm) be a set which is
invariant under the action of SO(n,C). Let C˜Σ be the cone of curvature operators satisfying
that 〈R(v), v¯〉 ≥ 0 for any v ∈ Σ. Here we view the space of algebraic curvature operators
as a subspace of S2(∧2(Rn)) satisfying the first Bianchi identity. Recently (May of 2008)
[Wi], Wilking proved the following result.
Theorem 3.1 (Wilking). Assume that (M, g(t)), for 0 ≤ t ≤ T , is a solution of Ricci flow
on a compact manifold. Assume that Rm(g(0)) ∈ C˜Σ. Then Rm(g(t)) ∈ C˜Σ for all t ∈ [0, T ].
It is not hard to see that this result contains the previous result of Brendle-Schoen [B-S] and
Nguyen [Ng] on the invariance of the cone of nonnegative isotropic curvature under the Ricci
flow. In particular it implies the invariance of the cone of nonnegative complex sectional
curvature, a useful consequence first observed in [B-S] (see also [N-W] for an alternative
proof). By modifying the argument of Wilking one can prove the following result.
Corollary 3.2. The Ka¨hler-Ricci flow on a compact Ka¨hler manifold preserves the cone Cp
for any p.
For Riemannian manifolds, there exists another family of invariant cones which is analogous
to Cp. We say that the complex sectional curvature of (M, g) is k-positive if
〈Rm(v), v¯〉 > 0
for any nonzero v ∈ Λ2(Cn) which can be written as v = ∑ki=1 Zi ∧Wi for some complex
vectors Zi and Wi ∈ TM ⊗ C. Clearly the complex sectional curvature is 1-positive is the
same as positive complex sectional curvature. The k-positivity for k ≥ n(n−1)2 is the same
as positive curvature operator. Similarly one has the notion that the complex sectional
curvature is k-nonnegative. In the space of the algebraic curvature operators SB(so(n)), the
ones with k-nonnegative complex sectional curvature form a cone C˜k. Clearly C˜k ⊂ C˜k−1.
The argument in [N-W] (this in fact was proved in an updated version of [N-W]) proves that
Theorem 3.3. The Ricci flow on a compact manifold preserves C˜k.
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Of course, this result is now also included in the previous mentioned general theorem
of Wilking. In fact almost all the known invariant cones of nonnegativity type can be
formulated as a special case of Wilking’s above theorem.
Note that even for a Ka¨hler manifold Cp is a bigger cone than C˜p. For example, for Ka¨hler
manifold (M, g), the nonnegativity of the complex sectional curvature implies that
Rst¯ji¯(aib¯j − cid¯j)(asb¯t − csd¯t) ≥ 0
for any complex vector ~a(= (a1, · · · , am)), ~b, ~c and ~d. Namely (M, g) has strongly nonneg-
ative sectional curvature in the sense of Siu, which is in general stronger than the nonneg-
ativity of the sectional curvature (or bisectional curvature). On a Ka¨hler manifold, if {Ei}
is a unitary basis of T ′M , and letting X = aiEi, Y = biEi, Z = ciEi and W = diEi, then
the above is equivalent to
〈Rm((X + Z¯) ∧ (Y¯ +W )), (X + Z¯) ∧ (Y¯ +W )〉 ≥ 0.
In fact a simple computation as the above proves that C˜p = C2p: For 1 ≤ i ≤ p, let
Zi = X2i−1 + Y¯2i and Wi = Y¯2i−1 −X2i. Then Rm(
∑p
i=1 Zi ∧Wi) = Rm(
∑2p
j=1Xj ∧ Y¯j).
Thus by the fact that Rm is self-adjoint
〈Rm(
p∑
i=1
Zi ∧Wi),
p∑
i=1
Zi ∧Wi〉 = 〈Rm(
2p∑
j=1
Xj ∧ Y¯j),
2p∑
j=1
Xj ∧ Y¯j〉.
In order to prove Corollary 3.2, first letG be the subgroup of SO(n,C) consisting of matrices
A ∈ SO(n,C) such that A commutes with the almost complex structure J =
(
0 id
− id 0
)
,
noting here that n = 2m. Let g be the Lie algebra of G. A key observation is that g
consisting of c ∈ so(n,C) which commutes with J . It is easy to show that g is the same as
∧1,1(Cm) under the identification of ∧2(Cn) with so(n,C). More precisely c = (cij) (which
is identified with cijXi ∧ X¯j for a unitary basis {Xi}) is identified with
(
a −b
b a
)
with
a = c− ctr and b = −√−1(c+ ctr). Now the argument of Wilking can be adapted to show
the following result for the Ka¨hler-Ricci flow.
Theorem 3.4. Let Σ ⊂ ∧1,1(Cm) be a set invariant under the adjoint action of G. Let
CΣ = {Rm | 〈Rm(v), v¯〉 ≥ 0} for any v ∈ Σ. Assume that (M, g(t)) (with t ∈ [0, T ]) is a
solution to Ka¨hler-Ricci flow on a compact Ka¨hler manifold such that Rm(g(0)) ∈ CΣ. Then
for any t ∈ [0, T ], Rm(g(t)) ∈ CΣ.
If C ∈ G and v =∑pk=1Xk ∧ Y¯k with Xk ∈ T ′M and Y¯k ∈ T ′′M , C(v) =∑pk=1 C(Xk) ∧
C(Y¯k). Since C is commutative with J , X
′
k = C(Xk) ∈ T ′M and Y¯ ′k = C(Y¯k) ∈ T ′′M .
Hence the set consisting of all such v is an invariant set Σk under the adjoint action of G.
The invariance of cone Ck follows from the above theorem by applying to Σ = Σk.
In fact, one can easily generalize Wilking’s result to manifolds with special holonomy
group. When the manifold (M, g) has a special holonomy group G with holonomy algebra
g ⊂ so(n), since for any v ∈ so(n), Rm(v) ∈ g by Ambrose-Singer theorem, Wilking’s
proof, in particular (12.1) remains the same even if {bα} being an orthonormal basis of
g instead of an orthonormal basis of so(n). Note that in this case Rm(b) = 0 for any
b ∈ g⊥. Let gC ⊂ so(n,C) denote the complexified Lie algebra. It is easy to see then that
for any b ∈ (gC)⊥, 〈Rm(b), w〉 = 〈b,Rm(w)〉 = 0 for any w ∈ so(n,C). Hence Rm(b) = 0.
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This implies that 〈Rm#(v), w〉 = 12 trace(− adw ·Rm · adv ·Rm) with the trace taken for
transformations of gC.
Theorem 3.5. Assume that (M, g0) is a compact manifold with special holonomy group G
(and corresponding Lie algebra g). Let Σ be a subset of gC satisfying the assumption that it
is invariant under the adjoint action of GC, the complexification of G. Then if the curvature
operator Rm of g0 lies inside the cone CΣ, the curvature operator Rm of g(t), the solution
to Ricci flow with initial value g(0) = g0, also lies inside CΣ.
When G = U(m) (with n = 2m), the unitary group, the above result implies Theorem 3.4.
All above results in this section remain true on noncompact manifolds if we assume that
the solution g(t) has bounded curvature. This shall be proved in Section 10.
4. A LYH type estimate for positive (p, p)-forms.
First we recall some known computations of Kodaira [M-K]. Let φ be a (p, q)-form valued
in a holomorphic Hermitian vector bundle E with local frame {Eα} and locally φ =
∑
φαEα.
φα =
1
p!q!
∑
φα
IpJ¯q
dzIp ∧ dzJ¯q .
Here Ip = (i1, · · · , ip), J¯q = (j¯1, · · · , j¯q) and dzIp = dzi1 ∧ · · · ∧ dzip , dzJ¯q = dzj1 ∧ · · · ∧
dzjq . For (p, p) forms, φ1···p,1¯···p¯ differs from φ1···p1¯···p¯ by a factor
(
1√−1
)p
(−1) p(p−1)2 . The
following two formulae are well known
(4.1) (∂¯φ)αIp j¯0···j¯q = (−1)p
q∑
ν=0
(−1)ν∇j¯νφαIp j¯0···ˆ¯jν ···j¯q ,
(4.2) (∂¯∗φ)αIp j¯1···j¯q−1 = (−1)p+1
∑
ij
gj¯i∇iφαIpjj1···j¯q−1 .
Here ˆ¯jν means that the index j¯ν is removed. From (4.1) and (4.2) we have
(∆∂¯φ)
α
IpJ¯q
= −
∑
ij
gj¯i∇i∇j¯φαIpJ¯q +
q∑
ν=1
Ωαl¯β j¯νφ
β
Ip j¯1···(l¯)ν ···j¯q
+
q∑
ν=1
Rl¯j¯νφ
α
Ip j¯1···(l¯)···j¯q −
p∑
µ=1
q∑
ν=1
R kl¯iµ j¯νφ
α
i1···(k)µ···ip j¯1···(l¯)ν ···j¯q(4.3)
and
(∆∂¯φ)
α
IpJ¯q
= −
∑
ij
gij¯∇j¯∇iφαIpJ¯q +
q∑
ν=1
Ωαl¯βj¯νφ
β
Ip j¯1···(l¯)ν ···j¯q −
∑
β
Ωαβφ
β
IpJ¯q
+
p∑
µ=1
R kiµφ
α
i1···(k)µ···ipJ¯q −
p∑
µ=1
q∑
ν=1
R kl¯iµ j¯νφ
α
i1···(k)µ···ip j¯1···(l¯)ν ···j¯q ,(4.4)
where (k)µ means that the index in the µ-th position is replaced by k. Here
Θαβ =
√−1
2π
∑
Ωαβ ij¯dz
i ∧ dz¯j
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is the curvature of E and Ωαβ is the mean curvature. Here we shall focus on the case that E
is the trivial bundle. Recall the contraction Λ operator, Λ : ∧p,q → ∧p−1,q−1, defined by
(Λφ)i1···ip−1 j¯1···j¯q−1 =
1√−1(−1)
p−1gij¯φii1···ip−1j¯j¯1···j¯p−1 .
Note our definition of Λ differs from [M-K] by a sign. With the above notations the Ka¨hler
identities assert
(4.5) ∂Λ− Λ∂ = −√−1∂¯∗, ∂¯Λ− Λ∂¯ = √−1∂∗.
In [N4], the first author speculated that for φ, a nonnegative (p, p)-form satisfying the
Hodge-Laplacian heat equation, the (p− 1, p− 1)-form
(4.6) Q(φ, V ) +
1
2
√−1
(
∂¯∗∂∗ − ∂∗∂¯∗)φ+ 1√−1(∂¯∗φ)V − 1√−1(∂∗φ)V¯ + φV,V¯ + Λφt ≥ 0
for any (1, 0) type vector field V . Here φV,V is a (p− 1, p− 1)-form defined as
(φV,V )Ip−1,Jp−1 + φV Ip−1,V Jp−1
or equivalently
(φV,V )Ip−1Jp−1 +
1√−1(−1)
p−1φV Ip−1V Jp−1 ,
and for ψ and ψ′, ψV and ψ ′¯V are defined as
(ψV )Ip−1Jq + ψV Ip−1Jq , (ψ
′¯
V
)IpJq−1 + (−1)pψ′IpV¯ Jq−1 .
When the meaning is clear we abbreviate Q(φ, V ) as Q. The expression of Q coincides with
the quantity Z in Theorem 1.1 of [N2] for (1, 1)-forms due to (4.1), (4.2) as well as their
cousins
(∂φ)α
i0i1···ipJq =
p∑
µ=0
(−1)µ∇iµφαi0···ˆiµ···ipJq ,(4.7)
(∂∗φ)α
i1···ip−1Jq = −
∑
ij
gij¯∇j¯φαii1···ip−1Jq(4.8)
since the operators (defined in [N2] for the case p = 1) div(φ)i1···ip−1,J¯p , div(φ)Ip ,j¯1···j¯p−1 and
gij¯∇i div(φ)Ip−1,j¯j¯1···j¯p−1 can be identified with ∂∗, ∂¯∗ and ∂¯∗∂∗ etc. To make it precise,
first note that in our discussion the bundle is trivial and we can forget about the upper
index in φα. It is easy to check that Λ(φ)Ip−1,Jp−1 = g
ij¯φiIp−1,j¯Jp−1 . In (4.6), (∂¯
∗φ)V is a
(p− 1, p− 1)-form which by the definition can be written as
(∂¯∗φ)V =
m∑
i=1
V iιi(∂¯
∗φ)
where ιi is the adjoint of the operator dz
i∧(·). Hence (∂¯∗φ)V = ιV ·∂¯∗φ. A direct calculation
then shows that
1√−1
(
(∂¯∗φ)V
)
Ip−1,Jp−1
= V igj¯k∇kφiIp−1,j¯Jp−1 .
Similarly, (∂∗φ)V =
∑m
j=1 V
j¯ιj¯(∂
∗φ) = ιV · ∂∗φ and another direct computation implies
that
1√−1 ((∂
∗φ)V )Ip−1,Jp−1 = −V jg
ik¯∇k¯φiIp−1,j¯Jp−1 .
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If we define
(div′′(φ))Ip,Jp−1 +
∑
ij
gj¯i∇iφIp,jJp−1 , (div′(φ))Ip−1,Jp +
∑
ij
gij¯∇j¯φiIp−1,Jp ,
(div′′V (φ))Ip−1,Jp−1 + (div
′′(φ))V Ip−1,J¯p−1 , (div
′
V
(φ))Ip−1,Jp−1 + (div
′(φ))Ip−1,V J¯p−1
then simple calculation shows that
1√−1(∂¯
∗φ)V = div
′′
V (φ),
1√−1(∂
∗φ)(V ) = − div′
V
(φ),
(∂¯∗∂∗φ)Ip−1,Jp−1 =
√−1 div′′(div′(φ))Ip−1,Jp−1 ,
(∂∗∂¯∗φ)Ip−1,Jp−1 = −
√−1 div′(div′′(φ))Ip−1,Jp−1 .
Hence Q also has the following equivalent form:
QIp−1,Jp−1 =
1
2
[
div′′(div′(φ)) + div′(div′′(φ))
]
Ip−1,Jp−1
+ (div′(φ))Ip−1,V¯ j¯1···j¯p−1
+(div′′(φ))V i1···ip−1,Jp−1 + φV Ip−1,V¯ Jp−1 +
1
t
(Λφ)Ip−1,Jp−1 .
Recall that d = ∂ + ∂¯ and dc = −
√−1(∂ − ∂¯). One can also write Q as
(4.9) Q =
1
2
d∗cd
∗φ−Πp−1,p−1 · ιV+V · d∗cφ+ φV,V¯ +
Λφ
t
as well as
(4.10) Q =
1√−1 ∂¯
∗∂∗φ+
1√−1 ιV · ∂¯
∗φ− 1√−1 ιV · ∂
∗φ+ φV,V¯ +
Λφ
t
Here Πp−1,p−1 is the projection to the ∧p−1,p−1-space. When φ is d-closed and write ψ = Λφ,
the Ka¨hler identities and its consequence ∆∂¯ = ∆∂ imply that
Q = ψt +
1
2
(
∂¯∂¯∗ + ∂∂∗
)
ψ + ιV · ∂ψ + ιV · ∂¯ψ + φV,V +
ψ
t
.
Sometimes we also abbreviate ιV ∂ψ, ιV ∂¯ψ as ∂V ψ, ∂¯V ψ.
Theorem 4.1. Let (M, g) be a complete Ka¨hler manifold. Assume that φ(x, t) is a positive
solution to (2.1). Assume further that the curvature of (M, g) satisfies Cp. Then Q ≥ 0 for
any t > 0. Furthermore, if the equality holds somewhere for t > 0, then (M, g) must be flat.
Proof. We postpone the proof on the part that Q ≥ 0 to Section 5 and 11. Here we show
the rigidity result implied by the equality case, which can be reduced to the p = 1 case
treated in [N2]. The observation is that Λ(Q(φ, V )) = Q(Λφ, V ). This can be seen via the
well-known facts (cf. Corollary 4.10 of Chapter 5 of [We]) that
[Λ, ∂∗] = [Λ, ∂¯∗] = 0
as well as φV,V¯ =
√−1∑mij=1 V iV j¯ιiιj¯φ = √−1ιV · ιV · φ and the equalities
[Λ, ιV ] = [Λ, ιV ] = 0.
One can refer to (3.19) of Chapter 5 in [We] for a proof of the above identities. Hence if
Q(φ, V ) = 0, it implies that Q(Λp−1φ, V ) = Λp−1(Q(φ, V )) = 0. Now the result follows
from Theorem 1.1 of [N2] applying to Λp−1φ, which is a positive (1, 1)-form. 
Note that in the statement of the theorem, Q(φ, V ) = 0 means it equals to the zero as a
(p− 1, p− 1)-form.
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Corollary 4.2. Let (M, g) and φ be as above. Let ψ = Λφ and assume that φ is d-closed.
Then
(4.11)
1
t
∂
∂t
(tψ) +
1
2
(
∂¯∂¯∗ + ∂∂∗
)
ψ ≥ −min
V
(
∂V ψ + ∂¯V ψ + φ(V, V )
) ≥ 0.
In particular, for any φ ≥ 0, if M is compact,
(4.12)
d
dt
∫
M
tψ ∧ ωm−p+1 ≥ 0.
Proof. By adding ǫωp and then letting ǫ → 0, we can assume that φ is strictly positive.
Then for any Ip−1 = (i1, · · · , ip−1), the Hermitian bilinear form ( in V ), (ψt+ ψt )Ip−1,Ip−1 +
(∂V ψ + ∂¯V ψ)Ip−1,Ip−1 + φ(V, V )Ip−1,Ip−1 has a minimum. It is then easy to see that for the
minimizing vector V ,
(∂V ψ + ∂¯V ψ)Ip−1,Ip−1 + φ(V, V )Ip−1,Ip−1 = −φ(V, V )Ip−1,Ip−1 .
The first result then follows. For the second one, just notice that∫
M
(∂¯∂¯∗ + ∂∂∗)ψ ∧ ωm−p+1 = 0.

Remark 4.3. Clearly, if one can perform the integration by parts and control the boundary
terms, the monotonicity (4.12) still holds on noncompact case.
One can define a formal dual operator of Q(φ, V ) as
(4.13) Q∗(ψ, V ∗) +
√−1∂∂¯ψ +√−1V ∗ ∧ ∂¯ψ −√−1V ∗ ∧ ∂ψ +√−1V ∗ ∧ V ∗ ∧ ψ + ω ∧ ψ
t
which maps a (m − p,m− p)-form ψ to a (m− p+ 1,m− p+ 1)-form. Here V ∗ is a (1, 0)
type co-vector. The following duality can be checked by direct calculations, making use of
the following well known identities on (p, q)-forms (cf. Proposition 2.4, (1.13) and (3.14) of
Chapter 5 of [We] repectively):
∂¯∗ = − ∗ ·∂ · ∗ , ∂∗ = − ∗ ·∂¯ · ∗ ;
Λ = (−)p+q ∗ ·(ω∧) · ∗ ;
ιV = ∗ · (V ∗∧) · ∗ , ιV = ∗ · (V ∗∧) · ∗ .
Here ∗ is the Hodge-star operator.
Proposition 4.1. Let φ, V be as the above discussion. Let V ∗ be the dual of V . Let ∗ be
the Hodge star operator. Then
(4.14) Q(φ, V ) = ∗ ·Q∗(∗ · φ, V ∗).
By this duality, one can identify the result for the (m,m)-forms with that of [C-N]. In the
rest of this section we derive some preliminary results useful for the proof of Theorem 4.1.
The following lemma follows from (4.3), (4.4) and the fact that [∆∂¯ , ∂
∗] = [∆∂¯ , ∂¯
∗] = 0.
14 LEI NI AND YANYAN NIU
Lemma 4.1. Let φ be a (p, p)-form satisfying (2.1). Then ( ∂
∂t
+∆∂¯)∂¯
∗φ = ( ∂
∂t
+∆∂¯)∂
∗φ = 0.
Hence by (4.3), (4.4)(
∂
∂t
−∆
)
(∂¯∗φ)ii1···ip−1,j¯1···j¯p−1 =
p−1∑
µ=1
p−1∑
ν=1
R kl¯iµ j¯ν (∂¯
∗φ)ii1···(k)µ···ip−1,j¯1···(l¯)ν ···j¯p−1(4.15)
+
p−1∑
ν=1
R kl¯i j¯ν (∂¯
∗φ)ki1 ···ip−1,j¯1···(l¯)ν ···j¯p−1 −
1
2
R ki (∂¯
∗φ)ki1 ···ip−1,j¯1···j¯p−1
− 1
2
(
p−1∑
ν=1
Rl¯j¯ν (∂¯
∗φ)ii1···ip−1,j¯1···(l¯)···j¯p−1 +
p−1∑
µ=1
R kiµ(∂¯
∗φ)ii1···(k)µ···ip−1,j¯1···j¯p−1
)
,
(
∂
∂t
−∆
)
(∂∗φ)i1···ip−1,j¯j¯1···j¯p−1 =
p−1∑
µ=1
p−1∑
ν=1
R kl¯iµ j¯ν (∂
∗φ)i1···(k)µ···ip−1,j¯j¯1···(l¯)ν ···j¯p−1(4.16)
+
p−1∑
µ=1
R kl¯iµ j¯(∂
∗φ)i1···(k)µ···ip−1,l¯j¯1···j¯p−1 −
1
2
Rl¯j¯(∂
∗φ)i1···ip−1,l¯j¯1···j¯p−1
− 1
2
(
p−1∑
ν=1
Rl¯j¯ν (∂
∗φ)i1···ip−1,j¯j¯1···(l¯)···j¯p−1 +
p−1∑
µ=1
R kiµ(∂
∗φ)i1···(k)µ···ip−1,j¯j¯1···j¯p−1
)
.
Similarly, one can write the following lemma.
Lemma 4.2. Let φ be a solution to (2.1). Then ( ∂
∂t
+∆∂¯)(∂
∗∂¯∗φ) = ( ∂
∂t
+∆∂¯)(∂¯
∗∂∗φ) =
0. Hence (4.3), (4.4) imply similar equations for
(
∂
∂t
−∆) (∂∗∂¯∗φ) and ( ∂
∂t
−∆) (∂¯∗∂∗φ).
Namely(
∂
∂t
−∆
)
(∂∗∂¯∗φ)i1···ip−1,j¯1···j¯p−1 =
p−1∑
µ=1
p−1∑
ν=1
R kl¯iµ j¯ν (∂
∗∂¯∗φ)i1···(k)µ···ip−1,j¯1···(l¯)ν ···j¯p−1(4.17)
−1
2
(
p−1∑
ν=1
Rl¯j¯ν (∂
∗∂¯∗φ)i1···ip−1,j¯1···(l¯)···j¯p−1 +
p−1∑
µ=1
R kiµ(∂
∗∂¯∗φ)i1···(k)µ···ip−1,j¯1···j¯p−1
)
.
Simply put
(
∂
∂t
−∆) (∂∗∂¯∗φ) = KB(∂∗∂¯∗φ) and ( ∂
∂t
−∆) (∂¯∗∂∗φ) = KB(∂¯∗∂∗φ).
Lemma 4.1 implies that(
∂
∂t
−∆
)
(div′′V (φ))Ip−1,Jp−1 = div
′′
( ∂∂t−∆)V
(φ) +KB(div′′V (φ))(4.18)
+
p−1∑
ν=1
R kl¯V j¯ν (div
′′(φ))ki1 ···ip−1,j¯1···(l¯)ν ···j¯p−1 −
1
2
div′′Ric(V )(φ)
− gij¯ ((∇i div′′(φ))∇j¯V + (∇j¯ div′′(φ))∇iV ) ;(
∂
∂t
−∆
)
(div′
V
(φ))Ip−1,J¯p−1 = div
′
( ∂∂t−∆)V
(φ) +KB(div′
V
(φ))(4.19)
+
p−1∑
µ=1
R kl¯
iµ V¯
(div′(φ))i1···(k)µ···ip−1,l¯j¯1···j¯p−1 −
1
2
div′
Ric(V )
(φ)
− gij¯
(
(∇i div′(φ))∇j¯V + (∇j¯ div
′(φ))∇iV
)
.
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since for any r-tensor T , the r − 1-tensor TV (X1, · · ·Xr−1) + T (V,X1, · · ·Xr−1) satisfies
∇XTV = (∇XT )V + T∇XV . To compute the evolution equation of Q, since
(
∂
∂t
−∆)Λφ =
KB(Λφ), the only term left is the evolution equation on φ(V, V ) which we also abbreviate
as φV,V¯ . Since ∇XφV,V¯ = (∇Xφ)V,V¯ + φ∇XV,V¯ + φV,∇X V¯ , Lemma 2.1 implies that(
∂
∂t
−∆
)
φV,V¯ = KB(φV,V¯ ) +R kl¯V V¯ φk,l¯ +
p−1∑
ν=1
R kl¯V j¯νφkIp−1,V¯ j¯1···(l¯)ν ···j¯p−1(4.20)
+
p−1∑
µ=1
R kl¯
iµ V¯
φV i1···(k)µ···ip−1,l¯J¯p−1 −
1
2
(
φ
V,Ric(V ) + φRic(V ),V¯
)
+ φ( ∂∂t−∆)V,V¯ + φV,( ∂∂t−∆)V¯ − g
ij¯
(
φ∇iV,∇j¯ V¯ + φ∇j¯V,∇iV¯
)
− gij¯
(
(∇iφ)∇j¯V,V¯ + (∇iφ)V,∇j¯ V¯ + (∇j¯φ)∇iV,V¯ + (∇j¯φ)V,∇iV¯
)
.
5. The proof of Theorem 4.1.
Now Q is viewed as a (p − 1, p − 1)-form. For p = 1 and p = m, the result has been
proven earlier. Using the notations introduced in the last section the LYH quantity Q,
(p− 1, p− 1)-form depending on vector field V , can be written as
Q =
1
2
[
div′′(div′(φ)) + div′(div′′(φ))
]
+ div′
V
(φ) + div′′V (φ) + φV,V +
Λφ
t
.
As before if we assume that at (x0, t0), for the first time, for some V , Qv1v2···vp−1,v¯1···v¯p−1 = 0
for some linearly independent vectors {vi}p−1i=1 . By a perturbation argument as in [N2] we
can assume without the loss of the generality that φ is strictly positive. As in [H3], it suffices
to check that at the point (x0, t0),
(
∂
∂t
−∆)Q ≥ 0. Since the complex function (in terms of
the variable z)
I(z) +
1
2
[
div′′(div′(φ)) + div′(div′′(φ))
]
v1(z)···vp−1(z),v¯1(z)···v¯p−1(z)
+
[
div′
V (z)
(φ) + div′′V (z)(φ)
]
v1(z)···vp−1(z),v¯1(z)···v¯p−1(z)
+φV (z)v1(z)···vp−1(z),V¯ (z)v¯1(z)···v¯p−1(z) +
Λφv1(z)···vp−1(z),v¯1(z)···v¯p−1(z)
t
satisfies I(0) = 0 and I(z) ≥ 0 for any variational vectors vµ(z), V (z), holomorphic in z,
with vµ(0) = vµ and V (0) = V . In particular, letting vµ(z) = vµ and V
′(0) = X we have
that
(5.1) div′X¯(φ) + φV,X¯ = 0 = div
′′
X(φ) + φX,V¯ .
Similarly by fixing V (z) = V and varying vµ(z), we deduce for any X ,
(5.2) Qv1···(X)µ···vp−1,v¯1···v¯p−1 = 0 = Qv1···vp−1,v¯1···(X¯)ν ···vp−1 .
As before, after a changing of variables we may assume that {vi}p−1i=1 = { ∂∂zi }p−1i=1 . Since
z = 0 is the minimizing point we have that ∆I(0) ≥ 0. If v′µ(0) = Xµ and V ′(0) = X , where
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v′(z) = ∂v
∂z
, this implies that
p−1∑
µ,ν=1
Qv1···Xµ···vp−1,v¯1···X¯ν ···v¯p−1 + φXv1···vp−1,X¯v¯1···v¯p−1
+
p−1∑
µ=1
div′X¯(φ)v1···Xµ···vp−1,v¯1···v¯p−1 + φV v1···Xµ···vp−1,X¯v¯1···v¯p−1
+
p−1∑
ν=1
div′′X(φ)v1···vp−1,v¯1···X¯ν ···v¯p−1 + φXv1···vp−1,V¯ v¯1···X¯ν ···v¯p−1
≥ 0.
This amounts to that the block matrix
M1 =
(
A S
S
tr
φ(·)1···p−1,(¯·)1¯,···p−1
)
≥ 0
where
A =

Q(·) 2··· p−1, (¯·) 2¯ ··· p−1 Q1 (·) ··· p−1, (¯·) 2¯ ··· p−1 · · · Q1 2 ··· (·)p−1, (¯·) 2¯ ··· p−1
Q(·) 2··· p−1, 1¯ (¯·) ··· p−1 Q1 (·) ··· p−1, 1¯ (¯·) ··· p−1 · · · Q1 2 ··· (·)p−1, 1¯ (¯·) ··· p−1
· · · · · · · · · · · ·
Q(·) 2··· p−1, 1¯ 2¯ ··· (¯·)p−1 Q1 (·) ··· p−1, 1¯ 2¯ ··· (¯·)p−1 · · · Q1 2 ··· (·)p−1, 1¯ 2¯ ··· (¯·)p−1

and S satisfies that for vectors X1, · · · , Xp−1, X
(X
tr
1 , · · · , X
tr
p−1) · S ·X =
p−1∑
ν=1
div′′X(φ)v1···vp−1,v¯1···X¯ν ···v¯p−1 + φXv1···vp−1,V¯ v¯1···X¯ν ···v¯p−1 .
To check that
(
∂
∂t
−∆)Q1···p−1,1¯···p−1 ≥ 0 we may extend V such that the following holds:
∇iV = 1
t
∂
∂zi
, ∇i¯V = 0,(
∂
∂t
−∆
)
V = −1
t
V.
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Using these set of equations, (4.18), (4.19) and (4.20) can be simplified to
(
∂
∂t
−∆
)
(div′′V (φ))Ip−1,Jp−1 = −
1
t
div′′V (φ) +KB(div′′V (φ))(5.3)
+
p−1∑
ν=1
R kl¯V j¯ν (div
′′(φ))ki1 ···ip−1,j¯1···(l¯)ν ···j¯p−1 −
1
2
div′′Ric(V )(φ)−
1
t
div′(div′′(φ));(
∂
∂t
−∆
)
(div′
V
(φ))Ip−1,J¯p−1 = −
1
t
div′
V
(φ) +KB(div′
V
(φ))(5.4)
+
p−1∑
µ=1
R kl¯
iµ V¯
(div′(φ))i1···(k)µ···ip−1,l¯j¯1···j¯p−1 −
1
2
div′
Ric(V )
(φ) − 1
t
div′′(div′(φ));
(
∂
∂t
−∆
)
φV,V¯ = KB(φV,V¯ ) + R kl¯V V¯ φk,l¯ +
p−1∑
ν=1
R kl¯V j¯νφkIp−1,V¯ j¯1···(l¯)ν ···j¯p−1(5.5)
+
p−1∑
µ=1
R kl¯
iµ V¯
φV i1···(k)µ···ip−1,l¯J¯p−1 −
1
2
(
φ
V,Ric(V ) + φRic(V ),V¯
)
− 2
t
φV,V¯ −
Λφ
t2
− 1
t
div′
V
(φ)− 1
t
div′′V (φ).
Adding them up with that
(
∂
∂t
−∆
)[
div′′(div′(φ)) + div′(div′′(φ))
]
= KB([div′′(div′(φ)) + div′(div′′(φ))])
and
(
∂
∂t
−∆)Λφ = KB(Λφ) , using (5.1) we have that
(
∂
∂t
−∆
)
QIp−1,Jp−1 =
p−1∑
ν=1
R kl¯V j¯ν
(
φkIp−1,V¯ j¯1···(l¯)ν ···j¯p−1 + (div
′′(φ))kIp−1 ,j¯1···(l¯)ν ···j¯p−1
)
+
p−1∑
µ=1
R kl¯
iµ V¯
(
φV i1···(k)µ···ip−1,l¯J¯p−1 + (div
′(φ))i1 ···(k)µ···ip−1,l¯Jp−1
)
+ R kl¯
V V¯
φkIp−1,l¯Jp−1 +KB(Q)Ip−1,Jp−1 −
2QIp−1,Jp−1
t
.
Now the nonnegativity of
(
∂
∂t
−∆)Q1···(p−1),1¯···(p−1) at (x0, t0) can be proved in a similar
way as the argument in Section 2. First observe that the part of KB(Q)1···(p−1),1¯···(p−1)
involving only Ric is
−1
2
p−1∑
i=1
(
Q1···Ric(i)···(p−1),1¯···(p−1) +Q1···(p−1),1¯···Ric(i)···(p−1)
)
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which vanishes due to (5.2). Hence we only need to establish the nonnegativity of
J +
p−1∑
µ=1
p−1∑
ν=1
R kl¯µ ν¯Q1···(k)µ···(p−1),1¯···(l¯)ν ···p−1
+
p−1∑
ν=1
R kl¯V ν¯
(
φk1···(p−1),V¯ 1¯···(l¯)ν ···(p−1) + (div
′′(φ))k1···(p−1),1¯···(l¯)ν ···(p−1)
)
+
p−1∑
µ=1
R kl¯
µ V¯
(
φV 1···(k)µ···(p−1),l¯···(p−1) + (div
′(φ))1···(k)µ···(p−1),l¯1¯···(p−1)
)
+ R kl¯
V V¯
φk1···(p−1),l¯1¯···(p−1).
The curvature operator is in Cp implies that the matrix
M2 =

R11¯(·)(¯·) R12¯(·)(¯·) · · · R1p−1(·)(¯·) R1V (·)(¯·)
R21¯(·)(¯·) R22¯(·)(¯·) · · · R2p−1(·)(¯·) R2V (·)(¯·)
· · · · · · · · · · · · · · ·
Rp−11¯(·)(¯·) Rp−12¯(·)(¯·) · · · Rp−1p−1(·)(¯·) Rp−1V (·)(¯·)
RV 1¯(·)(¯·) RV 2¯(·)(¯·) · · · RV p−1(·)(¯·) RV V (·)(¯·)
 ≥ 0.
The nonnegativity of J follows from trace(M1 ·M2) ≥ 0.
We define transformations on T ′M , (div′′(φ))ν¯ , (div′(φ))µ, φν¯
V
and φµV by
〈(div′′(φ))ν¯ (X), Y 〉 + (div′′(φ))X1···(p−1),1¯···(Y )ν ···(p−1),
〈(div′(φ))µ(X), Y 〉 + (div′(φ))1···(X)µ···(p−1),Y 1¯···(p−1),
〈φν¯
V
(X), Y 〉 + φX1···(p−1),V 1¯···(Y )ν ···(p−1),
〈φµV (X), Y 〉 + φV 1···(X)µ···(p−1),Y 1¯···(p−1).
Then the operator S defined previously can be written as S = ⊕p−1ν=1
[
(div′′(φ))ν¯ + φν¯
V
]
. If
we define Qµν¯ in a similar way as φµν¯ then the quantity J above can be expressed as
J =
p−1∑
µ,ν=1
trace
(
Rµν¯Qµν¯
)
+
p−1∑
ν=1
trace
(
RV ν¯ · ((div′′(φ))ν¯ + φν¯
V
)
)
+
p−1∑
ν=1
trace
(
RV ν¯ · ((div′′(φ))ν¯ + φν¯
V
)
)
+ trace(RV,V¯ · φp,p¯).
Hence one can modify the definitions of transformations K and J on ⊕pµ=1T ′M in Section
2 so that J = trace(K · J ), J and K correspond to M1 and M2 respectively.
Remark 5.1. We suspect that the theorem (and later results) still holds even under the
weaker assumption C1, even though the techniques employed here seem not be able to prove
such a claim.
6. Coupled with the Ka¨hler-Ricci flow.
Now we consider (Mm, g(t)) a complete solution of the Ka¨hler-Ricci flow
(6.1)
∂
∂t
gij¯ = −Rij¯ .
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Corollary 3.2 asserts that Cp is an invariant curvature condition under the Ka¨hler-Ricci flow.
Now we generalize the LYH estimate to the solution of (2.1). Again the result is proved for
p = 1 and p = m in [N-T1] and [N3] respectively.
Theorem 6.1. Let (M, g(t)) be a complete solution to the Ka¨hler-Ricci flow (6.1). When
M is noncompact we assume that the curvature of (M, g) is uniformly bounded. Assume
that φ is a solution to (2.1) with φ(x, 0) being a positive (p, p)-form. Assume further that
the curvature of (M, g(t)) satisfies Cp. Then for any vector field V of (1, 0) type Q˜ ≥ 0 for
any t > 0, where
Q˜ = Q+Ric(φ)
Here Q is the LYH quantity defined in Section 4 and 5, which is a (p− 1, p− 1)-form valued
(Hermitian) quadratic form of V , Ric(φ) is a (p− 1, p− 1)-form defined by
Ric(φ)Ip−1,Jp−1 + g
il¯gkj¯Rij¯φkIp−1,l¯Jp−1 .
Note that the difference between the above result and Theorem 4.1 is that the Laplacian
operator ∆∂¯ is time-dependent, namely the gij¯ and the connection used in the definition
∂¯∗ are evolved by the Ka¨hler-Ricci flow equation. Moreover since ∂∗ and ∂¯∗ depend on
changing metrics now, the quantity Q is different from the static case even though they are
defined by the same expression. Amazingly, the theorem asserts that the result still holds
if we add a correction term Ric(φ).
Corollary 6.2. Let (M, g), φ be as in Theorem 6.1. Assume that φ is d-closed and M is
compact. Let ψ = Λφ. Then
(6.2)
d
dt
(
t
∫
M
ψ ∧ ωm−p+10
)
≥ 0.
Here ω0 is the Ka¨hler form of the initial metric.
Proof. Note that ∂
∂t
ψ + ∆∂¯ψ = Ric(φ), the operators ∂ and ∂¯ can be commuted with
∂
∂t
and ∆∂¯ . The rest is the same as the proof of Corollary 4.2. 
We first start with some lemmas which are the time dependent version of Lemma 4.1, 4.2.
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Lemma 6.1. Let φ be a (p, p)-form satisfying (2.1). Then under a normal coordinate,(
∂
∂t
−∆
)
(div′′(φ))iIp−1,Jp−1 = KB(div′′i (φ))Ip−1,Jp−1
+
p−1∑
ν=1
Ri j¯ν lk¯(div
′′(φ))kIp−1,j¯1···(l¯)ν ···j¯p−1 −
1
2
Rik¯(div
′′(φ))kIp−1,Jp−1(6.3)
+ Rjk¯∇kφiIp−1,j¯Jp−1 +∇iRjk¯φkIp−1,j¯Jp−1 +
p−1∑
µ=1
∇iµRlk¯φii1···(k)µ···ip−1 l¯Jp−1 ;(
∂
∂t
−∆
)
(div′(φ))Ip−1,j¯Jp−1 = KB(div
′¯
j(φ))Ip−1,Jp−1
+
p−1∑
µ=1
Riµ j¯ lk¯(div
′(φ))i1···(k)µ···ip−1,l¯Jp−1 −
1
2
Rlj¯(div
′(φ))Ip−1,l¯Jp−1(6.4)
+ Rlk¯∇l¯φkIp−1,j¯Jp−1 +∇j¯Rlk¯φkIp−1,l¯Jp−1 +
p−1∑
ν=1
∇j¯µRlk¯φkIp−1,j¯j¯1···(l¯)ν ···j¯p−1 .
Proof. Since ∂
∂t
Γhjl = −ghq¯∇jRlq¯,
∂
∂t
(
∑
g l¯k∇kφii1···ip−1,l¯j¯1···j¯p−1)
= Rlk¯∇kφiIp−1,l¯Jp−1 +∇iRlk¯φkIp−1,l¯Jp−1 +
p−1∑
µ=1
∇iµRlk¯φii1···(k)µ···ip−1,l¯Jp−1(6.5)
+
(
div′′
(
∂
∂t
φ
))
iIp−1,Jp−1
,
then the first equation follows from the fact that ∆∂¯ is commutative with div
′′ and (4.15).
The second evolution equation follows from taking the conjugation of the first one. 
Lemma 6.2. Let φ be a solution to (2.1). Then under the normal coordinate(
∂
∂t
−∆
)
(div′(div′′(φ)))Ip−1,Jp−1 =
(KB(div′(div′′(φ))))
Ip−1,Jp−1
+ E(φ)Ip−1,Jp−1 ;(
∂
∂t
−∆
)
(div′′(div′(φ)))Ip−1,Jp−1 =
(KB(div′′(div′(φ))))
Ip−1,Jp−1
+ E(φ)Ip−1,Jp−1 ,
where
E(φ)Ip−1,Jp−1 + Rji¯
(
∇i(div′(φ))Ip−1,j¯Jp−1 +∇j¯(div′′(φ))iIp−1 ,Jp−1
)
+
p−1∑
µ=1
∇jRiµk¯(div′(φ))i1···(k)µ···ip−1,j¯Jp−1 +
p−1∑
ν=1
∇i¯Rlj¯ν (div′′(φ))iIp−1,j¯1···(l¯)ν ···j¯p−1
+
p−1∑
µ=1
Rlk¯Rji¯iµ l¯φii1···(k)µ···ip−1,j¯Jp−1 +
p−1∑
ν=1
Rlk¯Rji¯kj¯νφiIp−1,j¯j¯1···(l¯)ν ···j¯p−1
+ ∆Rji¯φiIp−1,j¯Jp−1 +∇kRji¯∇k¯φiIp−1,j¯Jp−1 +∇k¯Rji¯∇kφiIp−1,j¯Jp−1
+ Rjk¯Rki¯φiIp−1,j¯Jp−1 −Rkl¯Rlk¯ji¯φiIp−1,j¯Jp−1 .
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Proof.
∂
∂t
(gij¯∇j¯(div′′(φ))iIp−1,Jp−1)
= Rji¯∇j¯(div′′(φ))iIp−1,Jp−1 +
p−1∑
ν=1
∇i¯Rlj¯ν (div′′(φ))iIp−1,j¯1···(l¯)ν ···j¯p−1
+ ∇i¯(
∂
∂t
((div′′(φ))iIp−1,Jp−1).
Now we plug in (6.5). Applying the commutator formula, the 2nd-Bianchi identity and
Lemma 4.2, we get the first evolution equation. The second one follows from the first by
taking the conjugation. 
The next lemma is on Ric(φ). The proof is via straight forward computation.
Lemma 6.3. For φ, a solution (2.1), under a normal coordinate,(
∂
∂t
−∆
)
(Rji¯φiIp−1,j¯Jp−1) =
p−1∑
µ=1
p−1∑
ν=1
R kl¯iµ j¯νRji¯φii1···(k)µ···ip−1 j¯j¯1···(l¯)ν ···j¯p−1(6.6)
−1
2
(
p−1∑
ν=1
Rl¯j¯ν (Rji¯φiIp−1,j¯j¯1···(l¯)ν ···j¯p−1 +
p−1∑
µ=1
R kiµRji¯φii1···(k)µ···ip−1,j¯Jp−1
)
−
(
p−1∑
µ=1
Rlk¯Rji¯iµ l¯φii1···(k)µ···ip−1,j¯Jp−1 +
p−1∑
ν=1
Rlk¯Rji¯kj¯νφiIp−1,j¯j¯1···(l¯)ν ···j¯p−1
)
−
(
∇kRji¯∇k¯φiIp−1 j¯Jp−1 +∇k¯Rji¯∇kφiIp−1,j¯Jp−1
)
+ 2Rkl¯Rlk¯ji¯φiIp−1,j¯Jp−1 .
Adapting the notation from Section 4, Lemma 6.1 implies the following set of formulae.
(
∂
∂t
−∆
)
(div′′V (φ))Ip−1,Jp−1 = div
′′
( ∂∂t−∆)V
(φ) +KB(div′′V (φ))(6.7)
+
p−1∑
ν=1
R kl¯V j¯ν (div
′′(φ))ki1 ···ip−1,j¯1···(l¯)ν ···j¯p−1 −
1
2
div′′Ric(V )(φ)
+ Rjk¯∇kφV i1···ip−1,j¯j¯1···j¯p−1 +∇VRji¯φii1···ip−1,j¯j¯1···j¯p−1
+
p−1∑
µ=1
∇iµRjk¯φV i1···(k)µ···ip−1,j¯j¯1···j¯p−1 − gij¯
(
(∇i div′′(φ))∇j¯V + (∇j¯ div′′(φ))∇iV )
)
;
(
∂
∂t
−∆
)
(div′
V
(φ))Ip−1,J¯p−1 = div
′
( ∂∂t−∆)V
(φ) +KB(div′
V
(φ))(6.8)
+
p−1∑
µ=1
R kl¯
iµ V¯
(div′(φ))i1···(k)µ···ip−1,l¯j¯1···j¯p−1 −
1
2
div′
Ric(V )
(φ)
+ Rki¯∇k¯φii1···ip−1,V j¯1···j¯p−1 +∇VRji¯φii1···ip−1,j¯j¯1···j¯p−1
+
p−1∑
ν=1
∇j¯νRji¯φii1···ip−1,V j¯1···(j¯)ν ···j¯p−1 − gij¯
(
(∇i div′(φ))∇j¯V + (∇j¯ div
′(φ))∇iV
)
.
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For Λφ, we have the following evolution equation.
(6.9) (
∂
∂t
−∆)(Λφ)i1···ip−1,j¯1···j¯p−1 = KB(Λφ)i1···ip−1,j¯1···j¯p−1 +Rji¯φii1···ip−1,j¯j¯1···j¯p−1 .
7. A family of LYH estimates for the Ka¨hler-Ricci flow under the
condition Cp
Let (M, g(t)) be a complete solution to the Ka¨hler-Ricci flow. Assume further that the
curvature operator satisfies Cp. Let
Mαβ¯ = ∆Rαβ¯ +Rαβ¯γδ¯Rδγ¯ +
Rαβ¯
t
, Pαβ¯γ = ∇γRαβ¯ , Pαβ¯γ¯ = ∇γ¯Rαβ¯ .
Also let Pβ¯αγ = ∇γRβ¯α, Pβ¯αγ¯ = ∇γ¯Rβ¯α. Clearly Pαβ¯γ = Pβ¯αγ and Pαβ¯γ¯ = Pβ¯αγ¯ . The
second Bianchi identity implies that
Pαβ¯γ = Pγβ¯α, Pαβ¯γ = Pβα¯γ¯ = Pα¯βγ¯ .
Theorem 7.1. Let (M, g(t)) be a complete solution to the Ka¨hler-Ricci flow satisfying
the condition Cp on M × [0, T ]. When M is noncompact we assume that the curvature of
(M, g(t)) is bounded on M × [0, T ]. Then for any ∧1,1-vector U which can be written as
U =
∑p−1
i=1 Xi∧ Y¯i+W ∧ V¯ , for (1, 0)-type vectors Xi, Yi,W, V , the Hermitian bilinear form
Q defined as
(7.1) Q(U ⊕W ) +Mαβ¯WαW β¯ + Pαβ¯γU¯ β¯γWα + Pαβ¯γ¯Uαγ¯W β¯ +Rαβ¯γδ¯Uαβ¯U¯ δ¯γ
satisfies that Q ≥ 0 for any t > 0. Moreover, if the equality ever occurs for some t > 0, the
universal cover of (M, g(t)) must be a gradient expanding Ka¨hler-Ricci soliton.
The theorem says that for any vectorW , viewing Q as a Hermitian quadratic/bilinear form
on ∧1,1 space, it also satisfies Cp, but only for the ∧1,1 vector U with the form U =
∑p
i=1Xi∧
Y i with Xp =W . If we define P : T
′M → ∧1,1 by the equation 〈P (W ), U 〉 = Pαβ¯γU
β¯γ
Wα,
the LYH expression can be written as, by abusing the notation with Q denoting also the
Hermitian symmetric transformation,
(7.2) 〈Q(U), U〉 = 〈M(W ),W 〉+ 2Re(〈P (W ), U〉) + 〈Rm(U), U〉.
Remark 7.2. When p = 1, The inequality (7.1) recovers the LYH inequality of Cao [Co].
When p > 1, Q can be written as
Q = Zαβ¯WαW β¯ + (Pαβ¯γ +RαV¯ γβ¯)U˜
β¯γ
Wα + (Pαβ¯γ¯ +RV β¯αγ¯)U˜
αγ¯W β¯ +Rαβ¯γδ¯U˜
αβ¯U˜
δ¯γ
,
with U˜ =
∑p−1
i=1 Xi ∧ Y¯i and
(7.3) Zαβ¯ +Mαβ¯ + Pαβ¯γV γ + Pαβ¯γ¯V γ¯ +Rαβ¯γδ¯V γV δ¯.
Equivalently, if we write the above as 〈Z(W ∧ V ),W ∧ V 〉,
Q = 〈Z(W ∧ V ),W ∧ V 〉+ 2Re
(
P˜ (W ∧ V ), U˜〉
)
+ 〈Rm(U˜), U˜〉.
Here P˜ is defined as P˜ (W ∧ V ) = P (W ) +Rm(W ∧ V ). Note that Hamilton in [H3] proved
that under the stronger assumption that the curvature operator Rm ≥ 0, Q(U ⊕W ) ≥ 0
for any ∧2-vector U . For p sufficiently large Cp is equivalent to Rm ≥ 0 and by taking
U = U1 + W ∧ Y p with U1 = U − W ∧ Y p, one can see that the above result implies
Hamilton’s result. Hence Theorem 7.1 interpolates between Cao’s result and Hamilton’s
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result for the Ka¨hler-Ricci flow. Please also see [C-C] for an interpretation via the space
time consideration. In a later section we shall prove another set of estimates which generalize
Hamilton’s estimate for the Ricci flow on Riemannian manifolds.
One can easily get the following lemma through direct calculation, which can also be
derived from Lemma 4.3, 4.4 of [H3].
Lemma 7.1.(
∂
∂t
−∆
)
Mαβ¯ = Rαβ¯γδ¯Mδγ¯ −
1
2
(Rαη¯Mηβ¯ +Rηβ¯Mαη¯) +Rαβ¯γδ¯Rδξ¯Rξγ¯(7.4)
+Rδγ¯(∇γPαβ¯δ¯ +∇δ¯Pαβ¯γ) + Pαξ¯γPξβ¯γ¯ − Pαξ¯γ¯Pξβ¯γ −
Rαβ¯
t2
,(
∂
∂t
−∆
)
Pαβ¯γ = Rαβ¯ξη¯Pηξ¯γ +Rξβ¯γδ¯Pαξ¯δ −Rαξ¯γδ¯Pξβ¯δ(7.5)
−1
2
(
Rαξ¯Pξβ¯γ +Rξβ¯Pαξ¯γ +Rγξ¯Pαβ¯ξ
)
+∇γRαβ¯ξη¯Rηξ¯.
By taking the conjugation of (7.5), we have(
∂
∂t
−∆
)
Pαβ¯γ¯ = Rαβ¯ξη¯Pηξ¯γ¯ +Rαξ¯δγ¯Pξβ¯δ¯ −Rξβ¯δγ¯Pαξ¯δ¯(7.6)
−1
2
(
Rαξ¯Pξβ¯γ¯ +Rξβ¯Pαξ¯γ¯ +Rξγ¯Pαβ¯ξ¯
)
+∇γ¯Rαβ¯ξη¯Rηξ¯.
The evolution equation for the curvature tensor is (see for example [B])(
∂
∂t
−∆
)
Rαβ¯γδ¯ = Rαβ¯ξη¯Rηξ¯γδ¯ −Rαξ¯γη¯Rξβ¯ηδ¯ +Rαδ¯ξη¯Rηξ¯γβ¯(7.7)
−1
2
(
Rαξ¯Rξβ¯γδ¯ +Rξβ¯Rαξ¯γδ¯ +Rγξ¯Rαβ¯ξδ¯ +Rξδ¯Rαβ¯γξ¯
)
.
Now we begin to prove the theorem. We assume that the curvature of (M, g(t)) satisfies
Cp. One can adapt the perturbation argument as [H3] if Rm does not have strictly p-positive
bisectional curvature. Hence when manifold is compact without the loss of generality we
may assume that Rm has strictly p-positive bisectional curvature. Then it is clear that when
t is small Q is positive, since the bisectional curvature is strictly p-positive and Mαβ¯ has a
term
Rαβ¯
t
. We claim Q ≥ 0 for all time. If it fails to hold, there is a first time t0, a point
x0, and U ∈ Λ1,1Tx0M,W ∈ Λ1,0 such that Q(U ⊕W ) = 0, and for any t ≤ t0, x ∈ M ,
(1, 1)-vector Uˆ ∈ Λ1,1TxM and (1, 0)-vector Wˆ ∈ TxM , Q(Uˆ ⊕ Wˆ ) ≥ 0. We extend U and
W in space-time at (x0, t0) in the following way:(
∂
∂t
−∆
)
Uγδ¯ =
1
2
(
RγαU
αδ¯ +Rδ¯α¯U
γα¯
)
,
(
∂
∂t
−∆
)
Wα =
1
2
RαβW
β +
1
t
Wα,
∇sUγδ¯ = RγsW δ¯ +
1
t
gγsW
δ¯, ∇s¯Uγδ¯ = 0, ∇γWα = ∇γ¯Wα = 0.
Here Rαβ , R
γ¯
δ¯
are the associated tensors obtained by raising the indices on the Ricci tensor.
These sets of equations are the same as those of [H3] in disguise. As in [H3], it suffices to
check that at the point (x0, t0),
(
∂
∂t
−∆)Q ≥ 0. Using the above equations and equations
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(7.4), (7.5), (7.6), (7.7), a lengthy but straight-forward computation shows that(
∂
∂t
−∆
)
Q = Rαβ¯γδ¯Mδγ¯WαW β¯ +Rαβ¯ξη¯Pηξ¯γU¯ β¯γWα +Rαβ¯ξη¯Pηξ¯γ¯Uαγ¯W β¯
+Rαδ¯ξη¯Rηξ¯γβ¯U
αβ¯U¯ δ¯γ
−
(
Pαξ¯γ¯Pξβ¯γW
αW β¯ +Rαξ¯γδ¯Pξβ¯δU¯
β¯γWα
+Rξβ¯δγ¯Pαξ¯δ¯U
αγ¯W β¯ +Rαξ¯γη¯Rξβ¯ηδ¯U
αβ¯U¯ δ¯γ
)
+(Pαξ¯γW
α +Rαξ¯γδ¯U
αδ¯)(Pξβ¯γ¯W
β¯ +Rξβ¯δγ¯U¯
β¯δ).
The above computation can also be derived using Lemma 4.5 of [H3]. In the following,
Xp =W,Yp = V . To prove
(
∂
∂t
−∆)Q ≥ 0 it is enough to show that the nonnegativity of
J + RXpX¯pγδ¯Zδγ¯ +
p−1∑
ν=1
RXpX¯νγδ¯(Pδγ¯Yν +Rδγ¯Yν Y¯p) +
p−1∑
µ=1
RXµX¯pγδ¯(Pδγ¯Y¯µ +Rδγ¯YpY¯µ)
+
p−1∑
µ,ν=1
RXµX¯νγδ¯Rδγ¯Yν Y¯µ + |PXpβ¯α +
p∑
µ=1
RXµY¯µαβ¯ |2
−
(
|PXp γ¯δ¯|2 +
p∑
ν=1
RXp γ¯Yν δ¯PγX¯νδ +
p∑
µ=1
RγX¯pδY¯µPXµγ¯δ¯ +
p∑
µ,ν=1
RXµγ¯Yν δ¯RγY¯µδX¯ν
)
,
where we have respectively replaced U and W by
∑p
i=1Xi ∧ Y¯i and Xp.
Let
A1 =

RX1X¯1(·)(¯·) RX1X¯2(·)(¯·) · · · RX1X¯p(·)(¯·)
RX2X¯1(·)(¯·) RX2X¯2(·)(¯·) · · · RX2X¯p(·)(¯·)
· · · · · · · · · · · ·
RXpX¯1(·)(¯·) RXpX¯2(·)(¯·) · · · RXpX¯p(·)(¯·)
 ,
A2 =

RY1Y¯1(·)(¯·) RY1Y¯2(·)(¯·) · · · RY1Y¯p−1(·)(¯·) E
1p¯
(·)(¯·)
RY2Y¯1(·)(¯·) RY2Y¯2(·)(¯·) · · · RY2Y¯p−1(·)(¯·) E
2p¯
(·)(¯·)
· · · · · · · · · · · · · · ·
RYp−1Y¯1(·)(¯·) RYp−1Y¯2(·)(¯·) · · · RYp−1Y¯p−1(·)(¯·) E
p−1p¯
(·)(¯·)
E1p¯
tr
(·)(¯·) E2p¯
tr
(·)(¯·) · · · E(p−1)p¯
tr
(·)(¯·) Z(·)(¯·)
 ,
and
A3 =

RX1(·)Y1(·) RX1(·)Y2(·) · · · RX1(·)Yp−1(·) RX1(·)Yp(·) + PX1(·)(·)
RX2(·)Y1(·) RX2(·)Y2(·) · · · RX2(·)Yp−1(·) RX2(·)Yp(·) + PX2(·)(·)
· · · · · · · · · · · · · · ·
RXp(·)Y1(·) RXp(·)Y2(·) · · · RXp(·)Yp−1(·) RXp(·)Yp(·) + PXp(·)(·)
 ,
where the tensor Zγδ¯ is defined as in (7.3),
E
µp¯
γδ¯
= RYµY¯pγδ¯ + Pγδ¯Yµ , E
µp¯
tr
γδ¯ = RYpY¯µγδ¯ + Pγδ¯Y¯µ , 1 ≤ µ ≤ p− 1.
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Note A1 ≥ 0 since Rm ∈ Cp, A2 ≥ 0 since Q ≥ 0. Now J can be written as
J = trace(A1 ·A2) + |PXpβ¯α +
p∑
µ=1
RXµY¯µαβ¯ |2 − trace(A3 · A¯3).
Since Q(U⊕W ) achieves the minimum at (U,W ) at time (x0, t0), then the second variation
∂2
∂s2
|s=0Q(U(s)⊕W (s)) ≥ 0,
where W (s) =W + sWp, U(s) =
∑p
µ=1(Xµ+ sWµ)∧ (Yµ + sVµ) for any (1, 0)-type vectors
Wµ, Vµ ∈ T 1,0x0 M .
Through calculation, ∂
2
∂s2
|s=0Q(U(s)⊕W (s)) ≥ 0 implies that
p∑
µ,ν=1
RYµY¯ναβ¯W
α
ν W
β¯
µ +
p∑
µ=1
(Pαβ¯YµW
α
p W
β¯
µ + Pαβ¯Y¯µW
α
µW
β¯
p ) +Mαβ¯W
α
p W
β¯
p(7.8)
+
p∑
µ=1
(PXpαβ¯V
α
µ W
β¯
µ + PαX¯pβ¯W
α
µ V
β¯
µ ) +
p∑
µ,ν=1
(RYµX¯µαβ¯W
α
ν V
β¯
ν +RXµY¯µαβ¯V
α
ν W
β¯
ν )
+
p∑
µ,ν=1
(RXµα¯Yν β¯W
α¯
ν V
β¯
µ +RαX¯µβY¯νW
α
ν V
β
µ ) +
p∑
µ=1
(PXµα¯β¯W
α¯
p V
β¯
µ + PαX¯µβW
α
p V
β
µ )
+
p∑
µ,ν=1
RXµX¯ναβ¯V
α
ν V
β¯
µ ≥ 0.
By letting X =
 W1...
Wp
 , Y =
 V1...
Vp
, one can deduce from (7.8) that
X trA2X + YtrA1Y + 2Re(YtrA¯3X + YtrA4X ) ≥ 0,
where
A4 =

G 0 · · · 0
0 G · · · 0
0 0 · · · 0
0 0 · · · G
 ,
where Gαβ¯ = PαX¯pβ¯ +
∑p
µ=1 RYµX¯µαβ¯ .
If we regard T 1,0x0 M as C
m, then X ,Y ∈ Cpm. By Lemma 7.2 below, which is due to Mok
according to [Co] (see also Lemma 2.86 of [Chowetc]), we have
(7.9) trace(A2 · A1) ≥ trace(A3 · A¯3).
The inequality (7.9) implies that J ≥ 0. We then complete the proof of Theorem 7.1 for
the case that M is compact. The case that M is noncompact will be treated in Section 10.
Lemma 7.2. Let S(X ,Y) be a Hermitian symmetric quadratic form defined by
S(X ,Y) = Aij¯X iX j + 2Re(BijX iYj +Dij¯X iYj) + Cij¯YiYj .
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If S is semi-positive definite, then
N∑
i,j=1
Aij¯Cji¯ ≥ max{
N∑
i,j=1
|Bij |2,
N∑
i,j=1
|Dij¯ |2}.
If one prefers notations without indices the first three terms of (7.8) can be written as
〈Q(∑pµ=1 Yµ ∧ Wµ),∑pν=1 Yν ∧W ν〉. The last term can be written as 〈Rm(∑pµ=1Xµ ∧
V µ),
∑p
ν=1Xν ∧ V ν〉.
8. The proof of Theorem 6.1
Before we start, we remark that for the cases p = 1 and p = m the result has been
previously proved in [N2] and [N3]. As before we deal with the compact case first. By an
perturbation argument we also consider that φ is strictly positive. Then Q˜ > 0 for small t.
Assume that at some point (x0, t0), Q˜ = 0 for the first time for some linearly independent
vectors v1, v2, · · · , vp−1. As in Section 5, let vi(z) and V (z) be variational vectors such that
they depend on z holomorphically. Now consider the following function in z,
I(z) + 1
2
[
div′′(div′(φ)) + div′(div′′(φ))
]
v1(z)···vp−1(z),v¯1(z)···v¯p−1(z)
+Rji¯φiv1(z)···vp−1(z),j¯v¯1(z)···v¯p−1(z)
+
[
div′
V (z)
(φ) + div′′V (z)(φ)
]
v1(z)···vp−1(z),v¯1(z)···v¯p−1(z)
+φV (z)v1(z)···vp−1(z),V¯ (z)v¯1(z)···v¯p−1(z) +
Λφv1(z)···vp−1(z),v¯1(z)···v¯p−1(z)
t
which satisfies I(0) = 0 and I(z) ≥ 0 for any variational vectors vµ(z), V (z) with vµ(0) = vµ
and V (0) = V . As before, without the loss of generality we may assume that {v1, · · · , vp−1} =
{ ∂
∂z1
, · · · , ∂
∂zp−1
}. By the first and the second variation consideration as in Section 5, we
have that
(8.1) div′X¯(φ) + φV,X¯ = 0 = div
′′
X(φ) + φX,V¯ ,
(8.2) Q˜v1···(X)µ···vp−1,v¯1···v¯p−1 = 0 = Q˜v1···vp−1,v¯1···(X¯)ν ···vp−1 ,
and for any (1, 0)-type vectors X,Xi,
p−1∑
µ,ν=1
Q˜v1···Xµ···vp−1,v¯1···X¯ν ···v¯p−1 + φXv1···vp−1,X¯v¯1···v¯p−1
+
p−1∑
µ=1
div′X¯(φ)v1···Xµ···vp−1,v¯1···v¯p−1 + φV v1···Xµ···vp−1,X¯v¯1···v¯p−1
+
p−1∑
ν=1
div′′X(φ)v1···vp−1,v¯1···X¯ν ···v¯p−1 + φXv1···vp−1,V¯ v¯1···X¯ν ···v¯p−1
≥ 0.
This amounts to that the block matrix (as defined in Section 5) M1 ≥ 0. However here Q
is replaced by Q˜.
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To check that
(
∂
∂t
−∆) Q˜1···p−1,1¯···p−1 ≥ 0 we may extend V such that the following holds:
(
∂
∂t
−∆)V i = −1
t
V i
∇iV = Rji
∂
∂zj
+
1
t
∂
∂zi
, ∇i¯V j = 0.
Using these set of equations, (6.7), (6.8) and (4.20) can be simplified to
(
∂
∂t
−∆
)
(div′′V (φ))Ip−1,Jp−1 = −
1
t
div′′V (φ) +KB(div′′V (φ))(8.3)
+
p−1∑
ν=1
R kl¯V, j¯ν (div
′′(φ))ki1 ···ip−1,j¯1···(l¯)ν ···j¯p−1 −
1
2
div′′Ric(V )(φ) −
1
t
div′(div′′(φ))
+ Rjk¯∇kφV Ip−1,j¯Jp−1 +∇VRji¯φiIp−1,j¯Jp−1 +
p−1∑
µ=1
∇iµRjk¯φV i1···(k)µ···ip−1,j¯Jp−1
− Rlk¯∇l¯(div′′(φ))kIp−1,Jp−1 ;(
∂
∂t
−∆
)
(div′
V
(φ))Ip−1,J¯p−1 = −
1
t
div′
V
(φ) +KB(div′
V
(φ))(8.4)
+
p−1∑
µ=1
R kl¯
iµ, V¯
(div′(φ))i1···(k)µ···ip−1,l¯j¯1···j¯p−1 −
1
2
div′
Ric(V )
(φ) − 1
t
div′′(div′(φ))
+ Rki¯∇k¯φiIp−1,V Jp−1 +∇VRji¯φiIp−1,j¯Jp−1 +
p−1∑
ν=1
∇j¯νRl¯iφiIp−1,V j¯1···(l¯)ν ···j¯p−1
− Rlk¯∇k(div′(φ))Ip−1,l¯Jp−1 ;(
∂
∂t
−∆
)
φV,V¯ = KB(φV,V¯ ) +R kl¯V V¯ φk,l¯ +
p−1∑
ν=1
R kl¯V j¯νφkIp−1,V¯ j¯1···(l¯)ν ···j¯p−1(8.5)
+
p−1∑
µ=1
R kl¯
iµ V¯
φV i1···(k)µ···ip−1,l¯J¯p−1 −
1
2
(
φ
V,Ric(V ) + φRic(V ),V¯
)
− 2
t
φV,V¯ −
Λφ
t2
− 2
t
Rji¯φiIp−1,j¯Jp−1 −
1
t
div′
V
(φ)− 1
t
div′′V (φ)
−
(
Rjk¯∇kφV Ip−1,j¯Jp−1 +Rki¯∇k¯φiIp−1,V¯ Jp−1
)
−Rjk¯Rki¯φiIp−1,j¯Jp−1 .
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Adding them up with the two evolution equations in Lemma 6.2 and (6.6), (6.9), using (8.1)
we have that (
∂
∂t
−∆
)
Q˜Ip−1,Jp−1 = KB(Q˜)Ip−1,Jp−1 +
m∑
i j=1
Zji¯φiIp−1,j¯Jp−1
+
p−1∑
µ=1
(RiµV¯ lk¯ + Plk¯iµ)(div
′(φ)i1···(k)µ···ip−1,l¯Jp−1 + φV i1···(k)µ···ip−1,l¯Jp−1)
+
p−1∑
ν=1
(RV j¯ν lk¯ + Plk¯j¯ν )(div
′′(φ)kIp−1,j¯1···(l¯)ν ···j¯p−1 + φkIp−1,V¯ j¯1···(l¯)ν ···j¯p−1)
−2
t
Q˜Ip−1Jp−1 .
Now the nonnegativity of
(
∂
∂t
−∆) Q˜1···(p−1),1¯···(p−1) at (x0, t0) can be proved in a similar
way as the argument in Section 2. First observe that the part of KB(Q˜)1···(p−1),1¯···(p−1)
involving only Ric is
−1
2
p−1∑
i=1
(
Q˜1···Ric(i)···(p−1),1¯···(p−1) + Q˜1···(p−1),1¯···Ric(i)···(p−1)
)
which vanished due to (8.2). Hence we only need to establish the nonnegativity of
J˜ +
p−1∑
µ=1
p−1∑
ν=1
Rµν¯lk¯Q˜1···(k)µ···(p−1),1¯···(l¯)ν ···(p−1)
+
p−1∑
µ=1
(RµV¯ lk¯ + Plk¯µ)(div
′(φ)1···(k)µ···(p−1),l¯Jp−1 + φV 1···(k)µ···(p−1),l¯Jp−1)
+
p−1∑
ν=1
(RV ν¯lk¯ + Plk¯ν¯)(div
′′(φ)kIp−1,1¯···(l¯)ν ···p−1 + φkIp−1,V¯ 1¯···(l¯)ν ···p−1)
+
m∑
i,j=1
Zji¯φi1···(p−1),j¯1¯···(p−1).
By Theorem 7.1, the assumption that the curvature operator Rm is in Cp implies that the
matrix
M3 =

R11¯(·)(¯·) R12¯(·)(¯·) · · · R1p−1(·)(¯·) D1(·)(¯·)
R21¯(·)(¯·) R22¯(·)(¯·) · · · R2p−1(·)(¯·) D2(·)(¯·)
· · · · · · · · · · · · · · ·
Rp−11¯(·)(¯·) Rp−12¯(·)(¯·) · · · Rp−1p−1(·)(¯·) Dp−1(·)(¯·)
D1
tr
(·)(¯·) D2
tr
(·)(¯·) · · · Dp−1
tr
(·)(¯·) Z(·)(¯·)
 ≥ 0,
where Diµν¯ = RiV¯ µν¯ + Pµν¯i. The nonnegativity of J˜ follows from trace(M1 · M3) ≥ 0.
Here M1 is the block matrix in Section 5. This proves Theorem 6.1 for the case that M is
compact. We postpone the proof of the noncompact case to a later section.
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9. LYH type estimates for the Ricci Flow under the condition C˜p
In this section we prove another set of LYH type estimates for the Ricci flow. Let (M, g(t))
be a complete solution to
(9.1)
∂
∂t
gij = −2Rij .
Recall that Hamilton proved that if Rm ≥ 0 and bounded then the quadratic form
Q˜(W ⊕ U) + 〈M(W ),W 〉+ 2〈P (W ), U〉+ 〈Rm(U), U〉 ≥ 0
where the M and P are defined in a normal frame by
Mij + ∆Rij − 1
2
∇i∇jR+ 2RikjlRkl −RikRjk + 1
2t
Rij ,
Pijk + ∇iRjk −∇jRik
with 〈P (W ), U〉 = PijkW kU ij . One can view Q˜ as the restriction of a Hermitian quadratic
form
〈Q˜(W ⊕ U),W ⊕ U〉 + 〈M(W ),W 〉+ 2Re〈P (W ), U〉+ 〈Rm(U), U〉
which is defined on ∧2(Cn)⊕ Cn. We also denote by
〈Z(W ∧ Z),W ∧ Z〉 + Q˜(W ⊕ (W ∧ Z)).
Fixing a Z, Z can be viewed as a Hermitian bilinear form of W , which we denote by ZZ ,
or still by Z when the meaning is clear. In terms of local frame, it can be written as
(ZZ)cd =Mcd + PdacZ
a
+ PcadZ
a +RZcZd.
Theorem 9.1. Assume that (M, g(t)) on M × [0, T ] satisfies C˜p. When M is noncompact
we also assume that the curvature of (M, g(t)) is uniformly bounded on M × [0, T ]. Then
for any t > 0, Q˜ ≥ 0 for any (x, t) ∈M × [0, T ], W ∈ TxM ⊗C and U ∈ ∧2(TxM ⊗C) such
that U =
∑p
µ=1Wµ ∧ Zµ with Wp = W . Furthermore, the equality holds for some t > 0
implies that the universal cover of (M, g(t)) is a gradient expanding Ricci soliton.
Remark 9.2. In [Br], a slightly weaker result was proved for the p = 1 case. As before,
for p large enough the condition C˜p is equivalent to that Rm ≥ 0 and the above result is
equivalent to Hamilton’s theorem. Hence our result gives a family of estimates interpolating
between those of [Br] and [H3].
In Theorem 4.1 of [H3], the following result was proved by brutal force computations.
Lemma 9.1. At (x0, t0), if W and U are extended by the equations:(
∂
∂t
−∆
)
W =
W
t
+Ric(W ), ∇W = 0;(
∂
∂t
−∆
)
Uab = RacU
cb +RbcU
ac,
∇aU bc = 1
2
(RbaW
c − RcaW b) +
1
4t
(gbaW
c − gcaW b),
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then under an orthonormal frame(
∂
∂t
−∆
)
Q˜ = 2RacbdMcdW aW b − 2PacdPbdcW aW b(9.2)
+8Re
(
RadcePdbeW
cU
ab
)
+ 4RaecfRbedfU
abU
cd
+|P (W ) + Rm(U)|2.
Here Rab denotes the Ric transformation in terms of the local frame.
Using the notation of [H1], the term 4RaecfRbedfU
abU
cd
can be expressed as 8〈Rm#(U), U〉.
Assume that Q˜ ≥ 0 for M × [0, t0] and at (x0, t0) it vanished for W ⊕ U , with U =∑p
µ=1Wµ ∧ Zµ, and Wp = W . Now let Wµ(z) and Zµ(z) be a variation of Wµ and Zµ
with Wµ(z) = Wµ + zXµ and Zµ(z) = Zµ + zYµ. Let I˜(z) + Q˜(W (z) ⊕ U(z)) with
U(z) =
∑p
µ=1Wµ(z) ∧ Zµ(z). Using ∆I˜(0) ≥ 0, we deduce the following estimate:
p∑
µ,ν=1
RXµZµXνZν + 2Re
(
〈P (Xp),
p∑
µ=1
Xµ ∧ Zµ〉
)
+ 〈M(Xp), Xp〉(9.3)
+ 2Re
(
p∑
µ,ν=1
RXµZµW νY ν
)
+ 2Re
(
〈P (Xp),
p∑
µ=1
Wµ ∧ Yµ〉
)
+
p∑
µ,ν=1
RWµYµWνY ν ≥ 0.
To prove Theorem 9.1 for the compact case, it suffices to show that the right hand side of
(9.2) is nonnegative for a null vector W ⊕U with U =∑pµ=1Wµ∧Zµ andWp =W . Denote
the first four terms in the right hand side of (9.2) by J˜ . Expand it and let Pˆdc(Zp) = PdacZap .
We then obtain that
J˜ = 2RWpcWpdZcd − 2RWpcW pd
(
Pˆdc(Zp) + Pˆcd(Zp)
)
− 2RWpcWpdRZpcZpd
+2
p∑
µ,ν=1
(
RWµeW νfRZµeZνf −RWµeZνfRZµeW νf
)
+4Re
(
p−1∑
µ=1
RWµdWpePˆde(Zµ)
)
+ 4Re
(
RW pdWpePˆde(Zp)
)
−4Re
(
p−1∑
µ=1
RZµdWpePˆde(Wµ)
)
− 4Re
(
RZpdWpePˆde(W p)
)
−2Pˆde(Wp)Pˆed(W p).
After some cancelations (the 2nd term and the 7th term on the right hand side above cancel
each other) the nonnegativity of J˜ = 2 (trace(B1B2)− trace(B3 · B3)) where
B1 =

RW1(·)W 1(·) RW1(·)W 2(·) · · · RW1(·)Wp(·)
RW2(·)W 1(·) RW2(·)W 2(·) · · · RW2(·)Wp(·)
· · · · · · · · · · · ·
RWp(·)W 1(·) RWp(·)W 2(·) · · · RWp(·)Wp(·)
 ,
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B2 =

RZ1(·)Z1(·) RZ1(·)Z2(·) · · · RZ1(·)Zp−1(·) F 1p
RZ2(·)Z1(·) RZ2(·)Z2(·) · · · RZ2(·)Zp−1(·) F 2p
· · · · · · · · · · · · · · ·
RZp−1(·)Z1(·) RZp−1(·)Z2(·) · · · RZp−1(·)Zp−1(·) F p−1p
F 1p
tr
F 2p
tr · · · F (p−1)ptr Z(·)(·)
 ,
and
B3 =

RW1(·)Z1(·) RW1(·)Z2(·) · · · RW1(·)Zp−1(·) RW1(·)Zp(·) + Pˆ (W1)
RW2(·)Z1(·) RW2(·)Z2(·) · · · RW2(·)Zp−1(·) RW2(·)Zp(·) + Pˆ (W2)
· · · · · · · · · · · · · · ·
RWp(·)Z1(·) RWp(·)Z2(·) · · · RWp(·)Zp−1(·) RWp(·)Zp(·) + Pˆ (Wp)
 ,
with Fµp = RZµ(·)Zp(·) + Pˆ(·)(·)(Zµ).
On the other hand using the above notation (9.3) can be re-written as
ZXpXp + 2
p−1∑
µ=1
Re
(
RZµXµZpXp
)
+ 2
p−1∑
µ=1
Re
(
PˆXµXp(Zµ)
)
+
p−1∑
µ,ν=1
RZµXµZνXν
−2
p∑
µ=1
Re
(
PˆY µXp(Wµ) +
p∑
ν=1
RWµY µZνXν
)
+
p∑
µ,ν=1
RWµYµWνY ν
≥ 0
which amounts to S(X ,Y) being nonnegative, where
S(X ,Y) = (B2)ijX iX j − 2Re
(
(B3)ijYiX j
)
+ (B1)ijYiYj
with X =
 X1...
Xp
 , Y =
 Y1...
Yp
. Hence by Lemma 7.2 we can conclude that J˜ ≥ 0 and
complete the proof of Theorem 9.1 for the compact case. The case that M is noncompact
will be proved in the next section together with Theorem 7.1.
10. Complete noncompact manifolds with bounded curvature
In this section we first show that under the condition that the curvature tensor of (M, g(t)),
a solution to the Ricci flow or Ka¨hler-Ricci flow, is uniformly bounded on M × [0, T ], the
maximum principle can still apply and conclude the invariance of the cone Cp, C˜p from
Section 3. Moreover, the LYH type estimates for the Ka¨hler-Ricci flow and the Ricci flow
in Section 7 and 9 remain valid.
First we show the invariance of the Cp and C˜p. In fact the following maximum principle
holds on noncompact manifolds. Consider V , a vector bundle over M , with a fixed metric
h˜, a time-dependent metric connection D(t). On M there are time-dependent metrics g(t)
and ∇(t), the Levi-Civita connection of g(t). When the meaning is clear we often omit the
sup-script (t). The main concern of this subsection is the diffusion-reaction equation:{
∂
∂t
f(x, t)−∆f(x, t) = Φ(f)(x, t),
f(x, 0) = f0(x).
(10.1)
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Here ∆ = gij(x, t)DiDj . We know that after applying the Ulenbeck’s trick [H1] the study of
the curvature operator under the Ricci flow equation is a subcase of this general formulation.
One can modify the proof of Theorem 1.1 in [B-W] to obtain the following result.
Theorem 10.1. Assume that M is a complete noncompact manifold and Φ is locally Lip-
schitz. Let (M, g(t)) be a solution to Ricci flow such that |Rm |(x, t) ≤ A for some A > 0
for any (x, t) ∈ M × [0, T ]. Let C(t) ⊂ V , t ∈ [0, T ], be a family of closed full dimensional
cones, depending continuously on t. Suppose that each of the cones C(t) is invariant un-
der parallel transport, fiberwise convex and that the family {C(t)} is preserved by the ODE
d
dt
f(t) = Φ(f). Moreover assume that there exists a smooth section I which is invariant un-
der the parallel transport and I ∈ C(t) for all t. If f(x, t) satisfies (10.1) with f(x, 0) ∈ C(0),
|f |(x, t) ≤ B on M × [0, T ] for some B > 0, then f(x, t) ∈ C(t) for (x, t) ∈M × [0, T ] .
Proof. The key is Lemma 10.1 below, which ensures the existence of a smooth function ϕ
such that ϕ(x, t) → +∞ uniformly on [0, η] for some η > 0 and ( ∂
∂t
−∆)ϕ ≥ Cϕ. Clearly
once we can prove the result for [0, η] we can iterate the procedure and get the result on
[0, T ].
For any ǫ > 0, we can fix a compact region K such that f˜(x, t) + f(x, t) + ǫϕ I ∈ C(t) for
all (x, t) with x ∈ M \K. In fact one can choose K = B0(p,R0), a closed ball of a certain
radius R0 with respect to the initial metric. Now for every t, ρ(x, t) = dist
2(f˜(x, t), Cx(t))
with Cx(t) = C(t) ∩ Vx achieves a maximum somewhere. The argument of [B-W] can
be applied and we only need to restrict ourselves over K × [0, η]. In particular we let
ρ(t) = ρ(x0, t) = max ρ(·, t). Since Φ is locally Lipschitz it is easy to infer that there exists
A′ such that |f˜ | + |Φ(f˜)| ≤ A′ for some constant A′, on K × [0, T ]. Since ϕ > 0, we can
choose C large enough such that ǫCϕ I+Φ(f)−Φ(f˜) ∈ C(t) for all (x, t) ∈ K × [0, η]. Now
the rest of the argument in [B-W] can be evoked to conclude that D−ρ(t) ≤ Lρ(t) with L
depending on the local Lipschitz constant of Φ. Here D− is the lower Dini’s derivative from
the left. Precisely we have
D−ρ(t) ≤ 〈 ∂
∂t
f˜ , f˜ − v∞〉|(x0,t) − 2〈Φ(v∞), f˜(x0, t)− v∞〉
= 2〈(∆f˜)(x0, t), f˜(x0, t)− v∞〉
+2〈Φ(f) + ǫ
(
∂
∂t
−∆
)
ϕ I |(x0,t) − Φ(v∞), f˜(x0, t)− v∞〉.
Here v∞ is a vector in Vx0 such that dist(f˜(x0, t), v∞) = dist(f˜(x0, t), Cx0(t)). By Lemma
1.2 of [B-W]
〈(∆f˜)(x0, t), f˜(x0, t)− v∞〉 ≤ 0.
For sufficient large C, ǫCϕ I+Φ(f) − Φ(f˜) ∈ C(t), which implies that 〈ǫCϕ I+Φ(f) −
Φ(f˜), f˜(x0, t)− v∞〉 ≤ 0. Hence by the convexity of C(t),
〈Φ(f) + ǫ
(
∂
∂t
−∆
)
ϕ I |(x0,t) +Φ(f˜), f˜(x0, t)− v∞〉 ≤ 0.
Combining the above we conclude that
D−ρ(t) ≤ 2〈Φ(f˜(x0, t))− Φ(v∞), f˜(x0, t)− v∞〉 ≤ Lρ(t).
The rest of the proof follows from [B-W] verbatim. 
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Lemma 10.1. Assume that M is a complete noncompact manifold. Let (M, g(t)) be a
solution to Ricci flow such that |Rm |(x, t) ≤ A for some A > 0 for any (x, t) ∈M × [0, T ].
Then there exist C1 > 0 and a positive function ϕ(x, t) such that for any given C > 0, there
exists η > 0 such that on M × [0, η]
exp(C−11 (r0(x) + 1)) ≤ ϕ(x, t) ≤ exp(C1(r0(x) + 1) + 1),(
∂
∂t
−∆
)
ϕ ≥ Cϕ.
Here r0(x) is the distance to a fixed point with respect to the initial metric.
Proof. First by Lemma 5.1 of [H3], there exist f(x) such that
C−11 (1 + r0(x)) ≤ f(x) ≤ C1(1 + r0(x)),
|∇f |2 + |∇2f | ≤ C1.
Now we let ϕ = exp(αt+ f(x)). The claimed result follows easily. 
Corollary 10.2. Let (M, g(t)) be a solution to Ricci flow (or Ka¨hler-Ricci flow) such that
|Rm |(x, t) ≤ A for some A > 0 for any (x, t) ∈M × [0, T ]. Then C˜p is invariant under the
Ricci flow. (Respectively, Cp is invariant under the Ka¨hler-Ricci flow.)
Concerning the LYH type estimates for the Ricci flow and Ka¨hler-Ricci flow, we can evoke
the perturbation argument of Hamilton [H3]. Note that by passing to [ǫ, T−ǫ], the curvature
bound, due to Shi’s derivative estimates, implies that all the derivatives of the curvature
are uniformly bounded. Now consider the perturbed quantity
Q˜′(W ⊕ U) = 〈M(W ),W 〉+ ϕ
t
〈W,W 〉+ 2Re (P (W ), U〉)+ 〈Rm(U), U〉+ ψ|U |2
where ϕ and ψ are the functions from Lemma 5.2 of [H3]. Following the argument of Section
5 in [H3] verbatim we can show the following result.
Corollary 10.3. Assume that (M, g(t)) a solution to the Ricci flow on M × [0, T ] such that
|Rm |(x, t) ≤ A. Assume that Rm(g(x, 0)) ∈ C˜p. Then for any t > 0, Q˜ ≥ 0 for any (x, t) ∈
M×[0, T ],W ∈ TxM⊗C and U ∈ ∧2(TxM⊗C) such that U =
∑p
µ=1Wµ∧Zµ withWp =W .
(Respectively, if (M, g(t)) is a solution to the Ka¨hler-Ricci flow with Rm(g(x, 0)) ∈ Cp, then
Q ≥ 0).
11. Complete noncompact manifolds without curvature bound
We first discuss the existence of the Cauchy problem for (2.1). First we observe that the
maximum principle of Section 2 holds for the Dirichlet boundary problem by a perturbation
argument adding ǫωp. Precisely we have the following proposition.
Proposition 11.1. Let (M, g) be a Ka¨hler manifold whose curvature operator Rm ∈ Cp.
Let Ω be a bounded domain in M . Assume that φ(x, t) satisfies that
∂
∂t
φ(x, t) + ∆∂¯φ(x, t) = 0,
φ(x, t)|∂Ω ≥ 0,
φ(x, 0) = φ0(x) ≥ 0.
(11.1)
Then φ(x, t) ≥ 0 for t > 0.
34 LEI NI AND YANYAN NIU
Note that the boundary condition φ(x, t)|∂Ω ≥ 0 means that at any x ∈ ∂Ω and for any
v1, · · · , vp, φ(v1, · · · vp; v¯1, · · · , v¯p) ≥ 0 at x. Namely φ(x, t)|∂Ω does not mean the restriction
of the (p, p)-form to the boundary.
This will help us to obtain needed estimate to obtain a global solution in the case that
M is a noncompact complete manifold via some a priori estimates. A basic assumption is
needed to ensure even the short time existence of the Cauchy problem on open manifolds.
Here we assume that there exists a positive constant a such that
(11.2) B +
∫
M
|φ0(y)| exp(−ar2(y)) dµ(y) <∞,
where r(x) is the distance function to some fixed point o ∈M . The pointwise norm | · | for
φ is defined as
|φ|2 = 1
(p!)2
∑
φIp,JpφKp,Lpg
i1k¯1 · · · gipk¯pgl1j¯1 · · · glp j¯p .
By basic linear algebra, for example, Lemma 2.4 of [Si], it is easy to see that for positive
(p, p)-forms, there exists Cp,m such that
(11.3) |φ|(x) ≤ Cp,m|Λφ|(x).
Now the existence of the solution to the Cauchy problem can be proved for any continuous
positive (p, p)-form φ0(x) satisfying (11.2).
Proposition 11.2. Let (M, g) be a Ka¨hler manifold whose curvature operator Rm ∈ Cp.
Assume that φ0(x) satisfies (11.2), then there exists T0 such that the Cauchy problem{
∂
∂t
φ(x, t) + ∆∂¯φ(x, t) = 0,
φ(x, 0) = φ0(x) ≥ 0(11.4)
has a solution φ(x, t) on M × [0, T0]. Moreover, φ(x, t) ≥ 0 on M × [0, T0] and satisfies the
estimate
(11.5) |φ|(x, t) ≤ B · C(m, p)
Vx(
√
t)
exp
(
2a r2(x)
)
.
Here Vx(r) is the volume of ball B(x, r).
Proof. Let Ωµ be a sequence of exhaustion bounded domains. By the standard theory on
the linear parabolic system [F, L-U], there exist solutions φµ(x, t) on Ωµ × [0,∞) such that
φµ(x, t) = 0 on ∂Ω × [0,∞). Note that in terms of the language of [Mo1], φµ(x, t) = 0 on
∂Ω means that both the tangential part tφµ and the normal part nφµ vanish on ∂Ω. Hence
this is different from the more traditional relative or absolute boundary value problem for
differential forms which requires tφ = tδφ = 0 and nφ = ndφ = 0 respectively. Nevertheless
it is a boundary condition (which was studied in [Mo1]) such that together with ∆∂¯φ = 0 it
is hypo-elliptic and the Schauder estimate of [Sm] applies. To get a global solution we shall
prove that there exist uniform (in terms of µ) estimates so that we can extract a convergent
sub-sequence. Note that Λpφµ is a solution to the heat equation and |φµ| ≤ Cm,pΛpφµ. Let
u(x, t) =
∫
M
H(x, y, t)|φ0|(y) dµ(y)
where H(x, y, t) is the positive heat kernel of M . By the fundamental heat kernel esti-
mate of Li-Yau [L-Y], it is easy to see that, under the assumption (11.2), there exists T0
such that u(x, t) is finite on K × [0, T0] for any compact subset K. It is easy to see that
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|φµ|(x, t) ≤ Cm,pΛpφµ ≤ C′p,mu(x, t) by (11.3) and the maximum principle for the scalar
heat equation. Now the interior Schauder estimates [Sm] (see also [Mo2], Theorem 5.5.3
for the corresponding estimates in the elliptic cases) imply that for any 0 < α < 1, K, a
compact subset of M ,
‖φµ‖2,α,α2 ,K×[0,T0] ≤ C(K, p,m, ‖φµ‖∞,K×[0,T0]).
Here ‖ · ‖2,α,α2 is the C2,α-Ho¨dler norm on the parabolic region. Since ‖φµ‖∞,K×[0,T0] is
estimated by u(x, t) uniformly, we have established the uniform estimates so that, after
passing to a subsequence, {φµ(x, t)} converges to a solution φ(x, t) on M × [0, T0].
It is obvious from the construction that φ(x, t) ≥ 0. To prove the estimate (11.5), appealing
Li-Yau’s upper estimate
H(x, y, t) ≤ C(n)
Vx(
√
t)
exp
(
−r
2(x, y)
5t
)
we can derive that for 0 ≤ t ≤ T0 ≤ 110a ,
u(x, t) ≤ C(m)
Vx(
√
t)
∫
M
exp
(
−r
2(x, y)
5t
+ ar2(y)
)
|φ0|(y) exp
(−ar2(y)) dµ(y)
≤ B · C(m)
Vx(
√
t)
exp
(
2a r2(x)
)
.
In the second inequality above we used the estimate that for 0 ≤ t ≤ T0 ≤ 110a
−r
2(x, y)
5t
+ ar2(o, y) ≤ −r
2(x, y)
5t
+ 2ar2(o, x) + 2ar2(x, y) ≤ 2ar2(x).

It is clear from the proof that if φ0(x) satisfies stronger assumption that
(11.6)
∫
M
|φ0|(y) exp(−ar2−δ(y)) dµ(y) <∞
for some positive constants δ and a then the Cauchy problem has a global solution on
M × [0,∞).
To deform a general (p, p)-form, we need the following generalization on a well-known
lemma of Bishop-Goldberg concerning (1, 1)-forms on manifolds with C1. This also holds
the key to extending Proposition 2.1 to the noncompact manifolds.
Lemma 11.1. Assume that (M, g) satisfies C2. Then for any (p, q)-form φ,
(11.7) 〈KB(φ), φ〉 ≤ 0.
Proof. We shall check for the (p, p)-forms since the argument is the same for (p, q)-forms.
For φ = 1(p!)2
∑
φIp,Jp
(√−1dzi1 ∧ dz j¯1) ∧ · · · ∧ (√−1dzip ∧ dz j¯p), where the summation
is for 1 ≤ i1, · · · , ip, j1, · · · , jp ≤ m. Under a normal coordinate,
〈φ, ψ〉 = 1
(p!)2
∑
φIp,JpψIp,Jp .
Recall that also under the normal coordinate, 〈Rm(dzk ∧ dz l¯), dzs ∧ dz t¯〉 = Rlk¯st¯. It is easy
to check that C2 implies that 〈Rm(Z∗1 ∧W
∗
1 +Z
∗
2 ∧W
∗
2), Z
∗
1 ∧W
∗
1 + Z
∗
2 ∧W
∗
2〉 ≥ 0, for any
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(1, 0)-forms Z∗1 , Z
∗
2 ,W
∗
1 ,W
∗
2 . We shall prove the claim by computing the expression under
a normal coordinate. For any fixed Ip, Jp and µ, ν with 1 ≤ µ, ν ≤ p we can define
ηµ +
m∑
kµ=1
φi1···(kµ)µ···ip,Jpdz
k¯µ , ξν +
m∑
lν=1
φ
Ip,j¯1···(lν)ν ···j¯pdz
lν .
Now Rm being in C2 implies that
(11.8) 〈Rm(dziµ ∧ ηµ − ξν ∧ dz j¯ν ), dziµ ∧ ηµ − ξν ∧ dz j¯ν 〉 ≥ 0.
Now using that
Rm(dziµ ∧ ηµ − ξν ∧ dz j¯ν ) =
∑
kµ,st
φi1···(kµ)µ···ip,JpRkµ i¯µst¯dz
s ∧ dz t¯
−
∑
lν ,s,t
φ
Ip,j¯1···(lν)ν ···j¯pRjν l¯νst¯dz
s ∧ dz t¯
we can expand the left hand side of (11.8) and obtain that
0 ≤
∑
kµ,k′µ
φi1···(kµ)µ···ip,JpRkµ i¯µiµk¯′µφi1···(k′µ)µ···ip,Jp
−
∑
lν ,k′µ
φ
Ip,j¯1···(lν)ν ···j¯pRjν l¯ν iµk¯′µφi1···(k′µ)µ···ip,Jp(11.9)
−
∑
kµ,l′ν
φi1···(kµ)µ···ip,JpRkµ i¯µl′ν j¯νφIp,j¯1···(l′ν)ν ···j¯p
+
∑
lν ,l′ν
φ
Ip,j¯1···(lν)ν ···j¯pRjν l¯ν l′ν j¯νφIp,j¯1···(l′ν)ν ···j¯p .
Now summing for all 1 ≤ i1, · · · , ip, j1, · · · , jp ≤ m and 1 ≤ µ, ν ≤ p, a tedious, but straight
forward checking shows that the total sum of the right hand side above is −2〈KB(φ), φ〉. 
An immediate consequence of the above lemma is that any harmonic (p, q)-form on a
compact Ka¨hler manifold with C2 must be parallel. This fact was known for harmonic (p, 0)-
forms under the weaker assumption that Ric ≥ 0 and for harmonic (1, 1)-forms under the
nonnegativity of bisectional curvature. In fact, using the full power of the uniformization
result of Mori-Siu-Yau-Mok, the result holds even under C1. Hence it does not give any new
information for compact Ka¨hler manifolds.
Another consequence of Lemma 11.1 is the following result, which generalizes Lemma 2.1
of [N-T2], by virtually the same argument.
Corollary 11.1. LetMm be a complete Ka¨hler manifold with C2. Let φ(x, t) be a (p, p)-form
satisfying (2.1) on M × [0, T ]. Then |φ|(x, t) is a sub-solution of the heat equation.
This together with the proof to Proposition 11.2 gives the following improvement on the
existence of the Cauchy problem for initial (p, p-forms not necessarily positive.
Proposition 11.3. Let (M, g) be a Ka¨hler manifold whose curvature operator Rm ∈ C2.
Assume that φ0(x) satisfies (11.2), then there exists T0 such that the Cauchy problem (11.4)
has a solution φ(x, t) on M × [0, T0]. Moreover, (11.5) holds.
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Proof. Observe that φµ(x, t) in the proof of Proposition 11.2 satisfies that |φµ|(x, t) is a
sub-solution to the heat equation, hence |φµ|(x, t) ≤ u(x, t). The rest proof of Proposition
11.2 applies here. 
A more important application of the lemma is the following extension of Proposition 2.1.
This also extends Theorem 2.1 of [N-T2].
Theorem 11.2. Let (M, g) be a complete noncompact Ka¨hler manifold with Cp. Let φ(x, t)
be a (p, p)-form satisfying (2.1) on M × [0, T ]. Assume that φ(x, 0) ≥ 0 and satisfies (11.2).
Assume further that for some a > 0,
(11.10) lim inf
r→∞
∫ T
0
∫
Bo(r)
|φ|2(x, t) exp(−ar2(x)) dµ(x)dt <∞.
Then φ(x, t) ≥ 0. Moreover (11.5) holds.
Before we prove the theorem, we should remark that even though Proposition 11.2 provides
a solution to the Cauchy problem which is a positive (p, p)-form, it is also useful to be able
to assert that certain solutions, which are not constructed by Proposition 11.2, preserve the
positivity. For example, if φ =
√−1∂∂¯η and η satisfies (2.1). It is easy to see that φ satisfies
(2.1) since ∆∂¯ is commutable with ∂ and ∂¯. If we know that
√−1∂∂¯η ≥ 0 at t = 0, it is
desirable to know when we have φ(x, t) ≥ 0.
Proof. We employ the localization technique of [N-T2]. Let σR be a cut-off function between
0 and 1 being 1 in the annulus A(R4 , 4R) = B(o, 4R)\B(o, R4 ) and supported in the annulus
A(R8 , 8R). Let
uR(x, t) =
∫
M
H(x, y, t)|φ|(y, 0)σR(y) dµ(y) u(x, t) =
∫
M
H(x, y, t)|φ|(y, 0)dµ(y).
Clearly uR(x, t) ≤ u(x, t). However the following result is proved in [N-T2], Lemma 2.2.
Lemma 11.2 (Ni-Tam). Assume that φ(x, 0) satisfies (11.2). Then there exists T0 > 0
depending only on a such that for R ≥ max{√T0, 1}, the following are true.
(1) There exists a function τ = τ(r) with limr→∞ τ(r) = 0 such that for all (x, t) ∈
Ao(
R
2 , 2R)× [0, T0],
u(x, t) ≤ uR(x, t) + τ(R).
(2) For any r > 0,
lim
R→∞
sup
Bo(r)×[0,T0]
uR = 0.
Lemma 11.1 above implies that (uR(x, t) + τ(R))ω
p can be used as a barrier on ∂Bo(R)×
[0, T0] since by Corollary 11.1 and the maximum principle on complete noncompact Rie-
mannian manifolds, that is where the assumption (11.10) is needed, |φ|(x, t) ≤ u(x, t) ≤
uR(x, t) + τ(R) on ∂Bo(R)× [0, T0]. In fact
((uR(x, t) + τ(R))ω
p + φ) (v1, · · · , vp; v¯1, · · · , v¯p) ≥ uR(x, t) + τ(R)− |φ|(x, t) ≥ 0
for any (v1, · · · , vp) which can be extended into a unitary basis of T ′xM . Now apply the
argument of Proposition 2.1 on B0(R)× [0, T ] we can conclude that
(uR(x, t) + τ(R))ω
p + φ ≥ 0
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on Bo(R)×[0, T0] as a (p, p)-form since φ(x, 0) ≥ 0. Now the result follows by letting R→∞
and the facts that limR→∞ supBo(r)×[0,T0] uR = 0 proved in the lemma, and τ(R)→ 0. Since
|φ|(x, t) ≤ u(x, t), the estimate (11.5) follows as before. 
We devote the rest to the proof of Theorem 4.1 and Theorem 6.1 for the case that M is
noncompact complete. Since one can pick a small δ > 0 and shift the time t → t − δ and
multiply the expression Q by t− δ, we may assume without the loss of the generality that
φ, ∂∗φ, ∂¯∗φ, ∂¯∗∂∗φ are all smooth up to t = 0.
First we observe that if φ is a positive (p, p)-form, then Λpφ(x, t) is a nonnegative solution
to the heat equation, hence satisfies (11.10) by the estimate of Li and Yau. Precisely,
Λpφ(x, t) ≤ Λpφ(o, 1) · 1
tm
· exp
(
r2(x)
4(1− t)
)
.
In particular, for δ2 < T < 1− δ, one can find a > 0 such that∫
M
(Λpφ)
2
(x,
δ
2
) exp(−ar2(x)) dµ(x) +
∫ T
δ
2
∫
M
(Λpφ)2 exp(−ar2(x)) dµ(x) dt <∞.
Since |φ| ≤ Cm,pΛpφ we can conclude that |φ| satisfies the above estimate. Applying Lemma
11.1 to (p− 1, p) and (p, p− 1) forms implies the following estimates: There exists cm,p > 0
such that (
∆− ∂
∂t
)
|φ|2 ≥ cm,p
(|∂∗φ|2 + |∂¯∗φ|2) ,(11.11) (
∆− ∂
∂t
)(|∂∗φ|2 + |∂¯∗φ|2) ≥ cm,p|∂¯∗∂∗φ|2,(11.12) (
∆− ∂
∂t
)
|∂¯∗∂∗φ|2 ≥ 0.(11.13)
By the same argument of the proof to Lemma 1.4 in [N2] we can conclude that there exists
a′ > 0 such that
(11.14)
∫ T
δ
2
∫
M
(|φ|2 + |∂∗φ|2 + |∂¯∗φ|2 + |∂¯∗∂∗φ|2) exp(−a′r2(x)) <∞.
Note that by the mean value theorem for the subsolution to the heat equation [L-T], one
can obtain pointwise estimates for |φ|2 + |∂∗φ|2 + |∂¯∗φ|2 + |∂¯∗∂∗φ|2 at t = δ. Now with the
help of the argument for the compact case, the same proof as Theorem 11.2 via the barrier
argument, applying to Q which is viewed a (p− 1, p− 1)-form valued Hermitian symmetric
tensor, proves Theorem 4.1 on complete noncompact manifolds. The corresponding result
with the Ka¨hler-Ricci flow, namely Theorem 6.1, is very similar. Hence we keep it brief.
Due to the bound on the curvature there exists a positive constant αm,A, depending on the
upper bound A of the curvature tensor so that(
∆− ∂
∂t
)(
e−αm,At · |φ|2) ≥ cm,pe−αm,At · (|∂∗φ|2 + |∂¯∗φ|2) ,(11.15) (
∆− ∂
∂t
)(
e−αm,At · (|∂∗φ|2 + |∂¯∗φ|2)) ≥ cm,pe−αm,At · |∂¯∗∂∗φ|2,(11.16) (
∆− ∂
∂t
)(
e−αm,At · |∂¯∗∂∗φ|2) ≥ 0.(11.17)
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There are modified point-wise estimates for the positive solutions coupled with the Ricci flow
to replace the Li-Yau’s estimate. See for example Theorem 2.7 of [N3] (a result of Guenther
[Gu]). There is a corresponding mean value theorem for the nonnegative sub-solutions to
the heat equation. See for example Theorem 1.1 of [N1]. Putting them together the similar
argument as the above applies to Theorem 6.1.
Remark 11.3. The argument here in fact proves Theorem 1.1 of [N2] without the as-
sumption (1.5) there since that assumption is a consequence of the semi-positivity of h and
Li-Yau’s estimate for positive solutions to the heat equation.
12. Appendix.
Here we include Wilking’s proof to Theorem 3.1 (also included in [C-T]) following the
notations of Section 3, which was explained to the first author by Wilking in May of 2008.
Recall that adv : so(n,C) → so(n,C) mapping w to [v, w]. The operator ad(·) can be
viewed as a map from so(n,C) to the space of endmorphisms of so(n,C). It is the derivative
of Ad, the adjoint action of SO(n,C) on so(n,C), which maps SO(n,C) to automorphisms
of so(n,C). This is a basic fact in Lie group theory. Another basic fact from Lie group
theory asserts that eadv = Ad(Exp(v)).
For the proof of Wilking’s theorem we need to recall the following identity for Rm#.
(12.1) 〈Rm#(v), w〉 = 1
2
∑
α,β
〈[Rm(bα),Rm(bβ)], v〉〈[bα, bβ], w〉.
Here {bα} is a basis for so(n,C). It suffices to show that if 〈Rm(v0), v0〉 = 0, 〈Rm#(v0), v0〉 ≥
0. Here we identify ∧2(Cn) with so(n,C) and and observe that the action of SO(n,C) on
∧2(Cn) is the same as the adjoint action under the identification.
Given above basic facts from Lie group theory, for any b ∈ so(n,C), and z ∈ C, consider
(Ad(Exp(zb))) (v0) = Exp(zb) · v0 · Exp(−zb). Since Exp(zb) ∈ SO(n,C), we conclude that
(Ad(Exp(zb))) (v0) ∈ Σ. Hence v(z) = ez adb · v0 ∈ Σ. Thus if we define
I(z) := 〈Rm(v(z)), v(z)〉
it is clear that I(z) ≥ 0 and I(0) = 0, which implies that ∂2
∂z∂z
I(z)|z=0 ≥ 0. Hence for any
b ∈ so(n,C), 〈Rm(adb(v0)), adb(v0)〉 ≥ 0, which can be equivalently written as
(12.2) 〈Rm · adv0(b), adv0(b)〉 ≥ 0.
This is equivalent to − adv0 ·Rm · adv0 ≥ 0, as a Hermitian symmetric tensor.
By equation (12.1) 〈Rm#(v0), v0〉 ≥ 0 is the same as 12 trace(− adv0 ·Rm · adv0 ·Rm) ≥ 0.
This last fact is implied by (12.2) as follows. Let λα be the eigenvalues of − adv0 ·Rm · adv0
with eigenvectors bα. Then for λα > 0, b
α = 1
λα
adv0(w
α), where wα = Rm · adv0(bα). At
the mean time
trace(− adv0 ·Rm · adv0 ·Rm) =
∑
〈Rm ·(− adv0 ·Rm · adv0)(bα), bα〉
=
∑
λα>0
λα〈Rm(bα), bα〉
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=
∑
λα>0
1
λα
〈Rm · adv0(wα), adv0(wα)〉
=
∑
λα>0
1
λα
〈Rm · adv0(wα), adv0(wα)〉.
The last expression is nonnegative by (12.2).
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