Tokens that permit performance of specific tasks can be generated and passed from one mobile robot to another to help achieve objectives such as collecting scattered objects.
I. INTRODUCTION
Cooperation among robots is nowadays regarded as one of the most challenging and critical issues towards fieldable robotic systems. Indeed, not only do the robots need to take into account the presence of other robots, but they also need to cooperate in order to improve the performance of the whole system [1] - [4] . In this paper we are concerned with systems composed by multiple cooperating robots, i.e., teams of robots.
A central problem for achieving cooperation in multirobot systems is Task Assignment, i.e., the problem of decomposing the task faced by the system into smaller subtasks, and to ensure that they can be accomplished by individual robots without interference and, more generally, with better performance.
Task Assignment has been deeply investigated in both multiagent systems (MASs) and multirobot systems (MRSs) [5] - [11] , and several successful approaches have been proposed. However, the growing complexity of applications makes it desirable to improve current approaches to Task Assignment in order to suitably deal with more and more challenging requirements: dynamic task evolution, strict bounds on communication, and constraints among tasks to be executed. But, most notably, in real-world applications involving MRS tasks to be assigned cannot be inserted into the system in a centralized fashion: they are perceived by each robot during mission execution. Moreover, noisy and limited perception of the surrounding environment not only influences the performance of individual robotic agents, but it affects the cooperation among robots. Specifically, perception capabilities significantly impact on the task allocation process. For example, let us consider a task where robots need to correctly identify objects of similar shape and color. This requires to consider, in the data association process, properties that can change with time (such as object position in the working environment). Consequently, errors are frequent and can easily lead to conflicts in the task allocation process. Conflicts on the tasks to be accomplished can obviously cause serious inefficiencies of the overall system.
Perception capabilities thus play a fundamental role in every application involving multiple robots and significantly constrain the design of the Task Assignment technique. Task Assignment approaches developed for MAS (such as, for example, [5] , [12] , [13] ) usually do not take into account the perception capabilities of agents involved in the task allocation process; such techniques are therefore not directly applicable to our reference scenarios. As for MRS, previous approaches to Task Assignment include: 1) Sequential Task Assignment ( [14] , [15] ), where tasks are allocated to robots sequentially as the tasks enter the system; 2) Iterative Task Assignment ( [16] , [17] ), where all tasks present in the system are allocated from scratch at each time step; and 3) Reactive Task Assignment [11] , where each member of the team decides whether to engage itself in a task, without (re)organizing the other member activities. While in all these works the perception capabilities of robots influence the technique for Task Assignment, the conflicts in the allocation process due to dynamic task generation are not explicitly taken into account. More generally, the assumptions that often underlie the work on Task Assignment are that either the tasks are defined statically (when application domains are simple enough) or that they can be unambiguously detected by a team member. A notable exception is the work by Zlot et al. [10] , where a team of robots involved in an exploration task dynamically exchanges points of interest to be visited. The system is able to avoid conflicts arising from dynamically perceived tasks through an auction mechanism based on broadcast communication.
A reference application in which Task Assignment and dynamic perception play a crucial role is mobile heterogeneous robots forming a sensor network. These are MRSs formed by heterogeneous robots (with different kinds of sensors on board) that perform an exploration task to examine/analyze a set of objects scattered in the environment. Tasks (i.e., objects to be analyzed) are discovered during the mission execution, and dynamic task assignment must be used to improve the performance of the system. The object might need to be analyzed with different sensors (mounted on different robots) at the same time, thus tasks might be tied by execution constraints. An example of such reference scenario can be found in the field of rescue robotics, where the goal is to find victims in a postdisaster scenario and to measure many parameters about the victims. Here approaches based on several small robots with different sensors and limited computation and network capabilities are more suitable than big and powerful robots.
Since this is a very complex scenario, in this paper we refer to a simpler testbed which encapsulates all the interesting features for coordination. In particular, we focus on multirobot foraging for two main reasons: 1) it is a wellknown testbed for MRSs [1] and 2) it can well represent all the main coordination issues required in the described scenario. Multirobot foraging requires robots to detect several objects scattered in the environment and to collect them in a desired position. In addition, we have defined an application scenario for multirobot foraging in which the collecting of each object requires that exactly two robots help each other to grab it (a helper robot and a collector robot). After the grabbing phase, only one robot is needed to transport the object. The number and position of the objects in the environment are not known, thus enforcing task discovery through perception. Moreover, objects are identical, hence they can only be distinguished by their position in the environment; therefore, robots must consider, in the data association process, properties that change over time.
Summarizing, from the coordination perspective our scenario has the following characteristics: 1) tasks are discovered and created during mission execution; 2) tasks may require multiple agents to perform them, and such agents must synchronize their actions; 3) agents may perform one or more tasks, but within resource limits; 4) too many agents fulfilling the same task lead to conflicts that need to be avoided; and 5) properties that distinguish tasks can vary over time. This provides a challenging scenarios for the MRS as compared with previous MRS testbeds [1] .
In this paper we focus on the integration of dynamic task discovery within a distributed Task Assignment method based on Token Passing (extending our previous work [18] ). We present an approach to distributed Task Assignment that allows for dynamically assigning perceived tasks in a team of robotic agents, while avoiding general types of conflicts among team members, arising when tasks have properties that change over time. More specifically, the coordination system presented here takes into consideration changes in the environment by directly perceiving them and by minimizing communication requirements.
Most previous approaches to Task Assignment in MRS address particular types of conflicts that arise through the allocation process using specific procedures that are related to the application domain. Moreover, none of the previous approaches explicitly address the problem of minimizing the communication overhead to guarantee a conflict-free allocation.
The basic idea of our approach is based on a Token Passing technique [19] that has recently been adopted for Task Assignment in MRS [18] . Token Passing embodies several features that make it suitable not only to handle conflicts arising from perception, but also to embody constraints on task execution. Moreover, Token Passing can be implemented with limited communication requirements.
Tokens are used to represent tasks that must be executed by the agents. Each team member creates, executes, and propagates these tokens based on its knowledge of the environment. The basic approach relies on the assumption that one token is associated to every task to be executed and that the token is maintained only by the agent that is performing such a task. If the agent is not in the condition of performing the task, it can decide to pass the token on to another team member. Token Passing assigns tasks using only a broad knowledge of team mates, sharing a minimal set of information among team members. The approach ensures that task allocation is highly reactive and requires low communication.
To apply Token Passing in a system composed by physical robots, we introduce the new concept of dynamic token generation. In fact, tokens are not statically predefined, but generated online during mission execution as result of robot perceptions. An asynchronous distributed algorithm is used to detect and solve conflicts due to simultaneous or erroneous task perception by several robots. Our approach guarantees a conflict-free allocation of exactly n agents for each task.
We have implemented and tested the proposed approach with a team of AIBO robots collecting colored balls scattered in the environment. Moreover, in order to present a quantitative analysis of our approach, we have used a simulation environment that emulates MRS behaviors in dynamic environments and allows to run extensive experiments. The reported results show that the proposed approach can allocate exactly two robots to each task, avoiding possible conflicts with other team mates and maintaining a very low communication bandwidth.
The remainder of this paper is structured as follows. The next section presents a formal definition of the Task Assignment problem. Section III describes the Token Passing approach to Task Assignment. Section IV illustrates how dynamic task perception impacts on Task Assignment. Section V describes our proposed technique for handling conflicts arising from the dynamic generation of tokens. Section VI presents the implementation and results obtained from a foraging task with AIBO robots, as well as a quantitative analysis of the performance of the algorithm in a simulation framework. In Section VII we address related work and put the proposed approach in perspective with the state of the art in the field. Finally, Section VIII draws conclusions and sketches future work.
II. THE TASK ASSIGNMENT PROBLEM
The problem of assigning a set of tasks to a set of robots can be easily framed as a Generalized Assignment Problem (GAP) [20] . However, while GAP is well defined for a static environment, where agents and tasks are fixed and capabilities and resources do not depend on time, in multirobot applications a problem with the defined parameters changing with time must be solved. Indeed, several methods for Dynamic Task Assignment implicitly take into consideration such an aspect: solutions that consider the dynamics of the world are proposed and Task Allocation methods that approximate solutions of the GAP problem at each time step are derived [9] - [11] .
The GAP formulation fails to model all the relevant aspects for our interest domains. In particular, it does not consider two main issues: 1) tasks to be accomplished can be tied by constraints and 2) the set of tasks is not known a priori when the mission starts, but it is discovered and dynamically updated during task execution.
We will use the following notation: E ¼ fe 1 ; . . . ; e n g denotes the set of robots. While in general robots involved in the Task Assignment process can also vary over time, in this contribution we focus on a predefined static set of robots.
We will denote tasks by ½t s ;t e , where ½t s ; t e is the time interval in which the task is present in the system. We denote with À t the set of tasks which are present at time t, i.e., À t ¼ f ½t s ;t e jt s t t e g, and with mðtÞ ¼ jÀ t j. Since values characterizing a task may vary over time, we use t k to denote the status of task k at time t. However, in the following, time specifications for the tasks will be dropped when not relevant. For example, in a collecting scenario in which at a given time t two objects must be collected À t ¼ fcollectðO 1 Þ; collectðO 2 Þg with mðtÞ ¼ 2. Each task is composed by a set of roles or operations i ¼ fr 1 ; . . . ; r k g, satisfying the following properties: 1) 8i; j i 6 ¼ j ) i \ j ¼ ; and 2) j t i j ¼ c 8t 2 ½t s ; t e . For example, the task collectðO 1 Þ, which represents the collection of object O 1 , includes two roles or operations: grabðO 1 Þ, which represents the role/operation of grabbing object O 1 , and supportðO 1 Þ, which represents the role/ operation of supporting the grabbing action of object O 1 . We finally define the set of all possible roles at time t as R t ¼ S mðtÞ i¼1 t i .
An asynchronous distributed algorithm is used to detect and solve conflicts; the approach guarantees a conflict-free allocation of exactly n agents for each task.
Notice that each role can comprise a set of subroles and so on; for the sake of simplicity, we consider only two levels of the possible hierarchy, i.e., tasks which are divided in roles. Hence, for the coordination process, roles can be considered as atomic actions. Each robot has different capabilities for performing each role and different resources available.
Moreover we define for each r 2 R t , the set of all roles constrained to r as C r R t . While in general constraints can possibly be of several types (and, or, xor) , in this paper we focus only on and constraints. Thus, C r represents the set of roles that must be executed concurrently by different agents. The properties of each constrained set C r are: 1) r 2 C r and 2) r 0 2 C r ! r 2 C r 0 . Nonconstrained roles are determined by jC r j ¼ 1. For example, in the above-mentioned collecting scenario, we have C grabðO 1 Þ ¼ C supportðO 1 Þ ¼ fgrabðO 1 Þ; supportðO 1 Þg, imposing an and constraint on the two roles of grabbing and supporting an object.
A set of roles C r subject to and constraints must be performed simultaneously by jC r j teammates. For example, if at a given time t, there are m objects to be collected, then such a situation can be represented with m sets C r 1 ; Á Á Á ; C r m , where C r j ¼ fgrabðO j Þ; supportðO j Þg. Notice that if a role r is unconstrained, C r ¼ frg.
We express the capabilities and the resources depending on time with Capðe i ; r j ; tÞ, Resðe i ; r j ; tÞ, where Capðe i ; r j ; tÞ represents the reward for the team when robot e i performs role r j at time t, Resðe i ; r j ; tÞ represents the resources needed by e i to perform r j at time t. Finally, e i :resðtÞ represents the available resources for e i at time t. For example, in the previously mentioned collection scenario, if we consider a homogeneous team, capabilities of robots to perform the roles grabðOÞ or collectðOÞ depend on time needed by a robot to reach the location of object O. This measure depends on the robot's position which is a function of time; therefore, the capability for a robot to perform a role varies with time. Since a robot can accomplish only one role at a time, the resource needed by a robot to accomplish a role Resðe i ; r j ; tÞ can be considered as a boolean value representing whether the robot is already performing another role at time t. Thus, in this example, the resource of each robot e i :resðtÞ corresponds to the current state of the robot: free if the robot is not performing any role, or busy if the robot is already performing a role.
A dynamic allocation matrix, denoted by A t , is used to establish the Task Assignment; in A t , a e i ;r j ;t ¼ 1 if the robot e i is assigned to the task r j at time t, and 0 otherwise. Consequently, the problem is to find a dynamic allocation matrix that maximizes the following function 
It is important to notice that this problem definition allows for solutions that can oscillate between different allocations that have the same value of f ðA t Þ. Such oscillations can also happen when noisy perception affects computation of the capabilities. This can be avoided by taking into account in the implementation of Capðe i ; r j ; tÞ the cost of interrupting a task for switching to another.
III. TOKEN PASSING APPROACH TO TASK ASSIGNMENT
The problem of Task Assignment presented in Section II can be successfully addressed by a Token Passing approach. The main idea of the Token Passing approach is to regulate access to task execution, through the use of tokens. Each token represents a task, and only the agent currently holding the token can execute the corresponding task. Following this approach, the communication needed to guarantee that each task is performed by one agent at time is dramatically reduced.
Token Passing approach to Task Assignment in MAS is a totally distributed method, which can allocate tasks with and constrains and has been tested in several environments and working conditions. Results show that this method gives good performance, while dramatically reducing the communication overhead [19] . Next in this section we describe the basic process for token management described by Scerri et al. [19] .
Tokens represent tasks to be executed and are exchanged through the system in order to collect information and to allocate the tasks to the agents. The basic Token Passing approach assumes coherent knowledge about tasks to be accomplished and thus tokens are univocally associated to tasks when inserted in the system.
When an agent receives a token, it decides whether to perform the task associated to it or to pass the token on to another agent. This decision is taken based only on local information: each agent follows a greedy policy, i.e., it tries to maximize its utility, given the tokens it can currently access, its resource constraints and a broad knowledge on team composition. The ability of the team to assign tasks is related to the computation of the capabilities Capðe i ; r j ; tÞ. Tasks are executed by the agent that has the corresponding token only if this capability is higher than a given threshold. This threshold can be computed in different ways depending on the scenario. For example, if tasks are a priori known, this threshold can be fixed before inserting the token, or it can be established by the first agent receiving the token based on its local information.
If the capability of the agent is higher than the required threshold, the agent considers the possibility to allocate this task to itself. Otherwise, the agent adds some information about the task in the token and then sends the token to another agent. The token stores the list of agents that have already refuted the task, in this way, when an agent passes a token away can choose an agent that has not previously discarded it.
Thresholds guide the search toward good solutions for the allocation problem. While such mechanism cannot give guarantees concerning the optimality of the solutions found, it has been experimentally shown that it can consistently increase the algorithm performance [19] . Under the assumptions that capabilities to perform different tasks are independent and uniformly distributed among agents, thresholds which give best performance for the method can be analytically computed. In particular, when the number of tasks to be executed during the mission remains constant, the best threshold to be used over all the mission execution can be computed in advance, while when the number of tasks to be executed changes consistently, thresholds should be computed according to the current operative situations (e.g., task number, agent number, etc.).
When tasks are constrained, they are composed by roles to be simultaneously executed. In this case, tokens are associated to the roles in the tasks. When considering constrained tasks, assignments based on thresholds on the agent capabilities will lead to potential deadlocks or inefficiencies. For example, consider two roles r j and r k that need to be simultaneously performed. When a teammember a accepts role r j , it may reject other roles that it could potentially perform. If there is no teammember currently available to perform role r k , a will wait and will not be assigned to another role. Thus, an explicit enforcement of the and constraints among roles is needed.
The general idea is to use potential tokens to represent roles that are tied by and constraints. Potential tokens retain agents: when an agent receives a potential token, it can perform other roles (i.e., the potential token does not impact on the current resource load of the agent). A manager agent exists for each group of anded roles. When enough agents have been retained for the task execution, the manager agent sends a lock message to each of the retained agents. When the lock message arrives, the retained agent should start the execution of the role, possibly releasing the current role and sending away the related token. The choice on which role(s) should be stopped is performed based on a greedy local policy. If the role to be stopped is a constrained role, the agent will inform the task manager and the allocation process for that role will be restarted. This mechanism for allocating and constrained roles has been tested and validated in several domains and operative conditions [19] .
To further clarify the token-based assignment, let us consider the following situation: two tasks 1 , 2 and three agents e 1 , e 2 , e 3 . The task 1 comprises one role r 1 while 2 comprises two roles r 2 and r 3 tied by an and constraint. Suppose agent e 2 is handling roles r 2 and r 3 and it is not capable of performing them. Suppose agent e 1 is retained for role r 2 , while no one else is retained for role r 3 . Finally, suppose agent e 1 receives a token for role r 1 and is capable of performing the role. The agent e 1 will thus keep the token and start performing role r 1 . If at this point agent e 3 considers itself retained for role r 3 , it will notify that to agent e 2 (which is the task manager). Agent e 2 will send a lock message to both agent e 1 and agent e 3 . Agent e 3 will start performing role r 3 , and agent e 1 will refute the role r 1 , sending the token to another agent and start executing role r 2 . In this way, the execution of the roles will correctly meet the and constraint between roles r 2 and r 3 .
IV. DYNAMIC TASK PERCEPTION
In the Task Assignment problem formulated so far, the knowledge robots have about tasks that have to be performed has not yet been addressed. However, in MRS, tasks to be performed are often perceived from the environment, through robot perception capabilities. Therefore, a characterization of the task knowledge that robots have is useful for a more precise formulation of coordination in MRS.
Robots have only a local view of the environment, thus we define two sets: LOT i;t (Locally Observed Tasks), which is the set of tasks locally known to robot i at time t, and GOT t ¼ S i LOT i;t (Globally Observed Tasks), as the union of the locally observed tasks from each robot i at time t. The LOT i;t is built by each robot based on its local perception, thus we can write LOT i;t ¼ MemðLOT i;tÀ1 ; Oðe i ; tÞÞ, with Oðe i ; tÞ being a function that models the robot perception and Mem a function that integrates information over time.
More specifically, Oðe i ; tÞ : E Â Time ! PðÀ t Þ returns a set f t k g of tasks visible to the robot at time t. Furthermore, the Mem function integrates observations over time adding newly discovered tasks and managing tasks in the Locally Observed Tasks set. To this end, for each task, the robot evaluates whether the task is active, meaning that it has not been allocated to any robot yet, or not. Active tasks determine the creation of new tokens that are inserted in the system. Finally, we define LRS i;t ¼ fr j ja e i ;r j ;t ¼ 1g (Local Roles Set) and GRS t ¼ S i LRS i;t (Global Role Set) as the roles currently assigned to robots. The global constraints (4) defining a nonconflicting allocation can be then expressed as
It is important to notice here that assuming that a robot can reliably distinguish between active and nonactive tasks is quite a strong assumption. For example, in our application scenario, objects are similar in shape and color and the distinction can be made only by using the object's absolute position in the environment (that is indeed affected both by perception and localization errors). The accuracy in object absolute positioning of the robots determines the minimum distance between two objects (and hence tasks) that the system is able to distinguish.
V. DISTRIBUTED CONFLICT DETECTION AND RESOLUTION
The Token Passing approach presented in Section -III is based on the assumption that one token is associated to every task to be executed and that the token is maintained by the agent that performs such a task, or is passed to another agent. This assumption holds when tokens are inserted into the system in a coherent fashion. Under this assumption the algorithm ensures that no conflict arises among agents, (i.e., two agents trying to execute the same role). However, when tasks are perceived and tokens are generated by agents during mission execution, conflicts on task execution may arise. In fact, several agents may perceive the same task, and an uncontrolled number of tokens can be created, leading too many agents to execute the same role. In the following, we present an approach that ensures that exactly n agents will participate in the same task simultaneously.
To prevent possible conflicts that may arise during mission execution, we have to guarantee that only one token is created for each role. Our main idea is to use broadcast messages only to maintain token coherence among agents. For example, when an agent perceives an object, it records this information in a local structure and broadcasts the presence of the object to all its teammates. Whenever an agent accomplishes a task, it broadcasts to the entire team the task termination, and each of the team members removes the tokens referring to the accomplished task from its local structures.
By the use of this approach, conflicting tokens can still be created for three main reasons. i) Simultaneous task discovery: two agents e 1 and e 2 perceive a new task , creating a set of tokens Tkðt; 1Þ . . . Tkðt; sÞ exactly at the same time, so that both agents will have different tokens referring to the same task.
ii) Message asynchrony: messages are not guaranteed to arrive in a predefined order; if a robot observes a new object, it creates a new token for a specified role and decides to pass the token on.
If the token reaches a team member before the broadcast message which signals the new task discovery, the team member can decide to perform the role possibly conflicting with other teammates. iii) Errors in active object detection: if the observation function fails in the recognition of an active task, a team member can decide to allocate itself to a role that is already being carried on by someone else. In the following, we describe our approach to avoid conflicts during mission execution and further details of the Token Passing process. Simultaneous task perception and message asynchrony are addressed using a distributed approach for conflict detection and a global policy that gives a preference criterion among all agents, the simplest one being a fixed priority. The pseudocode for the distributed conflict detection approach is reported in Algorithm 1. This algorithm uses the following data structures: 1) Known Task Set (KTS), which contains at each time step all the tasks that have been perceived by all agents; 2) Accomplished Task Set (ATS), which contains at each time step all the tasks that have been accomplished by all the agents; 3) Invalid Task Set (ITS), which contains at each time step the tasks that the agent considers invalid along with the information on the agent that created the task; 4) Announced Message Set (annMsgS), which is a set of announced messages received. annMsgS is updated in order to store at each time step and for each announced task the announce message received by the highest priority teammate, and is used to decide whether an announced task should be considered invalid; and 5) Token Set (TkS), which is the set of tokens that the agent currently holds. Each of these data structures is local to an agent. Messages sent among agents have four fields: 1) type denotes the type of the message; 2) task contains information about the perceived task (e.g., object position), which is valid when type is announce or accomplishedTask; (3) token (valid only when the message is a token) contains information about the token (e.g., task type, identification number,
To prevent possible conflicts that may arise during mission execution, we have to guarantee that only one token is created for each role.
visited agents etc.), (4) senderId is an identifier for the robot that sent the message.
Algorithm 1: Tokens Coherence Maintenance
OnPercReceived ðtaskÞ
Whenever a new perception is received, a broadcast message for the task discovery is stored in the annMsgS (procedure OnPercReceived, line 3) and then is sent to all teammates (line 5). Whenever a task is accomplished, an accomplished task message is sent broadcast (procedure OnTaskAccomplishment, line 2). In the MsgAnalysis procedure, if a received message is an AccomplishedTask message, the agent adds the task to its ATS; if the message is an Announce message, the agent checks whether the task has been already announced by checking its KTS (line 4). If the task is not present in its KTS, it adds the task in the KTS and inserts the corresponding announce message in its annMsgS; if the task was already present in the KTS, the agent detects a conflict. Using annMsgS (procedure MsgAnalysis, line 8) it checks whether the invalid task is the new announced task or the one previously received and, consequently, updates the annMsgS and the ITS. Each robot periodically removes all tasks which are present in the ATS and in the ITS from the tokens it currently holds.
An example of execution for our distributed conflict detection method is reported in Fig. 1 . Numbers on arrows correspond to time steps at which messages are received by agents. The square represents an object, and arrows starting from the square represent object perception. For each data structure, in addition to the information it contains, we report the time step at which the information is inserted, for clarity of explanation. In the situation represented in Fig. 1 , object O is correctly perceived as an active task at the same time (time step 1) by agent A1 and agent A2. Both agents insert the task in their KTS and the corresponding message in their annMsgS, which contains the task created for the object and their respective identifiers. They both send an announce message in broadcast. Let us assume that the announce message of agent A2 is delayed for two time steps and reaches its destination at time step 4. Meanwhile, the announce message of agent A1 reaches agent A3 and agent A2 at time step 2. Agent A3 does not have task TðoÞ in its KTS. Thus, it adds the task to its KTS and the announce message hTðoÞ; A1i to its annMsgS. Agent A2 already has task TðoÞ in its KTS. Thus, it detects the conflict and, since the priority of agent A1 is lower, it inserts hTðoÞ; A1i inside its ITS and leaves its annMsgS unchanged. At time step 4 the announce message announceðTðoÞ; A2Þ reaches agent A1 and agent A3; both the agents identify the conflict and, consequently, update their annMsgS and their ITS. All agents correctly converge toward the same ITS without the need of any additional communication.
A. Avoiding Failures in Active Task Recognition
The possibility of failures in active task recognition is clarified by the following example. Suppose a robot e i is allocated to a role grabðO i Þ and it performs the transporting phase of the role. As a consequence of the action of robot e i , the position information of object O i will change; therefore, a second robot e j , which detects the object O i in a new position, could incorrectly conclude that the object it is observing is a new object O 0 i and start the allocation of a new task referring to this object. This will clearly lead to a conflict in the allocation process, which will result in conflicts between two team members trying to grab an object, which is already being transported 
by e i . We refer to this problem as false active task detection (see Section II).
Notice that this problem can be partially avoided by tracking the objects that robots perceive. Techniques to address the problem of distributed multiobject tracking have been successfully applied in MRS (e.g., [21] , [22] ). However, such solutions generally require a central unit to process data coming from the robotic agents, while, for our MRS application domain, centralization of all information is not feasible; in fact, a centralized approach would require a prohibitive amount of communication even for relatively small size teams; moreover, centralization would introduce a single point of failure, thus severely limiting the robustness of the overall system. Finally, the tracking algorithm may fail for particular configurations of the working environment (e.g., due to possible occlusions of robot sensors), and situations like the one discussed above may still arise.
Conflicts arising from this task recognition failures are very hard to solve at a low level. In fact, the process of understanding that a teammate carries a detected object requires sophisticated perception and localization capabilities, which cannot be taken for granted. In particular, to address such situations, robots should not only be able to recognize their teammates, but should also be able to monitor the teammates' actions to understand whether a robot near an object actually transports the object or simply passes by the object.
On the other hand, our approach to Task Assignment can successfully address such conflicting situations. The solution we propose involves the possibility for a collector robot to detect and invalidate tasks incorrectly created by teammates. Let us consider again the above-described scenario. When robot e j starts the allocation of a new task for object O 0 i , following our strategy, it will announce the creation of the task to its teammates (through a broadcast message). Eventually, robot e i will receive the announce message for the creation of a new task for the object O 0 i . e i can detect that the new task is actually being performed by itself. By comparing the position information of the object it is currently transporting O i and object O 0 i , and declares the new created task as invalid. e i will then announce the task invalidation to all its teammates sending an InvalidTask message.
As already mentioned, the ability of correctly solving all the conflicts is obviously related to perception and localization accuracy of the robots. When all the objects (tasks) are sufficiently distant from each other (i.e., the distance between them is greater than the detection accuracy), the system always produces correct solutions. There are also cases in which the system is still able to determine a correct allocation although the objects are actually closer than the perception accuracy. For example, if two objects are too close, the system will first create a single task associated to one of them, ignoring the other. When the first object has been collected, subsequent observations of the second object will start the creation of another task. However, correct task execution is not guaranteed in general, e.g., when the system is not able to correctly invalidate conflicting tasks. 
B. Discussion
We now show that the conflict resolution method proposed in this paper ensures conflict free allocations of agents to roles. More precisely, we want to ensure that, at each time step, the intersection of the Local Role Sets of all agents is empty as stated in property 5). In fact, the main focus of this work, with respect to previous approaches using Token Passing [19] , is the detection and resolution of conflicts in the allocation process.
The first step in order to detect conflicts is to identify tasks unambiguously. In general, we identify tasks through a set of properties. We distinguish two situations: in the first one, all the properties that we use to identify an object do not vary over time. In this case, each robot has the required knowledge to correctly identify objects during the mission execution. In the second situation, a subset of the properties of an object may vary because an agent operates on that object. In this case, only the agent that is operating on the object is able to perform a correct identification for that object.
We will assume perfect and instantaneous communication in order to prove correctness and then we will show that if there is an upper bound for network delays, which depends on the application domain, we are able to maintain a weaker form of correctness.
Theorem 1: Algorithm 1 provides solutions which satisfy (5) under the following assumptions: 1) communication is perfect and instantaneous; and 2) agents can correctly distinguish the perceived properties of different objects.
Proof: (by contradiction) Equation (5) states that 8t T i LRS i;t ¼ ;. Let us assume that (5) is violated for a task. This means that 9 " t T i LRS i;" t 6 ¼ ; and thus there would be more than a robot assigned to a role for a task at time " t.
This implies that at least two tokens for the same role have been produced and thus the same task has been perceived and announced by two different robots. Let us consider that the two robots i and j ði 6 ¼ jÞ perceived the same task k at times t 1 and t 2 where t 1 ; t 2 " t. Moreover, let us consider that the task k comprises only one role r k 9 " t; i; jjLRS i;" t \ LRS j;" t 6 ¼ ; ) (6) 9 r k jr k 2 LRS i;" t^rk 2 LRS j;" t )
Tkð k Þ 2 TkS i;" t^T kð k Þ 2 TkS j;" t ) (8) 9 t 1 ; t 2 G " tjOðe i ; t 1 Þ ¼ t 1 k^8 t 2 ½t 1 ; " t ð t k ; iÞ 6 2 ITS t;i^O ðe j ; t 2 Þ ¼ t 2 k^8 t 2 ½t 2 ; " t ð t k ; jÞ 6 2 ITS t;j :
We can distinguish two cases. 1) t 1 G t 2 (or t 1 9 t 2 ). For this case we have two subcases.
All the properties of the perceived task k remain constant from t 1 to t 2 . The robot which perceives the task at time t 2 , i.e., Oðe j ; t 2 Þ ¼ t 2 k , would have already received the announce message for it at time t 1 . In this case, it could not have announced the task (and generated the role tokens) because it would have already been notified through an announcement. In particular, the announcement from e i of k implies that:
Since (11) contradicts (8), the assumption is refuted. Some of the properties of task k changed from t 1 to t 2 . This implies that there exists a robot that operated on the object related to this task. Let i denote this robot. At time t 2 robot j perceives the object that robot i is operating on as a new task
k . Therefore, robot j will broadcast the announce of the creation of the new task t 2 k at time t 2 . All robots will receive the announce message; therefore, robot i will recognize that the announced object is the one it is acting upon. Robot i will perform the correct association considering how its behavior has affected the properties of task t 1 k . Robot i will send an invalid task message for ð t 2 k ; jÞ in broadcast at the same time t 2 . All robots will receive the invalid task message at time t 2 , and therefore 8t t ! t 2 ð t k ; jÞ 2 ITS j;t , which contradicts (9), and therefore the assumption. 2) t 1 ¼ t 2 ¼ t. The robots will both announce the task k and both receive the announcement of the other agent. In this case, the robot that has a lower priority would not have generated the tokens relative to the roles for accomplishing the task. More formally:
i sends a broadcast announce message for k at time t^ (12) j sends a broadcast announce message for k at time t^(13)
ORDðiÞ 9 ORDðjÞ ) (14) ð k ; jÞ 2 ITS t;j ðMsgAnalysis; Line 10Þ^ð k ; jÞ 2 ITS t;i ðMsgAnalysis; Line 13Þ (15) where ORDðiÞ 9 ORDðjÞ indicates that i precedes j in the global robot ordering. Since (15) contradicts (9), the assumption is refuted. h
In real robot scenarios network delays occur. In this case, there will be a time interval Át during which property (5) will be violated. However, after Át our approach is able to detect and solve the conflict.
Lemma 1:
In presence of network delays bounded to a given time interval Át b , Algorithm 1 guarantees that each conflict is solved in a finite amount of time. More formally: if 9 t; i; j; kj r k 2 LRS t;i \ LRS t;j then 9 Átj8t 0 ! t þ Átr k 6 2 LRS i;t 0 \ LRS j;t 0 (16) with Át b Át.
The proof for this lemma closely follows the line of Theorem 1 and thus we do not report it here. The above lemma states that if a conflict occurs for a given task, at a given time, this conflict will be eventually detected and solved after a time interval that is at most Át. Notice that Át is dependent on the network delay and on the type of conflict. If the conflict to be solved requires a task invalidation message, the delay will be higher, since more communication is required. The network delay is required to be bounded by a given time interval. This is needed because properties of objects can change, thus the communication delays should be small enough to allow agents to correctly identify objects when properties change. The time interval Át b depends on the particular application domain and is related to the minimum time interval needed to change the object properties. The higher it is such time interval, the higher can be Át b .
Definition 1:
A method for conflict detection is weakly correct for a given domain if conflicts do not affect correctness of task execution.
Definition 2:
The recovery time t r ðrÞ for a role r 2 R is the maximum time before the execution of a role r modifies the properties of the tasks in the environment.
Given the above definitions and the lemma, we can formulate the following theorem:
Theorem 2: For a given domain if 8r 2 RÁt b Át G t r ðrÞ, then Algorithm 1 is weakly correct.
Proof: The proof of this theorem directly follows from Lemma 1.
h The presented proofs show that, under the specified assumptions, our approach provides correct allocation, because it detects and solves all possible conflicting tokens. Moreover, the algorithm has the property that at least one token is created for each role and only one token remains in the system (after conflicts have been solved) until the task is completed. Therefore, conflicts are actually solved by removing from the system only those tokens that are considered responsible for the conflict, leaving exactly one token for each role. The above results rely on the assumption that messages cannot be lost. This is a strong assumption which cannot be given for granted in several realistic scenarios. However, since our approach is specifically designed to minimize the communication overhead, we can afford the use of a reliable protocol (such as TCP or UDP with acknowledgment) for message exchange. Another important issue is the possibility of robot loss due to temporary robot disconnections or to permanent robot failures. Currently, the above results do not hold in case of robot loss; however, if the communication infrastructure could give a signal of possible robot loss (e.g., a threshold on the message retransmission number), the algorithm could be extended to take such situations into account.
As previously mentioned, detected conflicts are solved by using a static fixed priority defined among agents. Notice that any policy that gives a global ordering of team members, and that does not require further communication, can be used in place of fixed priority as a global preference criterion. Another option could be to invalidate tasks, which have been created more recently. This, however, would require to have a synchronized clock among agents. In any case, setting a static fixed priority among agents can obviously result in nonoptimal behavior of the team; for example, assuming that Capðe 1 ; r k ; tÞ 9 Capðe 2 ; r k ; tÞ following a static priority based on id, we yield to the less capable agent the access to the task r k . While in principle the difference among capabilities can be unbounded, in practice, when tasks are discovered using perception capabilities, agents perceive tasks when they are close to the object location, (e.g., if two robots perceive the same object their distance from the object is comparable). Therefore, the loss of performance due to the use of a fixed priority is limited.
VI. EXPERIMENTS AND RESULTS

A. Implementation on AIBO Robots
We implemented and tested the described method on the Sony AIBO robots. 1 Our application scenario is formed by a set of robots that need to perform a synchronized operation on a set of similar objects scattered in the environment. In particular, the robots have to collect a set of identically colored balls. Each ball, to be correctly transported, requires one robot to grab it, by blocking it with its head (collector robot).
However, since one robot is not completely reliable in the grabbing phase, we require a second robot (supporting robot) to help in the grabbing phase by pushing the ball onto the chest of the collector. Once the ball has been grabbed, the supporting robot moves away from the ball and is ready to be allocated to a different task (i.e., collecting another ball), while the collector robot can transport the grabbed ball to the target area.
Each robot knows its teammates and is able to communicate with them through a wireless device. However, robots know neither the number of objects scattered in the environment, nor their initial positions.
In order to successfully operate in this scenario, four main components are required: 1) self-localization; 2) path planning and obstacle avoidance; 3) object recognition; and 4) action execution and synchronization. To put emphasis on coordination issues, we have used an engineered environment, borrowed from the RoboCup Legged League, 2 which is a rectangular field with a set of landmarks in known positions, where every landmark is clearly distinguishable by its color. In this way, it is possible to implement an effective landmark-based localization method (e.g., [23] , [24] ).
In order to minimize interference between robot movements, we implemented a hybrid path planner. At a high level we have a wavefront path planner. The environment is represented as a grid, where there is a goal cell and a set of obstacle cells. These obstacles are set as the elements of the KTS (see Section V) in order to avoid collisions with balls that have not been collected yet. Teammates are not modeled at this level for two main reasons: 1) the difficulties of evaluating the position of other robots by using the robot sensors and 2) the need to minimize communication overhead (maintaining information on teammate positions requires additional communication).
The high-level path planner thus determines the next cell to move to. Then a reactive behavior allows for the robot to reach the target cell and deals with the possible presence of close robots detected with the on-board proximity laser sensors.
The identification of the objects to collect is again based on colors, but since there are many objects with the same color in the environment, also their absolute position in the field must be devised. Note that this information is subject to errors due to noisy perception and inaccurate self-localization, which can lead to false positives in task detection.
To avoid this problem, we filter the absolute position of objects based on their relative distance, thus reducing the probability of false positives. Moreover, we use active perception to reduce errors in object perception: while moving to the expected position, the robot interleaves object tracking with landmark pointing for improving selflocalization: in this way, it can better determine if it is the one associated with its task.
More specifically, assuming that both localization error and perception errors are bounded, then also the global object positioning error is bounded. Therefore, we adopt a simple temporal filter, that averages over time global object positions acquired by the robots, thus increasing robustness to noise. This ensures that, if each pair of objects are at a distance greater than the typical global positioning errors, then there will be no errors in the task assignment due to noisy perception and localization. In our experiments we have placed balls to be collected at least 0.5 m away from each other. However, it is worth reminding that objects are not static, but are moved by the collector robots. This may cause additional errors in object positioning and consequently additional possible conflicts, even when perception errors are bounded.
Although the above-described approach makes the system more robust to false positives, they cannot be eliminated. In presence of false positives in task detection, ad hoc solutions must be designed. Invalidating tasks when a robot reaches a target and the object is not there may help; however, this may lead to invalidate correct tasks in cases of localization errors. In our implementation, we invalidate tasks only for a limited amount of time. In this way, if a task is incorrectly invalidated, it will be eventually accomplished. In any case, we cannot completely avoid perception errors to determine mission failures. In our experiments, mission failures due to large and continuous perception errors rarely occurred.
Finally, action execution is accomplished through a reactive module in charge of controlling the execution of predefined plans, identifying action failures during their execution, and activating corresponding recovery procedures. Action synchronization has been realized through explicit communication, by exchanging synchronization information among robots.
With the basic features described above, we have been able to implement and test the coordination algorithm presented in this paper. Such an implementation on AIBO robots has shown the feasibility of the approach on robots with very limited resources that affect perception and localization capabilities.
We run two sets of experiments; all of them have been performed under the same initial configuration, but in the second set we forced conflicts, due to simultaneous task discovery, by simulating network delays. We use the same initial configuration to study the behavior of the systems when conflicts arise. Results from these experiments are reported in Table 1 .
In particular, we have a low communication overhead in the former set where no conflicts are generated. In fact, we have a constant number of nine broadcast messages and an average of 83.7 point-to-point messages. Finally, each task is accomplished in an average time of about 70 s.
In the latter set, where we forced a fixed number of conflicts, similar results were found. In particular, there were constantly 15 broadcast messages and an average of 118.2 point-to-point messages for each experiment. Extra messages in this case were used to detect and solve conflicts. Since conflicts are detected and solved before invalid tasks are started, the conflicts do not significantly impact the overall performance of the system.
B. Experiments in a Simulated Environment
To perform experiments with a larger team of robots and to have a larger data set to analyze, we evaluated our approach also in a simulated environment. To this end, we have used a general robot development framework for realizing the robotic agents [25] and implemented an environment manager to manage interaction between robots and objects and among robots. This framework provides an infrastructure for developing modules that are functional components and for connecting them to drivers that are interfaces to hardware components. The modularity of the framework allows for connecting functional modules to either drivers operating real hardware devices or drivers simulating them, while maintaining the same architectural connection of modules and drivers. More specifically, we have realized (or reused) the main functional modules for perception, localization, navigation, action execution, planning, and coordination and connected them to drivers simulating vision, network communication a nonholonomic robotic platform and a simple grabbing device. The environment manager is in charge of handling interactions between robots and objects and among robots in the environment. It provides each robot with information about the position of objects and other robots, according to its perception capabilities. Moreover, it receives information on robot positions and actions to manage interaction with the objects (e.g., grabbing of the objects, bumping of objects into other objects or robots into each other). This process is connected only with the specific drivers, thus being transparent to all the functional modules. In fact, the modularity of the framework allows for directly using some of the developed modules on the robotic platforms.
Finally, a graphical application is used to display the status of the robots and of the environment. This setting provides us with all the necessary features that are required to validate the approach and evaluate the system performance.
C. Performance Evaluation
For a quantitative evaluation of our approach, we have identified a set of initial configurations varying the number of robots involved in the foraging task.
We let the system run until all the tasks have been accomplished and then we measure the time needed to accomplish the task and the number of exchanged messages. Note that the simulation system introduces perception errors that lead to conflicts as discussed in Section III. Moreover, in the experimental setting we enforce the and constraint in the grabbing phase, ensuring that each grabbing task is performed by exactly two robots which correctly synchronize their actions. Therefore, each task can be accomplished only if conflicts are correctly solved and robots synchronize their actions. All performed experiments have terminated, thus showing that the algorithm can successfully manage conflicts and that and constrained roles do not cause deadlocks, always converging to a valid allocation. Moreover, we verified the statistical relevance of our results, using the Student's t-Test [26] .
We performed two classes of experiments. In the first class we varied the number of robots with a fixed number of tasks and environment dimension. In the second class we varied the number of robots and number of tasks keeping the ratio tasks/robots constant.
D. Results With a Fixed Number of Objects
In Figs. 3 and 4 , we report the results obtained by varying the number of robots for a fixed number of tasks. We varied the number of robots from four to ten and fixed the number of objects to be collected to three. In the experiments all robots can perceive all objects, thus generating the highest number of possible conflicts. shows interesting behavior with respect to time for completion: the time needed by robots to accomplish all tasks decreases when the number of robots increases, but when too many robots are present in the working environment, performance degrades slightly due to spatial conflicts. The results suggest that there is an optimal number of robots to accomplish the task beyond which, adding more robots to the system decreases the overall performance, if the number of tasks and the size of the working environment remain fixed. For this particular situation the Student's t-Test shows that the probability that the two distributions derive from different experimental configurations is very high when comparing the four-robot case with the other combinations, but it decreases significantly when comparing six robots with eight and eight with ten. This confirms the intuition that adding more robots to a team of six robots does not impact the performance in terms of average time for completion. Fig. 4 reports the number of messages exchanged per robot per second. The number of messages increases with respect to the team size for two main reasons: 1) because of a higher number of conflicts and 2) because of the presence of cycles of not allocated tokens. In fact, when tokens are refused by all the robots, they wait a given amount of time and then they are reinserted into the system.
However, results show that the number of messages exchanged per second is very small. Consider that coordination methods based on iterative Task Assignment (e.g., [16] , [17] ) for a similar application with n robots and m tasks would require nm messages for each robot at each time step (i.e., for ten robots and three tasks it would be 30 messages per robot per time step, with respect to three needed by our method).
E. Results With Varying Object Number
Figs. 5 and 6 report results obtained varying the number of tasks. We kept a constant ratio between the number of robots and the number of objects present in the environment, scaling the environmental size accordingly. In particular, we use n objects and 2n robots, varying n from 3 to 6. The working environment is a square with a side of 1000 Ã n mm and the collect area is a square with a side of 100 Ã n mm located in the center of the working field. Objects and robots are scattered in the environment with a uniform random distribution.
The main goal of this experiment is to study how the message load and time for completion change when the system scales in size.
In Fig. 5 we report the number of robots on the x axis and the average time for completion divided by the side of 
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the working region on the y axis. We consider such a performance measure to discount the extra amount of time needed by robots to travel from their positions to the objects, which clearly increases with the environment size. Results show that our performance measure is bounded for all the considered situations, suggesting that such measure does not increase scaling the system size (i.e., number of tasks and number of robots). This shows that our approach is able to scale with the system size, ensuring a correct and quick allocation from small up to medium size teams.
In Fig. 6 we report all messages exchanged by the coordination algorithm for our experimental scenario. In this case, we measured the number of messages exchanged for each robot and for each task divided by the time needed to accomplish all tasks. In a Token Passing approach without broadcast communication, such a measure would have been constant with respect to the number of robots. In fact, once all tokens are inserted into the system, at each time step each robot sends a point to point message for all unallocated tokens it holds. The behavior shown in Fig. 6 characterizes the ability of the system to send broadcast messages only when needed. The results are comparable to the ones obtained with market based approaches (e.g., [10] , [27] ) and significantly better than the ones based on iterative broadcast communication (e.g., [16] , [17] ). This is explained by the fact that our approach sends broadcast messages only for solving conflicts, market based approaches use broadcast for the bidding process at each task assignment, while the iterative methods send broadcast at every cycle. Fig. 7 reports the number of conflicts detected and solved by each robot during the simulations. The measure includes conflicts which arise from simultaneous perception and from incorrect active task perceptions. As shown in the figure, for all situations we detect and solve a relevant number of conflicts. Results reported here refer to the situations with a fixed number of objects and varying robots. The number of conflicts increases with the number of robots. This is because when the number of robots increases, there is a higher chance for simultaneous task detection and incorrect active task perception. Similar behavior is obtained varying the object number.
Finally, in Fig. 8 we report how the communication bandwidth used by the coordination algorithm changes with time. The x axis reports the simulation cycles, while the y axis reports the number of total messages present in the communication channel for each simulation cycle. The communication channel presents a burst of messages for few simulation cycles and is almost empty for most of the others. In particular, there is a big burst of messages in the first cycles due to the several tasks which are simultaneously perceived by all robots. Once conflicts are solved, the used bandwidth dramatically decreases. Such results show that our approach is able to dynamically use the communication channel, requiring bandwidth only when it is needed for the coordination algorithm.
VII. RELATED WORK
In order to put the proposed approach in a proper perspective with respect to the literature on Task Assignment and cooperation in MRS, it is worth recalling that cooperation based on Task Assignment can be typically considered as a strongly coordinated/distributed approach [1] . Such form of coordination is based on explicit communication and the system is distributed, without any kind of static or dynamic leader deciding the assignment of tasks. However, there are no assumptions on the size and composition of the team: namely robots can be heterogeneous and the proposed technique is expected to scale up with the number of robots. In addition, Task Assignment, as proposed in this paper, can be viewed as a socially deliberative technique for cooperation in MRS, since the agents explicitly interact (exchange information) in order to identify the most effective team organization. It is therefore significantly different from the Reactive Task Assignment (e.g., [11] ), where each member of the team decides whether to engage itself in a task, without (re)organizing the other member activities. Reactive approaches drastically reduce the requirements on communication; they seem, however, inherently limited in terms of the level of cooperation that they can support.
Among the approaches that are much more directly related to socially deliberative Task Assignment in MRS, as proposed in this work, we consider Iterative Task Assignment (e.g., [16] , [17] ). Iterative approaches allocate all tasks present in the system at each time step. In this way, the system can adapt to environmental conditions ensuring a robust allocation. However, such approaches generally require to know in advance the tasks which have to be allocated, while a main features of our approach is to dynamically generate tasks based on robot perceptions. Moreover, such approaches make use of broadcast messages for each task allocation, thus requiring a large communication bandwidth.
Sequential Task Assignment methods (e.g., [14] , [15] , [28] ), are more closely related to our approach. Such methods allocate tasks to robots sequentially as they enter the system, thus tasks to be allocated are not required to be known before the allocation process begins. In this category we include market-based approaches, which have been recently successfully applied to MRS task assignment (e.g., [10] , [27] ). Such techniques suffer in general from a large requirement in terms of bandwidth due to the back and forth of messages exchanged in order to assign tasks. One possibility to overcome this problem is through the hierarchical organization of teams. Nonetheless, a Token Passing approach, which substantially limits the need for broadcast communication, seems to be more scalable and flexible in terms of communication requirements. As already noticed, in general, the above cited approaches to Task Assignment do not specifically address the problem of dynamic generation of tasks as well as the possibility of conflicts arising from dynamic task perception.
The work by Zlot et al. [10] presents a team of robots involved in an exploration task. Coordination is achieved by using a market-based approach. Robots exchange points of interest to be visited in order to build the map of the environment more effectively. Since the exchange of tasks is carried out through an auction mechanism based on broadcast communications, robots are able to detect whether a given interest point is allocated to more than one robot. In this respect the approach is similar to our conflict detection mechanism, but in our work we also consider conflicts arising from properties that change over time during task execution (e.g., identical moving objects) and provide a low-bandwidth approach to conflict resolution. Hence, we made a quantitative analysis of conflicts occurring both in the simulated environment and on real robots, with respect to the number of messages needed to address such situations. This approach is robust to robot loss and temporary communication breakdown, while these issues are not considered in this paper. However, the problem of considering at the same time a complete conflict-free allocation and robustness to robot loss can only be achieved by using redundant messages, thus affecting network performance.
Hybrid solutions which merge characteristics of different types of task allocation have been investigated. For example, an emotion-based approach has been proposed for multirobot recruitment [29] . Such an approach can be considered intermediate between sequential and reactive task assignment. With respect to our approach such method seems to require a larger bandwidth due to extensive use of broadcasts message. Moreover, as in previous approaches, this work does not explicitly take into account conflicts due to dynamic task perception.
Conflicts arising in Task Assignment are specifically addressed in other works [30] , [31] . However, conflicts described in those works are only related to the use of shared resources (i.e., space), while our approach can address a more general class of conflicts, such as the ones that arise when task properties change over time.
As for MAS, an interesting approach to conflict detection is presented by Scerri et al. [32] . This work is specifically targeted toward large-scale MAS. Agents are dynamically organized in subteams and share information only through point to point messages; task allocation is performed by using a token-based approach. Conflicts in this setting can be revealed and solved if overlaps among subteams exist. Authors show that for such large scale teams (i.e., 200 agents) chances of having overlaps among subteams is high, and thus conflicts can be solved most of the time. As previously mentioned, in our setting we are interested in providing guarantees of conflict-free allocation; therefore, we use broadcast communication to detect and solve conflicts.
Summarizing, the Token Passing approach chosen as the basis of this work is suitable to address several issues highlighted in the above discussion. However, a possible weakness of Token Passing can be identified in the nonoptimality of the proposed solutions. There appears to be a tradeoff between optimality and communication requirements. In this respect, Token Passing can be regarded as a good compromise between the need for communication and the optimality of the solution. In fact, methods based on Iterative Task Assignment guarantee an allocation based on constantly updated information, but require a consistent communication overhead to maintain synchronized agent knowledge. In particular, Token Passing has been tested and evaluated in a large-scale team of heterogenous agents, with strict constraints on [19] .
Market-based approaches represent a more continuous spectrum of solutions to address the trade-off between optimality and communication load, but require, in general, a higher amount of messages to synchronize agent activities. The Token Passing approach, on the other hand, does not need any synchronization among robots in the task allocation process, thus allowing for a fully distributed system design.
In addition, one should consider that the dynamic reassignment of tasks must take into account not only the optimality of the assignment, but also other aspects such as the need to avoid oscillations between nearly optimal solutions, which would substantially change the behavior of the individual robots; such a situation would lead the system to waste much time in selecting an assignment, while little progress is made toward the completion of the task. In other words, switching to a potentially superior assignment may not be effective if one takes into account the cost of switching. Moreover, the inaccuracies of perception may lead to repeated changes from one assignment to another, thus preventing the system from completing a task. This issue can be explicitly addressed through the use of hysteresis to regulate the task switching procedure [16] . Hysteresis, however, has to be finely tuned to reach good performance of the system, while approaches based on Sequential Task Assignment and on Token Passing can overcome the problem with an accurate design of the capability functions.
VIII. CONCLUSION AND FUTURE WORK
In this paper we have presented a distributed algorithm for Task Assignment in dynamic environments. The presented approach is based on Token Passing to role allocation and successfully achieves the integration of Task Assignment with dynamic object perception from the environment. The approach can detect and solve conflicts in role execution and provide correct allocations for constrained roles.
It is worth emphasizing that our experimental scenario is quite complex for MRS coordination. In fact, it takes into account specific characteristics of real-world environments (e.g., allocation conflicts on indistinguishable moving objects), which are not usually considered in other coordination scenarios. Such features have required the definition of a new Task Assignment problem and associated solutions that are not taken into account in previous work (e.g., [19] ).
The experiments performed show that our approach is able to effectively assign tasks to robots, while detecting and avoiding conflicts among team members. Moreover, the solutions adopted to implement the described coordination method on the Sony AIBO robots are well suited for our reference scenario. Finally, the quantitative evaluation performed in the simulated environment shows that the method successfully allocates tasks to robots in different operative conditions, scaling with the size of the team while maintaining a very low communication overhead.
Token Passing has been applied to Task Assignment in presence of conflicts in large scale MASs [32] . The method presented there does not use broadcast messages, but it does not guarantee the absence of conflicts. In this work, the use of broadcast messages has been carefully introduced in order to guarantee a conflict-free assignment for robots acting in real environments with dynamic perception.
The use of broadcast messages introduces a significant constraint on the robot communication network and thus limits the scalability of the system. However, the coordination algorithm proposed in this paper does not pose severe limitations on communication, since it requires a very low bandwidth: it scales up to the size that the communication system allows for reliably sending broadcast messages.
Moreover, it is important to observe that dealing with dynamic perception requires a certain amount of accuracy in the perception capabilities of the robot. A strict relationship exists between the perception capabilities of the robots and their ability to distinguish tasks. In fact, when perception errors lead to incorrect task detection, the coordination mechanism may either lose performance or fail. Perception accuracy also limits task execution: for example, in our collecting scenario there is a limit of the minimum distance between two objects. The interplay between perception capabilities and Task Assignment is therefore a critical design issue in order to achieve successful coordination in MRS.
As future work, several interesting extensions could be considered in order to realize a more robust system: relevant information on the object state (e.g., position) could be exchanged among agents, through the tokens. In this way, we would reduce the possibilities of false positives in the task generation process and further optimize the allocation process.
Cooperative perception techniques could be used for building a consistent global state of the world. Decisions based on such a global world state would improve the allocation process.
Another interesting direction of research is to dynamically change the number of robots involved in the task allocation. Robots should be added or removed (e.g., for a robot failure) from the system, while the team is performing its task. As a special case, this feature will allow for dealing with (temporary) robot failure or lost connection. In order to deal with a variable number of robots in the team, it is necessary to use redundant messages and higher communication bandwidth. The tradeoff between robustness to robot loss or communication failures and communication bandwidth must be carefully considered depending on the application that is being realized.
Finally, to further scale the system size, we could divide the robotic agents into different communication channels, and broadcast information only within each channel. Robots should be able to dynamically leave and enter communication channels depending on the current environment configuration. The conflict detection algorithm should be properly extended to guarantee conflictfree allocation also in such a setting. 
