A direct imaging algorithm for point and extended targets are presented. The algorithm is based on a physical factorization of the response matrix of a transducer array. The factorization is used to transform a passive target problem to an active source problem and to extract principal components (tones) in a phase consistent way. The
I. INTRODUCTION
In reflection seismology, ultrasound imaging in medical applications, detection of defects in nondestructive testing, underground mine detection and target detection using radar or a sonar system and so on one seeks to identify the location and shape of some scatterers by sending probing waves and measuring the scattered waves, e.g., using scattering relations. This is in general an ill-posed (non-linear) inverse problem. Imaging the whole medium using a general inverse problem approach may be too complicated and too expensive to be practical in many applications, for instance if the imaging domain is large compared to the wavelength. If the background medium is homogeneous and some simple boundary condition is satisfied at the boundary of the target, the inverse problem can be turned into a geometric problem, that is, the problem of determining the shape of the target from the scattered wave field pattern. Using non-linear optimization approach in this case is still difficult and computationally expensive. 
II. RESPONSE MATRIX AND IMAGING POINT TARGETS
Our imaging setup uses an array of transmitters that can send out probing waves into the region of interest and an array of receivers that can record scattered waves. Our measurement data is the response matrix whose elements are the inter-responses between array elements. The arrays can enclose the region of interest (full aperture) or can have partial aperture. For simplicity, we first consider an active array when the array of transmitters and the array of receivers coincide, moreover, time harmonic waves. Assume that there are N transducers, which can function both as a transmitter and as a receiver, and that are located at ξ 1 , . . . , ξ N . The P ij element of the response matrix P is the received signal at transducer j for a probing pulse sent out from transducer i. Assume that there are M point targets located at x 1 , . . . , x M with reflectivity τ 1 , . . . , τ M . The response matrix in the Born approximation has the following simple structure using spatial reciprocity transducer array, i.e., the separation distance between the targets is larger than the resolution of the array, we have that the point spread function and dipole (by contrast in density) 17, 18 . Our formulation and imaging function only uses the monopole component which works for hard scatterers. We should be able to modify our imaging function to take into account diploe which will be discussed in our future work.
To motivate our imaging algorithm consider first the case with a point source at the m'th scatterer location, the vector of observations at the transducer array is then
Phase conjugation at the mirror and back-propagation to the imaging domain corresponds to forming the imaging function:
, where x is a search point in the domain and the superscript H denotes the transpose and complex conjugate. Note that physical time-reversal corresponds to phase conjugation in frequency domain and then backtransformation to time domain. In the inverse problem setting, although x m is unknown, an estimate ofĝ(x m ) can be obtained (up to a constant phase) via the singular value decomposition of the response matrix. The imaging function will peak at the source location
. In particular if we use normalizedĝ(x)
andĝ(x m ) in the above imaging function, it is an optimal matched filter 19? ,20 . Classic
Rayleigh resolution theory gives that I m (x) will be supported in the neighborhood of the source-point x m with a lateral resolution of order λL/a. Here λ = c 0 /ω is the wavelength, L the distance from the array to the source and a the aperture of the array and c 0 denotes the speed of propagation.
We compute the Singular Value Decomposition (SVD) of the response matrix to extract dominant singular vectors (tones). This matrix factorization corresponds to turning passive targets into imaging sources for the scattered wave. However, the SVD of a matrix is unique up to a complex phase, e.g, if the following is a SVD 
First, this imaging function removes the phase ambiguity of the SVD of the response matrix.
Second, for well resolved point targets,
Note that by "squaring" in this way, instead of using norm square, we maintain the phase information, e.g., the phase information is just linearly doubled. Next, we superpose the dominant tones for the different frequencies to obtain the general form of the multi-tone imaging function:
We remark that for an active array with the transmitters and receivers coinciding, the response matrix P is complex symmetric, and can be factorized as P = U ΣU T . The imaging function then becomes 
The response matrix in the Born approximation has the following form in the case of M point targets located at
Thus, the column and row space of P is spanned by g s (x m ) and g T r (x m ) respectively. Accordingly the multi-tone imaging function is constructed as
Hereĝ denotes the normalized illumination vector.
The frequency weight function α(ω) can in principle be chosen to reflect the signal to noise ratio of different frequencies. However, here we will not discuss this issue and use a . In particular when there is strong noise present, e.g., low signal to noise ratio (SNR), M ω is an important thresholding (regularization) parameter
13
.
An important strength of the multi-tone algorithm is that it is quite robust with respect to the choice of M ω . In particular when the noise level is low, we can choose it to coincide with the smaller dimension of the response matrix. This is not the case for for instance the 8 MUSIC algorithm, described below, whose imaging result depends more sensitively on the thresholding.
We summarize by stating that two important features of the multi-tone imaging algorithm are:
1. The SVD factorization of the response matrix turns a passive target detection problem into an active source detection problem. The principal component (tone) decomposition of the response matrix takes the full array into account simultaneously and extracts dominant information or "tones" via the singular value decomposition, giving a robust imaging scheme.
2. The imaging function exploit coherent phase information via superposition of complex tones.
Next, we compare our multi-tone imaging algorithm with two other popular imaging algorithms. For simplicity we discuss the active array case.
MUSIC. The MUSIC imaging function
is based on the projection to the signal space spanned by dominant singular vectors, which is equivalent to the following quantity:
where M is the dimension of the signal space that is determined according to the resolution and/or the signal to noise ratio (SNR) analysis 13, 21 . However, phase information is lost after projection and hence it is difficult to superpose multiple frequencies based on phase coherence. Thus, travel time information is not effectively utilized in this implementation of the MUSIC imaging functional. 
whereg(x) is the Green's function without the spatial decaying factor (1/ x ) and N is the number of transducers. The above formula is similar to (1) In summary our multi-tone imaging algorithm takes advantages of both approaches in a natural way. Like MUSIC, our algorithm is based on the SVD of the response matrix and a resolution and/or SNR based thresholding, to extract principal components (tones) from the full array information. The principal components are used collectively and in an uniform weighting situation. This is particularly important for imaging extended targets. The response matrix for an extended target can have many principal components 14, 18, [23] [24] [25] [26] [27] . The collection of all these principal components contains information about the extended target.
On the other hand, instead of using a projection operator as in MUSIC, we use a propagation operator as in the Kirchhoff method which maintains coherent phase information and allows linear superposition of different tones (components) and multiple frequencies. Only at locations with strong scattering are phases of different tones and different frequencies in our imaging function coherent. Like in the Kirchhoff method travel time information is thus utilized in our imaging function. Our approach is based on gaining robustness via using the singular value decomposition of the response matrix to extract coherent information and is extremely simple to implement. We remark that other recent approaches like the CINT method 22 aim at extracting information via carefully screened cross correlation computations of the observations. This approach has been shown to work quite well in a strongly heterogeneous environment but is less direct in its implementation.
III. EXTENDED TARGETS A. Dirichlet Boundary Condition
We consider the situation with an extended target. First, let us assume a Dirichlet boundary condition for the target, i.e., a sound soft target. Let Ω denote the target and Ω c the exterior of the target. Let G Ω (x, y) be the associated Green's function that solves
and a far field radiation boundary condition. The scattered field at transducer ξ j corresponding to a point source at ξ i follows from Greens formula and is
where G 0 is the free space Green's function. A physical interpretation is that the source of the scattered wave field is a weighted superposition of monopoles at the boundary. The response matrix can be written
where g(y) is the illumination vector for the homogeneous background, which is known, and
g Ω (y) is the illumination vector
which is unknown.
The equation (4) gives a factorization of the response matrix that separates the known and unknown components. Thus, the response matrix is superposed from illumination vector g(y), where y belongs to the illuminated parts of the boundary, e.g., where
is not small. Therefore we apply SVD to the response matrix to extract the singular vectors u m (v m ) and then use the imaging functions (2) for symmetric active array and (3) if the transmitter array and receiver array are different. This imaging function will peak at the well illuminated parts of the boundary. Physically, the peak can be explained by the fact that the boundary becomes as the source for the scattered field and iterated time reversal, i.e., power method for finding singular vectors, will focus on the boundary. The thresholding strategy for extended targets introduced in 13 can be used to determine the thresholding parameter by an optimal cutoff.
We remark that the unknown weight function (illumination strength) for the monopoles at the target boundary,
, is not uniform in general due to geometry of the target, such as singularities and concavity of the boundary, and/or the array configuration, such as illumination angles and partial aperture. Locations on the boundary with stronger wave field, i.e, better illuminated by the source, have more weights. These factors will be reflected by the magnitude of singular values for different singular vectors. In our multi-tone algorithm each principal component will be given an equal weight as long as its corresponding singular value is above the noise threshold. That is why our imaging function give a fairly uniform intensity on the well illuminated boundary. This is an important aspect of our approach:
by taking out the scaling of the tones by the singular values we focus on the geometrical aspects of the extended scatterer and compensates for differences in relative illumination strength. Thus differential parts of the boundary is imaged with a similar fidelity.
B. Neumann Boundary Condition
For a sound-hard target, with a Neumann boundary condition for the extended target the response matrix has the form
In other words, the source of the scattered wave field is a (unknown) weighted superposition of dipoles
∂g(y) ∂ν
at the boundary. Therefore, the normal direction is part of the unknown in the imaging function. As is done in 13 we will incorporate a direction search in our imaging function, e.g., among a fixed collection of discretized directions, µ j , j = 1, 2, . . ., we maximize the imaging function among these directions at a searching point x. Our Multi-tone imaging function is then in the general case:
C. Limited or Synthetic Aperture
For single frequency and full aperture the MUSIC algorithm typically works better than Multi-tone. However, for limited aperture or synthetic aperture with multiple frequency data MUSIC may fail while Multi-tone can work well. We demonstrate below that the multi-tone algorithm works well also in a case with limited or synthetic aperture.
D. Far field data
In the previous sections the response matrix is defined in terms of near field data, with the sources and receivers in near field. In some applications, the measurement data is far field data, that is, the incident field is essentially a plane wave and the far field pattern of the scattered field is recorded.
We now discuss briefly the case for far field data. For Dirichlet boundary condition, the element of the response matrix P ij corresponds to the far field pattern of the scattered field in the jth direction due an incident wave coming from the ith direction:
where the total field u is due to incident plane wave coming from the directionθ i , where
for three dimensions and β = − e iπ/4 √ 8π|k| for two dimensions.
In matrix form The numerical data used for imaging targets in heterogeneous medium is the scattered wavefield by the target and the background heterogeneous medium, i.e., the the difference of the two wavefields corresponding to the medium with targets and the homogeneous medium respectively. The goal is to image dominant scatterers/targets without imaging or knowing the details of the background medium, which is very desirable in many practical applications. The situation is also more difficult than using the difference data, i.e., measuring the difference of the two wavefields corresponding to the medium with targets and the same medium without targets respectively. Figure 2 and Figure 3 shows the imaging results using multi-tone imaging algorithm using different number of frequencies and different number of leading singular vectors. It shows clearly that:
• Superposition of coherent phases from multiple frequencies improves range resolution.
• Using the leading three singular vectors (the best SNR thresholding) produces the best results, However, the imaging result is not very sensitive to thresholding.
• The partially blocked target has a better visibility compared to the Kirchhoff migration for the reason discussed in Section II. As shown in Figure 1 , the SVD pattern is more complicated in random medium due to multi-pathing. Figure 4 shows the imaging results using the multi-tone imaging algorithm, which demonstrates the following:
• The location information of three point targets is not included in the first three singular vectors.
• Involving more singular vectors, even without thresholding, works well since only strong scattering at targets are superposed coherently (in phase) across different fre- quencies.
• Again the partially blocked target has a better visibility compared to the Kirchhoff migration. 
B. Extended targets
In this section we test our multi-tone imaging algorithm on extended targets with full aperture, limited aperture and synthetic aperture using near and far field data. All near field data are simulated by solving the Helmholtz equation using finite difference method with PML 28 boundary condition. Since the forward solver is not required to be very accurate, we did not implement special treatment on the target boundary, i.e., the standard stencil is used. Far field data is generated using a boundary integral method 14, 29 . The simulations are in 2D.
We away from the target and the forward data is again generated using a finite difference method with the perfectly matched layer (PML) technique
28
. The multiplicative noise is modeled We next test with synthetic aperture. We use the following implementation of synthetic aperture. Let P be a 80-by-80 response matrix corresponding to an active circular array with full aperture (as above), and P n = Q(n : n + 19, n : n + 19), where n = 1, 11, 21, ...61, then the P n 's are the 20-by-20 response matrices with limited aperture and a partial overlap.
We use P n at the same 6 frequencies as above. Targets. Figure 10 shows the multi-tone imaging function with synthetic aperture data for a sound-soft (Dirichlet boundary condition) object. The top one is the result for homogeneous medium with clean simulated data. For the middle one, 10% multiplicative noise is added to the data. The bottom one shows imaging in a random medium with 10% standard deviation.
The correlation length is about a wavelength.
In contrast, the MUSIC algorithm does not provide a good imaging function for limited/synthetic aperture data. Figure 11 shows the result using the MUSIC algorithm with synthetic aperture data. The kite shape is not clear.
Finally we test the multi-tone imaging algorithm using far field data. The only change made is in the form of the illumination vector, i.e., using the far field pattern of the Greens function. Figure 12 shows the multi-tone imaging function for far field data with clean simulated data (left), and with 100% multiplicative noise added to the simulated data (right).
Three wave numbers are used, k = 5, 6, 7, so that the target sizes are on the scale of the wavelength. The forward data is here generated using the boundary integral method. In this case 32 plane incident waves are used and the far field data is collected at the same 32 directions.
We remark that the thresholding strategy discussed in However, in our tests the results are not very sensitive to the thresholding, which means that the multi-tone imaging function is already quite robust and is easier to use in practice.
Thus we also expect that our imaging results are robust with respect to numerical errors and artifacts by our numerical scheme that generate the data.
In the last set of tests, we show imaging with arrays that have transmitters different from receivers, or plane wave incident angles different from far field data angles. Figure 13 shows the multi-tone imaging function using wave numbers k = 5, 6, 7 for far field data with plane wave incident from the right (16 directions) and far field pattern recorded on the left (16 directions) . Dirichlet boundary condition is used.
Again, for limited aperture only part of the boundary that is well illuminated is seen in the imaging function. Figure 14 shows the multi-tone imaging function using wave numbers Only the part of the kite boundary that is well illuminated by the array can be observed in the imaging function.
V. CONCLUSIONS
We propose a direct imaging algorithm, the multi-tone method. The algorithm is simple and efficient because no forward solver or iteration is needed. This method provides a framework for balancing spatial diversity via the singular value decomposition with frequency diversity via superposition of coherent phases. By taking advantage of phase coherence of multiple frequencies, the imaging is enhanced and is robust with respect to noise. The algorithm can deal with limited or synthetic aperture data naturally as well as with different material properties and different types of illuminations and measurements. More rigorous analysis will be carried out in our future study. 
