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Abstract
For the implementation of precision agriculture practices, accurate yield maps are needed. These yield maps
depend on accurate mass ﬂow measurements made during harvest, measurements that are diﬃcult to make
because of variability in yield and crop conditions within each ﬁeld. One way to estimate mass ﬂow rate in a
self-propelled forage harvester is to measure the displacement of feed rollers as material enters the machine.
In this work, a mathematical model that captures the interaction between the feed rollers and the incoming
material was developed to improve the accuracy of the mass ﬂow estimation. The model was developed
based on physical principles, various material compaction models, and discrete element method simulations.
When tested with experimental data, the model performed better than the current sensor system for some
parameter sets, and as well as the current sensor system for others. Because of the mathematical complexity
of the full dynamic model, and in order to reduce computation time, a reduced order quasi-static polynomial
model was developed to approximate the relationship between feed roller displacement and mass ﬂow rate.
Finally, the perturbation induced learning technique was investigated as a method to real-time calibration
of model parameters.
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Chapter 1
Background and Literature Review
1.1 Introduction
Precision agriculture is the application of technologies and principles to manage spatial and temporal vari-
ability associated with all aspects of agricultural production for the purpose of improving crop performance
and environmental quality [42]. In the past, because of small farm sizes, application of diﬀerent ﬁeld treat-
ments to account for farming variability could be done manually. However, as mechanization has made it
possible and economically feasible to farm very large ﬁelds, it has become increasingly diﬃcult to optimally
apply treatments that reﬂect the changing ﬁeld conditions within a given ﬁeld.
What initially enabled larger ﬁelds to be farmed was the introduction and increase in size and power
of tractors and other agricultural machinery. The larger equipment, while able to cover more area, was
relatively simple and oﬀered limited operational ﬂexibility. As a result, the same treatments were applied
uniformly in every ﬁeld. With more advanced state-of-the-art technologies, it has become possible to apply
diﬀerent ﬁeld treatments to diﬀerent parts of the ﬁeld. As a result, precision agriculture has developed over
the past two decades as a means to make informed decisions regarding farm inputs and best practices in
order to decrease cost and increase productivity of modern farms.
Fields are no longer treated as large homogeneous plots of land. Instead, intra-ﬁeld variability is taken
into account when diﬀerent inputs are applied to diﬀerent parts of the ﬁeld [49]. Types of variability that
exist within a ﬁeld can be broadly divided up into six groups: yield variability, ﬁeld variability, soil variability,
crop variability, variability in anomalous factors, and management variability [58]. Yield variability is what
ultimately needs to be understood to maximize proﬁts. This therefore drives many farming decisions. Field
variability comes from ﬁeld topography and physical geography. Soil variability is seen in soil chemistry,
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moisture content, mechanical properties, and depth. Crop variability comes from diﬀerent physical properties
such as crop height and diameter, as well as growth stage and grain quality. Anomalous factors include
infestations of weeds and pests, as well as eﬀects of weather. Finally, management variability includes
choices in tillage, seeding, irrigation, fertilizer application, and other farming practices.
The technologies that have enabled precision agriculture include geographic positioning systems (GPS),
geographical information systems (GIS), automatic control, inﬁeld and remote sensing, and improved in-
formation processing and telecommunications [58]. With this improved ability to measure and quantify
in-ﬁeld variability, a driving force of precision agriculture has been the opportunity to use this information
to enhance agricultural production.
One of the most vital pieces of information for precision agriculture are yield maps. In fact, yield maps
are the most popular tools used in US precision agriculture [42]. Yield maps quantify the spatial productivity
of a particular tract of land in units of mass of desired product per unit area. One reason for their popularity
is the ease of producing yield maps with on-board yield monitoring systems that use sensors to measure
mass ﬂow rate. Such yield monitoring systems require relatively little additional equipment when compared
to other yield mapping technologies such as satellite imagery, aerial photography, and predictive modeling.
This has led to their widespread adoption. Yield monitoring systems also allow for creation of yield maps of
much greater spatial resolution than is practical with the other methods [42].
Yield maps are used to make informed decisions about critical farming choices such as fertilizer application
and soil drainage improvements [5, 19, 52]. Yield maps quickly indicate under-producing areas of particular
ﬁelds. Though such maps do not explain the causes of low yield, they give quantitative information to the
farmer as a basis for decision making. For example, if a yield map indicates low yield in an area that a
farmer knows has poor drainage, the farmer can make an informed decision whether or not to spend money
on improving the land. Based on how low the yield is, and what the average increase in yield is with
improvement of drainage through tiling, the farmer has qualitative data on which to base farming decision
instead of relying on impressions and gut feelings.
As technology enables ﬁner control of the application of inputs to the ﬁeld, more accurate yield data
is needed. The use of variable-rate application of fertilizers, insecticides, herbicides, and other treatments
has become more and more prevalent. In order to maximize the eﬀectiveness of this new technology, yield
maps are needed to show how the application of ﬁeld treatments should be varied. The better the spatial
resolution and accuracy of the maps, the more ﬁnely the application of treatments can be made, and thus
the more cost savings and environmental beneﬁt can be realized.
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Figure 1.1: A John Deere self-propelled forage harvester (used with permission from Deere & Co.).
1.2 Yield mapping and harvest machines
Yield mapping with yield monitoring systems has been investigated quite extensively for grain crops harvested
with combines. Combines cut, thresh, and separate grain from the chaﬀ, keeping only the desired grain and
leaving the unwanted material in the ﬁeld. In order to estimate the yield of clean grain, the mass ﬂow rate is
measured only after the separating process. This leads to both temporal and spatial lag between the sensor
reading and the actual yield due to the location of the sensor measurement and the indirect path the material
takes to reach the measuring point. Consequently, various authors have proposed methods for processing
the sensor measurements to recreate a spatially accurate yield map [3, 6, 9, 28, 45, 47, 55, 54, 56].
The available literature on yield mapping is sparser in the case of material harvested by forage harvesters
[17, 53]. Forage harvesters, like the one seen in Fig. 1.1, are in a sense simpler machines than combines
because there is no threshing or separating operation. Instead, there is only chopping and acceleration of
material. This does not cause appreciable spatial or temporal lag. These operations are, nonetheless, very
ﬁnely controlled to ensure proper length of cut of the material to maximize storability and the potential
for farm animals to absorb the nutrients from the material, as well as to minimize losses from improper
conveyance of the chopped material.
A challenge in producing yield maps with any type of harvester is having yield monitoring systems that
can handle the wide variety of materials that each machine harvests. Combines are used to harvest cereal
crops such as wheat, maize, rice, and barley, as well as legumes, such as soybeans. Forage harvesters are
used to harvest corn, alfalfa, and other grasses used for silage. In order for a yield monitoring system to
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produce accurate yield maps, it must be ﬂexible enough to accurately estimate the mass ﬂow rate when
harvesting all the diﬀerent crop types. In addition, it must be able to accurately estimate mass ﬂow rate
when the physical properties of the harvested material change, for example, for diﬀerent levels of moisture
content and varying drying times.
A further complication in forage harvesters is that the material being harvested is composed of many
diﬀerent plant components [13]. On combines, the yield monitor only handles material composed of a single
part of the plant (e.g. the kernel), while on forage harvesters, the material coming in is composed of all the
diﬀerent plant components. The physical characteristics of each plant part such as stem, leaf, and kernel,
will aﬀect how the bulk material will behave. For example, thicker and longer stems will make the bulk
material stiﬀer. Not only do the properties of each part aﬀect the bulk material behavior, but also their
relative amounts. Materials harvested by forage harvesters are therefore diﬃcult to characterize due to the
variability in physical characteristics and composition. This makes estimating mass ﬂow rate and creating
yield maps particularly diﬃcult.
1.3 Sensor systems
There are several ways in which sensor systems on foragers can be used to generate yield data and yield
maps. One method would be to weigh the trailers that collect the harvested material. When a forager
harvests, the cut material is not stored on-board, like with combines, but is instead conveyed directly into
trailers that are pulled alongside the forage harvester. This trailer could then be driven to a weigh scale and
the mass of the harvested material could be determined. By dividing the measured weight by harvested area,
average yield for that swath of land could be computed. This method would require no addition of sensors
or modiﬁcations to the forage harvester and would only require keeping track of the speciﬁc harvested area
associated with each trailer.
Unfortunately, there are some shortcomings with this method that prevent it from being carried out or
used for precision agriculture applications. The number of trailers needed to keep up with a forager depends
on the density of the crop in the ﬁeld, the ground speed of the harvester, and the distance between the ﬁeld
and the storage area for the forage. For high density crops like corn, the number of trucks required can be
quite large. Therefore, it is infeasible to have to weigh each ﬁlled trailer since it would complicate an already
complex logistical operation. Weighing every couple of trailers and applying the average yield to multiple
swaths would simplify the logistical issues, but highlights a diﬀerent problem. The result of applying a single
average yield to multiple swaths of harvested land results in a loss of spatial resolution of the yield map.
Instead, only an aggregate value for a large harvested area is known.
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It is diﬃcult to make informed decisions about treatment application with this loss of detail. Areas of
low yield could potentially be masked by surrounding areas of normal yield and no information could be
gained from the yield maps. Also, if any treatment was decided upon based on the low-resolution yield map,
very little, if any, cost savings or environmental beneﬁts would be expected when compared to a uniform
treatment of the whole ﬁeld.
One way to re-gain spatial resolution using the weighing method would be to use instrumented trailers
equipped with GPS and a built-in scale. Weighing in the ﬁeld, as opposed to weighing on a scale, however,
is diﬃcult because any trailer with a built-in scale will be subject to the vibrations of the wagon and the
bumpiness of the ﬁeld, making sensor readings very noisy. It might also be very cost prohibitive to have to
instrument all the trailers used in the harvesting operation.
Ideally, yield should be quantiﬁed by measuring material just as it enters the harvester so there is
minimal loss of resolution due to temporal and spatial averaging. Imagine a control surface perpendicular
to the material feed direction through which all material must pass. If the density of the material passing
through the control surface and the speed of the material is known, then the instantaneous mass ﬂow rate
can be computed and a precise yield measurement for a given area of land can be found. To ﬁnd the mass
of material passing through the control surface, sensors can be used.
In contrast to yield estimates made through the direct weighing of the crop, most other sensors rely
on an indirect method to estimate mass ﬂow rate. Some of the sensors that have been investigated to
infer real-time mass ﬂow rates rely on displacement measurements of the feed rolls [31, 35, 46], strain-based
torque measurements at the cutter head [46, 53], radiometric measurements at the chopper spout [4], force
measurements at the chopper spout [46], frequency measurements at the chopper spout [35, 46], and optical
measurements at the chopper spout [35] (see Fig. 1.2).
As the material enters the forage harvester, it encounters a set of feed rollers inside the feeder housing. As
material passes between the physical rollers, which compress and propel the material into the machine, the
material pushes the feed rollers apart. The feed rollers are free to move in order to accommodate diﬀerent
amounts of material coming in, so measuring their displacement is a way to estimate volumetric ﬂow. If
density of the material is also known, then the mass ﬂow rate can be estimated.
Subsequent to passing through the feeder housing, the material enters the cutter region, where the cutter
head chops the material. The amount of torque applied to the cutter head depends on the torque required
to sustain a certain angular speed. The more material that comes through the machine, the more resistance
there will be to the rotation of the cutter head because there will be more material to cut. Therefore, in
order to sustain a constant angular rate, more torque is required. Thus, another way to estimate the mass
ﬂow rate through a forager is to place strain gauges on the cutter head shaft and correlate the measured
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Figure 1.2: Location and type of mass ﬂow sensors for potential use in forage harvesters.
torque with mass ﬂow rate.
After leaving the cutter region, the material is accelerated by a blower toward the exit spout of the
machine. Particular attention has been paid to the spout because of the well deﬁned geometries of the chute,
the uncomplicated path of the material, and the approximate steady state condition at that location. The
mass ﬂow rate can be measured through direct physical contact or inference of density. An example of a
direct contact measurement is the use of impact plates. Force measurements can be made on an impact plate
that is placed in the path of the exiting material and one could expect that the more force that is applied
to the plate, the greater the mass ﬂow rate would be.
Density can be inferred from radiometric or optical measurements that rely on an emitter of either
radiation or photons and a detector. The more often the beam of radiation or photons is interrupted, the
greater the expected density would be, and thus, the greater the estimated density, and thus the larger
the estimated mass ﬂow rate [4]. Frequency measurements of a capacitance controlled oscillator can also
be an indication of mass ﬂow rate. Given an oscillator whose frequency depends on the capacitance of a
parallel plate capacitor, as material ﬂows between the parallel plates, the capacitance will change causing
the frequency to change. This change in frequency can than be correlated with mass ﬂow rate.
While these sensors are all successful to some degree, the feed-roller displacement sensor has the advantage
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of being simple and closest to the front of the harvester. As indicated previously, this eliminates the temporal
spreading eﬀects that otherwise would occur as material passes through the harvester. The drawback is that
the displacement measurement can only give volumetric ﬂow information. In order obtain a mass ﬂow rate,
the crop bulk density is also needed. Therefore, to use this sensor, one either needs an independent way to
measure this bulk density or, alternatively, a more direct relationship between the feed roller displacement
and the mass ﬂow rate. The formulation of such a relationship is the objective of this thesis and is further
discussed in Chap. 3.
1.4 Sensor models
If the technical and logistical problems of a continuous weighing system could be overcome, this would be
a good solution to measuring mass ﬂow rate. A method relying on weighing has the advantage of being
insensitive to crop properties. If an instrumented trailer with a built-in scale is properly calibrated when
it is empty, then, no matter what type or condition of material is ﬁlling it, an accurate and continuous
mass measurement will be obtained. This can then be converted to a mass ﬂow rate. In contrast, other
yield monitoring sensor systems work on the premise that there is a quantiﬁable relationship between the
sensor reading and the instantaneous or time averaged mass ﬂow rate. Such systems are typically sensitive
to variability in crop type and crop properties and thus require repeated calibration.
One type of quantiﬁable relationship between sensor readings and mass ﬂow rate is in the form of an
empirical map. The diﬃculty in using an empirical model is the need to perform exhaustive experimentation
in order to cover the entire spectrum of crop varieties and harvesting conditions. For a given mass ﬂow rate,
the large number of factors that aﬀect the sensor readout and their variability during a single run across a
ﬁeld, make mass ﬂow rate predictions very diﬃcult. It is not always convenient or even possible to quantify
the parameters that aﬀect the computation of the predicted mass ﬂow rate. At best, those values can be
inferred from other more easily measured quantities. At worst, an educated guess must be made.
An alternative way to relate crop properties, machine parameters, sensor readings and predicted mass
ﬂow rate is to develop models based on physical principles. An accurate model may provide the means
to infer crop properties that otherwise cannot be measured and give valuable information for designing an
accurate sensor. As further developed in Sec. 3.3, the goal of the current research is the development of such
a model for a mass ﬂow sensor system of a forage harvester based on feed roller displacement measurements.
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1.5 Material models
A model for a mass ﬂow sensor system based on feed roller displacement needs to capture the complex
interplay between the machine components and material properties. As material comes into the feeder
housing where the feed rollers are located, it enters in the same state as when it was in the ﬁeld. However,
once it encounters the feed rollers, it is accelerated by the rotational speed of the rollers and compressed by
the combined weight and spring tension of the rollers. Thus, in order to establish a relationship between
mass ﬂow rate and feed roller displacement, there needs to be a clear understanding of how the material
deforms under an applied load and how its ﬂow is aﬀected by contact with the feed rollers.
One basic component necessary for this understanding is a constitutive model that governs the bulk
stress-strain relationship of the material during compaction. Such a stress-strain relationship will indicate
how far the material will compress when a certain load is applied to it. Because the material coming in is in-
homogeneous in its composition (presence of various components such as stems and leaves), the deformation
characteristics of the material as a whole depend on the properties and proportions of the individual com-
ponents. Deformation characteristics also depend on bulk properties, such as porosity, associated with the
arrangement and interaction of all the diﬀerent components. Additional factors that aﬀect the compaction
of biomass materials are associated with the release, at high pressures, of cell contents such as protein and
pectin which act as natural binders [24].
The complex relationship between the amount of compaction and bulk and particle properties is diﬀerent
during diﬀerent stages of the compaction process. Some bulk properties, such as porosity, mainly aﬀect the
beginning of the compaction process, but are of no consequence after the material reaches a certain bulk
density. Particle properties, such as particle elasticity, have minimal eﬀect at the onset of compaction, but
are increasingly important once the density of the material increases.
During compaction, the modes of deformation also vary and include elastic, plastic, and viscous defor-
mation. It is not necessarily the case that diﬀerent deformation mechanisms occur sequentially. Instead,
elastic, plastic, and viscous deformation modes are often present simultaneously in the material. Mohsenin
[37] states that for biomass materials, there is always a part of the deformation that is irrecoverable, even
at very small strains. A large portion of this permanent deformation is related to changes of the porosity of
the material, rupture of weak biological cell structures, microscopic cracks in stems and leaves, and changes
in relative position of material components within the biomass [24]. In addition to the irrecoverable plastic
deformations, elastic deformations store energy within the material as it is compacted. This energy is then
released when the compressive force is removed and the material undergoes stress relaxation. Finally, vis-
cous deformation is deformation that is rate and loading condition dependent. This type of deformation is
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partially reversible. All these factors characterize the compaction behavior of biomass materials, and ideally,
a useful constitutive model would capture the most relevant eﬀects.
1.5.1 Empirical Models
Just as in the categorization of models of sensor systems into empirical and physics based models, constitutive
material models can be broken down into the same broad categories. Empirical models are developed from
data gained from laboratory experiments that simulate the desired mechanism that is being modeled. Data
from one such experiment is seen in Fig. 1.3. The data that is produced from the experiments is ﬁtted
with mathematical equations containing unknown coeﬃcients that are statistically determined such that the
mathematical equation matches the data as closely as possible. Such empirical models relating stress and
density have been proposed for rice, barley, wheat straw, corn stover, switchgrass, alfalfa, and biomass grinds
[8, 15, 16, 34, 38, 51].
Empirical models that relate stress to density can be used to establish the relationship between the feed
roller displacement and mass ﬂow rate. Suppose the force with which a feed roller compresses material is
known given the feed roller displacement (which is the case when feed rollers are mounted with springs, see
Sec. 3.3 for details). The force can then be converted to an average stress by dividing the force by the contact
area. Once the stress is known, the density of the material can be obtained by referencing an empirical stress-
density model of the type mentioned above. Now, if the material speed is known, the volumetric ﬂow rate
can be computed by multiplying the material speed by the cross sectional area determined by the feed roller
displacement. The mass ﬂow rate, m˙ can then be found using the formula
m˙ = volumetric ﬂow rate ∗ density (1.1)
When using an empirical model, it is important to know the loading conditions at which the empirical
models was developed. In most experiments reported in the literature, the loading rate was a controlled
experimental parameter that was kept constant throughout the duration of the test. If this rate was very
small, the resulting empirical model may not closely match the loading conditions of the forager. In a
forager, the equivalent to the experimental loading rate would be a function of the material feed speed and
the diameter of the feed roller. The higher the material feed speed and the smaller the diameter, the higher
the equivalent loading rate.
The simplest heuristic model that could be used would be to assume that the material always reaches
a constant density independent of loading rate. Simple experiments could then be performed to determine
this constant density. It would then be a trivial matter to apply this model to compute mass ﬂow rate
9
in the manner described above. Such a simple model is expected to be applicable under high pressure
conditions. Indeed as seen in Fig. 1.3, the change in displacement is relatively small at the higher end of
tested pressures, indicating changes in density would also be small. However, at low pressures, this constant
density assumption is not valid and should not be used. Instead one of the more sophisticated empirical
models relating stress to density found in the literature could be used. A list of such models is given in [33].
Though empirical models can be used to formulate a relationship between mass ﬂow rate and feed
roller displacement, there are limitations to their usefulness. First, they are unable to capture the complex
compaction behavior of material for the whole range of compaction pressures because of the many diﬀerent
compaction mechanisms involved [39]. Second, these models do not give insight into the mechanisms that
govern the interaction between the materials and the sensor systems [24].
1.5.2 Physics based models
Physics-based models in which ﬁrst principles are used to characterize the material behavior may be a useful
alternative to empirical models. These physics-based models can come in two forms, either as computational
algorithms involving diﬀerent elements of data processing or in the form of explicit formulas in terms of
elementary functions. Moreover, it is common to distinguish between bulk models that treat aggregate
quantities of the material behavior, on the one hand, and spatially resolved models that describe material
behavior at smaller length scales, on the other hand. In [32] and [21], computational physics based models
were constructed at a particle level where each component of the material is treated as an individual particle
and the response of the bulk material depends on all of the inter-particle forces. These models were then used
in ﬁnite element method (FEM) and discrete element method (DEM) simulations. In FEM formulations, a
material is assumed to be continuous and is then divided up into a ﬁnite number of interacting elements. In
DEM formulations, instead of considering the material as continuum, each particle is an individual object
within the simulation, and the way each particle behaves is governed by contact interactions between that
particle, the surrounding particles, and system geometries. The majority of models that have been developed
to describe forage materials, however, have been constructed on a larger scale and with explicit formulas
in which the bulk material is treated as a continuum and stress-strain characteristics are described for the
material as a whole.
One common way to model a material as a continuum is to use rheological principles involving force,
deformation, and time [37]. In rheology, the deformation modes that occur frequently are elastic, plastic
and viscous [30, 41]. Elastic deformation occurs instantaneously when a load is applied, and also disappears
instantly when the load is removed. In a linear model, the magnitude of the deformation is idealized to be
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proportional to the stress. Plastic deformation is a permanent deformation that occurs when a load is applied
from which there is no recovery even when the stress is removed. Plastic deformation is often idealized to
not begin until a minimum threshold value of stress, called the yield stress, is reached. Viscous deformation
is idealized to begin instantly when a load is applied and has stress proportional to rate of strain. Viscous
deformation, like plastic deformation, can be idealized to be irrecoverable even after stress is removed. These
three deformation modes are sometimes mechanically modeled using spring, friction, and dash-pot elements.
Since these idealizations do not always reﬂect actual material behavior, some authors, in their development
of rheological models to better match experimental data, replace these purely linear elements with non-linear
springs, friction elements, and dash-pots [7, 14, 40]. For a graphical representation of each rheological model
mentioned below, see Fig. 1.4.
Two of the most common and simplest material models based on rheological principles are the Maxwell
model and the Kelvin-Voigt model (see Fig. 1.4). The Maxwell model is a linear spring and damper in
series, while the Kelvin-Voigt model is a linear spring and damper in parallel. In the Maxwell model, stress
is equal across the two elements and the total strain is the summation of stretch or compression in the two
elements. In the Kelvin-Voigt model, strain is equal in both elements while the total stress is shared by the
two elements.
More complicated material models with more elements have also been used to model plant materials. The
four element Burgers model, which is a combination of the Kelvin-Voigt model in series with the Maxwell
model, is one of the most commonly applied models to predict creep and stress relaxation behavior, as well
as elasticity, retarded elasticity and ﬂow in a variety of materials, including biological materials [37].
Modiﬁcations to the Burgers model have also been proposed. Bilanski and Graham [7] introduced an
instantaneous plastic deformation element in series with the Burgers material model. This element would
act as a rigid body at stresses less than the bulk yield stress, yet act as an energy-dissipation element as soon
as yield stresses are reached. The resulting model captures instantaneous compression (elastic and plastic)
and creep during loading, and elastic rebound and creep recovery during unloading.
A separate ﬁve element rheological model with two springs, one dash-pot, and two Coulomb friction
elements was formulated by Rehkugler and Buchele [43]. This model breaks down the compression process
into three types of deformation: irreversible, partially reversible, and fully reversible. The strain in the single
friction damper is irreversible, the strain of a friction damper in parallel with a spring is partially reversible,
and the strain of a dash-pot in parallel with a spring is fully reversible. This model was then used to predict
ﬁnal compression and relaxation densities in a closed-end die.
Faborode and O'Callaghan [14] also developed a ﬁve element nonlinear model for forage by adapting a
general viscoplastic solids model proposed by Peleg [40] and adding a viscous damper to better simulate
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the behavior particular to consolidated ﬁbrous materials. The authors divided up the compression process
into three stages: inertial, elastic and elastoplastic. This is matched by three sections of the model: viscous
damper, hardening spring, and Peleg's model which is composed of a Coulomb damper, softening spring, and
dash-pot in parallel. Initially, forage material has a large void volume which is quickly reduced during loading.
This is simulated with the viscous damper. Once the majority of the air voids are removed, the individual
particles are close enough together to exhibit elastic behavior which is simulated by the hardening spring.
Finally, once a critical load is reached, the Coulomb damper no longer behaves as a rigid body, but instead, as
an energy dissipating element and elastoplastic deformation begins. The deformation of the softening spring
is time dependent because of the viscous damper, so the model accounts for both instantaneous deformation
as well as irrecoverable strain which results from extended hold time and creep.
The goal of these material models is to capture the various material properties that are exhibited under
diﬀerent loading conditions. In general, the more complex models are created in order to cover a wider
range of stress types. Especially for processes like wafering [7, 8, 43], where a very large range of pressures
is seen, and hold time and recovery are critical quality parameters that need to be measured, a complex
model is warranted. For modeling the interaction between forage material and feed rollers, a smaller range of
pressures is seen so a simpler model can be used. However, the model must still be suﬃciently sophisticated
to capture eﬀects like void expulsion and plastic deformation.
In comparing empirical models to rheological models, empirical models have a more static nature while
rheological models account for viscous and dynamic eﬀects. Empirical models give a one-to-one correspon-
dence between stress and density, and therefore, compression rates are not factored in explicitly. Factors
involving time (like loading rate) do play a role in the experiments on which the empirical models are based,
but once the coeﬃcients of an empirical model are chosen, the eﬀects of time are ignored until the empirical
model is re-calibrated with other data. In contrast, rheological models have components that are aﬀected
by system dynamics, such as dampers, which explicitly depend on rate of change with respect to time.
To use such rheological material models in a model relating mass ﬂow rate and feed roller displacement,
an iterative procedure could be used. First, the height of the material before it encounters the feed rollers is
given by the width of the feeder housing, the mass ﬂow rate, and the initial density of the material. Then, by
attaching the two ends of a prescribed rheological model, one end to the top surface of the material and the
other to a line parallel to the ground at a ﬁxed distance from the bottom of the feed roller, the compression
force could be computed. If the model is then moved along the feed roller geometry at a rate determined by
the material ﬂow speed, all the forces along the way could be added up and a total force could be arrived
at. This total force should match the force required to displace the feed roller the ﬁxed distance between
the ﬁxed line and the feed roller. If these quantities are not equal, a diﬀerent distance needs to be chosen
12
and the calculations repeated with the new distance. When equality is ﬁnally achieved, the appropriate feed
roller displacement has been arrived at.
1.6 Rolling models
The process of forage being compressed in the feeder housing of a forage harvester is similar in nature to
rolling and calendaring of other materials in the metal, pharmaceutical, food, and chemical industries. In
these industries, the goal of the rolling procedure is to produce a sheet of material with desired thickness,
appearance, and mechanical properties. In industries dealing with powders, this type of rolling also creates
a product that is relatively dust free during handling, moving, and processing, which is a large advantage if
the dust created is valuable or dangerous (toxic, explosive, etc.) [57].
The compression of biomass grinds is very similar to the compression of other non-biological powders, and
a few authors have used powder compression mechanisms to describe the way biomass grinds are compressed
[1, 34, 51]. Even though biomass grinds have a large variation in particle size due to the milling process
and a mixture of diﬀerent plant components with diﬀerent mechanical properties, the physical interactions
between particles in the compression process is comparable to the powder case.
The process of compressing cut forage material, though not strictly powder-like, shares similarities with
the way powders are compressed, mainly because both materials have a high volume of voids within them.
When powders are initially compressed at low pressures, the individual particles rearrange themselves, ﬁlling
voids, to form a close packing arrangement while maintaining most of their original properties. Then, as
pressures increase, particles are pressed against one another and undergo elastic and plastic deformations.
In cut forage, the components are very long. Rearrangement through pure sliding is not possible. Instead,
during initial compression at low pressure, a combination of sliding, elastic and plastic deformation acts to
ﬁll the voids. Then, at higher pressures, there are continued elastic and plastic deformations in the closely
packed material, similar to the compression of powders.
The properties of the rolled material depend on rolling parameters such as feed roller speed, feed roller
gap, feed roller diameter, feed speed, and feeder type, as well as material properties, such as particle size
and shape, and parameters governing frictional interactions. In order to choose optimal values for the rolling
parameters for a speciﬁc material, it is often necessary to perform extensive experimental testing using trial
and error to ﬁnd the best settings. This is obviously very time consuming and costly. It is clear that having
a mathematical model which predicts the material behavior during rolling is highly valuable in the design
and setup of such rolling processes.
One of the earliest mathematical models used to predict the behavior of material during rolling was
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proposed by Johanson [23]. For a vertical feed system with counter-rotating rollers, Johanson divided the
interaction between the material and the rollers into two zones: a slip zone where the material is at a speed
less than the roller speed but is driven by frictional forces, and a nip zone where the material catches up
to the speed of the feed rollers, sticks to the feed rollers, and is compressed to a ﬁnal thickness. Johanson
postulated that in the slip zone, the material is governed by Jenike's yield criteria [22], while in the nip zone,
the material is governed by an experimentally determined power law stress-density relationship seen in Eq.
(1.2) (also see Fig. 1.5). (
σ
σN
)
=
(
ρ
ρN
)K
(1.2)
The constant K can be determined experimentally with a tablet pressing device.
As formulated in [23] and reformulated in [50], the critical angles α0 and αN (see Fig. 1.5) of Johanson's
theory depend on two material properties: the angle of wall friction, φw, and the angle of eﬀective yield
(or angle of internal friction), φE . These angles, φw and φE , describe properties of granular solids related
to how and when the material ﬂows when in contact with diﬀerent types of materials and under diﬀerent
pressures. Both properties can be found experimentally with a Jenike Shear Tester. The eﬀective yield
equation,
sin φE =
σ1 − σ2
σ1 + σ2
(1.3)
also relates φE to the principal stresses, σ1 and σ2 (see Fig. 1.6).
The feed angle, α0, can be determined by
α0 =
1
2
(
φw + arcsin
sin φw
sin φE
)
(1.4)
given a known φw and φE .
The transition angle, αN , between the slip and nip zone is determined by the equality of the mean normal
stress gradients of the two zones. The mean normal stress, σ is the average of the two principal stresses as
shown in Eq. (1.5)
σ =
σ1 + σ2
2
(1.5)
The stress gradient in the slip zone is governed by the wall slip condition and Jenike's yield criterion. To
lowest order it is approximately given by
1
σ
dσ
dα
=
4(α0 − α)tan φEcos α(
1 + hD − cos α
)
[cot (C − µ)− cot (C + µ)] (1.6)
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where
C =
1
2
(pi − θh + θ) (1.7)
and
µ =
pi
4
− φE
2
(1.8)
The stress gradient in the nip zone is governed by the power-law stress-density relationship (Eq. (1.2)) and
the no slip condition, and is found to be
1
σ
dσ
dα
= K
1 + hD − 2cos α
1 + hD − cos α
tan α (1.9)
where K is the stress-density power law constant, D is the feed roller diameter, and h is the feed roller gap.
By setting the stress gradients deﬁned in Eqs. (1.6) and (1.9) equal to each other and solving for α, the nip
angle αN can be found.
With the known material parameters and the calculated critical angles, the complete mean normal stress
distribution as a function of α can be found. One needed boundary condition to solve for σ(α) is the mean
normal stress at the feed angle, σ0. Here, the principal stress σ1 is assumed to act horizontally, so σ2 is
simply q0, the feed pressure. Then, using Eq. (1.3), σ0 is calculated to be
σ0 = q0(1− sin φE) (1.10)
Johanson's model can be used to relate mass ﬂow rate and feed roller displacement in a forage harvester
if the roll separating force is computed. This is achieved through the computation of the integral
Frollseparation =
ˆ α=α0
α=0
PαW
D
2
cos αdα (1.11)
speciﬁed in [23], where W is the width of the rollers and Pα is the horizontal pressure between the feed
rollers at position α calculated by
Pα = σα(1 + sin φE) (1.12)
This method for calculating force can be used in a similar manner as the rheological models to ﬁnd a
relationship between mass ﬂow rate and feed roller displacement. If q0 is known from the feeding equipment
and the mass ﬂow rate, then for a feed roller separation distance h, the roll separating force can be computed.
By comparing this roll separating force and the force required to displace the feed roller by a distance h, a
balance between the two forces can be found by varying h using an iterative method. This would then give
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a relationship between mass ﬂow rate and feed roller displacement.
Johanson's model has fairly good agreement with experimental data for materials with high coeﬃcients of
friction and mid to high values of compressibility [12]. However, one of the shortcomings of Johanson's model
is the overly simple material model for the nip region. This may be the main reason for diﬀerences between
theoretical prediction and experimental values [12, 50]. To address these limitations, several authors have
forgone the experimental relationship in the nip zone, and have, instead taken a more theoretical approach,
applying diﬀerent material models to the nip region. Speciﬁcally, these authors propose to divide the nip zone
into trapezoidal sections perpendicular to the feeding direction (see Fig. 1.7) and to compute the deformation
and densiﬁcation of each section [12, 26, 48]. It is assumed that these trapezoidal sections remain planar
throughout the nip zone and that each section is under plane strain conditions with deformation only in the
feed and roller gap directions. Inertial forces are usually ignored due to their relatively smaller inﬂuence
when compared to the compressive forces. The material models applied to the nip zone include a yield
criterion for metal powders proposed by Kuhn and Downey [27], and the plasticity theory for porous solids
proposed by Green [18].
While these modiﬁed models have been successful in mimicking stresses and torques in the roller during
compression for certain materials, they depend on many inputs which are diﬃcult to determine. For example,
in contrast to Johanson's model, in all of the models that rely on the trapezoidal sections, the nip angle is
a needed input which must be determined experimentally in an actual roll press. The neutral angle is also
a required input for some of the models [25, 26]. As a consequence, a trade-oﬀ often must be made between
model accuracy and usability due to the need for experimentally determined material properties. In fact,
several studies reported by Dec et al. [12] to experimentally validate the trapezoidal section models, led the
authors to conclude that there are signiﬁcant discrepancies between the model predictions and the behavior
of real materials. When comparing the predicted pressures to experimentally measured pressures, the model
would sometimes yield accurate predictions, but at other times, would either overestimate or underestimate
the pressures, depending on the material.
There are three main challenges identiﬁed by Cunningham et al. [11] in the modeling of roller compaction
of powders : (1) the changing non-linear behavior of contact and friction conditions as well as mechanical
properties of the powder as the material undergoes compression; (2) lack of experimental values of needed
inputs such as coeﬃcients of friction under the pressing conditions; and (3) diﬃculty in experimentally
verifying boundary conditions and system states such as initial density of the powder during feeding. To
overcome these diﬃculties, FEM models are increasingly used to numerically investigate material behavior
and system stresses during roller compaction.
With FEM based modeling, it is necessary to use the correct yield criteria. For powders, the two main
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yield criteria are an elliptical yield criterion and the Drucker-Prager Cap (DP/C) model [29], both of which
have been used in FEM models of roller compaction of powders. Because of the complexity of calibrating
the DP/C model with experimental values determined by instrumented rollers, some authors have chosen
to do the analysis with the elliptical yield criterion [29], but most others have opted for the DP/C model
[11, 12, 36]. The DP/C model is a good choice for a yield criterion because of the balance between the
level of detail of the mechanical behavior of the material and the amount of experimental data needed to
calibrate the model. The main feature of this model is the yield locus that deﬁnes the boundary between
plastic and elastic deformation under diﬀerent stress conditions. As stated by Cunningham et al. [11], this
boundary is composed of two sections that correspond to the slip and nip zone of the compaction process;
for the slip zone where there is high shear and low hydrostatic pressure, a Mohr-Coulomb shear failure line
is used; for the nip zone where the powder undergoes densiﬁcation under high hydrostatic pressure, a cap
surface is used.
With FEM modeling, a much more detailed picture of the compaction process is achieved. For example,
FEM models allow for variation in stress throughout the material. One example of inhomogeneity through
the thickness of the material that is captured by the FEM is the velocity proﬁle of particles in the feed zone.
FEM modeling can also take into account non-uniform feeding across the width of the roller. In the case of
screw feeding of the material, more material comes in through the middle and less along the edges, aﬀecting
the magnitude and location of the maximum roll pressures [11]. In addition, one could imagine taking into
account the variation of the material properties as density changes as well as more precise friction conditions
at the feed roll surfaces. Nevertheless, current FEM models have proven adequate to predict roll pressures,
shear stresses, nip angle and other process variables, as well as to provide an eﬀective way for evaluating the
inﬂuence of these variables on the overall process [11, 36].
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Figure 1.3: Force-displacement curves generated by Chevanan et. al. Reprinted from N. Chevanan, A.R.
Womac, V.S.P. Bitra, C. Igathinathane, Y.T. Yang, P.I. Miu, and S. Sokhansanj, Bulk density and com-
paction behavior of knife mill chopped switchgrass, wheat straw, and corn stover. Bioresource Technology,
101, pp. 207-214, 2010, with permission from Elsevier
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Modified Burgers Model [7] Adapted Non-Linear Peleg Model [14]Rehkugler and Buchele Model [43]
Hardening Spring
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Coulomb Friction
Figure 1.4: Various rheological models for forage materials.
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Figure 1.5: Johanson's rolling model of granular materials. Adapted from K. Sommer and G. Hauser, Flow
and compression properties of feed solids for roll-type presses and extrusion presses. Powder Technology,
130, pp. 272-268, 2003, with permission from Elsevier.
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Figure 1.6: Yield criterion of Jenike for the slip region. See text for detailed explanation. Reprinted from K.
Sommer and G. Hauser, Flow and compression properties of feed solids for roll-type presses and extrusion
presses. Powder Technology, 130, pp. 272-268, 2003, with permission from Elsevier.
Roll Gap
D
Figure 1.7: Trapezoidal sections for reﬁned nip zone models.
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Chapter 2
Discrete Element Modeling
In Chap. 1, models for the compaction behavior of biological materials, mostly in a chopped state, and models
for rolling of powders were presented. To the author's knowledge, models for the compaction behavior of
biological materials between rollers, particularly in their long, uncut state, are not available in the literature.
Therefore, to obtain some empirical evidence of how material behaves as it is accelerated and compacted by
feed rollers in the feeder housing of a forage harvester, discrete element methods (DEM) were employed in
this study. DEM is a way to model granular media in complicated geometries and complex environments. By
resolving the forces and moments acting on each particle from neighboring particles and the system geometry,
the path of each particle can be predicted through an explicit integration in time. The forces acting on the
system geometries and individual particles can also be quantiﬁed. Since this method is computationally
intensive, there are limitations to the number of particles and length of simulations, but some general trends
about the system behavior can still be seen using these methods.
2.1 Simulation Parameters
Simulations were carried out using a commercially available DEM package called EDEM (by DEM Solutions,
Ltd.). One challenge of DEM is getting material parameters accurate enough to generate conﬁdence in the
predicted behavior. For the simulations performed in this research eﬀort, the material properties were taken
from a similar simulation of the cutter-head of a forage harvester performed by collaborators at Deere & Co.
Long, grass-like particles were simulated by linking together individual incompressible spheres with the
properties mentioned above. The longer the particle, the more spheres were required. This then increased the
computational load of the simulation. Thus, to minimize the number of spheres for each particle length, there
was minimal overlap between the spheres (see Fig. 2.1). This decreases the accuracy of the representation
21
Figure 2.1: DEM model of a long grass particle.
of the particle, but was needed to allow simulations to be completed in a reasonable amount of time. Two
particle sizes that were used in these simulations were long particles, which were 20 cm in length, and short
particles, which were 10 cm in length.
In order to perform the DEM simulations of the feeder housing, the rolling and accelerating of the material
was simpliﬁed to a single feed roller and two conveyor belts. The feed roller compressed and accelerated the
material. The ﬁrst conveyor belt brought the material to the roller. The second conveyor belt, placed just
below the feed roller, had the same linear speed as the feed roller and helped simulate the acceleration of
the material. This setup is shown in Fig. 2.2. To test how the material behaved in diﬀerent conﬁgurations,
ﬁve parameters were varied: mass ﬂow rate, feed roller displacement, particle length, and conveyor belt
velocities. Changing mass ﬂow rate simulated a changing yield in the ﬁeld during harvest. Changing feed
roller displacement simulated the material having to squeeze through diﬀerent feed roller gap sizes. Changing
the particle length had the net eﬀect of changing the bulk density of the material, and changing the conveyor
speeds changed the amount of acceleration the material goes through. A list of the simulation conﬁgurations
that were used is given in Table 2.1.
During each simulation, particles were automatically generated based on the speciﬁed mass ﬂow rate
and the mass of the individual particles. Typical total numbers of particles in the simulations ranged from
5000-10000 particles. Each particle would be created in the particle factory (above the beginning of the
ﬁrst conveyor belt) and given an initial velocity that matched the ﬁrst conveyor belt speed. The orientation
and position of each particle as it was created in the factory was random. After the material settled on the
ﬁrst conveyor belt, it then encountered the feed roller and was compressed. A screen shot of the material
compression from one such simulation is seen in Fig. 2.3.
22
Figure 2.2: DEM simulation setup.
Figure 2.3: Screen shot of DEM simulation showing material compaction.
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Table 2.1: List of DEM simulation conﬁgurations and results
Particle
Type
Mass
Flow
Rate
(kg/s)
Initial
Mate-
rial
Speed
(m/s)
Feed
Roller
Speed
(m/s)
Initial
Height
(cm)
Initial
Bulk
Density
(kg/m
3
)
Maximum
Density
(kg/m
3
)
Roller
Height
(cm)
Time Step
(sec)
Long 5 2 3 13 22 90 4 8.00e-6
Long 5 2 3 13 22 51 7 8.00e-6
Long 5 2 3 13 24 36 10 8.00e-6
Long 5 2 3 13 24 27 13 1.15e-5
Long 10 2 3 21 34 179 4 2.26e-6
Long 10 2 3 21 34 80 9 4.50e-6
Long 10 2 3 21 34 51 14 4.50e-6
Long 10 2 3 21 34 38 19 1.13e-6
Long 10 2 3 21 34 30 24 1.13e-6
Long 15 2 3 30 36 119 9 4.53e-6
Long 15 2 3 30 36 77 14 4.53e-6
Long 15 2 3 30 36 56 19 1.15e-5
Long 15 2 3 30 36 45 24 1.15e-5
Long 20 2 3 37 39 102 14 4.53e-6
Long 20 2 3 37 39 75 19 4.53e-6
Long 20 2 3 37 39 60 24 1.15e-5
Long 20 2 3 37 39 50 29 1.15e-5
Short 10 2 3 8 92 179 4 1.13e-5
Short 10 2 3 8 92 120 6 1.13e-5
Short 15 2 3 10 107 268 4 9.05e-6
Short 15 2 3 10 107 179 6 1.13e-5
Short 15 2 3 10 107 134 8 1.13e-5
Short 20 2 3 13 110 357 4 6.79e-6
Short 20 2 3 13 110 204 7 6.79e-6
Short 20 2 3 13 110 143 10 1.13e-5
Short 25 2 3 15 120 446 4 6.79e-6
Short 25 2 3 15 120 255 7 9.05e-6
Short 25 2 3 15 120 178 10 1.13e-5
Short 25 2 3 16 112 137 13 1.13e-5
Long 15 3 3 26 41 77 14 9.05e-6
Long 15 3 3 28 38 56 19 1.13e-5
Long 15 2 4 30 35 77 14 9.05e-6
Long 15 2 4 32 34 56 19 1.13e-5
Short 15 2 4 10 107 179 6 1.58e-5
Short 15 2 4 10 107 134 8 1.58e-5
Long 15 2 6 30 36 77 14 9.05e-6
Long 15 2 6 32 33 56 19 1.13e-5
Short 15 2 6 10 107 179 6 1.58e-5
Short 15 2 6 10 107 134 8 1.58e-5
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Figure 2.4: Raw force data from DEM simulation with a mass ﬂow rate of 20 kg/s and a feed roller height
of 15 cm.
2.2 Simulation Results
One way to quantify how the material behaves during rolling is to measure how much force the material
exerts on the roller when rolled and compressed. By running the DEM simulations at the diﬀerent conditions
speciﬁed in Table 2.1, this force on the roller can be simulated. The force on the roller is computed in EDEM
by measuring all the individual forces between the particles and the simulated feed roller. This data is noisy,
as seen in Fig. 2.4, so an average force over time after an initial transient phase is used for analysis. Also,
only the z component of the total force is examined, since in the actual feeder housing, the feed roller is
constrained to move vertically.
Once this force data is collected, general trends about how the material behaves under diﬀerent loading
conditions can be inferred. Such force data is seen plotted against ﬁxed values of feed roller displacement
in Fig. 2.5. There is no surprise that force is a decreasing function of feed roller displacement. Intuitively,
the less the material is compressed, the less force it will exert back on the feed roller. What is interesting
to note is that the shape of the decreasing function follows a non-linear decay curve. Another observation is
that when short particles are simulated, which increases the initial bulk density, the force is very large even
at small displacements. So, for denser materials, the response force is much greater for a given displacement
when compared to a less dense material.
In addition to ﬁnding general trends, a prediction of actual feed roller displacement in the feeder housing
can also be made using the force-displacement diagrams. Because the upper feed roller is attached to the
lower feed roller by a spring, the force that the feed roller exerts on the material coming into the forager
follows a simple linear relationship with displacement. By plotting the force of the feed roller on the material
on the same force-displacement curve generated from the DEM simulations, the intersection points would
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(a) Short particles
(b) Long particles
Figure 2.5: Average force data collected from DEM simulations plotted against ﬁxed feed roller displacement.
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Figure 2.6: DEM simulation data with force curve of a spring with spring constant equal to 1 kN/m.
give a mass ﬂow rate-displacement curve. This then can be used to predict the mass ﬂow rate given a
known displacement under certain harvesting conditions. Fig. 2.6 shows the force of a spring with spring
constant 1 kN/m plotted with the DEM simulation results, and Fig. 2.7 depicts the resulting mass ﬂow
rate-displacement curve.
A further observation is a decrease in the force response for increasing feed roller speed assuming ﬁxed
feed roller displacements (see Fig. 2.8). This might be caused by the material being spread out along the
belt as it is accelerated. As seen in Fig. 2.9, where the number of particles are tracked in diﬀerent parts of
the feeder housing simulation, the number of particles before the feed roller is fairly stable. However, under
the feed rollers, that number ﬂuctuates in a cyclical manner. As part of the material is being sped up, it
pulls away from the particles behind it and gaps are formed in the material. These gaps create the eﬀect of
the material being less dense and thus the force decreases.
An additional observation can be made concerning the initial densities. These were estimated by using
EDEM's built in measuring tool to measure the initial height of the material, calculating the volumetric
mass ﬂow rate given the speed of the material and width of the feeder housing, and solving Eq. 1.1 given
the mass ﬂow rate. As seen in Fig. 2.10, the initial densities of the material increase slightly as mass ﬂow
rate increases. So even though the type and size of particles are identical at the diﬀerent ﬂow rates, the way
they settle changes slightly when the number of particles increases.
One ﬁnal observation is concerning the slip condition while the material is being compressed. In Johan-
son's model, it was assumed that there was a slip region where the material is slower than the feed roller
speed, but as the material continues to be compressed, the material eventually catches up to the feed roller
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Figure 2.7: Mass ﬂow rate-displacement curve derived from DEM simulation data and spring force curve.
Figure 2.8: Force change with feed roller speed change.
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(a)
(b)
Figure 2.9: Spreading eﬀect of the material with increase in feed roller speed.
Figure 2.10: Initial densities of material as a function of mass ﬂow rate.
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speed. In these DEM simulations, there is not a distinct separation between a slip and nip region. Instead, it
is observed that for smaller feed roller displacements, and therefore for larger compressive forces, the size of
the slip region is similarly reduced. This is reﬂected in Fig. 2.11 where in the 10 cm feed roller displacement
case, most of the material under the feed roller reaches the roller speed of 3 m/s, while in the 20 cm case,
the majority of the material moves at a speed less than the feed roller speed.
2.3 Simulation challenges
One of the challenges that was encountered in the simulations was the unbounded build up of forces due
to an excessive overlapping of particles, which would then cause the simulation to fail. This problem was
usually seen when the mass ﬂow rate was high, and the feed roller height was low. In these situations, the
particles would be very tightly compacted together. Then during each time step, the particles would collide
and overlap greatly, resulting in a computed force that would be unmanageably large. One solution to this
problem is to reduce the shear modulus of the particles which will decrease the magnitude of the forces.
Another solution is to decrease the size of the time step so the amount of overlap between particles would
decrease and the computed forces would be more realistic. However, decreasing the time step increases the
simulation time, and for simulations with large mass ﬂow rates (and therefore large numbers of particles),
this increase in time makes running the simulation impractical. Thus, with these DEM simulations, there is
a practical limitation to the roll heights and mass ﬂow rates that can be simulated.
Another challenge encountered in the DEM simulations was the problem of particles penetrating the
system geometries and becoming embedded in them (see Fig. 2.12). Once a large number of particles are
embedded, the simulation no longer accurately represents the actual system dynamics. This mainly occurred
between the particles and the feed roller where the compression forces were very high. The reason for this
problem is that contacts in the DEM simulations between the particles and the system geometries are based
on the surface of the geometry, and not its volume [20]. Therefore, two scenarios in which the particles
penetrate the geometry are possible: the time step may be too large or the other particle forces become too
large. First, if the time step is too large, collisions may not be detected. At one time step, a particular
sphere of a particle is not in contact with the geometry, but by the next time step, it is completely enclosed
within it. In this case, the entire particle becomes stuck. The solution for this is to decrease the time step,
though this solution increases the simulation time as mentioned above. The second possibility is that the
inter-particle forces are so large that they exceed the particle-geometry forces and again the particle becomes
stuck within the geometry. One way to reduce this occurrence is to increase the Poisson ratio of the feed
roller material to a value that is no longer realistic, but helps prevent the material from penetrating the
30
(a) 10 cm displacement
(b) 20 cm displacement
Figure 2.11: Change in slip and nip region depending on feed roller displacement.
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geometry (see Table 2.2 for the properties used) [20]. Unfortunately, this solution was only mildly successful.
Figure 2.12: Screen shot of particles penetrating the simulation geometry.
Table 2.2: Properties of the stiﬀer steel used for the feed roller material.
Material Poisson Ratio Shear Modulus (Pa) Density (kg/m3)
Steel 0.5 7e10 7900
Another serious limitation of this DEM modeling is the rigidity of the particles. Currently, the particles
used in the simulation cannot bend or deform. Instead, they can only slide and be rearranged in their
conﬁguration. This is major discrepancy between this model and what happens in reality. It is obvious that
biological material like grass, leaves, and cornstalk can easily bend and break. In the current DEM modeling,
these eﬀects are ignored, focusing instead on the rearrangement of the particles.
One ﬁnal limitation encountered in the DEM simulations was the stationary geometry. The particles
were the only objects that would move and diﬀerent system components, like the feed roller, were ﬁxed in
space (though still allowed to rotate). It is possible to enable dynamic coupling between the interaction
of the geometry and particles through the use of additional software packages. In this coupling, the forces
acting on the geometry by the particles would be exported to another software package where the dynamic
behavior of the geometry is calculated and a new position for the geometry is returned. This process is then
repeated for each time step. If this dynamic coupling was enabled, further conclusions could be made about
the validity of the feeder housing model.
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Chapter 3
Mathematical Forage Harvester Model
Various technical solutions for yield mapping and the need for models that describe mass ﬂow rate and sensor
readings were discussed in Chap. 1. In particular, material models and rolling models were examined to see
how they might be used to model the relationship between the mass ﬂow rate and feed roller displacement of
the forage harvester. In this chapter, we will introduce several physics based models and explore how they
may be used to provide the relationship between measuring displacement to get a volume measurement, and
then computing density to ultimately arrive at a mass ﬂow rate. The details of all the steps needed to bring
the material from the ﬁeld through the feed rollers will be examined, but ﬁrst, an overview of the forage
harvester will be given.
3.1 System Description
There are four main sections that material passes through as it travels through the forage harvester: the
feeder housing, the cutter head, the kernel processor, and the blower (see Fig. 3.1). In the feeder housing,
material is collected, compressed, and accelerated by the feed rollers. At the cutter head, material is cut
and further accelerated. In the kernel processor, large kernels are sheared and cracked. The kernel processor
is only used when harvesting crops like corn and does not come into play when harvesting grasses, alfalfa,
and other crops without kernels. When deployed, the kernel processor has the highest power requirement
compared to all the other sections. Finally, at the blower, material is accelerated to the appropriate exit
speed and blown out of the discharge spout. This blower does not operate like a fan, but rather like a paddle
wheel that pushes the material out.
To fully understand the process from start to ﬁnish, one needs to capture the dynamics and interactions
in each section of the forage harvester. However, if the only desired outcome is to correlate a sensor readout
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Figure 3.1: The four sections of a forage harvester (used with permission from Deere & Co.).
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Figure 3.2: Front set of feed rollers. c©2011 Janglih Lin.
to the mass ﬂow rate, then it is only necessary to examine the machine from the front to the position where
the sensor is located. In this research, the focus is on the feeder housing, and only the steps from collection
of material from the ﬁeld to compression of material by the feed rollers will be examined in detail.
In addition to being an opportunity for measuring mass ﬂow rate, the feed rollers act to ensure uniform
clean cuts in the cutter head section. Rigidity is increased by compressing the material, allowing for cleaner
cuts. It further ensures that the speed is uniform over all the material. In combination with the ﬁxed angular
speed of the cutter head, the speed given to the material by the feed rollers determines the length of cut of
the material. Compression of the material imposed by the rollers is accomplished by the combination of the
rollers own weight and additional springs that hold down the upper rollers.
In John Deere forage harvesters, there are two sets of feed rollers: a front set and a rear set. The upper
front feed roller (UFFR) is constrained to move vertically because of a set of lateral guides (see Fig. 3.2).
The upper rear feed roller (URFR) moves in an arc because it is attached to a pivoting linkage. The lower
front feed roller (LFFR) and lower rear feed roller (LRFR) are both ﬁxed in space but are still allowed to
rotate (see Fig. 3.3).
Numerous methods for estimating the mass ﬂow rate have been proposed for each stage of the forage
harvester. Measured torques at the cutter head and blower, and forces on impact plates in the exit spout
are possible quantities that can be correlated with mass ﬂow rate. The current most widely used method
for determining the mass ﬂow rate in forage harvesters is to measure the displacement of the feed rollers.
The most common location where this measurement is made is at the front set of feed rollers (see Fig. 3.4).
In practice, it is possible to make the measurement at either set of feed rollers, but to keep thing simple
35
Figure 3.3: Front and rear feed roller movement diagram.
Figure 3.4: Linear displacement sensor mounted on the front set of feed rollers. c©2011 Janglih Lin.
and consistent with current implementation, only the displacement of the front set of feed rollers will be
considered.
3.2 Mathematical modeling based on conservation of mass
The ﬁrst stage of the mathematical models considered in this thesis describes how material goes from the
ﬁeld into the forage harvester. Material in the ﬁeld is initially collected by a header, the leading part of
the forage harvester. The header either cuts and gathers the material or picks it up from previously formed
windrows, depending on the type of crop harvested. It then brings the material to the opening of the feeder
housing with either augers or horizontal feed disks.
The ﬂow rate of material entering the feeder housing, m˙h [kg/s], depends on three parameters: area
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density of material in the ﬁeld, ρ [kg/m
2
], the ground speed of the harvester, vgs [m/s], and the width of the
header wh [m]. If there is no loss at the header, all material that encounters the header will be collected by
the header. By conservation of mass, the following relationship holds
m˙h = ρvgswh (3.1)
If there is no accumulation or loss within the header, under steady state conditions, the mass ﬂow rate at
the feeder housing will be the same as the mass ﬂow rate at the header.
Even under steady state conditions, temporal distortion of material surfaces during travel from header to
the entrance of the feeder housing may pose problems for creating yield maps. Measured mass ﬂow rates may
not correspond exactly to single moments in time. Diﬀerent parts of the harvested crop will take diﬀerent
paths to the feeder housing depending on which part of the header they encounters (e.g. edges versus the
center). These diﬀerences in path length will cause a temporal spreading eﬀect in which the exact material
coming in over the header at one instant in time will reach the feeder housing over a small interval in time.
The temporal spreading eﬀect could possibly be accounted for during post processing of the mass ﬂow rate
data.
Another cause of temporal distortion could be that material piles up higher than the opening of the
feeder housing. As this would likely create an accumulation that would clog the machine, forage harvester
operators could easily avoid this condition by simply choosing appropriate ground speeds.
Similar to the formulation for material entering the forage harvester, mass ﬂow rate at any point within
the forage harvester is given by three parameters: the cross sectional area the material is passing through,
A [m2], the average velocity of the material, v [m/s], and the average density of the material, η [kg/m
3
],
at that point. Again, assuming no accumulation or loss and under steady state conditions, conservation of
mass dictates that
m˙h = Avη (3.2)
The challenge in using Eq. (3.2) is determining the values of the variables on the right hand side of the
equation. The quantities on the right hand side may not be easily measured nor uniform across the cross
sectional area.
Consider the material as it comes into the feeder housing and encounters a feed roller. If the material
comes in perfectly evenly across the width of the feeder housing, then the cross sectional area A is a rectangle
with easily determined dimensions. In fact, the only dimension that needs to be determined is the height of
the material when it contacts the feed roller since the width is ﬁxed. However, if the material comes in with
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a non-uniform height or does not completely ﬁll the width of the feeder housing, then A could potentially
have a very irregular shape (see Fig. 3.5). The uniformity of material coming in has to do with how well
the operator of the forage harvester is able keep material coming in evenly across the header. If the forage
harvester is not centered on the windrows when harvesting grasses, or if the header is not completely full
when harvesting corn, it is possible for the material coming in to be either skewed to the left or to the right.
Velocity is also a quantity that is not easily determined. Consider a vertical plane at the location of the
minimum gap of the feed roller. Assuming that the material comes in evenly across the width, the cross
sectional area that the material passes through is a well deﬁned rectangle with the feeder housing width and
minimum feed roller gap as its height. One could also assume that at this point the material has the same
velocity as the feed rollers (as is assumed in the nip region of the rolling models of powders mentioned in
Sec. 1.6). Nonetheless, this is an assumption, and it is possible for v to vary throughout the cross section
due to wall friction or shearing of the material. In the case that material is not coming in uniformly across
the width of the feeder housing, it is possible for there to be gaps between the material and the feed roller,
further invalidating the no slip condition. If somehow the variation in the material speed is known, then
an equivalent formula to Eq. (3.2) in the form of an integral over the cross sectional area could be used to
compute the mass ﬂow rate. Here, v would be a function of location in the cross sectional area.
The most diﬃcult parameter to determine is density. Firstly, there is no way to directly measure density.
The density of a material can only be calculated through measuring its mass and dividing by its volume
or inferring its value through other means. Second, just as in the case of velocity, it is not necessary that
density is uniform throughout a cross sectional area. It is possible that the mass is distributed unevenly
through the cross section resulting in a non-uniform density. So even if the density could be determined, an
area integral would still have to be evaluated to obtain a mass ﬂow rate.
3.2.1 Current Method
The current method employed on the majority of forage harvesters to estimate mass ﬂow rate is based on
the conservation of mass principle mentioned above. The point at which the mass ﬂow rate is measured is
the minimum feed roller gap, which is also the point of maximum compression. To obtain the cross sectional
area, A, the feed roller displacement, δ, is measured with a linear displacement sensor and multiplied by the
feeder housing width, w. The velocity, v, in Eq. (3.2) is assumed to be constant across the cross section and
equal to the feed roller linear speed, vfr. Finally, the density, η is assumed to be constant across the cross
section and equal to cηnom, where ηnom is a crop dependent nominal density independent of mass ﬂow rate,
and c is a calibration constant that seeks to account for variations in density due to changing ﬁeld conditions.
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Mathematically, this model for mass ﬂow rate can be expressed as
m˙ = δwvfrcηnom (3.3)
where m˙ [kg/s] is the mass ﬂow rate.
An expression such as Eq. (3.3) is nice to use because of the well deﬁned input-output relationship.
Except for δ, all of the quantities on the right hand side of the equation are assumed to be independent of
mass ﬂow rate. Eq. (3.3) is thus an explicit relationship between the feed roller displacement and the mass
ﬂow rate. Indeed, for given values for w, vfr, c, and ηnom, a value for m˙ can be obtained for each value δ.
This method, however, is subject to all the caveats mentioned in the previous section regarding the
cross sectional area, material speed, and density. In addition, the choice of sensor also presents additional
inaccuracies. One such issue, though a relatively minor one, is the relationship between the sensor measured
displacement and the actual feed roller gap. The feed roller gap is the measurement needed to compute
the cross sectional area, but this does not necessarily correspond to the sensor reading. In the case of some
forage harvesters where there are stoppers to ensure a minimum clearance between upper and lower feed
rollers, this minimum clearance needs to be added to the measured displacement in order to arrive at the
feed roller gap.
In addition, as previously discussed, when material enters the feeder housing, it may do so with a non-
uniform height across the width of the feeder housing. Depending on where the displacement sensor is
located, application of Eq. (3.3) may result in an overestimation or underestimation of the material coming
in. If there is a single linear sensor on the right and the material is skewed to the right, the amount of
material coming in will be overestimated (see Fig. 3.5a). If the sensor is on the right and the material is
skewed to the left, the amount of material coming in will be underestimated (see Fig. 3.5b). One possible
solution would be to include a sensor on both sides of the feed roller and take an average of the two values
to use in the calculation of the cross sectional area. However, as there will always be some redistribution of
the material once it is compressed by the feed rollers, the tilt of the feed rollers is not expected to be too
large.
In diﬀerent situations, it is useful to rearrange Eq. (3.3) such that diﬀerent quantities appear alone on
the left hand side of the equation. In the case of predicting the displacement given a known mass ﬂow rate,
Eq. (3.3) takes the form
δ =
m˙
wvfrcηnom
(3.4)
In the case that calibration needs to be performed and the constant c needs to be determined, Eq. (3.3)
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Figure 3.5: Illustration of hypothetical conﬁgurations of the upper feed roller.
takes the form
c =
m˙
wvfrδηnom
(3.5)
Eq. (3.4) can be considered a forward model because it matches the sensor behavior. The sensor, which is
placed on the feed roller, moves with the feed roller as the feed roller is displaced by the incoming material.
Thus, the quantity measured by the sensor depends on the mass ﬂow rate of the incoming material. Again,
Eq. (3.4) is an explicit relationship between the mass ﬂow rate and feed roller displacement; for given values
for w, vfr, c, and ηnom, a value for δ can be obtained for each value m˙.
Eq. (3.3) can be considered a backward model because it reverses the inputs and outputs of the forward
model. Instead of predicting a value for δ for a given m˙, it predicts a value for m˙ for a given δ. This would
be the model used in the case of a yield monitor to measure mass ﬂow rate; given a displacement δ, a value
for m˙ can be computed.
Eq. (3.5) would be used during calibration and can be called a calibration model. With this simple
calibration model, a single data pair of m˙ and δ can be used to calibrate the model to ﬁnd an appropriate
value for c. However, to gain statistical signiﬁcance, a set of data should be used. A regression algorithm
could be applied to ﬁnd a value for c that would most closely ﬁt the model to the data.
Though this current model is very simple and straightforward, it neglects some important factors. Vari-
ations in material speed and irregularities of the cross sectional area have already been discussed. More
importantly, this model assumes that the material will always reach the same characteristic density inde-
pendently of the mass ﬂow rate. One could imagine that depending on the rate of material coming in, the
amount of compaction could vary due to dynamic eﬀects in the compaction process. Certainly such rate
dependent phenomena would be observed when considering the rheological models described in Sec. 1.5.
One way to account for a dependence on mass ﬂow rate would be to replace the constant density parameter
ηnom, with a known function of mass ﬂow rate to yield the backward model
m˙ = δwvfrcηnom(m˙) (3.6)
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forward model
δ =
m˙
wvfrcηnom(m˙)
(3.7)
and calibration model
c =
m˙
wvfrδηnom(m˙)
(3.8)
For the forward model, given a known m˙, the feed roller displacement δ can be explicitly computed since w,
vfr, and c are known or can be measured, and η can be calculated from m˙. For the calibration model, given
a single known m˙ and δ pair, c can also be explicitly computed. Of course, a larger data set should again be
used in a regression algorithm to ﬁnd a value of c with statistical signiﬁcance.
However, in the case of the backward model, the model is no longer an explicit relationship between
mass ﬂow rate and feed roller displacement. This is because m˙ appears on both sides of this equation.
In this situation, m˙ cannot be evaluated directly but must instead be obtained by the application of an
algorithm that ﬁnds a solution to this implicit relationship, for example a non-linear iterative solver. There
are numerous methods that could be used, such as bisection or Newton's method. The choice may depend on
the properties of the function ηnom(m˙) and any computational or hardware restrictions. Given an implicit
relationship, one must be concerned that solutions may not be unique, and that in fact, there could be no
solutions. Therefore, some care must be taken in deciding the form of ηnom(m˙) and the initial guesses given
to the solver in order to maximize the likelihood that the solver will ﬁnd a physically reasonable solution.
A more accurate representation of the m˙ and δ relationship would be to assume that the material has a
locally uniform bulk density in the ﬁeld that is independent of feed roller speed and mass ﬂow rate. Then,
as the material passes through the feed rollers, it reaches a density that depends on the dynamics of the
system. This behavior is what is attempted to be captured in the mathematical models described in the
following sections.
3.3 Mathematical modeling based on quasi-static force balance
Instead of a model that relates mass ﬂow rate and feed roller displacement based on the conservation of mass,
an alternative is to model the feeder housing as a system in steady state equilibrium. In this equilibrium
state, the force on the feed rollers from the material balances the force from the springs connecting the feed
rollers to the housing and the force of gravity. Thus, even as material continues to move through the system
in a complicated fashion, parameters such as δ remain constant. The forces acting on the feed rollers can
be estimated based on ﬁrst principles and material models. Thus, in such a formulation, the feed roller
displacement may depend on physical crop properties as well as machine parameters.
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Figure 3.6: Free body diagram of the upper feed roller.
The equilibrium state of the feeder housing can be examined by simply considering a free body diagram
of the upper feed roller (see Fig. 3.6). The downward forces caused by the weight of the roller and the
compression springs can be combined into a net force F↓, and the upward forces from the material can be
combined into a net force F↑. When these two forces are in equilibrium, the system will settle at a speciﬁc
feed roller displacement. The force F↓ is only dependent on δ, while the force F↑ depends on both δ and m˙.
Mathematically, this can be represented as
0 = F↑(δ, m˙)− F↓(δ) (3.9)
In this equation, m˙ is not explicitly related to δ, so an algorithm is needed to ﬁnd δ given an m˙. In a general
way, there are three steps to this algorithm: start with a mass ﬂow rate, compute the two forces, and then
iterate using a non-linear root solver to ﬁnd δ that results in equilibrium between the two forces.
In principle, this algorithm can also be manipulated to match the function of the previously mentioned
forward, backward, and calibration models. The steps to use the algorithm as a forward model for a given
m˙ would be to ﬁrst compute the forces for some initial guess of δ, and then iterate until a correct δ is settled
upon that causes the forces to be in balance, as described above. To use the algorithm as a backward model
for a given δ, ﬁrst compute the forces for some initial guess of m˙, and then iterate to ﬁnd an m˙ value that
will make F↑ the same as F↓, satisfying the force equilibrium requirement.
Finally, using the algorithm in a calibration mode, one would apply a non-linear regression algorithm
to ﬁnd values for the model parameters such that the predicted relationship between δ and m˙ would most
closely match a given set of data pairs (m˙,δ). For example, one may be given a set of data composed of
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experimental m˙ values and their corresponding δ values. Then using the forward model algorithm, the
experimental m˙ values, and a set of initial guesses for the model parameters, estimated values of δ can be
generated. Finally, in order to get a better agreement between the estimated and measured values of δ, a
non-linear regression algorithm can be used to ﬁnd improved guesses for what the model parameters should
be. In order to perform this calibration, a single pair of values for m˙ and δ will no longer be suﬃcient since
such a model is likely to depend on more than one parameter. The minimum number of data points needed
will depend on the number of parameters in the model, and of course the more data points there are in the
set, the more statistically reliable the resulting parameter estimates will be.
3.3.1 Material encountering the feed rollers
To begin developing the mathematical model of the steady state balance of the feeder housing, the state
of the material encountering the feed rollers needs to be examined. Starting with conservation of mass
considerations, the material coming from the ﬁeld into the header is governed by Eq. (3.1). Once the
material is collected by the header and brought to the feeder housing, it assumes a characteristic height h0,
that depends on the width of the feeder housing w, the average speed of the material v, and the bulk density
of the material η. Since there is no accumulation of material within the feeder housing, these parameters
are related to the overall mass ﬂow rate by
m˙ = ηvwh0 (3.10)
One assumption made here is that η is independent of m˙. Moreover, the value of η used here is the density
of the material prior to reaching the feed rollers, in contrast to the treatment in the previous section. The
assumption that η is independent of mass ﬂow rate at this location relies on the observation that there has
been minimal interaction between the material and machine. The corresponding assumption in the previous
section was applied at a location where the material had already undergone signiﬁcant compression.
It is assumed in Eq. (3.10) that this relationship holds on the typical time scales of variation in mass
ﬂow rate. In order to make this quasi-static assumption, it is necessary for parameters like h0 and η to
settle and reach their steady state value much faster than any changes in mass ﬂow rate. If this were not
the case, changes seen in these parameters would be on the same time scale as changes in m˙ and would blur
the resolution of any measurement of m˙ based on those parameters. In other words, the system would not
be in steady state fast enough for accurate predictions of m˙ to be made.
In the discussions to follow, the velocity used in Eq. (3.10) is assumed to be equal to the feed roller speed,
and constant throughout the cross sectional area.
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3.3.2 Force of the feed roller on the material
Once the material comes into contact with the feed rollers, it undergoes compaction. In order to simplify the
modeling of the feeder housing dynamics, instead of modeling two counter rolling feed rollers with a gap in
between, the system will be simpliﬁed to a single rotating feed roller constrained to move vertically within a
channel whose width is the feeder housing width. This is similar to tire-terrain models where the material
is imagined to behave like a compliant surface and the feed roller is imagined to behave like a rolling rigid
wheel.
In the simpliﬁed system, the feed roller is attached to the ﬂoor of the channel with springs, such that
any displacement of the feed roller vertically away from the ﬂoor of the channel will be resisted by the force
of the springs. The magnitude of the force exerted on the material by the roller, F↓ can then be determined
by the formula
F↓(δ) =Wroll +Krollδ (3.11)
where Wroll is the weight of roller, Kroll is the spring constant of the roller compression springs, and δ is the
vertical travel of the roller. If there is any pre-load or initial displacement of the spring even when there is
no mass ﬂow through the feed rolls, an extra ﬁxed displacement τ can be added to Eq. (3.11).
F↓(δ) =Wroll +Kroll(δ + τ) (3.12)
The force of the material on the roller depends on both the type of loading and the material response model,
and is not given by a relationship as simple as Eq. 3.12. Several possibilities for calculating F↑ are presented
in the following sections.
3.3.3 Linear spring model with quasi-static equilibrium
As noted in the Sec. 1.5, the process of compressing forage materials is complicated to describe because of the
presence of large voids and the simultaneous occurrence of elastic, plastic, and viscous deformation. As a ﬁrst
approximation in this section, it will be assumed that the system is able to reach a steady state equilibrium
much faster than any changes in mass ﬂow rate. This can be considered a quasi-static equilibrium such
that as soon as the mass ﬂow rate changes, all forces and model parameters reach their steady state values
instantaneously. In addition, it will be assumed that the material density will not change unless a load is
placed upon it. Thus, if there is a ﬂow of material with a constant mass ﬂow rate in an open channel with
no accumulation in the system, given a ﬁxed density and velocity proﬁle, the height of the material at any
given point along the path of the material is described simply by Eq. (3.10), where h0 is replaced with an
44
Feedspeed
Ground speed
Initial height
Final height
Position
Position
Position
Density
a)  Velocity Profile
b) Height Profile
c) Density
Speed
Height
Figure 3.7: Qualitative behavior of ﬂowing material under no load.
instantaneous height. Additionally, if the height proﬁle, velocity proﬁle, and mass ﬂow rate is known, the
density of the material in the ﬂow can be determined. One result of these assumptions is that at ﬁxed mass
ﬂow rates, when material speed increases, there is a corresponding decrease in height. This speed change
does indeed occur in forage harvesters when material accelerates from the ground speed to the feed roller
speed as it is grabbed by the rollers. Fig. 3.7 illustrates this qualitative behavior of the material.
Once load is applied to the material, however, the mass ﬂow picture becomes much more complicated.
Instead of a simple relationship between density, height, velocity, and mass ﬂow rate, many other parameters
start to come into play, namely how the material responds to the applied load. Independent of loading, the
mass ﬂow rate is assumed to be constant throughout the feeder housing, but the density and height proﬁle
may vary from the condition in the absence of loading.
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3.3.3.1 Simple rectangular prismatic loading
A simpliﬁed representation of the loading of the material by the feed rollers is to consider a rectangular
prism pressed down upon the material with a certain applied force. As a result, the material under the
prism will achieve a uniform height proﬁle below that predicted by the bulk density η for a given velocity
proﬁle. As a consequence, the decreased height must be accompanied by an increase in density. The height
of the material is determined by the steady state balance between the restoring forces within the material
and applied force from the rectangular prism.
It would be desirable if here, one of the empirical laws or rheological models from Sec. 1.5 could be used
to determine F↑. However, because of their dependence on loading rate and the step change in height caused
by the prismatic loading, this is not possible. If the loading geometry were to be changed it is conceivable
that one of those material models could be employed.
Instead, it can be imagined that the force of the material on the prism is proportional to the height
proﬁle change in response to the imposed load. This would be similar to the reaction force of a spring being
compressed where the proportionality constant is a stiﬀness k. However, since the change in height is not
uniform across the width of the prism, a summation must be used to get the total force exerted by the
material on the prism. By dividing the material under the roller into n discrete springs, the total force is
determined by
F↑ =
n∑
i=1
ki(hi − δ) (3.13)
where hi is the reference height of the material at the i
th spring, ki is the stiﬀness of each spring, and δ is
the equilibrium height of the rectangular prism (see Fig. 3.8). By taking the limit as n approaches ∞, the
summation becomes an integral of the form
F↑ =
ˆ L
0
k(x)(h(x)− δ)dx (3.14)
where L is the length of the prism, k(x) dx deﬁnes the stiﬀness of the material as it is being loaded, and
h(x) deﬁnes the height of material if the prism in the absence of load. Here the stiﬀness, k(x) has units of
force/area. For a given velocity proﬁle v(x), the height proﬁle h(x), can be determined by rearranging Eq.
(3.10).
The dependence of the stiﬀness k(x) on x can be considered to capture variation in the stiﬀness with
changes in the material density. However, if this variation is small, then k(x) can be replaced with a constant
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Figure 3.8: Diagram of prismatic loading.
km, and taken out of the integral. Eq. (3.14) then becomes
F↑(m˙, δ) = km
ˆ L
0
(h(x, m˙)− δ) dx (3.15)
From Eq. (3.15), it is evident that the force F↑ equals the displaced area due to compaction multiplied by a
stiﬀness density.
Given the deﬁnition of F↑ in Eq. (3.15), it is possible to solve Eq. (3.9) for the equilibrium height δ. Given
δ, the complete height proﬁle of the material ﬂow can be determined. The relationship between velocity,
height, and density is illustrated in Fig. 3.8.
In this simple model, the only material parameters that need to be determined are stiﬀness, km, and the
uncompressed density, η. These two parameters would vary from crop to crop and with diﬀerent moisture
levels. However, by performing material testing, a look up table for these parameters could be made. By
combing these parameters with the mathematical equations deﬁned above, a picture of how material might
behave under a compressive load by a rectangular prism can be obtained.
3.3.3.2 Cylindrical Loading
Though a simple loading condition was examined above, it does not match the compression process in the
feeder housing of forage harvesters. It is overly simplistic to represent the feed rollers as a rectangular prism,
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and a more accurate model can be arrived at by approximating the feed rollers as cylinders. In this analysis,
all previous assumptions under rectangular prismatic loading still hold. In addition, the velocity proﬁle is
simpliﬁed such that the material speed is the tangential linear speed of the cylindrical feed roller.
Under these loading conditions, the force F↑ can again be approximated by dividing the material under
the rollers into n independent linear springs. The total force of the material acting on the feed roller is the
summation of the forces due to each individual spring and is given by
F↑(δ, h0) =
n∑
i=1
kmyi (3.16)
where |yi| is the vertical deﬂection of the incoming material relative to the reference height h0 and is
determined by
yi =
√
r2 − x2i − y∗ (3.17)
Here xi is the x-coordinate of the ith cross section and the center of the roller, and r is the radius of the
roller. The distance y∗ is the height of the center of the roller above the initial height of material, h0, and
is determined by
y∗ = r + δ − h0 (3.18)
As n approaches ∞ , the summation can be rewritten as the integral
F↑ =
ˆ 0
xmin
km(
√
r2 − x2 − y∗)dx (3.19)
where
xmin = −
√
r2 − y∗2 (3.20)
is the x-coordinate of the point the material initially contacts the feed roller.
The integral in Eq. (3.19) can be computed explicitly and is equal to
−km
2
(
2y∗xmin + xmin
√
r2 − x2min + r2 tan−1
(
xmin√
r2 − x2min
))
(3.21)
Again, the magnitude of the force can be visualized as a displaced area multiplied by a stiﬀness with units
of [Force/Area].
In this linear spring model, the material would normally be assumed to return to its original height after
being compressed. However, since the actual material is known to not be perfectly elastic, in this model the
material will be assumed to not spring back at all. Instead, it remains at the ﬁnal compressed height δ, and
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Figure 3.9: Diagram of variables used in the cylindrical loading model.
exerts no force on the feed roller after passing through the point of maximum compaction (see Fig. 3.9).
This assumption will be relaxed in the dynamic models discussed in the next sections.
This model neglects to account for the force of friction. As the cylinder rotates and compresses the
material, it also pulls the material downward and toward the back of the machine. This results in a local
friction force tangential to the cylinder at every point that is in contact with the material. The resulting
total force will have both a vertical and horizontal component. The horizontal component of the friction
force causes the material to accelerate. This component was approximated through the assumption that
the material accelerated to the the linear feed roller speed at the onset of contact. The vertical component,
however, was altogether neglected. In reality, the friction force will cause an upward force in the vertical
direction, resulting in an increase in the displacement of the cylinder. Nevertheless, for the purposes of this
model, the friction force is ignored.
Theoretically, here it would also be possible to substitute an experimentally determined empirical model
for the material response in place of the simple linear springs. The only challenge would be that the loading
rate is not constant through the compaction process due to the shape of the compacting cylinder and the
acceleration of the material. In order to get the most accurate ﬁt, it might be necessary to consider a family
of empirical models, in order to cover the spectrum of loading rates. As suggested in Sec. 1.5.2, rheological
models could also be substituted here.
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3.3.4 Dynamic material model at a quasi-static limit
In the previous linear spring models at static equilibrium, it was assumed that the material can react
instantaneously to an applied load and that no time is needed to reach equilibrium. This, of course, is a
simpliﬁcation and there are dynamic factors that come into play. The next model presented is an attempt to
take some of these time dependent eﬀects into account. Another shortcoming of a linear spring model is that
it implies the material will completely spring back to its original height once it leaves the roller area. This is
not accurate since plastic deformation takes place during the compression process. This was addressed in the
model considered in the previous section by assuming that once the material was compressed, it would not
spring back at all but instead remain at its minimum height. A better choice might be to include viscoelastic
eﬀects that account for plastic deformation and some degree of spring back.
Consider a volume of loosely packed material within a container with a massless plate sitting on top
of it. Now, if the material is compressed a small distance and allowed to settle, the response force of the
material can be measured and a force versus displacement curve can be generated. As a load is applied to
the plate, the plate begins to compress the material. In order to displace the plate by a certain amount, a
force is initially required to compress the material. But over time, this force decrease to zero as the material
is allowed to settle, bend, break, and reorient itself. This behavior describes material that is in a loosely
packed state.
This experiment of compressing the material and letting it settle can be continued until reaching a
critical height below which the pure reorganization and plastic deformation of the material will not be able
to compensate for the change in volume, regardless of how much time passes. At this point, the material will
begin to push back on the plate and behave in an elastic manner. Denote by zmax the change in height from
the original reference height at bulk density η. Now, for any incremental change in height, the material will
require a continuous force that doesn't decrease with time. If the force is released, the material will spring
back to the critical height. The magnitude of the force in the elastic region will here be assumed to be linear
in the change in height from the onset of the elastic behavior.
The form of this graph is similar to that from compaction tests done with chopped biomass. Chevanan et
al. [10] took chopped switchgrass, wheat straw, and corn stover from a knife mill, placed it in a cylindrical
die, and compressed it with a close ﬁtting piston attached to a Universal Testing Machine. The material
was compressed at a rate of 1 mm/s. In the resulting force-displacement curves (see Fig. 1.3), there is a
large, relatively ﬂat region in compression distance followed by a region where the slope increase rapidly to a
constant, independent of particle size. As a ﬁrst approximation, this type of behavior can be modeled by two
lines, closely matching the hypothesized compaction behavior. Force-displacement curves of the idealized
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Idealized material
Figure 3.10: Force response of idealized material with time, allowing for settling, overlaid on experimen-
tal data from N. Chevanan, A.R. Womac, V.S.P. Bitra, C. Igathinathane, Y.T. Yang, P.I. Miu, and S.
Sokhansanj, Bulk density and compaction behavior of knife mill chopped switchgrass, wheat straw, and
corn stover. Bioresource Technology, 101, pp. 207-214, 2010, with permission from Elsevier.
material overlaid with the experimental results of [10] is seen in Fig. 3.10.
The eﬀects of particle length was also seen in Fig. 1.3. Experiments with diﬀerent particles lengths
were performed using variable mill screen sizes. The larger the screen size and the longer the particles, the
larger the initial ﬂat region of the force-displacement curves. This agrees with the notion that the with long
particles, there are more voids as the material is loosely piled, and the material can therefore experience
much greater compression before the plastic limit is reached. This change in void volume, or porosity, based
on particle length could be a material property captured by the model parameter zmax. A larger zmaxwould
indicate a larger compression distance before the material reaches an elastic state.
Another way to look at this phenomenon is to consider a virtual surface, whose vertical coordinate
relative to the reference height of the material is denoted by z, and which is connected by springs to the
actual surface of the material in the container with vertical coordinate y relative to the reference height.
When the material is uncompressed and at its full height, z = y = 0. When compression starts, y begins to
increase. The value of z evolves with time in such a way that the force required to compress the material
is proportional to the diﬀerence between z and y. As the material is allowed to settle and reorient itself, z
begins to track towards y, and given enough time, z approaches y asymptotically. As this happens, the force
needed to hold the material at coordinate y falls to zero. However, once z reaches zmax, z does not continue
to follow y, but instead remains at zmax. Now the responding force of the material increases linearly with
displacement and if the load were to be removed, the coordinate y will spring back to zmax. This behavior is
illustrated in Fig. 3.11. The magnitude of the force of the material pushing back can be modeled as a linear
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Figure 3.11: Elapsed time behavior of idealized material under compression.
spring and is given by
F↑ = k(y − z) (3.22)
where k is a spring constant. With this new material model, the force that the material pushes back with
in response to an applied load is no longer solely dependent on displacement, but also on time and how
close the material is to its plastic deformation limit. These characteristics will be the basis for the further
development of the model of material under compression.
3.3.5 A ﬁrst dynamic material model
One of the keys to further develop this model is to make sure that while the dynamic behavior of the material
is captured, the model remains consistent with the quasi-static limit behavior predicted if time is allowed
to go to inﬁnity. This will mainly be achieved by choosing the correct time dependent behavior of the
coordinate z. The faster z catches up with y, the faster the material reaches a static equilibrium, and the
faster it reaches zmax, the faster the material reaches its purely elastic response behavior. If the equation
governing z is deﬁned with the proper free parameters, a ﬂexible model of the feeder housing that will be
adaptable to many diﬀerent types of forage materials can be developed.
For a given set of operating conditions, when material is moving and being compressed, the deﬂection of
the material is determined by the initial height of the material and the size and shape of the compressing
object. The position of the actual material surface, y, is then a function of where you are under the
compressing object, so y can be written as a function of position x. The coordinate of the ﬁctitious surface
z, however, depends on the x coordinate in a way that is parametrized by operating conditions, for example
the feed roller speed. Thus, the way the function z(x) is deﬁned will determine the dynamic behavior of the
material.
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The force F↑, can again be deﬁned to be proportional to a suitably deﬁned area, as was done with the
linear spring models. In this case, the area is bounded by the graphs of the coordinates y and z as functions
of the position x of the material under the roller. If the area is divided into individual strips and assumed
to have a constant stiﬀness km, then F↑ is equal to
F↑ =
ˆ xmax
xmin
km(y(x)− z(x))dx (3.23)
where [xmin, xmax] is the interval over which the compression is taking place. Even though this is an integral
independent of time, the dynamic eﬀects that are desired are still captured implicitly in z(x).
Consider ﬁrst when y˙ is positive. Now suppose, for example, that the rate of change of z is proportional
to the rate of deformation in y. In particular, assume that the coeﬃcient of proportionality depends on how
close z is to zmax, as per the following formula
z˙ = y˙
(
1− z
zmax
)
(3.24)
This model for how the virtual surface changes with time captures some key hypothesized characteristics
of the material. One is that the virtual surface lags behind the actual surface to capture settling behavior.
Another characteristic is that z stops changing once z reaches zmax. This formula also yields nice closed
form solutions for z even when complicated geometries like that of a cylinder are considered. Note that when
y˙ is zero, z˙ is zero.
In Eq. (3.24), when y˙ is negative, z˙ is also negative. However, the purpose of introducing the coordinate
z was to capture irreversible plastic deformation in the material. To account for this, it is assumed that
when y˙ is negative, z˙ is zero, and Eq. (3.24) no longer applies.
Using Eq. (3.24) and applying a cylindrical load on a moving mat of material, the way z tracks with
y is seen in Fig. 3.12. The green line is the actual surface of the material and the red line is the virtual
surface. Here zf denotes the maximum value of the z coordinate reached at x = 0. As seen in the ﬁgure, the
material surface springs back after the point of maximum compression at the center of the cylinder but does
not rebound to the initial height h0. Instead, it only rebounds to the ﬁnal position of the virtual surface
where y = zf . This is an improvement over the linear spring model where no spring back was allowed at all.
The mathematical equation that governs the actual material surface coordinate y is determined by geom-
etry. In the case of a cylinder, the equations governing the material surface can be adapted from the linear
spring case and are reproduced below.
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Figure 3.12: Viscoelastic model.
y(x) =
√
r2 − x2 − y∗ (3.25)
y∗ = r + δ − h0 (3.26)
Because the material mat is moving with a known constant speed, a change of variable can be used to rewrite
y˙ and z˙.
y˙ =
dy
dt
=
dy
dx
dx
dt
(3.27)
z˙ =
dz
dt
=
dz
dx
dx
dt
(3.28)
where dxdt is the velocity of the material. Substitution of Eqs. (3.27) and (3.28) into Eq. (3.24) yields
dz
dx
=
dy
dx
(
1− z
zmax
)
(3.29)
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Solving this diﬀerential equation explicitly using an integrating factor gives
z(x) =

−zmax + zmax · exp
(
1
zmax
(
y∗ −√r2 − x2)) if x ≤ 0
zf if x > 0
(3.30)
where
zf = z(0) = −zmax + zmax exp
(
δ − h0
zmax
)
(3.31)
Examining the geometry of the system, F↑ is deﬁned by Eq. (3.23) with
xmin = −
√
r2 − y∗2 (3.32)
xmax =
√
r2 − (zf + y∗)2 (3.33)
With F↑ deﬁned, the force balance equation, Eq. (3.9), is solvable using iterative techniques and a detailed
picture of the mass ﬂow rate under cylindrical loading can be obtained.
Unfortunately, there is a major inconsistency between the model and the quasi-static material behavior
when using Eq. (3.24) to deﬁne z˙. In the case that the material surface is quickly displaced and subsequently
held in place, z will never reach its expected static equilibrium position no matter how much time passes,
since y˙ = 0. For example, if a load presses the material past the distance zmax, the quasi-static material
model predicts that z would eventually reach zmax, or if the material is not compressed passed zmax, z would
reach y. However in the dynamic model, when the load is held ﬁxed, y˙ = 0, z˙ will become zero even before
z reaches the desired equilibrium point. To match the proposed quasi-static material model, the dynamic
model needs to be modiﬁed to allow z to continue changing even when the load is held in place.
The exception would be if the material is already at its plastic deformation limit, z = zmax, at the onset
of compression. Then z will just remain constant throughout compression. In this case, however, there
would be no dynamics in the system, and practically speaking, this condition would never be seen in the
ﬁeld. Thus, even though Eq. (3.24) deﬁnes z˙ in such a way that z lags behind y, the discrepancy between
the dynamic and static model motivates the consideration of other dynamic models that will better ﬁt all
loading conditions.
3.3.6 A second dynamic material model
One possibility for modifying Eq. (3.24) to allow for z to settle to the correct equilibrium position when the
material is displaced (i.e. y˙ > 0) would be to make z˙ proportional to the diﬀerence between z and y instead
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of proportional to y˙. Instead of Eq. (3.24), consider the following equation
z˙ = c (y − z) (3.34)
where c is a proportionality constant and has units of 1/time. To match the form of Eq. (3.24), Eq. (3.34)
can be re-written as
z˙ = c · y
(
1− z
y
)
(3.35)
However, this equation doesn't quite match the static equilibrium condition for when y is greater than zmax.
In this case, z should stop changing upon reaching zmax rather than keep trying to catch up to y. To address
this issue, the y variable in Eq. (3.34) can be replaced by a continuous piecewise deﬁned function f(y) that
depends on the position of y relative to zmax. When y < zmax, the z coordinate should asymptotically
approach y, and z˙ should equal 0 when z = y. On the other hand, when z < zmax < y, z should tend toward
zmax until z = zmax, at which point the material reaches its plastic limit and again, z˙ equals 0. One way to
accomplish this is by deﬁning f(y) as
f(y) =

y y < zmax
zmax y ≥ zmax
(3.36)
and the new equation deﬁning z˙ becomes
z˙ = c · f(y)
(
1− z
f(y)
)
(3.37)
Now we have a model for z˙ that is consistent with the static equilibrium assumptions.
Using an integrating factor, one ﬁnds the solution to Eq. (3.37) to be
z(t) = e−ct
ˆ t
0
cecτf(y(τ))dτ (3.38)
Eq. (3.38) describes how the material reacts to a given displacement given two parameters, c and zmax, and
the function y(t). The parameter c is similar to a coeﬃcient of creep and deﬁnes how quickly material can
reorganize and deform in order to accommodate an applied displacement. The larger c is, the faster z will
catch up to y. The parameter zmax, as mentioned before, is a plastic deformation limit which describes the
total amount of permanent compression the material undergoes. Any deformation beyond this point is a
recoverable elastic deformation. Finally, y(t) is a function that captures the shape of the object imposing
56
the displacement as well as the speed of the material.
An equation for z as a function of position can be derived by changing the independent variable from t
to x. For a known shape of a feed roller, y(x) and given the velocity proﬁle of the material, v(x), then
y(x) = y(t(x)) (3.39)
t(x) =
ˆ x
0
dκ
v(κ)
(3.40)
Now, instead of a time dependent equation for z, one can derive an equation based on position, x, using Eqs.
(3.39) and (3.40):
z(x) = e−c
´ x
0
dκ/v(κ) ·
ˆ x
0
cec
´ β
0
dκ/v(κ)f(y(β))
dβ
v(β)
(3.41)
Expressions for z(x) can be found by evaluating Eq. (3.41) with diﬀerent applied displacement and velocity
proﬁles. Explicit expressions could possibly be found if the applied displacement and velocity proﬁles are
simple linear functions. However, numerical methods are generally needed to compute the integrals in Eq.
(3.41).
One thing to note is that since f(y) is a piecewise continuous function, the main integral in Eq. (3.41)
would have to be broken into two separate integrals: one for when y < zmax and one for when y > zmax. The
separation point would have to be found by solving for an x˜ where y(x˜) = zmax. Depending on the value of
c and the dependence of y on x, there could of course be more than one point where where y = zmax. But
for the for the purposes of this model, only the ﬁrst point is considered.
With expressions for z(x) and y(x), F↑ can again be computed by evaluating Eq. (3.23). However, an
alternative way to solve for z and get an expression for F↑ would be to solve numerically a coupled initial
value problem. Speciﬁcally, the initial value problem that governs the compression process is given by the
diﬀerential equations
x˙ = v(x) (3.42)
z˙ + cz = cf(y(x)) (3.43)
φ˙ = kv(x)(y(x)− z) (3.44)
and x(0) = z(0) = φ(0) = 0. The load F↑ is now given by φ(tmax) where x(tmax) = xmax, where xmax is
given by Eq. (3.33). Eq. (3.42) comes from the deﬁnition that the rate of change in position is the velocity.
Eq. (3.43) is simply a rearrangement of the deﬁnition of z˙ given in Eq. (3.37). Eq. (3.44) is based on the
deﬁnition of F↑ given in Eq. (3.23). As seen in Eq. (3.23), F↑ is an integral, and can thus be evaluated at
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Figure 3.13: Illustration of z surface under prismatic loading.
the same time as Eqs. (3.43) and (3.42).
The formulation for φ˙ is arrived at by taking Eq. (3.23), replacing dx with the equivalent expression
v(x)dt, and taking a time derivative after replacing the deﬁnite integration limits with an open interval
between 0 and t. The new limits are determined by the time interval over which the equations are evaluated.
Solving this system of diﬀerential equations has the advantage of reducing the number of steps required
to arrive at a solution when compared to starting with a formulation for z(x). Getting an expression for
z(x) requires the computation of three integrals, and afterward, a fourth integral needs to be evaluated to
get a value for F↑. Solving the diﬀerential equations simultaneously yields both z(x) and F↑ in one step.
It is also possible to use more complex rheological models in this way. The formulation for z˙ and φ˙ given
above could be replaced with diﬀerential equations given by one of the physics based models from Sec. 1.5.2.
This would allow for comparing the characteristics and eﬀects of diﬀerent material models in order to see
which one best captures the dynamics of the material when compressed with feed rollers.
As a simple example of using this second dynamic model, consider a system where the loading is done
by a rectangular prism and the velocity of the material is constant throughout. The loading proﬁle, y(x), is
then given as a constant value greater than zmax, and so f(y) will be the constant value zmax. The velocity
proﬁle, v(x), can also be given as the constant value v. Now, evaluating Eq. (3.41), z(x) comes out to be
z(x) = zmax(1− e− cv x) (3.45)
This situation is illustrated in Fig. 3.13.
Instead of performing the explicit computation of z(x), the dynamics of this example system can also
be found by integrating the system of diﬀerential equations given in Eqs. (3.42), (3.43), and (3.44) simul-
taneously. The results from this integration are in very good agreement with the results from the explicit
computations, validating the equivalence of the two methods (see Fig. 3.14).
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Figure 3.14: Comparison of z surface position computed numerically and explicitly as material undergoes
prismatic loading.
3.3.7 Re-examination of zmax
At this point, the physical meaning of zmax needs to be re-visited. As mentioned above, zmax is the
maximum displacement that the ﬁctitious surface can reach. This displacement represents a limit before
which the material deforms plastically and only resists compression with minimal force, and beyond which,
the material behaves elastically. However, this maximum distance is not an independent crop property.
There is no physical reasoning for why a given material has a maximum distance that it can compress before
it behaves elastically.
Instead, it can be imagined that zmax is a derived quantity that depends on h0, the height of the material
when it ﬁrst comes in contact with the cylinder, and an additional parameter ηmax, the maximum density the
material can reach when compressed before behaving purely elastically. Before ηmax is reached, the material
might be full of voids, so when it is compressed, material can move, bend, and break to ﬁll those voids.
Thus, when equilibrium is reached, there is little force required to keep the material at that compressed
state. However, after reaching ηmax, the majority of voids may be expelled and all the diﬀerent particles
would be pressed against one another, causing the material to resist compression much more and behave
more like an elastic solid. The density, ηmax, appears to be a more natural material property when compared
to zmax and is a material property that could be obtained through experimentation.
In order to derive the relationship between ηmax, h0, and zmax, conservation of mass can again be used.
First consider the static case where a ﬁxed mass of material in a rectangular piston is compressed a distance
zmax to its maximum plastic density ηmax. Since the amount of material in the piston does not change, the
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mass of material before and after compression is the same and can be described using the following equality
h0ηwl = (h0 − zmax)ηmaxwl (3.46)
In Eq. (3.46), the width and length of the piston is w and l, respectively and the initial height of the piston
is h0. Solving for zmax using Eq. (3.46) yields
zmax =
(
1− η
ηmax
)
(3.47)
In the case where material is moving under a compressing object, a similar analysis can be done. The
only diﬀerence is that the volume enclosing the ﬁxed quantity of mass only has constant width, and both
height and length of the volume can change. Again, assuming the maximum density is reached, the mass
before and after compression have to equal one another so
h0ηwv1dt = (h0 − zmax)ηmaxwv2dt (3.48)
By simplifying and rearranging terms, zmax can be expressed as follows
zmax =
(
1− ηv1
ηmaxv2
)
h0 (3.49)
In the case of the forage harvester, v1 can be equated to the ground speed, v2 can be equated to the feed
roller speed, and Eq. (3.49) can be rewritten as
zmax =
(
1− ηvgs
ηmaxvfr
)
h0 (3.50)
The only restriction that needs to be imposed is that feed roller speed should be larger than ground speed.
If this were not so, there would be accumulation of material in the feeder housing.
Physically, this equation for zmax matches what intuitively happens in the system. If mass ﬂow rate
increases, the maximum distance, zmax, the material is able to compress should scale with h0. If this were
not so, the limit of compression of the material would only be ﬁxed distance regardless of the mass ﬂow
rate. Also, if the feed roller speed, v2, increases, we expect that the material would be more spread out
and less dense, and thus able to compress more. This is indeed what happens when v2 is increased in Eq.
(3.49) is examined, as v2 increases, zmax also becomes larger, and a larger zmax implies that the material
can compress a further distance, matching what is expected to happen.
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Before Compression After Compression
Figure 3.15: Material parameters before and after maximal compression.
3.3.8 A third dynamic material model
One assumption made so far is that after the material is compressed past zmax, it behaves perfectly elastically.
However, as observed by Mohsenin [37], plastic deformation takes place during the whole compaction process.
To take this fact into account, an adjustment to the material model can be made. Revisiting the ﬁrst quasi-
static equilibrium considerations from Sec. 3.3.4, when the displacement y ≤ zmax, the material is desired to
behave such that given enough time, the ﬁctitious surface will settle to the actual displacement. However, in
the regime where y>zmax, instead of approaching zmax, it is desired that the ﬁctitious surface would settle
to a new position, zeq, which is greater than zmax. The motivation for having this new equilibrium point is
that during compression where y > zmax, after the material reaches its critical density ηmax when z = zmax,
the material does not behave completely elastically, but some plastic deformation continues to occur. The
amount of plastic deformation that continues to take place is determined by how much larger zeq is than
zmax.
The value of zeq should be related to both a material property as well as the actual compression distance.
Consider an experiment performed at quasi-static conditions where the material is ﬁrst compressed a small
distance, and then allowed to settle. The resulting force can be measured and recorded at this displacement.
Now if the compression is continued incrementally and enough time is given for the material to settle, a force
versus compression distance curve of the material might have a shape like that seen in Fig. 3.16.
Up until y = zmax, the force is equal to zero, just as in previous models. However, once y > zmax the
force increases linearly and is governed by an equation similar to Eq. (3.22), where z is replaced with zeq,
and takes the form
F↑ = k(y − zeq) (3.51)
A value for zeq can be determined by considering the loading and unloading characteristics of the material.
First, the equilibrium position zeq, continues to change as compression increases. However, during unloading,
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Figure 3.16: Steady state material force behavior with new equilibrium position zeq.
since no additional compression is taking place, it is assumed that the ﬁctitious surface with coordinate z
remains stationary and the value of zeq remains ﬁxed. If the eﬀective stiﬀness during loading is l with respect
to displacements relative to zmax and k (see Fig. 3.16), then zeq is found to equal
zeq = y − l
k
(y − zmax) (3.52)
This new coordinate zeq is seen to be determined by the compression distance y, the material property k,
and the new parameter l, which can also be classiﬁed as a material property.
The amount of plastic deformation that is allowed is determined by the ratio lk . The smaller the ratio,
the larger zeq will be. This also implies that the smaller l is, the more plastic deformation can take place
after the material reaches ηmax. The only restriction on l is that 0 < l ≤ k . In the limiting case that l = k,
the result is that zeq = zmax which makes this third dynamic model identical to the second dynamic model.
Thus, the second dynamic model is a special case of this third dynamic model.
In developing the dynamic response using this new material behavior, instead of using the deﬁnition of
f(y) given in Eq. (3.36), f(y) is now be deﬁned as
f(y) =

y y < zmax
zeq y ≥ zmax
(3.53)
Other than this change in f(y) all other equations governing the dynamics in compressing the material
remain the same as in the second dynamic model.
The unloading behavior of the material in this third dynamic model is very similar to that of the second
dynamic model. During unloading, the material again springs back to the maximum of value of z, zf .
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However with the new deﬁnition of f(y), zf can now be greater than zmax. Nonetheless, even with this
change, the governing diﬀerential equations remain virtually the same. During unloading, there are only two
diﬀerential equations that need to be evaluated since z˙ = 0. The ﬁrst one governing x˙ is the same as Eq.
(3.42), and the second is a slightly modiﬁed form of Eq. (3.44).
φ˙↑ = kv(x)(y(x)− zf ) (3.54)
These two equations can be solved numerically with initial conditions x = xˆ and φ = Fˆ where xˆ and Fˆ are
the position and force, respectively, just before unloading begins.
Another observation related to unloading, though not unique to this third dynamic model, is that the
force seen during loading and unloading is not the same. During loading, there are time dependent, plastic,
and elastic eﬀects that all come into play. These eﬀects are mainly captured by the behavior of the ﬁctitious
surface. However, during oﬀ-loading, there is only a time independent elastic response, as reﬂected in the
stationary ﬁctitious surface. The net eﬀect is that the work needed to compress the material during loading
is greater than the work the material is able to perform during unloading. This makes physical sense because
in addition to storing elastic energy in deformations of the material, part of the compression process causes
the material to break.
Cylindrical loading is a situation in which these unloading eﬀects are seen. The ﬁrst half of the cylinder
compresses the material, but after passing the center of the cylinder, the geometry of the cylinder is such
that it pulls away from the material and thus simulates oﬀ loading.
One drawback of the added complexity to the model is the addition of another parameter that needs to be
ﬁtted. There are already four other crop parameters, η, c, k, and zmax(ηmax) that need to be ﬁtted, and now
there is a ﬁfth, l. The added complexity to the model captures more of the observed behavior of the actual
system and easier to ﬁt to a collection of data. However, it does not necessarily result in more accuracy in
the desired mass ﬂow estimation and will deﬁnitely require more data to calibrate all ﬁve parameters.
3.3.9 Limitations of the third dynamic model
Though this third dynamic model is consistent with material behavior in quasi-static conditions and takes
into account diﬀerent types of deformation (elastic, plastic, viscous), there are at least two eﬀects that are
not taken into consideration in the current proposed model and that will be brieﬂy addressed here. The
ﬁrst one is the velocity's eﬀect on the height of the material in the absence of compression. Change in
the uncompressed height should aﬀect z, but currently these eﬀects are not considered. A possible solution
would be to change the formulation of the force F↑ to include the height proﬁle h(x), which can be derived
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from the velocity proﬁle v(x) as follows
F↑ =
ˆ xmax
xmin
km ((h(x)− z(x))− y(x)) dy (3.55)
Second, material properties that are dependent on density are assumed to be constant. However, with
forage, this is not true and properties like spring constants and deformation ratios are dependent on density of
the material underneath the roller [2, 11, 36]. Accounting for changing parameters based on the instantaneous
density of material under the feed roller might make this model more realistic.
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Chapter 4
Exploration of Model Parameters
A way to test the sensitivity of a model to diﬀerent model parameters is to investigate the eﬀect of varying
one parameter while keeping all other parameters constant. To carry out such a test, the forward algorithmic
model described in Sec. 3.3 can be used. In the forward model, inputs and outputs of the model can be
grouped into four categories: crop properties, machine parameters, mass ﬂow rate, and sensor values. Crop
properties, such as km, η, and ηmax, are model parameters that aﬀect the force of the material on the roller.
Machine parameters are settings and geometries of the harvester such as ground speed and feed roller speed.
The mass ﬂow rate is the external input for the forward model, and the sensor reading is the output of the
model. For the purposes of the feeder housing, the sensor reading is the displacement of the feed rollers.
For this exploration of model parameters, two distinct tasks will be discussed. The ﬁrst task, named
model testing, investigates changes in internal model quantities under variations in one model parameter at
a time while keeping the remaining parameters unchanged. The purpose of this is to verify that the model
behaves in the desired way described in Sec. 3.3. In the second task, named model validation, the steady
state feed roller displacement is calculated for a given set of crop properties and machine parameters as a
function of mass ﬂow rate. The purpose of this task is to compare behavior observed from experimental data
and DEM simulations with that predicted by the models developed in the previous chapter.
4.1 Model testing
The ﬁrst parameter examined in this section is δ since its eﬀect on certain internal model quantities is the
same regardless of material model. Consider variations in δ while keeping the remaining model parameters
ﬁxed. Given a constant mass ﬂow rate, the main eﬀect from varying δ is to change the enclosed area between
the z and y curves. Fig. 4.1 illustrates these changes as predicted by the ﬁrst dynamic model discussed in
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Figure 4.1: Diagram of the enclosed area at two extreme values of δ.
Sec. 3.3.5. As δ increases, the penetration of the roller into the material, and consequently, the enclosed area
decrease. This trend is clearly seen in Fig. 4.2.
From Fig. 4.1, it is clear that the value of δ lies between two extreme values namely δ = 0, corresponding
to contact between the feed rollers, and δ = h0, corresponding to the onset of contact between the feed roller
and the material. In fact, in the discussion below, we only consider values of δ greater than h0 − r in order
to insure that no material goes over the top of the feed roller instead of underneath it.
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Figure 4.2: Change in enclosed area given a variation in δ and with h0 = 14cm (ﬁrst dynamic model).
Table 4.1: Constant model parameters used during model parameter variation (ﬁrst dynamic model)
Machine Parameter Value
m˙ 30 kg/s
vgs 3 m/s
vfr 3 m/s
km 1 kN/cm
2
η 200 kg/m3
ηmax 600 kg/m
3
δ 2 cm
w 70 cm
Wroll 735 N
K 468 N/cm
r 7.75 cm
4.1.1 First dynamic model
The way the ﬁrst dynamic model, formulated in Sec. 3.3.5, behaves in response to changes in model inputs
is examined ﬁrst. This ﬁrst model is based on the premise that the rate of change of position of the ﬁctitious
surface, z˙, is proportional to the rate of change of the position of the actual material surface, y˙. The latter
captures both the roller geometry and the material speed.
To test this model, several of the model parameters are varied one at a time. Unless otherwise stated,
the remaining parameters equal the values given in Table 4.1. In each case, we investigate the predicted
changes in F↑ or the area enclosed between the z and y curves, as appropriate.
In this ﬁrst dynamic model, km is a stiﬀness that determines with how much force the material pushes
back when compressed. Since the enclosed area between the z and y curves is independent of km, the force
of the material on the roller varies proportionally with km. This is seen in Fig. 4.3 at various ﬁxed values of
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Figure 4.3: Changes in F↑ under variations in km for diﬀerent values of δ.
δ.
The initial height, h0, of the material as it encounters the feed roller, is related to the mass ﬂow rate, m˙,
the material speed, v, and the initial bulk density, η, through Eq. (3.10). If one assumes that the material
speed just before reaching the feed roller is equal to the ground speed, vgs, then h0 can be obtained from
h0 =
m˙
ηvgsw
(4.1)
(Note: The assumption of the material speed will be addressed again in Sec. 5.3). As h0 increases, the
penetration of the feed roller into the material increases. The resultant changes in the enclosed area are
shown in Fig. 4.4.
The value of the quantity, zmax, is given by Eq. (3.50) and is reproduced below for convenience.
zmax =
(
1− ηvgs
ηmaxvfr
)
h0 (4.2)
Note that zmax depends not only on η, ηmax, vgs, and vfr, but also on h0, which depends on vgs and η as
well.
The manner in which zmax aﬀects the shape of the z curve is seen in Fig. 4.5a. When zmax is large
relative to the distance the feed roller penetrates the material, the z curve tracks closely to the y curve for a
substantial portion of the compression before leveling out. The opposite is true when zmax is small relative
to the distance the feed roller penetrates the material, and the z curve levels oﬀ much faster (see Fig. 4.5b).
The faster z levels oﬀ, the larger is the enclosed area, so the net eﬀect is that the enclosed area between the
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Figure 4.4: Change in enclosed area given a variation in h0 at a ﬁxed value of δ.
z and y curve decreases with increasing zmax. This is shown in Fig. 4.6.
The parameter η represents an initial bulk density of the material before it is compacted by the rollers.
When η is increased, the material is closer to its maximum plastic deformation density, and the remaining
compression that can be sustained before reaching that limit should decrease. This is conﬁrmed by the result
shown in Fig. 4.7 for diﬀerent values of ηmax. Note that, as stated previously, h0 also varies with η and that
η must be smaller than ηmax.
The parameter ηmax represents a maximum bulk density that the material can reach through purely
plastic deformation. When ηmax is increased, the opposite behavior should be observed. If the critical
density of the material before it acts elastically is increased, then the distance it must compress before it
reaches this limit must also increase. This is again conﬁrmed by the behavior seen in Fig. 4.8 where zmax is
plotted as a function of ηmax at ﬁxed values of η. As ηmax increases, the value of zmax begins to level oﬀ as
it approaches h0.
The parameter vgs is the ground speed of the vehicle and determines the velocity of the material before
compaction. As per Eq. (4.2), zmax decreases as vgs is increased. The reason for this behavior is not entirely
obvious but makes physical sense when conservation of mass is considered. When material through a channel
is accelerated, in order for mass ﬂow to remain constant, either the cross sectional area has to change or
density has to change. Since for the purposes of this model testing δ is assumed to be ﬁxed, density must
change. Thus, as the material speed increases, to keep mass ﬂow rate the same, the material density must
decrease. Since the material is now less dense, it will compress a farther distance before the purely elastic
density is reached.
If we increase vgs, the change in the material speed up to reach vfr is smaller and thus the eﬀective density
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Figure 4.5: Comparison of the z curve and resulting enclosed area at two diﬀerent zmaxvalues.
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Figure 4.8: Change in zmax given variations in ηmax at ﬁxed values of η.
decreases. Consequently it will take a smaller compression distance to reach the limit of plastic deformation
to be reached, and thus, zmax will decrease. This behavior is captured by Eq. (3.50) and demonstrated in
Fig. 4.9 where zmax is plotted as a function of vgs at diﬀerent ﬁxed values of vfr. The range over which vgs
can be varied depends on the value of vfr. In order to ensure that there is no accumulation of mass in the
system, vgs must always be smaller than vfr.
Finally, the eﬀect one would expect vfr to have on zmax is that as vfr increases, zmax should also increase.
This is because the larger vfr becomes, the more spread out and less dense the material becomes. The less
dense the material is, the farther the compaction distance has to be before reaching the critical density of
ηmax. This behavior is captured by the proposed model and is seen in Fig. 4.10 where zmax is plotted as a
function of vfr at diﬀerent ﬁxed values of vgs.
From the deﬁnition of zmax, the limit for the values of zmax is again observed to be h0 for the same
reasons as in the ηmax case. The limit is reached when vgs = 0, which means the eﬀective density of the
material would be 0, and thus the material could compress to a height of 0. The range over which vfr can
be varied again depends on the limitation that vfr must be greater than vgs. The lower limit of the range
is then vgs, and the upper limit depends on the physical limitations of the system.
After examining the eﬀect of of the model parameters on zmax, let us now examine their eﬀect on the
enclosed area between the z and y curves. This will be more indicative of the resulting force F↑ since the
enclosed area is directly related to this force. Two parameters aﬀect the enclosed area directly, while the
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Figure 4.9: Change in zmax given a variation in vgs at ﬁxed values of vfr.
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others have a more complicated relationship with the enclosed area. The two parameters ηmax and vfr
inﬂuence the enclosed area solely through the change they cause in zmax. The enclosed area depends in a
more complicated way on vgs and η.
As seen in Fig. 4.11, the enclosed area decreases when ηmax increases, since increasing values of ηmax
implies increasing values of zmax. The decrease in area with increasing zmax is an indication that increasing
zmax will decrease the force with which the material pushes back for any given displacement. This makes
physical sense because if a material is further from its plastic deformation density limit, as the material is
being compressed, it breaks and voids are ﬁlled, providing little resistance to the deformation. However, when
the material density is closer to ηmax, all the individual particles are in close contact with their surrounding
particles with little or no space in between, so the material will resist compression much more and push back
with a greater force. The amount of change in the enclosed area depends on the diﬀerence between η and
ηmax.
The change in enclosed area as a function of vfr is shown in Fig. 4.12. As was the case with ηmax, zmax
increases when vfr increases. The resultant decrease in enclosed area implies that the force response of the
displaced material decreases with increasing vfr. This decrease in force is mainly a result of the material
being more spread out in space when its velocity increases, which decreases the material density, making it
easier to compress. It should also be noted that the decrease in force is in agreement with what was seen
in the DEM simulations when feed roller speed was increased (see Fig. 2.8). The magnitude of the rate of
change of the enclosed area decreases with increasing vfr as shown in Fig. 4.12. This is again due to the
leveling oﬀ of the value of zmax.
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Figure 4.12: Change in enclosed area given a variation in vfr at ﬁxed values of vgs.
As mentioned previously, zmax depends on η and vgs in two ways; indirectly through h0 and directly
through the proportionality factor in Eq. (3.50). The enclosed area depends primarily on zmax and h0. For
increasing h0, the enclosed area increases, but for increasing zmax, the enclosed area decreases. This is shown
in Figs. 4.4 and 4.6. Changes in η and vgs thus cause variations in both h0 and zmax and aﬀect the enclosed
area in a complicated way. For decreasing values of both η and vgs, h0 increases and an increase in the
enclosed area is expected. On the other hand, when η and vgs are decreased, there will be an increase in
zmax, and a smaller enclosed area is expected.
The combined eﬀect of increasing h0 and zmax through a decrease in η is seen in Fig. 4.13. From Fig.
4.13, it is clear that the overall eﬀect of decreasing η is that the enclosed area between the y and z curve
increases. So even though decreasing η makes zmax larger, the change in h0 causes the total enclosed area
to increase, masking the eﬀect of the larger zmax. Similar behavior is observed at diﬀerent values of ηmax.
The material behavior seen in Fig. 4.13 is not intuitively obvious and is in large part due to keeping the
mass-ﬂow rate and the feed roller displacement ﬁxed. To examine if this material behavior is consistent with
physical intuition, it is desirable to separate out the eﬀect of η on zmax from its eﬀect on h0. This can be
done by calculating the enclosed area given a constant h0, but varying initial bulk densities, η. In order to
achieve this, the constant mass ﬂow rate restriction is lifted, and instead, mass ﬂow rate is adjusted based
on the value of η to maintain a constant value of h0. The resulting enclosed areas at ﬁxed h0 and diﬀerent
values of η can then be computed. By plotting the enclosed area as a function of η, it can be seen that with
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ηmax values are cutoﬀ because of the physical constraint ηmax > η.
increasing η, the enclosed area also increases (see Fig. 4.14). Since force is proportional to enclosed area,
this behavior implies that the denser the material is, the more it will push back when compressed, matching
what one would expect intuitively.
The combined eﬀect of decreasing zmax and h0 by increasing vgs is seen in Fig. 4.15. As vgs increases,
the total enclosed area between the z and y curve decreases. This shows that the eﬀect of changing h0 again
masks the eﬀect of changing zmax. The decrease in area implies that if vgs increases while mass ﬂow rate
and feed roller displacement are constant, then the material will push back with less force on the feed roller.
A more intuitive understanding of how vgs aﬀects the force can be seen if mass ﬂow rate is allowed to
vary with vgs. This is a much more natural behavior of the system since, as seen in Eq. (3.1), m˙ is a function
of vgs. Now, when m˙ is allowed to vary as vgs is increased, the enclosed area also increases (see Fig. 4.16).
This then implies that the force will also increase with increasing vgs. Intuitively, this makes sense because
when vgs increases, so will mass ﬂow rate, and with more material coming in, the material may act stiﬀer
and resist compression more. The stiﬀer behavior of the material may be attributed to the fact that when
vgs is closer to vfr, the spreading eﬀect of the speed change is decreased. With less spreading of the material,
the eﬀective density increases, and thus the material should push back with more force.
One interesting thing to note is that when m˙ is allowed to vary with vgs and h0 is calculated from Eq.
(3.10), h0 no longer varies with vgs but instead has a ﬁxed value. Assuming that the density of the material
in the ﬁeld, ρ, is unchanged, a substitution of m˙ from Eq. (3.1) into (3.10), leads to
h0 =
ρ
η
wh
w
(4.3)
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Figure 4.14: Change in enclosed area given a variation in η at ﬁxed values of δ and constant h0.
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
0
50
100
150
vgs (m/s)
En
cl
os
ed
 a
re
a 
(cm
2 )
 
 
vfr=3 m/s
vfr=4 m/s
vfr=5 m/s
vfr=6 m/s
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where the dependence of vgs is canceled. Here η is the bulk density, wh is the header width, w is the width of
the feeder housing, and there is no vgs dependence. Thus, the change in enclosed area when vgs is varied, is
solely due to a change in zmax and not from any change in h0. This result is a bit surprising since when one
imagines mass ﬂow rate increasing, one would expect that the cross-sectional area that the material ﬂows
through would also increase. However, in this case, when the increase in mass ﬂow rate is only due to a
ground speed change, the cross-sectional area that the material ﬂows through remains the same.
4.1.2 Second dynamic model
An analysis of the second dynamic model is omitted at this point because the third dynamic model reduces
to the second dynamic model when l = k. Indeed in this case, the behavior of the model is such that once the
material is compressed to its maximum plastic deformation density, it will behave purely elastically, which
is what was assumed in the second dynamic model. All other model parameters aﬀect the second dynamic
model in the same way that they aﬀect the third dynamic model, and will be examined, along with l, in the
next section.
4.1.3 Third dynamic model
The third dynamic model is one where the rate of change of the z curve depends on the distance between
the y curve and the z curve. In this model there are ﬁve model parameters to capture the material behavior:
km, η, ηmax, c, and l. In the same way as in the analysis of the ﬁrst dynamic model, several of the model
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parameters are varied one at a time. The ﬁxed values for the model and machine parameters are again chosen
based on typical values seen in the ﬁeld or values that help illustrate the model behavior. For example, in
order to easily see the eﬀect of the model parameter l, ηmax was set very close to η. Unless otherwise stated,
the ﬁxed values for the crop properties and machine parameters used during model parameter variation are
given in Table 4.2.
Table 4.2: Constant model parameters used during model parameter variation (third dynamic model)
Machine Parameter Value
m˙ 30 kg/s
vgs 3 m/s
vfr 3 m/s
km 500 N/cm
2
η 200 kg/m3
ηmax 400 kg/m
3
c 200 sec−1
l 400 N/cm
2
δ 2 cm
w 70 cm
Wroll 735 N
K 468 N/cm
r 7.75 cm
The stiﬀness km acts exactly the same way in this third dynamic model as it did in the ﬁrst dynamic
model. It is the constant of proportionality that determines the force F↑ depending on the area enclosed
between the y and z curves.
The ways η, ηmax, and vgs aﬀect this third dynamic model are the same as in the ﬁrst dynamic model.
They aﬀect zmax and h0 according to the same deﬁnitions seen in Eqs. (3.50) and (4.1). However, in this
third dynamic model, zmax does not directly aﬀect the shape of the z curve as it did in the ﬁrst dynamic
model. Instead, zmax only acts as a switching point between two types of material behavior. This use of zmax
is consistent with the material model proposed in Sec. 3.3.4 where the material pushes back with minimal
force when compressed (at a quasi-static equilibrium) to a point less than zmax, but responds linearly to
additional compression after zmax (see Fig. 3.10). Now, when the area enclosed between the z and y curves
is plotted against zmax, there are two distinct regions: a decreasing region that is analogous to the ﬁrst
dynamic model, and a ﬂat region where zmax has no eﬀect on the enclosed area. This relationship between
zmax and enclosed area is seen in Fig. 4.17.
The ﬂat region comes about because f(y) is deﬁned as a piecewise continuous function with for y < zmax
and y > zmax respectively. As long as the displacement, y, of the material is less than zmax, the displacement
coordinate z only depends on the value of y and is unaﬀected by zmax. The enclosed area is aﬀected by zmax
only when y > zmax in which case the second part of the deﬁnition of the function f(y) is employed.
79
0 1 2 3 4 5 6
0
10
20
30
40
50
60
z
max
 (cm)
En
cl
os
ed
 A
re
a 
(cm
2 )
 
 
δ =2 cm
δ =4 cm
δ =6 cm
Figure 4.17: Change in enclosed area given a variation in zmax at ﬁxed values of δ.
For large values of δ, the depth to which the feed roller will compress the material is small and thus the
maximum value of y will also be small. With smaller maximum values of y, there are fewer values of zmax
for which y > zmax; thus, in the graphs of the enclosed area versus zmax, there are large ﬂat regions where
increasing zmax has no eﬀect on the enclosed area. The opposite is true for small ﬁxed values of δ. The
maximum value of y in those cases will be larger and there are more values of zmax for which y > zmax, and
thus there is a smaller ﬂat region where zmax has no eﬀect.
The eﬀect of changes in the feed roller speed, vfr, on the other hand, is diﬀerent from what it was in
the ﬁrst dynamic model. Although vfr aﬀects zmax in the same manner, it also explicitly appears in the
deﬁnition of z(x) as seen in Eq. (3.41). Because of this, there are two competing eﬀects when vfr is increased.
One eﬀect is the increase in zmax, as was seen in Fig. 4.10, which causes the enclosed area to decrease. This
can be attributed to the smaller eﬀective density when the material has a larger speed. The other eﬀect
is the decrease in the amount of time that the material spends being compressed by the roller. With less
time underneath the roller, the material does not have as much time to settle and reorganize, causing the
ﬁctitious surface to displace by a smaller amount, thereby increasing the enclosed area between the y and z
curves.
The interplay between these two eﬀects and their dependence on the value of vfr is shown in Figs. 4.18
and 4.19. In particular, Fig. 4.18a illustrates the variations in the z curves for two diﬀerent values of δ. In
Fig. 4.18a where the ﬁxed value of δ = 3 cm , the maximum value of y is less than zmax for the two larger
speeds and greater than zmax for the two lower speeds. In the former case, the enclosed area between the z
and y curves increases with increasing vfr, whereas it does the opposite in the latter case. This behavior is
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shown by the blue curve in Fig. 4.19.
In Fig. 4.18b where the value of δ = 6 cm, all the runs have a maximum value of y greater than zmax.
In these runs, there is no eﬀect seen from the increasing zmax as vfr is increased, and the only eﬀect that
is seen is the decrease in compression time because of the increase in feed roller speed. The net eﬀect is an
increase in enclosed area. This is shown by the green curve in Fig. 4.19.
At this point, two parameters that directly aﬀect the shape of the z curve, c and l, will be examined.
The parameter c is a creep like term that represents how fast the material can reorganize to accommodate
compression. The larger the value of c, the faster the material can reorganize and conform to a displacement
to minimize the force with which the material pushes back. The ratio of the parameter l to the ratio km
determines how much deformation past zmax is permanent and how much is restored. The larger the value
of l, the more of the compression beyond zmax is of a plastic nature. In general, this value for l should be
close to km since the region past zmax is assumed to behave primarily elastically.
Fig 4.20 shows how the z curve quickly tracks the y curve when c is large, and lags behind when c is
small. In both cases, the z curve stops following y and levels out when z reaches its maximum deformation
limit zmax. The eﬀect of c on the resulting enclosed area is shown in Fig. 4.21. From Fig. 4.21 it is seen that
for small values of c, changes in c have a large eﬀect on the enclosed area, but as c increases, the resulting
change in area is relatively smaller. This is due to the fact that when c is very large, the z curve is already
very close to the y curve, and any additional increase in c will result in a minimal change in area.
The eﬀect of l on the shape of the z curve is illustrated in Fig. 4.22. There it is seen that when l is close
to km and y > zmax, the z curve levels out near zmax. When l is far from km, the z curve continues to
track toward y. The physical eﬀect of this behavior is that when l is closer to km, the material behaves more
elastically. Once z begins to level out, no matter how much more the material is compressed, the material
will rebound to around zmax. However, when l is less than km, z continues to track toward y, the material is
imagined to continue deforming plastically, and the material rebounds a much smaller amount. The z curve
levels oﬀ only when y˙ becomes zero and oﬀ-loading begins.
The eﬀect of l on the enclosed area between the z and the y curve is seen in Fig. 4.23. As expected, the
enclosed area increases monotonically as l approaches km.
As mentioned above in Sec. 3.3.8, the restriction on l is that 0 < l < km. If l were ever greater than km,
the z curve would suddenly track to a value less than zmax which violates the desired material behavior. The
value of l also does not aﬀect the enclosed area unless y becomes greater than zmax at some point during the
compression. As seen in Fig. 4.23, in the case where δ = 3.5 and δ = 4 cm, there is no change in enclosed
area because the feed roller does not penetrate the material enough to compress it beyond zmax. Therefore,
in those tests, l does not come into play and the enclosed area remains unchanged.
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Figure 4.18: Shape of z curve given diﬀerent vfr at two ﬁxed values of δ
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4.2 Model validation
After performing the previous model testing and exploration of parameters, the dependence of the proposed
models on the equilibrium feed roller height can be examined. Here, instead of keeping δ ﬁxed, δ will be
allowed to vary so that the force of the material on the roller, F↑, will equal the downward force on the roller,
F↓. The predicted value of δ should then match what was observed from experiments.
4.2.1 First dynamic model
In the ﬁrst dynamic model, an increase of the stiﬀness km results in an increase of the force of the material
on the roller, F↑, since F↑ is proportional to the enclosed area through km. Thus, if km increases and the
enclosed area remains the same, the force F↑ will increase. This was already observed in Sec. 4.1. However,
an increase in km does not necessarily increase δ. For an increase in km and a ﬁxed δ, F↑ increases but
F↓ remains the same. As the latter force increases with δ, however, it is clear that δ at equilibrium must
increase with an increase in km.
On the basis of the physical meaning of stiﬀness, one would expect that if a material becomes stiﬀer, it
will compress a smaller amount for a given load and the feed roller displacement will thus be larger. When
δ is plotted as a function of km, this is indeed the behavior that is seen in the ﬁrst dynamic model. Fig.
4.24 shows that δ varies non-linearly with km. The source of this non-linearity is because the enclosed area
between the z curve and y curve is a non-linear function of δ. Initially, the rate of change in δ is large as
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Figure 4.20: The eﬀect of c on the shape of the z curve.
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Figure 4.21: Change in enclosed area given a variation in c at ﬁxed values of δ.
km increases, but gradually, the magnitude of the rate of change decreases. This decrease is related to δ
approaching its upper limit of h0.
Similarly, an increase in η implies that the material coming into the forage harvester is more dense and
compact. One would expect that this would cause the material to compress a smaller distance for a given
load, and thus cause δ to increase. But since η aﬀects both h0 and the enclosed area, the h0 eﬀect needs to
be accounted for in order to get an accurate sense of the material behavior under compression. Similar to
the parameter variation in Sec. 4.1, m˙ will be allowed to change with η in order to maintain a constant h0
(see Fig. 4.25a). As seen in Fig. 4.25b, the displacement of the feed roller increases with η, matching what
one intuitively expects when the material becomes denser. The change in δ, however, is relatively small
compared to the ﬁve-fold increase in the value of η. This is further illustrated in Fig. 4.26 where h0 and δ
are compared at various mass ﬂow rates. In this ﬁgure, it is evident that the change in δ given a variation
in η is much more a result of the change in h0 than of a change in the distance the material compresses.
Nonetheless, the amount of compression does decrease, as seen in the h0 and δ curves growing closer together
as η increases.
The eﬀect of increasing ηmax, as was seen in the Sec. 4.1, was to increase zmax and decrease the enclosed
area. A smaller enclosed area results in a decrease in force and thus, a decrease in δ should be observed.
When δ is plotted as a function of ηmax at diﬀerent mass ﬂow rates, this is indeed the behavior that is seen.
In Fig. 4.27, it is clear that the equilibrium feed roller distance decreases as ηmax increases. The compression
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Figure 4.22: Shape of the z curve given a small and large value of l.
86
100 150 200 250 300 350 400 450
10
12
14
16
18
20
22
24
l (N/cm2)
En
cl
os
ed
 a
re
a 
(cm
2 )
 
 
δ =  2 cm
δ =2.5 cm
δ =  3 cm
δ =3.5 cm
δ =  4 cm
Figure 4.23: Change in enclosed area between the z and y curve given a variation in l at ﬁxed values of δ.
0 5 10 15 20 25 30 35 40 45 50
5
5.5
6
6.5
7
7.5
k
m
 (kN/cm2)
D
is
ta
nc
e 
(cm
)
 
 
δ
h0
Figure 4.24: Change in feed roller displacement given a variation in km (ﬁrst dynamic model).
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88
1 1.5 2 2.5 3 3.5 4 4.5 5
0
5
10
15
20
25
η (kg/m3)
δ 
(cm
)
 
 
m˙ =10 (kg/s)
m˙ =30 (kg/s)
m˙ =50 (kg/s)
h0
h0
h0
Figure 4.26: Change in δ given a variation in η at ﬁxed mass ﬂow rates.
distance between h0 and δ changes the most for values of ηmax near η. As ηmax gets larger and larger, and
hence farther and farther from η, the compression distance begins to plateau. This plateauing eﬀect is due
to the value of zmax reaching its saturation point, a behavior that was also seen in Sec. 4.1. Overall, the
change in δ due to a change in ηmax is less signiﬁcant when compared to a change in the value of η, mainly
because ηmax only aﬀects the value of zmax and not h0.
Similarly, one might expect that a change in ground speed, vgs, will also have a relatively small eﬀect on
δ since it mainly aﬀects zmax. As mentioned in Sec. 4.1, if mass ﬂow rate, m˙, is allowed to vary with vgs
according to Eq. 3.1, then h0 remains constant. Nonetheless, zmax does vary with changes in vgs, and it was
observed that with an increase in vgs, the enclosed area also increased. Therefore, a reasonable expectation
is that the equilibrium height of the roller will increase with increasing vgs. When δ is plotted as a function
of vgs, as in Fig. 4.28, this is in fact what is observed, though to help illustrate the eﬀect, the parameter
ηmax was here decreased to 250 kg/m
3. Again, the change in the distance the material compresses at various
values of vgs is small when compared to the change in η.
Finally, consider the eﬀect of changes to the value of vfr on the equilibrium value for δ. In this case,
one would expect that the eﬀect would be very similar to that in the case of ηmax, since these parameters
aﬀect zmax in the same manner. As was seen in the previous section, with increasing vfr, the enclosed area
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Figure 4.27: Change in δ given a variation in ηmax at ﬁxed mass ﬂow rates.
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Figure 4.29: Chang in δ given a variation in vfr at ﬁxed values of m˙.
decreases, and thus, the force with which the material pushes back on the feed roller will decrease. This
indicates that δ should decrease with increasing vfr. Fig. 4.29 veriﬁes this behavior, though again, ηmax was
decreased to 250 kg/m3 to better show the eﬀect of vfr on δ.
As seen in Figs. 4.28 and 4.29, the most dramatic diﬀerences between h0 and δ occur when there is a large
diﬀerence between vgs and vfr. The same behavior is seen in Figs. 4.26 and 4.27; the material compresses
the farthest distance when η and ηmax are far apart. This is due to the fact that zmax is maximized as the
ratio between vgs and vfr and the ratio between η and ηmax are minimized (see Eq. 3.50). Consequently,
the parameter with the largest overall eﬀect on δ in this ﬁrst dynamic model is clearly η, as it aﬀects both
h0 and zmax.
4.2.2 Third dynamic model
The second dynamic model will again be skipped in this analysis, and instead the eﬀect of diﬀerent parameters
on δ given changes in parameters of the third dynamic model will be explored. The model parameters that
will be varied in this third dynamic model are the same as the ones varied in Sec. 4.1, and the constant
model parameters are again given in Table 4.2.
As in the ﬁrst dynamic model, the feed roller displacement δ is non-linearly related to material stiﬀness
km. Similar to the ﬁrst model, δ increases with km, and asymptotically approaches h0 as km grows arbitrarily
large (see Fig. 4.30). The switching of the deﬁnition of f(y) once y > zmax does not have a noticeable impact
on these observations. It was observed that for the parameter values used in the numerical validation, km
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Figure 4.30: Change in δ given a variation in km at ﬁxed values of m˙ (third dynamic model).
needed to exceed 500 N/cm2 in order for the equilibrium value of δ to be positive.
The eﬀect of the parameters ηmax and vgs on δ in this third dynamic model is again primarily due to
their eﬀect on zmax. As is shown in Figs. 4.8 and 4.9, zmax increases when ηmax increases, and decreases
when vgs increases. An increase in zmax means that the enclosed area decreases, and thus the force F↑ and
displacement δ should also decrease. The opposite should be true when zmax decreases. This is conﬁrmed
by varying the above mentioned two model parameters, one at a time, and plotting the resulting equilibrium
values of δ.
Fig. 4.31 illustrates how δ changes with variations in ηmax, and as expected, δ decreases with increases
in ηmax. The eﬀect of ηmax on δ is again very much dependent on the ratio of η/ηmax, just as in the ﬁrst
dynamic model. However, in contrast to the ﬁrst dynamic model, there are two distinct behaviors depending
on the value of ηmax. Once ηmax becomes suﬃciently large, and thus the ratio η/ηmax becomes suﬃciently
small, any further increase in ηmax results in no change in δ. This is because the ratio η/ηmax is used to
determine zmax (Eq. (3.49)) and in this third dynamic model, zmax only aﬀects the dynamics if y is greater
than zmax. Once zmax becomes so large that y never exceeds zmax, any further increase in ηmax will have
no eﬀect. This is conﬁrmed by the results shown in Fig. 4.31.
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Figure 4.31: Change in δ given a variation in ηmax at ﬁxed values of m˙ (third dynamic model).
Similar behavior is seen for variations in vgs. The ratio of vgs to vfr appears in the deﬁnition of zmax and
depending on how large vgs is relative to vfr, the value of zmax will change. The larger zmax is, the more
the material will be able to compress plastically and the resulting force will therefore be reduced, making δ
smaller. There also exists a point at each value of ﬁeld yield density, ρ, for which decreases in vgs will not
aﬀect δ. This transition point is where zmax becomes so large that the y curve is never larger than zmax. At
this point further decreases in vgs have no eﬀect on δ. This is seen as the ﬂat regions in Fig. 4.32.
The feed roller speed vfr again has an unusual eﬀect on the model behavior, as was seen in the model
testing section (Sec. 4.1). In this third dynamic model, with δ allowed to vary, there are again the contrasting
eﬀects of increasing zmax and decreasing compression time when vfr is varied. As seen in Fig. 4.33, for vfr
that causes zmax to be less than the maximum value of y, δ decreases as vfr increases. But when y is always
less than zmax, δ increases with increasing vfr. In order to see the full range of behaviors caused by changes
in vfr, the value of ηmax was lowered from its normal ﬁxed value to 220 kg/m
3. The initial negative slope of
δ as a function of vfr seen in Fig. 4.33 is expected because of the spreading eﬀect when the material speed is
increased with constant mass ﬂow rate. As the material becomes more spread out and less dense, it becomes
easier to compress for a given load. Since the material is easier to compress, it will push back with a smaller
force and the equilibrium height will decrease. However, at higher material speeds, the material is not given
as much time to re-orient and settle. The net eﬀect of the higher speeds is that the material behaves stiﬀer
than if it were allowed more time to settle, and thus results in a positive slope of δ as a function of vfr.
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Figure 4.33: Change in δ given a variation in vfr at ﬁxed values of m˙ (third dynamic model).
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Figure 4.34: Change in δ given a variation in η at ﬁxed values of m˙ (third dynamic model).
In Sec. 4.1, it was seen that with increasing η, the enclosed area decreased, indicating that as the bulk
density decreased, the feed roller displacement would also decrease. This would make sense because if the
material is less dense, it should be able to compress more for a given load and thus reach a smaller equilibrium
height. When δ is plotted as a function of η, this is indeed how the material behaves as seen in Fig. 4.34.
There are still two distinct behaviors seen in these graphs, again associated with whether the maximum value
of y exceeds zmax or not, although here the slopes are nonzero in either case. This is due to the dependence
of h0 on η, which yields a negative slope for δ as a function of vgs even when the value of zmax exceeds the
maximum value of y.
During model testing, it was seen that c has a direct impact on the shape of the z surface and would
thus have an impact on the feed roller displacement δ. It was seen in Sec. 4.1 that the larger c is, the smaller
the enclosed area becomes. The eﬀect of c also decreases as c gets larger, and eventually the enclosed area
levels out around a minimum value. Both of these behaviors is seen when δ is plotted against c in Fig. 4.35.
Initially, as c increases, δ decreases rapidly. But as c continues to increase, the value of δ changes much
more slowly as the enclosed area reaches its minimum value. This makes physical sense, since c represents
how quickly the material can reorganize and settle. The faster it reorganizes and settles, the less force the
material will exert on the roller and thus the equilibrium displacement will be smaller. However, once the
settling speed becomes so large that the change is nearly instantaneous, any further changes in c will result
in relatively small changes in δ. Also, there is no switching in the behavior observed across the whole range
of c values, since the value of c has no eﬀect on the value of zmax.
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Figure 4.35: Change in δ given a variation in c at ﬁxed values of m˙.
Finally, examining the eﬀect of l on δ, one would expect that δ will increase as l increases since the
behavior seen previously in Sec. 4.1 was that the enclosed area increased with increasing l. This is conﬁrmed
by the result shown in Fig. 4.36, where δ is plotted as a function of l at ﬁxed values of m˙. This ﬁgure also
indicates that the rate of change of δ with respect to l is relatively small.
It is diﬃcult to compare the inﬂuence of each parameter on this third dynamic model because of the
diﬀerences in units and the way the parameters aﬀect one another. For example, zmax, which determines
when the material switches to a predominantly elastic regime, depends on the four parameters, η, ηmax, vgs,
and vfr, as well as the derived model quantity h0. In fact, η aﬀects both zmax and h0, and vfr both the value
of zmax and the shape of the z curve. The interdependence of the parameters make it almost impossible
to say deﬁnitively what parameter has the most inﬂuence on the equilibrium value of δ. Therefore, all that
can be said about the importance of parameters is that η is crucial, since it determines h0, which in turn
establishes the initial conditions of the force balance problem, and that c is also of particular interest as it
aﬀects z˙ no matter what the other model parameters are.
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Figure 4.36: Change in δ given a variation in l at ﬁxed values of m˙.
4.2.3 The eﬀect of spring pre-load τ
One machine parameter that has been ignored up to this point is the pre-load on the spring attached to the
upper feed rollers, τ (cf. Eq. 3.12). Pre-load is diﬀerent from all the other parameters examined thus far,
since it aﬀects the force of the roller on the material, F↓, and not the force of the material on the roller,
F↑. Pre-load is the distance the spring attached to the feed roller is pre-stretched. Increasing the pre-load
distance will increase the force exerted by the roller on the material, and thus decrease the equilibrium feed
roller displacement. This is indeed what is seen when F↑ and F↓ are plotted on the same graph for diﬀerent
values of τ in Fig. 4.37. With increasing τ , the F↑ curve shifts upward, not only increasing the force at which
the F↑ curve intersects the F↓ curve, but also decreasing the δ at which they intersect.
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Chapter 5
Parameter Fitting
In order to apply the models developed in the previous chapters to actual data, it is clearly necessary to
provide numerical values for a number of internal model parameters that are typically not available for direct
measurement. This can be accomplished by calibrating the model against known input-output values, for
example ﬁeld measurements of mass ﬂow rates and equilibrium heights for the feed rollers.
In order to examine the degree to which the developed models can capture the experimentally observed
dependence of δ on mass ﬂow rate, we proceed to test the models in two ways. In the ﬁrst case, we apply a
regression algorithm to identify model parameters for an artiﬁcial data set and investigate the convergence
of the algorithm under variations to the initial guesses for the model parameters. In the second case, we
apply regression to identify model parameters for an experimental data set and investigate the closeness of
ﬁt between model predictions and measured data. The closer the model is able to match the experimental
data over a range of operating conditions, the more conﬁdence there is that the model is a good portrayal
of the actual system dynamics.
The ﬁrst test can be carried out by using a set of data generated from the model itself, possibly with
the addition of noise in order to simulate measurement uncertainty. Starting with a set of values for the
model parameters, such as η, ηmax, km, c, and l, and a set of operating conditions corresponding to values
of vfr and m˙, a set of feed roller displacements can be generated. Using a regression algorithm and varying
the initial guesses for the model parameters, convergence back to the reference model parameters that were
used to generate the data is then desired. The more robust the model is, the farther the initial guesses can
be set from the reference model parameters, while still resulting in convergence. Moreover, if the regression
algorithm still converges to the vicinity of the reference model parameters in the presence of noise, then that
is a good indication that the model can be used in the ﬁeld in a dependable way.
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5.1 MATLAB implementation and parameter restrictions
The model testing was implemented through a set of MATLAB functions and scripts shown in the appendix.
In the following discussion, we comment on the purpose and encoding of the key functions.
5.1.1 The function ﬁndDelta
The main function that is at the heart of the parameter ﬁtting and regression algorithm is the function
ﬁndDelta. The purpose of this function is to compute the feed roller displacement, δ, corresponding to given
values of the mass ﬂow rate, crop properties, and machine parameters, as well as given a choice of dynamic
model. This function would be used in the forward and calibration algorithmic models. The equivalent
function used in the backward algorithmic model is ﬁndh0. This function is almost identical to ﬁndDelta,
except that it computes a value for h0, which can then be used to ﬁnd m˙, from a given value of δ.
There are three possible choices for the dynamic model to be used with ﬁndDelta, namely z_max,
eta_max, and diﬀeq. Each of these is based on one of the models developed in Sec. 3.3. Speciﬁcally,
z_max and eta_max both refer to the ﬁrst model in that section, but in the latter case the value for zmax is
given by Eq. (3.50). The third dynamic model, diﬀeq, uses the diﬀerential equations presented in Sec. 3.3.8.
The crop properties needed for each dynamic model are stored in the function variable p: a switch
statement extracts and scales the parameters appropriately. Machine parameters are passed to the function
individually. Finally, the use of varargin supports extra input variables as needed, either for parameter
restrictions when ﬁtting actual data or for running diﬀerent tests on the model.
The main output variable is delta, the predicted feed roller displacement given all the other inputs. The
other output variables provide detailed information about the compaction process, e.g., the magnitude of
the force between the feed roller and the material, the initial height h0, and the shape of the z surface. The
optional output arguments contained within varargout are used to indicate the reason for a failure to achieve
force balance between the roller and material.
The main algorithm in ﬁndDelta is a golden section search routine that recursively ﬁnds a numerical value
for δ that allows the feed roller force, F↓, and the material force, F↑, to balance. Since F↓ is monotonically
increasing with δ, and as long as F↑ also varies monotonically, there will always exist a solution that can be
found using such a search. For F↑ to be monotonic in δ, the integral in Eq. (3.23) must be monotonic with
respect to changing δ. When δ increases, assuming all other quantities stay constant, the net eﬀect is that
the feed roller rises with respect to h0, and the feed roller penetrates the mat of material less. As δ increases,
both areas traced out by the y and z curves decrease, and since y(x) never decreases more than z(x), the
diﬀerence z(x)− y(x) is also decreasing with increasing δ. Thus the force F↑ is also monotonic with respect
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Figure 5.1: Monotone F↑ behavior with increasing δ.
to δ. The decrease of F↑ with increasing δ is illustrated in Fig. 5.1
The only case where a golden section search would fail to ﬁnd an intersection between the graphs of F↑
and F↓ would be if the initial search interval did not bracket this intersection. The values of δ are constrained
by physical considerations (e.g. δ must be less than h0 and greater than 0), so potentially there are times
when the intersection of the two force curves lies outside of the range of allowable δ's. In such cases, diﬀerent
crop properties should be chosen so that an intersection is found within the allowable range. When using a
regression algorithm to ﬁnd appropriate material properties, the choosing of diﬀerent material properties is
facilitated by penalties assessed in the ﬁndDelta function (see the description of the ﬁndCropVarUsingMdot
function below).
The nested function ﬁndForces in ﬁndDelta computes F↑ and F↓ given a value for δ and ﬁnds the diﬀerence
between the two forces. If the diﬀerence is less than a speciﬁed tolerance determined in the golden section
search routine, the search routine will stop. The method for calculating the forces is determined by the
chosen dynamic model.
Three areas need to be computed for the z_max and eta_max algorithms. These are the area between
the x-axis and the z curve, and the areas between the x-axis and the diﬀerent portions of the y curve during
loading and ooading, respectively. The area corresponding to z(x) is computed numerically using MAT-
LAB's quad function, while the areas corresponding to y(x) can be computed analytically using trigonometric
relationships. Subtracting the z(x) area from the total y(x) area results in the net area that is multiplied
by the spring constant km to obtain the desired force output.
For the diﬀeq algorithm, the force is computed directly using MATLAB's ordinary diﬀerential equation
101
(ODE) solver ode45, but in two steps, corresponding to loading and oﬀ-loading, respectively. The result
of the ﬁrst integration provides the initial conditions for the second integration. There are also numerous
switching points within the ﬁrst integration due to the piecewise deﬁnition of f(y).
5.1.2 The function ﬁndCropVarUsingMdot
The function ﬁndCropVarUsingMdot is a regression algorithm that employs MATLAB's nonlinear least-
squares solver lsqnonlin. The input arguments of this function are the data set used for the ﬁtting, initial
guesses for the unknown crop properties, and the desired material model. The function seeks to return the
values of the crop properties that minimize the error between predicted δ values and those in the given data
set, as well as other optional information quantifying the degree of ﬁt.
The data set used by ﬁndCropVarUsingMdot includes mass ﬂow rate, ground speed, feed roller speed, and
average displacement of the feed rollers. The goal of this function is to ﬁnd values for the crop properties,
such that when a mass ﬂow rate is plugged into the dynamic model, the resultant predicted feed roller
displacement will be the same as that given in the data set. In actuality, an exact match is most likely
not possible, but lsqnonlin seeks to ﬁnd crop property values that minimize the sum of the squared errors
between the predicted and given values of δ for a set of mass ﬂow rates.
The ability of lsqnonlin to ﬁnd parameters that minimize the error depends on the initial guesses for
those parameters. Usually, only convergence to a local minimum can be found. Convergence to a global
minimum is only possible if the initial guesses lie within the corresponding region of attraction.
Convergence or the absence thereof are ﬂagged when executing lsqnonlin by user-provided optional ar-
guments, e.g., the maximum number of iterations or bounds on the residual errors. In the numerical results
reported below, the algorithm was instructed to stop when the sum of the squared errors between predicted
and given values changed by less than 10−6, the predicted values for the crop properties changed by less than
10−6, or the number of iterations reached 400. The ﬁrst two of these correspond to a convergent algorithm,
albeit at best to a local minimum, whereas the latter condition suggests failure to converge. Except where
otherwise noted, all results discussed below were obtained in the case of convergence.
In order to get better numerical results using lsqnonlin, it was determined that scaling the unknown
parameters with characteristic scaling factors would ensure that the regression algorithm would vary each
unknown parameter on a similar scale. In addition, it was found necessary to increase the value of the
DiﬀMinChange option of lsqnonlin, in order to ensure that optimization could proceed even for initial
guesses in regions of relative ﬂatness of the error as a function of parameters.
As mentioned above, sometimes the parameter values explored by ﬁndCropVarUsingMdot result in a
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lack of intersection of the F↑ and F↓ force curves within the allowable range of values of δ. To steer the
search away from these values, ﬁndDelta imposes penalties to these values that are then passed back to
ﬁndCropVarUsingMdot. For example, suppose the regression algorithm reaches a value of km, for which
there is no intersection point between the two force curves. Then, if ﬁndDelta detects this, it will return
a very large value for δ, which when compared with the measured values of δ by ﬁndCropVarUsingMdot,
results in a large error.
Similar penalties are imposed to ensure that the value of h0 computed for a given value of η exceeds the
corresponding value of δ from the given data set; to ensure that ηmax exceeds η; and to ensure that l is less
than km. If any of these restrictions are violated, ﬁndDelta will again return a large, unrealistic value for δ
to drive the regression algorithm away from these values.
5.2 Regression with model generated data
Now, with the functions ﬁndDelta and ﬁndCropVarUsingMdot and their backward model counterparts, the
way the model handles idealized data and experimental data, can be investigated.
5.2.1 First dynamic model
As mentioned previously, the way the model will behave in a regression algorithm can be tested with a set
of data generated from the model with ﬁxed crop parameters and a range of machine parameter values.
For an initial test, data generated using the model with varied ﬁeld yield and feed roller speed was used.
Ground speed was kept constant because although it changes the mass ﬂow rate, its eﬀect on the equilibrium
displacement is minimal and is similar to the eﬀect from variation in feed roller speed as was seen in Sec. 4.2.
The crop variables and machine parameters used are listed in Table 5.1 (unless otherwise stated, machine
parameters not listed have the same value as was given in Table 4.1).
Using the MATLAB functions described above, the crop parameters km, η, and ηmax were determined
in order to minimize the sum of the squared errors between the predicted values of δ and the corresponding
reference values. This test was performed repeatedly for various initial guesses. The range of initial guesses
used are listed in Table 5.2.
The data set used to test the ﬁrst dynamic model included 300 data points and 90 initial guesses. The
results using the ﬁrst dynamic model show good convergence to the desired crop properties. The maximum
deviation between the estimated values of km, η, and ηmax and those used to generate the original data set
were 1.8e-3, 1.5e-4, and 9.22e-5 percent, respectively. With such good agreement in the crop properties, it
is not surprising that the errors in feed roller displacement are also very small and have a maximum value
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Table 5.1: List of crop variables and machine parameters used in regression with model generated data
Model Property Value
km 5 kN/cm
2
η 4 kg/m3
ηmax 6 kg/m
3
ρ 2-6 kg/m2
vgs 200 m/s
vfr 2-6 m/s
Table 5.2: Ranges for the initial guesses used to generate model test data
Crop properties Ranges for Initial Guesses
km 1-50 kN/cm
2
η 1-10 kg/m3
ηmax 2-20 kg/m
3
of 2.1e-4 percent. One subset of the results at a single feed roller speed is seen in Fig. 5.2. The procedure
used in this test is essentially the calibration model described in Sec. 3.3.
To further test the robustness of the calibration algorithm using the ﬁrst dynamic model, diﬀerent
amounts of noise can be added to the displacement values of the generated data, while keeping the mass
ﬂow rates unchanged. The calibration procedure can then be repeated with the same set of initial guesses.
With a maximum amount of 5% noise added to the displacement values, the predicted values for the crop
parameters deviate by a larger degree from their reference values than in the absence of noise. In this case,
the average errors in predicting km, η, and ηmax were 228, 7.5, and 23 percent, respectively, but the average
error in feed roller displacement was still less than 1%. A subset of the results at a single feed roller speed
is seen in Fig. 5.3.
One possible reason that the feed roller displacement can be relatively accurate while other parameters,
e.g. km, are oﬀ is that parameters can compensate for one another and achieve the same results. For
example, the predicted stiﬀness can be greater than the actual stiﬀness as long as predicted density is larger
than actual density and there is a smaller area displaced by the feed roller. These results also show again the
importance of η in the model (as mentioned in Sec. 4.2.2). It seems that as long as the value of η is arrived
at accurately, even with large errors in the other parameters, good predictions of feed roller displacement
can still be obtained.
5.2.2 Third dynamic model
Regression with the third dynamic model did not produce as consistent results as was seen with the ﬁrst
dynamic model. Using 9 data points generated from the third dynamic model (with crop properties speciﬁed
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Figure 5.2: Sample regression results using model generated data without noise (ﬁrst dynamic model).
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Figure 5.3: Sample regression results using model generated data with a maximum of 10% noise added (ﬁrst
dynamic model).
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Table 5.3: List of crop variables and machine parameters used in regression with model generated data
Model Property Value
km 0.5 kN/cm
2
η 3 kg/m3
ηmax 5 kg/m
3
c 200 sec−1
l 0.4 kN/cm2
ρ 2-6 kg/m2
vgs 200 m/s
vfr 2-6 m/s
Table 5.4: Initial conditions for generated model data test
Crop properties Initial Conditions
km 1-20 kN/cm
2
η 2-6 kg/m3
ηmax 5-20 kg/m
3
c 100-1000 sec−1
l 0.5-19 kN/cm2
by Table 5.3) and 40 initial guesses in the range speciﬁed by Table 5.4, the regression algorithm converged to
the exact set values used to generate the data only 40% of the time. In all but one of the other cases the sum
of squared residuals between the generated and predicted values of δ was still small with an average relative
error in the predicted feed roller displacement of 4.5%. In the one case where the sum of squared residuals
between the generated and predicted values of δ was large, the average percent error in the predicted feed
roller displacement was 12.0%.
The results from these tests for diﬀerent initial guesses show that the calibration routine using the third
dynamic model is much more sensitive to the initial guess as compared to the ﬁrst dynamic model. It
appears that the region in which initial guesses much lie in order for convergence to be reached during the
calibration of the third dynamic model is smaller than that of the ﬁrst dynamic model. An example where
the initial guesses resulted in convergence to crop property values that produce good predictions of feed
roller displacements is shown in Fig. 5.4. Similarly, the result of a less successful run is shown in Fig. 5.5.
To see how well the calibration routine using the third dynamic model can handle noisy data, random noise
of up to 5% was added to the generated feed roller displacement data used previously in this section. The
calibration procedure was applied again with the same set of initial guesses. The results from this calibration
test show that the added noise caused a new problem. Not only were the sums of the squared residuals larger
overall, which is expected, but there were a couple of instances where the maximum number of iterations
was reached in lsqnonlin. This indicates failure to converge, although the sum of the squared residuals was
still comparable to the corresponding values in instances where the regression algorithm appeared to have
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Figure 5.4: Convergence to correct feed roller displacements with well chosen initial guesses.
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Figure 5.5: Lack of convergence to correct feed roller displacements with poorly chosen initial guesses. Note:
In Fig. 5.5a, the initial guess for δ at m˙ = 60 kg/s was omitted because the initial conditions caused the
predicted value of δ to be invalid at that mass ﬂow rate.
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converged.
The percent diﬀerence between the actual crop property values used to generate the data and the ones
arrived at through calibration were on average 85%, 23%, 159%, -21%, and 62% for the parameters km, η,
ηmax, c, and l, respectively. The actual percent error in predicted feed roller displacement, however, is much
smaller at an average value of 3% which is about the same as the amount of noise added to the data. An
example of the typical performance of the calibration routine when using noisy data is seen in Fig. 5.6
Although calibration using the third dynamic model has been demonstrated to result in some degree of
agreement between predicted and reference values for δ, one diﬃculty in its implementation is the computa-
tion time needed to arrive at those values. On average, it took one hour for the routine to stop on a set of
values. This is clearly an unacceptable amount of time needed to perform calibration. One reason for the
long computation time may be the longer time needed to solve the system of diﬀerential equations, deﬁned
in Eqs. (3.42), (3.43), and (3.54), at each iteration. One potential way to solve this problem would be to ﬁnd
an explicit expression for the z curve deﬁned in Eq. (3.41), at the same loading conditions. The computation
of the resulting integral needed to get F↑ might require less time than numerically solving a set of diﬀerential
equations. Another solution would be to use a polynomial approximation of the dynamic model instead of
the full dynamic model at each iteration. This possibility is explored in further detail in Sec. 5.4.
5.3 Regression with ﬁeld data
To further validate the model, regression analysis was performed on ﬁeld data obtained from Deere & Co.
For each experimental run, this data included the run duration, sampled instantaneous values of the feed
roller linear speed, the harvester ground speed, the measured feed roller displacement, and the estimated
throughput using a built-in sensor, as well as the total weight of the harvested crop.
To perform the regression analysis, the raw data was ﬁltered and organized in a way that matched the form
of the generated data set of Sec. 5.2. To get feed roller speed, ground speed, and feed roller displacement, an
average value of the sensor readings, over the time for which there was material detected in the forager, was
used. To obtain a mass ﬂow rate, the measured ﬁnal weight of material harvested during each experimental
run was divided by the time over which there was material detected within the forager. These average values
were then used in a calibration algorithm to see if crop properties could be found that would match the
model predicted feed roller displacement values with the measured feed roller displacement values. A total
of nine experimental runs harvesting corn and seven experimental runs harvesting grass were available for
this regression test, and a summary of those values is given in Table 5.5.
Notably, the data used in this calibration test was collected over a period of six weeks across several
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Figure 5.6: Sample regression result using model generated data with a maximum of 5% noise added (third
dynamic model) Note: In Fig. 5.6a, initial predictions at m˙ = 20 and 40 kg/s were omitted because the
initial guess for the crop properties caused the predicted value of δ to be invalid at those mass ﬂow rates.
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Table 5.5: Summary of experimental data results
Run
#
Type Avg.
Ground
speed
(m/s)
Avg.
Feed
Speed
(m/s)
Avg. Feed
roller dis-
placement
(cm)
Measured
Weight
(kg)
Run
Time
(sec)
Computed
Mass Flow
Rate
(kg/s)
Built-in
Sensor
Predicted
Weight (kg)
1 Corn 0.70 2.04 3.15 2210 92 21.7 1913
2 Corn 1.35 3.56 3.24 2390 50 47.3 1815
3 Corn 1.38 2.53 3.95 2620 70 36.2 2429
4 Corn 1.88 2.47 5.15 3000 56 52.7 2450
5 Corn 0.99 3.27 2.17 2080 90 23.1 2128
6 Corn 2.28 2.21 7.62 4040 64 58.4 3743
7 Corn 2.36 2.98 6.00 3980 97 40.9 4001
8 Corn 2.47 2.95 7.58 2780 43 63.0 3134
9 Corn 2.26 2.86 6.98 3620 47 75.6 3163
10 Grass 2.33 3.57 1.47 1360 109 12.0 2419
11 Grass 2.54 3.56 1.38 1620 102 15.1 1822
12 Grass 2.34 4.58 1.50 1040 78 13.1 2148
13 Grass 2.29 3.53 2.63 2810 95 28.8 2140
14 Grass 1.60 3.57 2.27 3140 130 24.0 2468
15 Grass 1.08 3.56 1.75 1080 107 10.0 950
16 Grass 3.77 4.47 2.91 2720 68 40.2 2478
ﬁelds. It is therefore quite likely that no single set of crop properties would accurately capture the observed
behavior over the entire of set of 9 runs for the corn or 7 runs for grass. Nevertheless, an attempt was made
to use the experimental data to see how closely the model can match actual harvest data.
5.3.1 First Dynamic Model
The ﬁrst set of data used with the ﬁrst dynamic model for the regression analysis was the corn data. Using
approximately ﬁve diﬀerent sets of initial conditions, there was very poor agreement between the measured
displacement values and the predicted displacement values after calibration for all tests. The result of one
calibration is plotted in Fig. 5.7, where the vertical bars indicate the standard deviation of the measured
displacement values across the duration of a single run. From Fig. 5.7, it is observed that the predicted
displacement was often much greater than the measured displacement, especially when the mass ﬂow rate
was low. This may indicate that the initial estimate for h0 was too high.
One reason for this discrepancy between the model predicted values and the measured values may be the
assumption that the material has a speed equal to vgs when it reaches the feed roller. However, this may
not necessarily be the case. The speed of the material will only remain at vgs if frictional forces that may
slow the material down, or feed roller forces that speed the material up, are ignored. It is clear that when
the material is in contact with the feed roller, the material will speed up. But material upstream from the
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Figure 5.7: Measured and predicted feed roller displacement using corn data and the ﬁrst dynamic model.
feed roller will also be sped up since all the individual particles are in contact with one another and the
material under the feed roller will pull at the material behind it as well. This can be seen from the DEM
simulations illustrated in Fig. 2.11. There, the color change of the material before reaching the feed roller
indicates that the material may indeed be accelerating before coming in contact with the feed roller. In this
case, the material speed is closer to vfr than vgs when it contacts the feed roller, and vfr can be substituted
for vgs in Eq. (4.1) and the new deﬁnition of h0 becomes
h0 =
m˙
ηvfrw
(5.1)
Using Eq. (5.1) to deﬁne h0 yields much better agreement between the model predicted values and
measured values (see Fig. 5.8). In this case, though the percent errors are still large (an average error of
17.5%), the values of the predicted displacements lie within one standard variation from the average measured
displacements as indicated by the vertical bars. Also, since much better results are seen with Eq. (5.1) than
with Eq. (4.1), from this point forward, only Eq. (5.1) will be used to deﬁne h0.
The crop properties arrived at using calibration were subsequently used to compute values of h0 as
described by the algorithmic backward model in Sec. 3.3. Once the values of h0 were known for each time
step, the total mass for each run could be computed by multiplying together h0, the material density, the
width of the feeder housing, the time step, and the material speed. The predicted total mass was then
compared to the total mass obtained through weighing of the crop after the conclusion of a run. As a
reference, in the discussion below, we also include the estimated total mass obtained from the built-in
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Figure 5.8: Regression results using corn data, ﬁrst dynamic model, and re-calculated h0.
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throughput sensor.
The result of such a comparison for the corn data is shown in Fig. 5.9. Here the built-in sensor out-
performed the predictions of the calibrated ﬁrst dynamic model. The average of the relative errors in the
predicted total mass for the built-in sensor and the ﬁrst dynamic model were 11.0% and 14.5%, respectively.
It is diﬃcult to say deﬁnitively which method is better, because for some runs, the dynamic model was more
accurate while for others, the built-in sensor was more accurate. Given the limited data set, one can only
say that the built in sensor and ﬁrst dynamic model are comparable in terms of their accuracy.
As commented on above, the regression analyses performed with the experimental data assume that the
crop properties are the same across all the runs. This is not necessarily true since the data was collected
on separate days and in diﬀerent ﬁelds. If there was a way to group the runs together according to similar
crop properties, it is conceivable that better agreement could be achieved. For example, if we restrict the
regression analysis to the ﬁve runs for which the feed roller displacement was overestimated, the average
relative error in feed roller displacement drops to 4.5%, and the error in predicting total mass drops to 6.3%
(see Figs. 5.10 and 5.11). Though there is no hard evidence why these runs should be grouped together in
this way, such grouping shows the importance of and dramatic eﬀect that recalibration can have when crop
properties change.
Similar analysis of the ﬁrst dynamic model can also be performed with the experimental data collected
while harvesting grass. The results of using regression to ﬁnd crop properties and predicting feed roller
displacements and ﬁnal masses are given in Figs. 5.12 and 5.13, respectively. Unfortunately, this time, the
average relative error in the model predicted, feed roller displacement is 26%, well outside of the relative
error implied by the standard deviation in the measured feed roller displacement. The average relative error
when predicting total mass was 29%, which is large, but less than the 38% found for the built-in sensor.
Again, the performance of the ﬁrst dynamic model and built-in sensor varied from run to run, so no deﬁnitive
statements about which method is better can be made. However, this time, on average, the dynamic model
performed slightly better than the built-in sensor.
One thing to note about Fig. 5.12 is that the value of h0 for the run which had the mass ﬂow rate
of 10 kg/s is exactly the same as that for the measured feed roller displacement. This indicates that the
restriction that crop properties can never allow a predicted h0 value to be less than the measured δ value,
was reached. When this restriction is reached, it means that the predicted value of h0 is smaller than what
it is in actuality, and thus that the estimated value of η is too large. A result of h0 being too small is that
the predicted value of δ will also be too small, as seen in Fig. 5.12. A further consequence of overestimating
the density of the material is that the total mass and, thus the mass ﬂow rate, is overestimated, as seen in
Fig. 5.13.
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Figure 5.9: Comparison between built-in sensor, ﬁrst dynamic model, and weighed total corn mass.
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Figure 5.10: Regression results using a subset of the corn data, and the ﬁrst dynamic model.
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Figure 5.11: Comparison between built-in sensor, ﬁrst dynamic model, and weighed total corn mass using a
subset of the data.
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Figure 5.12: Regression results using grass data and the ﬁrst dynamic model.
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Figure 5.13: Comparison between built-in sensor, ﬁrst dynamic model, and weighed total grass mass.
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Since this occurred for one run, it may indicate that the value of η for this run is signiﬁcantly diﬀerent
than that of the other runs. If again, hypothetically, the grass runs in which the feed roller displacement is
overestimated are assumed to have similar crop properties and grouped together, the average relative errors
in feed roller displacement and total mass drop to 2% and 6%, respectively. If the underestimated runs are
grouped together, the average relative errors in feed roller displacement and total mass both drop to about
15%. The results of the best case scenario where the overestimated runs are grouped together are shown in
Fig. 5.14.
5.3.2 Third dynamic model
In this section, the same experimental data used to evaluate the ﬁrst dynamic model will be used to calibrate
the third dynamic model. First, the algorithmic calibration routine is used to evaluate the model's ability to
predict the feed roller displacement, δ, when harvesting corn. The results are shown in Fig. 5.16. This time,
the predictions of feed roller displacement are again within the variability seen in the measured feed roller
displacement data and have an average relative error of 15.6%. This is similar to the results when using the
ﬁrst dynamic model.
The results of using the third dynamic model to predict the total harvested mass of corn are seen in Fig.
5.17. Here, the average relative error was 10.5%, which is almost exactly the same as the 11% found for
the built-in sensor, and slightly better than the relative error when using the ﬁrst dynamic model (14.5%).
Another interesting thing to note is that the prediction of the total mass is slightly more accurate than the
prediction of the feed roller displacement. This may indicate that errors in predicting feed roller displacement
in the forward model algorithm, do not translate directly to errors in predicting total mass, and therefore
mass ﬂow rate, in the backward model algorithm.
If the runs where δ was overestimated are grouped together, as was done with the ﬁrst dynamic model,
the average relative errors in predicted feed roller displacement and total corn mass drop to 4.7% and 5.7%,
respectively (see Figs. 5.18 and 5.19). When the runs where δ was underestimated are grouped together,
there was no decrease in error.
The performance of the third dynamic model when calibrated against the grass data is shown in Figs.
5.20 and 5.21. In terms of predicting the feed roller displacement, the average relative error was 27.6%. The
problem of h0 being almost the same as δ seen in the ﬁrst dynamic model, was also observed here. This
time, this problem cannot be avoided by grouping runs together. This model has 5 free parameters that
need ﬁtting, and there are not enough data points to make a suitable subset of data.
In predicting the ﬁnal total mass, the third dynamic model had an average relative error of 30%, com-
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Figure 5.14: Regression results using a subset of grass data and the ﬁrst dynamic model.
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Figure 5.15: Comparison between built-in sensor, ﬁrst dynamic model, and weighed total mass using a subset
of grass data.
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Figure 5.16: Regression results using corn data and the third dynamic model.
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Figure 5.17: Comparison between built-in sensor, third dynamic model, and weighed total corn mass.
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Figure 5.18: Regression results using a subset of corn data and the third dynamic model.
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Figure 5.19: Comparison between built-in sensor, third dynamic model, and weighed total corn mass using
a subset of corn data.
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parable to the 29% error in predicting total mass resulting from the use of the ﬁrst dynamic model. The
built-in sensor, on the other hand, still has a larger predicted error of 37.6%. If there were more data points
available, grouping would be a way to see if this amount of error could be decreased, as was the case for the
ﬁrst dynamic model. However, the lack of experimental data while harvesting grass prevents this from being
performed with this third dynamic model.
5.4 Quadratic density approximation
A disadvantage of using algorithmic models to predict the feed roller displacement given a mass ﬂow rate
(or vice versa) is the time necessary to compute the desired output. Computing integrals and performing
a golden section search for each data point takes much longer than evaluating a simple equation like Eq.
(3.3). Therefore, a simpler way to implement the developed model to improve mass ﬂow measurements,
while not having to fully carry out all the computations, is desired. This would be especially useful in
implementing the third dynamic model where the long computation times prevent it from being used in a
real-time environment. In addition to seeking to reduce the time required to compute model output, there
is also value in reducing the number of model parameters that need calibration.
One way to achieve this goal is to use the algorithmic model to develop an approximate relationship
between the mass ﬂow rate and the maximum density the material reaches when it is compressed by the
feed roller of the form η(m˙). This relationship could then be used in a mass ﬂow equation similar to the one
proposed in Eq. (3.6), reproduced below
m˙ = δwvfrη(m˙) (5.2)
This would be expected to oﬀer an improved estimation of the mass ﬂow rate as compared to the current
method that assumed a ﬂow-rate independent value for the maximum density, as was discussed in Sec. 3.2.1.
Here, we propose the use of one of the dynamic physics-based models to compute η(m˙) for various mass
ﬂow rates and other machine parameters. A curve ﬁt can then be used to ﬁnd a function that approximates
η(m˙), given a mass ﬂow rate, which in turn can be used in Eq. (1.6). Even though an iterative method
is now necessary to solve this mass ﬂow rate equation, there is still a large beneﬁt in the simpliﬁcation of
the system in terms of the required computation, while possibly still getting an improved mass ﬂow rate
estimate.
To test the feasibility of the above-mentioned method, the ﬁrst dynamic model, after calibration against
the corn data, was applied to compute the value of the maximum density for various mass ﬂow rates and
feed roller speeds. As seen in Fig. 5.22, the maximum density depends on mass ﬂow rate and feed roller
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Figure 5.20: Regression results using a grass data and the third dynamic model.
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Figure 5.21: Comparison between built-in sensor, third dynamic model, and weighed total grass mass.
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Figure 5.22: ηr given varying mass ﬂow rates at ﬁxed feed roller speeds.
Feed speed a b c
200 0.02438 -3.015 520.4
267 0.03493 -4.233 572.7
333 0.04657 -5.552 624.4
400 0.05955 -7.005 677.9
467 0.0741 -8.614 734.4
533 0.09048 -10.41 794.9
600 0.1089 -12.41 860.3
Table 5.6: Coeﬃcients used in the quadratic approximation of the η(m˙)- mass ﬂow rate curves
speed in a nontrivial way.
Using a quadratic polynomial to approximate each maximum density-mass ﬂow rate curve, the results
are seen in Fig. 5.23. The coeﬃcients used for each quadratic approximation (of the form y = ax2 + bx+ c)
are given in Table 5.6. These quadratic ﬁts are quite good, as indicated by R2 values of 0.99 and above for
all data sets, but the ﬁts become less accurate as feed roller speed increases.
To explore the idea of using these quadratic approximations, each approximation can be substituted for
η(m˙) in Eq. (3.6). By re-arranging the terms of Eq. (3.6), to get Eq. (5.3) below, ﬁnding m˙ becomes a zero
ﬁnding problem which can be solved using MATLAB's fzero function.
m˙− δwvfrcη(m˙) = 0 (5.3)
The relative error in predicting m˙ with each polynomial curve ﬁt is shown in Fig. 5.24. The error increases
at the extreme values of mass ﬂow rate and larger feed roller speeds, but in general, using the quadratic
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Figure 5.23: Quadratic approximation of maximum density-mass ﬂow rate curves.
approximations for an estimate of η(m˙) provides a possible means for estimating mass ﬂow rate. The only
precaution that needs to be taken is that when solving the root ﬁnding problem, one must make sure that
the correct root out of the two possible solutions are converged upon. For this particular set of quadratic
approximations, the desired root is always the smaller of the two.
Instead of multiple quadratic approximations for diﬀerent feed roller speeds, the η(m˙) curves can be
plotted in three dimensions with mass ﬂow rate and feed roller speed as the independent variables. This
suggest using a single parametrized surface to account for both variations in mass ﬂow rate and feed roller
speed. An example of such a surface ﬁt using the generated test data mentioned above is shown in Fig. 5.25,
whose equation is given below, and has an R2= 0.99.
η(m˙, vfr) = 456.7− 4.704m˙+ 0.6063vfr + 0.006271m˙2 − 0.006537m˙vfr − 8.815e− 5v2fr (5.4)
This equation for the surface was found using MATLAB's surface ﬁtting toolkit sftool.
The above relationship between mass ﬂow rate, feed roller speed, and maximum density can be used to
estimate mass ﬂow rates from displacement data. With the maximum density rewritten as a function of m˙
and vfr, rearranging Eq. (3.3) yields
m˙− δvfrwη(m˙,vfr) = 0 (5.5)
A zero ﬁnding algorithm can then be used to solve Eq. 5.5 to ﬁnd m˙ given feed roller speeds and displacements.
By using the deﬁnition of η(m˙, vfr) given in Eq. (5.4), the accuracy of using Eq. (5.5) can be investigated.
MATLAB's zero ﬁnding function, fzero, was used to solve Eq. (5.5) for m˙ at various feed roller speeds and
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Figure 5.24: Accuracy of quadratic ηr approximations at diﬀerent feed roller speeds.
Figure 5.25: 3-D plot of m˙− vfr − η(m˙, vfr) data along with a surface ﬁt.
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Figure 5.26: Two views of the η(m˙, vfr) surface approximation compared with experimental corn harvest
data.
displacements, giving the surface shown in Fig. 5.26. For comparison, the data points from the corn harvest
data of Sec. 5.3 are also plotted in Fig. 5.26. The resulting ﬁt between the surface and the data points is
summarized in Table 5.7.
The average error in the prediction of mass ﬂow rate using this surface approximation is deﬁnitely larger
than what is desired for a production yield monitor. However, these results show the viability of using this
method as a means of estimating mass ﬂow rate. The error in using the ﬁrst dynamic model to predict the
feed roller displacement was 14.5%, and here the use of the quadratic approximation to predict mass ﬂow
rate is only slightly higher at 16.8%. If a larger experimental data set could be used to more ﬁnely calibrate
the model, it is possible that this method would yield more acceptable results. This method of using a
polynomial approximation for η is also theoretically possible if the third dynamic model were to be used.
The same procedure described above would just have to be repeated with the third dynamic model.
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Table 5.7: Summary of η(m˙) surface approximation results
Run no. Feed roller
displacement
(cm)
Feed roller
speed (m/s)
Experimental
Mass ﬂow rate
(kg/s)
Estimated Mass
Flow rate (kg/s)
Relative Error
1 3.15 2.04 21.7 21.4 1.3
2 3.24 3.56 47.3 39.0 17.5
3 3.95 2.53 36.2 32.9 10.4
4 5.15 2.47 52.7 39.9 24.2
5 2.17 3.27 23.1 25.4 10.1
6 7.62 2.21 58.4 51.4 12.0
7 6.00 2.98 40.9 56.9 39.3
8 7.58 2.95 63.0 76.5 21.5
9 6.98 2.86 75.6 64.2 15.1
Average - - - - 16.8
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Chapter 6
Methods for Self Calibration
In previous chapters, we have discussed several physics-based models for the relationship between the mass
ﬂow rate through a forage harvester and the displacement of the upper front feed rollers. Given knowledge
of this relationship and a suitable method for calibration, it is possible to rely on a displacement sensor in
order to estimate the instantaneous mass ﬂow rate. Since typically such models depend only on a small set
of model parameters, calibration may be possible with only limited amount of data.
It is clear from this description that changes to the operating conditions that are not explicitly accounted
for in the model and appear only implicitly through the model parameters will necessitate recalibration of
the model. As every such recalibration requires some amount of data collection that is both time consuming
and that fails to provide yield information, it is desirable to reduce the frequency with which it needs to be
applied.
Consider, for example, the method described in Sec. 3.2.1, where a simple proportional relationship was
proposed between mass ﬂow rate and the feed roller displacement in terms of a constitutive proportionality
factor representing the maximum density of the material during compaction. In this model, a single pa-
rameter is assumed to be able to capture a variety of material properties, such as bulk density, stiﬀness,
compaction limits, friction coeﬃcients, and moisture content. In the absence of a known relationship be-
tween this parameter and these material properties, recalibration becomes necessary for every change in any
of them.
In contrast, the models proposed in previous chapters attempt to incorporate explicitly additional model
parameters that reﬂect some of the material properties. As a result, it should not be necessary to recalibrate
the model in the event that any of these were to change, since a diﬀerent numerical value could be substituted
directly into the model.
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Figure 6.1: Mathematical model used in (a) calibration mode (b) normal mode and (c) PIL mode. Figures
adapted from [44]
In this chapter, we propose a diﬀerent methodology that supports on-the-ﬂy calibration of the model
without having to collect displacement time histories and total yield data for oﬀ-line calibration. We refer
here to this methodology as perturbation-induced learning (PIL). To our knowledge, this methodology was
originally proposed by Reinke & Dankowicz (see [44]) for self-calibration of mass-ﬂow sensors in combine
harvesters. We demonstrate its application in principle in the context of forage harvesters in the discussion
below.
6.1 Perturbation-induced learning
The PIL technique is a method of introducing controlled perturbations to a system in order to generate
data on which regression can be performed for model calibration. The PIL paradigm and its relationship
with calibration as applied to the forage harvester is illustrated in Fig. 6.1. The center of this paradigm
is a mathematical model that ties together: mass ﬂow rate, machine parameters, crop properties, and a
sensor reading. Machine parameters are model parameters that are generally known and measurable, while
crop properties are model parameters that capture aggregate material behavior and typically unavailable
for direct measurement. In Fig. 6.1a, the mathematical model used in a calibration mode is illustrated.
The known quantities are mass ﬂow rate, machine parameters and sensor readings. The unknown quantities
are crop properties. The brackets around mass ﬂow rate, m˙, and feed roller displacement, δ, indicate that
they belong to a set of data that can be used for calibration. As long as there are at least as many data
points as unknown crop properties, values for the corresponding model parameters can be obtained using a
regression algorithm that best ﬁts the model to the data set. The more data points in the data set, the more
statistically information is available to evaluate the accuracy of the model predictions.
Once the crop property values are set, the model can be used in normal mode as illustrated in Fig. 6.1b.
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In this mode, the known quantities are the crop properties, machine parameters, and sensor readings. The
unknown output is then the estimated mass ﬂow rate. This normal operation mode is equivalent to the
mathematical model proposed in Sec. 3.3 used as a backward model. This is also the mode used during
harvesting, in which a measured displacement of the feed rollers is used to estimate the mass ﬂow rate.
As discussed previously, changes to crop properties would necessitate re-calibration. However, instead
of again returning to the calibration mode, the PIL technique proposes a third operating mode shown in
Fig. 6.1c. Here, a multiplicity of values for the machine parameters is combined with a corresponding set of
values of the feed roller displacement (as indicated by the brackets in the ﬁgure) in order to estimate crop
properties and mass ﬂow rate without the need to collect data for multiple mass ﬂow rates. It is assumed
that, although the mass ﬂow rate is constant throughout this data set, the relationship between the machine
parameters and the feed roller displacement reﬂects the new crop properties. The PIL technique thus relies
on the intentional changes (perturbations) to the machine parameters and the subsequent application of a
regression analysis in order to calibrate (train) the model.
The one critical assumption necessary for this PIL mode to work is that mass ﬂow rate remains fairly
constant for the duration of the machine parameter variation. This is to ensure that the changes seen in δ
during the machine parameter variation are due solely to the sweep in parameter values and not to a change of
the mass ﬂow rate. This may be a reasonable assumption if the duration of the sweep in machine parameters
is shorter than the typical timescale over which ﬁeld conditions vary. Another assumption is that the δ
response to the machine parameter variation is one that matches the quasi-static state assumptions made
in the mathematical model, and is not a transient response. There will always be some transient response
to changes in the system, but if the system settles quickly in response to such changes, then the quasi-static
state assumption is likely still valid. To ensure a calibration that captures the current ﬁeld conditions, the
variation in parameters should also produce relatively large changes in the feed roller displacement.
The advantage of using machine parameter variations is that they are controllable, measurable, and can
be performed on the ﬂy, during harvest. Instead of having to run several known mass ﬂow rates through the
harvester for the purpose of calibration (it is virtually impossible to achieve uniform mass ﬂow rates across
an in-the-ﬁeld experimental run), a variation in machine parameters would serve the same function. If the
variation in machine parameters could be performed in a quick and non-intrusive way, then very frequent
updates of the crop properties could be obtained to increase the accuracy of the mass ﬂow rate estimates.
Finally, it is already, in principle, possible to introduce variations in select machine parameters on existing
forager harvesters, whereas changes to other parameters would require redesign.
Previous work by Reinke [44] demonstrated the feasibility of this PIL technique on combines. In this
context, PIL variations were proposed in the orientation of an impact plate used to sense the mass ﬂow rate
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Table 6.1: Ranges of parameter variation for PIL tests
Parameter Range
Feed roller speed 2-6 m/s
Ground speed 1-3 m/s
Spring pre-load 0-10 cm
Table 6.2: List of crop variables and machine parameters used in regression with model generated data
Model Property Value
km 1.46 kN/cm
2
η 3.26 kg/m3
ηmax 9.00 kg/m
3
ρ 2.00 kg/m2
vgs 2.00 m/s
vfr 3.00 m/s
Spring pre-load 0.00 cm
through the on-board grain elevator. For the forage harvesters considered in this thesis, we propose as an
analogous point of application, changes to the feed roller speed, ground speed, and the pre-load of the spring
that holds the upper feed rollers against the material. The potential for using these three parameters as
sources of perturbation for generating data and updating crop properties will be investigated in the following
section with model generated data.
6.2 Test of PIL concept
It has been demonstrated in Sec. 4.2 that feed roller speed, ground speed, and pre-load, are parameters
whose inﬂuence are accounted for in the proposed mathematical models of the feeder housing. The fact that
these three machine parameters are taken account of in the model allows them to be used as a source of
perturbation for PIL calibration.
As an example, PIL calibration was performed using three data sets generated with the ﬁrst dynamic
model. Each data set was generated by holding all model parameters constant except for the one that is
acting as the source of perturbation, either feed roller speed, ground speed, or spring pre-load. The ranges
over which each perturbation source was varied are given in Table 6.1. The remaining model parameters
were held at the values derived from the regression analysis of Sec. 5.3.1 and given in Table 6.2 (unless
otherwise stated, machine parameters not listed have the same value as was given in Table 4.1). Only the
ﬁrst dynamic model was used for this PIL test because of its insensitivity to initial conditions and faster
computation time.
In Fig. 6.2, we show the result of applying regression to the data generated as a result of variations in
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Figure 6.2: Results of feed roller speed perturbation test.
the feed roller speed, while keeping all other parameters constant; ﬁve diﬀerent sets of initial guesses were
used. As seen in the ﬁgure, excellent agreement was achieved. To further investigate the possibility of using
variations in the feed roller speed for calibration, random noise of up to 10% was added to the displacement
data. Again, the calibration algorithm converges onto values that cause the predicted displacements to
closely match the reference displacements (see Fig. 6.3).
As a further test, the range of the variation in the feed roller speed was narrowed to fewer data points.
In this case, even though the regression analysis resulted in crop property values that deviated from the
reference values, the predicted displacements are still very close to the reference (see Fig. 6.4). A small but
noticeable deviation is only found at the feed roller speeds outside of the range of feed roller speeds used
in the narrowed data set. Fig. 6.5 demonstrates that the calibrated model agrees closely with the reference
model in the relationship between feed roller displacement and mass ﬂow rate.
The success of using a smaller data set to perform the PIL calibration shows that in the case of varying
feed roller speed, a very large perturbation to the system is not required to get the necessary data to perform
an accurate updating of crop properties. This not only decreases the time necessary to eﬀect the perturbation,
but it also minimizes the impact that variations in the feed roller speed will have on the harvested material.
As mentioned previously, feed roller speed is the main way of controlling the length of cut of the material.
Improperly cut material results in decreased storability and nutritional value. Variations in the feed roller
speed would deﬁnitely impact the quality of the resulting material negatively, but since the variation can be
small, the impact might be minimal.
In the second data set used for the PIL test, the ground speed was the source of perturbation; again ﬁve
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Figure 6.3: Results of feed roller speed perturbation test with up to 10% noise added.
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Figure 6.4: Results of feed roller speed perturbation test with limited sweep of values.
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Figure 6.5: Estimated mass ﬂow rate as a function of δ for reference parameters and regression parameters
obtained from variation in feed roller speed.
sets of initial guesses were used. As seen in Fig. 6.6, calibration of the crop properties according to the PIL
concept was again very successful. The algorithm converged reliably, even when given initial guesses for the
crop properties that were signiﬁcantly diﬀerent from their reference values. Adding random noise of up to
10% to the displacement data did not signiﬁcantly impede the calibration process, as shown in Fig. 6.7.
A limited data set can again be used to see if a smaller range of variation in ground speeds can achieve
an accurate calibration of the crop properties. As seen in Fig. 6.8, a variation in ground speed of 0.5 m/s
is good enough for estimating crop properties that accurately capture the dependence of the feed roller
displacements on ground speed within that range, though not for values far outside of that range. Especially
at faster ground speeds, the discrepancy is signiﬁcant. A similar discrepancy is found in the dependence
of the feed roller displacement on mass-ﬂow-rate, as seen in Fig. 6.9). It is evident that the larger the
perturbation, the more accurate the resulting calibration will be for values outside of the calibration data.
However, if operating conditions are not expected to change much, a more limited sweep of values can be
used. Also, the amount of noise will dictate how large of a sweep of values is needed for a given accuracy.
As discussed in Sec. 4.2.1, increasing the ground speed is expected to increase mass ﬂow rate and the
feed roller displacement. One problem that could result from varying the ground speed is therefore that the
machine would get clogged. The application of the PIL technique using variations in ground speed would,
consequently, be limited to a lower range of speeds. Of course, it may be inconvenient to vary the ground
speed during harvest, so keeping the change in ground speed to a minimum is likely desirable.
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Figure 6.6: Results of ground speed perturbation test.
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Figure 6.7: Results of ground speed perturbation test with up to 10% noise added.
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Figure 6.8: Results of ground speed perturbation test with a limited sweep in values.
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Figure 6.9: Estimated mass ﬂow rate as a function of δ for reference parameters and regression parameters
obtained from variation in ground speed.
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Figure 6.10: Results of pre-load perturbation test.
Finally, the PIL technique was tested on a data set generated by varying the spring pre-load. The same
tests and procedures that were performed on the previous data sets were performed again with this data set.
The PIL calibration works well when pre-load is the perturbation if there is a large sweep of values. As seen in
Figs. 6.10 and 6.11, parameters were found such that the predicted dependent of the feed roller displacement
on the pre-load matched closely both the reference data and the data obtained after the addition of noise.
However if a smaller set of data was used, the change in feed roller displacement relative to the noise added
appeared to not be suﬃciently large to yield satisfactory calibration results. This is seen in Fig. 6.13, where
the relationship between mass-ﬂow-rate and feed roller displacement is in close agreement with the reference
behavior for small feed roller displacements, but not for large ones.
Changes to the spring pre-load do not interfere with the harvest operation, as long as the material is
suﬃciently compacted by the feed roller. As seen in Fig. 4.37, even a change of 1 cm to the feed roller
displacement requires a change of as much as 10 cm to the pre-load parameter τ . Nonetheless, changing the
pre-load can still be used as a source of perturbation in PIL to update crop parameters if a large enough
sweep of values is used such that the resulting change in feed roller displacement is larger than the noise
present in the system.
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Figure 6.11: Results of pre-load perturbation test with up to 10% noise added.
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Figure 6.12: Results of pre-load perturbation test with a limited sweep in values.
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Figure 6.13: Estimated mass ﬂow rate as a function of δ for reference parameters and regression parameters
from variation in pre-load.
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Chapter 7
Summary and Conclusion
In current practice, the estimation of mass ﬂow rate through the feeder housing of a forage harvester is
based on a simple model of conservation of mass coupled with an assumption of a known maximum density
at the point of maximum compression that is independent of mass ﬂow rate. Alternatively, as proposed
here, the mass ﬂow rate could be estimated using a dynamic physics-based model of the material behavior
in the feeder housing, by considering the forces acting on the material and the rollers and making suitable
assumptions about the time behavior. In this work, several candidate mathematical models detailing such
a relationship between the feed roller displacement in a forage harvester feeder housing and the mass ﬂow
rate were developed.
The feeder housing system was assumed to reach a steady state where the force of the material on the
roller and the force of the roller on the material balanced at an equilibrium feed roller displacement. The
force of the roller on the material was assumed to follow a very simple linear relationship in feed roller
displacement. The force of the material on the roller, however, was a much more complicated quantity to
deﬁne that mainly depended on the material model that was used to describe how the material behaves
when compressed. Several empirical and physics-based models from the available literature were examined,
as were diﬀerent loading types and conditions.
The bulk of this work was the development and testing of three separate material models that were pro-
posed to capture the time-dependent dynamic settling characteristics of forage material as it is compressed.
These three material models were informed by discrete-element modeling (DEM) computer simulations per-
formed during the course of this research, as well as observations from compression experiments performed
by other researchers.
The behavior of each proposed dynamic material model was then used in an algorithmic forward model
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to see if the desired material characteristics were captured. This testing and validation involved varying
individual model parameters while keeping others ﬁxed, and examining the resulting feed roller displacement.
Model parameters investigated included both crop properties and machine parameters. It was found that the
eﬀect of all parameters appeared to be consistent with the observations from the DEM simulations as well
as observed material behavior from other experimental work. The only exception was the eﬀect of the feed
roller speed in the third dynamic model. Although the model appeared to capture the spreading eﬀect that
is associated with changes to the feed roller speed, the model exhibited additional stiﬀening of the material.
This stiﬀening eﬀect needs to be further investigated to see whether it is a phenomenon that occurs during
actual feed roller compression of material.
The proposed dynamic models were further tested by calibrating model parameters against experimental
data collected during harvest on an instrumented forage harvester. The performance of the models were
diﬀerent for corn harvest data and grass harvest data. Assuming all the corn harvest data was collected for
material with the same material properties, the average relative error in predicting ﬁnal mass was 14.5% and
10.5% for the ﬁrst and third dynamic model, respectively. Assuming all grass harvest data was collected
for material with the same material properties, the average relative error in predicting ﬁnal mass was 30%
and 29% for the ﬁrst and third dynamic model, respectively. If the material properties are assumed to be
diﬀerent for diﬀerent runs and grouped together, the average relative errors for the ﬁrst dynamic model in
both corn and grass were 6%. The average relative errors for the third dynamic model when the corn harvest
runs were grouped together was 7%. These errors were either comparable to the current built-in sensor errors
or better.
One challenge to using the proposed feeder housing models was the relatively large computational pro-
cessing time required to ﬁnd an equilibrium feed roller displacement. In order to use the results from the
dynamic models without having to repeatedly compute the forces in the system, a quadratic approximation
of the maximum density versus mass ﬂow rate was proposed. A second order, two variable, polynomial
surface was also suggested in order to account for variations in feed roller speed in addition to mass ﬂow
rate. The results of predicting ﬁnal masses with the approximation were only slightly worse than what was
found using the full dynamic models, showing this to be a viable means of improving the current mass ﬂow
rate prediction without the additional computational load of using the full algorithmic models.
Finally, a way to calibrate the proposed mathematical relationship between mass ﬂow rate and sensor
reading on the ﬂy during harvesting was described in the context of the so-called perturbation-induced learn-
ing (PIL) methodology. This relied on introducing variations to known and measurable machine parameters,
for example, ground speed, feed roller speed, and spring pre-load. Perturbations using ground speed and
feed roller speed provided the best calibration data while requiring a smaller sweep in values. Perturbations
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using changes in spring pre-load also proved to be a viable option, but appear to require a much larger sweep
in values.
In future work, the feeder housing models proposed here can be further reﬁned by considering forces
that were ignored in this treatment. Including forces such as friction impeding the motion of the material
as it passes from the header to the feeder housing, and the friction from the feed rollers accelerating the
material, might improve the match between the predictions of the mathematical model and observations
from an actual forage harvester. The material models could also be reﬁned by considering crop properties as
density dependent quantities instead of constants. Properties, such as stiﬀness, do not remain the same as
the material is compacted and density increases, so taking those eﬀects into account might also improve the
accuracy of the model. In addition, changes could be considered in the assumed behavior of internal model
parameters during diﬀerent stages of loading. Currently, in the two dynamic models, z˙ is assumed to be zero
once loading of the material stops. Alternatively, one could assume that z˙ is zero only once F↑ becomes zero.
This would be an additional modiﬁcation that could be investigated to see if better agreement between the
model and physical reality could be achieved.
However, it would likely be more beneﬁcial to collect, under carefully controlled conditions, experimental
data to further verify the validity of one of the proposed dynamic models or of one of the other models
found in the literature. If a laboratory setup of the feeder housing could be used to collect such data, more
reliable and consistent comparisons could be obtained and a more accurate assessment of the models could
be made. This laboratory setup might also oﬀer an opportunity to investigate the PIL technique further in
an experimental context.
On this note, recall that the numerical tests of the PIL technique only used data generated from the ﬁrst
dynamical model. For future studies, it may be appropriate to revisit the PIL technique, in simulation, for
one of the other models considered in this thesis.
Finally, additional data could also be obtained from further DEM testing. Instead of the conveyor and
single feed roller used in this work, the complete set of feed rollers could be implemented in the simulations.
In addition, if the dynamic coupling to enable the movement of the feed rollers was implemented, the DEM
simulations would more closely match the real system. Separate material testing to verify the particle
properties and shapes used in the simulations would also increase the usefulness of the information gained
from such an analysis.
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Appendix
MATLAB code
A.1 Function ﬁndDelta.m
1 function [ d e l t a Fmatrol lout h0 z t e s t zp l o t ]= f indDe l ta (mdot , p , v_gs , v_fr ,w,
pre_load ,W_roll ,K, r , a lgor ithm , vararg in )
% Find the f e e d r o l l d i sp lacement g i ven a mass f l ow ra t e and crop
parameters
% mdot − mass f l ow ra t e [ kg/ s ]
4 % p − vec t o r wi th crop prope r t i e s , number o f parameters depend on
a l gor i thm
% I f ' zmax ' or ' eta_max ' p = [km, eta , eta_max ]
% I f ' d i f f e q ' p = [km, eta , eta_max , c , l ]
7 % km − mater ia l sp r ing cons tant per un i t mass
% eta − bu l k d en s i t y o f mate r i a l in f e ed e r house b e f o r e compression s ca l e d
% to be between 1 and 10. e ta ∗100 would be in un i t s o f [ kg/m^3]
10 % eta_max − maximum p l a s t i c pack ing d en s i t y o f the mate r ia l
% ( a f t e r which a l l compression i s e l a s t i c )
% pre−l oad − d i s t ance the f e ed r o l l e r sp r ing i s pre s t r e t c h e d [cm]
13 % w − f e ederhouse opening width [cm]
% v_gs − ground speed [cm/s ]
% v_fr − f e ed r o l l speed [cm/s ]
16 % W_roll − weigh t o f the f e ed r o l l e r [N]
% K − f e ed r o l l e r sp r ing cons tant [N/cm]
% a lgor i thm − cho ice o f dynamic model , or t e s t mode ( in the case o f '
vry_par ' )
19 % vararg in − i n c l ude delta_meas when us ing findCropVarUsingMdot f o r
minimum
% h0 pena l t y
% z t e s t − vec t o r o f z_curve x−coords
22 % zp l o t − vec t o r o f z_curve y−coords
% Extrac t and s c a l e crop parameters based on a l gor i thm
25 switch a lgor i thm
case 'z_max '
p_scale = [1000 1 1 ] . ∗ p ;
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28 km = p_scale (1 ) ; eta = p_scale (2 ) ; z_max = p_scale (3 ) ;
case ' eta_max '
p_scale = [1000 1 1 ] . ∗p ;
31 km = p_scale (1 ) ; eta = p_scale (2 ) ; eta_max = p_scale (3 ) ;
case ' d i f f e q '
p_scale = [100 1 1 100 100 ] . ∗ p ;
34 km = p_scale (1 ) ; eta = p_scale (2 ) ; eta_max = p_scale (3 ) ;
c = p_scale (4 ) ; l = p_scale (5 ) ;
o the rw i s e
37 a lgor i thm
%do noth ing
end
40
% Extrac t delta_meas from vararg in
i f ~isempty ( vararg in )
43 delta_meas = vararg in {1} ;
else
delta_meas = 0 ;
46 end
% Various d e f i n i t i o n s o f h0
49 h0 = mdot/(w∗( eta ∗1e−4)∗v_fr ) ; %[cm]
% h0 = mdot/(w∗( e ta ∗1e−4)∗v_gs ) ; %cm
% h0 = mdot/(w∗( e ta ∗1e−4)∗( v_gs+(v_fr−v_gs ) ∗ abs(1−v_gs/v_fr ) ) ) ;
52
% Bundle model parameters f o r f indForces f unc t i on
param .mdot = mdot ;
55 param .km = km;
param . eta = eta ;
i f exist ( ' eta_max ' , ' var ' ) ; param . eta_max = eta_max ; end ;
58 i f exist ( 'z_max ' , ' var ' ) ; param . z_max = z_max ; end ;
i f exist ( ' c ' , ' var ' ) ; param . c = c ; end ;
i f exist ( ' l ' , ' var ' ) ; param . l = l ; end ;
61 param . v_gs = v_gs ;
param . v_fr = v_fr ;
param .w = w;
64 param . pre_load = pre_load ;
param .W_roll = W_roll ;
param .K = K;
67 param . r = r ;
param . a lgor i thm = algor i thm ;
70 % Set the search i n t e r v a l to be l im i t e d to v a l i d d e l t a va l u e s
a = h0 ;
i f h0 < r
73 b = 0 ;
else
b = h0−r ;
76 end
[ d e l t a Fmatrol lout ] = go ldenzero ( ) ;
79
i f de l t a > 0 && Fmatrol lout > 0% Only compute vec t o r i f v a l i d d e l t a found
and no parameter v i o l a t i o n error
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[ dnm ,dnm ,dnm, z t e s t , zp l o t ] = f indForce s (h0 , de l ta , param) ;
82 else
z t e s t = 0 ; zp l o t = Fmatrol lout ;
end
85
function [ z e ro Fmatrol l Frol lmat ]= go ldenzero ( )
i f strcmp ( algor ithm , ' eta_max ' ) && eta > 0.95 ∗ eta_max %pena l t y f o r
eta_max g r ea t e r than e ta
88 zero = eta /eta_max ∗500 ;
Fmatrol l = −1000;
Frol lmat = −200; % Give Fmatro l l and Fro l lmat va l u e s to pass ,
use f o r error ca t ch ing
91 z_max_frac = (1− eta /eta_max∗v_gs/v_fr ) ;
disp ( 'ERROR: \eta_{max} not g r e a t e r than \ eta ' )
e l s e i f h0 < delta_meas %pena l t y f o r e ta be ing too l a r g e and making
h0 < measured d e l t a
94 zero = eta ∗100 ;
Fmatrol l = −1000;
Frol lmat = −300;
97 disp ( 'ERROR: computed h_0 not g r e a t e r than measured \ de l t a ' )
e l s e i f strcmp ( algor ithm , ' d i f f e q ' ) && l > km %pena l t y i f l > k
zero = l /km∗500 ; Fmatrol l = −1000; Frol lmat = −300;
100 disp ( ' Error : l not l e s s than k ' )
else
f a = f indForce s (h0 , a , param) ;
103 fb = f indForce s (h0 , b , param) ;
i f f a > 0
106 zero = 10∗km
Fmatrol l = −1000;
Frol lmat = −3000; % Give Fmatro l l and Fro l lmat va l u e s to
pass , use o f e r ror ca t ch ing
109 disp ( 'ERROR: no va l i d de l t a found , dec r ea s e km ' )
e l s e i f fb < 0
zero = 1e6/km
112 Fmatrol l = −1000; Frol lmat = −4000; % Give Fmatro l l and
Fro l lmat va l u e s to pass , use o f e r ror ca t ch ing
disp ( 'ERROR: no va l i d de l t a found , i n c r e a s e km ' )
e l s e i f isnan ( f a ) | | i s i n f ( f a )
115 zero = 5000 ;
Fmatrol l = −1000; Frol lmat = −2000; % Give Fmatro l l and
Fro l lmat va l u e s to pass , use o f e r ror ca t ch ing
disp ( 'ERROR: i n v a l i d f o r c e va lue ' )
118 e l s e i f isnan ( fb ) | | i s i n f ( fb )
zero = 6000 ;
Fmatrol l = −1000; Frol lmat = −2000; % Give Fmatro l l and
Fro l lmat va l u e s to pass , use o f e r ror ca t ch ing
121 disp ( 'ERROR: i n v a l i d f o r c e va lue ' )
else
t = ( sqrt (5 )−1) /2 ;
124 x1 = a + (1− t ) ∗(b−a ) ;
f 1 = f indForce s (h0 , x1 , param) ;
x2 = a + t ∗(b−a ) ;
127 f 2 = f indForce s (h0 , x2 , param) ;
153
t o l = 1e−6;
while (abs (b−a )>t o l )
130 i f ( f 1 < 0)
a = x1 ;
x1 = x2 ;
133 f 1 = f2 ;
x2 = a+t ∗(b−a ) ;
[ f 2 Fmatrol l Frol lmat ] = f indForce s (h0 , x2 , param) ;
136 else
b = x2 ;
x2 = x1 ;
139 f 2 = f1 ;
x1 = a + (1− t ) ∗(b−a ) ;
[ f 1 Fmatrol l Frol lmat ] = f indForce s (h0 , x1 , param) ;
142 end
end
zero = (b+a ) /2 ;
145 end
end
end
148 end
A.2 Function ﬁndForces.m
1 function [ y Fmatrol l Frol lmat varargout ]= f indForce s (h0 , de l ta , param)
% Compute the Fmatro l l and Fro l lmat f o r c e s and check f o r e qu i l i b r i um
% NOTE: The s i gn o f the y area and z area i s r eve r s ed from tha t i nd i c a t e d
4 % in Chap . 3 o f the t h e s i s .
% Extrac t model parameters
7 km = param .km;
eta = param . eta ;
i f i s f i e l d (param , ' eta_max ' ) ; eta_max = param . eta_max ; end ;
10 i f i s f i e l d (param , 'z_max ' ) ; z_max = param . z_max ; end ;
i f i s f i e l d (param , ' c ' ) ; c = param . c ; end ;
i f i s f i e l d (param , ' l ' ) ; l = param . l ; end ;
13 v_gs = param . v_gs ;
v_fr = param . v_fr ;
pre_load = param . pre_load ;
16 W_roll = param .W_roll ;
K = param .K;
r = param . r ;
19 a lgor i thm = param . a lgor i thm ;
switch a lgor i thm
22 case { ' eta_max ' , 'z_max ' } %Use dynamic model 1 wi th eta_max based
z_max
inv_tht = ( r+de l ta−h0 ) / r ;
i f inv_tht > 1 %account f o r rounding error
25 inv_tht = 1 ;
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end
28 tht = acos ( inv_tht ) ;
y_area = r ^2/2∗( tht − sin ( tht ) ∗cos ( tht ) ) ;
y_star = r+del ta−h0 ;
31
x_min = −sqrt ( r^2−y_star ^2) ;
i f not ( i s rea l (x_min) )
34 x_min = − .001;
end
i f (1− eta /eta_max∗v_gs/v_fr ) <.01 %only necessary i f not caught in
go ldenzero () f unc t i on
37 zero = −7000;
z_max_frac = 1−eta /eta_max∗v_gs/v_fr
v_frac = v_gs/v_fr
40 [ y Fmatrol l Frol lmat z_f ] = dea l (2000) ;
disp ( 'ERROR: i n v a l i d z_max value , check \ eta , \ eta_{max} , v_gs
and v_fr ' )
else
43 z_area = quad(@(x ) z p o s i t i o n (x , h0 , de l ta , a lgor i thm ) ,x_min , 0 ) ;
i f isnan ( z_area ) | | i s i n f ( z_area )
46 [ y Fmatrol l Frol lmat ] = dea l (2000) ;
disp ( 'ERROR: i n v a l i d z_area ' )
else
49 z_f = zpo s i t i o n (0 , h0 , de l ta , a lgor i thm ) ;
inv_tht_r = ( r+de l ta−h0+(−z_f ) ) / r ;
52 i f inv_tht_r >1
inv_tht_r =1;
end
55 tht_r = acos ( inv_tht_r ) ;
r_area = r ^2/2∗( tht_r −sin ( tht_r ) ∗cos ( tht_r ) ) ;
58 comp_area = y_area+z_area+r_area ;
Fmatrol l = km∗comp_area ;
Frol lmat = (W_roll + K∗( d e l t a+pre_load ) ) ;
61 y = Fmatrol l−Frol lmat ;
end
end
64 z ind = linspace (x_min , 0 ) ;
zout = zpo s i t i o n ( zind , h0 , de l ta , a lgor i thm ) ;
x_max = sqrt ( r^2−(z_f−y_star ) ^2) ;
67 z t e s t = [ z ind linspace (0 ,x_max, 1 0 ) ] ;
zp l o t = [ zout , z_f∗ ones (1 , 10 ) ] ;
70 case ' d i f f e q ' % Use dynamic model 3
v_fun = @(x ) v_fr ; %v e l o c i t y p r o f i l e assuming cons tant mate r ia l
speed
y_star = r+del ta−h0 ;
73 y_fun = @(x ) −sqrt ( r^2 −x .^2)+ y_star ; %r o l l e r geometry
z_max = (1− eta /eta_max∗v_gs/v_fr ) ∗h0 ; %ca l c u l a t i o n o f z_max based
on eta_max
param . z_max = z_max ;
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76
xmin = −sqrt ( r^2 − y_star ^2) ;
i f ( xmin == 0) | | (~ i s rea l ( xmin ) )
79 xmin = −1e−12; %se t xmin such t ha t event f unc t i on s t i l l
d e t e c t s a zero c ro s s i n g and w i l l t erminate
end
82 i f xmin > 0
return
end
85 tmin = xmin/v_fun (xmin ) ;
tspan = [ tmin 1 0 ] ; %upper l im i t i s a r b i t r a r y because event s t op s
i n t e g r a t i o n
pos = ' less_zmax ' ;
88 event_fun = @event_load ; %pass event f unc t i on handle f o r ode
s o l v e r
i c = [ xmin 0 0 ] ; %i n i t i a l c o d i t i on f o r [ x , z , Fmatro l l ]
i e = 0 ; i e_ l i s t = [ ] ;
91 te = tmin ;
t_load = [ ] ;
y_load = [ ] ;
94 ye = [0 0 0 ] ;
while i e ~= 1
97 [ t_load_add , y_load_add , te_add , ye_add , ie_add ] = . . .
l oad_d i f f eq ( v_fun , y_fun , pos , param , tspan , i c , event_fun ) ;
te = [ te ; te_add ] ;
100 ye = [ ye ; ye_add ] ;
i e_ l i s t = [ i e_ l i s t ; ie_add ] ;
t_load = [ t_load ; t_load_add ] ;
103 y_load = [ y_load ; y_load_add ] ;
i f ie_add (end) == 2
106 pos = ' grtr_zmax ' ;
end
109 tspan = [ te_add (end) 1 0 ] ;
i c = ye_add(end , : ) ;
i e = ie_add ;
112 end
% Of f l oad ing computat ions
z_f = y_load (end , 2 ) ;
115 event_fun = @event_off ;
tspan = [0 1 0 ] ;
i c = [ 0 y_load (end , 3 ) ] ;
118 [ t_off , y_off ] = o f f l o ad_d i f f e q ( v_fun , y_fun ,km, z_f , tspan , i c ,
event_fun ) ;
Fmatrol l = y_off (end , 2 ) ;
Frol lmat = (W_roll + K∗( d e l t a+pre_load ) ) ;
121 y = Fmatroll−Frol lmat ;
z t e s t = [ y_load ( : , 1 ) ' y_off ( : , 1 ) ' ] ;
z p l o t = [ y_load ( : , 2 ) ' z_f ∗ ones ( s ize ( y_off ( : , 1 ) ' ) ) ] ;
124
otherw i s e
156
%do noth ing
127 end
% Event f unc t i on s to terminate ode s o l v e r
function [ value , i s t e rm ina l , d i r e c t i o n ] = event_load ( t , y )
130 switch pos
case ' less_zmax '
x = y (1) ;
133 value (1 ) = x ; % de t e c t reach ing x = 0
i s t e rm i n a l (1 ) = 1 ; % stop the i n t e g r a t i o n
d i r e c t i o n (1 ) = 0 ;
136
value (2 ) = y_fun (x ) + z_max ; %de t e c t y pas s ing z_max
i s t e rm i n a l (2 ) = 1 ;
139 d i r e c t i o n (2 ) = 0 ;
case ' grtr_zmax '
142 x = y (1) ;
va lue (1 ) = x ; % de t e c t reach ing x = 0
i s t e rm i n a l (1 ) = 1 ; % stop the i n t e g r a t i o n
145 d i r e c t i o n (1 ) = 0 ;
end
end
148
function [ value , i s t e rm ina l , d i r e c t i o n ] = event_of f ( t , y )
x = y (1) ;
151 value = y_fun (x )−z_f ; % de t e c t y = z_f
i s t e rm i n a l = 1 ; % stop the i n t e g r a t i o n
d i r e c t i o n = 0 ;
154 end
157 % Sub−f unc t i on s to c a l c u l a t e z_surface
function z = zpo s i t i o n (x , h0 , del , a lgor i thm )
switch a lgor i thm
160 case ' eta_max '
z_max = (1− eta /eta_max∗v_gs/v_fr ) ∗h0 ;
y_star = r+del−h0 ;
163 z=−z_max+z_max∗exp(1/z_max∗( y_star−sqrt ( r^2−x .^2) ) ) ;
case 'z_max '
%z_max a l r eady s e t
166 y_star = r+del−h0 ;
z=−z_max+z_max∗exp(1/z_max∗( y_star−sqrt ( r^2−x .^2) ) ) ;
o the rw i s e
169 a lgor i thm
end
end
172
nout = max(nargout , 1 ) −3;
for j = 1 : nout
175 switch j
case 1
varargout ( j ) = { z t e s t } ;
178 case 2
varargout ( j ) = { zp l o t } ;
157
otherw i s e
181 %do noth ing
end
end
184
end
A.3 Function ﬁndCropVarUsingMdot.m
1 function [ p varargout ] = findCropVarUsingMdot ( data , p0 , algor ithm , param)
% Find f i e l d bu l k dens i ty , sp r ing cons tant o f mater ia l , and max
compression
%based on g iven data where data i s matrix wi th exper imenta l data
4 %data = [mdot , de l t a , v_gs , v_fr , rho , pre_load ]
%p0 = [km, eta , z_max ]
%vararg in = {c , l } used f o r ex t ra v a r i a b l e s i f a l gor i thm i s ' d i f f e q '
7
% Extrac t data
mdot = data ( : , 1 ) ;
10 delta_meas = data ( : , 2 ) ;
v_gs = data ( : , 3 ) ;
v_fr = data ( : , 4 ) ;
13 pre_load = data ( : , 6 ) ;
% Extrac t machine cons tan t s
16 K = param .K; %N/cm ( two sp r in g s )
w = param .w; %cm
r = param . r ; %cm
19 W_roll = param .W_roll ; %N
%l e a s t square f i t op t i ons
22 %opt ions = opt imse t ( ' Diagnos t ics ' , ' on ' , ' DiffMaxChange ' , . 1 , ' DiffMinChange
' , 1 e−2 , ' Display ' , ' i t e r ' , ' TolFun ' , 1 e−6 , 'TolX ' , 1 e−6) ;
opt ions = opt imset ( ' D iagnos t i c s ' , ' on ' , ' DiffMinChange ' ,1 e−1, ' Display ' , ' i t e r
' , ' TolFun ' ,1 e−6, 'TolX ' ,1 e−6, ' MaxIter ' , 50) ;
t ic
25 %[ p , resnorm , r e s i dua l , e x i t f l a g , output ] = l s q n on l i n ( @cropVarlsqnonlin2 , p0
, [ . 1 . 1 ] , [ 1 0 0 100 ] , op t i ons ) ;
i f strcmp ( algor ithm , ' d i f f e q ' )
[ p , resnorm , r e s i dua l , e x i t f l a g , output ] = . . .
28 l s q non l i n ( @cropVarlsqnonl in2 , p0 , [ 1 1 . 5 1 0 ] , [ 5 0 10 20 50 50 ] ,
opt i ons ) ;
else
[ p , resnorm , r e s i dua l , e x i t f l a g , output ] = . . .
31 l s q non l i n ( @cropVarlsqnonl in2 , p0 , [ 1 1 . 5 ] , [ 1 0 0 10 50 ] , opt ions ) ;
end
toc
34
% Compute the model p r ed i c t e d d i sp lacments wi th opt imized parameters
[ d e l t a_ in i t delta_pred ] = dea l ( zeros (1 , s ize ( data , 1 ) ) ) ;
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37 for k = 1 : s ize ( data , 1 )
d e l t a_ in i t ( k ) = f indDe l ta (mdot (k ) , p0 , v_gs (k ) , v_fr ( k ) ,w, pre_load (k ) ,
W_roll ,K, r , a lgor i thm ) ;
delta_pred (k ) = f indDe l ta (mdot (k ) ,p , v_gs (k ) , v_fr ( k ) ,w, pre_load (k ) ,
W_roll ,K, r , a lgor i thm ) ;
40 end
% Organize r e s u l t s f o r varargout
43 nout = max(nargout , 1 ) −1;
err_data = 0 ; %i n i t i l i z e error_data
for j = 1 : nout
46 switch j
case 1
varargout ( j ) = {resnorm } ;
49 case 2
varargout ( j ) = { r e s i d u a l } ;
case 3
52 varargout ( j ) = {delta_pred } ;
case 4
varargout ( j ) = { e x i t f l a g } ;
55 case 5
varargout ( j ) = {output } ;
case 6
58 varargout ( j ) = { de l t a_ in i t } ;
o the rw i s e
varargout ( j ) = {err_data } ;
61 end
end
64 function e r r = cropVar l sqnon l in2 (p)
delta_pred = zeros (1 , length (mdot ) ) ;
for i = 1 : length (mdot )
67 delta_pred ( i ) = f indDe l ta (mdot ( i ) ,p , v_gs ( i ) , v_fr ( i ) ,w, pre_load
( i ) ,W_roll ,K, r , a lgor ithm , delta_meas ( i ) ) ;
end
e r r = delta_pred ' − delta_meas ;
70 end
end
A.4 Function load_diﬀeq.m
1 function [ t , y , varargout ] = load_di f f eq ( v_fun , y_fun , pos , param , tspan , i c ,
va ra rg in )
%load_d i f f e q s o l v e s the s e t o f 3 d i f f e r e n t i a l e qua t i ons t ha t govern
l oad ing
4 %v_fun − f unc t i on handle wi th v e l o c i t y p r o f i l e as f unc t i on o f p o s i t i o n
%y_fun − f unc t i on handle wi th r o l l e r geometry as func t i on o f p o s i t i o n
c = param . c ;
7 km = param .km;
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i f ~isempty ( vararg in )
10 opt ions = odeset ( ' Events ' , va ra rg in {1} , ' RelTol ' ,1 e−8) ;
[ t , y , te , ye , i e ] = ode45 (@odefun , tspan , i c , opt i ons ) ;
varargout = { te , ye , i e } ;
13 else
[ t , y ] = ode45 (@odefun , tspan , i c ) ;
end
16
function dy = odefun ( t , y )
x = y (1) ; z = y (2 ) ; f = y (3 ) ;
19 x_dot = v_fun (x ) ;
z_dot = c ∗( f_fun ( y_fun (x ) , pos , param)−z ) ;
f_dot = km∗v_fun (x ) ∗( z−y_fun (x ) ) ;
22 dy = [ x_dot ; z_dot ; f_dot ] ;
end
end
A.5 Function ooad_diﬀeq.m
function [ t , y ] = o f f l o ad_d i f f e q ( v_fun , y_fun ,km, z_f , tspan , i c , vara rg in )
%o f f l o a d_d i f f e q s o l v e s the s e t o f 2 d i f f e r e n t i a l e qua t i ons t ha t govern
3 % unloading
%v_fun − f unc t i on handle wi th v e l o c i t y p r o f i l e as f unc t i on o f p o s i t i o n
%y_fun − f unc t i on handle wi th r o l l e r geometry as func t i on o f p o s i t i o n
6 %c − cons tant governing creep− l i k e behav ior
%k − Fmatro l l s p r ing cons tant
%z_max − p l a s t i c deformation l im i t
9 %l − e l a s t i c / p l a s t i c r a t i o
%tspan − t ime span o f s o l u t i o n s to be c a l c u l a t e d
%i c − i n i t i a l c ond i t i on s
12 %vararg in − event handle in the case o f c y l i n d r i c a l l oad ing
opt ions = odese t ( ' Events ' , va ra rg in {1}) ;
15 [ t , y , te , ye , i e ] = ode45 (@odefun , tspan , i c , opt i ons ) ;
function dy = odefun ( t , y )
18 x = y (1) ; f = y (2 ) ;
x_dot = v_fun (x ) ;
21 f_dot = km∗v_fun (x ) ∗( z_f−y_fun (x ) ) ;
dy = [ x_dot ; f_dot ] ;
24 end
end
A.6 Function f_fun.m
160
function f_val = f_fun (y , pos , param)
2 k = param .km;
l = param . l ;
z_max = −param . z_max ;
5
switch pos
case ' less_zmax '
8 f_val = y ;
case ' grtr_zmax '
f_val = y−l /k∗(y−z_max)
11 otherw i s e
%do noth ing
end
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