This paper demonstrates that a large-scale lexicon tailored for the biology domain is effective in improving question analysis for genomics Question Answering (QA). We use the TREC Genomics Track data to evaluate the performance of different question analysis methods. It is hard to process textual information in biology, especially in molecular biology, due to a huge number of technical terms which rarely appear in general English documents and dictionaries. To support biological Text Mining, we have developed a domain-specific resource, the BioLexicon. Started in 2006 from scratch, this lexicon currently includes more than four million biomedical terms consisting of newly curated terms and terms collected from existing biomedical databases. While conventional genomics IR/QA systems provide query expansion based on thesauri and dictionaries, it is not clear to what extent a biology-oriented lexical resource is effective for question pre-processing for genomics QA. Experiments on the genomics QA data set show that question analysis using the BioLexicon performs slightly better than that using n-grams and the UMLS Specialist Lexicon.
Introduction
Recently, the focus of biological research has shifted from individual genes and proteins to entire biological systems (Jensen et al., 2006) . Due to this paradigm shift, domain experts now have to relate their experimental data to a number of conventional results already published in biological literature. In fact, biologists spend more than half of their research time surveying relevant publications. This is because, in the biomedical domain, a large number of journal and conference papers are published every year. For example, more than 15 million MEDLINE abstracts have been published in the past with more than 600,000 abstracts being added annually. Researchers into the cell cycle need to read more than 7,000 new papers a year (Jensen et al., 2006) , which is beyond the limit of the number of papers that domain experts can carefully read.
In the light of this, clearly, biology is one of the fields that can benefit from information retrieval technology. Currently, most biologists use traditional search engines, such as PubMed, Google, or Google Scholar. It would be much more helpful for domain experts if they could find literature of interest using natural language questions since users are not sure about what kind of keywords are effective in order reach relevant documents quickly.
Question Answering (QA) has been actively studied since the start of the QA Track at TREC-8 (Voorhees, 1999) . It started then as an evaluation campaign on retrieval of 50 and 250 byte passages from newspaper corpora. The research target shifted to questions that require the spotting of named entities (e.g., "Who was the first Prime Minister of the UK?"). Recently, the target of QA studies has been widened to address more general questions, such as why and how questions.
Biomedical Question Answering is in its early stages in terms of the trend in general QA technology. Today, due to the lack of training and test data, biomedical QA can be evaluated as passage-based QA.
The TREC Genomics Track (Hersh et al., 2007) 
BioLexicon Overview
In this section, we provide a brief summary of the BioLexicon . The BioLexicon is a collective achievement by EBML-EBI, CNR-ILC, and the University of Manchester in the EC BOOTStrep Project. The BioLexicon has been constructed in the following steps:
1. EBML-EBI collected biomedical terms from existing biomedical databases, such as ChEBI (Smith et al., 2004) .
3. CNR-ILC generated verb subcategorization frames which are linked to semantic bio-event frames created by the University of Manchester.
4. CNR-ILC also devised the database model of the lexicon which follows the Lexical Markup Framework (LMF) (Francopoulo et al., 2006) .
Entries in the BioLexicon
The terminologies in the lexicon are fivefold:
(1) Terminological verbs (e.g., repress): 759 base forms (4,556 inflections) of terminological verbs with automatically extracted verb subcategorization frames.
(2) Terminological adjectives (e.g., The full papers are provided as HTML documents in which metadata are represented using formatting tags, unlike XML. Therefore, it is not straightforward to correctly analyze the organization of journal papers and to extract various kinds of metadata (such as author names and publication dates) embedded in HTML format. Many full papers in biomedicine are available only in HTML or PDF formats and the HTML formats differ from journal to journal.
Full papers have different characteristics from abstracts. As full papers contain general descriptions relevant to the targeted research topics, the range of contents in full papers is more broad than that found in abstracts.
Questions
The official test run questions for the Genomics Track 2007 ask about specific biomedical entities.
Targeted biomedical entities are as follows (Hersh et al., 2007) Table 1 shows the number of official questions for each entity type in the test set.
As an acceptable simplification of genomics questions for the first large-scale genomics QA evaluation, Question types and question focuses are explicitly given in question sentences, which makes question analysis much easier. Moreover, the forms of questions (unintentionally) fall into the following pattern:
where WH is "what" or "which", ENTITY TYPE is one of the entity types in Table 1 and MODIFIER is a noun, verb, or adjective phrase that restricts the range of entities in question.
This means that some natural variations of question styles, such as "What are the names of genes that regulate puberty in humans?" or "Could you name genes that regulate puberty in humans?", do not appear in the training and test data. As entity types are predefined, synonymic paraphrases, such as "What gene products are involved ...", do not appear in the Genomics Track questions whereas gene product can be used as a synonym of protein.
Due to this question style, the most crucial task of question analysis in the Genomics Track is to find query terms that are effective in finding passages relevant to questions.
Genomics QA Task
The task of the TREC Genomics Track 2007 was to retrieve passages from a full paper corpus and return a ranked list of at most 1,000 passages for each question.
Passages are defined as follows (Hersh et al., 2007) :
Retrieved passages could contain any span of text that did not include any part of an HTML paragraph tag (i.e., one starting with P or /P).
In this paper, we report the results of retrieving passage spans with the maximum length.
Each passage can be identified by triples (PMID, offset, and length), where the offset is the starting position of the passage in a document in terms of the number of bytes from the top of the document.
Gold standard relevance judgement
A total of 66 runs was submitted by 29 groups. Each of the runs returns at most 1,000 passages for each question and judges with domain expertise manually checked the relevance of the submitted passages. Relevant passages are pooled in the gold standard. Sometimes the number of texts relevant to a question is very small. For example, the numbers of passages/documents relevant to Topic 224 and 225 are only three and one, respectively. This is a typical phenomenon in entity-oriented Question Answering. In general, topics for information retrieval evaluations are specifications of more general requirements (such as "the current situation of SARS") than entity-oriented question answering. In this paper, we explore what kind of keyword generation methods are advantageous for passage retrieval in genomics QA. Aspect MAP: Passages in the gold standard are grouped into aspects identified by one or more Medical Subject Headings (MeSH) terms. The aspect retrieval MAP is the average precision for the aspects of a topic, averaged across all topics.
Evaluation metrics
Document MAP: Any document ID that had a passage associated with a topic ID in the set of gold standard passages was considered a relevant document for that topic.
4 Passage-based QA system
Passage retrieval methods
We adopted the probabilistic IR toolkit Xapian 3 as our retrieval platform. We have created two indexes, one for document retrieval and the other for passage retrieval. We use Xapian's built-in components, tokenizer and standard English stemmer. The stemmer performs simple word normalization, such as hyphen removal, but no complex normalization, such as Greek letter normalization, is applied to tokens. The employed IR model is a variant of Okapi BM25 (Robertson et al., 1992) .
where k 1 , k 3 : constants K: k 1 (bL + (1 − b)) q: within query frequency f : within document frequency n: the number of documents in the collection indexed by this term N : the total number of documents in the collection r: the number of relevant documents indexed by this term R: the total number of relevant documents L: the normalized document length
We used the default parameter setting, k 1 = 1, k 3 = 1, b = 0.5.
To capture local information in a passage and global characteristics of its full paper, retrieved passages are ranked by the score that is a weighted sum of BM25 scores of passage p and its full paper d.
The baseline passage retrieval algorithm to compare usefulness of lexical resources is as follows:
1. Analyze a question sentence using a dictionarybased Part-of-Speech (POS) tagger based on the BioLexicon, the UMLS Specialist Lexicon, or an n-gram collection.
2. Create a list of query terms from the question.
3. Retrieve N d full papers using the query terms.
4. Retrieve N p passages using the query terms.
5. Rerank the passages according to the BM 25 d,p score based on the scores of the retrieved documents and passages. 6. Output the top 1,000 passages from the ranked passages.
For conciseness, we call technical terms that are extracted from a sentence based on lookup of the BioLexicon BL terms and terms extracted from a sentence based on lookup of the Specialist Lexicon SL terms. Here, N d is set to 1,000. N p is set to a large number, 1,000,000.
Since the goal of this paper is to estimate usefulness of lexical resources, first, we decide the value of the parameter α based on the baseline model without using external resources.
We remove stop words from a question, and the remaining words are used as query terms. The Document, Aspect, and Passage2 MAP are measured using the TREC Genomics Track 2007 test set. Figure 1 shows the results for α ∈ {0.0, 0.1, 0.2, ..., 1.0}. As a result, we set α = 0.5 which is the peak of the Aspect and Passage2 MAP curves.
Question Analysis
We compare the following question analysis methods.
[w1] Word uni-grams:
The baseline question analysis method is to use tokens (i.e., unigrams) which are not stop words, e.g., "T-cell", "growth", and "factors".
[w12] Word uni-and bi-grams:
In addition to w1, bi-grams of consecutive non-stop words are used, e.g., "T-cell", "growth", "factors", "T-cell growth", and "growth factors".
[w123] Word uni-, bi-, and tri-grams:
In addition to w12, tri-grams of consecutive non-stop words are used, e.g., "T-cell", "growth", "factors", "T-cell growth", "growth factors", and "T-cell growth factors".
[b1] Lemma uni-grams: Uni-grams of lemmas (i.e., base forms) of tokens which are not stop words, e.g., "T-cell", "growth", and "factor".
[b12] Lmma uni-and bi-grams: In addition to lemma uni-grams, bi-grams of consecutive lemmas of non-stop words, e.g., "T-cell", "growth", "factor", "T-cell growth", and "growth factor".
[b123] Lemma uni-, bi-, and tri-grams: In addition to the above, tri-grams of consecutive lemmas of words which are not stop words, e.g., "T-cell", "growth", "factor", "T-cell growth", "growth factor", and "T-cell growth factor".
[w1∪BL/SL] Multi-word terms and words that are not in BL or SL terms: If the multi-word terms in a question are BL or SL terms, the terms are added to the query term list. Then, word uni-grams that are not in the query term list are added to the query term list, e.g., "T-cell growth factors".
[w1+BL/SL] Words and BL or SL terms: First, word uni-grams are added to the query term list. Then, if lexicon terms are found in a question, the terms are added to the query term list, e.g., "T-cell", "growth", "factors", and "T-cell growth factors".
[b1∪BL/SL] Multi-word terms and lemmas that are not in BL/SL terms: If multi-word terms in a question are BL or SL terms, the terms are added to the query term list. Then, lemma unigrams that are not in the BL terms are added to the query term list, e.g., "T-cell growth factor".
[b1+BL/SL] Lemmas and BL or SL terms: First, word uni-grams are added to the query term list. Then, if multi-word terms in a question are BL or SL terms, these terms are added to the query term list, e.g., "T-cell", "growth", "factor", and "T-cell growth factor". 
Experiments
Experiments on the TREC Genomics Track 2007 data have been conducted with the different question analysis methods described in the previous section. Table 2 shows the results. The top 6 official runs of the TREC Genomics Track 2007 are presented in Table 2 (a). Table 2 (b) contains statistics of automatic runs. Table 2 (c), (d), and (e) show the results from testing n-grams, the BioLexicon, and the Specialist Lexicon.
The best document MAP is 0.2763 when the BL terms are added to query word uni-grams. It is clear that adding bi-grams and/or tri-grams generated from a noun, verb, and adjective phrases is not effective, as the MAP scores decrease to 0.2257 and 0.2156.
The Document MAP of the queries consisting of the Specialist Lexicon terms and word uni-grams is 0.2759, which is better than the n-gram-based approach but not as good as the BioLexicon-based query analysis.
The best Passagae2 is 0.0931 when the BL terms are added to query word uni-grams whereas the best Aspect MAP is 0.2119 when a set of word uni-grams is used as a query.
These best performances are comparable to the performances of the top 6 automatic IR systems in the TREC Genomics Track 2007. Figure 2 shows the Document, Aspect, and Passage2 MAP scores of w12, w123, w1+BL, w1+SL per question. Simply adding bi-grams and tri-grams is mostly disadvantageous. There is only a little difference between w1+BL and w1+SL approaches in terms of the Document MAP, but this is not the case for the Passage2 MAP.
Discussion
As stated before, the topics of the TREC Genomics Track 2006 are more IR-oriented queries than QA questions. Due to this, the top performing systems are different when comparing 2006 and 2007. When we applied the same query pre-processing to the 2006 data, we found different trends than those of the experimental results. Table 3 shows that using BL-terms with lemmas is the best way for the Document MAP. The best Passage2 MAP was ob- 
Related work
The top 6 official runs are generated by the following approaches. Demner-Fushman et al. (2007) experimented with three models: an interactive model (NLMinter), a fusion model (NLMfusion), and a knowledge-based model (LHNCBC). Two of them, NLMinter and NLMfusion, achieved excellent performance. NLMinter used manually constructed queries consisting of a conjunction of topic terms and additional terms. NLMfusion is the equally-weighted fusion of the results of four automatic IR methods. Whereas LHNCBC attempted to exploit semantic types and synonyms, the performance was not comparable to the leading runs. Both MuMshFd and MuMshFdRsc employ an automatic query expansion with entities and ontological terms (Stokes et al., 2007) . In addition, MuMshFdRsc applies passage reduction and re-ranking. UniNE1 is a retrieval system based on Divergence from Randomness with WordNet (Fellbaum, 1998) expansions and UniNE3 is a fusion of three IR models incorporating WordNet expansions (Fautsch and Savoy, 2007) . In this paper, we investigated whether using an in-domain dictionary is meaningful in the IR tasks. Although it is potentially effective to use external resources to gain new information, in reality, however, it is well known that query expansion could degrade IR performance as described in Jimeno and Pezik (2007) . This paper shows that adding technical terms to query terms improves Document and Passage2 MAP. Constructing resources is very costly and time consuming, which requires long-term steady efforts. Whereas our biology lexicon is constructed independently from the track, it has been shown that the lexicon provides technical terms that effectively improve genomics IR performance.
Conclusion and Remarks
This paper reveals results that show that a largescale lexicon tailored for the biology domain is effective in question analysis for genomics Question Answering. TREC Genomics Track data were used to evaluate the effect of various question analysis methods. Experiments on the genomics QA data set show that question analysis using the BioLexicon performs slightly better than that using n-grams and the UMLS Specialist Lexicon.
Our future work includes applying the BioLexicon to other parts of QA, such as answer spotting and learning to rank. The BioLexicon is available from the ELRA catalogue (ref T0373) 4 . 
