The LOFAR radio telescope measures air showers in the energy range 10 17 to 10 18 eV. For each measured shower, the depth of shower maximum X max is reconstructed by simulating the radio signal for an ensemble of showers using CORSIKA and CoREAS. Fitting their radio 'footprints' on the ground to the measured radio data yields an X max estimate to a precision of about 20 g/cm 2 . Compared to previous works, we have improved the method in several ways. Local atmospheric data and refractive index profiles are now included into the simulations. The energy estimate and the fitting procedure are now done using the radio signals only, thus limiting systematic uncertainties due to the particle detector array (LORA). Using selection criteria from a more elaborate characterisation of the radio and particle detection, we reduce a composition bias in the X max reconstruction. A possible residual bias has been bounded from above. Thus, the systematic uncertainties on X max have been lowered, reducing an important limiting factor for composition studies at any level of statistics.
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Introduction
LOFAR is the most densely instrumented radio-based cosmic-ray observatory in the world. In the center of the array, air showers are detected by hundreds of antennas simultaneously, probing the intensity, shape and polarization of the radio footprint at the ground. These high-resolution measurements have played an important role in the understanding and verification of the radio emission mechanism of air showers. It also allows for reconstruction of the depth of shower maximum, X max , with a resolution of the order of 20 g/cm 2 , comparable to the fluorescence detection technique. We have previously demonstrated that LOFAR is thus capable of studying mass composition in the energy range of ∼ 10 17 −10 18 eV. Since then, various improvements have been made to the antenna calibration, the accuracy of simulations and the reconstruction techniques. Here, we highlight the most important changes and discuss the achieved reduction in systematic uncertainties.
Method
We reconstruct X max of each measured air shower that was detected by at least 3 LOFAR stations. The reconstruction is based on the procedure in [1] . To this end, we first simulate 600 showers with CONEX [2] , which is very fast compared to a full CoREAS simulation. From this set, a subset of about 30 showers are selected which span the natural range of X max . Ten of these are chosen in an interval ±20 g/cm 2 from a first estimate of X max based on a parametrization of the radio footprint [3] , to have a denser sampling there. These showers are fully simulated with CORSIKA [4] and CoREAS [5] Their radio signal intensities are fitted to the measured LOFAR data, having the shower core position and an overall scale factor as free parameters. This gives a χ 2 -value as fit quality for each simulated shower. As shown for an example event in Fig. 1 , an optimum is found using a parabolic fit in a range around the minimum χ 2 , and this is taken as the reconstructed X max .
The fit is now done on radio data only, in contrast to [1] where the particle detector signals were included as well. This performs about equally well, while removing systematic uncertainties related to particle-based event reconstruction. A small fraction of showers (on the order of 10 %) could not be accurately reconstructed without the particle detector signals, and these are now automatically discarded.
The primary energy of the shower is estimated from the measured radio intensity compared to the radio intensity of the best-fitting simulated shower. The radio intensity depends quadratically on the primary energy [3, 6] . Therefore, the square root of the overall scale factor in the fit is used as a correction factor to the simulated energy. This method is now preferred, following a recent improvement in the calibration of the absolute scale of the measured radio signal [7] . Using the emission from the Galaxy as a calibration source, and implementing a model of the signal chain with its electronic noise contributions, allowed for a systematic uncertainty of 13 % in amplitude. Statistical uncertainties are close to 10 % on average.
Uncertainties on core position, energy and X max are calculated from a Monte Carlo procedure on the simulated showers. We add to the simulated signals the noise levels measured in each antenna. For 3 realisations of the random noise, we produce a dataset which is reconstructed as if it were a measured shower (using the same code), using the other simulated showers as reconstruction ensemble. We compare the real core position, X max and energy, which are known for the simulations, with the reconstructions thus found. Their RMS errors are taken as their uncertainties, which apply to the measured shower as well as to the ensemble of simulated showers.
Sample selection criteria
For a composition analysis based on X max and energy of a set of measured air showers, it is critical that the dataset represents the X max -distribution in nature. Including all reconstructable measurements in the dataset typically leads to a biased sample. Due to the irregular layout of LOFAR, it is not straightforward to establish a fiducial volume in parameter space leading to direct inclusion/exclusion criteria for measured air showers, based on shower core, arrival direction, and energy. Especially for moderate-sized datasets of hundreds to thousands of showers, an analysis per shower is preferred. The main sources of bias in X max arise from the thresholds of the particle detector trigger and the LOFAR radio detection. The particle detectors will trigger more easily for showers penetrating deeper into the atmosphere, i.e. at high X max values. On the other hand, the LOFAR radio detection threshold, which is set at 3 LOFAR stations having a significant signal in at least half of the antennas, is easier to reach for low-X max showers. As these have a larger radio footprint, they have a higher likelihood of a detection in 3 LOFAR stations.
To ensure a bias-free sample, a sufficient main criterion is that each measured shower must be able to trigger both LOFAR and the particle detector array LORA, would it have had any other X max in the natural range. Using the Monte Carlo (simulated) ensemble for each measured shower, this is tested, as described below.
Cuts on reconstruction quality
From the Monte Carlo procedure outlined in Sect. 2, we obtain uncertainties on X max , energy and on the core position. These uncertainties apply to the simulated ensemble as a whole, as well as to the measured shower itself. By design, uncertainties calculated in this way are independent of X max , and therefore no composition bias will be introduced by placing quality cuts on these uncertainties. The uncertainty on the core position, being a basic geometric property of the shower, is used as an overall reconstruction quality indicator. Clearly, the uncertainties on X max and core position are correlated; a cut around 7.5 m rejects most of the poorly reconstructed showers, and retains most of the good showers.
Trigger test
The simulated ensemble of about 30 showers provides a set of particles reaching the ground, from the Corsika simulation. We use a GEANT4 [8] simulation of the particle detectors to check if these particle densities are sufficient to trigger LORA. Each detector will trigger if one or more particles pass through it; a coincidence of 13 out of 20 detectors is needed for a trigger. As this is subject to Poisson statistics, we require a trigger probability of at least 99 %.
Similarly, we require each shower in the simulated ensemble to be able to trigger 3 LOFAR stations. The core position from the best-fit reconstruction is assigned to all simulated showers. The measured noise level from the LOFAR data is taken as reference, and a signal-to-noise ratio of 6 (in intensity) is set as a condition to detect the signal for each antenna. From the data analysis pipeline, a station has a valid detection if at least half the antennas have a signal above this SNR.
Results: test for residual bias
We have tested for bias in our data sample, after the fiducial cuts described in Sect. 3, by evaluating the zenith dependence of the distribution of X max . A non-uniform value for X max over zenith angle would point at unresolved systematic effects in the events reconstruction or detection probabilities. However, we first need to correct for a small dependence of average lg E on zenith angle, as shown in Fig. 2 , left panel. To correct for this effect we introduce a parameter Y for each shower:
the value of 17.4 being close to the average log-energy in our sample. The results for Y as a function of zenith angle are shown in the right panel of Fig. 2 , together with a constant and a linear fit. The slope of the linear fit is 0.14 ± 0.44, which is compatible with zero. The uncertainty of the constant fit is 3.2 g/cm 2 , which is added to the systematic uncertainties, as a bias at this level cannot be ruled out.
A complete scatter plot of X max versus zenith angle is shown in Fig. 3 , for a set of N = 298 showers passing the reconstruction quality criterion. Of these, 196 also pass both fiducial selection criteria. 
Systematic uncertainties
Systematic uncertainties in the reconstruction of X max arise due to a number of factors. These are summarized in Table 1 . Choosing a hadronic interaction model for the Corsika simulations gives a systematic uncertainty of about 5 g/cm 2 [9] ; we have used QGSJetII-04 [10] . In the composition analysis, the average X max for a given primary element and energy varies up to about 15 g/cm 2 compared to e.g. EPOS-LHC [11] and Sibyll-2.1 [12] . The latter is accounted for by doing the composition analysis separately using each model for the X max distributions. We have included local atmospheric profiles at the time of each measurement into the simulations [13] . This has reduced the systematic effects of density and refractive-index profiles from 4 to 11 g/cm 2 [14] to only 2 g/cm 2 .
We have tested for a possible residual bias in our X max sample (see Sect. 4); the amount found there has been added to the systematic uncertainties.
In the parabolic curve fit to obtain the optimum X max , we have reduced a possible systematic effect by ensuring that several showers have been simulated in a close region around the reconstructed X max .
In total, a systematic uncertainty on X max of 7 g/cm 2 is found. This is comparable to the value of 7 to 11 g/cm 2 for the Pierre Auger Observatory in this energy range [15] . For the energy measurement, the systematic uncertainty amounts to 14 % [16] , which is dominated by the uncertainty on the absolute scale of the radio calibration [7] , with two smaller contributions added in quadrature: a contribution due to the choice of hadronic interaction model, and the invisible energy in air showers, of 4 % [17] , and a general contribution from using radiation energy from microscopic air shower simulations, of 2.6 % [18, 19] . This is an improvement of about a factor 2 over using the LORA particle detector array for the energy, which has a 27 % systematic uncertainty [20, 21] .
Summary
We have improved the reconstruction method, by using radio data only for both the X max and energy estimate. The latter is now available thanks to a better calibration of the LOFAR antennas. Local atmospheric profiles are included in the simulations for each shower. This leads to a systematic uncertainty in X max of 7 g/cm 2 , and 14 % in energy. The statistical uncertainty in the energy is reduced from about 30 to 10 %. The fiducial selection criteria have been improved, mainly in the evaluation of the particle trigger threshold. We have tested for residual bias after the fiducial selection, by evaluating the zenith dependence of X max in our dataset. No significant residual bias was found, and at our level of statistics, it is bounded by 3 to 4 g/cm 2 . Thus, the current level of accuracy is sufficient for a refined composition analysis.
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The LOw-Frequency ARray (LOFAR) measures radio emission from extensive air showers. Precise knowledge of the electric field at each antenna in the 30-80 MHz range is obtained using a newly developed, frequency-dependent calibration built on knowledge of the Galactic emission and a detailed model of the signal chain. The energy fluence for each event is then determined, allowing for the calculation of the radiation energy of the air shower. The radiation energy, corrected for geometrical effects, scales quadratically with the energy contained in the electromagnetic component of the air shower. These measurements, combined with predictions that rely only on first-principle electrodynamics, provide an energy estimate for the primary particle. In this contribution we present the radio-based energy scale of cosmic rays detected with LOFAR, and compare it to particle-based energy measurements made using the scintillator array located at the LOFAR core. 
Introduction
When cosmic rays enter the Earth's atmosphere they interact, generating a cascade of secondary particles which emit coherently in the radio regime. This emission is generated through the chargeexcess effect and the transverse current induced by the magnetic field of the Earth. The radio emission is produced primarily by the electromagnetic components of the shower, and is calculated from first principles using classical electrodynamics [1] . With knowledge of the electric field at ground level, the energy fluence and radiation energy of the event can be determined. The radiation energy, once corrected for geometrical effects, scales quadratically with the energy contained in the electromagnetic component of the air shower, thereby providing an energy estimate for the primary cosmic ray. The measured signal is integrated over the whole air shower, and so measurements can be used to perform complete calorimetric energy reconstructions [2, 3] .
The LOw Frequency ARray (LOFAR) is well suited to study radio emission from cosmic rays because of its dense antenna spacing. Features of the primary cosmic ray including energy, geometry, and composition are reconstructed with high precision [4, 5, 6] . The frequency range of the low-band antennas (LBAs) used is 30-80 MHz. An in situ particle detector array, LORA, is used as a trigger for antenna readout. Until recently, shower parameters like X max were reconstructed using radio data, but the overall energy scale was set using particle data measured with LORA. Since a new technique has been developed that provides an absolute, frequency dependent calibration for the LOFAR antennas [7] , we move to using radio measurements to set the LOFAR energy scale [8] . In this contribution we present the methods by which the energies of LOFAR air showers are reconstructed, and make a comparison of the energies determined using radio and particle techniques.
Method
When LORA detects particles from an air shower, 2 ms of LOFAR radio data are saved. The radio data are then cleaned for RFI and calibrated. Finding an absolute calibration for antennas in the range 30−80 MHz has been a challenge due to complications created by electronic noise and uncertainties in antenna characteristics. To address that problem, a new technique was developed using the Galactic emission and a model of the signal chain to provide a frequency-dependent conversion factor from ADC counts to voltage at the antenna feed. Details can be found in [7] . The events used in this analysis have been detected by at least three LOFAR stations, and passed quality cuts on polarization and geometrical reconstruction.
The combination of emission mechanisms in the air showers leads to a complicated radio footprint at ground level. The emission mechanisms are well understood, and the pattern can be reproduced with particle-level, first principle simulations like CORSIKA [9] and the radio plug-in CoREAS [10] . In this section two methods of determining cosmic-ray energy based on radio measurements are described. The first is referred to as the direct scaling method, and is what has been used in past LOFAR analyses. The second is a fluence-based method, which follows the approaches described in [2] and [3] . Both methods are based on CoREAS simulations.
Direct scaling method
For each LOFAR event, a set of simulations is generated covering a range of X max values for both proton and iron primaries (CORSIKA v-7.6300 [9] , FLUKA [11] , QGSJetII-04 [12] ). The arrival direction used in the simulation is based on timing reconstruction of the event, and the energy used in the simulation is based on the results of a two dimensional LDF fit to the radio data [13] . Each simulation includes a realistic atmosphere, specific to the time and location of the event [14] . Antennas are simulated in a star shape pattern in the antenna plane, and the LOFAR LBA antenna model is applied to the simulated electric field, yielding the voltage at the antenna. The integrated power within a 55 ns window is calculated. This is interpolated into a two dimensional map. Full details of the method are found in [5] . This map is then fit to LOFAR data using a minimization procedure with free parameters for the core position of the shower and a scale factor for the energy, as
where P ant is the measured integrated power, P sim is the simulated integrated power at (x ant , y ant ), σ ant is the noise level in the antenna, (x 0 , y 0 ) is the core position, and f r is the energy scaling factor. The simulation with the lowest χ 2 value is taken as the "truth." The cosmic-ray energy, E dir.scal. , is determined by multiplying the simulated energy by the scale factor.
Fluence-based method
The fluence-based method uses the best-fit simulation as determined by the direct scaling method.
With the CoREAS simulation closest to the true event, we follow the procedure outlined in [2] to determine the radiation energy. The energy fluence at each antenna is calculated using
where c is the speed of light in vacuum, 0 is the vacuum permittivity, and ∆t is the sampling interval of the time and position dependent electric field E( r, t). The radiation energy is then calculated as
where we make use of the radial symmetry of the geomagnetic and charge excess distributions, and use the fluence where φ is along the v × v × B axis in the shower plane. This results in an overestimate of the radiation energy by 3.36% [15] , which is corrected for. The strength of the radio emission depends on the local magnetic field, which affects the geomagnetic component of the emission. The radiation energy is corrected by
where a = a/(B Earth /0.243G) 0.9 , a is a parametrization of the charge-excess fraction based on the simulated X max , and α is the angle between v and B. B Earth = 0.496 G is the local magnetic field at LOFAR and 0.243 G is the magnetic field strength at the Auger site. Details of Eq. 4 and the parametrization of the charge-excess fraction are found in [2] . The radiation energy is increased by 11% to correct for the electron multiple scattering length factor in the underlying EGS4 simulation, following [15] . To compare to measured data, the radiation energy is scaled by f 2 r from Eq. 1. We next find conversions between the radiation energy and the electromagnetic (energy deposited in the atmosphere by electromagnetic components of the shower) and total cosmic ray energies based on CoREAS simulations. Simulations for existing LOFAR analyses are used, consisting of 4900 proton and 4900 iron showers, ranging from 10 16.5 −10 18 eV, with zenith angles between 0 • − 50 • , and azimuth angles between 0 • − 360 • . We find the radiation energy for each as described above and relate them to the electromagnetic energy and primary cosmic ray energy by fitting the power law equation
The results of this fit are shown in Fig. 1 . The radiation energy as a function of the electromagnetic energy is shown in the left panel, and as a function of total cosmic-ray energy in the right panel. The radiation energy is expected to scale quadratically with the energy contained in the electromagnetic components of the shower, and indeed that is seen. In the case of total energy, the difference between primary species is more evident. This is due to the fact that the total cosmicray energy includes the invisible energy from particles that do not release all their energy into the atmosphere, which is not measurable by radio antennas [16] . Table 1 . Table 1 : Best-fit parameters of Eq. 5 for simulated proton and iron showers, which yield an energy estimation for the electromagnetic and total energy contained in the shower.
A B
Proton EM energy 1.734 ± 0.010 1.997 ± 0.003 Iron EM energy 1.797 ± 0.007 2.001 ± 0.002 mixed EM energy from [2] 1.629± 0.003 1.98 ± 0.001 Proton total energy 1.346 ± 0.007 2.025 ± 0.003 Iron total energy 1.214 ± 0.007 2.055 ± 0.002
The values for fit parameters A and B found for electromagnetic energy are similar to those found in [2] , and detailed in Table 1 . Differences in the parameters may be due to the fact that a second order correction due to atmospheric density used in [2] is not included here. Also, the simulation sets in each case are not identical, including different energy ranges, zenith angles, and locations, although most differences are accounted for by the corrections made in Eq. 4.
LOFAR energy scale
In this section we study the energy scale of LOFAR events based on radio and particle data and make a comparison of the two.
Radio-based energy scale
In order to calculate the total cosmic-ray energy on an event-to-event basis using Eq. 5, the primary composition has to be taken into account, as there is a difference between proton and iron fit parameters for total energy fits. We use total energy, and not electromagnetic energy, because we will compare the radio-based energy measurements with the particle-based measurements which yield the total cosmic-ray energy. For each event, we choose the composition of the best fit simulation, as described in Section 2 and [5] . We first check that fluence-based method of determining energy is consistent with the direct scaling method. This is shown in Fig. 2 . The left panel shows a scatter plot of the cosmic-ray energy for each LOFAR event found using the direct scaling method (E dir.scal. ) vs the fluence-based method (E flu. ). The right panel shows the relative differences between the two methods, where there is no offset.
Uncertainties on radio-based energy scale
The antenna calibration is the largest contribution to the systematic uncertainties, at 13% [7] . Uncertainties in the fit procedure have been studied in [5] , where it was shown that the method resulted in no systematic offsets in the reconstructed core position or energy. While the electromagnetic energy of the shower has little dependence on hadronic interaction models, some uncertainty is introduced when we use the total shower energy. From [17] , we see that the differences in invisible (non-calorimetric) energy due to hadronic interaction models are less than 4% for energies above 10 17 eV, which we take as a systematic uncertainty on choice of model. In general, the uncertainties introduced using radiation energy from particle-level simulations translate into 2.6% in cosmic-ray energy [2, 15] . The systematic uncertainties sum in quadrature to 14%.
The statistical uncertainties are derived from a Monte Carlo study. For each event, a set of simulations is produced with the same energy and geometry. One simulation is taken to be truth, remaining simulations are fitted to it in order to reconstruct the energy and core position. This method is repeated for all the showers in the ensemble. Each reconstruction results in a scale factor f r from Eq. 1. The standard deviation of the set of scale factors f r sets the statistical uncertainty of the event energy.
Particle-based energy scale
We compare the energy scale now established with the fluence-based method with the energy derived from particle measurements. The particle energy scale is also derived using a simulationbased approach. The best fitting CORSIKA simulation as determined by the X max analysis is used. The particle distribution on the ground is binned into distance from shower core, and a GEANT4 [18] simulation of the LORA detectors converts particles that would produce a signal to energy deposited in the scintillators [5, 19] . One challenge with the LORA particle data is that shower cores outside the superterp are difficult to constrain based on particle data alone. For this reason, the radio-based core location is used. Then, a particle χ 2 is fit, as
where, d det is the deposited energy measured by a LORA detector with noise σ det , and d sim is the GEANT4 simulated deposit. The particle energy, E part. , is then the simulated energy multiplied by the particle scale factor f p .
Uncertainties on particle-based energy scale
Systematic uncertainties on the particle-based energy scale are estimated following [19] . Uncertainties in the deposited energy are on the order of 30%. There are also uncertainties in the losses in the signal chain (cable losses, reflections) that contribute 15%. These two contributions yield a systematic uncertainty of 33% on energy. Statistical uncertainties are handled in the same manner as for radio data. The set of simulations produced for the fitting procedure is used to reconstruct a mock data set, resulting in a set of f p scale factors, the standard deviation of which is used to set the statistical uncertainty for the event energy.
Comparison of radio and particle energy scales
The comparison between radio-based energy and particle-based energy is shown in Fig. 3 . In the left panel, the LOFAR radiation energy (S RD ) is shown as a function of the cosmic-ray energy derived from the LORA scintillators (E part. ). The error bars indicate statistical uncertainties. The predictions for radiation energy based on the total cosmic-ray energy from the fit parameters for proton and iron showers (from Eq. 5) are shown as blue and red dashed lines. The radiation energy prediction from the AERA experiment is shown in green [3] . The right panel shows the relative differences in total cosmic-ray energy reconstructed with radio fluence (E flu. ) and particle (E part. ) methods. Also shown are predictions from CORSIKA/CoREAS with fit parameters described above, and expectations based on AERA results. Right: Relative difference between cosmic-ray energy determined with radio and particle data.
Summary
It has been shown that energy reconstruction using the radiation energy provides a universal, calorimetric energy measurement [2, 3] . We have now established that the LOFAR energy scale measured this way is consistent with previous radio-based measurements, and also with the particlebased LORA energy scale. Understanding the energy scale has important consequences for the interpretation of other air shower properties measured with LOFAR, such as X max . Going forward, this technique will also allow measurements from different experiments to be directly compared.
Reconstructing air showers with LOFAR using event specific GDAS atmospheres
Estimating the depth of shower maximum X max with high precision is of great interest for the study of primary particle composition. One of the systematic uncertainties in reconstructing X max from the radio emission of air showers is the limited knowledge of the atmospheric parameters like humidity, pressure, temperature and the index-of refraction. Using the Global Data Assimilation System (GDAS), a global atmospheric model, we have implemented time-dependent realistic atmospheric profiles in the air shower simulation codes CORSIKA and the radio plug-in CoREAS. This program is now available within CORSIKA and flexible to be adapted for different air shower experiments. We have analyzed the LOFAR cosmic ray data with dedicated simulations for each detected air shower with event specific GDAS atmospheres and investigated the effects of pressure and humidity on the reconstructed X max . This study shows that for bulk of the events, where the ground pressure is close to US standard atmosphere values, there is a small systematic shift in X max that is less than 2 g/cm 2 and for very low pressure values the shift is up to 15 g/cm 2 .
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Introduction
The radio detection of cosmic rays is a promising technique providing deeper insight in the development of extensive air showers. Estimating the depth of shower maximum X max with improved accuracy is of great interest for the study of the primary particle composition [1] . Thus, the knowledge of atmospheric variables like temperature, humidity and pressure are important for the estimation of X max . The highest precision of the measurement of X max with the radio technique has been currently achieved with the LOFAR radio telescope, situated in the north of the Netherlands. The dense core of LOFAR consists of 288 low-band antennas within a diameter of 320 meters, recording cosmic ray events in the 30-80 MHz band. This provides the opportunity to investigate the radio footprint, i.e.the lateral intensity distribution in close detail and enables us to infer X max to a precision of 20 g/cm 2 which is comparable to the precision achieved with the fluorescence detectors [2] . The precision of the reconstruction is sensitive to the choice of an atmospheric model included in the Monte Carlo air shower simulation codes. The measured lateral intensity distributions are compared to CoREAS [3] , a simulation package for the radio emission from the individual particles in the cascade simulated with CORSIKA .There are several options for including parameterized atmospheres for different observatories [4] . The refractive index of air also plays a crucial role in the radio emission of cosmic rays. It determines the propagation velocity of the radio signal at different altitudes and causes highly time-compressed signals on ground for observers located at the corresponding Cherenkov angle. The angle for Cherenkov emission is sensitive to the refractive index n. Thus variations in the refractive index lead to changes in the radio intensity footprint on the ground [5] . Therefore, a realistic description of the atmospheric density and refractive index profiles needs to be incorporated in CoREAS. In LOFAR analysis, dedicated simulation sets for each detected shower are used. This requires that atmospheric profiles be included in the simulation which closely matches the conditions during the time of actual measurements for an accurate estimation of X max . We report the results of a study on the effects of atmospheric parameters like pressure and humidity on the reconstructed X max analyzing LOFAR data,by including event-specific atmospheric conditions using GDAS * , a global meteorological model. For this purpose we have developed a program that extracts GDAS atmospheric parameters which is interfaced with CORSIKA. This program is available for public use since the release of CORSIKA version 7.6300. It is flexible and can be adapted by the users to obtain parameterized atmospheric profiles for user-specified times and locations.
Atmopsheric profiles from GDAS
The Global Data Assimilation System (GDAS) is a database of atmospheric data used for weather forecasting. It provides data, every three hours, for several atmospheric state variables packed in 1 • × 1 • latitude longitude grid. For air shower analysis important parameters are temperature, pressure, relative humidity, air density, and atmospheric depth at several altitude levels. The first three quantities and the altitude are directly available in the GDAS data and are used to calculate * Global Data Assimilation System, operated by the US National Ocanic and Atmospheric Administration ( https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-data-assimilation-system-gdas ).
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air density and atmospheric depth. Next, the refractivity N defined as N = (n − 1) 10 6 can be expressed as as a function of humidity, pressure and temperature [5] 
with p w , p d and T being the partial water vapor pressure, partial dry air pressure, and temperature, respectively. The effect of humidity is important for our study as it tends to increase the refractivity in comparison to that of dry air in the radio frequency regimes. We studied several atmospheric profiles at LOFAR. Fig. 1 (left) shows the mean profile for the relative difference in refractivity ∆N relative between GDAS and the US standard atmosphere as a function of altitude for over 3 years consisting of 100 atmospheric profiles that correspond to the time of recorded cosmic ray events at LOFAR. It is defined as ∆N relative = (N GDAS − N US )/N US , N GDAS is calculated from Eq. 1 using GDAS atmospheres at LOFAR and N US is obtained from a linear scaling of the density profile using US standard atmosphere with respect to a fixed ground level refractivity. The absolute value of the mean ∆N relative is around 10% near ground and around 3-8% between 3 and 10 km of altitude, the region important for shower development. To account for the propagation effects of the radio signal, it is important to calculate the effective integrated refractive index between the point of emission and the observer. The typical values for relative effective refractive indices are around 7-10% from the altitude range 3-10 km. Fig. 1(right) shows the difference in atmospheric depth profile between the US standard atmosphere and the GDAS atmospheres at LOFAR for 8 profiles over the years 2011-2016. The GDAS atmospheres vary significantly from the US atmosphere. Atmospheric profiles with similar ground atmospheric depth can evolve differently higher in the atmosphere. This is important for calculating the correct geometric distance to the shower maximum. 
Implementation of GDAS in CORSIKA/CoREAS
We have developed a program called 'gdastool' that extracts the required GDAS atmospheric parameters given the coordinates of an observatory and UTC timestamp of the event. It then returns the parameterized density profile fitted with the layered atmospheric model used in CORSIKA with proper boundary conditions and additionally a table for refractive index including humidity effects as a function of height in 1 m step size. The option for GDAS parameterized atmosphere can be invoked by a new keyword 'ATMF' in the CORSIKA input file. This feature is available as of CORSIKA version 76300.
Results and analysis
We have analyzed LOFAR events simulated with new GDAS atmospheres and compared the reconstructed X max [2] between various simulation sets Set Athe showers were simulated with CORSIKA v-7.6300 and GDAS atmosphere including humidity effects.
Set Bthe showers were simulated with CORSIKA v-7.4385 and US standard atmosphere.
Set Cthis set is identical to Set B, but with an additional correction factor to correct for realistic atmospheres posterior to the reconstruction. This is done by reconstructing the geometrical distance to the shower maximum using CoREAS simulations with US standard atmospheres, and then calculating the corresponding value for using a realistic GDAS atmosphere. This correction compensates for changes in the total mass overburden, but not X max for effects related to changes in the index of refraction. This method was used in previous LOFAR analysis [2] .
In Fig. 2 the difference in mean reconstructed X max between the various simulation sets mentioned above is plotted against ground pressure obtained from GDAS. Both the blue circles and red squares converge to zero where GDAS pressure approaches the US standard pressure at 1013 hPa. The red squares have large ∆X max in general. This is expected from the fact that there is no atmospheric correction involved in Set-B. The blue circles however show a significant deviation both at low and high pressure values. This suggests that the linear first order correction added to the standard US atmosphere implemented in Set-C is not sufficient. Full GDAS-based atmospheric profiles become indispensable when the air pressure at the ground deviates by more than ∼ 10 hPa from the US standard atmosphere value.
Effects of humidity
In the radio frequency regime, the humidity results in higher values of refractive index. For this study, two sets of simulations were produced. In one set the shower was simulated with a GDAS atmosphere with extreme humid weather conditions and in the other with a GDAS atmosphere with zero humidity. The same atmospheric parameters are used in both cases to ensure that the particles evolve in a similar way in the atmosphere and produce same shower maximum. In this way the inclusion of humidity only influences the simulated radio pulses. The difference in the refractive index contributes to difference in propagation effects on the pulse arrival time and power. The lateral distribution of the energy fluence, the time-integrated power per unit area, for different observer positions is also studied for different frequency bands for these two cases, as shown in Fig. 3 . In the low frequency band of 30-80 MHz relevant for LOFAR, the difference in the fluence between the two sets is small, up to the order of 4%. In the high frequency band of 50-350 MHz, corresponding to the SKA-low band, the values are larger, being around 10%. In the higher frequency band the Cherenkov-like effects become stronger and the signal is compressed along the Cherenkov ring [6] . The opening angle is strongly dependent on the index of refraction. This explains the higher difference in power in Fig. 3 .
To investigate the effect of humidity on X max measurements we have performed a Monte Carlo comparison study between two sets of simulations that deals with the atmospheres in a similar way as described in the beginning of this section. For each of theses cases we have used a set of 40 simulated events with different energy, zenith and azimuth angles. Each of these showers have an ensemble of proton and iron initiated showers selected with CONEX. One shower from the set with realistic humidity is taken as reference and all the simulated showers from the set with zero humidity are used to perform the reconstruction. This yields a reconstructed X reco that can be compared to the actual X real of the reference shower. The same method is repeated for all the showers in the humid set. The difference X reco − X real estimates the effect of humidity on reconstructed X max . Results are shown in Fig. 4 . We do not observe any significant shift in X max in this study. This indicates that these effects are most likely smaller than the overall resolution in reconstructed X max in the LOFAR frequency band. We also performed the same study in a higher frequency band between 50 and 350 MHz. There, an overall shift of 6.8 g/cm 2 in the reconstructed X max was observed.
Conclusions
Atmospheric effects are important for the precise reconstruction of X max with the radio technique. We have developed a tool that extracts atmospheric parameters using GDAS for a given time and location. Using this we have implemented a time-dependent parameterized density and refractive index profiles in CORSIKA/CoREAS. This code is flexible and can be used for other air shower experiments as well. Using LOFAR data, we demonstrated the importance of using full GDASbased atmospheres instead of a linear geometrical correction to the US standard atmosphere. While this correction is sufficient for the bulk of the events, it becomes indispensable for extreme values for the air pressure. When the air pressure at ground level differs by less than 10 hPa from the US standard atmosphere value, the reconstructed X max value including the correction agrees to the full GDAS-based reconstruction value within 2 g/cm 2 . However, for periods of very low air pressure, this difference grows significantly up to 15 g/cm 2 . Effects of humidity on the energy fluence and reconstructed X max were probed; effects become more prominent for higher frequency bands. This could be important for the high precision X max measurements for the cosmic-ray detection with the SKA experiment [7] . No. of simulations =-6.82, =13.1 Figure 4 : Histogram for the ∆X max = X reco − X real between the reconstructed and true value of the X max obtained from the Monte Carlo study between the humid and non-humid simulation sets. We show that atmospheric electric fields as they exist in thunderclouds can strongly affect the radio emission from cosmic air showers. We also show, using data from LOFAR, that from the measured radio footprint of cosmic-ray air showers, i.e., intensity, linear and circular polarization at various distances from the shower core, one can determine the direction and strength of the electric field as function of height along the path of the cosmic ray. This method can be regarded as tomography of thundercloud electric fields using cosmic rays as probes. We will present an analysis of selected events measured during thunderstorm conditions in the period from December 2011 till August 2014. The fields we extract are consistent with the generally accepted charge structure in thunderclouds consisting out of three charge layers.
Introduction
Extensive air showers (EAS) induce electric currents, a longitudinal current arising from the charge excess in the shower front and a transverse current arising from the action of the Lorentz force due to the magnetic field of Earth. These currents emit radio waves since their strength changes as function of height in the atmosphere because of the changing number of particles in the EAS [1, 2, 3] . In addition, since the showers proceed faster than the propagation velocity of light in air, there is a contribution from the Cherenkov effects [4, 5] . The emitted radio pulse has proven to be very useful for an efficient determination of the properties of the cosmic ray that initiated the EAS [6, 7] . This determination of the shower properties relies on a good understanding of the emission mechanisms. In Section 2 we discuss an additional mechanism that contributes to radio emission resulting from the currents induced by atmospheric electric fields in charged clouds [8] .
Atmospheric electric fields may induce rather different intensity patterns, but their contribution can most easily be recognized from abnormal polarization footprints as shown in Section 3. In turn it is shown in Section 4 that the radio footprint (intensity and polarization) can be used as a tool to study electric fields in clouds.
Radio emission due to atmospheric electric fields
It is well known that lightning is driven by strong electric fields in large Cumulonimbus clouds. These electric fields result from a separation of charges due to strong convection flows of ice particles in clouds [9] . It is less well known that strong electric fields may also be present in more ordinary clouds. When an EAS is developing in a region with an atmospheric electric field the electrons and positrons in the shower front experience an electric force in addition to the geomagnetic Lorentz force. Even for moderate electric fields of 10 kV/m the electric force is larger than the geomagnetic one. In considering the effect of the electric field one should distinguish between the component perpendicular to the shower axis and the one parallel to it [8] . The effect of the perpendicular component is to induce a transverse current along its direction which in general differs from that of the Lorentz force. This will reflect in the direction of the dominant polarization of the radio emission. The parallel component has a very small effect. The reason for this is that the gain/loss of energy due to this component is negligible for the energetic particles in the shower. Only lower energy particles will be affected, but due to a lack of coherence, as these are found at large distances behind the shower front, this will hardly affect the radio emission in the frequency regime above 30 MHz where most of the observations are made. In addition, effects are balanced since a field that accelerates electrons will decelerate positrons. In leading order the total number of charged particles is thus not affected.
An interesting aspect to note is that when the EAS passes through a charge layer in a cloud there is a change in direction of the force acting on the particles in the shower front. As a result the direction of the induced currents changes as function of height. This gives rise to many interesting phenomena, such as constructive and destructive interference of radiation coming from different heights when the currents flip sign. When the currents at different heights are at an angle the received radio pulse will show a strong circular polarization [10, 11, 12] .
Radio footprints
To analyze the radio footprint we use the real-valued Stokes parameters, defined as [10] 
where ε i = S i + iŜ i is the complex-valued radio signal, whereŜ i is sample i of the Hilbert transform of S. These Stokes parameters can be evaluated for each antenna. Stokes I corresponds to the intensity of the radio signal, while Q is the intensity difference between the polarized intensity in the v×B direction and the v×(v×B) direction. For a fair-weather shower one thus expects Q/I ≈ 1 since the signal is dominated by geomagnetic emission. Stokes U is the difference in intensity between the polarization directions at 45 • and −45 • with respect to the v×B axis. For a fair weather event a non-zero value is due to the charge-excess contribution and the sign (and magnitude) depends on the azimuthal angle of the antenna with respect to the v×B-axis. Stokes V shows the circular polarization. As argued in Ref. [13] , the circular polarization in fair-weather showers results from a slight emission-time difference between charge-excess and geomagnetic radiation and sign and magnitude depend on the azimuth angle of the antenna, similar as for V /I. An example of the Stokes parameters for a fair-weather shower can be found in Ref. [13] .
For events recorded at LOFAR [14] while there were clouds overhead with (apparently) strong electric fields we find completely different footprint signatures. Two examples are given as events A & B in Fig. 1 and Fig. 2 . Both of these events were recorded on August 26, 2012 where event A was measured at 13:52:23 UTC and event B at 14:02:56 UTC within a 10 minute time span. At the time of observation there was lightning activity in the vicinity of the LOFAR core. It should be noted that clear non-fair-weather radio footprints have also been measured while there was no lightning activity within 200 km from the core within 12 hours before or after the event.
The intensity and circular polarization patterns observed in event A, see red points in Fig. 1 , resemble those of a fair weather event, however the linear polarization is rather different. Instead of unity we find here Q/I ≈ 0 which means that the polarization vector is making a ±45 • angle with the v×B direction. Since U/I ≈ −1 the angle is actually −45 • . The fact that the circular polarization is small, V /I ≈ 0, implies that the fields in the different layers are mostly oriented along the same direction as there should not be a net rotation angle in the fields. The blue points in Fig. 1 show the results of a CoREAS calculation [15] using the three-layered structure for the atmospheric electric field as specified in Table 1 . For the true force acting on the electrons and positrons the geomagnetic force has to be added, resulting is a net force in the −45 • plane. Figure 1 : The results for normalized Stokes parameters (filled blue dots) calculated with CoREAS, using the field configuration given in Table 1 are compared to LOFAR data (open red circles) for event A. Bottom panels show the difference between calculation and data normalized by σ, the one standard deviation error. The radio-intensity pattern for event B, occurring only 10 minutes later, is given by the red points in Fig. 2 . This shows a clear ring-structure in intensity with a diameter of close to 200 m. This is a clear indication of a strong destructive interference between different layers. The strong circular polarization near the core is evidence that the field orientations have a definite twist. From the values of the atmospheric electric field given in Table 1 one can see that this is indeed the case.
Extracting atmospheric electric fields
From the values given in Table 1 one can see that the structure of the atmospheric electric field can be rather complicated. On the basis of the general charging mechanism in clouds one expects around the freezing level a positively charged layer, at −10 • C the main negative layer and near the top of the cloud another positive layer [9] . Based on this we assume a three-layered structure. The problem we are now facing is that for a measured radio footprint we have to search for the nine parameters that define such a three-layered configuration. This is too many parameters to deal 1.95 f r 3 8 Table 1 : The values of the parameters describing the structure of the atmospheric electric field assuming three-layers. For each layer the top-height h of the layer is given [km], the strength E of the electric field [kV/m], and the angle of the field with the v×B direction. Also given are the values for the chi-square for the MGMR3D calculation (χ 2 3D ) and that for CoREAS (χ 2 C ) using the same field and almost the same X max . The normalization factor for the intensity of the radio signal is given by f r . Table 2 : The values of the parameters describing the structure of the atmospheric electric field assuming three-layers. For each layer the top-height h of the layer is given [km], the strength E of the electric field [kV/m], and the angle of the field with the v×B direction. Also given are the values for the chi-square for the MGMR3D calculation (χ 2 3D ) and that for CoREAS (χ 2 C ) using the same field and almost the same X max . The normalization factor for the intensity of the radio signal is given by f r . with using CoREAS [15] because of running time and the stochastic nature of the calculations. To solve this problem we have developed a semi-analytic code MGMR3D [16, 17] that can calculate a complete radio footprint in just a few seconds. For this reason it can be used in a chi-square optimization. MGMR3D uses a simplified parametrization for the structure of the air shower and thus yields only an approximation to the full-scale calculation. To be sure about the configuration we thus perform a CoREAS [15] calculation where the atmospheric electric fields (found with MGMR3D) are implemented through the EFIELD option [18] .
The first step in the procedure for constructing the atmospheric electric fields it thus to fit the measured cosmic-ray footprint using MGMR3D. This may require several attempts to ensure that one is not stuck in a local minimum. It also turns out that the value of X max is strongly correlated with the field configuration making it impossible to fit this in conjunction with the field configuration. We thus perform the fit for several fixed values for X max . In a second stage the obtained field configuration is used is a CoREAS calculation where also the measured scintillator signal is taken into account. The final selection is based on the agreement between CoREAS and the data as well as the absolute intensity of the radio emission (expressed by f r where f r = 1 implies good agreement and the energy of the shower is determined from the scintillator signal).
The thus obtained values are given in Table 1 and the quality of the CoREAS results can be judged from the value of χ 2 C in the table or even better from Fig. 1 and Fig. 2 . One observes that in spite of rather complicated interferences between the emission from different heights the field configuration obtained from the MGMR3D calculations gives satisfactory results when used in CoREAS.
E-Field Tomography
The radio footprint is primarily sensitive to the field perpendicular to the shower axis. Thus, when two showers coming at different angles are measured within a short time span, one should be able to reconstruct the complete field. This we call E-Field Tomography. For this to work the basic assumption is that the fields does not change during the time between the showers as well as the the fields are the same along the tracks of the showers which do not coincide. It is difficult to give general scales for time and distances since this will depend on cloud size (typically 10 km, but varies much), wind speeds. The tomography method also offers a test for the change in the field.
To perform tomography we consider two showers i and j with shower axes given by v i and v j . For each of these the perpendicular components of the electric fields, E ⊥i and E ⊥j , can be determined. Assuming that the complete field E is the same for the two showers, we may write
where E i and E j are the parallel components of the fields. Taking the dot product of Eq. 4 with e v i ×v j , v i and v j the following three equations are obtained,
and
Eq. 5 can be considered as a consistency check i.e. that both measurements yield the same component of the field in the e v i ×v j -direction which is perpendicular to both showers. Eq. 6 allows the construction of the as yet missing parallel component of the field. This procedure can be applied to each layer separately.
In Table 3 we show the results when tomography is applied to events A and B. One sees that the consistency condition is obeyed to a reasonable extent. The table also gives the extracted vertical component of the field. This shows that the layer at an height of 4.0 or 3.4 km is strongly negatively charged. This is also close to the height of the −10 • -isotherm as expected. The 0 • -isotherm lies at 2.5 km at the time of this event which is a bit higher than the height of the lower positive charge layer which we determine from these data. A more extensive discussion of these events will appear in Ref. [19] 5 Summary
We argue that atmospheric electric fields may have a large effect on the radio footprint of cosmicray air showers. We have shown the results for a measurement during an active thunderstorm, however strong electric fields have also been observed for heavy rain clouds. It is shown that from the measured footprint it is possible to reconstruct the component of the electric field that is perpendicular to the shower. A semi-analytic code has been developed to be able to do so efficiently. Tomography can be applied when multiple events are measured within a short time-span. This allows for the reconstruction of the complete field and thus the charge structure in the cloud.
It should be noted that at GRAPES-3 muon telescope located in Ooty, India, strong variations in muons have been measured that have been used to determine potential differences in thunderclouds of 1.3 GV [20] . Also at the Pierre Auger Observatory ring-like structures have been observed in the surface detectors with diameters of the order of a few km that can be explained as due to strong atmospheric electric fields of the order of 500 kV/m extending over a distance of a kilometer [21] .
Cosmic rays interacting in the Earth's atmosphere create particle air showers, where radio emission is generated through the charge-excess effect and the transverse current induced by the magnetic field of the Earth. The pattern of radiation on the ground contains information about the primary cosmic ray [1] , which is used to reconstruct features including energy, geometry, and composition with high precision [2] . The LOw Frequency ARray (LOFAR) is especially well suited to study radio emission from cosmic rays because of its dense antenna spacing [3, 4] .
The LOfar Radboud Air shower array (LORA) consists of plastic scintillators situated at the LOFAR core. It acts as a trigger for the LOFAR antennas and provides information about the primary cosmic ray based on particle data [5] . The LORA scintillators have been recycled from the KASCADE experiment [6] . LORA provides a trigger for LOFAR antenna readout when a given number of scintillators have detected an air shower, with the trigger level for each scintillator roughly corresponding to the amount of energy deposited by one muon. In order not to interfere with regular astronomical LOFAR operations, the trigger rate must be limited to about one readout an hour.
The steeply falling cosmic ray spectrum means that most triggered events are low in energy, around 10 16 eV, where the radio signal is unlikely to be detectable above background noise. There is also a composition bias introduced by the triggering scheme that has to be taken into account, due to the fact that air showers from lighter primaries are more likely to produce a trigger. LORA originally consisted of 20 scintillators located on the superterp, the most densely populated region of antennas in the LOFAR core. In order to increase the number of quality events detected, an expansion of LORA is underway which will add 20 new scintillators to the array. It will reduce the trigger bias and increase the effective area. We have also revisited the calibration of the new and existing LORA scintillators in order to reduce the systematic uncertainties in the measurements and better understand biases in triggering on particles.
Expansion
Currently, only 19% of LORA triggered events have a detectable cosmic-ray radio signal. This is because LORA triggers primarily on showers that are below 10 16.5 eV. Triggering on only high energy showers could be achieved by increasing the number of detectors necessary to form a trigger. However, this reduces the trigger rate to an unnecessarily low level. Furthermore, many events that do contain a radio signal suffer from triggering biases introduced by triggering on particles. Since a primary science result for LOFAR cosmic rays is composition studies, decreasing the composition bias will increase the number of usable events.
In order to design the extension of LORA, a simulation study was carried out to determine the optimal layout for the 20 new scintillators at the LOFAR core using CORSIKA v-7.4387 [7] , with QGSJET II-04 [8] , FLUKA [9] , and GEANT4 [10] . Details of the simulations can be found in [11] . Consideration had to be taken to install the new scintillators at existing LOFAR antenna stations where the infrastructure was already in place. Scintillators were grouped in sets of four. The resulting layout is shown in the left panel of With the added LORA stations, the trigger requirement will be adjusted so that the rate remains at 1 trigger per hour. This means the minimum number of panels required to form a trigger increases, thereby limiting the number of low energy showers triggering. The increased effective area also allows for triggering on higher energy showers. The results of the increased effective area as determined by simulation are shown in the left panel of Fig. 2 , where a 45% increase in usable events is expected.
A second benefit of adding more scintillators to the array is that the effect of triggering bias is reduced. Because heavier composition cosmic rays interact further up in the atmosphere, the shower develops higher up, and more particles are attenuated by the time the shower front reaches ground level. This means that showers initiated by lighter particles have a higher chance of triggering. This effect is enhanced at higher zenith angles. In order to eliminate trigger biases, we check on an event-to-event basis that the geometry of the event is such that both proton and iron initiated showers would generate a trigger. This results in most events below 10 17 eV being discarded. By adding more scintillators, we increase the probability that more showers trigger. This is shown in the right panel of Fig. 2 . The probability of detecting proton and iron showers with a core within 250 m of the center of the superterp is shown as a function of the number of scintillators required for a trigger. With the new extension, both primaries trigger at close to 100% down to 10 16.5 eV for a trigger condition of 13/20 scintillators with signal. This increases the number of quality events, in addition to the 45% increase due to the expanded effective area.
The left panel of Fig. 3 shows the locations of shower cores triggered with the original LORA configuration in red, and with the expansion in blue, with trigger conditions such that the trigger rate remains at 1 event per hour (13/20 scintillators for the original array and 14/20 for the extended array). As well as increasing the effective area for triggering, triggering with cores well outside the superterp will allow the densest antenna area to probe the shower footprint outside the Cherenkov cone, where the emission from all along the shower track is less compressed in time, providing more information about shower development. An example radio footprint for a 10 17 eV, 45 • air shower in relation to LOFAR low-band antennas is shown in the right panel of Fig. 3 . The first stage of the extension took place in the spring of 2018, when the infrastructure for the new scintillators was installed. This included laying cabling and adapting the central LOFAR electronics cabinets. The scintillators were calibrated in the laboratory and installed in the field in spring of 2019. Data taking is expected to commence in fall of 2019.
Improved calibration
During the LORA expansion we have revisited the calibration of the scintillators in order to reduce systematic uncertainties and better understand biases in the trigger system. We studied the calibration based on the energy deposited by single charged particles, the spatial dependence of the scintillator response, and reflections in the cabling.
Deposited energy from single muons
It is important to understand the integrated ADC counts of a trace produced by a single muon, which is a proxy for energy deposited in the scintillator. Here we compare three sets of data: simulated muon energy deposits, muons measured with a LORA scintillator in a muon tracking detector, and muons measured with a LORA scintillator using the electronics that will be used in the LORA extension.
The conversion from integrated ADC counts to deposited energy is done by simulating the detector response to all-sky muons and comparing the expected energy deposit to the measured deposit. GEANT4 simulations are used, and more details of the simulation procedure can be found in [5] . The distribution of simulated energy deposits is shown as the orange curve in the right panel of Fig. 4 . The most probable energy deposit in the scintillator is 6.3 MeV, but the distribution here is scaled so that the most probable value (MPV) is 100 integrated counts to be comparable with the other measurements. The shape follows the expected Landau distribution. Figure 4 : Left: Example trace of a single muon in a LORA scintillator. The red overlay indicates the integration window for determining the total ADC counts, which corresponds to energy deposited in the scintillator. Right: Distributions of energy deposits by singly charged particles in the scintillator, scaled so that the most probable value is 100. The blue line indicates measurements made in the KIT muon tower, orange indicates GEANT4 simulated muons, and green indicates muons measured close to the noise floor.
Four scintillators were sent to Karlsruhe Institute of Technology (KIT) to be measured in a muon tracking detector which was originally used for muon tracking in the KASCADE experiment [6] . This measurement allowed us to study the distribution of deposited muon energy as a function of position in the scintillator and with high statistics. The all-sky muon energy deposits are shown as the blue curve in the right panel of Fig. 4 , scaled to MPV=100 counts. The shape of the distribution matches well with expectation from simulations.
Additionally, we calibrated all the new scintillators by measuring the energy deposits (i.e. integrated ADC counts) of single muons with the electronics that will be used in the field. In order to make use of the full dynamic range of the digitizing electronics, we set the gain so that the signal from a single muon is close to the noise level. This way we avoid saturation when measuring strong signals from air showers. A sample muon trace is shown in the left panel of Fig. 4 . The red overlay shows the integration window, which extends from −70 to +300 ns from the position of the pulse peak. The resulting distribution is shown in green in the right panel of Fig. 4 , again scaled to MPV=100. The distribution of deposits from single muons measured close to the noise level is not as clean as the distribution from simulations from the KIT measurements, as the background noise can add constructively or destructively. However, the shapes of all three distributions agree for deposits above the MPV. The noise floor is also clearly separable from the muon peak. With this knowledge, we can determine the correct conversion from measured ADC counts to deposited energy.
Spatial dependence of the scintillator response
In order to find the particle-based energy for a cosmic-ray event, particles from CORSIKA air showers reaching ground level are run through a GEANT4 simulation using a realistic model of the scintillators [10] . For this reason, it is important to know the spatial dependence of the scintillator responses. This was measured in the KIT muon tower for 4 scintillators. The layout of a scintillator is shown in the left panel of Fig. 5 . Each unit contains two PMTs which see light from two scintillating panels each, connected with a wavelength shifting bar. The right panel shows the deposited charge as a function of position along the x-axis of the scintillator, as defined in the left panel, for four PMTs. Besides a deposit offset between some pairs, the distribution of charge along the panel is relatively constant, differing most noticeably with an increase near the wavelength shifter. This spatial dependence can now be included in simulations.
Cable reflections
The signal carrying coaxial cables from two PMTs are joined using a BNC splitter. This causes a drop in signal from each PMT, as well as a reflection of the main signal. An example is shown in Fig. 6 . In the left panel, a signal is shown directly from the PMT (top), and after a BNC splitter is used to join the signal from two PMTs (bottom). Calibration data is taken for each scintillator both with and without reflections.
The right panel shows a scatter plot of integrated ADC counts (a proxy for deposited charge), against the peak ADC count in the trace, for data collected with reflections (in green) and without reflections (in blue). Histograms of the distributions projected along each axis are shown on the side panels. Here, it can be seen that the integrated counts remain similar in both cases, which Trace from a single muon, with signals from two PMTs joined with a BNC splitter. Right: Scatter plot of integrated ADC counts (a proxy for deposited charge), against the peak ADC count in the trace, for data collected with reflections (in green) and without reflections (in blue). Histograms of the distributions projected along each axis are shown on the side panels. means the energy conversion from ADC counts to MeV is unaffected. This is because the reflected pulse is also within the integration window. We find that the integrated signal drops between 0 and 10% across all scintillators when reflections are included. This is added to the systematic uncertainties on the energy scale derived from particle data. The peak ADC value drops by closer to 40% however, which must be taken into consideration when handling trigger biases, as the trigger is based on signal over threshold.
Conclusion
LORA acts as a trigger for radio readout for cosmic-ray detection at the LOFAR telescope, and provides particle-based information about the primary cosmic ray used in event reconstruction. An expansion is underway that doubles the number of scintillators and expands the effective area of the array. This will increase the number of measured cosmic-ray events with a strong radio signal by 45%, and also decrease the trigger bias against heavier elements prominent in low-energy events. A study of the response of the scintillators has also been carried out. Measurements at the KIT muon tower provided information about the spatial response of the detectors, which will be taken into consideration in event simulation and reconstruction. System responses such as reflections in the cables can also be treated in data processing, to ensure that trigger biases are handled correctly. The LORA expansion is well underway, with field deployment of the scintillators having taken place in the spring of 2019. First data is expected in the coming months.
