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We have developed a perturbative method to model the resonant ionization of atomic systems in
fluctuating laser fields. The perturbative method is based on an expansion in terms of the multitime
cumulants, a suitable combination of moments (field’s coherence functions), used to represent the
field’s statistical properties. The second-order truncated expansion is expressed in terms of the
radiation’s power spectrum and the intensity autocorrelation function. We investigate the range
of validity of the model in terms of the field’s coherence temporal length and peak intensity and
have compared the results with conventional Monte-Carlo calculations. We apply the theory in the
case of a near-resonant ionization of the Helium 2s2p autoionizing state with a SASE FEL pulse
with square-exponentially dependent 1st-order coherence function. The ionization lineshape profile
acquires a Voight profile; the degree of the Gaussian or Lorentzian character of which to depend
crucially on the field’s coherence time.
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I. INTRODUCTION
Following the advent of the Free-Electron Laser
(FEL) sources the dynamics of atomic systems under
a randomly varying short-wavelength radiation is of
research interest area for about more than a decade
now [1–3]. From a mathematical standpoint the
field’s randomness renders the system’s equations-
of-motions (EOMs) to a stochastic differential equa-
tions problem with the dynamical quantities treated
as stochastic processes [4–6]. The practical problem
faced is to describe the statistics of these dynami-
cal quantities (excited population, ionization yield,
electron kinetic/angular spectrum, absorption spec-
trum etc...) given the radiation’s statistical prop-
erties. This typical probabilistic problem was dealt
theoretically in detail in a very alike context soon
after the first laser sources of long-wavelength radi-
ation appeared and experimental data became avail-
able. The interested reader can find rigorous stud-
ies of these kind of problems in the early works in
the field and references therein [7–10]. With the
later development of lasers with well stabilized am-
plitude and phase (e.g. Ti:Sapphire) the weakened
fluctuations proved to play negligible role in the exci-
tation/ionization dynamics making a statistical de-
scription redudant. Nowadays, a quite similar sce-
nario emerged for the FEL’s radiation which exhibits
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strong temporal fluctuations, thus naturally trigger-
ing a revived interest about the effects of randomness
in atomic photoionization dynamics [3, 11–15]. A
class of experimental schemes (multi-shot) measure
data which have been generated over many pulses
which differ each other in a random manner; there-
fore, inevitably, these measurements provide the av-
eraged values of the experimental observables. In
mathematical parlance, they represent an ensemble
average over the field’s fluctuations. This simple fact
brings again at the forefront a statistical description
of the atomic dynamics.
Our purpose is to present a systematic pertur-
bation theory of near-resonant photoionization pro-
cesses which takes into account the fluctuation
statistics of the FEL radiation [Fig. (1)]. We assume
the FEL pulses as described in the work by Krinsky
and Li [16], which model the self-amplified sponta-
neous emmision (SASE) start-up process as a shot-
noise stochastic process [17–19]. According to this
model, the first-order coherence function of the FEL
radiation possess a square-exponential (Gaussian)
time dependence, ∼ e−(t1−t2)2/2τ2c (this is distinctly
different from the usually assumed, ∼ e−|t1−t2|/2τc ,
of the early lasers of longer-wavelength). The
Gaussian-like dependence has been treated to date
only within a Monte-Carlo (MC) algorithm type of
calculations [11, 14]. One of the outcomes of the
present formulation is the following: as usual the in-
finite term pertubation series is exact, but, unless
some simplified cases, one is led to truncate the ex-
2pansion. The perturbative method clearly sets the
range of validity of the truncated expansion beyond
any doubt. A second outcome is that the lowest-
order term of the truncated expansion is expressed in
terms of quantitities directly relevant to experimen-
tal observables, namely its temporal mean intensity
and its power spectrum; more accurately, the au-
tocorrelation (AC) functions of the time-integrated
electric field amplitude and intensity, 〈E(t)E∗(t′)〉
and 〈I(t)I(t′)〉, respectively. The intensity coher-
ence function is essential to be included; for the
reason that different random fields may share the
same 1st-AC function but not the second. This de-
pendance of the dynamics on these AC functions
becomes stronger for FEL fields obeying Gaussian
statistics and especially at conditions where station-
arity of the averages may be assumed (long pulses
relative the field’s coherence time) [20].
The structure of the presentation is as follows: in
Sec. II we start with a brief discourse on the EOMs
theory in stochastic fields followed from the detailed
development of the particular perturbative method.
In this section we arrive at an exact differential de-
terministic equation for the ensemble-averaged den-
sity matrix driven by a time-dependent perturbation
expansion. The ionization scheme assumed is given
in Fig. (1). Apart from a ’short’ correlation-time re-
quirement not any other particular assumption for
the field is made. We also evaluate the first two non-
vanishing terms of the series expansion and obtain
the Eqs. (30) and (38) for the bound and the singly-
ionized states of the system. These equations are
the main result of this work. In Sec. III the terms
of the truncated expansion are specialized for fields
obeying Gaussian statistics for the cases where the
first-order AC function is square-exponentially and
exponentially correlated; the former corresponds to
the FEL radiation model mentioned earlier whereas
the latter is more suitable for various models of
long-wavelength laser radiation [21, 22]. In Sec. IV
we apply the method in the near-resonant ioniza-
tion regime via the Helium 2s2p autoionization state
( ∼ 60.2 eV) for two FEL pulses, of different inten-
sity FWHM duration ∼ 11.7 and 75 fs, and compare
the results with a MC method.
In the Conclusions section we discuss limitations
of the present method and further work along simi-
lar lines. Finally in the appendix we have relegated
some of the mathematical formulas outside the main
text.
For the presentation of the formulas, atomic units
are used throughout the text; For the reader’s con-
venience other units (e.g. eV, fs) are used in the
discussion section and the figures caption.
The less mathematically inclined reader may skip
Sec. II all together and focus on the more applied
part of the text. The reader who is familiar with the
theory of density-matrix resonant ionization and is
mostly interested in the averaging method should
focus to Sec. IIb.
II. FORMULATION
In the below we develop a perturbation method
for the averaged density matrix equations which de-
scribes the excitation and ionization of an atomic
system via an autoionizing state under a randomly
fluctuating field. The discussion is kept general for
any fluctuating radiation field, apart from the main
assumption that the field’s coherence time should be
shorter than any other characteristic times relevant
to the systems dynamics; let’s denote this coherence
time as τc.
The first step to solving the stochastic EOMs is
to choose the statistical model for the (external) ra-
diation field. Regarded as a stochastic processes
it cannot be modelled via analytical functions, as
is customarily the case for a fluctuation-free laser
field. It maybe represented either by its multitime
joint-probability distribution function for the elec-
tric field, or equivalently via its multi-time aver-
age moments (coherences). Mathematically the field
may be treated either as a real variable or more con-
veniently via its complex representation [23]. For
the appropriate modelling the standard laser theory
for the field may be used or available experimental
data (average power spectrum, intensity AC spec-
trogram) [19, 24]. In either case one is of posse-
sion of a number of random time-series of the field,
E(j)(ti), i = 1, 2, · · · ; j = 1, 2, · · · , with the required
statistical properties met.
Next, a suitable method should be chosen to solve
the EOMs. Avoiding to delve into the variety of
methods available we briefly refer only on the brute-
force MC route where one uses the random time
series of the electric field, E(j)(ti) as is. For each
of these realizations either the appropriate time-
dependent Schro¨dinger equation (TDSE) or the den-
sity matrix equation (TDDM), is solved using the
standard calculational methods employed for deter-
ministic laser fields. Gathering the results of these
calculations, we can obtain the average of the de-
sired observable (e.g. ionization yield, electron ki-
netic/angular spectrum, etc..). This approach, al-
though it is benefited from the use of the accumu-
lated experience and methods, it has the downside
that it must be repeated many times; to reach a
trusted result the total number of realizations might
be of the order of hundreds or thousands which for
the more demanding problems might impractical.
The alternative method, followed here, is to
3achieve the same goal by performing a statistical
average of the stochastic equations themselves; the
hope is that a sure set of EOMs can be obtained
for the statistical average of the observable under
question. The immediate benefit of the averaging
process is a significant computational gain to calcu-
late the desired averages; a second benefit is that al-
though the averaged equations have a similar struc-
ture with their stochastic counterpart a clearer in-
sight of the essential quantities participating in the
dynamics might be obtained. These two properties
have been our motivation towards developing an av-
eraging set of EOMs for near-resonant atomic inter-
actions with FEL fields.
Turning now to more specific aspects of the
averaging method, we need to clarify some
terminology to be used later in the text. As
statistical (ensemble) average over the variations
of a random quantity the following is meant:
assuming a quantity, f(x), dependent on the
random process x(t) then its statistical multi-
time average is defined by 〈f(t1, t2, · · · , tn)〉 ≡∫
dx1dx2 · · · dxnpn(x1, x2, · · · , xn)f(x1, x2 · · · , xn),
where xi = x(tn) and pn(x1, x2, · · ·xn) is the n-th
order joint probability density distribution of the
x(t) process. Very frequently the physical conditions
allows the description in terms of an important
class of stochastic processes which require the
knowledge of only the first and second moments,
〈x(t1)〉 and 〈x(t1)x(t2)〉, known as the mean and
the autocorrelation functions, respectively (for
radiation field these are known as statistical 1st-
and 2nd- coherence functions). In such cases we
say that the process obeys, Gaussian statistics.
Generally, for a random process the AC function,
〈x(t1)x(t2)〉, decays in the course of the time;
its rate of decay largely sets the autocorrelation
time, τc; its value for t1 = t2 is directly related
with the field’s average power (actually is the
Fourier integral of the AC function). When the
mean value is constant and the AC function has a
dependence of the form |t1− t2| the random process
is (2nd-order) stationary; in relation to this, strictly
speaking, a fluctuating pulse maybe represented as
a stationary random processes only asymptotically
in the limit of infinitely long pulses; nevertheless,
in practice a field of a large number of cycles may
be approximately assumed as stationary and can
be represented by a well defined time-independent
power spectum.
Another point to be clarified is that a proper for-
mulation for the statistical average of quantum me-
chanical quantities requires a density matrix repre-
sentation of the system’s states (the field is treated
classically); this is due to the quantum postulates for
the expectation values of an observable; A Hilbert
representation of the system’s state expresses the
population and coherences as amplitude products,
say ∼ cn(t)c∗n′(t). However, generally, for an en-
semble average 〈cn(t)c∗n′(t)〉 6= 〈cn(t)〉〈c∗n′ (t)〉; so,
since only 〈cn(t)〉 can be calculated from an averaged
TDSE formulation inevitably such approach would
lead to erroneous results.
The above argument calls for the ensemble-
averaged matrix elements ρ(t) governed by the Li-
ouville equation [25], ıρ˙(t) = [Hˆa+ Vˆ (t), ρ(t)], where
Hˆa is the time-independent field-free atomic Hamil-
tonian operator and Vˆ (t) representing the random
external potential. Assuming the ensemble average
over the external random fluctuations we have,
ı〈ρ˙(t)〉 = [Hˆa, 〈ρ(t)〉] + 〈Vˆ (t)ρ(t)〉 − 〈ρ(t)Vˆ (t)〉. (1)
Simple inspection of the above, given that generally
〈Vˆ (t)ρ(t)〉 6= 〈Vˆ (t)〉〈ρ(t)〉, reveals immediately that
the key problem for the mean-value dynamics is the
calculation of the (statistically) correlated products
〈Vˆ (t)ρ(t)〉 and 〈ρ(t)Vˆ (t)〉. These correlated prod-
ucts depend on the statistics of the random field, ma-
terialized in terms of the field’s multitime-moments
(coherences):
Mn(ti, tj , · · · , tn) = 〈Vˆ (ti)Vˆ (tj) · · · Vˆ (tn)〉. (2)
In the special case where the AC time and the sys-
tem’s evolution characteristic times are very differ-
ent the solution of Eq. (1) is drastically facilitated.
In this work the point of departure is to assume the
AC time, τc, the shorter among the characteristic
evolution times of ρ(t); these may depend on the
atomic system under question (energies, dipole ma-
trix elements) and on other radiation field proper-
ties (e.g. frequency, maximum field strength). In
relation to the latter, if Vˆ (t) obeys Gaussian statis-
tics the above moments factorize in products of the
first two moments, the average mean, 〈Vˆ (ti)〉 and
the first-AC function, 〈Vˆ (ti)Vˆ (tj)〉; however, despite
this reduction in terms of the lowest two moments,
the higher-order moments may still strongly con-
tribute in the system’s EOMs; it is here, the multi-
time cumulant averages (or semi-invariants) enter as
an alternative statistical machinery [26]. The cumu-
lants exhibit what is called a ’cluster’ behaviour in
contrast to a ’factorization’ property of moments for
Gaussian processes [Eq. (B9]. Due to this, all cumu-
lants, beyond the second, strictly vanish for Gaus-
sian processes whereas for non-Gaussian ones they
succesively decreases. So, the cumulants, have the
appropriate behaviour to serve a twofold role: first,
as successive terms of a perturbative expansion and
second as a robust measure of the non-Gaussianity
of the random field; any cumulant average of higher-
order beyond the second it’s due exclusively to the
non-Gaussian statistical properties of the process.
4The cumulants of a random process is a combi-
natorial expansion of moments [26]. In the partic-
ular case (and of relevance here) of a zero mean
value, 〈Vˆ (t)〉 = 0, the cumulants simplify consider-
ably. For simplicity, assuming a scalar random pro-
cesss and using a compact notation for the moments
and the cumulants, Mijk..n = Mn(ti, tj , · · · , tn) and
Cijk..n = Cn(ti, tj , · · · , tn), respectively, we have:
C1 = 0, C12 =M12, C123 = M123, (3)
C1234 = M1234 −M12M34 −M13M24 −M14M23.
If, in addition, the field has Gaussian probability
distribution function all the odd moments (C123 =
0) vanish while the even ones factorize in terms of
the second moments (Mij). For the fourth moment,
M1234 = M12M34 +M13M24 +M14M23,
with the immediate result C1234 = 0. Therefore for
Gaussian processes we are left with the cumulants
C1 = 0 and C12 = M12 as claimed. The higher
cumulants vanish whereas the the higher moments
are expressed in terms of the second moment Mij ,
but do not vanish.
In the next section we’ll see that the density ma-
trix equations are reduced to a nonlinear set of differ-
ential equations with respect to the field, containing
terms proportional to the field and its square ampli-
tude, E(t) and I(t). Thus we aim to a formulation of
the EOMs in terms of cumulant averages which, as
we argue, constitute a more appropriate perturba-
tive expansion parameter than the moments (field’s
coherence functions).
Concluding with this general discussion the reader
who is particularly interested in various standpoints
of the theory of random processes could advise re-
lated references [4, 6, 27–31].
A. Resonant ionization Density matrix
equations
Assuming a Fano picture ionization scheme as in
Fig. (1) [32, 33], we define by ρˆ(t) the atomic den-
sity matrix state we specify by |g〉, |a〉 the initial
and the excited states with energies Eg and Ea, re-
spectively. In the density-matrix equation Eq. (1)
we take Vˆ (t) = −dˆE(t) to represent the electric
dipole interaction with dˆ the atomic dipole opera-
tor and the external (linearly polarized) radiation
field, modelled as
E(t) = E0(t) cos(ωt+ φ(t)). (4)
Assume for a moment that no random fluctuations
are present. For the near-resonant case the field-
free evolution of the density matrix will vary as
Ea−Eg ∼ ω, the same time scale as the periodic part
of the field. In the presence of the field a lot slower
time-variation on the density matrix elements of the
system’s state is superimposed ∼ |Vag| ≪ ω. We
can take advantage of this difference and effectively
remove the ’fast’ oscillating contribution. We then
have to deal with the field’s envelope slow temporal
variation (∼ τp ≫ 2π/ω). Apart from the ∼ 1/|Vag|
time-scale the other characteristic time scales are de-
termined by the autoionization decay rate ∼ 1/Γa
and the maximum photoionization widths of the |g〉,
|a〉 and |c〉 states.
The field’s fluctuations introduce into the dynam-
ics another characteristic time scale, via its coher-
ence time, τc; this is something that it should prop-
erly be taken into account. The amplitude, E0(t)
and the phase φ(t) are considered real random pro-
cesses with known statistical properties. It is conve-
nient to use the complex analytical field envelope,
E(t) = 1
2
E0(t)e
ıφ(t) = E0(t)ǫ(t), (5)
with E0(t) real and the fluctuations modeled by the
ǫ(t) complex random processes, fully characterized
via its statistical multitime moment functions. Ac-
cordingly, the intensity is defined as I(t) = |E(t)|2.
These slow-varying quantities may be considered as
the time-average of the electric field and intensity
over a time-interval containing several field cycles.
With the field-free eigenvalue problem solved, the
energies and the transition matrix element between
the system’s eigenstates can be calculated. Then
we assume the density operator expanded over its
Hamiltonian eigenstate basis. As usual, the diago-
nal terms ρii(t), i = g, a, c, c
′ provide the occupa-
tion probabilities for the system’s eigenstates (pop-
ulations) while the off-diagonal ones i 6= j, ρij(t),
(atomic coherences) keep track of the phase rela-
tions among the various eigenstates. Next we keep
only the states essential to the dynamics, by effec-
tive elimination of the off-resonant continuum states
(those states which are off-resonant to Eg + ω and
Ea + ω. Briefly, we transform to a slowly-varying
representation with the diagonal elements left in-
tact and the coherences changed by a phase fac-
tor, σag = ρage
ı(Ea−Eg)t [34]. Following a standard
procedure we arrive at a set of the density-matrix
EOM parametrized in terms of the slowly-varying
Rabi transition matrix element, ac-Stark shifts and
ionization widths to the respective continua [35, 36]:
5σ˙gg = −γgI(t)σgg + 2Im[DE(t)σag ], (6a)
σ˙aa = − [Γa + γaI(t)]σaa − 2Im[D∗E(t)σag ] (6b)
σ˙ag = − [δ +∆I(t)]σag + ıD∗E∗(t)σaa − ıDE∗(t)σgg
(6c)
σ˙cc = −γcI(t)σcc − σ˙gg − σ˙aa (6d)
σ˙c′c′ = γaI(t)σaa (6e)
with Im(z) ≡ (z − z∗)/2ı. The ionization widths,
γg, γa, γc, are defined such that, γg(t) = γgI(t) rep-
resents a slowly-varying photoionization width from
|g〉 in the |c〉 continuum, γa(t) = γaI(t) the corre-
sponding (also slowly-varying) width from the res-
onant state |a〉 in the |c′〉 continuum states and Γa
the autoionization width from |a〉 in the |c〉 contin-
uum. For near-resonant laser frequencies this inter-
atomic ionization channel interferes with the direct
photoionization channel from the |g〉 state (γg); the
latter interference, strongly dependent on the laser
and atomic particulars, is reflected in the experi-
mental observables e.g. ionization yield, photoelec-
tron spectrum. Mathematically, this interference is
represented in the dynamics equations by the com-
plex Rabi transition matrix element, Dˆ and the com-
plex peak detunings, ∆ˆ, δˆ, the definition of which are
given in the appendix A.
Before proceeding to the main part of the present
development we note that the first three equations
which determine the bound-states dynamics are not
directly coupled with the last two. The coupling
with the continuum states is included indirectly in
the ac-Stark shifts and the ionization widths but not
directly with the continuum density matrix elements
σcc(t), σc′c′(t); so, effectively the continuum popu-
lation dynamics does not affect the bound state’s
dynamics. On the other hand, asymmetrically,
mere inspection of the remaining two equations for
σcc(t), σc′c′(t) shows that knowledge of the bound-
state dynamics is essential. In our derivation below,
we aim to follow a similar pattern, dictated from this
remark; We’ll be first dealing with the bound state
dynamics exclusively, and then we’ll be applying the
developed method to the continuum part, as well.
B. Formal theory of averaging
We start by considering only the set of Eqs. (6a)-
(6c) and write the bound part of the Liouville equa-
tion: σ˙b(t) = −ı[Hˆb(t), σb(t)] ≡ Lˆb(t)σ(t) where
σb ≡ (σgg , σaa, σag, σga), with Lˆb(t) temporally de-
pendent on the fluctuating laser field, E(t), and its
intensity I(t). At this point is sufficient to say that
we assume the field to have zero ensemble mean av-
|g〉
|a〉 |c〉
D
γ g
(t
)
Γα
ω
r
FEL
|c′′〉
γc (t)
|c′〉
γa (t)
FIG. 1. Sketch of the excitation/ionization near-
resonant scheme with a FEL pulse.
erage 〈E(t)〉 = 0. It is beneficial to split the ran-
dom dynamics to a deterministic part, represented
by the ensemble average of the Liouville operator,
Lb(t) ≡ 〈Lˆb(t)〉 and a random term, L˜b(t), with zero
mean average, 〈L˜b(t)〉 = 0. This is done by split-
ting the intensity as I(t) = 〈I(t)〉 + I˜(t) with, by
construction, 〈I˜(t)〉 = 0. The bound part of the
Liouville equation is now expressed by:
σ˙b(t) = [Lb(t) + L˜b(t)]σb(t), (7)
with initial conditions σb(ti) = (1, 0, 0, 0). The
mean-averaged part is a diagonal matrix,
Lb(t) = Lˆ0 + Lˆ2〈I(t)〉, (8)
while its random part is decomposed as:
L˜b(t) = Lˆ1E(t) + LˆT1 E∗(t) + Lˆ2I˜(t). (9)
The explicit form of the 4 × 4 constant matri-
ces, Lˆi, i = 0 − 2 and L˜b(t) is relegated in the
appendix A. The above decomposition results to
a dynamics governed by non-commutative matri-
ces, [Lb(t), L˜b(t)] 6= 0), ([Lˆ1, Lˆi] 6= 0, i = 0, 2 but
[Lˆ0, Lˆ2] = 0 ); this is unfortunate, for if being other-
wise the averaging procedure could be considerably
simplified. Another point to note is that although
the initial time is introduced as ti, at the end of the
formal development it will be set to ti = −∞ (where
the pulse is reasonably assumed negligible); this has
the effect to render the averaged equations indepen-
dent on the initial time, ti; this is not just a practi-
cal matter but an essential step to turning properly
a random differential equation to its averaged coun-
terpart [4]. The derived averaged equations will be
valid as long as a transient period of the time scale of
6few τc. The shortness of the coherence time results to
fast decaying coherence functions for the field ensur-
ing any dependence (’memory’) on the initial time
has been definitely lost; a natural consequence of the
randomness of the process in the course of time.
Continuing with the formal steps of averaging
Eq. (7) the deterministic part (mean average) of the
dynamics is absorbed into a newly defined density
matrix, through the transformation,
σ(t) = e−
∫
t
t′
dτ ′Lb(τ
′)σb(t) = U b(t, ti)σb(t), (10)
with the (deterministic) evolution operator U b(t, ti)
defined by inspection. Note here that 〈Ub(t, ti)〉 6=
U b(t, ti), albeit both sure functions of time. Per-
forming the transformation of Eq. (10) in Eq. (7)
the effective (interaction-picture) time-evolution for
the σ(t) is,
σ˙(t) = L˜(t)σ(t), σ(ti) = σb(ti), (11)
with the stochastic interaction matrix L˜(t) given by,
L˜(t) = Ub(t)L˜b(t)U
†
b(t). (12)
Given that Ub(t, ti) is a deterministic evolution op-
erator the mean value of the random interaction ma-
trix, Lˆ(t), vanish as well:
〈L˜(t)〉 = U b(t) 〈L˜b(t)〉U †b(t) = 0, (13)
since by construction 〈L˜b(t)〉 = 0, as indicated ear-
lier in the text. Temporarily, for convenience, the
dependence on the initial time ti is suppressed by
setting Ub(t) ≡ U b(t, ti). Eq. (11) represents a typ-
ical multiplicative system of stochastic differential
equations, heavily studied over the years in various
contexts [4].
We chose to follow a perturbative approach by
utilizing an infinite expansion solution of Eq. (11).
The formal solution is given by,
σ(t) = U˜(t)σ(ti), (14)
with the evolution operator, U˜(t), expressed in a
chronologically ordered format, t > t1 > t2 > · · · >
tn:
U˜(t) = 1+
∞∑
n=1
U˜n(t) = 1+
∞∑
n=1
∫ t
ti
dt1
∫ t1
ti
dt2 · · ·
∫ tn−1
ti
dtn L˜(t1)L˜(t2) · · · L˜(tn), (15)
where, the U˜n(t) terms are defined by inspection.
Since generally [L˜(t), L˜(t′)] 6= 0 (for t 6= t′) the cho-
sen evaluation order of the operators in the integral
matters. Formally, with σ(ti) a constant matrix, the
average of Eq. (14) is calculated to,
〈σ(t)〉 = 〈U˜(t)σ(ti)〉 = 〈U˜(t)〉σ(ti) (16)
with the averaged evolution operator, 〈U˜(t)〉 = 1+∑
n=1 Un(t) as,
Un(t) =
∫ t
ti
dt1
∫ t1
ti
dt2 · ·
∫ tn−1
ti
dtnMn(t1, t2, · · · , tn),
(17)
and Mn(t1, t2 · · · tn) as in Eq. (2) where Vˆ (t) is re-
placed by L˜(t), thus establishing the dependence on
all field multitime moments (field’s coherences). In
this form the 〈U˜(t)〉 operator as perturbative expan-
sion may become impractical. In order to see this
let’s assume the various terms in the expansion at a
particular time, say ’t’ and set the peak value of L˜(t)
as L0 ∼ DE0, γgI0, γaI0,Γa. The first term grows
with time as ∼ tL0, the second term as ∼ t2L20 and
more generally a typical multi-time term grows as
∼ (tL0)n. For a well-behaved perturbative expan-
sion we should require that tL0 ≪ 1. Therefore,
regardless the peak strength (∼ L0) the value of an
arbitrary term will depend crucially on the field’s to-
tal duration, say τp through the combined parame-
ter τpL0 ∼ τpL0 ≪ 1. Taking into account a modest
value L0 ∼ 1 a.u. the evolution operator of Eq. (16)
is invalidated as a legitimate perturbative expansion
at times much shorter t >> 1 a.u. (> 0.024 fs) than
typical pulse duations of available FEL sources.
Based on the above observation, we aim to a per-
turbative expansion valid to arbitrarily long times
via an expansion on cumulant averages instead on
moment averages. Thus, we consider the series ex-
pansion the natural logarithm of 〈U˜(t)〉 in terms of
the cumulant averages for the L˜(t) operator:
K(t) = ln〈U˜(t)〉 = 1+
∑
n=1
κn(t) (18)
κn(t) =
∫ t
ti
dt1
∫ t1
ti
dt2 · ·
∫ tn−1
ti
dtn Cn(t1, t2, · · · , tn).
In the above expression a special prescription of
7the moments arises which leads to the so-called
partially-ordered cumulants [26, 30]. For our spe-
cial choice, which leads to 〈L˜(t)〉 = 0, the lowest
four cumulants are given by Eq. (3). For the higher-
order cumulants expressions, in terms of the mo-
ments Mn(t1, t2, · · · , t), may be found in the liter-
ature [26, 30]. Again, it is important to note here
that due to non-commutative property of L˜(t) it is
essential to keep track of the correct time-ordering
for the partially-ordered cumulants.
With the above definitions the average of Eq. (14),
using Eq. (18), can be written as,
〈σ(t)〉 = 〈U˜(t)〉σ(ti) = eK(t)σ(ti), (19)
and by taking the time-derivative of its right-hand-
side we obtain,
d
dt
(
eK(t)σ(ti)
)
= Tˆ
[
K˙(t)eK(t)
]
σ(ti) = K˙(t)〈σ(t)〉,
(20)
where we used Eq. (19) to replace σ(ti) and thus
to revert back to 〈σ(t)〉. In the above equation, the
chronological operator Tˆ ensures the proper time-
ordering (t > t1 > t2 > · · · > tn > ti). σ(ti) was
moved outside the Tˆ bracket since it is placed at the
rightmost part of the equation in accordance with
the assumed time-ordering. K˙(t) is calculated by
use of Eq. (18), to eventually arrive at the desired
EOM for the mean ensemble average of the density
matrix elements:
d
dt
〈σ(t)〉 =
∞∑
n=1
κ˙n(t)〈σ(t)〉, (21)
with the time-derivatives of κn(t) expressed in terms
of the multitime cumulants by:
κ˙1(t) = C1(t), (22)
κ˙n(t) =
∫ t
ti
dt1
∫ t1
ti
dt2 · ·
∫ tn−2
ti
dtn−1 Cn(t, t1, ··, tn−1)
with t0 = t. The explicit calculation of the cumu-
lants coefficients, κ˙n(t) up to n = 4 is given in the
appendix in Eqs. (B3),(B4),(B5)(B8).
The derivation of this formally exact expression
did not necessitate any decorrelation approximation
between the field’s and σ(t) fluctuations; neither
any other particular statistical property such as sta-
tionarity or Gaussian-type multitime-correlations.
Eq. (21) holds for general random fields and may
be used as a perturbative expansion as long as the
AC time, τc, is shorter than the other characteristic
evolution times, a point which is discussed now. To
show the argument, let’s take the second term of the
cumulant expansion, κ˙2(t):
κ˙2(t) =
∫ t
ti
dt1 〈L˜(t)L˜(t1)〉 (23)
It shown later that this term is proportional to
∼ 〈E(t)E∗(t1)〉 and ∼ 〈I(t)I(t1)〉 − 〈I(t)〉〈I(t1)〉.
For values of t and t1 such that |t − t1| ≫ τc ap-
proximately 〈E(t)E∗(t1)〉 ∼ 〈E(t)〉〈E∗(t1)〉 ∼ 0 and
〈I(t)I(t1)〉 ∼ 〈I(t)〉〈I(t1)〉. In this case the inte-
grand of κ˙2(t) is short-lived and approach negligible
values so that effectively the integral is restricted in
the time interval t − t1 ∼ τc. Therefore it is con-
cluded that κ˙2(t) ∼ Γaτc, γ2gI20 τc, γ2aI20τc regardless
the evaluation time t. This is in contrast with the
evolution operator based on a moment expansion,
Eq. (16), since the intensity term would still be con-
tributing in the respective integral as∼ tγ2gI20 , tγ2aI20 .
Analogous conclusions are reached for the higher cu-
mulant terms which lead us to the necessary condi-
tions for a converged perturbative expansion:
γiI0τc < 1, i = g, a and Γaτc < 1, (24)
with I0 the maximum peak intensity. Thus we have
concluded that the convergence conditions of the
averaged EOMs is that the field intensity should
not reach ionization saturation conditions within the
time scale of the AC time.
A final point here is that our special choice of
Eq. (7), which leads automatically to 〈L˜(t)〉 = 0,
makes the two perturbative expansions for the aver-
aged EOMs (in moments and in cumulant averages),
equivalent up to the second order; this is no longer
the case, though, as we proceed to higher orders.
C. First two non-vanishing terms
In the below we proceed by calculating the first
two lowest-order of the cumulant expansion, κ˙1(t)
and κ2(t). For the κ˙1(t) term, by use of Eqs. (3),
(8)-(10),(12) and by recalling 〈E(t)〉 = 〈I˜(t)〉 = 0,
we find κ˙1(t) = 0. Using the same equations the
κ˙2(t) term of Eq. (23) is analyzed as,
κ˙2(t) = U b(t)
∫ ∞
0
dτ1〈L˜b(t)e
∫
t
t−τ1
dτ1Lb(t,τ1)L˜b(t− τ1)〉e−
∫
t
t−τ1
dτ1Lb(t,τ1)U
†
b(t). (25)
8To arrive at the last line in Eqs. (10) and (12) the
initial time was set ti = −∞, followed by a change
to the relative time variable τ1 = t − t1. The last
change has effectively removed the dependence of the
equation on the initial time, as desired; as discussed
a meaningful average law should lose any memory
at times much longer than the fluctuation’s correla-
tion time. Keeping on with the evaluation, we take
advantage of the shortness of the correlation-time
relative to the average intensity’s slow variation and
express the integral over the Lb(t, τ1) more conve-
niently:∫ t
t′
dτ ′Lb(τ ′) = Lˆ0(t− t′) + Lˆ2〈W (t, t′)〉, (26)
where 〈W (t, t′)〉 is the mean energy contained in the
time interval τ :
〈W (t, t′)〉 =
∫ t
t′
dτ ′〈I(τ ′)〉 (27)
This term depends on the static part of the Hamil-
tonian and on the field’s mean energy. A change of
variables to τ1 = t− t′ > 0, gives,∫ t
t−τ1
dτ1Lb(t, τ1) = Lˆ0τ1 + Lˆ2
∫ t
t−τ1
dt′′〈I(t′′)〉
≃ (Lˆ0 + L2〈I(t)〉)τ1 = Lb(t)τ1.
The approximate replacement in the second line is
related with the slow variation of the field-envelope.
More specifically, since the field’s AC functions de-
cay with a rate ∼ 1/τc practically the integral in
Eq. (25), takes its main contributions for times τ1
in the interval [t − τc, t]; therefore the slowly vary-
ing I(t) is practically constant in this time inter-
val. In quantitative terms a Taylor expansion of
〈I(t′′ = t− τ)〉 gives,∫ t
t−τ1
dt′′〈I(t′′)〉 =
∫ τ1
0
dτ(〈I(t)〉τ − τ〈I˙(t)〉 + · · · )
≃ 〈I(t)〉τ1 −O
(
τc〈I˙(t)〉
)
τ1/2,
with the leading error term replaced by τ1〈I˙(t)〉 ≃
τc〈I˙(t)〉 ≪ 1.
With the above in mind, now we transform back
to the original EOMs σ(t) using Eq. (10) to arrive
at,
〈σ˙b(t)〉 =
[
Lb(t) +
∫ ∞
0
dτ1K2(t, t− τ1)
]
〈σb(t)〉
(28)
with the extra term K2(t, ti) clearly generated from
the averaging process. The term inside the integrand
is non-vanishing for times of the order of the field’s
correlation time, τc, since it depends on the first two
AC functions. More specifically, direct substitution
of Eqs. (8) and (9) gives,
K2(t, t− τ1) = Lˆ1eLb(t)τ1LˆT1 e−Lb(t)τ1〈E(t)E∗(t− τ1)〉
+ LˆT1 e
Lb(t)τ1Lˆ1e
−Lb(t)τ1〈E∗(t)E(t− τ1)〉
+ Lˆ22〈I(t)I(t − τ1)〉 (29)
Explicit substitution in Eqs. (29) and (28) of Lˆi i =
0, 1, 2 [Eqs. (A5), (A6) and (A7)] leads to our main
expressions for the averaged EOMs of the bound
states:
d
dt
〈σgg(t)〉 = −
[
γg〈I(t)〉 − γ2gS2t(0) + 2Re{D2S1t(δˆ+)}
]
〈σgg(t)〉+ 2|D|2Re{S1t(δˆ−)}〈σaa(t)〉 (30a)
d
dt
〈σaa(t)〉 = −
[
Γa + γa〈I(t)〉 − γ2aS2t(0) + 2Re{D∗
2
S1t(δˆ−)}
]
〈σaa(t)〉+ 2|D|2Re{S1t(δˆ+)}〈σgg(t)〉 (30b)
d
dt
〈σag(t)〉 = −
[
δ +∆〈I(t)〉 −∆2S2t(0) +
{
D2S1t(−δˆ+) +D∗
2S1t(−δˆ−)
}]
〈σag(t)〉, (30c)
where the averaged dynamic detunings, δˆ± ≡ δˆ±(t),
are defined by,
δˆ±(t) = ı [δ0 + (sa − sg)〈I(t)〉]±Γa + (γa − γg)〈I(t)〉
2
(31)
The coefficients in Eqs. (30) are expressed as the
Laplace transforms of the AC functions of the field
and the intensity, respectively:
S1t(δˆ) =
∫ ∞
0
dτ 〈E(t)E∗(t− τ)〉 e−δˆτ , (32)
S2t(0) =
∫ ∞
0
dτ (〈I(t)I(t − τ)〉 − 〈I(t)〉 〈I(t− τ)〉) .
(33)
The complex quantity S1t(δˆ) is closely related with
9a time-dependent frequency spectrum and for such
long pulses, where stationarity conditions of the
field’s statistically properties are reached, approach
the field’s power spectrum via the Wiener–Khinchin
theorem [16]. Under the later (stationarity) assump-
tion it can also be shown that the S2t(0) is pro-
portional to the field’s average energy standard de-
viation, 〈∆W 2(t)〉. Eqs. (30) are the result of the
lowest-order non-vanishing approximation of an in-
finite term expansion and have general applicability
with respect to the field’s fluctuations on the pro-
viso of the conditions set by Eq. (24); as such there
is an associated upper limit in the intensity for the
condition to be fulfilled.
Explicit, analytical, expressions for the S1t, S2t
are given later in the text for the case where the field
is considered non-stationary, Gaussian and square-
exponentially time correlated coherence functions.
D. Equations for the continuum populations
Now we turn to the derivation of the averaged
populations of the continuum part of the density
matrix, namely, the time evolution law for 〈σcc(t)〉
and 〈σc′c′(t)〉. These equations constitute an inho-
mogeneous set of stochastic equations dependent on
the statistically correlated terms, I(t), σgg(t) and
σaa(t):
σ˙cc = −γcI(t)σcc − σ˙gg − σ˙aa (34a)
σ˙cc = γaI(t)σaa. (34b)
The statistics of I(t) is given from the outset
whereas this is not the case for the random popula-
tions, σgg(t), σaa(t); their statistical properties are
determined by the atomic system’s response. Var-
ious methods are available to derive the averaging
form of the above equations but since here we fo-
cus on the first non-vanishing terms for arbitrary
stochastic fields we may repeat the method applied
in the bound part of the density matrix. For this,
the first task is to bring the continuum equations in
the form of Eq. (7). We achieve this by augmenting
the set of the continuum equations to include the
σ˙gg, σ˙aa and define σc(t) = (σcc(t), σc′c′(t), 1) with
pb(t) = σgg(t) + σaa(t). Now we can write,
σ˙c(t) =
[
Lc(t) + L˜c(t)
]
σc(t), (35)
with σc(0) = (0, 0, 1). The mean-average and the
random parts, L(t), L˜(t), are given by ,
Lc(t) =
−γc〈I(t)〉 0 00 γa〈I(t)〉 0
0 0 0
 , (36)
L˜c(t) =
−γccI˜(t) 0 p˙b(t)0 γaI˜(t) 0
0 0 0
 . (37)
Repeating the steps described in the previous sec-
tions and keeping only the first two terms of the per-
turbative expansion we arrive to an equation anal-
ogous to Eq. (28). The end result for the averaged
populations is,
〈σ˙cc(t)〉 = −γc〈I(t)〉〈σcc〉 − 〈σ˙gg〉 − 〈σ˙aa〉+ γcS2t(0) [γc〈σcc〉 − γg〈σgg〉 − γa〈σaa〉] (38a)
〈σ˙c′c′(t)〉 = +
[
γaI¯(t) + γ2aS2t(0)
] 〈σaa(t)〉 (38b)
III. THE CASE OF A GAUSSIAN RANDOM
FIELD
Having established the approximate averaged
equations we now proceed to further specialization
for the important case of pulsed fields obeying Gaus-
sian statistics. The field is assumed with an envelope
of the form:
E0(t) = E0e−χˆt
2/2τ2p , (39)
with χˆ complex, to allow for chirped pulses [16, 18].
This choice specify the statistically averaged inten-
sity via Eq. (5) as,
〈I(t)〉 = 〈|E(t)|2〉 = E20 e−t
2/τ2p . (40)
Note that the FWHM duration of the mean inten-
sity is related with τp by τFWHM = τp
√
4 ln 2. The
reader should not be confused and associate fields
with this particular choice of a Gaussian envelope
with fields obeying Gaussian statistics; it is unre-
lated with the Gaussian statistical properties of the
field and the square-exponential decay form of the
AC functions. We could have chosen any other an-
alytical form for the envelope of the mean intensity
to model the actual pulse.
In view of Eq. (5), the field’s fluctuations are mod-
elled through the stationary random field, ǫ(t), obey-
ing complex Gaussian ensemble-statistics [20],
〈ǫ(t)〉 = 〈ǫ(t)ǫ(t′)〉 = 〈ǫ∗(t)ǫ∗(t′)〉 = 0. (41)
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This results to the non-stationary first-order field
coherence,
〈E(t)E∗(t′)〉 = E0(t)E∗0 (t′)〈ǫ(t)ǫ∗(t′)〉. (42)
Under these conditions the first-order coherence
function of the intensity can be related to the first-
order coherence of the field:
〈I(t)I(t′)〉 = 〈I(t)〉 〈I(t′)〉+ |〈E(t)E∗(t′)〉|2, (43)
This gives for the random part of the intensity:
〈I˜(t)I˜(t′)〉 = |〈E(t)E∗ (t′)〉|2, (44)
which effectively results to expressing S1t(±δˆ±) and
S2t(0) exclusively in terms of the first-order field’s
coherence function 〈E(t)E∗(t′)〉.
a. Square-exponentially correlated 1st-order co-
herence. This consists to assume the below depen-
dence:
〈ǫ(t)ǫ∗(t′)〉 = e−(t−t′)2/2τ2c . (45)
Regarded as a sufficiently good approximation to
actual FEL fields, this model has been studied in
detail from the viewpoint of a shot-noise random
field resulting to a random intensity with exponen-
tial probability distribution law and fluctuating en-
ergy, W (t, ti), of Gamma-distribution [16, 17, 19].
The required integrations are performed analytically
to provide the closed-form expressions,
S1t(δˆ) = τcoh
√
π〈I(t)〉λˆw(λˆ( χˆ
∗t
Mτp
− δˆτcoh)) (46a)
S2t(0) = τcoh
√
π
〈I(t)〉2
2
w(
t
Mτp
) (46b)
M =
τp
τcoh
, τcoh =
τpτc√
τ2p + τ
2
c
(46c)
χˆ = 1− ık, λˆ = 1√
2(1 + ık/M2)
(46d)
where w(z) = ez
2
(1 + erf(z)), erf(z) to be the er-
ror function and k = 1√
3
for FEL pulses. These
expressions are very closely related with the Voight
profile functions, originating from the convolution of
a Gaussian and Lorentzian spectra. The Gaussian
character of the resulting spectrum is exclusively
due to the field’s properties, namely the envelope’s
mean-value time-dependence (∼ τp) and coherence
time (∼ τc). On the other hand the Lorentzian char-
acter is due to near-resonance effects and thus in-
cludes information about the atomic system and its
response to the atomic field via the mean-average
detunings δˆ±(t); as the latter quantity includes in-
formation only about the mean intensity, 〈I(t)〉 it
may be infered that the Lorentzian character of the
lineshape is not influenced by the field’s fluctua-
tions. The M parameter is a measure of the num-
ber of random ’spikes’ during the pulse and of the
strength of the fluctuations as its inverse approxi-
mates 〈(∆W )2〉/〈W 〉2 where 〈(∆W )2〉 is the stan-
dard deviation of W (t). Finally the τcoh is known as
the field’s coherence time and may be alternatively
defined via the normalized field’s coherence function.
More detail on this and the various field parameters
can be found in [16].
For longer pulses (M ≫ 1 (τp ≫ τc)), S1t, S2t take
a simpler form; at times t ∼Mτp the mean intensity
〈I(t)〉 is negligible (decays as e−2(t/τp)2) and we may
consider the earlier times t ∼ τp where the approxi-
mation w(t/Mτp+b) ∼ w(0+b) can be adopted. For
such pulses the time-dependence and the frequency
dependence in S1t(δˆ) factorize as below:
S1t(δˆ) ≃ τcoh
√
π
〈I(t)〉√
2
w(
−δˆτcoh√
2
) (47a)
S2(0) ≃ τcoh
√
π
〈I(t)〉2
2
. (47b)
From Eq. (47a) it is easier the clarify the role of the
various parameters in the line-shape profile; we see
that in the argument of Eq. (47a) the smooth time-
dependence on the mean intensity is still present as
seen from Eq. (31). So S1t depends on the atomic
parameters and the smooth mean intensity envelope
and the field’s coherence time, τcoh (note that for
M ≫ 1, τcoh → τc). It’s not difficult to see that
with decreasing τcoh the lineshape takes a Lorentzian
shape regardless the field’s intensity. In such condi-
tions, the shape of the Lorentzian profile will not
contain any direct influence of the field’s fluctua-
tions statistics; this will depend on the parameters
included in the δˆ± mean detunings.
b. Exponentially correlated 1st-order coherence.
Now we assume the AC coherence function to exhibit
exponential correlation behaviour of the type:
〈ǫ(t)ǫ∗(t′)〉 = e−|t−t′|/2τc (48)
For simplicity we’ll consider the case of non-chirped
pulses and take χˆ = 1 in Eq. (39) (the case of chirped
pulse can be easily incorporated, when needed). In
this case we obtain for S1t and S2t,
S1t(δ) =τp
√
π
〈I(t)〉√
2
w(
τδ√
2
), (49)
S2t(0) =τp
√
π
〈I(t)〉2
2
w(τ(0)), (50)
τδ =
t
τp
− ( 1
2τc
+ δ)τp (51)
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Parameters Values (a.u.)
(Ea, qa) (2.211, -2.733)
dga 0.0358
Γα 0.00137
γg 0.494
γc 0.426
TABLE I. Atomic parameters in a.u. used for the
He(2s2p) AIS resonance; The values for the effective ma-
trix element dga is calculated by 4|dga|
2 = q2a Γαγg.
thus, still showing a Voight profile shape. Using
the asymptotic value w(z ≫ 1) → 1/z√π, we find
for the corresponding approximate expressions for
longer pulses (τp ≫ τc):
S1t(δ) =〈I(t)〉 2τc
1 + 2δτc
(52)
S2t(0) =〈I(t)〉2τc, (53)
show a clearly a Lorentzian-like shape.
IV. RESULTS AND DISCUSSION
In this section we apply the averaged equations for
the resonance ionization of Helium via the 2s2p 1P
AIS located circa 60.154 eV above its ground state.
First, we compare the yields obtained from the av-
eraged equations with those obtained from a MC
set of calculations in order to establish numerically
the range of validity of the approximation. Then we
examine the role of the field’s- and the intensity’s-
coherence functions on the ionization process. Fi-
nally, we proceed to compare the effects the field’s-
correlation time dependence on the AIS lineshape.
The specific set of the atomic parameters in the fol-
lowing calculations are given in Table (I). These val-
ues have been calculated some time earlier with a
well established atomic calculation package [33, 37]
A. Comparison with the Monte Carlo
calculations
Using the averaging method, not only the com-
putational demands are significantly reduced but
a clearer insight of the ionization dynamics under
stochastic fields may be obtained. To investigate
the validity of the equations we compare the results
obtained with the averaged equations against those
obtained via a Monte Carlo (MC) approach. In the
latter method the original set of the DM equations
[Eq. (6)] is solved for a large number of (random)
realizations of the field. At the end, the results are
collected and are accordingly averaged. In principle,
when the number of the MC trials goes to infinity
(in practice this number depends on the problem)
one should expect the results between the two cal-
culational methods (MC and averaged equations) to
coincide to a high degree.
In Fig. (2), we plot the ionisation yields, obtained
from the MC simulation and the averaged equations
Eqns. (30),(38), for different peak intensities of the
pulse. The irregular behaviour of the MC yield is
the result of the inherent randomness present in the
FEL field, which diminishes with the total number
of MC trials increasing; As the computational time
increases, we chose 300 simulations to calculate the
MC average, as the tendency is clearly evident. For
the following calculations, we set τp = 7 fs, τc = 0.5
fs and M = 14.
The plots (a),(b) and (c) of this figure show the
single ionization yield without including the subse-
quent ionization step from He+ and without con-
sidering ionization directly from the AIS state. For
this, we have assumed γc = γa = 0 and calculated
for three different peak intensities, 1013 W/cm2, 1014
W/cm2 and 1015 W/cm2. Simple inspection of the
plots shows that for the higher intensity the agree-
ment between the two methods is less satisfactory,
especially in the proximity of the resonance. For
this highest peak intensity the perturbative terms
due to the intensity correlation take the peak values
γgI0τc ∼ 0.3 (Γaτc ∼ 0.028) in fair consistency with
the conditions of Eq. (24). The cumulant pertur-
bative expansion was truncated in the second order
which includes the first two coherences functions of
the field. So, at this peak intensity the next per-
turbative term should be included in the averaged
equations, but for the intensities currently available
at this wavelength and the current purposes of this
work it’s not vital to include the next term of the
expansion; however we’ll be returning on this matter
later in the conclusion section.
In an actual experiment, further ionization of the
singly-ionized He takes place and a proper treatment
requires to take into account the complete set of the
density matrix equations. The plots (d), (e) and (f)
at the right side of the Fig. (2) include the ionisation
channel from He+ to He+2+ (γc = 0.436 a.u. but
γa = 0). The first thing to note is the broadened
yield around resonance. In contrast, a deterministic
(and Fourier-limited) pulse would have developed a
sharp asymmetric peak near the resonance energy
of 2s2p i.e., 60.154 eV (2.211 a.u.), typical of an
AIS resonance with q = −2.733 Fano parameter.
The width of this resonance would reflect the AIS
width, Γa. Here, the fluctuations of the FEL field
have smoothed this sharp resonance resulting to a
broadened shape.
On another note, in the same figure we can see
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FIG. 2. Comparison of ionisation yields obtained from th Monte Carlo method (red solid curve) and averaged density
matrix equations (black dashed curve) for peak intensities of 1013 W/cm2, 1014 W/cm2 and 1015 W/cm2 (top to
bottom respectively). γc = 0 a.u. for (a), (b), (c) and γc = 0.426 a.u. for (d), (e), (f). Other parameters are τp = 7
fs, τc = 0.5 fs (M = 14).
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FIG. 3. Comparison of He+ yield when its further ionisa-
tion is taken into account (red-dashed curves) and when
it is not (black-solid curves), for the peak intensities
1014 W/cm2-(plot (a)) and 1015 W/cm2-(plot (b)). The
yields were obtained at the resonance frequency 60.154
eV and for τp = 7 fs, τc = 0.5 fs (M = 14).
that for lower peak intensities the He+ yields ob-
tained for γc = 0 (left plots) are close to those when
γc = 0.426 a.u. (right plots). Considering only the
right side plots of Fig. (2), we notice an increase in
the yield value from (d) to (e), which follows the
trend of (a) to (b). But the same trend is lost in
(f). This is due to the enhanced He+ generated at
times before the pulse reached its peak, followed by
its quick ionization to He+2. Obviously this is not
the case for lower peak intensities where He+ is gen-
erated past the pulse’s peak. This is shown clearly
at the bottom panel of Fig. (3) where as soon as
the population of He+ reaches a maximum, it de-
cays rapidly into He2+ for the highest peak intensity
(∼ 1015 W/cm2); in contrast with what is observed
at the upper panel of the same figure, where the He+
populations develop post the pulse’s peak value (as-
sumed at t = 0).
B. Effects of the field’s AC shape:
We now investigate the effects of the shape of a
Lorentzian-dependent AC coherence function on the
lineshape and compare with a square-exponential
dependence.
It is easily shown that a stationary (or nearly sta-
tionary) field of an exponentially-correlated coher-
ence function has a Lorentzian-like power spectrum
whereas for a square-exponentially dependent coher-
ence function the spectrum is Gaussian. We want
to see how the field’s AC function affects the AIS
lineshape; we compare the results for the two dif-
ferent AC shapes for the same coherence time, τc ;
one exponentially correlated [see Eq. (48)] and the
other approximately close to the one produced from
FEL sources, especially for pulses of longer duration
[16, 19], being the square-exponential of Eq. (45).
In Fig. (4) we plot the yields obtained for three
different intensities, from top to bottom, the peak
intensity increases as 1013 W/cm2, 1014 W/cm2 and
1015 W/cm2 respectively. We notice that the peaks
of yields have different values with the exponentially-
correlated fields to result to a narrower shape. While
the peaks at the resonance region differ, their tails
almost match. Therefore, there is a notable differ-
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ence in the yields in the resonance region which can
be attributed exclusively in the choice of the AC
temporal dependence.
C. Effects of Field’s correlation time on the
AIS lineshape
As we have already established the accuracy of
the averaging technique, we may now consider a
larger pulse duration of τp = 45 fs (corresponding
to τFWHM ≈ 75 fs) (corresponding to FWHM laser
bandwidth of 0.4 eV ) and study the effects of differ-
ent correlation times of the field on the AIS lineshape
using the averaging method. This pulse is close to
parameters used in [38].
In Fig. (5), the ionisation yield obtained for var-
ious correlation times and a and peak intensity is
1013 W/cm2. It is seen that, as the correlation time
decreases the yield value at the resonance’s position
drops and the AIS lineshape becomes broader. τc is
directly related to the laser bandwidth and therefore,
a decrease in the correlation time of the field implies
an increase in the laser bandwidth which manifests
as the broadening of the AIS lineshape; so the broad-
ening effect is compensated by the drop of the reso-
nance peak. As, at the tails of the yield, the values
are quite constant it is concluded that the coherence
time effects are manifested mainly around the reso-
nance peak. This behaviour is also consistent with
the behaviour of the S1t in Eq. (47a) where towards
smaller τc the line-shape gradually broadens at the
wings following a Lorentzian-like trend.
V. CONCLUSION
We presented a cumulants-based perturbative
method to derive the averaged EOMs of the mean
density matrix elements which describe the resonant
ionization of atomic systems under stochastic fields.
We have applied its second-order truncated expan-
sion for the near-resonant ionization (via He 2s2p
AIS state at ∼ 60.2 eV) and compared with MC
calculations. The convergence of the perturbation
expansion depends on the field’s strength and its co-
herence AC time; the basic assumption is that the
coherence AC time is shorter than any other char-
acteristic evolution time imposed by the field or the
atomic structure itself (inverse Rabi-excitation am-
plitude and photoionization, autoionization width).
We found that in general a Voight profile for the AIS
is to be expected; this profile depends both on the
field and the intensity AC functions.
There are a number of other statistical aspects of
the atom/FEL radiation interactions which necessi-
0.06
0.07
0.08
0.35
0.40
0.45
Io
ni
sa
tio
n 
Y
ie
ld
52 54 56 58 60 62 64 66 68
Photon Energy
0.03
0.06
0.09
FIG. 4. Comparison of the ionisation yields obtained by
using Gauss correlation (black solid curve) and Lorentz
correlation (red dashed curve) for the peak intensities of
1013 W/cm2, 1014 W/cm2 and 1015 W/cm2 from top to
bottom, respectively. Other parameters are τp = 7 fs,
τc = 0.5 fs (M = 14).
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FIG. 5. Comparison of the ionisation yield obtained by
using Gaussian form of the field’s autocorrelation func-
tion at 1013 W/cm2 for different coherence times τc: 2
fs (black-curve), 4 fs (red-curve), 6 fs (green-curve) and
8 fs (blue-curve). At resonance, the yield is highest for
the longest coherence time and it gradually decreases as
the τc is decreased. The pulse duration used is τp = 45
fs.
tate further study in order to identify more compre-
hensively the role of the fluctuations in the ionization
process. First, possible improvements of the averag-
ing procedure needs to be investigated; one such al-
ternative is based on the atomic physics projection-
operator method, but now applied to stochastic
problems, also leading to averaged equations for
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the density matrix elements, known as Nakajima-
Zwanzig equation [39, 40]; nevertheless this equa-
tion has a non-Markovian structure which implies
knowledge of the average density matrix at all pre-
vious times, 〈σ(t′)〉, t′ < t and not at one-time only,
〈σ(t)〉 as the Markov-type derived equation Eq. (21).
Along similar lines it is within our interests to im-
prove the method and drop the assumption of τc
as the shortest characteristic time. Another route
we would like to focus is to provide a method where
higher-order terms of the perturbative expansion can
be calculated more automatically and efficiently for
arbitrary FEL fields without the need to invoke the
Gaussian statistics requirement; this will allow to
model a larger class of problems than those that can
be treated with the present method. Finally an al-
ternative direction is to deal with problems where
the statistics of the system’s density matrix itself
(beyond its average) is required; this calls for two-
time averages of the type 〈σ(t)σ(t′)〉 to be calcu-
lated; the method presented in this work, can be also
applied for such averages to be calculated, of course
within the limitations of the short-correlation time,
τc.
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Appendix A: Evolution matrices
If we define the near-resonant detuning, δ0, by
δ0 = Ea − Eg − ω, (A1)
then the complex detunings ∆ˆ, δˆ are given as,
δˆ = ıδ0 +
Γa
2
, ∆ˆ = ı(sa − sg) + γg + γa
2
, (A2)
with sg, sa the peak intensity ac-Stark shifts of the
respective states. The interference matrix element
is,
Dˆ = dga(1− i
qa
) = |D|e−ıφa (A3)
where dga is the real part of the transition matrix
element between the ground |g〉 and the excited |a〉
state and qa is the q-Fano parameter. We should
emphasize the (within the Fano ionization picture)
strict relation between the involved dynamics pa-
rameters:
4|dga|2 = q2a Γaγg, (A4)
The constant matrices Lˆi, i = 0− 2 are as below,
Lˆ0 = −

0 0 0 0
0 Γa 0 0
0 0 δˆ 0
0 0 0 δˆ∗
 , (A5)
Lˆ1 = ı

0 0 −Dˆ 0
0 0 Dˆ∗ 0
0 0 0 0
Dˆ∗ −Dˆ 0 0
 , (A6)
with LˆT1 representing the transpose of Lˆ1. Finally,
Lˆ2 = −

γg 0 0 0
0 γa 0 0
0 0 ∆ˆ 0
0 0 0 ∆ˆ∗
 . (A7)
With the above definitions L˜b(t) takes the following
explicit form,
L˜b(t) =

−γgI˜(t) 0 −ıE˜(t)Dˆ ıE˜∗(t)Dˆ∗
0 −γaI˜(t) ıE˜(t)Dˆ∗ −ıE˜∗(t)Dˆ
−ıE˜∗(t)Dˆ ıE˜∗(t)Dˆ∗ ∆ˆI˜(t) 0
ıE˜(t)Dˆ∗ −ıE˜(t)Dˆ 0 ∆ˆ∗ I˜(t)
 .
(A8)
Appendix B: Partially-ordered cumulants
In this appendix we calculate the first four ex-
pansion terms of the averaged equation Eq. (21) by
explicit calculation of the K˙(t) operator in Eq. (20).
Let’s consider the average evolution operator, U˜(t)
of Eq. (15):
〈U˜(t)〉 = 1+
∑
n=1
Un(t) (B1)
with the Un(t) terms defined in Eq. (17). The time-
derivative of Un(t) is given by:
U˙n(t) =
∫ t
ti
dt1
∫ t1
ti
dt2..
∫ tn−2
ti
dtn−1Mn(t, t1, · · · tn−1).
(B2)
with Mn(t1, · · · , tn) given in Eq. (2). The inte-
gral limits ensure the prescribed chronological order
t > t1 > t2 > · · · > tn > ti. For non-commutative
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matrices, the chosen evaluation order in the integral
matters and was taken into consideration by intro-
ducing the proper chronological (Dyson) operator in
the time derivative of K(t):
K˙(t) = Tˆ
[
〈 ˙˜U(t)〉
〈U˜(t)〉
]
= Tˆ
[ ∑
n U˙n
1+
∑
n Un
]
= Tˆ
[(∑
n
U˙n
)(
1−
∑
n
Un + (
∑
n
Un)
2 − · · ·
)]
.
In the second line of the last equation a Neumann
expansion of the denominator was performed. This
is a legitimate expansion, provided that |∑n Un| <
1; an assumption which should hold if the elements
Un are to be used to make up an evolution operator.
Expanding the terms of the last line inside the Tˆ
bracket and gathering together those of the same
order we have (up to 4th power are shown below) :
(U˙1 + U˙2 + · · · )(1− U1 − U2 − · · ·+ U21 + U22 + · · · )
= U˙1 + U˙2 + U˙3 + U˙4 − U˙1U1 − U˙1U2 − U˙1U3
− U˙2U1 − U˙2U2 · · · − U˙3U1 − · · ·
+ U˙1U
2
1 + U˙1U1U2 + U˙1U2U1 + · · ·
= U˙1 +
(
U˙2 − U˙1U1
)
+
(
U˙3 − U˙1U2 − U˙2U1 + U˙1U21
)
+
(
U˙4 − U˙2U2 − U˙1U3 − U˙3U1 + U˙1U1U2 + U˙1U2U1
)
+ · · ·+O(U5)
So we may write compactly,K˙(t) =
∑∞
n=1 κ˙n(t)
with,
κ˙1(t) = Tˆ
[
U˙1
]
= 0 (B3)
κ˙2(t) = Tˆ
[
U˙2 − U˙1U1
]
= Tˆ
[
U˙2
]
=
∫ t
ti
dt1M2(t, t1) (B4)
κ˙3(t) = Tˆ
[
U˙3 − U˙1U2 − U˙2U1 + U˙1U21
]
= Tˆ
[
U˙3
]
=
∫ t
ti
dt1
∫ t1
ti
dt2 M3(t, t1, t2), (B5)
where due to our special choice of 〈L˜(t)〉 = 0 we set
U1 = U˙1 = 0. In addition the chronological operator
becomes redudant since the integral limits take care
automatically the chosen prescription. For the k˙4(t)
term some further algebra is required though:
κ˙4(t) = Tˆ
[
U˙4 − U˙2U2
]
(B6)
= Tˆ
[∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M4(t, t1, t2, t3)
]
− Tˆ
[∫ t
ti
dt1M2(t, t1)
∫ t
ti
dt2
∫ t2
ti
dt3 M2(t2, t3)
]
=
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M4(t, t1, t2, t3)
− Tˆ
[∫ t
ti
dt1
∫ t
ti
dt2
∫ t2
ti
dt3 M2(t, t1)M2(t2, t3)
]
It is not straightforward to drop the Tˆ operator from
the last line since the integral limits do not coincide
with the prescribed time-ordering t > t1 > t2 >
t3 > ti. Some manipulations are needed to arrive at
a triple-integral with the proper limits. To this end
we make use of the following identity:∫ a
b
dx
∫ a
x
dyf(x, y) =
∫ a
b
dx
∫ x
b
dyf(y, x). (B7)
Adopting temporarily the notation,M2(ti, tj) = Mij
and droping the Tˆ operator each time that conforms
with the integral limits, we have for the last line of
Eq. (B6):
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Tˆ
[∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M01M23
]
+ Tˆ
[∫ t
ti
dt1
∫ t
t1
dt2
∫ t2
ti
dt3 M01M23
]
=
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M01M23 + Tˆ
[∫ t
ti
dt1
∫ t
t1
dt2
∫ t1
ti
dt3 M01M23
]
+ Tˆ
[∫ t
ti
dt1
∫ t
t1
dt2
∫ t2
t1
dt3 M01M23
]
=
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M01M23 +
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M02M13 + Tˆ
[∫ t
ti
dt1
∫ t1
ti
dt2
∫ t1
t2
dt3 M02M13
]
=
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M01M23 +
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 M01M23 +
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
t1
dt3 M03M12,
Now we can replace the integral of Eq. (B6) and arrive at the final expression:
κ˙4(t) =
∫ t
ti
dt1
∫ t1
ti
dt2
∫ t2
ti
dt3 [M4(t, t1, t2, t3)−M2(t, t1)M2(t2, t3)−M2(t, t2)M2(t1, t3)−M2(t, t3)M2(t1, t2)]
(B8)
Note that for stochastic fields with Gaussian statis-
tics and in the case of commutative matrices, we
would have κ˙3 = κ˙4 = 0 if we take into account the
properties of the non-vanishing multitime moments
[30]:
Mijkl···mn =
∑
Mi′j′Mk′l′ · · ·Mm′n′ , n even
(B9)
where (i′, j′), (k′, l′), · · · (m′n′) pairs are all possible
combinations of the indices (i, j, k, l, · · ·m,n).
One may continue and work out the higher-order
cumulants expressions along similar lines if they are
needed. Nevertheless, alternative recipes (not less
laborious, though) for their calculations in terms of
the moments may also be found be found in the orig-
inal literature [26, 30].
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