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Abstract— Question Answering has recently received high 
attention from artificial intelligence communities due to the 
advancements in learning technologies.  Early question 
answering models used rule-based approaches and moved to the 
statistical approach to address the vastly available information. 
However, statistical approaches are shown to underperform in 
handling the dynamic nature and the variation of language. 
Therefore, learning models have shown the capability of 
handling the dynamic nature and variations in language. Many 
deep learning methods have been introduced to question 
answering. Most of the deep learning approaches have shown to 
achieve higher results compared to machine learning and 
statistical methods. The dynamic nature of language has 
profited from the nonlinear learning in deep learning. This has 
created prominent success and a spike in work on question 
answering. This paper discusses the successes and challenges in 
question answering question answering systems and techniques 
that are used in these challenges. 
 
Keywords— Question Answering, deep learning, machine 
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I. INTRODUCTION 
Question Answering (QA) has been a challenging task in 
natural language understanding [1]. The key components in 
QA require the capability of understanding the question and 
the context in which the question is generated. QA has been 
deemed challenging due to dynamic nature of natural 
languages [1]. This has resulted in the application of data-
driven methods in question answering. The idea is to allow 
the data, instead of the methods, do most of the work in 
question answering. This is due to a large number of text 
repositories that is available [2]. 
Rule-based approach was one of the initially used most 
prominent methods for QA systems. These systems utilized 
rules devised from grammatical semantics to determine the 
correct answer for a given question. These rules are usually 
handcrafted and heuristic, relying on lexical and semantic 
hints on context [3]. These rules exploit predefined patterns 
that classify questions based on the answer type. These 
grammatical rules represent the context in the form of 
decision trees and this was used to find the path that leads to 
the correct answer [4]. 
A major drawback of rule-based question answering 
systems was that the heuristic rules needed to be manually 
crafted. To devise these rules an in-depth knowledge of the 
semantics of a language was a necessity [5]. With the rapid 
growth of text material available online the importance of 
statistical approaches for QA has also increased. These 
approaches lean on predicting answers based on data. As 
these methods are capable of addressing the heterogeneity of 
data and free from structured query languages they have been 
adapted to various stages of QA [6]. 
Statistical approaches require the formation of a 
hypothesis before proceeding to build the model. This 
hypothesis sets the tone for the creation of the model. With 
the advancements in machine learning systems gained the 
capability to navigate the direction that the data dictates [7]. 
These inducted the self-learning capability to the QA 
systems. These systems are capable of building a knowledge 
base (taxonomy) from the training data it is provided and 
then use it to answer the actual questions. This brought a 
level of independence to the systems that were not quite there 
in rule-based or statistical approaches. Furthermore, as these 
systems are capable of optimizing itself over time it became 
one of the most lucrative approaches for QA [8]. 
Induction of Neural Networks for QA systems opened up a 
plethora of possibilities. Conventional machine-learning 
techniques were limited in their ability to process natural data 
in their raw form [38]. For decades, constructing a machine-
learning system required careful engineering and 
considerable domain expertise to design a feature extractor 
that transformed the raw data into a suitable internal 
representation from which the learning subsystem, often a 
classifier, could detect or classify patterns in the input [38]. 
Deep learning methods are representation learning methods 
that allow a machine to be fed with raw data and to 
automatically discover the representations needed for 
detection, prediction or classification [38]. These are with 
multiple levels of representation, obtained by composing 
simple but non-linear modules that each transform the 
representation at one level (starting with the raw input) into a 
representation at a higher, slightly more abstract level [38]. 
With the composition of enough such transformations, very 
complex functions can be learned. For classification tasks, 
higher layers of representation amplify aspects of the input 
that are important for discrimination and suppress irrelevant 
variations [38]. 
  
Networks such as Dynamic Memory Networks [9], 
Reinforced-Memory Networks currently provide the state of 
the art results in Question Answering bringing Artificial 
Intelligence closer to human perception. 
II. RULE-BASED APPROACH 
The initial question answering systems were logical 
representations of decision trees. The decision trees were 
linguistic structures that mirrored the way humans understand 
text based on grammatical rules. At the very beginning, all 
these rules were written by hand. These systems relied on the 
constant extension of functionality by the addition of rules 
that opened up new paths in the decision tree. QA systems 
based on such decision trees used lexical and semantic 
heuristics to see find evidence whether a sentence contains an 
answer to a question. These systems require rule sets that 
define paths for questions based on the question type. The 
path taken by the answer extraction process for “where is 
Tajmahal” would be different from “Who is on the one-dollar 
bill”. To improve the answer matching syntactic analysis, 
morphological analysis, Part-Of-Speech tagging and Named 
Entity Recognition were later incorporated to these systems.  
 
 
Fig. 1 Example of a rule-based algorithm 
 
Though these systems were successful initiatives to the 
Question Answering domain they were not without flaws. 
Extensions to these systems required new rules to be 
introduced to the system which is cumbersome and makes 
these systems not suited for domains with highly volatile data 
[4].  
As these new changes need to be explicitly programmed 
this slows down the development of the system considerably. 
These systems are highly reliant on the linguists who are 
creating the rules as these are unable to learn. These issues in 
the rule-based systems brought up the necessity for a self-
learning approach that would solve the extensibility 
conundrum. 
III. STATISTICAL APPROACH 
In the present research state, quick evolution in available 
online text repositories and web data has amplified the 
prominence of statistical approaches. These approaches put 
forward such techniques, which cannot only deal with the 
very large amount of data but their diverseness as well [6]. 
Additionally, statistical approaches are also independent of 
structured query languages and can formulate queries in 
natural language form. These approaches basically require a 
satisfactory amount of data for precise statistical learning but 
once properly learned, produce better results than other state-
of-art approaches. Furthermore, the learned statistical 
program or method can be easily customized to a new 
domain being independent of any language form. 
In general, statistical techniques have been so far 
successfully applied to the different stages of a QA system. 
Support vector machine (SVM) classifiers, Bayesian 
classifiers, Maximum entropy models are some techniques 
that have been used for question classification purpose. These 
statistical measures analyze questions for making a prediction 
about users’ expected answer type. These models are trained 
on a corpus of questions or documents that have been 
annotated with the particular mentioned categories in the 
system [6].  
One of the pioneer works based on the statistical model 
was IBM’s statistical QA [10] system. This system utilized 
maximum entropy model for question/ answer classification 
based on various N-gram or bag of words features. And in 
IBM’s statistical QA TREC-11 [11] they incorporated a 
novel extension of statistical machine translation. In this 
paper they have represented their model as p(c|a, q) which 
attempts to measure the c, ’correctness’, of the answer and 
question And the paper introduced another hidden variable 
for the model e which represents the class of the answer. the 
new model is represented as 
 
               p(c|q, a) = P e p(c, e|q, a) 
                             = P e p(c|e, q, a)p(e|q, a) 
 
Further, in a different approach, Answer filtering via Text 
Categorization in Question Answering Systems [12] has been 
used Support Vector Machine text classifier for answer 
filtering. In this approach, document d is described as a 
vector 
 
 d = < 𝑤 𝑓
𝑑 , ..... , 𝑤𝑓|𝐹|
𝑑 > in a |F|- dimensional vector space, 
where F is the adopted set of features. 
f1, .., f|F | ∈ F set features from training document. 
𝑤 𝑓
𝑑j ∈ 𝐹are document weights 
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where the IDF(f) (the Inverse Document Frequency) 
 
Stochastic approaches have brought about a significant 
improvement in POS tagging for the Sinhala Language [32]. 
This approach suggested a stochastic model that will be used 
in a statistical POS tagger to decide on the best suited tag for 
a particular word. 
This system utilizes the statistical model for handling 
disambiguation, decoding and smoothing of unknown words. 
In Order to handle these three properties they used following 
techniques disambiguation - Hidden Markov Model (HMM), 
decoding - Viterbi Algorithm and for Smoothing - Linear 
Interpolation [32]. The tag which provides maximum of 
transition probabilities in combination with the previous two 
tags is selected as the tag for previously unseen tags. 
  
Later, hybrid models which utilizes both rule-based and 
stochastic tagging approaches have been presented [33]. In 
this approach, a Hidden Markov Model based stochastic 
tagger is constructed initially. Later, since Sinhala is a 
morphologically rich language, rules defined on 
morphological features have been utilized to present the 
accurate and relevant tags for the given words. 
IV. MACHINE LEARNING APPROACH 
With the introduction of machine learning to the QA 
domain algorithms that can learn to understand linguistic 
features without explicitly being told to. Statistical methods 
paved the path for this approach that enables the system to 
analyse an annotated corpus (training set) and then build a 
knowledge base. Context is processed usually by Named 
Entity Recognition techniques that act as the classifier to 
build a taxonomy [40]. This taxonomy then acts as the 
knowledge base. The questions would also be subjected to 
the same process. The major advantage machine learning 
brings to the table is its learnability. This makes the system 
highly scalable as long as there is enough training data. 
 
 
Fig. 2 Architecture of a machine learning context classifier 
 
As most of the fields with a requirement for QA systems 
such as Journalism and Legal have a penchant for having 
large data machine learning approach has become quite 
popular in Question Answering. These systems regularly rake 
in state of the art results because of the speed and coverage 
factors that benefit because of the extensibility of this 
approach over the rule-based techniques.  
Machine learning is combined with statistical approaches 
often in linguistic and sentiment related fields [34]. 
Successful systems have been developed using basic machine 
learning classifiers and strong underpinning feature sets [34]. 
with several word dictations. Systems developed with the 
strongest features and sentiment lexicons usually utilize 
linear support vector machines to train their underlying 
systems [34]. Similarly, an ensemble meta-classifier based 
approach, was able to successfully reproduce previous 
implementations, where it calculates the average confidence 
score of individual classifiers for positive, negative and 
neutral classes [34]. Ensemble approach has proven to be 
powerful in combining several methods.   
V. DEEP LEARNING APPROACH 
Deep learning fundamentally differs from machine 
learning because of the ability it has to learn underlying 
features in data using neural networks.  A standard neural 
network (NN) consists of many simple, connected units 
called neurons, each producing a sequence of real-valued 
activations [23]. Input neurons get activated through sensors 
perceiving the environment, other neurons get activated 
through weighted connections from previously active neurons 
[23]. Some neurons may influence the environment by 
triggering actions. Each input has a weight associated with it 
that depicts the importance of it compared to other inputs 
[23]. Recently, deep learning models have obtained a 
significant success on various natural language processing 
tasks, such as semantic analysis, machine translation and text 
summarization [24]. Neural Network architectures map 
textual context into logical representations that are then used 
for answer prediction. These neural networks utilize bi-
directional Long Short-Term Memory(LSTM) units for 
question processing and answer classification [24]. 
Recurrent Neural Networks have shown promise in natural 
language processing. These networks differ from traditional 
neural networks because of the relationships the hidden 
layers maintain with the previous values [35].  This recurrent 
property gives RNN the potential to model long span 
dependencies [35] [39]. This allows the network to cluster 
similar histories that allows efficient representation of 
patterns with variable length [36]. However recurrent 
networks are not without its flaws. The major issue with 
Recurrent Neural Networks is that gradient computation 
becomes increasingly ill-behaved the farther back in time an 
error signal must be propagated, and that therefore learning 
arbitrarily long span phenomena will not be possible [36]. To 
address this issue several techniques have been introduced. 
Out of these Backpropagation through time(BPTT) is the 
most probable [37].  With BPTT, the error is propagated 
through recurrent connections back in time for a specific 
number of time steps [37]. Thus, the network learns to 
remember information for several time steps in the hidden 
layer when it is learned by the BPTT. 
The Sinhala Question Answering System “Mahoshada” 
intends to obtain accurate information from a Sinhala tagged 
corpus [21]. It is a QA system for the Sinhala language which 
provides answers to any question within the context. 
“Mahoshada” has produced the capability to adopt any 
specified domain by the corpus provided. The system can 
take any annotated Sinhala text document under a specific 
domain [21]. The system summarizes the tagged corpus and 
utilizes it to generate answers for a given query. Summarized 
corpora are classified to enable fast retrieval of information. 
The system  consists  of  four modules which are  Document  
Summarizing,  Document categorizing, Question processing, 
and Answer processing [21]. 
Document summarization is important to summarize 
multiple documents input by the user to reduce the number of 
terms and increase efficiency [21]. Document processing 
does the organization of the documents to retrieve answers 
conveniently by categorization. Question processing is 
responsible to analyse the question type and identify the 
question type. Answer processing involves in identifying and 
retrieving the most suitable answer [21]. 
Recently, Dynamic Memory Networks (DMNs) have 
shown success in Question Answering [9]. It is a neural 
network architecture that can process input sequences, form 
episodic memories and produce appropriate answers [13]. 
Questions posed by the user initiates an iterative attention 
process, where the model focuses attention on the inputs and 
previous iteration results [13]. DMN has achieved fine results 
  
on sentiment analysis and attained state-of-the-art results of 
the Facebook bAbI dataset [9][28]. Following is a brief 
overview of the modules of DMNs. DMN consists of four 
modules which are input module, question module, Episodic 
memory module and Answer module. 
Input Module - Forms a distributed vector representation of 
the raw text input [13]. 
Question Module - Forms a distributed vector 
representation for the question of the task. The representation 
generated is then fed into the episodic memory module [13]. 
Episodic Memory Module – Episodic memory module 
decides which portion of inputs to focus on utilizing attention 
mechanisms given a collection of input representations [9] 
[13]. It then takes the question and previous memory into 
account and produces a “memory” vector representation. 
Answer Module – Answer is generated from the final 
memory vector of the episodic memory module [13].  
 
 
Fig. 4 Dynamic Memory Network 
 
Another research that has been done is a framework, R-
MN (Reinforced Memory Network) termed by combining 
Reinforcement Learning (Q-learning) and Memory Network 
(MN) to carry out QA tasks using Dynamic Memory 
Network (DMN) and Long Short-Term Memory (LSTM) 
[14]. Questions and input text sequences are taken as inputs 
to both MN and Q-Learning. The output of the MN is passed 
to Q-Learning as its second output for fine-tuning. This 
method has shown superior performance relative to DMN 
and other traditional neural networks with high accuracies 
[14]. The combination has improved the QA tasks utilizing 
less training data. 
R-MN consists of three modules which are Input module, 
MN module and Q-Learning module [14]. 
 
 
 
  Fig. 5 Reinforcement Memory Network 
VI. NEURAL NETWORK MODELS 
RNNs have been able to make a significant improvement 
in contrast to other machine learning techniques due to their 
ability to learn and carry out complicated transformations of 
data its ability maintaining long-term as well as short-term 
dependencies. They are said to be ‘Turing-Complete’ [16], 
therefore having the capacity to simulate arbitrary 
procedures. RNN contains an interplay of Reasoning, 
Attention, and Memory, commonly referred to as the ‘RAM 
model’ in Deep Neural Networks (DNN). In order to obtain 
state-of-the-art results different models have been introduced 
overtime in order to improve the performance of DNNs. 
Researchers have been keen on building models of 
computation with various forms of explicit storage. Google’s 
DeepMind project released Neural Turing Machines that 
extend the capabilities of neural networks by coupling them 
to external memory resources, which they can interact with 
by attentional processes [16]. NTM is similar to a regular 
computer with Von Neumann architecture that reads and 
writes to a memory. The significance is that these operations 
are differentiable and the controller that handles reads and 
writes is a neural network. It is shown that NTMs can infer 
simple algorithms such as copying, sorting, and associative 
recall from input and output examples. One of the main 
reasons why NTMs were so popular is that they are derived 
from psychology, cognitive science, neuroscience, and 
linguistics. Short-Term memory in NTMs is handled by 
resembling a working memory system, designed to solve 
tasks that require the application of approximate rules to data 
that are quickly bound to memory slots known as “rapidly-
created variables”. Additionally, NTMs use an attentional 
process to read from and write to memory selectively. Fig. 6 
shows the architecture of a Neural Turing Machine. 
 
 
Fig. 6 Neural Turing Machine 
 
End-to-end Memory Networks introduces a recurrent 
attention model over a possibly large external memory [20]. 
Since they are trained end-to-end it requires significantly less 
supervision during training. This technique is applicable to 
synthetic question answering and to language modelling. An 
RNN architecture is presented where it reads from a long-
term memory multiple times before producing the output 
hence, improving its ability to reason. An RNN has a single 
chance to look at the inputs that are being fed one by one in 
order. But End-to-end memory network’s architecture places 
all its inputs in the memory and the model decides which part 
to read next. An end-to-end memory network is demonstrated 
in Fig. 7. 
 
  
 
Fig. 7 End to End Memory Network 
  
After NTMs, Facebook AI research introduced Stack-
Augmented Recurrent Nets. They have attempted to show 
that some basic algorithms can be learned from sequential 
data using a recurrent network associated with a trainable 
memory [17]. Although machine learning has progressed 
over the years, with the scaling up of learning algorithms, 
alternative hardware such as GPUs or large clusters have 
been necessary. It is not practical with real-world 
applications. This approach has increased the learning 
capabilities of recurrent nets by allowing them to learn how 
to control an infinite structured memory. 
Neural Training Machines were more expensive than 
previously considered due to the utilization of an external 
memory. Thus, Reinforcement Learning Neural Turing 
Machines (RLNTM) was introduced [18]. RLNTMs use a 
Reinforcement Learning Algorithm to train Neural Network 
that interacts with interfaces such as memory tapes, input 
tapes, and output tapes, to solve simple algorithmic tasks. 
RLNTMs use Reinforce algorithm to learn where to access 
the discrete interfaces and to use the backpropagation 
algorithm to determine what to write to the memory and to 
the output. RLNTMs have succeeded at problems such as 
copying an input several times to the output tape, reversing a 
sequence, and a few more tasks of comparable difficulty. Fig. 
8 shows the architecture of a Reinforcement Learning Neural 
Turing Machine. 
 
 
 
Fig. 8 Reinforcement Learning Neural Turing Machine 
In addition to that, Neural Machine Translation is another 
approach to machine translation, which attempts to build and 
train a single large neural network that reads and outputs a 
correct translation instead of having small sub-components 
that are tuned separately [19]. Most machine translators are 
encoder-decoder models where the encoder neural network 
reads and encodes a sentence to a fixed length vector and the 
decoder output the translation from the encoded vector. The 
major issue with this system is that the neural network should 
be able to compress all the important information in the 
sentence to a fixed-length vector. Thus, dealing with longer 
sentences becomes difficult. The distinguishing feature of 
this approach is that it does not encode the entire input 
sentence into a fixed length vector. Instead, it encodes the 
input into a sequence of vectors and chooses a subset of these 
vectors adaptively while decoding [19]. This removes the 
potential challenge in dealing with long sentences and assists 
in retaining the necessary information. 
A method has been proposed, utilizing a local attention-
based model for Abstractive Sentence Summarization which 
up to date remains a challenge for Natural Language 
Processing. This model focuses on sentence-level 
summarization rather than using extracted portions of the 
sentences to prepare a condensed version. It uses a neural 
language model with an input encoder that learns a latent soft 
alignment over the input text to help inform the summary. 
Although deep learning has achieved significant 
accomplishments, reasoning tasks remain elusive. 
Neural networks have been applied in several languages 
specific question answering systems. Among these, a novel 
approach has been introduced to answer arithmetic problems 
using the Sinhala language [21]. A methodology is presented 
to solve Arithmetic problems in Sinhala Language using a 
Neural Network. This system comprises of keyword 
identification, question identification and mathematical 
operation identification and these are combined using a 
neural network [21]. Keywords are identified using Naïve 
Bayes Classification and questions are identified and mapped 
to the matching mathematical operator using Conditional 
Random operation which is performed on the identified 
keywords [21]. Sentence ordering is performed by the neural 
network according to “One vs. all Classification” [21]. All 
functions are combined through the neural network which 
builds an equation to solve the problem. This system learns to 
solve arithmetic problems with the accuracy of 76% [21]. 
 
VII. CONCLUSIONS 
Though QA systems have evolved over the years they are 
still in need of improvements. QA systems have shown 
impressive accuracies on various domain based questions. 
However, commercial systems like IBM Watson, Google 
Assistant and Siri have shown impressive performance in QA 
but further improvements are required. Domain-independent 
QA, reasoning based QA, inferencing QA and complex QA 
requires many improvements. Many deep learning 
approaches have shown a potential of achieving these QA 
tasks but require many improvements. Handling domain 
independencies, reasoning, complex questions and 
inferencing from other information require more effective 
and learning models. This requires further analysis of the QA. 
However, there is a potential of moving out from deep 
learning and adapting the answering strategies from humans 
also show higher potential to achieve QA.  
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