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Abstract
Importance sampling (IS) is a variance reduction method for simulating rare events. A recent paper by
Dupuis, Wang and Sezer [Paul Dupuis, Ali Devin Sezer, Hui Wang, Dynamic importance sampling for
queueing networks, Annals of Applied Probability 17 (4) (2007) 1306–1346] exploits connections between
IS and stochastic games and optimal control problems to show how to design and analyze simple and
efficient IS algorithms for various overflow events of tandem Jackson Networks. The present paper carries
out a program parallel to the paper by Dupuis et al. for a two node tandem network whose arrival and
service rates are modulated by an exogenous finite state Markov process. The overflow event we study is
the following: the number of customers in the system reaches n without the system ever becoming empty,
given that initially the system is empty.
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1. Introduction
Importance sampling (IS) is a variance reduction method for simulating rare events. The idea
in IS is to change the sampling distribution (and modify the Monte Carlo estimator accordingly)
to reduce estimator variance.
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In the present paper we develop an asymptotically optimal IS algorithm1 for two tandem
queues whose service and arrival processes are modulated by a finite state Markov chain. The
system is assumed to be stable in the sense that the average service rate at each node is greater
than the average arrival rate to that node, see Assumption 2. One commonly used quantity to
measure the performance of systems such as this one is the following probability: given that
initially the network is empty, the total number of customers in the network becomes n before
the network empties [12,21]. Under the stability assumption and for large n one would expect
this event to be rare. In the present paper we will be interested in the IS estimation of this rare
event.
The iid version of this problem (constant arrival and service rates) was first posed in [21]
in 1989. The discontinuous dynamics of the queuing process near the boundaries of its state
space (i.e., when few customers remain in some of the nodes) makes the IS construction problem
difficult for any queuing network including the case of two tandem nodes [18,12]. This property
rules out iid sampling distributions (such as those developed in [20] in the context of a random
walk on the real line and in [21] in the context of two tandem Jackson nodes) as candidates
for efficient IS samplers and forces one to search for a good IS distribution among dynamic
(i.e., Markovian) distributions. For a more in depth discussion of these issues we refer the reader
to [18,17,12,4].
An asymptotically optimal IS algorithm with optimality proofs for the iid case was first
developed in [18] using the “game approach” to IS [4,5,7]. This approach was first introduced
in [4] in the context of the estimation of Cramer’s theorem type small probabilities. In the
game approach, one derives an Isaacs equation and a set of boundary conditions from a
dynamic game interpretation of the problem. Appropriate smooth subsolutions to these generate
asymptotically optimal and easily implementable dynamic IS schemes. These schemes are
dynamic (or Markovian) in the sense that the IS transition probabilities depend on the current
state of the process being sampled (in the case of queuing networks the state of the process
at any time is the number of customers at each node at that time). Recent work on the game
approach to IS includes [5,7,6] and in the context of queuing networks [17,18].
In many applications, perhaps the most popular method of extending the dynamics of an iid
increments model is to introduce Markov modulation. To the best of our knowledge, there is
not even a heuristic IS algorithm available in the current literature for queuing networks with
Markov modulated rates. Our first goal in this paper is to provide the first optimal IS algorithms
for estimating overflow events of a queuing model involving this type of very common and
important dynamics. Our second goal is to provide support for the idea that the game approach
provides a systematic and versatile framework for the construction of IS schemes for a wide
range of stochastic processes. As we discuss below, the extension of the game approach to the
MM dynamics requires several new ideas. But the main idea remains the same, which we repeat:
the IS problem for rare events of a Markov process which decay exponentially in a parameter
can be represented as a sequence of dynamic stochastic games and a limit Isaacs equation and
boundary conditions can be derived. Appropriate subsolutions to these can be used to construct
optimal IS schemes.
The reason why we treat only the two tandem nodes case is the following. As we point out in
the following paragraphs, there are some nontrivial features of an extension to the MM setup and
we believe that these can be communicated in the context of two tandem nodes. In our opinion,
1 Or an IS scheme. There seems to be no formal definition of this term in the literature. In the present paper we use the
words ‘scheme’ and ‘algorithm’ interchangeably.
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the same problem for networks with general topologies is inherently difficult because of the great
number of boundaries2 in the state space of the problem and requires further research, and we
discuss these issues briefly in Section 5.
There are three key new features of the MM setup, as compared to the iid increments
case treated in [18]. Firstly, in the case of Jackson networks, the Hamiltonian that appears
in the limit Isaacs equation has an explicit formula (see [18, Section 3.6]). In the context
of MM queuing networks there is no such explicit formula. Instead, in the MM setup
we derive two implicit representations for the Hamiltonian: (1) a constrained minimization
representation and (2) a maximum eigenvalue representation (see Section 4.2). The result
that connects these representations seems to be new, we prove it separately in [16]. The
information needed to build IS schemes and to prove their asymptotic optimality has to be
extracted from these representations. In particular, Lemma 4.4 provides information about
the roots of the Hamiltonian and Section 4.5 uses this information to construct the correct
subsolutions.
Secondly, the introduction of the modulating process complicates several arguments in the
proofs. Two new features are (1) a coupling argument is used to establish the bounded increments
property of a transformed process, see Lemma A.6, and (2) in the current setup, as n is let
go to infinity the expressions appearing in the prelimit are replaced by their averaged versions
(compare (4.11) and (4.14)). The subsolution is constructed using the limit equations. To be able
to use the subsolution in the prelimit equations where the various expressions appear without
averaging, a complicated correction term needs to be introduced and handled in the verification
argument (see the proof of Theorem 4.6).
Thirdly, to be able talk about the asymptotic optimality of an IS scheme (in the sense we use
in this paper) it must be known that the probability of interest decays exponentially in n. In the
current setup one naturally expects such a decay. But to the best of our knowledge, the results
currently available in the large deviations (LD) literature or their straightforward extensions do
not establish this exponential decay or identify an LD decay rate. The main result in this paper
implies a lower bound on the exponential decay rate of the overflow probability as the buffer size
n goes to∞ (see (4.29)). A note [15] that is written to accompany the current paper proves that
the same bound also provides an upper bound to this decay rate. These results together establish
the exponential decay of the overflow probability and identify the decay rate (see Theorem 4.8).
A basic review of IS can be found in Section 2. In this paper we limit ourselves only to
the study of the population overflow event of Markov modulated two tandem queues. The
precise formulation of the problem is in Section 3. Section 4 presents the game approach to
IS in the current context. The main results of the paper are also in this section: the optimality
properties of the constructed IS schemes (Theorem 4.7) as well as the identification of the large
deviation rate of the overflow probability (Theorem 4.8). The limit Isaacs Equation, and the
Hamiltonian function that appears in it are derived in Section 4.1. As mentioned earlier, in
the game approach to IS, smooth subsolutions to the limit Isaacs equation and its boundary
conditions are used to construct asymptotically optimal IS schemes. Section 4.5 shows how
one can construct subsolutions which lead to asymptotically optimal IS schemes in the MM
setup. In Section 4.7 we present simulation results for the constructed IS schemes. In Section 5
we comment on future research and discuss the results we presented in this work. Proofs are
collected in the Appendix.
2 In a queuing system with d nodes there are 2d − 1 different boundaries of various dimensions.
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Fig. 1. A two-server Markov modulated tandem queuing network. s is the current state of the modulating Markov process
M .
2. Importance sampling facts
Importance Sampling (IS) is a modification of the Monte Carlo method for rare event
estimation in which one no longer generates samples from the underlying distribution of the
random phenomenon of interest but from some other sampling distribution under which the
event of interest is not rare. To have an unbiased estimator, one also multiplies the samples
with the Radon–Nikodym derivative of the original distribution with respect to the sampling
distribution. The goal in IS is to choose an ‘optimum’ sampling distribution so that the variance
of the estimator is reduced as much as possible.
A natural framework for studying IS concerns the estimation of a family of events {An} in a
probability space (Ω ,F ,P) such that limn − 1n logP(An) = γ, for some positive constant γ .
In order to estimate P(An), importance sampling generates samples under a different
probability measure Pˆn such that P is absolutely continuous with respect to Pˆn , and forms an
estimator by averaging independent replications of
pˆn
.= 1An
dP
dPˆn
, (2.1)
where dP/dPˆn is the Radon–Nikodym derivative, or the likelihood ratio. This importance
sampling estimator is unbiased because
Eˆ[ pˆn] = P(An). (2.2)
The performance of the IS scheme is determined by the variance of the samples pˆn . It follows
from (2.2) that var( pˆn) = Eˆ[ pˆ2n] − (E[ pˆn])2 = Eˆ[ pˆ2n] − (P(An))2 and therefore the variance
of pˆn depends on the sampling distribution only through the second moment of pˆn . Because pn
decays exponentially, one would like the second moment of pˆn to decay exponentially as well.
However, Jensen’s inequality implies that
lim sup
n
−1
n
log Eˆ[ pˆ2n] ≤ lim sup
n
−2
n
log Eˆ[ pˆn] ≡ 2γ.
In other words, the exponential decay rate of the second moment can be at most twice that of the
probability. The IS estimator is said to be asymptotically optimal if the upper bound is achieved,
i.e., if lim infn − 1n logE[ pˆ2n] ≥ 2γ. Because Eˆ[ pˆ2n] = E[ pˆn], this last condition is equivalent to
lim infn − 1n logE[ pˆn] ≥ 2γ. Sometimes 2γ is referred to simply as the “optimal decay rate”.
Remark 1. The requirement that P is absolutely continuous with respect to Pˆn is more stringent
than necessary. It is sufficient that P is absolutely continuous with respect to Pˆn on the set An .
3. Two node tandem MM queuing networks
Let us consider two tandem queues as in Fig. 1. The arrival and service rates of the system
are determined by an exogenous Markov process taking values in M .= {0, 1, 2, . . . ,m0 − 1},
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Let n be a positive integer. We are interested in the following overflow event: the probability that
the total number of customers in the network becomes n before the network empties, given that
at time zero it is empty. This event is the classic overflow rare event studied in, e.g., [12,21].
Because this probability depends only on the state of the network at the times of the jumps of the
modulating process and the network, it will be enough to study the embedded discrete time MM
random walk.
The embedded discrete time random walk is (X,M); X = (X1, X2) represents the number
of customers in each queue and M is the state of the modulating process at jump epochs. Let
v0
.= (1, 0), v1 .= (−1, 1) and v2 .= (0,−1) denote the possible increments of the process X
and let V .= {v0, v1, v2} and V0 .= V ∪ {0}. v0 corresponds to an arrival to the network and vi
corresponds to a service of server i .
Define ∂1 = {(0, x2) ∈ R2 : x2 ∈ R, x2 > 0} and ∂2 = {(x1, 0) ∈ R2 : x1 ∈ R, x1 > 0}.
Note that X ∈ ∂i if queue i is empty. Let Y = {Y (i) = (Y1(i), Y2(i)) : i = 0, 1, 2, . . .} be
the unconstrained increments of the process X = (X1, X2), i.e., X (i + 1) = X (i) + Y (i) if
X (i) 6∈ ∂1 ∪ ∂2. Because server i can serve only if there is a customer in queue i , vi cannot be an
increment of X when X ∈ ∂i . A constraining map pi will implement this discontinuous behavior
of the queuing system on the boundaries ∂1 and ∂2 by annulling the increment Y (i) if Y (i) pushes
the system X out of the positive orthant. For x = (x1, x2)pi : R2+ × V → V ∪ {0} is defined as:
pi(x, v) =
{
0, if x ∈ ∂i and v = vi for some i ∈ {1, 2},
v, otherwise.
X is then written as
X (k + 1) = X (k)+ pi(X (k), Y (k)). (3.3)
Let (Ω ,F) be the underlying probability space equipped with a family of probability
distributions
{
P(x,s)
}
, (x, s) ∈ Z2+ ×M, that satisfy P(x,s)((X (0),M(0)) = (x, s)) = 1. (X,M)
is assumed to be a Markov chain. Let P be a transition matrix on M and Θ(·|s) ∈ M be a set of
probability measures on V . The distribution of (X,M) is given by the following one step jump
probabilities:
P(x,s)(Y (i) = v,M(i + 1) = s1|M(i) = s0)
= P(v, s1|s0) .=
{
P(s1|s0), if s1 6= s0 and v = 0
Θ(v|s0)P(s0|s0), if s1 = s0 and v ∈ V. (3.4)
In other words (X,M) has the following dynamics: if the current state of M is s0, M jumps
to s 6= s0 with probability P(s|s0). In this case Y takes the value 0. With probability P(s0|s0),
M remains at state s0; in this case Y (i) takes the value v0 with probability Θ(v0|s). The new
position of X is computed using (3.3), i.e., X (i + 1) = X (i) + pi(X (i), Y (i)). Note that, Y can
take a nonzero value only when M is not moving, and vice versa.
Assumption 1. P(·|·) is irreducible and aperiodic.
Let s .= (1, 0, 0) ∈ Z2+ × M denote the state of the system at time 0. The probability of an
overflow expressed in terms of X is:
pn
.= Ps(X hits the line {x1 + x2 = n} before 0). (3.5)
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Remark 2. As an initial point, instead of s, one could use any point in {(1, 0, s) : s ∈ M},
which are the set of points that (X,M) will be at as soon as it leaves the set of states in which
the network is empty. The constructed dynamic IS scheme does not depend on this initial point.
Because M is only a finite set and M has a unique invariant distribution, the large deviation
decay rate of pn does not depend on which of the initial points {(1, 0, s) : s ∈ M} we choose to
work with. Therefore proving that a dynamic IS scheme is asymptotically optimal if the process
starts from one of these initial points implies that the same scheme is optimal if the process starts
(perhaps in a random way) from any of the rest.
Importance sampling is a method to estimate rare events. The following stability assumption
ensures that the overflow event indeed is a rare event.
Assumption 2. Let Π be the unique stationary distribution of P (see Assumption 1). Then∑
s∈MΠ (s)P(s|s)(Θ(v0|s)−Θ(vi |s)) < 0, for i = 1, 2.
The stability assumption says that the average arrival rate into the system is less than the average
service rate at each node.
3.1. More definitions
Let TR+(M) be the set of all transition kernels on {M} which are mutually absolutely
continuous with respect to P(·|·). For s ∈ M, let P+s (V) denote the set of probability measures
on V that are mutually absolutely continuous with respect to Θ(·|s). P+ is defined to be the set
of kernels whose members Pˆ(v, s|s0) have the following structure
Pˆ(v, s1|s) =
{
Pˆ(s|s)Θˆ(v|s), if v 6= 0 and s = s1
Pˆ(s1|s) if v = 0 and s 6= s1, (3.6)
where Pˆ(·|·) ∈ TR+(M) and Θˆ(·|s) ∈ P+s (V), for all s ∈ M. And finally, define Dn .=
{(x1, x2, s) ∈ Z2+ ×M : x1 + x2 < n} − {0}, and
Sn
.= {(x1, x2) ∈ Z2+ : x1 + x2 = n}, T en .= min{k : X (k) ∈ Sn},
Don
.= Dn − ∂1 ∪ ∂2, T0 .= min{k : X (k) = 0},
An
.= {T en < T0}, Tn .= T en ∧ T0.
4. Dynamic importance sampling
Consider the Monte Carlo estimation of pn and assume that it is the i th step of the simulation
and (X (i),M(i)) = (x, s). Then the distribution of the process dictates that the next step
(Y (i),M(i + 1)) is sampled from P(·, ·|s), given in (3.4). This sampling continues until X hits
0 or Sn .
In dynamic IS estimation of pn , if the current state is (X (i),M(i)) = (x, s) the next
step (Y (i),M(i + 1)) is sampled from the alternative jump distribution Pˆn(·, ·|x, s), where
Pˆn(·, ·|x, ·) ∈ P+ for all x ∈ Dn . With (Y (i),M(i)) sampled thus, the empirical mean of
iid copies of the following IS sample provide an unbiased estimator of pn :
pˆn
.= 1An
Tn−1∏
i=0
P(Y (i),M(i + 1)|M(i))
Pˆn(Y (i),M(i + 1)|X (i),M(i)) .
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The product appearing in this display corresponds to the Radon–Nikodym derivative in (2.1)
and is the ratio of the probability of the sample path hitting the line Sn or 0 when it is sampled
from P to the probability of the same sample path when sampled from Pˆn . The reason why this
product only goes up to time Tn − 1 is because the event An is determined by time Tn , which is
when the process hits either Sn or 0. Define
U+ .=
{
Pˆ such that Pˆ : Z2+ ×M× V0 ×M→ R+,
Pˆ : (x, s1, v, s2)→ Pˆ(v, s2|x, s1), Pˆ(·, ·|x, ·) ∈ P+, x ∈ Z2+
}
.
Note that the IS sampling distribution Pˆn is a member of U+. The performance of an IS scheme
is defined as lim infn→∞−(1/n) logEs pˆn .
4.1. Derivation of the Isaacs equation
The purpose of this section is to derive a PDE (an Isaacs equation) that is the key tool in
optimal dynamic IS scheme construction. A formal derivation will suffice as we will later prove
our claims using a verification argument. Our goal is to choose a stochastic kernel Pˆn ∈ U+ so
that the second moment Es[ pˆn] is reduced as much as possible. For (x, s) ∈ Dn define
Vn(x, s)
.= inf
Pˆn∈U+
E(x,s)[ pˆn]
= inf
Pˆn∈U+
E(x,s)
[
1An
Tn∏
i=1
P(Y (i),M(i + 1)|M(i))
Pˆn(Y (i),M(i + 1)|M(i), X (i))
]
, (4.7)
where E(x,s) denotes expectation against the measure P(x,s). Vn(s) determines the smallest
attainable estimator variance among IS schemes constructed from stochastic kernels in U+ and
the infimizer of (4.7) for (x, s) = s gives the IS change of measure that defines the IS estimator
of pn with the smallest possible variance.
It is clear from (4.7) that Vn can be interpreted as the value function of a stochastic control
problem and that it satisfies the following dynamic programming equation (DPE):
Vn(x, s) = inf
Pˆ(·,·|·)∈P+
∑
(v,s1)∈V0×M
Vn(x + pi(x, v), s1) P(v, s1|s)
Pˆ(v, s1|s)
P(v, s1|s), (4.8)
for (x, s) ∈ Dn . In addition to (4.8) the following boundary condition holds:
Vn(x, s) = 1, for all x ∈ Sn, s ∈M, (4.9)
because if X is on Sn at time 0, it trivially hits Sn before 0 and therefore P(x,s)(An) = 1.
The idea is now to rescale Vn and send n to∞ and obtain a differential equation. We expect
pn to decay exponentially in and n and this suggests that − 1n log is the appropriate scaling.
Therefore define:
Wn(x, s)
.= −1
n
log Vn(x, s).
Rewriting (4.8) in terms of Wn gives:
Wn(x, s) = 1n supPˆ∈P+
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×
− log ∑
(v,s1)∈V0×M
exp
(
−
[
nWn(x + pi(x, v), s)
− log P(v, s1|s)
Pˆ(v, s1|s)
])
P(v, s1|s)
 . (4.10)
The next step in the game approach is to use the following representation theorem to convert
(4.10) into a discrete Isaacs equation.
Remark 3. Relative Entropy Representation for Exponential Integrals: Let (S,F) be a
measurable space and f : S → R a bounded measurable function. Denote by P(S) the space of
probability measures on (S,F). Then for any γ ∈ P(S), we have
− log
∫
S
e− f dγ = inf
θ∈P(S)
[
R(θ ‖ γ )+
∫
S
f dθ
]
.
Furthermore, the minimizer on the right-hand side is mutually absolutely continuous with respect
to γ . Here the relative entropy R(· ‖ ·) is defined as
R(θ ‖ γ ) .=

∫
S
log
dθ
dγ
dθ; if θ  γ ,
∞; otherwise.
We refer the reader to [1, Proposition 1.4.2] for the proof.
Applying this representation theorem to (4.10) and taking Wn(x, s) to the right-hand side
gives the prelimit Isaacs equation:
0 = sup
Pˆ∈P+
inf
P¯∈P+
 ∑
(v,s1)∈V0×M
(Wn(x + pi(x, v), s1)−Wn(x, s))P¯(v, s1|s)
×
∑
(v,s1)∈V0×M
+1
n
(
log
Pˆ(v, s1|s)
P(v, s1|s) + log
P¯(v, s1|s)
P(v, s1|s)
)
P¯(v, s1|s)
 . (4.11)
In the dynamic game associated with (4.11) X has dynamics (3.3) and its distribution is
determined by the control P¯ . At each discrete time i step the process X accumulates the following
running cost:
1
n
[
log
Pˆ(Y (i),M(i + 1)|M(i), X (i))
P(Y (i),M(i + 1)|X (i)) + log
P¯(Y (i),M(i + 1)|M(i), X (i))
P(Y (i),M(i + 1)|X (i))
]
.
In order to let n → ∞ the time and space variables need to be rescaled. To that end, define
the scaled process Xn(t):
Xn(t)
.= 1
n
X (bntc). (4.12)
The value function of the game that goes with the scaled process Xn is W˜n(x, s)
.= Wn(nx, s).
The exit boundary Sn of the unscaled process X translates into the exit boundary ∂e
.= {(x1, x2) ∈
R2+ : x1 + x2 = 1} for Xn .
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To derive the limit PDE we initially assume that the position Xn(0) = x of the scaled process
at time 0 is away from the boundaries ∂i during the short fixed time interval [0,∆t] and hence
away from the discontinuous dynamics on these boundaries, i.e,
pi(Xn(t), v) = v, t ∈ [0,∆t]. (4.13)
Let Pˆ(·, ·|·), P¯(·, ·|·) in P+ be the controls of the players during the time interval [0,∆t].
Let Pˆ(·|·) and Θˆ(·|·) [P¯(·|·) and Θ¯(·|·)] be the stochastic kernels that define Pˆ(·, ·|·) [P¯(·, ·|·)]
through definition (3.6). By Assumption 1 and (3.6), P¯(·|·) has a unique stationary distribution
Π¯ such that Π¯ and Π are mutually absolutely continuous, where Π is the stationary distribution
of P(·|·) given in (3.4). With controls fixed during the fixed time interval [0,∆t], the ergodicity
assumptions and the law of large numbers scaling in (4.12) suggest that for large n:
1. Approximately, W˜n(x, s) does not depend on s,
2. In the short time interval [0,∆t],
(a) Xn will accumulate a running cost of approximately:
∆t
∑
(v,s1)∈V0×M
[
log
Pˆ(v, s1|s)
P(v, s1|s) + log
P¯(v, s1|s)
P(v, s1|s)
]
P¯(v, s1|s)Π¯ (s),
(b) Xn will approximately have the averaged dynamics of X :
Xn(∆t) ≈ Xn(0)+∆t
∑
s∈M
[∑
v∈V
vΘ¯(v|s)
]
P¯(s|s)Π¯ (s).
Note that to observe (b), one makes use of assumption (4.13).
These considerations suggest that if W˜n(x, s) → W (x) as n → ∞, W satisfies the following
Isaacs equation:
H(DW (x)) = 0, for all x ∈ D .=
{
(x1, x2) ∈ R2+, x1 + x2 ≤ 1
}
, (4.14)
where H : R2 → R is defined as
H(p)
.= sup
Pˆ∈P+
inf
P¯∈P+
∑
s∈M
〈
p, F(Θ¯(·|s))〉 P¯(s|s)Π¯ (s)
+
∑
s∈M
 ∑
v∈V0,s1∈M
[
log
Pˆ(v, s1|s)
P(v, s1|s) + log
P¯(v, s1|s)
P(v, s1|s)
]
P¯(v, s1|s)
 Π¯ (s)
 (4.15)
and F : P(V) → R, F(θ) = ∑v∈V vθ(v). F(θ) is the mean direction of increment of
the queuing process X when it is away from the boundaries ∂i and its next increment Y (i)
has distribution θ . As in the non-modulated case, [18,17], the following Neumann boundary
conditions accompany (4.14):
〈DW (x),−vi 〉 = 0 if x ∈ ∂i , i ∈ {1, 2}. (4.16)
It is well known in the control theory literature that constrained dynamics such as (3.3) imply
boundary conditions such as (4.16) for the limit PDE; see [13].
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Finally the following Dirichlet condition on the boundary ∂e follows from (4.9):
W (x) = 0, x ∈ ∂e. (4.17)
4.2. Two representations of the Hamiltonian
In this section we derive a constrained minimization representation as well as an eigenvalue
representation for the Hamiltonian H .
4.2.1. Constrained minimization representation
For s ∈M define
Hs(p)
.= inf
θ∈P+s (V)
{〈p, F(θ)〉 + 2R(θ ‖ Θ(·|s))} . (4.18)
Hs(·) is nothing but the Hamiltonian that appears in the limit PDE associated with the IS
of overflow of two tandem nodes with fixed (i.e., non-modulated) jump parameters Θ(·|s)
(see Section 3.6 of [18]). We have the following lemma concerning Hs ; it follows from [18,
Proposition 3.4] and its proof is omitted.
Lemma 4.1. Let Hs be defined as in (4.18).
1. For each p = (p1, p2) ∈ R2, there exists a minimizer Θˆ∗[p](·|s) ∈ P+s (V ) given by
Θˆ∗[p](·|s) = 1
N (p, s)
(
Θ(v0|s)e−p1/2,Θ(v1|s)e(p1−p2)/2,Θ(v2|s)ep2/2
)
, (4.19)
where N (p, s)
.= [Θ(v0|s)e−p1/2 +Θ(v1|s)e(p1−p2)/2 +Θ(v2|s)ep2/2] .
2. Hs has the following explicit formula:
Hs(p) = −2 log N (p, s). (4.20)
3. Hs is concave.
For a joint probability distribution Pˆ(·, ·) on M×M, let Pˆ1(·) [Pˆ2(·)] denote the first [second]
marginal of P , i.e., for s0 ∈M
Pˆ1(s0)
.=
∑
s∈M
Pˆ(s0, s), Pˆ
2(s0)
.=
∑
s∈M
Pˆ(s, s0).
For a transition matrix Pˆ(·|·) on M×M and a probability distribution µ on M let Pˆ⊗µ be the
joint distribution defined by them on M×M. Let P+(M×M) denote the set of joint probability
distributions on M ×M that are mutually absolutely continuous with respect to P ⊗ Π , where
P(·|·) is the transition matrix given in (3.4) and Π its unique invariant distribution. Recall that
Π exists by Assumption 1. Here is the constrained minimization representation of H .
Lemma 4.2. H of (4.15) satisfies
H(p) = inf
Pˆ∈P+
{∑
s∈M
[
〈p, F(Θˆ(·|s))〉Pˆ(s|s)+ 2R(Pˆ(·, ·|s) ‖ P(·, ·|s))
]
Πˆ (s)
}
, (4.21)
and
H(p) = inf
Pˆ∈P+(M×M),Pˆ1=Pˆ2
{∑
s∈M
Hs(p)Pˆ(s, s)+ 2R(Pˆ ‖ P ⊗ Pˆ1)
}
. (4.22)
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Proof. Note that for P ∈ P+ with stationary distribution Π , Pˆ .= P ⊗ Π is a member of
P+(M × M) with Pˆ1 = Pˆ2 = Π . This one-to-one correspondence is used to convert the
min–max problem in (4.15) which has an eigenvector appearing in it into a min–max problem
over P+(M ×M) with linear constraints Pˆ1 = Pˆ2 but without any eigenvectors. Once this is
done one can proceed as in Proposition 3.5 of [18] to establish (4.21) and (4.22). 
From (4.21) it is clear that (4.14) can be thought of as a Hamilton Jacobi Bellman equation
and that the limit dynamic game can also be represented as an optimal control problem. Except
for the 2 factor in (4.21), the same HJB equation and the limit control problem appear in the large
deviations analysis. For more on this connection, see [4,18,15].
4.2.2. Eigenvalue representation
A crucial step in the optimality proof in [18], which treats the problem under consideration
without the modulating Markov chain, was to convert an inf similar to (4.22) to the log of
an exponential sum using the relative entropy representation (see [18, Appendix B, proof of
Theorem 3.14]). This theorem cannot be directly applied to (4.22) because (1) both arguments of
the relative entropy term in (4.22) depend on Pˆ and (2) the inf in (4.22) is over a constrained set.
However, one can derive a log representation formula for (4.22) that is similar to the one
presented in Remark 3. This representation is the subject of the next lemma. Define
f (s1, s2; p) .=
{Hs1(p)
2
, s1 = s2
0, otherwise.
A(s1|s2; p) .= P(s1|s2)e− f (s1,s2;p), (4.23)
where i ∈ {1, 2} and s1, s2 ∈M.
Lemma 4.3. Let A be defined as in (4.23). Then H(p) = −2 log C∗(p), where C∗(p) is the
largest eigenvalue of A. Furthermore, let a∗[p] be the unique probability right eigenvector of
the eigenvalue C∗(p). Then the minimizer of (4.22) has the following transition matrix:
Pˆ∗[p](s2|s1) .= e− f (s1,s2;q)P(s2|s1) a
∗[p](s2)
C∗(p)a∗[p](s1) . (4.24)
The author has not been able to locate a previous proof of this result in the literature. A proof
using convexity and differentiation can be found in [16].
4.3. Geometry of the Hamiltonian
The zero level set of H for the following set of parameters which correspond to a stable system
P =
 0.9 0.099 0.0010.7 0.2 0.1
0.001 0.8 0.199
 , Θ(·|0) = (0.1, 0.5, 0.4),Θ(·|1) = (0.2, 0.5, 0.3),
Θ(·|2) = (1/3, 1/3, 1/3),
and the vectors −vi that appear in the boundary condition (4.16) are depicted in Fig. 2. This
figure was drawn using Lemma 4.3 at 400 grid points. The total time for this computation using
Octave [9] on an ordinary PC was a couple of seconds. The dynamic IS schemes constructed in
Section 4.5.1 require the execution of the same minimization problem at only two points in the
whole IS estimation procedure of pn .
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Fig. 2. The zero level set of H .
Fig. 2 is qualitatively the same as in the non-modulated two tandem queues case (see Figure
2.4 in [17]). The important roots are r1 = −(r1, r1) and r2 = −(r2, 0). r1 lies on the negative
side of the diagonal line p1 = p2 and is a root of H and perpendicular to −v1 and therefore
satisfies the boundary condition (4.16) for ∂1. Similarly, r2 lies on the negative side of the p1
axis and is a root of H and satisfies the boundary condition (4.16) for ∂2. In the rest of the paper
these roots will be very useful in two ways: (1) the large deviation decay rate of pn will be
identified as 0.5(r1 ∧ r2) and (2) r1 and r2 will be used to construct a smooth subsolution-based
optimal IS scheme to estimate pn . The next lemma, whose proof is in the Appendix, states that
the stability assumption guarantees the existence of gradients r1 and r2 with the above mentioned
properties.
Lemma 4.4. Under Assumption 2 there exist r1 = −(r1, r1), r1 > 0 such that H(r1) = 0 and
r2 = −(r2, 0), r2 > 0 such that H(r2) = 0.
4.4. Subsolutions and importance sampling schemes
In the game approach, smooth subsolutions to the Isaacs equation (4.14) and its boundary
conditions are used to construct optimal IS schemes. For a discussion on why the subsolutions
are the right choice for optimality, see [6, Section 2].
Definition 4.1. For an ε ≥ 0, a function W : D¯ → R is said to be a classical ε-subsolution to
the Isaacs equation (4.14) and boundary conditions (4.16) and (4.17) if
1. W is continuously differentiable,
2. H(DW (x)) ≥ −ε for every x ∈ D,
3. W (x) ≤ ε for x ∈ ∂e,
4. 〈DW (x),−vi 〉 ≥ −ε for x ∈ ∂i , i = 1, 2.
W is simply called a subsolution if ε = 0.
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A subsolution (or any smooth function) W can be converted into an IS stochastic kernel to
estimate pn with the following algorithm:
If the current position of (X,M) is (x0, s0) ∈ Dn set p0 = D(W (x0/n)) and
1. use the transition matrix Pˆ∗[p0](·|s0), defined in (4.24) to sample the next step of M .
2. If the process M remains at state s0, then sample the next step of X from Θˆ∗[p0](·|s0), defined
in (4.19).
This way of defining a stochastic kernel from a subsolution is analogous to the classical way of
defining a feedback control from the value function of the control problem, see for example [10,
Chapter VI]. A practical drawback of this approach is that it requires the solution of the
(potentially high dimensional) constrained minimization problem (4.22) at every step of (X,M).
However, as we will see in the next subsection, if the smooth subsolutions are constructed using
a simple method based on piecing together affine functions and then smoothing them (as was
done in [18]), there is another way of computing IS transition kernels out of subsolutions that
requires solving (4.22) only once for the gradients of the affine pieces prior to the simulation.
4.5. Construction of smooth subsolutions
As we have mentioned earlier, a smooth subsolution that will be useful for purposes of IS in
the present setup can be constructed by piecing together affine functions. For the tandem queue
problem under consideration, it turns out that three affine functions will always be enough to
construct the needed smooth subsolution. The main task consists of identifying the constant
gradients of each of these affine functions. This idea is parallel to the construction in the
non-modulated Jackson networks treated in [18,17] (see also [7,6] for similar constructions).
The difference is in how one identifies the right gradients: in [18,17] the explicit formula for
the Hamiltonian directly gives the right gradients. Here we have to extract this information
(Lemma 4.4) from the eigenvalue representation of the Hamiltonian and the stability assumption.
One of the gradients will be ρ0
.= (0, 0), which is used to patch together the rest of the
gradients around the origin. The identification of the other two gradients is done by considering
the following two cases:
r1 < r2: In this case, the required gradients are: ρ1
.= r1, ρ2 .= −(r1, 0).
r1 ≥ r2: In this case, the required gradients are: ρ1 .= −(r2, r2), ρ2 .= r2.
These two cases are depicted in Fig. 3.
In addition let
γ0
.= 1
2
r1 ∧ r2.
Define the affine functions Wˆ δk (x)
.= 〈ρk, x〉+2γ0+(2−k)δ, k = 0, 1, 2, and piece them together
by taking their minimum: Wˆ δ(x)
.=∧3k=0 Wˆ δk (x). To obtain the desired smooth subsolution one
mollifies Wˆ δ . One smoothing method that leads to very efficiently implementable algorithms is
the so-called exponential weighting [7,6,18]. Define
W ε,δ(x)
.= −ε log
3∑
k=1
exp
{
−1
ε
Wˆ δk (x)
}
. (4.25)
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Fig. 3. The gradients ρ1 and ρ2.
By Lemma 3.12 of [18], W ε,δ → Wˆ δ as ε → 0. In addition, W ε,δ is evidently continuously
differentiable and a simple direct calculation gives
DW ε,δ(x) =
3∑
k=1
w
ε,δ
k (x)ρk, (4.26)
where
w
ε,δ
i (x)
.=
exp
{
−Wˆ δi (x)/ε
}
3∑
k=1
exp
{
−Wˆ δk (x)/ε
} . (4.27)
The next lemma asserts that W ε,δ is a smooth ε¯-subsolution to (4.14) and the boundary condition
(4.16) and (4.17), where ε¯ = −2γ0 exp {−δ/ε}. It is similar to [18, Lemma 5.2] and its proof is
omitted.
Lemma 4.5. The function W ε,δ as defined in (4.25) satisfies
1. H(DW ε,δ(x)) ≥ 0 for all x ∈ D,
2. W ε,δ(x) ≤ 0 for all x ∈ ∂e,
3. W ε,δ(0) ≥ 2γ0 − 3(δ + ε),
4. 〈DW ε,δ(x),−vi 〉 ≥ −2γ0 exp {−δ/ε} for every x ∈ ∂i .
5. There exists a constant C which only depends on the system parameters Θ(·|·) and P(·|·)
such that∣∣∣∣∂2W ε,δ(x)∂xi∂x j
∣∣∣∣ ≤ Cε
for every x ∈ D¯ and every i, j .
4.5.1. IS transition kernel defined by W ε,δ
For p ∈ R2, v ∈ V0 and s, s1 ∈M define
Pˆ∗[p](v, s1|s) .=
{
Pˆ∗[p](s1|s)Θˆ∗[p](v|s), if v 6= 0, s = s1,
Pˆ∗[p](s1|s) if v = 0, s 6= s1.
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The IS stochastic kernel P∗(·, ·|·, ·) defined by W ε,δ is the following: for (x, s) ∈ Dn
Pˆ∗(v, s1|x, s) =
2∑
k=0
Pˆ∗[ρk](v, s1|s)wε,δk (x/n). (4.28)
Pˆ∗ is a weighted average of the IS stochastic kernels defined by each of the gradients ρ0, ρ1 and
ρ2. The IS stochastic kernel defined by ρ0 = 0 is the original stochastic kernel of the system
P(·|·, ·) given in (3.4). Pˆ∗ depends on the current position x of the queuing system only through
the weights wε,δk . These are the weights that determine the decomposition of DW
ε,δ(x) into ρ0,
ρ1 and ρ2 (see (4.26)). The only relatively expensive parts of the definition (4.28) are Θˆ∗[ρk](·|s)
and Pˆ∗[ρk](·|·), k = 1, 2. The computation of these terms require the numerical solution of
(4.22). The good news is that these terms do not depend on the position x of the queuing system,
and therefore, for each estimation problem, they have to be computed only once, and for even
relatively large number of states standard algorithms can easily solve these problems numerically.
4.6. Optimality results
We have the following result regarding the asymptotic performance of the IS scheme based
on W ε,δ:
Theorem 4.6. There exists a pair of positive constants (A, B) that only depend on the system
parameters in (3.4) such that, provided ε/δ < B, the performance of the IS scheme based on
W ε,δ is at least 2γ0 − F(ε, δ), where F(ε, δ) .= 3(ε + δ)+ A exp{−δ/ε}.
The proof of this result is in the Appendix. We will see presently that γ0 actually is the large
deviation decay rate of pn . Therefore, Theorem 4.6 says that the dynamic IS scheme defined by
W ε,δ is only F(ε, δ) away from asymptotic optimality. F(ε, δ) is the performance penalty paid
for using the same ε¯-subsolution for all n. We quote the following remark from [18]:
Remark 4. The formula of F also provides an interesting relation between ε and δ. For each
fixed small ε, it is not difficult to check that F(ε, ·) is minimized at
δ = −ε log ε + ε log A
3
≈ −ε log ε.
This suggests that a good strategy is to set δ = −ε log ε. Note that in this case, when ε is small,
so is δ, even though δ is comparatively larger than ε.
One can eliminate the penalty F(ε, δ) by allowing ε and δ to depend on n (see [17, Section
2.2] for a discussion on why one has to vary ε to attain asymptotic optimality). For a positive
sequence (εn, δn) let
{
W εn ,δn
}
be a sequence of smooth subsolutions defined as in (4.25). The
IS scheme generated by this sequence is constructed exactly as in Section 4.5.1, except now that
the formula for wδn ,εnk obviously depends on n through εn and δn .
Theorem 4.7. If δn → 0, εn/δn → 0 and nεn → ∞ then the performance of the IS scheme
generated by the sequence
{
W εn ,δn
}
is bounded below by 2γ0, i.e.,
lim inf
n→∞ −(1/n) logEs pˆn ≥ 2γ0.
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One obtains the proof of Theorem 4.7 by modifying the proof of Theorem 4.6. We refer the
reader to the proof Theorem 3.17 in [18] for an identical argument and omit the proof.
An immediate consequence of Theorem 4.7 is that
lim inf
n
−(1/n) log pn ≥ γ0. (4.29)
[15] proves that lim supn→∞−(1/n) log pn ≤ γ0. These inequalities establish that the
exponential decay rate of pn is γ0:
Theorem 4.8. Let pn be the overflow probability defined in (3.5).
γ0 = lim
n
−1
n
log pn
under the stability Assumption 2.
A corollary of Theorems 4.7 and 4.8 is that the IS scheme generated by the sequence
{
W εn ,δn
}
is asymptotically optimal.
4.7. Numerical results
In this subsection we present a numerical estimation result. Our goal here is not a thorough
practical analysis of the IS algorithm developed but rather to show the reader that the IS algorithm
construction method described in this paper is simple to implement and has the potential to give
good practical results.
The estimation was done as follows: first a smooth subsolution is constructed as described in
Section 4.5. Then the IS sampling distribution is computed from this subsolution using (4.28).
The buffer overflow probability pn(x) is related to pn(y) through the Markov property, where
y are the states of the system that are one step away from x . For small values of n this linear
relation can be used to compute pn very accurately through iterating the transition matrix of the
system. We call the approximation computed through this iteration process “exact” and use it as
a benchmark in the following example.
For this numerical example we took Θ(·|0) = (0.1, 0.5, 0.4), Θ(·|1) = (0.2, 0.4, 0.4) and
P =
(
0.5 0.5
0.2 0.8
)
.
This is a system with two states. The second state has slightly higher traffic. The system remains
in this state approximately 70% of the time. For these parameter values r1 and r2 were computed
numerically (with Octave software [9]) using (4.22): r1 = 1.5809, r2 = 1.6602. The gradients
to be used in the IS algorithm are: ρ1 = −1.5809(1, 1), ρ2 = −1.5809(1, 0). ρ1 and ρ2 have the
following transition matrices (these are the minimizers in (4.22), or equivalently the transition
probabilities given in (4.24)):
Pˆ∗[ρ1] =
(
0.4237 0.5763
0.1735 0.8265
)
, Pˆ∗[ρ2] =
(
0.4266 0.5734
0.1767 0.8233
)
.
The jump probabilities corresponding to ρ1 and ρ2 are computed explicitly using the formula
(4.19).
The buffer size n = 30. The exact probability for the parameter values listed above is
p30 = 9.14× 10−10. For each estimate K = 10 000 samples were used. In addition the smooth
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Table 1
Simulation results
Estimate pˆn Standard error 95% Confidence interval
8.58× 10−10 0.34× 10−10 [7.91, 9.26] × 10−10
8.52× 10−10 0.38× 10−10 [7.76, 9.28] × 10−10
9.85× 10−10 0.50× 10−10 [8.85, 10.85] × 10−10
8.99× 10−10 0.43× 10−10 [8.14, 9.84] × 10−10
8.90× 10−10 0.50× 10−10 [7.90, 9.90] × 10−10
subsolution parameters (δ, ε) are taken to be (0.2, 0.1) using Remark 4 as a guideline. Five
consecutive estimates using the subsolution-based algorithm are presented in Table 1. The 95%
confidence intervals are pˆn + [−2SE, 2SE], where SE is the standard error displayed under the
standard error column. These intervals are only formal, i.e., we make no assertion about the
distribution of these errors. Note that all estimates are close to the exact value 9.14× 10−10. The
95% percent confidence intervals are all tight and happen to contain the exact value.
5. Discussion
In the present paper we have tried to extend the game approach to IS of Dupuis and Wang [4,
7,6,18] to buffer overflows of two tandem queues with modulated dynamics. Theorem 4.6 states
that in order to construct asymptotically optimal IS schemes for this setup it is enough to
construct appropriate smooth subsolutions to (4.14) and the boundary conditions (4.16) and
(4.17). A similar theorem is expected to hold for general modulated queuing networks. By
analogy with the iid setup, we would expect one main difference: when dealing with a network
with a general topology, one would probably use the boundary Hamiltonians to specify the
boundary conditions instead of the simple Neumann conditions (4.16) that we used in the current
paper. For a similar situation in the iid case see the general boundary conditions specified by
means of boundary Hamiltonians and the optimality theorem in [17, Chapter 4]. The second issue
is the construction of subsolutions. In the current paper, we guessed the right subsolution from
our experience with the iid case. In our opinion, the main problems in this direction are (1) finding
out whether it is possible to construct simple appropriate smooth subsolutions for any stable
modulated queuing network of arbitrary topology, e.g., by piecing together affine functions, as
we did in this paper and was done in, e.g., [18,7] and (2) the construction of algorithms that
automatically generate appropriate subsolutions given the parameters of a stable network. To the
best of our knowledge, these problems are open even in the iid increments case, i.e., Jackson
networks. The most general result known to the author in these directions, in the context of
queuing networks is in [14], in which an algorithm is developed that automatically constructs a
smoothed piecewise affine subsolution for any given Jackson network with a tree topology and
two different types of overflow events, namely, (1) one buffer shared by all queues, as we studied
in this paper, and (2) each node with a separate buffer.
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Appendix. Proofs
Theorem A.1. There exists a positive constant c > 0, which only depends on the system
parameters such that
lim sup
n→∞
sup
(x,s)∈Dn
1
n
logE(x,s)
[
ecTn
]
<∞. (A.30)
The program that leads to this theorem is rather long but it parallels the argument that leads
to Proposition A.1 in [18] (or Theorem A.1.1 in [17]). Therefore, instead of writing down the
proofs of all the intermediate results, we will indicate extra steps or modifications on the original
arguments needed for the current setup. To prove the existence of a constant c > 0 that satisfies
(A.30) it is enough, to prove the following:
Theorem A.2. There exists positive constants t0, A and N0 such that for any integer n > N0:
P(x,s)(Tn > nt0) ≤ e−n A, ∀(x, s) ∈ Dn .
One obtains Theorem A.1 from Theorem A.2 via an argument based on repeated conditioning
and the Markov property. For details, see the last several paragraphs of the proof of Proposition
A.1 in [18]. Two things make the proof of Theorem A.2 difficult: (1) it concerns the probability
of hitting a stable point (namely, 0), rather than getting very close to it and (2) the process X has
discontinuous dynamics. As in [18], one tackles these difficulties by reducing the theorem to a
statement about a one-dimensional process. Define:
S(x, s)
.= E(x,s)[T0], x ∈ Z2+, s ∈M,
where T0 is the first time the process X hits 0. Thanks to the stability assumption, S(x, s) is finite.
The one-dimensional process, Z , is
Z(k + 1) .=
{
T0 − k, k ≥ T0
S(X (k + 1),M(k + 1)), k < T0. (A.31)
Let
Zn(t)
.= 1
n
[Z(bntc)+ (nt − bntc)(Z(bntc + 1)− Z(bntc))] .
We will prove two large deviations (LD) upper bounds for Zn , Theorems A.3 and A.4.
Theorem A.3 implies Theorem A.4, which in turn implies Theorem A.2.
For (x, s) ∈ Z2+ ×M and α, β ∈ R let
H(x, s, α)
.= logE(x,s)
[
eα(Z(1)−Z(0))
]
, H(α)
.= sup
(x,s)∈Z2+×M
H(x, s, α),
L(β)
.= sup
α∈R
{αβ − H(α)}.
Let C([0, T ],R) denote the set of continuous functions on [0, T ] with range R. For φ ∈
C([0, T ],R), φ˙ denotes the derivative of φ whenever it exists. Let 0 < T <∞ be some constant
terminal time. An LD upper bound rate function for Zn is R0T : C([0, T ],R)→ R:
R0T (φ)
.=

∫ T
0
L(φ˙(s))ds if φ is absolutely continuous,
∞ otherwise.
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For z ∈ R define Φz(s) .= {φ, φ(0) = z, R0T (φ) ≤ s}. In the following pages ρ(·, ·) denotes the
sup distance on C([0, T ],R). The first LD upper bound for Zn is as follows.
Theorem A.3. Let a constant T > 0 be given and let R0T , Φz(s) be defined as above. Then:
(a) R0T ≥ 0,
(b) there exists C0 <∞ such that
{φ ∈ C([0, T ],R) : R0T (φ) <∞} ⊂ {φ ∈ C([0, T ],R) : |φ˙| ≤ C0},
(c) R0T (φ) = 0 if and only if φ(t) = φ(0)− t ,
(d) For s ∈ [0,∞) and F ⊂ R, ⋃z∈F Φz(s) is compact if F is,
(e) Given real numbers h, γ > 0 and s ≥ 0 there exists an integer N0 > 0 such that for n > N0
1
n
logP(x,s)
(
ρ(Zn,Φzn (s)) > h
) ≤ −s + γ, ∀ (x, s) ∈ Dn,
where zn
.= 1n S(x, s).
Theorems A.2 and A.4 are corollaries of the above result. We first prove them. Define
C1
.= sup
n∈N
{
max
(x,s)∈Dn
S(x, s)
n
}
.
Lemma A.5, which does not depend on the following result, implies that C1 <∞.
Theorem A.4. Let a constant δ > 0 be given. Define
τ nδ
.= inf{t : Zn(t) 6∈ [−δ,C1 + δ]}.
Then there exists positive constants N0, t0, and A such that for n > N0
P(x,s)
(
τ nδ > t0
) ≤ e−n A, ∀(x, s) ∈ Dn .
Proof. This proof follows from Theorem A.3 exactly as Theorem A.1.3 follows from Theorem
A.1.2 in [17]. The argument is a standard Wentzell–Friedlin type argument [11, Section 4.2].

Proof of Theorem A.2. Notice that for a fixed positive real number t , {Tn ≥ nt} ⊂ {τ nδ ≥ t}.
By Theorem A.4 there exist constants A, t0, N0 > 0 such that if n > N0 ∀(x, s) ∈ Dn
P(x,s)(τ nδ ≥ t0) ≤ e−n A,
which implies P(x,s)(Tn ≥ nt0) ≤ P(x,s)(τ nδ ≥ t0) ≤ e−n A and proves the result. 
It only remains to prove Theorem A.3. As was the case for the analogous result in the non-
modulated case, the proof of this result follows from two important properties of the increments
of the process Z :
|Z(k + 1)− Z(k)| ≤ C2, (A.32)
where C2 is a constant that only depends on the parameters of the system and
E[Z(k + 1)− Z(k)|Fk] = −1, (A.33)
where Fk .= σ(X (0),M(0), X (1),M(1), X (2),M(2), . . . , X (k),M(k)).
The proof of (A.33) is unchanged from the non-modulated setup, we refer the reader to
Lemma A.4 of [18]. The proof of (A.32) begins with the following result.
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Lemma A.5. There exists a constant C such that
|S(x, s)− S(y, s)| ≤ C(|x1 − y1| + |x2 − y2|)
for all x, y ∈ Z2+ and s ∈M.
The proof of Lemma A.5 is based on a path-by-path analysis of the process (X,M) and is
very similar to the proof of Lemma A.2 in [18] and hence omitted. We are now ready to prove
(A.32).
Lemma A.6. |Z(k+1)−Z(k)| ≤ C2, ∀ k ∈ Z+, where C2 <∞ is a constant that only depends
on the parameters of the system.
Proof. Fix k ∈ Z+. By definition (A.31)
Z(k + 1)− Z(k) = −1{k≥T0} + 1{k<T0}[S(X (k + 1),M(k + 1))− S(X (k),M(k))].
This implies |Z(k + 1) − Z(k)| ≤ 1 ∨ |S(X (k + 1),M(k + 1)) − S(X (k),M(k))|. Hence it is
enough to find C2 such that
|S(X (k + 1),M(k + 1))− S(X (k),M(k))| ≤ C2.
By definition X (k + 1) = X (k) + pi(X (k), Y (k)) and X (k) ∈ Z2+. Hence the possible nonzero
values that S(X (k + 1),M(k + 1))− S(X (k),M(k + 1)) can take are:
S(x + v, s)− S(x, s), (x, s) ∈ Z2+, s ∈M, v ∈ V, (A.34)
S(x, s1)− S(x, s), x ∈ Z2+, s, s1 ∈M. (A.35)
It follows from Lemma A.5 that there is a constant C1 that does not depend on x and that bounds
from above the absolute value of the difference in (A.34).
One can use the following coupling argument to reduce (A.35) to a case covered by
Lemma A.5. Fix an x ∈ Z2+ and s0, s1 ∈ M. We would like to show that there exists a constant
C2, independent of x, s1 and s2 such that
|S(x, s1)− S(x, s2)| ≤ C2. (A.36)
Take two independent copies of the process (X,M): (X,M) and (X˜ , M˜), with (X,M) starting
at point (x, s1) and (X˜ , M˜) starting at (x, s2). Let {F2n } be the filtration generated by the joint
process. By Assumption 1, the transition matrix of M is aperiodic and irreducible. This implies
that the joint Markov chain (M, M˜) on M × M is irreducible as well (see, for example, [8,
Convergence Theorem, page 314]). Therefore, the coupling time τc
.= infi≥0{(M(i), M˜(i)) ∈
(s, s), s ∈M} has finite expectation: E[τc] <∞.Note that τc does not depend on x and therefore
neither does E[τc]. (Note that the expectation here is with respect to the product distribution of
the joint process).
Let T˜0 denote the first time X˜ hits 0. Then |S(x, s1)− S(x, s2)| = |E[T0 − T˜0]|. We break the
last integral into four separate cases:
E
[
T0 − T˜0
]
= E
[
1{T0≤τc}1{T˜0≤τc}(T0 − T˜0)
]
+ E
[
1{T0≤τc}1{T˜0>τc}(T0 − T˜0)
]
+E
[
1{T0>τc}1{T˜0≤τc}(T0 − T˜0)
]
+ E
[
1{T0>τc}1{T˜0>τc}(T0 − T˜0)
]
.
The strong Markov property of the joint process ((X,M), (X˜ , M˜)), Lemma A.5 and the fact that
E[τc] is finite and independent of x imply that each of the four terms above are bounded by a
constant independent of x . This implies (A.36) and finishes the proof. 
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Proof of Theorem A.3. Parts (a) and (b) are properties of the rate function that directly follow
from its definition. For details, see the proofs of Lemma A.3 in [18] and Theorem A.1.2 in [17].
Part (c) follows from (A.33). For a detailed argument, see the proof of Lemma A.3 in [18]. Part
(d) is a standard result that follows from the bounded increments property of Z (A.32). See,
e.g., [2, Proposition 2.1], or [3, Section 4].
The proof of part (e) is standard in the LD literature. It follows directly from the definition
of R0T and once again from the bounded increments property of Z . For a similar argument, we
refer the reader, to [3, Section 4]. 
Before we begin the proof of our main optimality theorem we prove the following simple
bound:
Lemma A.7. Let ρk , k = 0, 1, 2 be defined as in Section 4.5, and a∗[p] be the right probability
eigenvector defined in Lemma 4.3. Then
η
.= min
s∈M,k∈{0,1,2} a
∗[ρk](s) > 0.
Proof. By its definition, a∗[ρk] is the right eigenvector of the matrix A(·|·; ρk) defined in (4.23).
A(·|·; ρk) is the same matrix as P in (3.4) except for the diagonal entries, where P(s|s) is
replaced with P(s|s)eHs (ρk ). Because eHs (ρk ) is always positive, A(·|·; ρk) inherits irreducibility
and aperiodicity and nonnegativity from P . It is straightforward to prove that a∗[ρk], the right
probability eigenvector associated with the largest eigenvalue of A, has positive components
under these conditions, see for example the proof of [19, page 118, Theorem 1]. 
Proof of Theorem 4.6. For ease of reference we will write W and w instead of W ε,δ and wε,δ .
For x ∈ Dn and v ∈ V define
dn(x, v)
.= n(W ((x + pi(x, v))/n)−W (x/n)).
When pi(x, v) = v (e.g, this is the case when xi > 0), dn(x, v) is a discrete approximation of
〈DW (x/n), v〉 and by Taylor’s theorem and Lemma 4.5 this discrete approximation satisfies
|dn(x, v)− 〈DW (x/n), v〉| ≤ 2Cnε , (A.37)
where C is the constant that appears in part 5 of Lemma 4.5. Define ε¯
.= 2γ0e−δ/ε. Note that ε¯ is
the constant in part 4 of Lemma 4.5. Fix a constant α > 0 and define βn
.= (2C(1+α)/(nε)+ ε¯).
For s1, s2 ∈M and x ∈ Dn define
A(s2|s1, x) .=

1, if s1 = s2
2∑
k=0
wk(x/n)
(
aˆ∗[ρk](s2)
C∗(ρk)aˆ∗[ρk](s1)
)
, otherwise,
where C∗(p) is the largest eigenvalue of the matrix A, defined in (4.23) (see Lemma 4.3). Finally,
to save space we define
pi
.= P(Y (i − 1),M(i)|M(i − 1)), pˆ∗i = Pˆ∗(Y (i − 1),M(i)|X (i − 1),M(i − 1))
ai
.= A(M(i)|M(i − 1), X (i − 1)).
To remind the reader: Pˆ∗ is given in (4.28) and is the dynamic IS sampling distribution
determined by the smooth subsolution W constructed in Section 4.5. P is the original jump
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probability of the system. We claim that
e−βnk
k∏
i=1
[
e−(1+α)dn(X (i−1),Y (i−1))
(
pi
pˆ∗i
)1+2α
a2+2αi
]
(A.38)
is a super martingale. To prove this, it is enough to prove that for any x ∈ Z2+ and s0 ∈M
E(x,s0)
[
e−βn−(1+α)dn(X (0),Y (0))
(
p1
pˆ∗1
)1+2α
a2+2α1
]
≤ 1. (A.39)
First let us look at the case when x 6∈ ∂1 ∪ ∂2. The expectation in the last display equals∑
v∈V
e−βn−(1+α)dn(x,v)
(
P(v, s0|s0)
Pˆ∗(v, s0|x, s0)
)1+2α
P(v, s0|s0)
+
∑
s 6=s0
e−βn
(
P(s|s0)
Pˆ∗(s|x, s0)
)1+2α
A(s|s0, x)2+2αP(s|s0).
By (A.37) and the definition of βn we have
≤
∑
v∈V
e−(1+α)〈DW (x/n),v〉
(
P(v, s0|s0)
Pˆ∗(v, s0|x, s0)
)1+2α
P(v, s0|s0)
+
∑
s 6=s0
(
P(s|s0)
Pˆ∗(0, s|x, s0)
)1+2α
A(s|s0, x)2+2αP(s|s0). (A.40)
By the definition of Pˆ∗ the term inside the first sum in (A.40) equals
e
−(1+α)〈DW (x/n),v〉+(1+2α)
[
− log
(
2∑
k=0
Pˆ∗[ρk ](v,s0|s0)
P(v,s0|s0) wk (x/n)
)]
by the convexity of the − log and Jensen’s inequality:
≤ e
−(1+α)〈DW (x/n),v〉+(1+2α)
2∑
k=0
− log
(
Pˆ∗[ρk ](v,s0|s0)
P(v,s0|s0)
)
wk (x/n)
.
By (4.26), DW (x/n) =∑2k=0 ρkwk . It follows from this, Jensen’s inequality and the convexity
of the exponential function that the above line is
≤
2∑
k=0
e−(1+α)〈ρk ,v〉
(
P(v, s0|s0)
Pˆ∗[ρk](v, s0|s0)
)1+2α
wk(x/n). (A.41)
Now let us look at the term that appears in the second sum in (A.40). The definition (4.28) and
the eigenvector representation (4.24) of Pˆ∗[ρk](s|s0) give:
Pˆ∗(0, s|x, s0) =
2∑
k=0
w(x/n)
P(s|s0)a∗[ρk](s)
C∗(ρk)a∗[ρk](s0) .
Substituting this last expression for Pˆ∗(0, s|x, s0) in the term appearing in the second sum in
(A.40) gives:(
P(s|s0)
Pˆ∗(0, s|x, s0)
)1+2α
A(s|s0, x)2+2α = A(s|s0, x).
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This last equality, (A.41) and (A.40) and the definition of A(s|s0, x) imply that (A.39) holds if∑
v∈V
e−(1+α)〈ρk ,v〉
(
P(v, s0|s0)
Pˆ∗[ρk](v, s0|s0)
)1+2α
P(v, s0|s0)
+
∑
s 6=s0
a∗[ρk](s)
C∗(ρk)a∗[ρk](s0) P(s|s0) ≤ 1,
for k = 0, 1, 2. This last inequality is checked by a direct computation using (4.24) and the fact
that H(ρk) ≥ 0, for k = 0, 1, 2.
This finishes the proof of (A.39) for the case when x is in the interior. Now let us consider
the case x ∈ ∂i . In this case dn(x, vi ) = 0. By the boundary condition (Lemma 4.5, item 4)
−〈DW (x/n), vi 〉 ≥ ε¯. Therefore, in this case too, inequality (A.40) is satisfied and the rest of
the argument for this case remains unchanged.
Therefore, the discrete time process appearing in (A.38) is indeed a super martingale. It is
nonnegative as well and therefore the optional sampling theorem gives:
Es
[
1An e
−βn Tn
Tn∏
i=1
e−(1+α)dn(X (i−1),Y (i−1))
(
pi
pˆ∗i
)1+2α
a2+2αi
]
≤ 1. (A.42)
Because X (0) = (1, 0) under Ps, we have
1An
Tn∏
i=1
e−(1+α)dn(X (i−1),Y (i−1)) = 1An e(1+α)n[W (
1
n ,0)−W (X (Tn)/n)].
Tn = T en on the set An and hence X (Tn) ∈ ∂n . This and the subsolution property of W
(Lemma 4.5, part 2) gives W (X (Tn)/n) ≤ 0. This argument and (A.42) imply
Es
[
1An e
−βn Tn
Tn∏
i=1
e(1+α)nW (
1
n ,0)
(
pi
pˆ∗i
)1+2α
a2+2αi
]
≤ 1. (A.43)
Next we would like a lower bound on
Tn∏
i=1
a2+2αi =
Tn∏
i=1
(
2∑
k=0
wk
(
X (i)
n
)
aˆ∗[ρk](M(i))
C∗(ρk)aˆ∗[ρk](M(i − 1))
)2+2α
.
By their construction ρk satisfy C∗(ρk) ≤ 1, k = 0, 1, 2 (see Section 4.5 as well as Lemmas 4.3
and 4.4). Therefore
Tn∏
i=1
a2+2αi ≥
Tn∏
i=1
(
2∑
k=0
wk(X (i)/n)
aˆ∗[ρk](M(i))
aˆ∗[ρk](M(i − 1))
)2+2α
.
Taking the log of this term gives:
(2+ 2α)
Tn∑
i=1
log
2∑
k=0
wk(X (i)/n)
aˆ∗[ρk](M(i))
C∗(ρk)aˆ∗[ρk](M(i − 1)) .
By the concavity of log and Jensen’s inequality:
≥ (2+ 2α)
Tn∑
i=1
2∑
k=0
wk(X (i)/n) log
aˆ∗[ρk](M(i))
aˆ∗[ρk](M(i − 1)) .
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Dn is a bounded set, Tn is almost surely finite, and therefore the following reordering of terms is
justified:
= (2+ 2α)
Tn∑
i=1
2∑
k=0
log
(
aˆ∗[ρk](M(i))
)
(wk(X (i)/n)− wk(X (i + 1)/n))
− (2+ 2α)
2∑
k=0
wk(X (0)) log(aˆ∗[ρk](X (0)))
+ (2+ 2α)
2∑
k=0
wk(X (Tn − 1)) log(aˆ∗[ρk](M(Tn))).
The last two sums in the last display are independent of n and are bounded below by some
constant that only depends on the parameters of the system. It is evident from their definition
(4.27) that {wi } are Lipschitz continuous. By this Lipschitz continuity and the bounds η <
aˆ∗[ρk](·) < 1 (Lemma A.7) the last display is bounded below by −Tn| log η| c1n − c0 where
η is the bound in Lemma A.7, c1 is 3(2+ 2α) times the common Lipschitz constant of {wi } and
c0 is a positive constant that depends only on the parameters of the system. These considerations
give
Tn∏
i=1
a2+2αi ≥ e−Tn | log η|
c1
n −c0 .
Combining this with (A.43) gives:
Es
[
1An e
−(βn+| log η| c1n )Tn
Tn∏
i=1
(
pi
pˆ∗i
)1+2α]
≤ ec0−n(1+α)W ( 1n ,0).
An application of Ho¨lder’s inequality now gives:
Es
[
1An
Tn∏
i=1
pi
pˆ∗i
]
≤
(
ec0−n(1+α)W (
1
n ,0)
) 1
1+2α
(
Ese
(1+α)(βn+| log η| c1n )
2α Tn
) 2α
1+2α
.
The last display implies
− 1
n
logEs
[
1An
Tn∏
i=1
pi
pˆ∗i
]
≥ 1+ α
1+ 2αW (
1
n
, 0)− c0
(1+ 2α)n
− 2α
1+ 2α
1
n
log
(
Ese
(1+α)(βn+| log η| c1n )
2α Tn
)
. (A.44)
The lim infn on the left-hand side of (A.44) is the performance of the IS scheme generated by the
smooth subsolution W . Define
C¯
.= lim sup
n
sup
(x,s)∈D¯n
1
n
logE(x,s)
[
ec(Tn∧T0)
]
.
C¯ <∞ by Theorem A.1. With α = ε¯/c the multiplier in front of Tn in (A.44) becomes
(1+ α)(βn + | log η| c1n )
2α
= 1+ α
2α
(
2C(1+ α)
nε
+ | log η|c1
n
)
+ c
2
+ ε¯
2
.
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Let us assume for a moment that ε¯ < c (we will see that this assumption is in fact satisfied at
the end of the proof). In this case, for n large enough the last display will become less than c.
Therefore, taking the lim inf on both sides in (A.44) with α = ε¯/c yields:
Performance of W -based IS scheme ≥ 1+ α
1+ 2αW (0)−
2α
1+ 2α C¯ . (A.45)
The right-hand side of this bound equals:
1+ α
1+ 2αW (0)−
2α
1+ 2α C¯ = W (0)−
α
1+ 2α (W (0)+ C¯)
= W (0)− ε¯
c + 2ε¯ (W (0)+ C¯).
It follows from Lemma 4.5 that
W (0) = W ε,δ(0) ≥ W¯ δ(0)− 3ε
= 2γ0 − 3(δ + ε).
Recall that ε¯ = 2γ0e−δ/ε. We conclude the proof by setting A = 2γ0[2γ0 + 2C¯]/c and setting
B = 1/ log(2γ /c) if c < 2γ and B = ∞ if c ≥ 2γ . (This choice of B ensures that ε < c, which
was temporarily assumed right before (A.45)). 
Proof of Lemma 4.4. It follows from (4.20) that (a) all Hs(·) are strictly concave and that (b)
Hs(·)→ −∞ as |p| → ∞ and (c) Hs((0, 0)) = 0. These facts and (4.22) imply that H has the
same proprieties.
Now consider the function h : R→ R, h(r) .= H((r, 0)). h inherits the above listed properties
from H . Therefore, if we can prove that there is an r0 < 0 such that h(r0) > 0 then there must
be r1 < 0 such that h(r1) = 0 which is the first claim of this lemma.
To prove the existence of such an r0 we will study H near 0. By the definition of Hs we have
Hs((2r, 0)) = −2 log
[
Θ(v0|s)e−r +Θ(v1|s)er +Θ(v2|s)
]
.
Let ns(r)
.= Θ(v0|s)e−r + µ1(s)er + µ2(s). Define f (λ, r) .= det(λI − P(r)) where
P(r)
.=

n0(r)P(0|0) P(1|0) P(2|0) . . . P(m0|0)
P(0|1) n1(r)P(1|1) P(2|1) . . . P(m0|1)
P(0|2) P(1|2) n1(r)P(2|2) . . . P(m0|1)
...
...
...
. . .
...
P(0|m0) P(1|m0) P(2|m0) . . . nm0(r)P(m0|m0)

and I is the identity matrix. A direct calculation yields:
∂ f
∂r
∣∣∣∣
(1,0)
=
m0∑
s=0
(Θ(v0|s)−Θ(v1|s))P(s|s) det(I − P)s,s,
where (I − P)i, j is the matrix obtained by removing the i th row and j th column of (I − P). By
Lemma 2.1 in [16] det(I − P)s,s = αΠ (s), where α is a positive constant. Therefore
∂ f
∂r
∣∣∣∣
(1,0)
= α
m0∑
s=0
(Θ(v0|s)−Θ(v1|s))P(s|s)Π (s) < 0. (A.46)
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The last inequality follows from Assumption 2. Another direct calculation using Lemma 4.3
gives:
∂ f
∂λ
∣∣∣∣
(1,0)
= 1. (A.47)
By Lemma 4.3 we know that h(2r0) is the log of the largest λ such that f (λ, r0) = 0. By the
implicit function theorem there is a smooth function λ = λ(r) such that f (λ(r), r) = 0 for
r ∈ (−, ) and λ(0) = 1. Implicit differentiation and (A.46) and (A.47) give:
dλ
dr
= −
∂ f
∂r (λ(r), r)
∂ f
∂λ
(λ(r), r)
> 0.
This implies that there is λ0 < 1 and r0 < 0 such that f (λ0, r0) = 0. Therefore λ0 is an
eigenvalue of P(r0). To conclude from this that h(r0) > 0 we need to establish that λ0 is indeed
the largest eigenvalue of P(r0).
Suppose the contrary. Then there exists a sequence {rn}, rn → 0 and rn < 0 such that the
normalized eigenvector vn associated with rn has both nonnegative and nonpositive terms. Note
that P(rn)→ P(0) and λ(rn)→ 1. vn has finitely many components all of which are bounded.
Therefore vn converges at least along a subsequence to some v0. Because vn has at least one
nonnegative and a nonpositive entry, it must hold that v0 has a nonnegative and a nonpositive
entry.
By the continuity of the terms involved it holds that P(0)v0 = v0. Because 1 is the largest
eigenvalue of P(0) it must follow that all the components of v0 are either strictly positive or
strictly negative. This contradicts the observation that v0 must have at least one nonnegative and
one nonpositive entry. This establishes the first part of this lemma. The second part is handled
similarly. 
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