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Executive Summary  
Since Autumn 1998, the MONARC project [1] has provided key information on the design and operation 
of the worldwide-distributed Computing Models for the LHC experiments.  This document summarises the 
status of MONARC and the results of the project’s first two Phases.  A third Phase, summarised at the 
end of this report, is now underway.  
The LHC experiments have envisaged Computing Models (CM) involving many hundreds of physicists 
engaged in analysis at institutions around the world.  These Models encompass a complex set of wide -
area, regional and local-area networks, a heterogeneous set of compute - and data-servers, and a yet-to -
be determined set of priorities for group -oriented and individuals' demands for remote data and compute 
resources.  Each of the experiments foresees storing and partially distributing data volumes of Petabytes 
per year, and to have to provide rapid access to the data over regional, continental and transoceanic 
networks.  Distributed systems of this size and complexity do not exist yet, although systems of a similar 
size to those foreseen for the LHC experiments are predicted to come into operation by around 2005. 
MONARC has successfully met its major milestones, and has fulfilled its basic goals, including: 
· identifying first-round baseline Computing Models that could provide viable (and cost-effective) 
solutions to meet the simulation, reconstruction and analysis needs  of the LHC experiments 
· providing a powerful (CPU and time efficient) simulation toolset that will enable further studies and 
optimisation of the Models, 
· providing guidelines for the configuration and services of Regional Centres, and 
· providing an effective forum where representatives of actual and candidate Regional Centres may 
meet and develop common strategies for LHC Computing. 
The MONARC work, and discussions between MONARC and (actual and candidate) Regional Centre 
organisations, has led to the concept o f a Regional Centre hierarchy as the best candidate for a cost-
effective and efficient means of facilitating access to the data and processing resources.  The hierarchical 
layout is also well-adapted to meet the local needs for support in developing and  running the software, 
and carrying out the data analysis with an emphasis on the responsibilities and physics interests of the 
groups in each world region.  In the Summer and Fall of 1999, it was realised that Computational Grid [ 2] 
technology, extended to the data-intensive tasks and worldwide scale appropriate to the LHC, could be 
used to develop the workflow and resource management tools needed to effectively manage such a 
worldwide-distributed “Data Grid” system. 
The earlier progress of MONARC is documented in its Mid-Project Progress Report [3] (June 1999), 
and the talks by H. Newman and I. Legrand at the LCB Computing Workshop in Marseilles  [4,5] (October 
1999).  The MONARC Technical Notes [6] cover the specifications for possible CERN and regional centre 
site architectures, regional centre facilities and services, and the testbed studies used to validate and help 
develop the MONARC Distributed System Simulation, and to determine the key parameters in the 
candidate baseline Computing Models.  A series of papers on: the structure and operational experience 
with the Simulation system (using the results of the Analysis Process Working Group); the work of the 
Architectures Working Group; and the testbed studies and simulation validation in local and wide-area 
network environments, have been submitted to the CHEP 2000 conference [7,8,9,10,11,12]. 
- 3 - 
Chapter 1: Introduction  
MONARC has fulfilled the basic project goals and met the schedule set forth in its Project Execution Plan 
(PEP) [13], which was approved by the LHC Computing Board in October 1998 for the period up to the 
end of 1999.  The key features that have been instrumental in the success of the project are: 
· The broad-based nature of the collaboration, including substantial representation from ATLAS, CMS 
and LHCb (Phase 1 and 2) and ALICE (in Phase3), and representation from several countries in 
Europe and Asia as well as the US, thus reflecting a representative range of local conditions and 
estimated financial means. 
· The choice of a process-oriented discrete event simulation approach to the modelling problem, 
allowing us to simulate (a) a complex set of networked computing systems (CERN, Tier-1 and Tier-2 
regional centres), (b) the analysis process, composed of a dynamic workload of reconstruction and 
analysis jobs submitted to job schedulers and then to multi -tasking compute and data servers at each 
of the sites, and (c) the behaviour of key elements of the system, such as distributed database 
servers and the networks. 
· The design of the MONARC simulation package which enabled representation of the systems at an 
appropriately high level of abstraction, by using the programming features and multi-threaded 
facilities of Java2, and which resulting in a powerful CPU and memory efficient simulation toolset with 
a complete and intuitive graphical user interface (see Chapter  2).  This package supported simulation 
runs of relatively complex systems in a matter of minutes on a single workstation, and the analysis of 
the results immediately afterward.  
· The organisation of the Project into four technical working groups: 
q The Architecture Working Group1 studying the site and network architectures, operational 
modes and services to be provided by Regional Centres, the data volumes to be stored and 
analysed, and the associated computing, data handling and infrastructure requirements.  This 
group, working together with CERN/IT has produced information on baseline Models specifying 
the required LHC computing requirements, and candidate architectures for computing facilities 
at CERN and at Tier-1 Regional Centres. 
q The Analysis Process Working Group 2 studying the data analysis workload, job mix and 
profiles, and the time to complete the computing jobs and data transport processes that make 
up the distributed data analysis for an LHC experiment.  This group and the Simulation WG 
have worked closely to verify the ability of the specified resources to handle the workload, 
modelling several representative cases (see Chapter 5). 
q The Testbeds Working Group3 that has set up small and larger prototypical systems at 
CERN, at several INFN sites, in Japan and the US with a standard software base and the 
Objectivity ODBMS.  These systems have been used to characterise the performance 
parameters for key components of the Computing Models, as represented in the simulations, 
and to identify bottlenecks that could limit throughput for analysis jobs. 
q The Simulation Working Group4 that defined the methodology, and designed, built and 
continued to develop the simulation system as a toolset for users, and which has worked with 
the other working groups to study and analyse the results.  This group also has worked with 
the Testbeds Working Group  to validate the technical correctness and the overall accuracy of 
                                                             
1 Chaired by J. Butler of Fermilab. 
2 Chaired by P. Capiluppi  of INFN/Bologna. 
3 Chaire d by L. Luminari of INFN/Rome. 
4 Chaired by K. Sliwa of Tufts; principal developer I. Legrand (Caltech). 
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the simulation for known computer system configurations running under controlled conditions.  
The validation process has been an essential step, allowing us to scale up to the simulation of 
complex distributed systems that are representative of those we expect to use at the start of 
LHC operation.  
· The incorporation of a Regional Centres Committee, associated to the Project’s Steering Group, that 
has provided an effective forum for discussions and general consensus on the capacity, scope of 
services to be provided by the Centres, and the approximate costs.  These discussions are 
particularly important as the resource, technical and operational requirements are becoming better -
defined, in association with funding proposals and reviews in several countries among the MONARC 
collaborators, and the recently commissioned CERN Review of LHC Computing. 
Chapter 2 of this report summarises the design, implementation and main features of the MONARC 
Simulation System, and its application to representing a set of Regional Centres interworking with the 
central facility at CERN.  Chapter 3 summarises the testbed systems, their use to validate the simulation 
using prototypical configurations where data is accessed locally, over local and wide area networks, and 
the measurements of resource utilisation during key operations including data access via the ODBMS. 
Chapter 4 shows the results of the Architecture Working Group that led to the basic assumptions used 
in the Baseline Models; the characteristics of the Regional Centres are described, and the motivations for 
a hierarchical organisation of distributed computing facilities are reviewed.  Chapter 5, describes the 
Analysis Process as applied to the case of ATLAS or CMS foreseen for 2005, the Data Model that defines 
the data forms (RAW, ESD, AOD, TAG), data volumes per event, and distribution among the Centres, 
following these two experiments’ Computing Technical Proposals. This section also briefly covers 
examples illustrating the response of appropriately configured Tier-1 and Tier-2 centres to the foreseen 
computing load, as well as a scenario for workload sharing of the processing of real data and Monte Carlo 
data among the Tiers.  Conclusions relevant to Phases 1 and 2 of MONARC are in Chapter 6, while 
Chapter 7  includes a forward look to Phase 3 of the project. 
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Chapter 2: The MONARC Simulation Tool 
The simulation program [14] has been designed as a tool to study the optimisation of very large 
distributed computing systems.  It is not intended to be a detailed simulator for basic components such as 
operating systems, data base servers or routers.  Instead, it relies on realistic mathematical models and 
measured parameters obtained from testbed systems, for all the basic components.  It aims to correctly 
describe and predict the performance and limitations of large distributed systems with complex 
interactions.  At the same time it provides a flexible framework for evaluating different strategies for the 
design of the middle layer software, providing dynamic load balancing and optimal resource utilisation. 
2.1 Design of the Tool 
The simulation and modelling task for MONARC requires that both simple and complex data processing 
programs, running on large scale distributed systems, interacting and exchanging very large (or small) 
amounts of data be described. 
An Object Oriented design, which allows an easy and direct mapping of the logical components into 
the simulation program and provides the interaction mechanism, offers the best solution for modelling 
such large-scale systems and also copes with systems which may scale and change dynamically. 
A process-oriented approach for discrete event simulation is well suited to describing concurrent 
running programs, as well as all the stochastic arrival patterns that characterise how such systems are 
used.  Threaded objects, or “Active Objects” (having an execution thread, program counter, stack, mutual 
exclusion mechanism...), offer great flexibility in simulating the complex behaviour of distributed data 
processing programs.  This approach offers a natural way of describing complex running programs that 
are data dependent and which concurrently compete for shared resources. 
The MONARC simulation program is built with Java (TM) technology.  The Java Development Kit 
provides tools that are amenable to the task of developing a flexible process oriented simulation.  Java 
has built-in multi -thread support for concurrent processing, which can be used for simulation purposes by 
providing a dedicated scheduling mechanism.  Java also offers good support for distributed objects (RMI 
and CORBA) architectures and for graphics.  The flexible graphics tools, and facilities to analyse data 
interactively, are essential in any simulation project.  
The tool’s “simulation engine” provides a dedicated scheduling mechanism that is based on 
semaphores for t he “Active Objects”.  It also provides  a mechanism to dynamically add or remove objects 
from the system.  Handling dynamically loadable mod ules is essential to describe complex configurations 
which may change or evolve in time.  The “Active Object” is the basic class that must be inherited by all 
the entities in the simulation, which require a time dependent behaviour.  It provides the methods for 
synchronous and asynchronous  communications with other objects, and the mechanism  to communicate 
with the simulation engine so that it can be interrupted, suspended and resumed during execution.  
Objects which extend this basic class may implement any specific time dependent behaviour, which can 
be a function of messages or data received, its previous state(s), and  its access to certain shared 
resources.  In this way it is possible to implement highly non-linear processes such as caching and 
swapping.  It also offers a means of describing the stochastic input pattern for jobs and activities in the 
system. 
As the number of jobs necessary to be simulated in such applications may be huge, a dedicated 
structure that allows job recycling was implemented to improve the simulation efficiency.  The interrupt 
mechanism, implemented as an atomic (synchronised) self addressed event, for the “Active Objects” 
offers an effective way to simulate discrete event processes assuming a “continuous” flow in time 
between events which modify parts of the system. 
Shared resources, like CPU or I/O links, are represented in the simulation as normal objects, but 
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access to their different update methods needs to be made, synchronised with the external “running” 
entities.  There is a mutual exclusion mechanism when accessing unique atomic parts that avoids 
interruption: this guarantees the correct representation.  
A complex Graphical User Interface (GUI) to the simulation program allows the user to change 
parameters dynamically, to load user-defined modules with specific time response functions , and to 
monito r and analyse the simulation results.  It provides a powerful development tool for evaluating and 
designing large scale distributed systems. 
2.2 Components of the Design 
The simulation program  requires the abstraction of all components from the real system and their time 
dependent interaction.  This abstracted model has to be equivalent to the original system in the key 
respects that concern us.  The simulation engine is designed to be generic for any distributed system.  
However, there are certain HEP-specific system components that are specially modelled to make the tool 
useful to the physics community.  The major components are described below.  
Data Model. The current data model follows the Objectivity/DB [15] architecture and the basic object data 
design used in HEP.  This model is an efficient way to describe very large database systems with a huge 
number of stored objects.  
The database server component simulates the client-server mechanism used to access objects from a 
database.  It implements response time functions based on data paramete rs (page size, object size, 
access is from a new container, etc.), and hardware load (how many other requests are active at the 
same time).  In this model it is also assumed that the database servers control the data transfers from/to 
the mass storage system.  Different policies for storage management may be used in the simulation.  The 
model is designed to handle a very large number of objects whilst at the same time providing an 
automatic storage management scheme.  It allows the emulation of different clustering schemes in the 
data for different types of data access patterns, and the simulation of ordered data access when following 
the associations between the data objects, even if the objects reside in databases located in different 
database servers. 
Multitasking Data Processing Model.  This is based on sharing resources such as CPU, memory and 
I/O between concurrently running tasks by scheduling their use for very short time intervals.  The model is 
based on an “interrupt” driven mechanism implemented in the simulation engine.  It calls the interrupt 
method implemented in the “Active Objects”, which is the base class for all “running entities”.  The way it 
works is shown schematically in Figure 2.1. 
Referring to this Figure, when a first job (Task1) starts, the time it takes is evaluated (original TF1), 
and this “Active” object enters into a wait state for this amount of time unless it is  interrupted.  If a new job 
(Task2) starts on the same hardware, it will cause an interrupt to the first task.  Both tasks will share the 
same CPU power and the time to complete for each of them is re-computed assuming that they share the 
CPU equally or based on a running priority scheme (new TF1 and original TF2).  Then b oth jobs will enter 
into a wait state  and listens to other interrupts.  When the first job (Task1) is finished , it creates another 
interrupt to re-distribute the resources for the remaining jobs.  This model assum es that resource sharing 
is maintained between any discrete events in the simulation time (e.g. new job submission, job 
completion). (On real machines, this is accomplished discretely but with very small time intervals.) 
Network Model. Accurate and efficient simulation of networking is also a major requirement for the 
MONARC simulation project.  The  simulation program had to offer the possibility of simulating data traffic 
for different protocols on both LANs and WANs.  This had to be achieved without precise knowledge of 
the network topology. We note that it is practically impossible to simulate the network on a packet-by-
packet basis for large amounts of data. 
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User-defined time dependent functions are used to evaluate the effective bandwidth.  The approach 
used to simulate the data traffic is based on an “interrupt” scheme similar to the multitasking model 
described above.  When a message transfer starts between two end points in the network, the time to 
completion is calculated. This transfer time is calculated  using the minimum speed of all the links  between 
the end points, and it may be a function of the network protocol being used.  The time to complete is used 
to generate a wait statement that can subsequently be interrupted in the simulation.  If a new message is 
initiated , an interrupt is generated for the LAN/WAN object.  The speed for each transfer affected by the 
new one is re-calculated, assuming that the transfers are running in parallel and share the bandwidth 
(with weights depending on the protocol).  With this new speed the time to completion for all the 
messages affected is re-evaluated and inserted into the priority queue for future events.  This approach 
requires an estimate of the data transfer speed for each component and the round trip time for each 
network.  For a long distance connection an “effective speed” between two points has to be used.  This 
value can be fully time dependent to emulate “outside” traffic sharing the same lines.  
This approach for data transfer provides an effective way of describing many large and small data 
transfers occurring in parallel on the same network.  This model cannot describe speed variation in the 
traffic during one transfer if no other transfer starts or finishes.  This is a consequence of the fact that we 
have only discrete events in time.  However, by using smaller packages for data transfer or artificially 
generating additional interrupts for LAN/WAN objects, the time interval for which the network speed is 
considered constant can be reduced.  As in the case of multitasking data processing model , this model 
assumes that the data transfer between time events is done in a continuous way utilising a certain part of 
the available bandwidth. 
Arrival Patterns. A flexible mechanism of defining the stochastic process of submitting jobs is necessary. 
This is done using the “dynamic loadable modules” feature in Java, which supports the ability to include 
(threaded) objects into running code.  These objects are used to describe the behaviour of a “User” or a 
“Group of Users”.  It should be able to describe both batch and interactive sessions, and also to use any 
time dependent distribution describing how jobs are submitted.  An “Activity” object is the base class for 
all activity processes to estimate the time dependent job arrival patterns and correlation.  
These Activity objects are in fact the job injectors into the simulation frame.  The user can provide very 
simple sections of Java code, to override the “RUN” method of the “Activity” class, and provide the time 
for( int k =0; k< jobs_per_group; k++) {  
     Job job = new Job( this, Job.ANALYSIS, "TAG”, 1, events_to_process); 
     farm.addJob(job );    //  submit the job 
     sim_hold ( 1000 );    //  wait 1000 s  
} 






Fig. 2-2 Modelling Jobs submission into the system  
Fig. 2-1  Modelling multitasking processing based on an “interrupt” scheme. 
- 8 - 
dependent profile of different job submission activities, as schematically shown in Fig 2.2 .  Any number of 
“Activity” objects may be dynamically loaded via the GUI allowing them to be studied independently or all 
together.  
2.3 Regional Centre Model 
The “Regional Centre” is a complex, composite object containing a number of data servers and 
processing nodes, all connected to a LAN.  Optionally, it may contain a Mass Storage unit and can be 
connected to other Regional Centres.  Any regional centre can dynamically instantiate a set of “Users” or 
“Activity” objects, which are used to generate data processing jobs based on different scenarios.  Inside a 
Regional Centre different job scheduling policies may be used to distribute jobs to processing nodes. 
 
Fig. 2-3  Schematic view of a regional Centre Model. 
 
2.4 The Graphical User Interface and Auxiliary Tools 
An adequate set of GUIs to define different input scenarios, and to analyse the results, is essential for the 
simulation tools.  The aim in designing these GUIs was to provide a simple but flexible way of defining the 
parameters for simulations and the presentation of results.  
The number of regional centres considered can be changed through the main window of the 
simulation program.  The “Global Parameters” frame allows the (mean) values and their statistical 
distributions for quantities which a re common in all Regional Centres to be changed.  The hardware cost 
estimates for the components of the system can also be obtained.  For each Regional Centre in the 
simulation, the user may interactively select the parameters which are graphically presented (CPU usage, 
memory load, load on the network, efficiency, Database servers' load etc).  B asic mathematical tools are 
available to examine all simulation results : computation of integrated values, mean values and integrated 
mean values. 
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To publish or store the simulation results and  all the relevant files used in the simulation , an automatic 
procedure has been developed.  This allows publishing locally, or to a MONARC Web server.  The Web 
Page thus offers a repository for the MONARC Collaboration [16].  There can be found the configuration 
files, the Java source code used to certain modules and the results (tables and graphic output) for any 
given simulation runs.  The aim of this facility is to provide an easy way to share ideas and results.  The 
publishing procedure is implemented in Java using the Remote Method Invocation mechanism.  The 
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Chapter 3: Testbed measurements and Validation of the 
Simulations  
3.1 Introduction 
Distributed applications on wide area networks give rise to stringent performance demands that are not 
satisfied by any existing data, CPU and network management/monitoring infrastructure.  The aim of the 
testbeds has been to study the efficiency and behaviour as a function of both the network characteristics, 
and the parameters of an ODBMS based application (Objectivity/DB) for distributed analysis of 
experimental data.  The dynamic usage of system and network resources at host and application level 
has been measured in different client/server configurations, on several LAN and WAN layouts.  
Measurement evaluation has identified system bottlenecks and resource limitations.  In addition, efficient 
working conditions in the different scenarios have been defined, and some critical behaviour has been 
observed when moving away from the optimal working conditions.  The future improvement of the 
monitoring tools, providing online visualisation of resource utilisation, has been identified as important, not 
only for troubleshooting, but also for the development of authorisation policy and workload management 
in general. 
The evaluation of a computer and network system involves the iteration of measurement, modelling of 
the system behaviour, development of the simulation tools and then validation [17].  With sufficient 
iterations of the above cycle, one can predict the behaviour of the system for various types of loads with 
sufficient accuracy.  Therefore the validation of the MONARC Simulation tools should be closely related 
to the required "level of detail" as the project aims for improved accuracy with greater detail in the system 
modelling. 
In particular, sharing of the common resources such as C PU, storage I/O bandwidth, local and wide -
area network bandwidth, queuing mechanisms, and the performance of the distributed ODBMS systems 
are shown to be the key parameters to estimate the overall performance of the regional centres models. 
3.2 Testbed Measurements and Comparison with Simulation 
Several testbed environments have been set up by the Testbeds Working Group at CERN, KEK, INFN, 
Caltech, and SLAC.  These sites are connected with various types of wide area networks, such as 
dedicated satellite links, ATM permanent virtual  circuits and QoS 5 services.  E xample HEP analysis 
applications using Objectivity/DB have been developed and tested in these environments. 
To understand the behaviour of an Objectivity AMS server as an example of distributed ODBMS , a 
pair of SUN Solaris 2.6 machines have been used at CERN [18].  Monte  Carlo simulated ATLAS raw data 
was converted into Objectivity/DB database format.  A simple C++ program was written to read every 
object in the event using a database iterator.  Multiple jobs were run on the system with three 
configurations: (1) Local file database access on one machine (machine A), (2) Local file database 
access on another machine (machine C) and (3) a pair of machines acting as client and server of 
Objectivity/DB AMS.  The job execution time and the CPU utilisation were measured as a function of the 
number of multiple concurrent jobs. 
The profile of the jobs, such as CPU cycles per event, were deduced from two machines with different 
CPU power and disk I/O speed.  The network efficiency of the AMS protocol was analysed at the packet 
level [10], and the effective throughput of the network was modelled into the simulation program.  The 
simulation results reproduce the testbed measurements very well for the concurrent running of jobs as 
shown in Fig. 3-1 [11]. 
                                                             
5 Quality of Service: An option in the network router to assign higher priorities to the selected set of protocols. 
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The same set of job profile parameters qualitatively reproduces the distribution of job execution time, 
although the width of the distribution does not match quantitatively [Fig. 3-2].  The shape of this 
distribution can be explained for concurrently running jobs, which are competing for the same resources.  
The difference of the width may come from the simple modelling of the context switch.  Further 
investigation is necessary to simulate the behaviour of the system in more detail. 
Fig. 3-2 Measured and simulated job execution time competing for the same resource 
Another set of measurements was  performed on a QoS network using  various link speeds between the 
AMS server and clients [19].  The data model used in the measurements was a set of tag and event data 
of various  sizes.  The job profile parameters were extracted from the single job configuration and the 
behaviour of the concurrent job execution was reproduced with the simulation program [5]. 
Fig. 3-3 Average execution time of concurrent number of jobs for different network configurations  
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Fig. 3-1 Comparison of the measurements vs simulation 
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3.3 Monitoring of Resources and Utilisation: Results and Evaluation 
The performance of a distributed analysis of the experimental data is affected by the network for several 
reasons: 
1. Overhead due to communication protocols.  
2. Network throughput fluctuations which affect TCP flow control parameters. 
3. Application protocols: how the client/server exchange data, and the application behaviour in case of 
network load and congestion. 
4. Network speed and the system’s ability to use it. 
5. End-to-end delay and the relationship with link speed and throughput. 
Tests were performed based on several client/server configurations over different LAN and WAN 
configurations, with network speeds ranging from 2 Mbps to 1000 Mbps.  Moreover, some tests have 
been performed in WANs supporting QoS/Differentiated Services. The test results have been compared 
and evaluated. 
The most important specific objectives have been: 
- Check Objectivity AMS behaviour and performance. 
- Stress test by running several analysis jobs accessing the database, and measure the performance. 
- Locate system bottlenecks. 
- Understand network traffic characteristics and profiles. 
The general test scena rio is quite simple regarding the database characteristics and structure.  A fast 
simulation program developed by the ATLAS collaboration, the Atlfast++ program, is used to populate an 
Objectivity database following the Tag/Event data model proposed by the LHC++ project.  There is one 
single container per event and no associations in the database. 
Tests have been made under many working conditions [19] and the most interesting results have been 
selected and summarised [9] in the following table, which shows Maximum CPU utilisation of client and 
server, together with the corresponding number of running jobs versus network speed. 
 
 
CLIENT SERVER Network speed 
Max CPU use Number of jobs running  Max CPU use Number of jobs running 
1000 Mbps 100% ³5 100% ³50 
100 Mbps 60%  Up to 30 100% ³10 
10 Mbps 80% ³20 30% ³60 
2 Mbps 
(PPP ATM WAN) 5% Up to 20 10%  Up to 20 
 
These results may be summarised as follows: 
 
a) In the 1000 Mbps  LAN setup, where both the client and the server machines are SUN UltraSparc5 
(~12 SPECint95), the Client CPU is the bottleneck and the network utilisation remains very low. 
b) In the 100 Mbps  LAN setup, where both machines are SunE450 with 4 CPUs (total power ~72 
SPECint95), the server machine becomes the bottleneck because the Objectivity 5.1 AMS server, 
being single threaded, uses only one CPU at a time while client jobs run on all the processors at the 
same time. 
c) In the 10 Mbps LAN case, the critical resource is the network bandwidth which is completely used. 
d) For 2 Mbps ATM PVC with PPP protocol encapsulation, the available bandwidth is so low that only a 
small fraction of the available computing power is used. 
Further systematic investiga tions  with a multi-threaded release of Objectivity (v. 5.2) and with more 
powerful client and server machines are necessary. 
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It is interesting to note that, regarding the single job execution, the elapsed time of the job decreases 
proportionally as the speed of network increases from 2 Mbps to 1000 Mbps [9]. 
In another set of measurements, the behaviour of the Objectivity AMS protocol has been observed at 
the TCP/IP packet-level [10].  In the inter-continental network links such as US-CERN or CERN-Japan 
surface and satellite  networks, the round trip time is typically several hundreds of milliseconds.  In the 
current implementation of Objectivity AMS (versions 5.1 and 5.2), the AMS protocol  hand shakes  at the 
application layer when reading data from the AMS server.  The size of the hand shake message is fixed 
to the page size (maximum 64KB).  As a result, the network utilisation efficiency of single read transaction 
is very low over inter-continental network links.  To make an efficient network transfer of database files, 
one currently available option is to copy the original database files from the original federation, ship them 
to remote sites by using FTP or other efficient methods, and import the files into the remote federations.  
Further efforts towards  convincing Objectivity to implement a better AMS protocol are necessary. 
The overall evaluations of the results are: 
· The Objectivity implementation is demanding on resources, since even simple Objectivity jobs use a 
lot of CPU [20].  For example a small number of analysis jobs (around 5), reading data from the 
Objectivity Data Base Server and connected via a 100 Mbps LAN, use 60% of a powerful SUN 
multiprocessor system (72 SPECint95).  
· The system was well behaved with a number of connections on the server up to  30 concurrent jobs.  
To support more concurrent jobs with high speed connections, as is foreseen for the real production 
environments of the experiments, further investigation, performance tuning, and resource evaluation 
are necessary. 
· The actual implementation of distributed applications such as Objectivity AMS are not well designed 
for the inter-continental, high speed and large latency networks.  It is important, sometimes critical, to 
monitor and test the behaviour of the various possible combinations of distributed applications in real 
network environments. 
For further studies we will concentrate on scenarios in which the elapsed wall clock time is less then 10 
times the wall clock time of a single job.  On the basis of the measured parameters, such a scenario 
should be based on links with a minimum speed of 8  Mbps between client and server.  With Atlfast++, no 
more than 15 to 20 client jobs should run concurrently on a processor, and servers should deal with 
requests of 30 concurrent client jobs per active processor as a maximum.  A general observation is that 
global system performance degrades rapidly on moving away from the optimal condition.  Application 
monitoring, providing online visualisation of all the status and performance parameters, is essential.  Such 
tools are under development. 
3.4 Comparison with Queuing Theory 
A few basic comparisons of the simulation program with Queuing Theory have been made [21]. 
3.4.1 M|M|1 Model 
This model consists of a queuing station where jobs arrive with a negative exponential (Markovian) 
distribution for inter -arrival time [17].  This can be described in the simulation program as a database 
server acting as a queuing station for data request from clients with the same time distribution.  The 
results for different arrival rate shown in Fig. 3 -4 (a) reproduce the mean number of jobs in the queue. 
3.4.2 M|M|1 network queue model 
This type of queuing model consists of a chain of M|M|1 queues.  In the simulation program, it can be 
modelled by creating a sequence of jobs.  This is similar to an analysis job which will sequentially process 
AOD, ESD and RAW records for each event.  Fig. 3-4 (b) and (c) shows the mean number of jobs and the 
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mean response time as a function of system utilisation. 
Fig. 3-4  Comparison with the queuing theory: (a) M|M|1 model (b)(c) M|M|1 network model 
3.5 Summary 
The simulation tool reproduc es the measured job execution time of concurrent ODBMS data access using 
local and wide area networks.  A set of tools and methods has been developed to describe a profile of a 
given analysis job, and to monitor the performance of the distributed data analysis environment.  The 
behaviour of the distributed ODBMS has been modelled and validated. 
However, it is important to understand that the evaluation of the system performance is a continuous 
cycle of refining modelling, testing and validation.  To make a reliable prediction of the system 
performance, more detail modelling of the analysis job and the validation of key system components such 
as hierarchical mass storage system are necessary. 
Real use cases suggest new system architectures whose performance is strictly related to a defined 
set of working conditions that must be investigated using system prototypes.  These prototypes will be 
used to explore and resolve some of the problems and unexpected behaviours of the distributed system 
architecture.  The model studies during the next project phase should be based on large-scale 
prototypes. 
 
(a) (b) (c) 
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Chapter 4: Assumptions Governing the Baseline Models 
4.1 MONARC Architecture Working Group 
The MONARC Architecture Working Group's aim was to provide realistic input to  guide the simulation and 
analysis models developed by the other MONARC working groups. 
This objective was accomplished via the following activities: 
- a survey of computing architectures of existing experiments [22] 
- a survey of computing architectures of near future experiments [23] 
- a report describing the functionality required from a regional centre, based on a hierarchical 
architecture of sites [24].  In particular, it was emphasised that the service component of a regional 
centre is as important as the computing resource component.  The report includes architectural 
diagrams of a typical regional centre, including parameters describing typical analysis scenarios for 
an LHC experiment. 
- A series of meetings with regional centre representatives from several countries where plans for 
future centres were compared with the basic distributed architectural model.  Participants discussed 
their plans to address LHC computing issues.  There are definite intentions in some countries to 
establish computing centres for LHC experiments at the scale described below. 
These steps were carried out in close collaboration with the Analysis Working Group, resulting in a 
description and parameterisation of the LHC analysis process which sets the scale for resources required 
at a regional centre. 
4.2 Motivations for a Hierarchical Organisation of Facilities Based on 
Distributed Computing Centres 
A key element of the work was driven by a series of discussions which led to the conclusion that LHC 
simulation, reconstruction  and analysis would be best accomplished by a distributed organisation based 
on a strong computing facility at CERN, referred to as the Tier -0 Centre, supported by a hierarchical 
collection of computing centres of various sizes and capabilities distributed throughout the world.  Several 
kinds of centres are envisaged:  
1. large Tier -1 Regional Centres, providing a wide range of facilities and services and serving a large 
country or geographic region; 
2. smaller Tier -2 centres, providing more limited services and facilities and serving part of a country or 
geographic region; and 
3. special purpose centres providing more limited capability and focusing on the solution of one or a few 
specific computing problems. 
In a region having a Tier-1 Centre, the presence of Tier -2 and Special Purpose centres is not necessarily 
required.  Moreover, this hierarchy does not represent the entire set of facilities required for a physicist to 
analyse data.  It must be supported by workgroup servers at each institute (university, national laborator y, 
etc) where people are analysing data, sometimes referred to as Tier-3, and ultimately individual desktops 
where data analysts actually work, sometimes referred to as Tier-4. 
The primary motivation for this organisation is to maximise the intellectual co ntribution of physicists all 
over the world, without requiring their physical presence at the CERN.  An architecture based on regional 
centres allows an organisation of computing tasks which permits physicists to analyse data effectively no 
matter where they are located.  Next, the computing architecture based on regional centres is an 
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acknowledgement of the objective situation of network bandwidths and costs.  Short distance networks 
will always be cheaper and higher bandwidth than long distance (especially intercontinental) networks.  A 
hierarchy of centres with associated data storage ensures that network realities will not interfere with 
physics analysis.  Finally, regional centres provide a way to utilise the expertise and resources residing in 
computing centres throughout the world.  For a variety of reasons it is difficult to concentrate resources 
(not only hardware but more importantly, personnel and support resources) in a single location.  A 
regional centre  architecture will provide greater total computing resources for the experiments by allowing 
flexibility in how these resources are configured and located. 
A corollary of these motivations is that the regional centre model allows to optimise the efficiency of 
data delivery/access by making appropriate decisions on processing the data (1) where it resides, (2) 
where the largest CPU resources are available, or (3) nearest to the user(s) doing the analysis.  
Under different conditions of network bandwidth, required turnaround time, and the future use of the 
data, different combinations of (1) - (3) may be optimal in terms of resource utilisation or responsiveness 
to the users.  
Figure 4-1 shows a schematic of the proposed hierarchy. 
4.3 Characteristics of Regional Centres 
The various levels of the hierarchy are characterised by services and capabilities provided, constituency 
served, data profile, and communications profile. 
The offline software of each experiment performs the following tasks: 
initial data reconstruction (which may include several steps such as preprocessing, reduction and 
streaming; some steps might be done online); Monte Carlo production (including event generation, 














































Fig. 4-1  Computing for an LHC Experiment Based on a Hierarchy of Computing Centers. Capacities 
for CPU and disk are representative and are provided to give an approximate scale). 
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physics analysis.  
To execute the above tasks completely and successfully, both data and technical services are 
required. 
Data services include: (re)processing of data through the official reconstruction program; generation 
of events; detector response simulation; reconstruction of Monte Carlo events; insertion of data into the 
database; creation of the official ESD/AOD/tags; updating of the official ESD/AOD/tags under new 
conditions; ESD/AOD/tag access (possibly with added layers of functionality); data archival/retrieval fo r all 
formats; data import and export between different tiers of regional centres (including media replication, 
tape copying); and bookkeeping (includes format/content definition, relation with Data Base). 
Technical services include: database maintenance (including backup, recovery, installation of new 
versions, monitoring and policing); basic and experiment-specific software maintenance (backup, 
updating, installation); support for experiment-specific software development; production of tools for data 
services; production and maintenance of documentation (including Web pages); storage management 
(disks, tapes, distributed file systems if applicable); CPU usage monitoring and policing; database access 
monitoring and policing; I/O usage monitoring and policing; network maintenance (as appropriate); and 
support of large bandwidth. 
4.4 Functions of CERN --  the Central Site 
The following steps happen at the central site only: online data acquisition and storage; possible data pre -
processing before first reconstruction; and first data reconstruction. 
Other production steps (calibration data storage, creation of ESD/AOD/tags) are shared between 
CERN and the regional centres.   
The central site holds: a complete archive of all raw data; a master copy of the calibration data 
(including geometry, gains etc.); and a complete copy of all ESD, AOD, tags possibly online. 
The estimate for the amount of data taken is: 
· 1 PB raw data per year per experiment 
· 109 events (1 MB each) per year per experiment 
· 100 days of data taking (i.e. 107 events per day per experiment) 
Current estimates for a single LHC experiment capacity to be installed by 2006 at CERN are given in [25]. 
In the following, resources for the regional centre will be expressed in terms of percentage of the 
resources available at CERN as specified in the above document.  
4.5 Configuration of Tier-1 Regional Centres 
Architectural diagrams of a typical regional centre are shown in Figure 4-2, 4-3, and 4-4.  These are not 
meant to be physical layouts, but rather logical layouts showing the various work-flows and data-flows 
performed at the centre6.  In particular services, work-flows and data-flows could be implemented at a 
single location or distributed over several different physical locations connected by a high performance 
network. 
                                                             
6 Numbers in these figures are base d on our current understanding of ATLAS and CMS requirements.  The requirements are still 
being studied, and these numbers will certainly change. 
- 18 - 
The overall architecture is shown in Fig. 4-2.  Production services are shown in the upper 80% of 
the diagram and consist of data import and export, disk, mass storage and database servers, processing 
resources, and desktops.  Support services are arrayed along the bottom of the chart, and include 
physics software development, R&D systems and test-beds, information and code servers, web and tele-
presence servers, and training, consulting, and helpdesk services. 
Fig. 4-2: Overall Architecture of a possible Regional Centre 
Fig. 4-3 charts the workflow at the centre, with individual physicists, physics groups and the experiment 
as a whole submitting different categories of reconstruction and analysis jobs, on both a scheduled and 
spontaneous basis.  Shown also are the characteristics of these jobs and an indication of the scale of 
resources required to carry them out.  Fig. 4-4 shows an overview of the data-flow at the centre, where 
data flows into the central robotic mass storage from the data import facility (and out to the data export 
facility), and moves through a central disk cache to local disk caches on processing elements and 
desktops.  
4.6 Tier-2 Centres 
A Tier-2 regional centre is similar to a Tier-1 centre, but on a smaller scale; its services will be more 
focused on data analysis. Tier-2 centres could be seen as "satellites" of a Tier-1 with which they 
exchange data.  A Tier-2 regional centre should have resources in the range 5 to 25 % of a Tier-1 
regional centre. 
4.7 Survey of Existing Experiments 
The survey included experiments from LEP, Fermilab Run 1, HERA, and the CERN and FNAL fixed 
target programs.  It was noted most large experiments had implemented highly centralised models of data 
analysis and successes in distributed data analysis were hard to find and mainly found in smaller 
experiments.  There were more examples of distributed production of simulated events.  The key element 
which stood in the way of successful distributed computing and analysis was identified as the lack of 
adequate support at remote sites.  
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4.8 Survey of Future Experiments 
The survey of Future experiments included BaBar, CDF, D0, and STAR.  While these experiments have 
lower data production and significantly lower CPU requirements than the experiments planned for the 
LHC, they are the closest examples we have yet in HEP to LHC scale experiments.  They are either now 
in early phases of operation or will soon be.  They all have implemented some aspect of modern 
computing (object-oriented software paradigm, object database, more reliance on commercial software, 
commodity hardware, etc).  They have very different views of distributed vs centralised computing.  This 
survey is still underway and the topic is rapidly evolving since the experiments which are actually running, 
in particular BaBar, are being forced to adjust their approach as they confront the reality of their 
computing problems, especially in the area of data access [26].  We expect a final report in early spring.  
The experience of these experiments will be invaluable to the LHC planners.  Careful tracking of these 
experiments should continue long after the completion of the report. 
4.9 Meeting with Representatives of Possible Sites for  
Tier-1 Regional Centres 
Once the discussion began to converge to a Tier-1 Regional Centre whose size is about 20% that of 
CERN, and the need for about 5 such centres per experiment became established, MONARC began to 
hold meetings with representatives of possible candidate sites for these (and also for Tier -2) centres .  It 
was essential to establish that countries and their computing establishments believe it is possible and 
reasonable to apply this level of resources to LHC computing and to hear their ideas on how these 
resources should be organised.  A total of three meetings were held.  Transparencies of the various 
presentations are available at [27].  One conclusion of this effort is that several countries are quite 
advanced in planning and seeking support for Tier-1 Regional Centres at the envisioned scale.  Other 
Fig. 4-3  Work-flow at a Tier 1 Regional Centre 
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countries or groups of countries are just beginning their planning.  It is also clear, and not unexpected, 
that these centres will vary quite a bit in their style and organisation.  Much work will have to be done to 
convince countries that are not yet wil ling to commit resources at this scale to LHC computing to do so.  
MONARC can help to facilitate the early phases of these discussions, but serious negotiations must take 
place between CERN, the collaborations, and the Regional Centre representatives (as well as their 
funding agencies). 
4.10 Assumptions for Distributed Architecture Models 
The hierarchical architecture described above has been used as the basis for the models described in the 
next chapter.  The parameters characterising the various stages in the analysis process shown in the 
above figures were also used as inputs to these models.  The parameters and possible variations are 
more fully described in the work of the analysis working group [28].  It is the task of the modelling activity 
to determine the suitability and cost effectiveness of this baseline architecture and to study the sensitivity 
to variations in the underlying parameters. 
It is worth noting that this hierarchical, distributed model is a new model at least as applied to this 
scale of computing activity.  However, new ideas, such as Grid Computing, are being explored and, as 
time passes, could become viable options for LHC computing [29]. 
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Data Input Rate from CERN: 
 Raw Data - 5%       50TB/yr 
 ESD Data - 50%     50TB/yr 
 AOD Data - All      10TB/yr 
 Revised ESD -        20TB/yr  
 
Data Input from Tier 2: 
 Revised ESD and AOD - 10TB/yr 
 
Data Input from Simulation Centers: 
 Raw Data - 100TB/yr 
Total Storage: 
Robotic Mass Storage - 300TB 
  Raw Data: 50TB  5*10**7 events (5% of 1 year) 
  Raw (Simulated) Data: 100TB 10**8 events 
  ESD (Reconstructed Data): 100TB - 10**9 events (50% of 2 years) 
  AOD (Physics Object) Data: 20TB 2*10**9 events (100% of 2 years) 
  Tag Data: 2TB (all) 
  Calibration/Conditions database: 10TB 
  (only latest version of most data types kept here) 
Central Disk Cache - 100TB (per user demand) 
 
CPU Required for AMS database servers: ??*10**3 SI95 power 
Data Output Rate to CERN: 
 AOD Data -                    8 TB/yr 
 Recalculated ESD -       10 TB/yr  
 Simulation ESD data -  10 TB/yr 
 
Data Output to Tier 2: 
 Revised ESD and AOD - 15 TB/yr 
 
Data Output to local institutes: 
 ESD, AOD, DPD data -    20TB/yr 
 
Fig. 4-4  Data flow at a Tier 1 Regional Centre 
- 21 - 
Chapter 5: Main Modelling Results  
5.1 Scope of Modelling 
The most important goal of the MONARC project was to develop a set of viable baseline models for the 
LHC experiments’ computing systems.  A set of data reconstruction jobs, physics analysis jobs and data 
transfers needed to satisfy the analysis jobs’ database queries, and the data replications required to 
maintain coherence of the continuously updated federated database, has been defined.  Each set 
satisfies the user requirements defined by the MONARC Analysis Working Group, and allows physicists 
to access the required amount of data in the desired time.  
Tape handling and its I/O capability under a multi -user environment could be one of the most crucial 
aspects  in the LHC experiments.  Although a model of tape robotics has been implemented in the 
MONARC simulation tools, one needs detailed use cases of data access patterns and the realistic time 
response of tape drives and robotics to perform reliable and viable modelling.  In the phase 2 of this 
project, we modelled other hardware components such as CPU farm, disk, and the bandwidth of wide 
area networks.  The modelling effort of the tape robotics will continue in the next phase of the project, 
based on the real use cases of the analysis program developed by each LHC experiment.  Detailed plans 
for evaluating use cases for each experiment are summarised in Chapter 7. 
Som e sets of the defined jobs have  been executed  both in a centralised computing system with just 
one centre (CERN), and in a distributed system with a number of Regional Centres.  Having fixed the set 
of activities to be performed, one can evaluate with the existing models the hardware resources and the 
network bandwidth needed to finish all jobs in the required time.  Both central and distributed classes of 
models have been shown to be feasible with the CPU, disk and network resources that are within those 
expected to be available in 2005.  The models, together with all the results obtained in the simulation runs, 
are available on the MONARC Simulation and Modelling Working Group Web pages [16]. 
5.2 Data Model 
A hierarchical data model, similar to those developed within the ATLAS and CMS collaborations, has 
been incorporated in the MONARC simulations.  The experiment’s data events are written at the central 
site, CERN, as RAW objects of the size of 1 MBytes/event.  After the full rec onstruction, the event 
summary data (ESD) objects are created of the size of 100 kBytes/event, as well as the analysis object 
data (AOD) of the size of about 10 kB ytes/event, and the TAG objects of about 100 Bytes/event7.  The full 
reconstruction is expected to take place twice a year.  Redefinition of the AOD and TAG objects, based 
on re-analysis of the ESD data, is expected to take place once per month.  
The baseline models developed by MONARC are all based on a hierarchical set of computing centres.  
The CERN computing centre will store all data types: RAW, ESD, AOD and TAG.  The Tier -1 Regional 
Centre (RC) will have replicas of the ESD, AOD and TAG; the Tier-2 RC only AOD and TAG.  The 
individual physicists may have just TAG at their desktops and possibl y private collections of events in 
various data formats.  It would be possible to introduce variations on the above model, for example by 
allowing subsets of ESD data at the Tier-2 RC’s, or subsets of RAW data at Tier-1 RC’s, etc.  
The smallest unit of the simulated federated database is a container, or a file.  A single integer, an 
event number, is the basis of the simulated event catalogue.  It allows a unique mapping of objects of 
various types to data containers (files) and to distribute them among numerous data servers (AMS 
servers).  The system is capable of identifying the files and the data servers that contain an event, or a 
range of events, as defined by their event numbers.  The current implementation of the data model allows 
                                                             
7 Object sizes are current estimates, and are subject of modifications by each experiment.  Study of CMS ORCA, for example, has 
recently shown that ESD is more likely close to 500 kBytes/event for CMS. 
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simulating even very complicated data queries that follow associations between TAG->AOD, AOD->ESD 
and ESD->RAW.  The user -defined factors describing the frequency of such traversals across different 
data types are parameters of the data model. 
5.3 Analysis Activities and Data Access Patterns 
There are several phases in the analysis of an experiment’s data.  The first is to reconstruct the RAW 
data and to create the first version of Event Summary Data (ESD), Analysis Object Data (AOD) and TAG 
objects ("pass-1" analysis).  Each Physics Analysis Group will then define its standard data -set, and 
finally physicists will run their physics analysis jobs.  AOD and TAG data are expected to be re-defined 
more often tha n ESD ("pass-2" analysis).  The frequency of each of the operations, the volume of input 
and output data, and the amount of computing hardware resources needed to accomplish the task are 
the most important parameters of a LHC experiment computing model.  In Figure 5.1 we present the main 
tasks of the analysis process, and a sketch of the resulting data flow model. 
5.3.1 Reconstruction of RAW data. 
These jobs create the ESD (Event Summary Data objects), the AOD and the TAG data-sets based on the 
information obtained from a complete reconstruction of RAW data that has been already recorded.  The 
newly created ESD, AOD and TAG are then distributed (by network transfers, or other means) to the 
participating Regional Centres.  This is an Experiment Activity.  It is assumed that experiments should be 
able to perform a full reconstruction of the RAW data and distribution of the ESD, AOD and TAG data, 2-4 
times a year.  
5.3.2 Re-definition of AOD and TAG data. 
This job re-defines the AOD and the TAG objects based on the information contained in the ESD data.  
The new versions of the AOD and TAG objects are then replicated to the participating Regional Centres 
by network transfers.  This is an Experiment Activity that is expected to take place with a frequency of 
about once per month. 
Fig. 5-1  Main tasks of the analysis process and a data flow model. 
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5.3.3 Selection of standard samples within Physics Analysis Groups 
This class of jobs performs a selection of a standard analysis group sample, a subset of data that 
satisfies a set of cuts specific to an analysis group.  Event collections (subsets of the TAG database or 
the AOD database with only the selected events, or just pointers to the selected events) are created.  Re-
clustering of the objects in the federated database might be included in this Analysis Group activity. 
5.3.4 Generation (Monte Carlo) of "RAW" data set. 
This job creates the RAW-like data to be compared with real data.  These jobs can be driven by a specific 
analysis channel (single signal) or by the entire Collaboration (background or common signals).  This is 
an Analysis Group or an Experiment Activity, and can take place both at CERN and at Regional Centres. 
5.3.5 Reconstruction of "RAWmc" events to create ESDmc, AODmc and TAGmc. 
This job is very similar to the real data processing.  Since RAWmc may be created not only at CERN the 
reconstruction may take place at the Regional Centres where the data had been created.  The time 
requirements of the reconstruction of these events are less stringent than for the real RAW data. 
5.3.6 Re-definition of the Monte Carlo AOD and TAG data. 
This job has the same characteristic of the ones at 5.3.2 and 5.3.5.  The difference may be in the need for 
the final analysis to access the original simulated data (the "Monte Carlo truth") at the level of the 
kinematics or the hits for the purpose of comparison. 
5.3.7 Analysis of data sets to produce physical results. 
These jobs start from data-sets  prepared for  the respective analysis groups, accessing Event Collections 
(subsets of TAG or AOD data-sets), and follow associations (pointers to objects in the hierarchical data 
model – TAG ->AOD, AOD ->ESD, ESD->RAW) for a fraction of all events.  Individual physicists, members 
of Analysis Groups submit these analysis jobs.  In some cases, co-ordination within the Analysis Group 
may become necessary.  Analysis jobs are examples of Individual Activities  or Group Activities (in the 
case of enforced co-ordination). 
5.3.8 Analysis of data sets to produce private working selections. 
This job is a pre-analysis activity, with a goal to isolate physical signals and define cuts or algorithms 
(Derived Physics Data).  These jobs are submitted by individuals physicist, and may access higher data 
hierarchy following the associations, although (as test jobs) they require perhaps a smaller number of 
events than Analysis jobs described in 5.3.7.  These jobs are examples of Individual Activities. 
The main characteristics of the major analysis tasks, such as the frequency with which the tasks will 
be performed, the number of tasks run simultaneously, the CPU/event requirements, the I/O needs, the 
needed time response et cetera, are summarised in Table 5-1.  
5.3.9 Regional Centres and the Group Approach to the Analysis Process 
The analysis process of experiments data follows a hierarchy: Experiment->Analysis Groups ->Individual 
Physicists.  A typical Analysis Group may have about 25 active physicists.  Table 5 -2 gives a summary of 
the “Group Approach” to the Analysis Process. 
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Full reconstruction Re-Define  AOD/TAG Define Group data-sets  Physics Analysis Job 
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Table 5-1  Characteristics of the main analysis tasks  
 
LHC Experiments  Value USED Range  
Number of analysis groups (WG) 20/experiment 10-25/experiment 
Number of members per group 25 15-35 
Number of Tier-1 Regional Centres (including CERN) 5/experiment 4-12/experiment 
Number of Analyses per Regional Centre 4 3-7 
Active time of Members 8 Hour/Day 2-14 Hour/Day 
Activity of Members Single regional centre More than one regional centre 
Table 5-2  Summary of the "Group Approach" to the Analysis Process. 
The concept of a distributed computing system, with a number of Regional Centres distributed in the 
world, each with replicas of the AOD, TAG and a partial or complete (depending on the needs) of the 
ESD, maps very well to the Analysis Group approach to Analysis Process.  Physicists working on the 
same analysis tend to work together as sophisticated analyses require joint effort of faculty, post-doctoral 
research associates and students.  It is difficult to imagine that all physicists involved in physics analyses 
could move to CERN!  It is highly probable that Tier-1 Regional Centres will become focal points for 
different analysis efforts.  The original motivation to create Tier-1 Regional Centres, namely, to provide 
faster and more efficient access to the experiments’ data by exploiting the anticipated better WAN 
network bandwidth in a given region, as compared to the WAN connection to CERN, gains importance if 
the physics analyses are distributed world-wide as well. 
5.4 Parameters of the Model 
A complete list of global and local parameters that characterise the federated database, regional centre 
configuration and the data model used in MONARC simulation is presented in Appendix A. 
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5.5 Description of the simulated activities 
The Baseline Models that have been built by MONARC simulate the following activities that will be 
performed at CERN, and/or at the Regional Centres: 
i. individual physicist’s analysis jobs (at all participating centres) 
ii. analysis groups’ selection jobs, which define the standard analysis samples (at all participating 
centres)  
iii. reconstruction of RAW data at CERN, which leads to creation of the new ESD, AOD and TAG 
data 
iv. re-processing of ESD data at CERN, which leads to creation of the new AOD and TAG data  
v. replication of new ESD, AOD and TAG data from CERN to all Regional Centres, using an ftp-like 
transfer protocol 
vi. generation and reconstruction of RAW Monte Carlo events at Tier-1 RC's, and of ESD Monte 
Carlo events at Tier-1 (or Tier-2) RC's 
vii. reconstruction of Monte Carlo events generated at Tier-1 RC's 
viii. generation of the “fast Monte Carlo” events at Tier-2 RC’s  
The number of events to be processed by various jobs, and the elapsed time in which the jobs should be 
finished were defined by the MONARC Analysis Working Group.  For example, the full reconstruction of 
R AW data should be done twice a year, and the re-definition of AOD once a month, with the task itself 
taking no more than 10 days, etc. 
 
 RAW ESD AOD TAG Monte Carlo 






each Tier2:at Tier1 
1,000,000,000 
each RC: locally 
1,000,000,000 




Volume of replicated data (ftp); number of events and data volume accessed by analysis activities 
Reconstruction 
input events 
Accessed per day 
6,000,000 – – – 1,000,000 
Reconstruction 
output 
No Yes Yes Yes Yes 
FTP  transfers 
(replication)  
0.6 TB to each 
Tier1 centre 
60 GB to each 
Tier1 and Tier2 RC 
600 MB to each 
Tier1/Tier2 RC 
100 GB from each 
Tier1 RC to CERN 
Definition of AOD 
/ input 
– 100,000,000 events/day – –  
Definition of AOD 
/ output 
– – Yes Yes  
FTP transfers 
(replication) 
  1 TB to each Tier1 
and Tier2 RC 
10 GB to each 
Tier1/Tier2 RC 
 
Number of events and data volumes of different type to be accessed per day by different analysis activities 
Physics Group 
Selection job 
(data accessed per 
single job); 20 jobs 
running, 1 per 
analysis group. 


















(data accessed per 
single job); 200 
jobs running, 10 
jobs per analysis 
group. 








Follow 100% of the 




1-10 % of all TAG 




Table 5-3  Model of Daily Activities of the Regional Centres  
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Here we consider a specific model called the Distributed Daily Activity Model (DDAM) .  In this model, 
activities in a typical 24-hour period in an LHC experiment were considered, such as reconstruction, 
analysis and data replication.  There are 20 different analysis groups in this model.  Each analysis group 
could have different standard data samples.  For 10 analysis groups their standard data-set contained 1% 
of the number of events, for 5 groups the data-set contained 5% of the total number of events, and for the 
remaining 5 the data-sets contained 10% of all events (on average 4.5% per analysis group).  Details of 
the data access involved in the tasks to be performed in the model of Daily Activities of the Regional 
Centres is presented in Table 5-3, together with the number of events that are processed (per day) to 
satisfy the experiment and user requirements. 
In a model that describes a fully centralised scenario, all jobs are run at one centre (CERN).  In a 
model of a distributed computing system architecture (in the case of DDAM there are 5 Tier -1 Regional 
Centres and a single Tier-2 Centre), the analysis jobs are distributed among all participating Regional 
centres, while the reconstruction jobs are run at CERN only.  
5.6 Results and conclusions 
5.6.1 Results and group repository 
All the results obtained in the baseline models developed by the MONARC Collaborations have been 
made available (“published”) in the MONARC Simulation and Modelling Group repository [16].  The files 
needed to construct the models, run the simulation jobs, and verify the results are available from the Web 
pages.  A detailed presentation of results of MONARC simulations can be found in a paper presented at 
CHEP2000 [12]. 
A fully centralised model (with all the activities taking place at CERN), and partially distributed models 
(with a number of Tier-1 and Tier-2 Regional Centres), were simulated.  Their performance was evaluated 
with a fixed set of tasks, with the requirement that all simulated activities had to be finished in a desired 
time interval (one or two days, depending on the models).  Various levels of optimisation of load 
balancing of the CPU and database access speed were tried and evaluated.  The resources necessary to 
complete the specified set of tasks (CPU, memory, network bandwidth, distribution of RAW, ESD, AOD 
and TAG data among the multiple data servers, etc.) were adjusted until the system was capable of 
finishing all jobs in the desired time.  The optimisation was performed “by hand”, i.e. the parameters of a 
particular model were changed, the new simulation was run and the results examined.  The final 
parameters used for the DDAM are reported in Appendix A.   
With the set of tasks to be performed and the elapsed  time in which all tasks should finish fixed, the 
cost of the system is the variable that reflects the quality of solution.  Also, the amount of resources 
necessary to accomplish the required tasks should be within the expected limits.  To first order, the 
difference in cost of hardware between the fully centralised and the partially distributed scenarios is the 
additional price for storage media and data servers for replicated ESD, AOD and TAG data.  However, a 
distributed computing system with replicas of parts of data may be more flexible and in the sense that the 
load of analysis jobs is  also distributed.  Data I/O are also distributed to different servers and therefore 
more robust against bottleneck operations.  It should be emphasised that in both classes of models  we 
found that the required resources did not exceed the planned CPU, memory, data-server I/O  and network 
bandwidth of the computing systems for the LHC experiments. 
At present, no serious price versus performance comparison between the centralised and distributed 
computing models is available, as only the hardware costs and the network connection costs are included 
in the cost function.  However, with a more complete cost function that will include travel costs and, more 
importantly, quantify differences in the human aspects of different architectures of computing systems, 
finding an optimal solution should be possible. 
All the results should be treated as preliminary.  For example, tape handling  is not covered yet.  The 
baseline models describe mature experiments, in which all the data has been already reconstructed at 
least once, and with ESD, AOD and TAG data available at all Regional Centres.  The models will evolve 
in the direction of automatic load balancing and resource optimisation.  However, the three main 
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conclusions that emerge from the simulations performed with the current baseline models are unlikely to 
change.  These are summarised in the following sub-sections. 
5.6.2 Network implications  
For a distributed computing system to function properly (i.e. to support the data transfers requested by 
the analysis jobs, and, simultaneously, the data transfers necessary to replicate the ESD, AOD and TAG 
objects) a network bandwidth of 30 MBytes/s between CERN and each of the Tier-1 Regional Centre is 
required.  Of course one must take into account that this bandwidth requirement may well be competing 
with other demands for the total available bandwidth.  On the other hand, one can envisage replicating 
ESD, or AOD data by means other than network transfers such as shipping tapes or CDs, as has been 
assumed in the baseline models.  Such a hybrid  (network and non -network) replication scheme would 
reduce the demand for the network bandwidth. 
However, the current results suggest that it should be possible to built a useful distributed architecture 
computing system provided the availability of CERN->Tier-1 Regional Centre network bandwidth is of the 
order of 622 Mbps per Regional Centre.  This is an important result, as all the projections for the future 
indicate that such connections should be commonplace in 2005.  This means that distributed computing 
systems will be technologically viable at the time when the LHC experiments will need them.  A 
preliminary but similar result was also obtained for a minimum bandwidth requirement of a Tier-2 to Tier-1 
connection.  To answer the question of how the Tier-2 centres will function requires a further study.  In 
Figure 5-2 we present the plots obtained with the DDAM showing the WAN traffic as a function of time. 
In this figure, the plot to the left presents our simulation of the WAN traffic between CERN and any of 
the 5 Regional Centres that are part of the partially distributed computing system.  The assumed 30 
MBytes/s bandwidth is close to being fully saturated for all connections.  ("Caltech2" is a Tier-2 regional 
centre, while all others are Tier-1 regional centres.)   In the plot on the right, the WAN traffic for one of 
participating centres to all other centres is shown.  Here, only the connection to CERN is active (if data is 
unavailable at a Regional Centre, then the database associations point to data at CERN).  One can 
clearly see that the assumed bandwidth of 30 MB/s is almost fully saturated. 
 
Fig. 5-2  Wide area network traffic activities in DDAM (Distributed Daily Activity Model) 
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5.6.3 Optimisation of job submission scheme 
The results of simulations with the baseline models indicate clearly that load balancing through optimising 
job submission is a very important factor in tuning the performance and cost of the system.  For the 
systems with large number of CPUs, it is much better to submit many jobs, each processing a smaller 
number of events, rather than submit a few jobs each processing an enormous amount of events.  Such 
optimisation of the job submission process exploits the stochastic nature of the problem, and leads to a 
much better utilisation of the distributed resources.  This result is easy to understand intuitively as one 
can much easier keep all the CPU’s active with many small jobs.  We have found that one could reduce 
the overall cost of the system by a large factor (2-4) simply by load balancing the CPU by optimisation of 
job submission.  Without optimisation, one would have to provide more, or faster, CPU power in order to 
finish the jobs in require d time.  At present, optimisation of job submission was performed in each 
Regional Centre independently, with jobs being submitted at a local Regional Centre.  However, one 
could consider system-wide load balancing schemes, which could lead to still greate r gains in optimised 
utilisation of resources. 
 5.6.4 Load-balancing of database servers (AMS servers) 
It was found that it is also very important to balance the load on the data servers.  Failing to distribute 
containers (files) of different types of data among the data servers uniformly may lead to significant 
bottlenecks, which in turn may lead to increases in the time it takes to finish the assumed set of tasks 
(easily by a factor of 2).  Jobs sit idle in memory waiting for data to arrive from the data servers (AMS 
servers), as can be seen in Figure 5-3.  This points to a need for careful design of the federated database 
layout, and a need for dedicated simulations of the future CERN, Tier-1 and Tier-2 data management 
systems in order to maximise the effective I/O throughput. 
In this figure, the CPU/memory utilisation plot as a function of time for the CERN centre with non -
optimised AMS servers is shown in the upper-left plot and better optimised AMS servers in the upper-right 
plot.  In either case, the same set of jobs was submitted.  Also shown are: AMS read load for non -
optimised case (lower-left plot); and better optimised case, in which data was more evenly distributed 
among servers (lower-right plot). 






Fig.5-3  Effect of load-balancing in the database servers 
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Chapter 6: Phase 2 Conclusions 
The main conclusions of the MONARC work can be summarised as follows: 
a) MONARC has demonstrated that a hierarchical model of computing resource distribution, based on 
Regional Centres, is feasible.   There exists willingness in many national communities to participate in 
the development of a computing infrastructure such as  the one defined by the MONARC model, and 
the infrastructures needed to develop and deploy the MONARC computing model are potentially 
available.  The MONARC model seems capable of dealing with the computing needs of the 
experiments. 
b) The MONARC simulation tool has proven to be an excellent instrument for computing model studies.  
The basic elements of LHC computing, object database and wide-area network performances, jobs 
activities and resource  utilisation have been implemented, with flexible facilities for varying key model 
parameters.  The simulation results have permitted assessment of the matching between a given set 
of resources and a static load of activities .  The modularity of the simulation tool permits the easy 
addition of new modelling blocks for iterative validation steps. 
c) The further development of realistic models, suitable for implementation and optimised for resources 
and performance, including the large-scale mass storage system , will require the following steps: 
1. Development of middleware for farm management, allocation of resources, query estimation and 
priority setting, network monitoring, etc. The GRID projects are expected to be able to provide 
several of these fundamental tools. 
2. Set up of use-cases and realistic prototypes by the experiments. Feedback from the these test-
benches will allow the iterative development and refinement of the model 
3. Simulation tool use (and further development), for helping in the optimisation of the system and in 
the identification and solution of possible bottlenecks. 
MONARC Phase-3 will address the issues summarised in c) above, with the aim of favouring the best 
possible synergy with the initial  phase of the planned EU-GRID project and with the ongoing US-GRID  
activities. 
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Chapter 7: Phase 3 and future work 
In appendix B we reproduce a large extract from the LOI for the Monarc Phase 3 project, proposed to 
continue, for a period of approximately one year.   The sections in Appendix B reproduce all the material in 
the LOI devoted to the Phase-3 future activities, and are attached to this report for documentation 
purposes. The following sections of this chapter provide an update of the planning for Phase-3; such 
update was scheduled in the LOI to appear in this Report. 
The deliverables of MONARC Phase 3 are realistic technical options for the site and network 
architectures, and estimates of the associated resource requirements for LHC Computing.  The results of 
Phase 3 will be presented to the experiments and CERN, in support of further Computing Model 
development for the Computing TDRs.  The central theme of Phase 3 will be to base the model studies 
on large-scale prototypes at each stage, including th e event simulation, reconstruction and physics 
analysis studies planned by some of the LHC experiments starting in the Spring of 2000.  This will enable 
MONARC to face the key issues and problems of distributed data access, processing and analysis in a 
real working environment.  By studying and modelling these real use cases, MONARC hopes to develop 
more efficient and cost-effective strategies for LHC data analysis, making best use of the resources at 
CERN and the Regional Centres.  The MONARC Simulation toolset will also be further developed so that 
it can provide more realistic assessments of the site configurations, and the ability of a given distributed 
architecture to support the required workload within the limits of acceptable turnaround time.  In the 
following we review the activities planned by the LHC experiments in the coming year that seem well 
suited as testbeds for MONARC. 
7.1 Atlas Trigger Studies 
Increasingly large scale studies have been planned by the ATLAS TDAQ community in view of the 
Technical Proposal on DAQ, High-Level Triggers and DCS, due to be submitted in March 2000, and the 
TDR, due by end 2001. 
The degree of accuracy needed in evaluating the efficiency and the rejection power of the trigger 
system for many relevant physics channels requires large samples of fully simulated physics and 
background events and complex analyses.  Because of the huge amount of people and resources 
involved, these studies constitute a real distributed computing and data challenge. 
To face this challenge with an innovative approach, the muon trigger community is planning to 
produce, store and process in a distributed computing environment, via GRID tools and services, some 
5*10 7 single muons (requiring ~5*109 SPECint95*sec and a few TBytes of disk space) needed to improve 
the muon trigger system and evaluate its performances. 
In particular, the sample will include: a) single muon events, to tune the first level trigger logic and to 
optimise the algorithms of the high level triggers; b) physics events with muons in the final state, to 
evaluate the stand-alone and combined muon trigger efficiencies; c) background events to determine the 
rejection power of the system. 
The aim of the project is to generate these data samples attaining an efficient use of all the available 
computing resources, which are located in several sites and computing centres.  For this purpose, some 
GRID services, like advance co-reservation, co-scheduling, real-time workload management and 
monitoring look very promising: the existing tools will be considered and possibly used. 
An adequate degree of data distribution and replication will be implemented, so as to optimise data 
access by the many people processing data in the different sites. 
To achieve this goal, replicated detector description databases and distributed event databases will 
also be considered. 
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7.2 Alice Distributed Data Challenge 
The ALICE experiment has special requirements in the domain of raw data I/O.  The trigger rate for the 
central events is now foreseen at 20 Hz, i.e. a factor 5 below the other experiments.  Nevertheless, the 
large uncertainty in the multiplicity of high energy ion collisions (dN/dy[y=0] up to 8000) may lead to an 
effective data rate out of second level trigger in excess of 2 GB/s, and a compressed data rate to storage 
in excess of 1 GB/s.  It is vital for the ALICE experiment to assess its capacity to store these data and to 
explore the possibilities of exploiting higher level triggers. 
To achieve this goal, a campaign of data challenges  has been launched in collaboration with CERN/IT 
Division.  A first data challenge [30] has demonstrated the capability of the ALICE prototype DAQ system 
[31] to inter -operate with our off-line framework and write data as objects using ROOT I/O at 10MB/s.  
The next data challenge [32] scheduled for March 2000 intends to demonstrate the capability of writing at 
100MB/s, i.e. 1/10 of the possible real rate.  A simple Level-3 trigger algorithm will be tested during this 
exercise to see its impact on performance. 
The future data challenges will be extended with the participation of remote computing centres.  The 
objective is to test schemes of real time data duplications and remote reconstruction.  Data simulated and 
digitised with the AliRoot framework will be objectified.  A Level -3 algorithm will run on these data to 
identify one or more physics channels of special interest (di-electrons, di-muons).  On the flight data 
reduction and coarse reconstruction will be performed, creating a local stream raw data coming 
exclusively from the regions of interest for the trigger.  The entire interesting event will be duplicated and 
sent remotely to a centre where, starting from the Level-3 trigger information, it can be fully reconstructed 
and analysed.  Results of the coarse analysis done at CERN and of the detailed analysis done remotely 
will be displayed and compared. 
This real-time application will be extremely demanding in terms of resources and performance, and it 
will allow exploring a domain of application that has not yet been studied in detail by the MONARC 
project. It will also give ALICE a first hint of the feasibility of duplicating raw data.  This is a particularly 
sensitive topic for ALICE as the total amount of data, encompassing proton and heavy ion runs can 
exceed 2 PB per year, i.e. the double of the other experiments, making raw data duplication a real issue. 
In parallel ALICE has developed a proposal of distributed analysis prototype in the framework of the 
GRID project.  This aims at building and exploiting for physics studies an advanced parallel distributed 
interactive analysis facility implementing self-adaptive load balancing between nodes.  The data to be 
analysed by this facility in the framework of the ALICE Physics Performance Studies will be produced and 
reconstructed at the regional centres with our production framework AliRoot.  Thanks to the ROOT 
parallel facility it will be possible to implement a flexible interactive schema that will allow the user to 
chose among a wide variety of processing paradigms, from retrieval of remote data and local processing 
to remote processing with retrieval only of the final histogram. 
The scale and scope of this project depend on the acceptance of the GRID project that will be 
submitted to the European Union and on the level of funding granted. 
7.3 CMS High Level Triggers 
The Level 1 trigger in CMS will achieve a factor ~500 reduction in data rates from 40MHz to 75kHz.  High 
Level Triggers (HLT) will be run in processor farms and they will depend on Data Acquisition System and 
Off-line (mainly reconstruction) software.  Algorithm development and, in a second phase, optimisation for 
HLT is achieved mainly via simulation of a large number of Level  1 events which constitute the basic input 
for HLT studies.  Once the basic principles  and algorithms are defined, the phase of technology 
extrapolation and code optimisation can begin.  This phase will also be computing intensive and will 
require a co-ordinated set of ORCA releases and HLT studies of increasing size (in terms of the numbers 
of events and data volumes) and sophistication [33]. 
Several basic design parameters have to be investigated in the definition of efficient and reliable HLT 
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algorithms.  Some, such as the definition of the Basic Units of Information, the size of the data blocks 
transferred or the granularity of event building, are closely connected with the readout architecture.  
Others such as the Level 2 algorithms, the number of trigger levels or the amount of information needed 
by Level 2 and 3 triggers and the selection criteria for writing raw data are closer to the physics 
interpretation of the data. 
All LHC experiments are considering the use of CPU farms for HLT.  However, several issues need to 
be clarified, such as the management of ~1000 processors, the infrastructure for system support and 
farm control, monitoring and networking. 
In order to be able to respond in a timely fashion to all these questions, a substantial simulation 
activity has to be started which is aimed at developing and tuning a set of efficien t algorithms (each one 
with a specification of input and output trigger rate).  Efficiencies for each relevant physics channel and 
data needed by each algorithm need to be measured and understood as well.  The HLT hierarchy needs 
to be established to obtai n a reduction in the switch bandwidth by a factor 5.  This work starts with the 
simulation of the Level 1 calorimetric (electron, photons and jets) and muon (single and di-muons) 
detector response for a sufficient number of background events.  Then clear signatures (W, Z, b) are 
generated with the aim of confirming the existing Level 1 efficiency studies.  Reconstruction is performed 
on this data as best case scenario.  Then different HLT strategies will be deployed and tested against the 
best case, Level 1 reconstruction scenario. 
This work implies the generation of a large sample of Monte  Carlo data that will form the basic input 
for an optimisation work where these data will be accessed several times for application of HLT 
algorithms, reconstruction and comparison.  The quality of the result, i.e. the definition of an optimal 
strategy, will depend on the amount of computing resources available. 
This has already led to a strong and immediate demand for MONARC’s help with the design and 
optimisation of data structures, data access strategies, and resource management, to make good use 
resources at some Regional Centre sites as well as CERN.  The exploitation of computing resources 
geographically distributed during the actual production phase will provide a real-size benchmark for the 
models developed by MONARC, and will, at the same time, provide the needed resources for Model 
validation. 
7.4 LHCb detector, physics and trigger studies 
LHCb has the most demanding multi -level trigger system of the four LHC experiments, including a vertex 
trigger level.  As such it has a specialised vertex detector, and is also the only LHC experiment to have 
large-scale RICH detectors.  Both of these require detailed optimisation with Monte Carlo  studies.  
However the most demanding of computing resources are the trigger optimisation studies, and physics 
studies for signal and background for many B -Physics channels. 
The current LHCb computing model, which is evolving, differs from those of ATLAS and CMS in that 
they plan to replicate data from CERN to the regional centres only at the level of AOD and TAG, with 
access to RAW and ESD data being on demand for selected samples.  Also in the LHCb model it is 
planned to generate all Monte Carlo events  outside CERN, with replication at the AOD+TAG level to 
CERN and other regional centres. 
LHCb have already functioning Monte Carlo centres at Liverpool, a 300 PC farm, and RAL.  It is 
planned in the next year to begin putting these activities under a GRID umbrella, with the joint 
involvement of the LHCb/UK institutes, RAL and CERN.  All of these activities will gradually increase in 
scale from 2001 onwards.  In general the visibility of Monte Carlo data -sets to physics analysis will be 
tested in a number of possible scenarios.  Also basic functions associated with the LHCb model will be 
tested.  I.e. replication, the selection of RAW+ESD data for selected samples etc. 
Though this work will commence in the UK it will be used in general to validate our thinking, and will, in 
time, be applied to activities in LHCb in general, and be of immediate practical use for the LHCb physics 
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analysis environment. 
7.5 Better understanding of rates, event size  
  and analysis requirements 
One of the most important work-packages of MONARC Phase 3 will be the further development and 
validation of the simulation tool.  The large-scale testbeds foreseen will provide realistic conditions for the 
acquisition of data that can be reproduced by the simulation tool.  Once the predictive capability of the 
MONARC simulation are established, to be able to make meaningful predictions for the operation of the 
real LHC regional centres, it is mandatory to have the most plausible set of input data. 
The different experiments should update their estimations for the basic parameters that define the 
computing model.  Raw data rate and size should be revised in the light of the latest design.  The CPU 
time and event size corresponding to the different phases of the reconstruction, as well as reconstructed 
event sizes should also be revisited in order to improve the quality of the predictions.  The analysis model 
should be refined to take into account that Regional Centres will have to sustain different mixes of physics 
tasks and detector studies, covering a large range of variability in th e percentage of data used, size of the 
data traversed etc.  It is expected that the basic parameters will be defined by a range of possible values, 
to which corresponds a range of results from the simulation.  Given the present maturity of the simulation 
tool it will be possible to conduct sensitivity studies aimed at determine the sensitivity of the simulation 
results to the different input conditions. 
As the uncertainties in the design parameters will decrease with time, and the predictive power of the 
simulation tool will increase with the development of the testbeds, it is expected that the quality of the 
MONARC simulations will increase remarkably during the Phase 3 of the project. 
7.6 Job scheduling and resource allocation 
An important problem in the analysis of LHC data will be the resource management, including the data 
access to mass storage system.  There are two aspects to this important problem.  The first concerns the 
optimal distribution of resources to a number of tasks.  In this area the MONAR C tool has already given 
important indications, and it is expected that its further development together with its validation on large -
scale prototypes will allow the determination of strategies for the efficient use of local and remote 
resources.  But this  is tactical optimisation, which does not concern the management of the total 
workload, but only its optimal or sub-optimal distribution on existing resources. 
The second aspect concerns the management of the total workload on the system of networked 
centres, i.e. strategic optimisation.  This is achieved via the control of the injection of work into the 
system.  The different experiments have in common the assumption that every physicist should have a 
priori access to all the data.  If not properly managed, this possibility can generate unreasonable 
workloads, incompatible with the experiment’s priorities and the principle of granting to all users a fair 
share of the computing resources.  This can happen intentionally, by submitting an analysis or 
reconstruction job that needs to traverse a large portion of the data, or simply by mistake. 
To enforce proper management of the resources, both tactical and strategic, and avoid their misuse, it 
must be possible to evaluate the resources required by a task before it is submitted for execution.  It can 
be argued that this is equivalent to run two jobs for each user request.  The first evaluates the demand of 
the task submitted and decides whether it will be send for execution, where and with which priority, or 
whether it needs a special authorisation before being executed.  The second is the task itself. 
The MONARC simulation program will be used here to define which parameters should be looked at 
based on their simulated impact on the overall job turnaround.  However MONARC Phase 3 should start 
a reflection on the ways in which a given task may communicate the resources that it requires. 
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7.7 Relation with the GRID initiative 
Phase 3 of the MONARC project will follow the development of GRID technology, as this holds the 
promise of providing an extended toolset to facilitate the deployment and the study of the MONARC 
computing models.  Additionally GRID middleware provides functionality and services that, although not 
necessarily within the scope of MONARC, are nevertheless probably instrumental in the definition of 
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Appendix A : Global and local parameters used in models. 
Table A.1: A list of global parameters currently in use by baseline models built with the MONARC simulation tool 
(Two-Day Activities Model [34] and Daily Activities Model [35]) 
 
federated database and data model parameters (global)  
Global parameter name Daily Activities model 
2-day activities 
model 
Database page size  64 kB 64 kB 
TAG object size/event  100 B (neg.exp) 100 B 
AOD object size/event  10 kB 10 kB 
ESD object size/event  100 kB 100 kB 
RAW object size/event  1 MB 1 MB 
Processing time RAW->ESD  250-500 SI95*s 500-1000 SI95*s 
Processing time ESD->AOD  25 SI95*s (normal) 25 SI95*s 
Processing time AOD->TAG  2.5 SI95*s (normal) 5 SI95*s 
Analysis time TAG  0.25 SI95*s (normal) 3 SI95*s 
Analysis time AOD  2.5 SI95*s (normal) 3 SI95*s 
Analysis time ESD  25 SI95*s (normal) 15 SI95*s 
Generate RAWmc – 5000 SI95*s 
Generate ESD – 1000 SI95*s 
Generate AOD – 25 SI95*s 
Generate TAG  – 5 SI95*s 
Memory for RAW->ESD processing job  200 MB 100 MB 
Memory for ESD->AOD processing job  200 MB 100 MB 
Memory for AOD->TAG processing job  200 MB 100 MB 
Memory for  TAG analysis job  200 MB 100 MB 
Memory for  AOD analysis job  200 MB     100 MB 
Memory for  ESD analysis job  200 MB     100 MB 
Container size RAW  ~200 GB       10 GB 
Container size ESD  ~5.4 GB 10 GB 
Container size AOD  ~ 3 GB      10 GB 
Container size TAG  ~30 MB      10 GB 
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Table A.2: A list of local parameters currently in use by baseline models built with the MONARC simulation tool (Daily 
Activities Model and Two Day Activities Model) 
Regional centre configuration parameters (local) 
LOCAL parameter name Daily Activities model 2-day activities model 
AMS link speed  200 MB/s 100 MB/s 
AMS disk size  125 TB 20-100 TB 
Number of AMS servers 85 (CERN); 37 Tier1 RC 10-58 
Number of processing nodes  600 (CERN); 200 at Tier1 RC 20-1000 
CPU/node  500 SI95 500 SI95 
Memory/node 200 MB 1 MB 
Node link speed  50 MB/s 10 MB/s 
Mass storage size  (in HSM)  1000 TB (0 for Tier1 RC) 50-1000 TB 
Link speed to HSM  2000 MB/s (0 for Tier1 RC) 100 MB/s 
AMS write speed  200 MB/s 100 MB/s 
AMS read speed  200 MB/s 100 MB/s 





Table A.3: A list of local parameters (that could be defined per activity or even per job) defining database queries 
(following associations between objects) currently in use by baseline models built with the MONARC simulation tool 
(Daily Activities Model and Two Day Activities Model. 
Data access pattern parameters (local) 
Fraction of events for which TAG ->AOD  associations are followed  10-100%  
Fraction of events for which AOD->ESD associations are followed  1% 
Fraction of events for which ESD->RAW associations are followed  1% 
Clustering density parameter  Unused 
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Appendix B8 : Motivations for MONARC Phase 3 
The motivations for MONARC Phase 3 were spelled out in the Progress Report in June 1999: 
“We believe that from 2000 onwards, a significant amount of work will be necessary to model, prototype and 
optimise the design of the overall distributed computing and data handling systems for the LHC experiments. 
This work, much of which should be done in common for the experiments, would be aimed at providing "cost 
effective" means of doing data analysis in the various world regions, as well as at CERN.  Finding common 
solutions would save some of the resources devoted to determining the solutions, and would ensure that the 
solutions found were mutually compatible.  The importance of compatibility based on common solutions applies 
as much to cases where multiple Regional Centres in a country intercommunicate across a common network 
infrastructure, as it does to sites (including CERN) that serve more than one LHC experiment.” 
A MONARC Phase 3 could have a useful impact in several areas, including:  
· facilitating contacts, discussions, interchanges, for the planning and mutually compatible design of 
centre and network architecture and services (among the experiments, the CERN Centre and the 
Regional Centres) 
· providing a  modelling consultancy and "service" to the experiments and Centres 
· providing a core of advanced development activities aimed at system optimisation, and pre-
production prototyping  
· taking advantage of MONARC’s synergy with (and complementary to) the work on distributed data-
intensive computing systems beginning this year in other "next generation" R&D projects9, such as 
those on Grid Computing.  
The Phase 3 study will be aimed at maximising the workload sustainable by a given set of networks and 
site facilities, while reducing the long turnaround times for certain data analysis tasks.  Unlike Phase 2, 
the optimisation of the system in Phase 3 would no longer exclude long and involved decision processes, 
where a momentary lack of resources or “problem” condition could be met with a redirection of the 
request, or with other fallback strategies.  These techniques could result in substantial gains in terms of 
work accomplished or resources saved. 
Some examples of the complex elements of the Computing Model that might determine the (realistic) 
behaviour of the overall system, and which could be studied in Phase 3 are  
· Resilience, resulting from flexible management of each data transaction, especially over wide area 
networks 
· Fault tolerance, resulting from robust fall-back strategies and procedures (automatic and manual, if 
necessary) to recover from abnormal conditions (such as irrecoverable error conditions due to data 
corruption, system thrashing, or a subsystem falling offline) 
· System state tracking, so that the capability of the system to respond to requests is known 
(approximately) at any given time, and the time to satisfy requests for data and/or processing power 
may be, on average, reliably estimated, or abnormal conditions may be detected and in some cases 
predicted.  
                                                             
8 This appendix is extracted from the MONARC Phase 3 Letter of Intent, submitted to H. Hoffmann and M. Delfino January 15, 
2000. 
9 Details on the synergy between a MONARC Phase 3 and R&D projects such as the recently approved "Particle Physics Data 
Grid" (PPDG) project and the proposed “GriPhyN” (Grid Physics Network) project may be found at 
http://www.cern.ch/MONARC/docs/progress_report/longc7.html. Also see the PPDG and GriPhyN Websites at 
http://www.cacr.calech.edu/ppdg and http://www.phys.ufl.edu/~mre/.  
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MONARC in Phase 3 could exploit the studies, system software developments, and prototype system 
tests scheduled by the LHC experiments during 2000, to develop more sophisticated and efficient Models 
than were possible in Phase 2.  The Simulation and Modelling work of MONARC on data-intensive 
distributed systems is more advanced than in PPDG or other NGI projects in 2000, so that MONARC 
Phase 3 could have a central role in the further study and advancement of the design of distributed 
systems capable of PetaB yte-scale data processing and analysis.  As mentioned in the PEP, this activity 
would potentially be of great importance not only for the LHC experiments, but for scientific research on a 
broader front, and eventually for industry. 
Goals and Scope of MONARC Phase 3 
MONARC Phase 3’s central goal is to develop more realistic Computing Models meeting the LHC 
Computing Requirements than were possible in the Project’s first two phases.  This goal will be achieved 
by confronting the Models with realistic large scale “prototypes” at every stage, including the large scale 
trigger, detector and physics performance studies that will be initiated by some of the experiments in the 
coming year.  By assessing these “Use Cases” involving the full simulation, reconstruction and analysis of 
multi-Terabyte data samples 10, MONARC will able to better estimate the baseline computing, data 
handling and network resources needed to handle a given data analysis workload.  
During Phase 3, MONARC will participate in the design, setup, operation and operational optimisation 
of the prototypes.  The analysis of the overall system behaviour of the prototypes, at the CERN site and 
including candidate Regional Centre sites, will drive further validation a nd development of the MONARC 
System Simulation.  This is expected to result, in turn, in a more accurate evaluation of distributed system 
performance, and ultimately in improved data distribution and resource allocation strategies.  Strategies 
that will be  recommended to the experiments before their next round(s) of event simulation, 
reconstruction and analysis studies. 
As a result of this mutually beneficial “feedback”, we also expect to obtain progressively more accurate 
estimates of the CPU requirements for each stage of the analysis, and of the required data rates in and 
out of storage and across networks.  We also expect to learn, in steps, how to optimise the data layout in 
storage, how to cluster and re-cluster data as needed, how to configure the data handling systems to 
provide efficient caching, and how to implement hierarchical storage management spanning networks, in 
a multi-user environment.  
In addition to the large scale studies of simulated events initiated by the LHC experiments, MONARC 
will develop its own specific studies using its Testbed systems11 to explore and resolve some of the 
problems and unexpected behaviours of the distributed system that may occur during operation of the 
large-scale prototypes.  These in-depth studies of specific issues and key parameters may be run on the 
MONARC testbeds alone, if adequately equipped, or in tandem with other large computing “farms” and 
“data servers” at CERN and elsewhere.  
In the course of studying these issues using testbeds and prototype systems, we expect to identify 
effective modes of distributed queue management, load balancing at each site and between sites, and 
the use of “query estimators” along with network “quality of service” mechanisms to drive the resource 
management decisions. 
One technical benefit for the HEP and IT communities that will result from MONARC Phase 3 is the 
development of a new class of interactive visualisation and analysis tools for the distributed system 
simulation.  This work, based on new concepts developed by MONAR C’s chief simulation developer I. 
Legrand, has already begun during MONARC Phase 2.  Based on the initial concepts and results, we are 
confident that by the end of Phase 3 we be able to make available a powerful new set of Web-enabled 
visual tools for distributed system analysis and optimisation, that will be applicable to a broad range of 
                                                             
10 One example, related to the CMS High Level Trigger studies, is described briefly below. 
11 At CERN, in Italy, Japan, and the US. 
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scientific and engineering problems. 
Large-Scale Prototype Examples 
Following the ORCA3 software release12 and the CMS High Level Trigger (HLT) 1999 milestone, it 
became evident that a co-ordinated set of future ORCA releases and HLT studies of increasing size (in 
terms of the numbers of events and data volumes) and sophistication would be required.  In order to carry 
out the ORCA4 release of the software and the subsequent HLT study in the first half of 2000, two of 
CMS’ major milestones have been advanced to next Spring: 
· Simulation of data access patterns    March 2000 
· Integration of databases and mass (tape) storage  March 2000, 
where we will use large volumes of “actual” (fully simulated and reconstructed) data13.  This has led to a 
strong and immediate demand for MONARC’s help with the design and optimisation of data structures, 
data access strategies, and resource management, to make good use resources at some Regional 
Centre sites as well as CERN.   
In a similar vein, ATLAS is planning large-scale studies using large samples of GEANT4 data, and 
ALICE is planning a series of increasingly large “data challenges”. 
In the course of MONARC-assisted studies such as these, working closely with the experiments, 
MONARC is confident that it will be able to progressive develop more realistic Computing Models, and 
more effective data access and handling strategies to support LHC data analysis. 
Phase 3 Schedule 
The preliminary schedule for Phase 3 covers a period of approximately 12 months, starting when Phase 2 
is completed.  The completion of Phase 2 will be marked by the submission of the final MONARC Report 
on Phase 1 and 2, in March 2000. 
We foresee that Phase 3 will proceed in several sub-phases: 
· Phase 3A: Decision on which prototypes to exploit and/or build.  Develop general plan for co -
operative work with the LHC experiments and CERN/IT.  This will require a 
§ Joint MONARC/Experiments/Regional Centres Working Meeting 
· Phase 3B: Specification of resources and prototype configurations 
· Setup of simulation and prototype environment 
· Phase 3C: Operation of prototypes; operation of MONARC Simulation System; analysis of results 
· Phase 3D: Feedback between prototypes and studies with MONARC Simulation; strategy 
optimisation. 
The MONARC Phase 1 and 2 Report will contain a proposal for a somewhat more detailed set of 
milestones and schedule.  
                                                             
12 This is the first release of mainstream OO software by an LHC experiment involving persistent objects, and qualified for initial use 
in support of trigger and physics performance studies. 





production processing (simulation and reconstruction) and 1-to-several Terabytes of diskspace. 
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Equipment Needs and Network Requirements for Phase 3  
The equipment needs for Phase 3 involve access to existing or planned CERN/IT facilities, with some 
possible moderate upgrades depending on the scale of the prototype simulation/reconstruction/analysis 
studies to be carried out by the LHC experiments.  An disk and memory upgrade to the existing Sun E450 
server (MONARC01) purchased by CERN for MONARC will also be needed. 
While the equipment requirements will be better specified in Phase 3A, we include a list of preliminary 
requirements for discussion with CERN/IT, and for planning purposes: 
§ Access to a substantial computing and data handling system managed by CERN/IT, consisting of a 
Linux CPU farm, and a Sun data server, linked over Gigabit Ethernet to internal and external 
networks 
§ Access to a Multi -Terabyte robotic tape store 
§ Non-blocking access to wide area network links to the main (potential) Regional Centres14 
§ Temporary use of a large volume of tape media (e.g. for ALICE). 
There is a specific need to upgrade the Sun MONARC01 server, to make it a sufficiently capable “client” 
that will be used together with the larger system indicated above: 
§ Memory upgrade to at least 1 Gigabyte 
§ Attachment of RAID disk array of at least 1 Terabyte. 
During MONARC Phase 3, we expect to take advantage of the substantially higher bandwidth network 
connections (in the range of 30 to 155 Mbps)  that will become available this year between CERN and 
Europe, Japan and the US.  We will work with CERN/IT to better understand the technical requirements 
and means to best use these networks to further study and prototype the LHC distributed Computing 
Models, as well as the requirements for reliable and secure high throughput connections to key points on 
the CERN site.  
Relationship to Other Projects and Groups 
During MONARC Phase 3 we intend to continue our close collaboration with the LHC experiments, and 
also to work in closely with the CERN/IT groups involved in the development and use of large databases, 
as well as data handling and processing services.  Our role with respect to the LHC experiments will be to 
seek effective strategies and other common elements that may be used in the experiments’ Computing 
Models.  While MONARC will have its own unique role, using   distributed system simulations to optimise 
present as well as future large scale data analysis activities for the LHC experiments, we will also keep 
close contacts with present (PPDG) and future Grid Computing projects in the US (GriPhyN) and in the 
European Community. 
                                                             
14 Examples include Italy, France, Japan and the US. In the latter two cases,  at least 10 Mbps of bandwidth is expected to be 
available for dedicated mission-oriented and distributed system development purposes, starting in the Spring of 2000. 
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