Abstract-Cost-effective, robust, code-processing photonic devices are essential for the adoption of optical code-division multiple access in future commercial and military network applications. Progress in several technology platforms for code processing is summarized. In particular, we focus on developments in a technology platform based on holographic Bragg reflectors that allow the processing of multiple codes simultaneously, with low footprint. Results of simultaneous en/decoding of two wavelength-hopping timespreading codes using a single device are presented. Several applications are presented where multicode-processing capability can result in significant simplification of node and system architectures and, thus, provide feasible implementation of schemes to obtain enhanced network performance such as security and scalability.
I. INTRODUCTION

I
NCOHERENT optical code-division multiple access (OCDMA) has recently attracted wide attention due to its robust performance, phase insensitivity, asynchronous network access capability, and flexible bandwidth provisioning [1] . OCDMA is, thus, envisioned as a technology that can easily provide the bandwidth demands of future fiber-to-the-home (FTTH) services [2] . Wavelength-hopping time-spreading (WHTS), a 2-D incoherent OCDMA approach that spreads the codes in both the time and wavelength domains simultaneously [3] , provides several advantages over other incoherent OCDMA schemes such as increased code-design flexibility and code performance. We had previously demonstrated two WHTS testbeds Manuscript received December 18, 2006 ; revised March 15, 2007 . This work was supported in part by the Defense Advanced Research Projects Agency, in part by the Photonics Technology Access Program, and in part by Lockheed Martin.
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V. with commercial-off-the-shelf (COTS) technologies using simple on/off key data modulation [4] and using M-ary data modulation as a means for scaling to higher number of users and improved performance [5] . However, practical system implementations, both in commercial and military networks, will require that code-processing devices (e.g., encoders and decoders at the transmitter and receiver end, respectively) be made using robust, lightweight, and low-cost technology platforms. Various technology platforms have been used in the past for achieving code processing in WHTS OCDMA. Here, we summarize the different choices before primarily focusing on a relatively new technology platform based on holographic Bragg reflector (HBR). A key feature of the technology is that multiple codes can be processed simultaneously using a single device. We will experimentally study this capability using a device that can process two codes simultaneously. We will also evaluate the benefits of multicode-processing devices on the design of OCDMA networks and provide several applications where multicode processing can result in significant benefits. This paper is divided into several sections. The general principles of WHTS OCDMA networks are outlined in Section II. Various device technologies for WHTS code processing are summarized in Section III. Section IV presents the HBR technology along with the results of dual-code WHTS encoding using an HBR-based device. Section V focuses on various applications of multicode-processing devices in an OCDMA network for enhanced network performance. Applications include schemes for enhanced security, enhanced network scalability, simplified lowcost node architectures, and low-cost OCDMA network monitoring. Section VI summarizes the conclusions and discussions.
II. WHTS SYSTEM
As mentioned in Section I, WHTS system is a 2-D optical coding approach that spreads the codes in both time and wavelength domains, simultaneously [3] . Low cross correlations and higher cardinality can be obtained at reduced code lengths compared to 1-D temporal OCDMA, allowing for improved network performance. In addition, zero autocorrelation side-lobes obtained in WHTS systems allow easy synchronization between the transmitter and the intended receiver. In WHTS, code sequences are created by placing pulses of different wavelengths in different time chips by following a hopping pattern prescribed by the used code sequence [6] . Thus, WHTS codes can be represented as 2-D code matrices in time and wavelength dimensions. The wavelength domain is divided into N λ wavelength channels, and the time domain is divided into N T chips. The 2-D representation of two code sequences is given in Fig. 1 . A total number of w pulses (w : code weight) are positioned within the matrix [6] .
All active users share the same code space created from available wavelengths and time domain, thus, providing a fair division of the bandwidth. This is in contrast to the other multiplexing/multiple access approaches such as optical time-division multiplexing (OTDM) and wavelength-division multiplexing (WDM) where only a small portion of the bandwidth is allocated to each user. While OTDM requires strict synchronization between users, WHTS OCDMA provides truly asynchronous access that greatly simplifies network control and management. Both WDM-and TDM-based schemes are limited in scalability of the number of users by the number of available wavelengths and the number of time slots, respectively. On the other hand, the number of users in a WHTS OCDMA network has a soft limit with a graceful degradation of performance as the number of users increases. Differentiated service can be provisioned in the physical layer in WHTS by varying the code weight that is assigned to each user, as shown in our recent demonstration [7] . Thus, performance can be easily changed to accommodate different classes of service based on user demands. Code properties also allow the coexistence of users with different data rates [8] . The ability of WHTS to handle differentiated service and multiple data rates will be of key benefit to next generation access networks [9] .
A general schematic of a WHTS OCDMA network is shown in Fig. 2 . Most OCDMA demonstrations have used a broadcast star topology [9] , [10] , though other topologies such as ring and bus have also been considered [11] , [12] . The two main elements of the transmitter are the optical source and the OCDMA encoder. The receiver consists of the OCDMA decoder followed by the receiver electronics. The optical source can be implemented using multiwavelength laser made either by using an array of lasers each operating at a fixed wavelength, a single laser lasing at multiple wavelengths [13] , or by spectral slicing a broadband optical spectrum from a supercontinuum source [14] or semiconductor laser diode [15] . The multiwavelength output is fed into the optical encoder, which forms the WHTS code sequence. Data modulation is done either before or after the encoding, depending on the transmitter design and network application. The WHTS encoder selects w pulses of N λ wavelengths and positions them within N T chips of the bit interval as prescribed by the code sequence. Thus, the encoder essentially performs two processes: wavelength hopping and time spreading. WHTS encoders have been implemented using different technologies. Demonstrations have shown the use of arrayed waveguide gratings (AWGs) or thin-film filters (TFFs) for the control of the wavelength-hopping processing, while fixed or tunable delay lines have been used to control the time-spreading process [16] , [17] . On the other hand, encoders/decoders based on chirped Moire gratings (CMGs) and HBRs efficiently combine wavelength hopping and time spreading into a single process, resulting in reduction of the WHTS encoder/decoder footprint.
In broadcast networks, the signals from all the transmitters are received by the WHTS receiver. In a fixed receiver addressing scheme, the optical decoder discriminates between the intended and interfering data streams by correlating the received signal with the code sequence assigned to that receiver. In the case of a matched signal, this process will undo the time spreading, aligning the wavelength pulses back in time on top of each other to form an autocorrelation peak of height w (w : code weight). For the other received code sequences, as the optical decoder is not matched to them, the different wavelength pulses are further spread over the bit period resulting in low-intensity multiple-access interference (MAI).
The structure of the WHTS decoder is, thus, very similar to that of a WHTS encoder; wavelength-dependant delay element operates over the entire signal bandwidth. This device architecture is used not only for WHTS en/decoders but also for other functional elements such as code restorers in OCDMA ring networks [10] , [18] , code converters in a code-based OCDMA router [11] , etc. Our next sections will focus on the technology platforms for this type of WHTS code-processing devices.
III. PLATFORMS FOR CODE PROCESSING
A. TFFs
Thin-film optics has been studied for a variety of applications including edge filters, antireflection coatings, and highreflectance coatings [19] . A TFF is essentially an Fabry-Perot etalon with reflective "mirrors" formed using dielectric thin films. Thus, a TFF acts as a bandpass filter. In an extension of this idea, thin-film resonant multicavity filters have been built by having two or more cavities separated by reflective dielectric thin-film layers. By varying the number of cavities, different features of the transmission spectral profile such as the shape of the pass band and the steepness of its falling and rising edges can be varied.
Wavelength multiplexers and demultiplexers can be formed by cascading a number of TFFs. Fig. 3 shows the use of a TFFbased multiplexer and demultiplexer to form a WHTS encoder. Tunable TFFs have been demonstrated using different mechanisms such as current injection techniques in InGaAsP/InP waveguides, and change of optical thickness using piezo-electric effect and thermo-optic effect [20] - [24] .
TFFs have emerged as a dominant filter technology in commercial markets due to their flexibility, low loss, and passive temperature compensation. They provide the lowest-loss solution at low channel count, and similar loss to flat-top arrayedwaveguide gratings at high channel counts. In addition, the device is insensitive to the polarization of the signal and extremely stable to temperature variations. TFFs have been used for various optical networking applications such as switchable add-drop filters [24] and optical switches [25] .
TFFs have been used in WHTS en/decoders in some recent WHTS demonstrations [4] , [5] . The minimal chip size in these networks is limited by pulse broadening due to propagation through dispersive TFFs. While TFF-based solution provides excellent passband characteristics for spectral slicing, additional external delay lines needed to construct WHTS en/decoders make these devices harder to integrate in one device.
B. FBGs
FBGs have been used for various applications in optical networks such as add-drop multiplexing and wavelength routing in WDM networks, dispersion compensation, and wavelength stabilization techniques in fiber lasers [26] , [27] . FBGs have also been used to implement various OCDMA encoding schemes such as spectral-amplitude coding [28] , temporal-phase coding [29] , and spectral-phase coding [30] . A super-structured FBG was used to generate a 511-chip phase-shift keyed code with 10-nm spectral width [2] . FBGs provide a simple and elegant all-fiber approach with tunability achieved using both strain and temperature effects [27] .
Implementation of WHTS using FBGs have been done using two structures: linear array of FBGs and CMGs. Fig. 4(a) shows the implementation of a WHTS code using a linear array of FBGs [31] . As a generalization of this structure, parallel linear arrays can be used with a power divider to implement multiple pulses per column (MPPC) codes [32] (i.e., multiple wavelengths occupying the same chip), as shown in Fig. 4(b) . CMGs that are composed of superposed linearly chirped FBGs enable the use of a single passive grating structure to implement WHTS en/decoding [33] . However, the linear relationship between wavelengths and time, which results in an inherent coupling of the wavelength-hopping and time-spreading patterns in CMGs, restricts the types and numbers of codes that can be implemented using this structure.
The chip size in FBG-based WHTS en/decoders is limited by the minimum possible spacing between adjacent gratings [31] . In addition, additional components such as power splitters or circulators are needed for the separation of coded/decoded signals resulting in increased system complexity and cost.
C. AWGs
Since the early 90s, AWG has been another widely researched technology platform due to its potential for low insertion loss [34] . As shown in Fig. 5(a) , it consists of a phased array of optical waveguides that acts as a grating. The input signal is coupled into an array of planar waveguides after passing through a free-propagation region. The waveguides are designed to be of different lengths to provide different phase shifts to the signal in each waveguide. Also, these phase shifts are wavelength dependent because of the frequency dependence of the modepropagation constant. As a result, different wavelength channels focus to different output waveguides when the light exiting from the array diffracts in another free-propagation region. The input and output waveguides, the multiport couplers, and the arrayed waveguides are all fabricated on a single substrate.
AWGs have been used in various applications such as wavelength multiplexers or demultiplexers, N × N wavelength routers [35] , optical cross connects [36] , WDM transmitters to supply multiwavelengths [37] , [38] , and integrated WDM receivers to provide routing to photodiode array [39] . AWGs with more than 100 ports have been reported [40] , while devices with more than 50 ports are commercially available. Fig. 5(b) shows a simple implementation of a WHTS en/decoder using two AWGs: 1) a 1 × N wavelength demultiplexer and 2) a N × 1 wavelength multiplexer with fixed or tunable delay lines in between. En/decoding using a single AWG was also demonstrated in a feedback configuration with fiber loops for delays [14] utilizing the bidirectional nature of the AWGs. A fold-back configuration with mirrored fiber delay lines was used for performing both encoding and decoding with a single AWG [41] . In a recent waveguide-grating-router (WGR) configuration, a full set of orthogonal codes was generated using a pair of AWGs by multipath slab reflection effect [42] . An AWG can be integrated together with the waveguide-based delays to form a complete WHTS optical en/decoder.
IV. HBRS
HBRs [43] are computer-generated planar volume holograms fabricated in slab waveguides using deep UV photolithography. Like TFFs, HBR-based filtering relies on multipath interference. The HBR technology, thus, transfers the excellent passband control associated with TFFs with the planar lightwave circuit environment. Integrated-circuit fabrication technology and, to even larger degree, embossing-based replication methods will ultimately provide very inexpensive devices in high volumes. The possibility of overlaying, stacking, and interleaving of individual HBRs [43] provides a pathway to build WHTS en/decoders for simultaneous multicode processing, with the potential to store a complete set of user code words in one device. In addition, the HBR-approach allows the simultaneous implementation of both spectral slicing and wavelength-dependant delay, resulting in a device footprint that can be an order of magnitude smaller than other approaches.
We have already presented the results showing the feasibility of the HBR-based device for WHTS en/decoding [44] . In this section, we will show the results of simultaneous processing of two WHTS codes using a single HBR-based device.
A. Device Design and Fabrication
The HBR-based encoders and decoders were designed to fit an existing incoherent OCDMA four-user testbed [12] at OC-24 data rate that uses WHTS codes with three wavelengths and 11 time chips. The chip size was 73.1 ps and was limited only by the low-speed electronics used after the WHTS decoder. Carrierhopping prime codes [6] were used for this demonstration. The three wavelengths were 1550.12 nm (λ 1 ), 1551.72 nm (λ 2 ), and 1553.33 nm (λ 3 ). The HBR-based encoder was designed to simultaneously produce two WHTS codes (1, 2, 3) and (1, 3, 5) , where the numbers in parenthesis are the time chips in which λ 1 , λ 2 , and λ 3 were, respectively, placed. Fig. 6 shows the code matrix representation of the two designed codes. Fig. 7 is a top-view schematic of the 1 × 2 HBR WHTS encoder. A pulse train with spectral width encompassing wavelengths λ 1 through λ 3 is inputted to the encoder through a channel waveguide from which it expands into a slab waveguide region. The latter contains three 5-mm-long HBR gratings, which select spectral slices centered at the desired wavelengths λ 1 , λ 2 , and λ 3 . The gratings time delay the spectral selections by the amounts required to create WHTS code (1, 2, 3) at the output port 1 by virtue of their ∼7.5-mm center-to-center spacing along the input direction. The code sequence (1, 2, 3) thus created leaves the coder through output channel waveguide 1. A fourth 500-µm-long HBR, whose reflection passband encompasses all the three wavelengths, is located in front of output channel waveguide 1. A fraction of the impinging (1, 2, 3) code is split off and redirected back to the array of HBRs. As the split-off code (1, 2, 3) pulse sequence passes the HBR array for the second time, the time delays between the three spectral slices are doubled, creating the (1, 3, 5) code that exits the encoder through output 2. Double passing of the HBR array was only necessitated by the large time delay of 350 ps between λ 1 and λ 3 in the (1, 3, 5) code, which was not attainable in a single pass even by placing the λ 1 and λ 3 HBRs at opposite edges of the 33-mm-long die. Simple single-pass HBR-based en/decoder designs will be sufficient for the higher data rates (OC-48 and above) expected in future networks.
It is interesting to note that the double passing scheme of Fig. 7 uniquely leverages the similarity between the two codes whose difference lies in the intrachip time delays. This encoder design minimizes the number of HBRs required to generate the two code sequences and, thus, makes it possible to build a very compact device. In general, two arbitrary code sequences can be implemented in a coder if one HBR is employed per time/wavelength chip in a given code. The layout of the matched 1 × 2 HBR-based decoder (not shown) is identical to the encoder design of Fig. 7 , except that the spatial positioning of the gratings occurs in opposite order (but with same relative distances) to correctly reverse the time delays created by the encoder. The HBR-based device employs a dual-layer core architecture [43] based on the silica-on-silicon platform. In the grating region, the high-index grating layer is 300-nm thick with diffractive contours of equal thickness, while the upper core layer is about 2.7-µm thick. Outside the grating regions, only a single core layer with index contrast of ∼0.7% to the claddings and thickness of 2.9 µm remains. Both encoder and decoder were fabricated from a laser-written reticle employing a deep UV optical stepper, standard etching, deposition, and annealing processes. The fabricated chips were pigtailed and packaged. The overall die size containing both encoder and decoder was only 5 × 33 mm 2 .
B. Experimental Encoding and Decoding Performance
The experimental generation of the WHTS OCDMA codes is done by injecting a 10-nm-wide 0.3-ps-long supercontinuum optical pulse into the HBR encoder. The supercontinuum pulse was generated by passing the amplified output of a 1550-nm mode-locked erbium-doped fiber laser through a piece of dispersion decreasing fiber. The optical spectrum of the two codes, as measured by an optical spectrum analyzer (resolution 0.1 nm), is depicted in Fig. 8(a) , clearly showing the three spectral bins centered at the design wavelengths. The difference between output spectral powers for the two codes is due to the weak reflecting nature of the broadband HBR and can be easily rectified in future design. In the experiment, we used a tunable optical amplifier for code (1, 3, 5) to match the power level of code (1, 2, 3) . The shape of the spectral bins and their relative intensity is slightly distorted due to the nonuniformity of the supercontinuum spectral intensity (shown as upper solid black line for reference). Note the excellent fall-off characteristics and spectral isolation of the spectral bins, achieved by apodizing the HBR using a correlated-line approach and a Gaussian-weighted sinc function [45] .
In Fig. 8(b) , we show the multiplexed temporal signatures of output ports 1 and 2 as detected with a bandwidth-limited optical sampling oscilloscope (30-GHz bandwidth). As clearly shown, both generated WHTS codes are in perfect agreement with the code designs regarding the temporal separation of the spectral chips, i.e., the λ 1 , λ 2 , and λ 3 pulses are ∼73 ps apart for code (1, 2, 3) and ∼146 ps apart for code (1, 3, 5) . The intensity drop observed across the (1, 3, 5) pulse sequence is attributed to a grating-mediated out-coupling of waveguide signals to cladding and free-space modes. This loss mechanism scales with the aggregate grating length, both resonant and nonresonant, through which signals travel. The loss, therefore, gets worse for signals reflected from HBRs at the back of the encoder, i.e., for λ 2 and λ 3 pulses. This signal loss is partially compensated by the decoder where the λ 1 pulse experiences the largest loss. However, its effect on the MAI will still be present and, hence, needs to be reduced. This loss is specific to the particular apodization approach used in obtaining the spectral bin transfer functions shown in Fig. 8(a) , and can be overcome by using the recently demonstrated alternate approaches [43] .
To study the performance of the HBR-based decoder, both the codes generated by the encoder were amplified by erbiumdoped fiber amplifier, multiplexed by a 2 × 1 passive combiner, and then sent into the HBR-based decoder while monitoring both decoder outputs using the optical sampling oscilloscope. Fig. 9(a) shows the autocorrelation signal (the highest peak) representing the decoded code (1, 2, 3) . The three smaller peaks represent the MAI due to the cross-correlation signal of code (1, 3, 5) . Similarly, Fig. 9(b) shows the autocorrelation signal representing the decoded code (1, 3, 5) and MAI from code (1, 2, 3). The measured bit error rate (BER) for both the codes was 10 −10 when the received signal power is around −19 dBm and showed no sign of error floor. The OCDMA system, which generated the same codes with TFF-based coders, reached the same BER at about −21 dBm [12] . The experimental results clearly demonstrate the capability of HBR-based devices for multicode processing and, most importantly, showed that an HBR-based system can have similar performances as other systems with different types of coders. The HBR-based en/decoder shows a slight polarization dependency in the form of a slight blue shift of 100 pm for TEpolarized input light. Techniques to reduce this polarizationdependant spectral shift are discussed elsewhere [45] . Additionally, a polarization-dependent loss (PDL) is observed for TE input and is attributed to the apodization-induced out-coupling loss, which is polarization dependent. In our experiments, the polarization of both the codes at the decoder input was adjusted to produce sufficient contrast between the correlation peak and the cross-correlation signal. Alternate apodization approaches with polarization-dependent loss of only 0.2 dB [43] can be used for reduction of the polarization-dependant behavior of the HBR-based devices.
The present encoder/decoder format supports about 20 different 100-GHz-wavelength chips and about five 73.1-ps-time chips. The integrated format is flexible such that larger devices can provide further delays (up to wafer scale trip times) and variable spectral channel width from a few gigahertz to tens of nanometers. Further development will be required to identify firm limits on performance in terms of code count and code design.
V. APPLICATIONS OF MULTICODE PROCESSING
In Section IV, we showed the capability of a single HBR-based device for simultaneous multicode processing in WHTS networks. While this development is interesting in itself as a technological breakthrough, simultaneous multicodeprocessing capability also makes feasible a number of new ideas that can significantly enhance OCDMA network performance. In this section, we summarize some of these ideas that are generally applicable to all types of OCDMA, and not only to WHTS.
A. Shared Code Scrambling
Shared code scrambling was recently proposed [18] in the context of spectral-phase OCDMA to utilize the large phase space for providing enhanced security. A schematic of this idea is shown in Fig. 10 , and is applicable to a network scenario where the total network is subdivided into various "secure islands." A secure island is a group of multiplexed users among whom data in the optical domain is deemed secure, and outside of which data in the optical domain is considered insecure. In the proposal of shared code scrambling, a coder was used for each secure island to dynamically scramble the multiplexed traffic of the secure island before transmission into the insecure network. The shared code was unscrambled at the destination to obtain the multiplexed data traffic again. A key was shared among all secure islands to determine the dynamic scrambling sequence. While dynamic scrambling of the assigned code for a single user using on/off keying (OOK) modulation is susceptible to simple energy detection eavesdropping [46] , dynamic scrambling of shared code still enhances security (assuming more than one user per secure island). Though proposed initially in the context of spectral phase codes, shared code scrambling can also be generalized to cases when the scrambling mechanism is different (e.g., WHTS) from the coding mechanism used for multiplexing (e.g., spectral phase OCDMA) in the secure islands. The only constraint is that the scrambling process should be reversible to allow the retrieval of the multiplexed data traffic.
While the use of rapidly tunable en/decoders could be used for dynamic shared code scrambling, a multicode (M codes) encoder and optical switch can also be used to dynamically scramble among the M codes. Fig. 10 inset shows this implementation. The size of the multicode encoder and the switching speed is dependant on the security demanded of this scheme. In general, higher number of scrambling codes and higher switching (scrambling) speeds can provide greater security. An analysis of the security provided can be understood only after making exact assumptions of the threat model posed by the eavesdropper (Eve's technology for eavesdropping, network access point, etc.) and the details of the scrambling mechanism implemented. Such an analysis is beyond the scope of this paper and is covered elsewhere [46] .
B. Passive Optical Network Applications
While the previous application was based on the use of multicode encoding capability, here we look at how multicode decoding capability can be used for design improvement in a passive optical network (PON) application. Fig. 11 shows the general schematic of a PON, where the optical line terminal (OLT) has to adhere to the uplink data from multiple optical network units (ONU) . While current PON implementations use time-domain approaches, WHTS OCDMA PONs have the advantage of asynchronous access and scalability to higher unshared data rates. A single multicode decoder with an array of photodetectors (shown in the inset of Fig. 11 ) can be used at the OLT for simultaneous reception of uplink traffic from all ONUs resulting in a much simpler design and lower cost.
C. Network Monitoring
For practical WHTS network implementations, network monitoring is essential for ensuring that all the user signals are available. The same configuration of the single multicode decoder with a photodetector array can be used by the central network controller to monitor the health of all individual OCDMA signals using a tap off the broadcast star coupler.
D. Enhanced Scalability Using M-ary Approach
A novel, M -ary approach was recently proposed [47] for obtaining high spectral efficiency and network performance in OCDMA networks. In this case, the user is allowed a set of M codes, where each of the M codes will represent a symbol that has a bit length of log 2 M in binary data. A table for code representation is shown in the inset of Fig. 12(a) for M = 4. Our proposal, allowed a tradeoff between spectral efficiency and number of network users by utilizing "wasted code cardinality" for improved network performance. In addition, M -ary schemes also thwart simple energy-detection eavesdropping, as an "on" code is sent into the network for all data symbols.
Practical implementation of the M -ary approach was limited due to the requirement of M en/decoders at each network node. A recent demonstration used a variation of the M -ary approach using pulse-position modulation (PPM) to avoid the requirement for multiple en/decoders, but still required multiple time-gating elements at the receiver for MAI reduction [5] .
Multicode en/decoders can be utilized along with a fast optical switch to implement M -ary transmitter and receiver as shown in Fig. 12 . Unlike in shared code scrambling, the switching speed for the M -to-1 optical switch here is decided by the frame rate of code transmission B/ log 2 M , where B is the transmission data rate and M is the total number of available symbols or codes. High-speed switches such as lithium niobate electrooptic switches and semiconductor optical amplifier (SOA)-based optical switches have been demonstrated [48] . These switches, together with the use of multicode en/decoders, will allow scaling of high speed and large alphabet M -ary (e.g., M = 8 or 16) OCDMA transmitters and receivers. It should be noted that finite rising and falling edges of the switch will result in some of the chips in a code period being lost, causing a reduction in the code length.
E. Dynamic M -ary Coding
The ideas of M -ary modulation and dynamic code scrambling can be combined to further enhance channel isolation and security. A recent demonstration [12] showed the capability of this scheme for the case of M = 2. Fig. 13 shows the implementation of this scheme. The cascade of two 2 × 2 switches provides an optical XOR capability, as shown in Table I , to select either of the two codes C A and C B , to represent and carry bit "1"s and bit "0"s. This code-swapping approach can, thus, provide encryption levels equivalent to the perfectly secure "one-time pads" [49] . The swapping key is assumed to be a pure random sequence, which is unknown to the eavesdropper. This can be ensured in practice by using either a separate secure link such as in quantum key distribution (QKD) [50] , or steganographic schemes over public channels [51] . Once again, as shown in Fig. 13 , multicode en/decoding can be used to simplify the node architectures.
VI. CONCLUSION
In summary, we have looked at the potential of various technology platforms such as TFFs, FBGs, and AWGs to provide a feasible, low-cost path to system implementation of WHTS OCDMA networks. We summarized developments in a relatively new technology based on HBRs that combine the merits of other technology platforms with precise spectral control, compatibility with planar lightwave circuits, and low device footprints. We also presented the experimental results, which demonstrated its capability for simultaneous processing of multiple WHTS codes in a single device.
We also presented a summary of applications where multicode-processing abilities will provide a significant improvement in network performance such as security and scalability. While all these applications can be implemented using an array of devices, a multicode-processing device allows considerable simplification of the node architectures in these applications providing a feasibility path to near-term implementations that are robust, low cost, and light weight. Specifically to WHTS networks, the multicode processing of HBR-based devices with the innate advantages of WHTS such as phase insensitivity and asynchronous access forms an attractive platform for both commercial and military network environments in the near future.
