Short-term passenger demand forecasting is of great importance to the ondemand ride service platform, which can incentivize vacant cars moving from over-supply regions to over-demand regions. The spatial dependences, temporal dependences, and exogenous dependences need to be considered simultaneously, however, which makes short-term passenger demand forecasting challenging. We cluding both classical time-series prediction models and neural network based algorithms (e.g., artificial neural network and LSTM). Furthermore, the consideration of exogenous variables in addition to passenger demand itself, such as the travel time rate, time-of-day, day-of-week, and weather conditions, is proven to be promising, since it reduces the root mean squared error (RMSE) by 50.9%. It is also interesting to find that the feature selection reduces 30%
Introduction
The on-demand ride service platform, e.g., Urber, Lyft, DiDi Chuxing, is an emerging technology with the boom of the mobile internet. Ride-sourcing or transportation network companies (TNCs) refer to an emerging urban mobility service mode that private car owners drive their own vehicles to provide for-hire rides . On-demand ride-sourcing services can be completed via smartphone applications. The platform serves as a coordinator who matches requesting orders from passengers (demand) and vacant registered cars (supply). There exists an abundance of leverages to influence drivers' and passengers' preference and behavior, and thus affect both the demand and supply, to maximize profits of the platform or achieve maximum social welfare. Having better understanding of the short-term passenger demand over different spatial zones is of great importance to the platform or the operator, who can incentivize drivers to the zones with more potential passenger demands, and improve the utilization rate of the registered cars.
Although limited research efforts have been implemented on forecasting short-term passenger demand under the emerging on-demand ride service platform in most recent years mainly due to the real-world data unavailability, the fruitful studies on the taxi market can provide valuable insights since there exist strong similarities between the taxi market and the on-demand ride service market. A series of mathematic models were developed to spell out endogenous relationships among variables in the taxi market (Yang et al., 2010b; Yang and Yang, 2011; Yang et al., 2002 Yang et al., , 2005 under the two-sided market equilibrium.
On the demand side, the accurate passenger demand was affected by passengers' waiting time and taxi fare; while on the supply side, drivers' behavior, i.e., how to find a passenger, was mainly affected by the expected searching time and taxi fare. The passenger demand was endogenously determined when the taxi operator decided the taxi fare structure and the number of released licenses of taxis (entry limitation).
In theory, the equilibrium between the demand and supply will eventually be reached when the arrival rate of passengers equals to the arrival rate of vacant taxis and equals to the meeting rate. However, heterogeneous and exogenous factors in reality, e.g., asymmetric information, short-term fluctuations, may make it difficult to guarantee the spatial distribution of taxis matching the passenger demand all the time (Moreira-Matias et al., 2013) . Hence, disequilibrium states can result from the following two scenarios: oversupply (an excess in the number of vacant taxis may decrease the taxi utilization) and overfull demand (excessively waiting passengers may lower the degree of satisfaction).
Both scenarios are harmful to the taxi operator as well as the on-demand ride service platform, raising a strong need for a precise forecasting of short-term passenger demand. It helps the operator/platform implement proactive incentive mechanism, such as surge pricing and cash/point awards, to attract drivers from regions of oversupply to regions with overfull demand. These strategies not only shorten the process of reaching equilibrium under a dynamic environment but also help improve the taxi/car utilization rate and reduce passengers' waiting time.
However, short-term forecasting of passenger demand or on-demand ride services in each region is of great challenge mainly due to three kinds of dependences :
(1) Time dependences: passenger demand has a strong periodicity (for example, the passenger demand is expected to be high during morning and evening peaks and to be low during sleeping hours); furthermore, the short-term passenger demand is dependent on the trend of the nearest historical passenger demand.
(2) Spatial dependences: Yang et al. (2010b) revealed that the passenger demand in one specific zone was not merely determined by the variables of this zone, but endogenously dependent on all the zonal variables in the whole network. Generally, the variables of the nearby zones have stronger influences than distant zones, which inspires the need for an advanced model that can capture local spatial dependencies. Although little direct experience suggests solutions to these three dependences in short-term passenger demand forecasting, studies on traffic speed/volume prediction and rainfall nowcasting provide valuable insights (Ghosh et al., 2009; Huang and Sadek, 2009; Guo et al., 2014; Wang et al., 2014) . Recently, deep learning (DL) approaches have been successfully used for traffic flow prediction.
For example, Ma et al. (2015) employed the long short-term memory (LSTM) neural network to capture the long-term dependences and nonlinear traffic dynamics for short-term traffic speed prediction. Wu and Tan (2016) incorporated 1-dimension convolutional neural network (CNN) and LSTM in short-term traffic flow forecasting in order to capture spatio-temporal correlations. Zhang et al. (2016) presented a deep spatio-temporal residual network to predict the inflow and outflow in each region of a city simultaneously. Shi et al. (2015) innova-tively integrated CNN and LSTM in one end-to-end DL structure, named the convolutional LSTM (conv-LSTM), which provided a brand-new idea for solving spatio-temporal sequence forecasting problems. In that research, numerical experiments showed that the conv-LSTM outperformed fully connected LSTM in two datasets.
In this paper, we propose a novel DL structure, named the fusion convolutional LSTM network (FCL-Net), to consider the three dependences simultaneously in the short-term passenger demand forecasting for the on-demand ride service platform. Different from aforementioned studies, this structure coordinates the spatio-temporal variables and non-spatial time-series variables in one end-to-end trainable model. Before feeding these explanatory variables into the DL structure, a tailored spatial aggregated random forest is designed to evaluate the feature importance with different categories, look-back time intervals, and spatial locations.
To the best knowledge of the authors, this paper is one of the first attempts to employ spatio-temporal DL approaches in short-term passenger demand forecasting under the on-demand ride service platform. The main contributions of this paper are within three folds:
(1) The novel FCL-Net approach characterizes the spatio-temporal properties of the predictors, captures the temporal features of non-spatial time-series variables simultaneously, and coordinates them in one end-to-end learning structure for the short-term passenger demand forecasting.
(2) We extract the potential predictors affecting short-term passenger demand and assess the feature importance of these predictors via a spatial aggregated random forest. Chuxing in a large-scale urban network, the proposed DL structure outperforms five benchmark algorithms, including three conventional time-series prediction methods and two classical DL algorithms.
The rest of the paper is organized as follows. Section 2 first reviews the existing research on the taxi market modeling and taxi-passenger demand forecasting, and then summarizes the state-of-the-art DL approaches utilized in related problems. Section 3 formulates the short-term traffic flow forecasting problem, and explicitly explains the explanatory variables. Section 4 describes the structure and mathematical formulation of the proposed FCL-Net, as well as the proposed spatial aggregated random forest algorithm for feature selection.
Section 5 compares the predictive performance between the proposed approach and the benchmark models, including the historical average (HA), moving average (MA), autoregressive integrated moving average (ARIMA), and two classical DL algorithms (artificial neural network and LSTM), based on the real-world dataset extracted from DiDi Chuxing. Finally, Section 6 concludes the paper and outlooks the future research.
Literature Review
The fast-growing technology of mobile internet enables on-demand ride service platforms for providing efficient connections between waiting passengers and vacant registered cars (Tang et al., 2016) . Like the taxi market, the ondemand ride service market is essentially a two-sided market where both the consumers (passengers) and providers (drivers of vacant cars) are independent and have individual mode choices. The passengers make mode choice decisions between taxi/on-demand ride service and public transportation according to the waiting time and trip fare, while the drivers make service decisions by considering the searching time and trip fare. In light of the fact that the vacant taxis and waiting passengers are unable to be matched simultaneously in a specific zone, Yang et al. (2002 Yang et al. ( , 2010b ; Yang and Yang (2011) proposed a meeting function to characterize the search frictions between drivers of vacant taxis and waiting passengers. The meeting function pointed out that the meeting rate in one specific zone was determined by the density of the waiting passengers and vacant taxis at that moment, which indicated that passengers' waiting time, drivers' searching time, and passengers' arrival rate (demand) were endogenously correlated. The equilibrium state was reached when the arrival rate of waiting passengers exactly matched the arrival rate of vacant taxis. This equilibrium state along with the endogenous variables were influenced by the exogenous variables, such as the taxi fleet size and taxi trip fare. The taxi operator might coordinate supply and demand via the on-demand service platform and thus influence the equilibrium state by regulating the entry of taxi and determining the taxi fare structure, such as non-linear pricing (Yang et al., 2010a) . Apart from the traditional taxi market, some emerging market structures, like the ride-sourcing market (Zha et al., 2016) , e-hailing taxi market (He and Shen, 2015; Wang et al., 2016b) , were examined under the same equilibrium modeling framework. Recently, the on-demand ride-sharing market and the optimal assignment strategies have also attracted researchers' attentions(Alonso-Mora et al., 2017).
However, researchers found that a regional disequilibrium occurred when there was an excess in vacant taxis or waiting passengers in that region (MoreiraMatias et al., 2012) . This disequilibrium might lead to a resource mismatch between supply and demand, which resulted in low taxi utilization in some regions while low taxi availability in other regions. Therefore, a short-term passenger demand forecasting model is of great importance to the taxi operator, which can implement efficient taxi dispatching and time-saving route finding to achieve an equilibrium across urban regions . To attain the accurate and robust short-term passenger demand forecasting, both parametric (e.g., ARIMA) and non-parametric models (e.g., neural network) have been examined. For instance, Zhao et al. (2016) implemented and compared three models, i.e., the Markov algorithm, Lempel-Ziv-Welch algorithm, and neural network. In that research, the results showed that neural network performed better with the lower theoretical maximum predictability while the Markov predictor had better performance with the higher theoretical maximum predictability. Moreira-Matias et al. (2013) proposed a data stream ensemble framework which incorporated time varying passion model and ARIMA, to predict the spatial distribution of taxi passenger demand. Deng and Ji (2011) employed the global and local Moran's I values to evaluate the intensity of taxi services in Shanghai. Some socio-demographical and built-environment variables have also been in use for predicting taxi passenger demand (Qian and Ukkusuri, 2015) .
There are a broad range of problems in the domain of transportation, which are similar to short-term passenger demand forecasting. These problems include the traffic speed estimation (Bachmann et al., 2013; Soriguera and Robusté, 2011; Wang and Shi, 2013) , traffic volume prediction (Boto-Giralda et al., 2010) , real-time crash likelihood estimation (Ahmed and Abdel-Aty, 2013; Yu et al., 2014) , human mobility pattern forecasting (Ouyang et al., 2016) , carfollowing behavior prediction (Wang et al., in press ), original-destination matrices forecasting (Toqué et al., 2016) , bus arrival time prediction (Yu et al., 2011), short-term forecasting of high speed rail demand (Jiang et al., 2014) , and etc., the solutions to which offer meritorious inspirations to our problem. To solve these spatio-temporal forecasting problems, a broad range of approaches have been proposed, including the ARIMA family (Zhang et al., 2011; Khashei et al., 2012 ), local regression model (Antoniou et al., 2013) , neural network based algorithms (Chan et al., 2012) , and Bayesian inferring approaches (Fei et al., 2011) . Vlahogianni et al. (2014) reviewed the existing literature on short-term traffic forecasting, and observed that researchers were moving from classical statistic models to neural network based approaches with the explosive growth of data accessibility and computing power.
Recently, more and more DL algorithms have been utilized in traffic prediction due to their capability of capturing complex relationship from a huge amount of data. Cheng et al. (2016) proposed a DL based approach to forecast day-to-day travel demand variations in a large-scale traffic network. Huang et al. (2014) predicted short-term traffic flow via a two-layer DL structure with a deep belief network (DBN) at the bottom and a multitask regression model (MTL) at the top. Polson and Sokolov (2017) found that the sharp nonlinearities of traffic flow, as a result of transitions between the free flow, breakdown, recovery and congestion, could be captured by a DL architecture. Combining the empirical mode decomposition (EMD) and back-propagation neural network (BPN), Wei and Chen (2012) presented a hybrid EMD-BPN method for short-term passenger flow forecasting. Graphical LASSO was also combined in the neural network, showing its potential in network-scale traffic flow forecasting (Sun et al., 2012) . Lv et al. (2015) stated that a stacked autoencoder model helped to capture generic traffic flow features and characterize spatial temporal correlations in traffic flow prediction.
One of the obstacles in traffic forecasting is how to capture spatio-temporal correlations. It was found that the vehicle accumulation and dissipation had impacts on the travel volume of adjacent links or intersections, which indicated the spatial correlations should be considered in forecasting (Zhu et al., 2014) .
In terms of the spatial correlations, CNN developed by (LeCun et al., 1999 ) was used to learn the local and global spatial correlations in large-scale, networkwide traffic forecasting . To address temporal correlations (another inherit property in real-time traffic forecasting), the family of recurrent neural networks (RNN) (Williams and Zipser, 1989) was widely viewed as one of the most suitable structures (Zhao et al., 2017) . In the RNN architecture, the dependent variable in one timestamp was not only dependent on the explanatory variables in this timestamp, but also correlated with the explanatory variables in the previous timestamps (Graves, 2013; Sutskever et al., 2009 ). However, the traditional RNN suffered from a "vanishing gradience" effect which made it impossible to store long-term information (Hochreiter, 1991) . To address this issue, Hochreiter and Schmidhuber (1997) presented the long short-term memory (LSTM) which employed a series of memory cells to store information for exploring long-range dependences in the data.
However, neither CNN nor LSTM are perfect models for spatio-temporal forecasting problems. CNN fails to capture the temporal dependences while LSTM is incapable of characterizing local spatial correlations. To capture spatial and temporal dependences simultaneously in one end-to-end training model, researchers have made numerous attempts in recent years. Wang et al. (2016a) proposed a novel error-feedback recurrent convolutional neural network (eR-CNN) architecture which was comprised of the input layer, the convolutional layer, and the error-feedback recurrent layer. Zhang et al. (2016) modeled the temporal closeness, period, and trend properties of the inflow/outflow of human mobilities with serval separate convolutional layers and then fused these layers in one end-to-end DL structure. Shi et al. (2015) proposed the conv-LSTM network, which combined CNN and LSTM in one sequence to sequence learning framework, for precipitation nowcasting that was a typical spatio-temporal forecasting problem. In that research, the results showed that the conv-LSTM outperformed fully-connected LSTM, since some complicated spatio-temporal characteristics could be learnt by the convolution and recurrent structure of the model.
In this paper, considering that short-term passenger demand is not only dependent on its own spatio-temporal properties but also dependent on other explanatory variables (some with spatio-temporal properties and some only with temporal properties), we extend the structure of the conv-LSTM to a more generalized architecture which addresses spatial, temporal, and exogenous dependences at the same time.
Preliminaries
The short-term passenger demand forecasting is essentially a time-series prediction problem, which implies that the nearest historical passenger demand can be valuable information for predicting the future demand. We also observe that the travel time rate also influences the short-term passenger demand, since it reflects the congestion level of trips and zones. For example, passengers will potentially transfer to subways if they find the trips to their destinations are congested. Furthermore, the attributes of time-of-day, day-of-week, and weather conditions also have impacts on short-term passenger demand.
In this section, we first interpret the notations of the variables used in this paper, and then give an explicit definition of the short-term passenger demand forecasting problem.
Definition 1 (Region and time partition): The urban area is partitioned into I × J grids uniformly where each grid refers to a zone. On the other hand, we consider variables aggregated in a one-hour time interval in this paper.
Based on Definition 1, we explicitly define several categories of variables as follows:
(1) Demand intensity
The intensity of demand at the tth time slot (e.g., hour) lying in grid (i, j) is defined as the number of orders during this time interval within the grid, which is denoted by d i,j t . The intensity of demand in all I × J grids at the tth time slot is defined as the matrix D t ∈ R I×J (R refers to the real set), where the
The travel time rate represents the travel time per unit travel distance . In this paper, the travel time rate of the mth order originating from grid (i, j) at the tth time slot, is defined as the ratio of its travel time to its travel distance, τ By empirically examining the distribution of demand intensity with respect to time in the training dataset, 24 hours in each day can be intuitively divided into 3 periods: peak hours, off-peak hours, and sleep hours. We simply rank the hours based on the empirical demand intensity, and define the top 8 hours, middle 8 hours, bottom 8 hours, as the peak hours, off-peak hours and sleep hours. We further introduce the dummy variable h t to characterize this attribute of time-of-day, given by
if t belongs to peak hours 1, if t belongs to off-peak hours
0, if t belongs to sleep hours
We also denote another dummy variable w t to be the day-of-week, which catches up the distinguished properties between weekdays and weekends. Definition 2 (Spatio-temporal variables): refer to the variables showing distinction across time and across space, which imply there exist spatio-temporal correlations, e.g., the demand intensity and travel time rate. Other variables, including the time-of-day, day-of-week, and weather variables, are denoted as non-spatial time-series variables, which vary across time instead of space.
With the aforementioned definition of the explanatory variables, we can formulate the short-term passenger demand forecasting as Problem 1.
Problem 1: Given the historical observations and pre-known information {D s , Γ s |s = 0, ..., |s = 0, , t − 1; h s , w s |s = 0, , t; at s , ah s , as s , aw s , av s |s = 0, ..., t − 1}, predict D t . It is noteworthy that the time-of-day and day-of-week of the tth time slot (h t and w t ) are pre-known at t.
Methodology
In this paper, we propose a novel DL architecture, i.e., FCL-Net, to capture the spatial dependences, temporal dependences, and exogenous dependences, in short-term passenger demand forecasting. To reduce the computation complexity, we also present a spatial aggregated random forest algorithm to rank the importance of explanatory variables and select the important ones. In this section, we first present a brief review of the traditional LSTM and conv-LSTM, then introduce the proposed architecture and training algorithm of FCL-Net, and finally illustrates the proposed spatial aggregated random forest.
LSTM and Conv-LSTM
The traditional artificial neural network (ANN) lacks the ability to catch up time-series characteristics since it does not take the temporal dependences into consideration. To overcome this shortcoming, the RNN is proposed, where the connection between units is organized by timestamps. The inner structure of an RNN layer is illustrated in Figure 1 , where the input is a T time-stamp vector sequence x = (x 1 , x 2 , ..., x T ) and the output is a hidden vector sequence
It is noteworthy that x t can be a one-dimensional vector or scalar, while h t does not necessarily have the same dimension as x t . The hidden unit value in timestamp t, i.e., h t , stores the information, including hidden values (h 1 , h 2 , ..., h t−1 ) and input values (x 1 , x 2 , ..., x t−1 ), of the previous timestamps. Together with the input in t, i.e., x t , it is passed to the next timestamp t + 1 at each iteration. In this way, RNN can memorize the information from multiple previous timestamps. Although RNN exhibits strong ability in catching temporal characteristics, it fails to store information for a long-term memory.
LSTM, as a special RNN structure, overcomes RNN's weakness on the long- output gate, and memory cell vectors, respectively, sharing the same dimension with h t .
The operator '•' refers to Hadamard product, which calculates the elementwise products of two vectors, matrices, or tensors with the same dimensions. σ and tanh are the two non-linear activation functions given by Multiple LSTM cells can be stacked to form a deeper and more complicated neural network, which can better discover the complex relationships between the inputs and outputs. In this paper, each LSTM cell is denoted as a function
where T is the length of time sequences, L is the length of one input vector, and L is the length of one output vector.
However, LSTM is not an ideal model for the passenger demand forecasting with spatial and temporal characteristics in this paper, because it fails to capture the spatial dependences. To overcome this shortcoming, conv-LSTM network, which combines CNN and LSTM in one end-to-end DL architecture, is proposed.
The core idea of the conv-LSTM is to transform all the inputs, memory cell values, hidden states, and various gates in Eqs.
(1)-(5) to 3D tensors (shown in Eqs. (8)- (12)).
The input tensors, hidden tensors, memory cell tensors, input gate tensors, output gate tensors, and forget gate tensors are denoted as Here, W xf , W hf , W xc , W hc , W xo , W ho serve as convolutional flitters, which are replicated across the tensors with shared weights, and thus explore spatially local correlations. To maintain the consistence of the spatial dimensions (rows and columns), zero padding is employed before applying the convolutional operator.
Through these T iterations, each conv-LSTM layer can map a sequence of input tensors X = (X 1 , X 2 , ..., X T ) to a sequence of hidden tensors H = (H 1 , H 2 , ..., H T ). In this paper, each conv-LSTM cell is denoted as a function 
Fusion convolutional LSTM (FCL-Net)
In this section, we propose a novel fusion convolutional LSTM network (FCL- for any m ∈ (1, 2, ..., M ), n ∈ (1, 2, ..., N ). It is also worth mentioning that the transformation function F T should be applied to transfer 2D matrices D t , Γ t to 3D tensors D t , Γ t ∈ R I×J×1 to meet the consistent requirement of convolutional operators.
As mentioned in Problem 1, the forecasting target is the demand intensity during the tth time interval, which is denoted as X t = D t .
Structure for spatio-temporary variables
Among the variables utilized in this paper, the historical demand intensity and travel time rate are spatio-temporary variables, as denoted in Definition 2. By considering that the historical demand intensity and travel time rate influence the future demand intensity in different ways, these two kinds of variables are fed into two separate architectures, each of which consists of a series of stacked conv-LSTM layers and convolutional operators. Suppose K d , K τ are the look-back time windows, L d , L τ are the number of stacked conv-LSTM layers, of the demand intensity and travel time rate, respectively, the formulations of the architecture for spatio-temporary variables are given as follows:
where
t−τ , k = 1, 2, , K τ are the output hidden tensors in the highest-level layers of the architectures of demand and travel time rate, respectively. W ux , W vx are convolutional operators utilized to further capture the spatial correlations of the highest-level output tensors, while b u , b v are the intercept parameters. Through these two structures, two high-level componentŝ X u t ,X v t can be obtained, which will be further substituted into the fusion layer.
Structure for non-spatial time-series variables
Time variables (including the time-of-day and day-of-week) and weather variables (temperature, humidity, weather state, wind speed, and visibility) are the two classes of non-spatial time-series variables. Considering that time variables and weather variables affect the future demand intensity in different ways, we define two sequences of vectors: e s = (h s , w s ), a s = (at s , ah s , as s , aw s , av s ), s = 1, 2, ..., t. These two sequences of vectors are fed into two separate stacked LSTM architectures, which produce the two high-level componentsX
where p
t−K ), k = 1, 2, , K a are the output hidden vectors in the highest LSTM layers L e , L a .
Fusion
Inspired by the fact that the high-level components have different contributions to the prediction, we employ Hadamard product '•' to multiply these components by the four parameter matrices W u , W v , W p and W q , which can be learnt to evaluate the importance of the components during the training process. Therefore, the estimated demand intensity during the tth time interval is given byX
Objective function
During the training process of the FCL-Net, the object is to minimize the mean squared error between the estimated and real demand intensity, through which the weighted and intercept parameters can be learnt. The objective function of the architecture is shown in Eq. (22). 
The second term of the objective function represent an L2 norm regularization term, which helps avoid over-fitting issues. W stands for all the weighted parameters inX t , and α refers to a regularization parameter which balances the bias-variance tradeoff.
The training steps of the FCL-Net is illustrated in Algorithm 1.
Algorithm 1 FCL-Net Training
Input Observations of demand intensity {D 1 , ..., D n } in training dataset
Observations of demand intensity {Γ 1 , ..., Γ n } in training dataset
Observations of time-of-day {h 1 , ..., h n }, day-of-week {w 1 , ..., w n } in training dataset
Observations of weather variables {at 1 , ..., at n }, {ah 1 , ..., ah n }, {as 1 , ..., as n }, {aw 1 , ..., aw n }, {av 1 , ..., av n } lookback-windows: for all available time intervals t (1 t n) do 4: (23)).
is the estimated value of the ith labels based on tree k.
The out-of-bag error can be utilized to calculate the feature importance through the following steps (Genuer et al., 2015) : (1) (24)).
Considering that the dependent variable in the passenger demand forecasting, D t ∈ R I×J , is an I × J matrix, instead of a continuous value in the standard random forest, we develop a spatial aggregated random forest which consists of I × J standard random forests, to examine the aggregated variable importance partitioned by category and look-back time window. To illustrate the spatial aggregated random forest, we extend Problem 1 to Problem 2, given by Problem 2: Given the historical observations and known information {d
s |s = t−K, ..., t−1, i ∈ 1, , I, j ∈ {1, ..., J}; h s , w s |s = t−K+1, ..., t; at s , ah s , as s , aw s , av s |s = t − K, ..., t − 1}, predict d i ,j s via the standard random forest f i ,j , for all i ∈ {1, ..., I}, j ∈ {1, ..., J}. The length of look-back window is denoted as K.
V I i ,j is denoted as the function to calculate variable importance in ran-
t−k , are denoted to store the variable importance of two categories of spatial-temporal variables. V d i,j,i ,j ,k refers to the variable importance of the passenger demand in {i, j} during time interval t-k in the problem of forecasting passenger demand of {i , j } during time slot t.
As for non-spatial time-series variables, we define
, and the same expression for w, at, ah, as, aw, av. All the variable importance in
is normalized to percentage via dividing each variable importance by the sum of all variable importance.
Firstly, we examine the variable importance partitioned by category, i.e.
, to select the important variables in terms of category. Secondly, we investigate the variable importance parti-tioned by category and look-back time window k(k ∈ {1, 2, ..., K}), to select a suitable look-back window for each category of variable.
Experiments and Results

On-demand ride service platform data
The datasets utilized in this paper are extracted from DiDi Chuxing, the largest on-demand ride service platform in China, during one-year period between November 1, 2015 and November 1, 2016. We randomly obtain 1,000,000
requesting orders from the platform, each of which consists of the requesting time, travel distance, travel time, longitude and latitude. The study site is located in Hangzhou, China, starting from 120.00 to 120.35 in longitude, and from 30.45 to 30.15 in latitude. The dataset is partitioned into 1-hour time intervals, and the investigated region is partitioned into 7 × 7 grids, as shown in Fig. 5 .
The one-hour aggregated weather variables, including temperature, humidity, weather state, wind speed, and visibility, are obtained during the same period.
To avoid using future information, the dataset is divided into 70% training dataset comprised of observations between November 1, 2015 and July 14, 2016, and the 30% test dataset consisting of the remaining observations between July 15, 2016 and November 1, 2016.
It can be observed from Fig. 6 , which shows the mean and variance of passenger demand in different hours of a day based on the training dataset, that the passenger demand in weekdays demonstrates a double-peak nature while the passenger demand in weekends shows a single-peak property. Therefore, the peak hours, off-peak hours, and sleep hours are separately defined for weekdays and weekends, in this paper.
Exploring the spatio-temporal correlations
The reason for utilizing a tailored spatio-temporal DL architecture is that there exist spatio-temporal correlations among the spatio-temporal variables,
i.e., the demand intensity and travel time rate. To validate this assumption, we examine the correlations between demand intensity at the tth time interval and spatio-temporal variables ahead of the tth time interval by employing the Pearson correlation, given by
where Y, Z are two random variables with the same number of observations.
Firstly, we calculate the Pearson correlations between the demand intensity at time t in grid (i , j ) and demand intensity, travel time rate at t − k time interval in grid (i, j), for all i, i ∈ {1, ..., I}, j, j ∈ {1, ..., J}, k ∈ {1, 2, 3, 4}.
Secondly, we average these correlations partitioned by spatial distances and look-back time intervals. The spatial distance of grid (i, j) and (i , j ) is denoted as the Euclidean distance between the central points of two grids. 
Feature selection
Firstly, Fig. 8 shows the variable importance partitioned by category, based on our proposed spatial aggregated random forest algorithm. It can be observed that the two categories of spatial-temporary variables, travel time rate and demand intensity, are the dominating factors, followed by time-of-day and temperature. However, other variables, such as day-of-week, humidity, etc., have little contributions (less than 5%) to the prediction.
Secondly, Table 1 presents the relative importance of the variables sorted by category and look-back time interval ("-" represents not applicable). Fig. 9 displays the top 20 important variables. We set the look-back time window K to be 8 for all category of variables. It can be found that the time-of-day during time interval t is the most important variable, followed by the demand intensity 
Model comparisons
The proposed FCL-Net with full variables and selected variables (selected by the spatial aggregated random forest) are trained on the training dataset and validated on the test dataset, respectively. Meanwhile, the conv-LSTM network, which is only fed with the historical demand intensity, is trained and tested in the same way. The definition of the above-mentioned three models are shown as follows:
(1) Conv-LSTM with only historical demand intensity: this model utilizes his- (1) HA: the historical average model predicts future demand intensity in the test dataset based on the empirical statistics in the training dataset. For example, the average demand intensity during 8-9 AM in grid (i, j) is estimated by the mean of all historical demand intensity during 8-9 AM in grid
(2) MA: the moving average model is widely-used in time-series analysis, which predicts future value by the mean of serval nearest historical values. In this paper, the average of 8 previous demand intensity in grid (i, j) is used to predict the future demand intensity in grid (i, j). We evaluate the models via three effectiveness of measures: root mean squared error (RMSE), coefficient of determination (R 2 ), and mean absolute error (MAE), the formulation of which are given as follows.
where y (i) ,ŷ (i) are the ith ground truth and estimated value of demand intensity, y is the mean of all y (i) , and n is the size of the test set.
Before model training and validation, the demand intensity, travel time rate, hour-of-day and day-of-week, and weather variables, are standardized to the range [0,1], through the max-min standardization, respectively. Table 2 shows the predictive performance comparison results of the proposed models and benchmark models on the test set. It can be found that the proposed FCL-Net outperforms other methods.
Both FCL-Nets have relatively 50.9% lower RMSE than Conv-LSTM with only historical demand intensity, which indicates that the exogenous variables make great contribution to the short-term passenger demand forecasting. As mentioned above, the proposed spatial aggregated random forest reduces the computation complexity of FCL-Net by 29.5% (the number of variables of in each observation drops from 840 to 592). Meanwhile, Table 2 shows that FCLNet only suffers a 0.6% decrease measured by RMSE, 0.1% decrease by R 2 , or 1.1% decrease by MAE, on predictive performance after feature selection. The results indicate that the feature selection process is valuable to FCL-Net since it balances the computation complexity and predictive performance. Figure 10 shows some samples of heat maps of the ground truth passenger demand and predicted results by FCL-Net, where the deeper color implies a larger demand intensity. It is obvious that the demand intensity in peak hours (e.g., 9-10 AM and 6-7 PM) is much higher than that in sleep hours (e.g., 0-1 AM).
The demand intensity is unbalanced across space: the central grids have much a higher demand intensity than other grids. The trend of the demand intensity over time is even different in different grids and different days, which makes it hard to forecast short-term passenger demand. From the samples of visualization, we can find that the FCL-Net primarily captures the spatio-temporal characteristics of the demand intensity and makes more accurate forecasting.
The combination of short-term passenger demand forecasting and visualization helps traffic operators of the platform/government to detect and forecast grids with oversupply and overfull demand and design proactive strategies to avoid these imbalanced conditions. (a) 0-1 AM (G) (b) 9-10 AM (G) (c) 6-7 AM (G) (d) 9-10 PM (G) (e) 0-1 AM (P) (f) 9-10 AM (P) (g) 6-7 AM (P) (h) 9-10 PM (P) Figure 10 : Comparison of the ground truth (G) and predicted passenger demand by FCL-Net (P).
Conclusions
In this paper, we propose a DL approach, named the fusion convolutional LSTM (FCL-Net), for short-term passenger demand forecasting under an on-demand ride service platform. The proposed architecture is fused by multiple conv-LSTM layers, LSTM layers, and convolutional operators, and fed with a variety of explanatory variables including the historical passenger demand, travel time rate, time-of-day, day-of-week, and weather conditions. A tailored spatially aggregated random forest is employed to rank the importance of the explanatory variables. The ranking is then used for feature selection. We trained two FCL-Nets, one trained with full variables and another trained with selected variables. In addition, the conv-LSTM which only takes historical passenger demand as the explanatory variables is also established. These three models are compared with five benchmark algorithms including the HA, MA, ARIMA, ANN, and LSTM. The models are validated on the real-world data provided by DiDi Chuxing, the results of which show that the two FCL-Nets significantly outperform the benchmark algorithms, measured by RMSE, R-square, and MAE, indicating that the proposed approach performs better at capturing the spatio-temporal characteristics in short-term passenger demand forecasting.
The FCL-Nets achieve approximately 50.9% lower RMSE than the conv-LSTM (with only passenger demand as variables), implying that the consideration of the exogenous variables (such as the travel time rate, time-of-day, and weather conditions) is treasured. It is also interesting to find that the FCL-Net only suffers from 0.6% loss in predictive performance (measured by RMSE) while the variable dimension of it is reduced by nearly 30%, after feature selection. It indicates that appropriate feature selection helps reduce computaticcon complexity with little loss in the predictive accuracy.
This paper explores short-term passenger demand forecasting under the ondemand ride service platform via a novel spatio-temporal DL approach. Accurate real-time passenger demand forecasting can provide suggestions for the platform to rebalance the spatial distribution of cruising cars to meet passenger demand in each region, which will improve the car utilization rate and passengers' degree of satisfaction. However, to understand the complex interactions among the variables in the on-demand ride service market is far beyond predicting passenger demand. In the future, we expect to utilize more economic analyses and machine learning techniques to further explore the relationship of both the endogenous and exogenous variables under the on-demand ride service platform.
