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Abstract 
 
Silicon is viewed as an excellent electrode material for lithium batteries due to its high lithium 
storage capacity. Various Si nano-structures, such as Si nanowires, have performed well as lithium 
battery anodes and have opened up exciting opportunities for the use of Si in energy storage 
devices. The mechanism of lithium insertion and the interaction between Li and the Si electrode 
must be understood at the atomic level; this understanding can be achieved by first-principles 
simulation. Here, first-principles computations of lithiation in silicon electrodes are reviewed. The 
review focuses on three aspects: the various properties of bulk Li-Si compounds with different Li 
concentrations, the electronic structure of Si nanowires and Li insertion behavior in Si nanowires, 
and the dynamic lithiation process at the Li/Si interface. Potential study directions in this research 
field and difficulties that the field still faces are discussed at the end.  
 
1. Introduction 
Energy storage is a crucial aspect of integrating renewable energy sources in power grids, which 
makes the development of efficient high-capacity batteries an important technological field [1]. Li 
ion batteries have been the most important portable power source for consumer electronics and 
show great promise for vehicle electrification. Carbon materials, usually in the form of graphite, 
which has a theoretical capacity of 372 mAh/g, are commonly used as the negative electrodes in 
commercial rechargeable lithium ion batteries. To meet the energy goals of high capacity and 
energy density, materials possessing ultra-high lithium capacities are being investigated. 
Compared with graphite, Si can store ~10 times more Li, with a theoretical gravimetric energy 
density of 3572 mAh/g [2-4]. Moreover, Si is safer, less expensive, and far more abundant than 
graphite. However, the electrochemical cycling performance is hampered by massive structural 
changes and volume expansion on the order of 300% [5-7], resulting in electrode particle fracture, 
disconnection between the particles, capacity loss, and thus very limited cycle life.  
 
Excitingly, silicon nanowires (SiNWs) have recently been demonstrated as the basis for ultra-high 
capacity lithium ion battery negative electrodes [8], which opens up amazing opportunities for 
silicon electrode-based energy storage devices. SiNWs possess excellent properties for Li 
insertion, such as efficient electron transport along the axis and large Li ion flux due to the high 
surface area to volume ratio. Most importantly, the success of using SiNWs lies in their facile 
strain accommodation, which can address the mechanical fracture issues. Beyond SiNWs, a 
variety of Si nanostructure morphologies has subsequently been shown to overcome the 
mechanical fracture issues and perform well as anodes, including crystalline amorphous core-shell 
SiNWs [9], carbon-amorphous Si core-shell NWs [10], Si nanotubes [11], porous Si particles [12], 
hollow nanoparticles [13], carbon-silicon composites [14, 15] and coated-hollow structures 
[16-18]. 
 
During the lithiation process, the structure, crystalline phase, electronic properties and mechanical 
properties will undergo significant changes, and these changes critically affect the performance of 
the lithium battery. Experiments have been performed to address these issues and trace these 
changes, including X-ray diffraction (XRD) [19], nuclear magnetic resonance (NMR) [20,21] and 
electron energy loss spectroscopy (EELS) [22]. However, in many cases, experiments can only 
give properties that are averaged over time or space, while the local and detailed information is 
buried. Therefore, it is important to study the lithiation process in Si electrodes at the atomic level 
and quantitatively understand the fundamental interactions between Li and Si atoms in the anode.  
 
Lithiation in Si electrodes can be studied quantitatively with first-principles calculations based on 
density-functional theory (DFT) [23,24], which is widely used in investigating the electronic 
structure and studying a wide range of different atomic systems, including molecules, surfaces, 
nano-structures and bulk materials. In this review paper, we summarize and discuss the theoretical 
and computational studies on the issue of Li insertion in various kinds of Si materials, such as bulk 
Si, SiNWs and Si surfaces. This review discusses many aspects in this field and tries to fully 
introduce the detailed atomistic picture of the lithiation properties and lithiation process in Si 
electrode that have been obtained through first-principles simulations. 
 
The review is organized in the following manner: In Section 2, fundamental theories and 
computational ab initio schemes for simulating the Li-Si system are briefly introduced. In Section 
3, various properties of bulk Li-Si alloys, including their geometry, phase transitions, voltage, and 
Li diffusivity, are systemically reviewed. Section 4 contains a discussion of the electronic 
properties of SiNWs and single Li insertion behavior in SiNWs. In Section 5, the lithiation 
dynamics at different Si surfaces or Li/Si interface systems are summarized. In Section 6, we 
discuss the potential directions in this field and the advanced computational techniques that can 
overcome the remaining difficulties. Finally, in Section 7, concluding remarks are given.  
 
2. Theoretical Schemes 
2.1 First-principles Methods 
First-principles electronic structure methods, usually performed by using DFT, are quantum 
mechanical methods for numerically solving the Schrödinger (nonrelativistic) or Dirac (relativistic) 
equation for systems of electrons. The term “first-principles” simply means that there is no 
empirical fitting, or equivalently, no adjustable parameters. The term “ab initio” is sometimes used 
instead and means the same thing. By self-consistently solving Kohn-Sham one-electron equations 
[24], the ground state of a system composed of many electrons and nuclei can be attained [23]. For 
treating the exchange-correlation energy and many-body potential, the local density approximation 
(LDA) [25] or the generalized gradient approximation (GGA) [26,27] is introduced. 
First-principles schemes can provide total energies, stable atomic geometries and various 
electronic properties of molecular or crystalline materials.  
   
To deal with the Kohn-Sham equation, band calculation schemes are used. Nowadays, the 
pseudopotential methods are commonly adopted because they only consider the valence electrons 
that interact with the electrons of other atoms, and can thus significantly reduce the computational 
cost. The pseudopotentials can be classified into three types: norm-conserving pesudopotentials 
(NCPP) [28], ultrasoft pseudopotentials (USPP) [29] and projector augmented wave 
pseudopotentials (PAW) [30,31]. USPP and PAW methods are often applied because of the 
smoothness of wave functions, which means relatively small numerical arrays or matrices for 
computation. 
 
For numerical calculations, a plane-wave basis set is often used because it has a high degree of 
flexibility, provided that a sufficient quantity of waves is used to model fine details in the variation 
of the electron density. To overcome the huge-size eigenvalue problem, new iterative algorithms 
such as conjugate gradient [32], RMM-DIIS [33] (residual minimization) and Block-Davidson [34] 
schemes have been introduced, while combining effective mixing methods. These schemes are 
already coded in various package programs such as VASP [33], CASTEP [35] and ABINIT [36].  
 
For treating large supercells, other methods beyond plane-wave basis sets are introduced. 
Real-space grid schemes [37-39], in a similar pseudopotential framework, have been developed. 
Finite-difference or finite-element algorithms are used to obtain eigen-functions in real space in 
contrast to the traditional k-space methods. This real-space method is more suitable for parallel 
computation, and results in highly efficient calculations. A scheme using a local-orbital basis set is 
another powerful one for dealing with large supercells [40,41], where atomic orbital-like functions 
expressed by Gaussians or numerical functions are used as a basis set of the linear combination of 
atomic orbitals. These are well known as “order-N” algorithms. However, the price that must be 
paid is that results will be constrained by the flexibility of the basis set, and the incompleteness of 
the basis set is a serious problem compared with the plane-wave scheme. 
 
2.2 Schemes for Simulating Lithiation or Delithiation Processes 
Molecular dynamics (MD) can model the detailed microscopic dynamical behavior of many 
different types of systems found in chemistry, physics or biology, and it is one of the most 
powerful tools to study the equilibrium and transport properties of many–body systems. For ab 
initio MD [42,43], the simulation is performed based on self-consistent Kohn–Sham energy 
computation. The basic idea is to compute the forces acting on an ion from electronic structure 
calculations that are performed on-the-fly as the molecular dynamics trajectory is generated. In 
this way, the electronic variables are not integrated out beforehand, but are considered as active 
degrees of freedom, and their evolutions are approximately decoupled with those of ions. This 
implies that, given a suitable approximate solution of the many-electron problem, “chemically 
complex" systems can be handled. The real-time nuclear motion of the particles is modeled 
step-by-step using the laws of classical Newtonian mechanics, the flow of which can be 
summarized as below:  
1. Compute the total energy for the simulated system and the force on each ion.   
2. Obtain the coordinate and velocity for each ion at the following time step. 
3. Return to step 1 with the updated coordinates and velocities.  
 
For many simulation cases, the molecular dynamics of lithiation using DFT is too computationally 
costly. V. L. Chevrier et al. developed the following protocol to simulate the lithiation of Si at 
room temperature while avoiding the lengthy diffusion dynamics [44,45]. The lithiation process 
was modeled using the following sequence: 
1. Add a Li atom at the center of the largest spherical void. 
2. Increase the volume and scale coordinates. 
3. Allow coordinate optimization at a fixed volume. 
4. Calculate the total energy. 
5. Return to step 1 with the current structure until the desired x in LixSi is reached. 
Correspondingly, the delithiation process was modeled as follows: 
1. Randomly remove a Li atom from the system. 
2. Decrease the volume and scale coordinates. 
3. Allow coordinate optimization at a fixed volume. 
4. Calculate the total energy. 
5. Return to step 1 with the current structure until the desired x in LixSi is reached. 
 In this protocol, a new Li atom is inserted into the largest void within the computational cell at 
each step. However, M. K. Y. Chan et al. have tested the insertion of Li into different interstitial 
sites, and found that in only approximately 20% of all cases, the site farthest away from existing 
atoms is the most energetically favorable site after relaxation [46]. Therefore, they modify the 
algorithm above to allow the insertion of Li into all possible interstitial sites, and the lowest 
energy configuration after relaxation is chosen at each step. The details for each lithium atom 
insertion are described as below: 
1. Using a regular spatial grid, all interstitial sites { ir } that are at least mind  from the nearest 
atoms are determined.  
2. A lithium atom is inserted separately into each ir , and the total energy is calculated. 
3. The relaxed configuration with the lowest energy is relaxed and chosen for further lithium 
insertion. 
The value of 
mind is set to the largest value such that at least one interstitial site is found at all 
steps, which is suggested to be 1.9 Å.  
 
2.3 Computation of Physical Quantities  
2.3.1 Energy 
The total energy of a simulated Li-Si compound can be directly calculated after the DFT 
self-consistent simulation. Based on this, the formation energy (or binding energy) can be 
calculated, which is very important in determining the structure and judging the stability of Li-Si 
compounds. The definitions of formation energy are somewhat different in different papers, but 
they all have similar forms. The general expression can be given as 
MLiMLif ExEEE x                                                  (1) 
Where ME and MLi xE represent the energies for the pure Si structure before lithiation and the 
Li-Si alloy after lithiation, respectively. LiE  represents the energy of Li in Li metal, or sometimes 
the energy of an isolated Li atom. 
 
In some papers, a similar parameter called “mixing enthalpy per atom ( mixE )” is used for the 
energy comparison between different concentrated Li-Si alloys [47]. It can be expressed as 
SiLiSiLimix ExxEEE xx )1(1                                            (2) 
where
xxSiLi
E
1
is the total energy per atom of the Li-Si alloy in question, x is the atomic fraction of 
Li, and LiE and SiE are the total energies per atom of c-Si and bcc-Li, respectively. 
 
2.3.2 Voltage  
For a two-phase reaction between LixM and LiyM, the voltage relative to Li is given by the 
negative of the reaction free energy per Li [48], that is 
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where G is the Gibbs free energy  
TSpVEG                                                      (4) 
and metalLi refers to the Li atom in metal. The enthalpic ( pV ) contribution to G is of the order ~10 
μeV per Li at atmospheric pressure. The entropic (TS ) contribution to the voltage is estimated to 
be systematic and of order ~10 meV. Therefore, it is safe to replace G  in Equation 4 with total 
energies ( E ) from DFT calculations. If the total energies over the whole x range of LixSi 
compounds are calculated by first-principles method, the voltage curve for lithiation process can 
be achieved. 
 
2.3.3 Mechanical properties 
Elastic constants, ijC , can be obtained by computing the energies of deformed unit cells; the 
deformation strain tensor, e , with six independent components is represented as 
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For cubic phases, orthorhombic, isotropic, and monoclinic distortions were applied to obtain the 
three independent elastic constants, 11C  12C and 44C  (expressed using Voigt notations). For 
tetragonal phases, six independent deformation modes were applied to 
calculate 11C , 12C , 13C , 33C , 44C and 66C . Self-consistent relaxation is allowed in all strained unit 
cells, and the total energy change with respect to the strain tensor gives [49,50] 
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where )0(E  and )(eE  are the internal energies of the initial and strained lattices, respectively; 
V is the volume of the unstrained lattice; )(Vp is the pressure of the undistorted lattice at volume 
V ; V  is the change in the volume of the lattice due to the strain; e  is the strain tensor; and 
the ][ 3eO  term can be neglected.  
 
Once ijC  values are known, mechanical quantities, such as bulk, shear and Young’s moduli, 
symbolized as B , E and G , can be calculated using the following expressions: 
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2.3.4 Diffusivity 
To better understand the dynamic properties, diffusion constants of Si and Li can be calculated by 
performing ab initio MD simulations. First, average mean-square displacements (MSD) of Li or Si 
atom as a function of MD time steps for different temperatures can be calculated by sampling 
configurations. MSD can be expressed as
2
)0()( ii RtR  , iR  is the atomic position broken 
brackets denote thermal averages, and t  is the time. The diffusion constants D  of Si and Li 
were calculated based on the Einstein relation 
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3. Bulk Li-Si Compounds 
3.1 Single Li Atom in Bulk Si 
We start our review by discussing single Li atom insertion in crystalline Si, because it is the basis 
for understanding the mechanism of the Li insertion process and the interaction between Li and 
the Si host. W. H. Wan et al. reported a detailed study on this topic [51]. For simulation, a single 
Li atom was put into a supercell with 64 Si atoms. Various nonequivalent insertion positions in the 
Si lattice were examined and their binding energies were calculated to extract the energetically 
favorable sites. The positions and corresponding values of binding energies are shown in Figure 1 
(a) and (b) respectively, including the tetrahedral (Td), hexagonal (Hex), anti-bonding (A), 
bond-center (B), center of the second nearest silicon (C), and midway (M) sites between the Hex 
site and B site. The Td site is the most stable position, on which there are four nearest-neighbor Si 
atoms with Li–Si distances of 2.45 Å. Then, based on the energy calculation of different Li doping 
sites, the diffusion barrier can be achieved using the NEB scheme by relaxing various 
configurations between the starting and ending points along the diffusion pathway [52,53]. The 
energy curve for Li diffusion between the adjacent Td sites is presented in Figure 1 (c). The barrier 
height is about 0.58 eV, which is in good agreement with experiment (0.57–0.79 eV) [54]. The 
Hex site, on which there are six nearest-neighbor Si atoms with Li–Si distances of 2.37 Å, is the 
transition state along the migration pathway. The long-range diffusion processes occurs in a 
manner that can be called a ‘zig-zag’ fashion.  
 
Figure 1. (a) The Td, Hex ,A, B, C, and M sites in bulk Si with a diamond structure. (b) The binding energies 
of single Li dopants in bulk Si. (c) Diffusion energy for a Li dopant along the Td–Hex–Td diffusion pathway. 
The figure is from Ref. [51].  
 There are also some other simulation works on this topic, and it has been commonly accepted that 
the Td site is the insertion position for Li atoms and the Td-Hex-Td trajectory is the diffusion 
pathway; other calculated diffusion barriers are similar to the one shown above, e.g. 0.60 eV by H. 
Kim et al. [55] or 0.55 eV by K. J. Zhao et al. [56]. 
 
3.2 Geometry Evolution During Lithiation Process 
As more and more Li atoms are inserted into bulk Si to form LixSi compounds, the structure 
undergoes great changes. Experimental studies have provided strong evidence for the formation of 
various stable Li-Si crystalline phases during high-temperature lithiation (~ 415 ℃), such as 
Li12Si7, Li7Si3, Li13Si4, Li15Si4, and Li22Si5 [57]. Many simulations have studied the structures of 
these crystalline phases [58-62]. Here, we use the data in the paper by V. L. Chevrier et al. to show 
the crystalline configurations of different Li-Si compounds that can be observed in experiment 
[62]. The upper left panel of Figure 2 lists the number of atoms in the primitive cell, the space 
group of these phases and the underlying crystalline lattice, while the upper right panel of Figure 2 
shows the primitive cells of the binary phases and the conventional cells of Si and Li.  
 
Figure 2. Upper left panel: Li, Si and crystalline Li–Si phases. Upper right panel: The structures and the 
primitive cells of the mixed crystalline Li-Si phases are shown. Partial occupancies in Li7Si3 are indicated by 
“pie chart” Li atoms. Left lower panel: total electronic density of states for Si, Li, and the Li–Si phases. 
Peaks are labeled according to the principal orbital contribution. Right lower panel: The net charge in e of 
the Li and Si atoms in the crystalline Li–Si phases: LiSi, Li12Si7, Li7Si3 #2, Li13Si4, Li15Si4, Li21Si5. The figure 
is from Ref [62]. 
 
In contrast to high-temperature lithiation, room-temperature Si lithiation frequently leads to 
amorphous lithium silicide (a-LixSi), which is a particularly important phase transition and 
structural change [63]. Using ab initio schemes, the amorphization process and structural 
evolution of LixSi compounds can be studied, and many works have focused on this issue.    
 
W. H. Wan et al. explored the phase transition and structural distortion issue by inserting Li atoms 
into Si one by one and simulated the configuration evolution of LixSi alloys at x = 0.03125, 0.0625, 
0.125, 0.1875 and 0.25 [51]. It is found that when x < 0.0625, the most stable configuration is that 
both Li atoms are located on the Td sites. The further the distance between them, the lower the 
energy of the structure, and the crystalline Si framework remains. A clear local structure distortion 
occurs at x = 0.125. The obtained stable structure causes a local distortion of the host lattice, while 
the homogeneous arrangement of the six-member ring in perfect crystalline Si is destroyed into 
one five-member ring and one seven-member ring around the Li dopants. As the doping 
concentration increases to 0.1875 or above, the Si lattice is significantly damaged. 
 
S. C. Jung et al. computationally determined the Li/Si ratio at which the crystalline-to-amorphous 
phase transition occurs, based on the comparison of energies between the crystalline and 
amorphous phases [64]. Figure 2(a) shows the formation energies of the crystalline and 
amorphous LixSi structures. At x = 0, the crystalline phase is more stable by 0.29 eV per Si atom 
than the amorphous phase. As x increases, the crystalline phase becomes less stable and the 
amorphous phase becomes more stable, resulting in the crystalline-to-amorphous phase transition. 
According to formation energy curves, the phase transition occurs at about x = 0.3, which is very 
low compared with the ratio of x = 3.75 in the fully lithiated Li15Si4 phase, and indicates that the 
crystalline-to-amorphous transition of the silicon electrode occurs during the initial discharge 
process. This calculated ratio of 0.3 Li atoms per Si atom is in good agreement with the 0.26:1 
ratio from the 
7
Li NMR spectra, at which point the new 
7
Li peaks at 105 mV appears, implying a 
breaking of the crystalline silicon [20].  
 H. Kim et al. compared the mixing enthalpies (see Section 2.3 for reference) of amorphous and 
crystalline Li-Si alloys with a relatively high Li concentration [47]. The results are shown as 
Figure 3(b). For amorphous phases, the value of 
mixE drops as the Li concentration increases, 
and changes from positive to negative at 40 atom% Li. Above this Li concentration, the mixing 
enthalpy continues to decrease and falls to a valley plateau between 60 and 80 atom % Li, with an 
energy gain of 0.16-0.18 eV/atom with respect to c-Si and bcc-Li. The calculations are consistent 
with experiments that the formation of a-Li2.1Si (68 atom% Li) can gain 0.12 eV per Si [63]. For 
crystalline phases, a distinct mixing enthalpy minimum is found at 71 atom % Li, and on average 
the total energies are ∼0.1 eV/atom lower than their amorphous counterparts. Hence, a-Li-Si 
alloys may undergo recrystallization at elevated temperatures, as evidenced by earlier experiments 
[3]. 
 
Figure 3. (a) Formation energies of crystalline and amorphous LixSi phases at T = 0 K. (b) Variations in the 
mixing enthalpies of amorphous and crystalline Li-Si alloys as a function of Li concentration. (a) and (b) are 
from Ref. 64 and Ref. 47, respectively. 
 
3.3 Electronic Structure Analysis 
People often use the electronic density of states (EDOS) to characterize the electronic properties 
of materials. The lower left panel of Figure 2 shows the EDOS of Si, Li, and the Li-Si crystalline 
phases simulated by V. L. Chevrier et al. [62]. The Fermi energy is marked by a dashed vertical 
line. The peaks for the EDOS are labeled by atomic orbital components, based on projected EDOS. 
For Si, the occupations have some s and p character, while for Li, the occupations only have s 
character. For the energy region near the Fermi level, the states are mainly a hybridized Si3p orbital 
and Li2s orbital. It is somewhat unexpected to see that the EDOS at the Fermi level for various 
Li-Si phases is extremely low even though numerous Li atoms are present in these phases. This 
phenomenon can be attributed to the Zintl-like nature of the Li-Si alloy [65]. Indeed, Zintl-type 
phases are often semiconductors, and experimental measurements have demonstrated that 
crystalline Li12Si7 and Li7Si3 own semiconductor-like features [66,67]. 
 
Using Bader charge analysis [68], V. L. Chevrier et al. also calculated the net charge of the Li and 
Si atoms as a function of x in c-LixSi, as shown in the lower right panel of Figure 2 [62]. In all 
Li-Si phases, the Li atoms have a similar positive charge of 0.73e, shown by the dotted line. As 
the Li concentration increases, the net charge of the Si atoms becomes more negative, and there is 
clearly local-environment dependent behavior, which varies according to the number of Si 
neighbors. For instance, in the Li12Si7 structure, there are Si atoms with three, two, and one Si 
neighbors, which lead to clearly separated atoms in terms of charge; the Si atoms with one Si 
neighbor have similar charges in Li12Si7, Li7Si3, and Li13Si4, and the isolated Si atoms of phases 
Li13Si4, Li15Si4, and Li21Si5 also have similar charges. This charge transfer analysis confirmed the 
traditional understanding that the Li–Si alloys are Zintl-like phases where the amount of charge 
transferred to the Si atoms depends on the number of Si neighbors, but the Li atoms donate 
roughly the same amount of electrons in all Li–Si crystalline phases with a very small dependence 
on proximity to the receiving Si atoms. In another work, Chevrier et al. calculated the charge 
transfer in a-LixSi. They found similar behavior to the c-LixSi case, but a slightly lower value of 
0.68 electrons per effective Li neighbor was yielded [45].  
 
3.4 Voltage Computation  
Voltage is one of the most important parameters for lithiation experiments, and it is also the 
essential point to evaluate the performance of a battery. Therefore, it is necessary to compute the 
evolution of voltage during the whole lithiation process, from the fully-unlithiated to the 
fully-lithiated stage. 
 Figure 4. (a) Experimental and calculated voltage-composition curves of a Li/LixSi electrochemical cell at 
high temperature (415 °C). (b) Voltage–composition curves of silicon lithiation calculated from the lithiation 
protocol by using smoothing weights of 5 and 500 (see Ref [44] for details) and by using the crystalline 
structures found at high temperatures, as indicated in the legend. The solid gray red shows the experimental 
curve obtained from the lithiation of sputtered amorphous silicon. (a) and (b) are from Ref. [69] and Ref. 
[44], respectively. 
 
V. L. Chevrier et al. computed the voltage curve during evolution of crystalline Li-Si phases at 
high temperature (415 ℃). Figure 4(a) shows the simulated and experimental results, and different 
dashed lines are obtained by different pseudopotential schemes [69]. The calculation of the 
voltage curve is based on the formation energies of crystalline phases arising during lithiation – 
Li12Si7, Li7Si3, Li13Si4 and Li22Si5, and four voltage plateaus are established. From the comparison, 
it can be seen that the simulation can correctly reproduce the shape of the experimental curve [57].  
 
V. L. Chevrier et al. also simulated the voltage evolution of the lithiation in amorphous Si at room 
temperature, using the lithiation protocol they developed (see Section 2 for reference) [44]. Figure 
4(b) shows the voltage–composition curves obtained from the smoothing spline, from the 
experimental sputtered a-Si, and from calculations using the crystalline phases of Li–Si. The 
smoothing spline is obtained by taking the average of the formation energy values at every Li 
concentration and by constructing a curve piecewise from cubic polynomials. The agreement with 
experiment confirms that the essential physics of silicon lithiation is correctly captured by the 
simulation. They also apply protocol variations for comparative study, which shows that their 
simulation scheme is reasonable. Beyond this work, they do further research on similar 
“disordered lithiated silicon” using the same algorithm as above, and also add simulations of the 
delithiation process [45]. 
 3.5 Mechanical properties 
Mechanical stability is one of the key criteria for the selection of battery materials [69], and a 
successful electrode material has to maintain its mechanical integrity and chemical properties over 
a long cycling lifetime. Therefore, it is necessary to study the mechanical properties of Li-Si 
compounds from the point of view of theoretical simulations, and how to overcome the 
pulverization and improve the mechanical behavior has become an important topic for 
computational researchers. 
 
H. Kim et al. investigated the variations in volume and density as a function of Li content [47]. 
The dependence of volume on Li concentration for c-Si and a-Si are shown in Figure 5. Here, the 
volume of each alloy is normalized with respect to that of c-Si (in which each Si occupies a 
volume of ≈20.47 Å3). For both crystalline and amorphous phases, the volume increases nearly 
linearly with Li content, while the opposite trend is observed for the density values. As expected, 
the crystalline phase is slightly denser than the amorphous alloy of corresponding composition. 
The fully lithiated a-Li4.33Si (c-Li4.4Si) phase is predicted to yield a 334 (296) % volume 
expansion, which is in good agreement with ≈300% from previous experimental measurements 
[70]. Many other works also studied the volume expansion and similar results are shown 
[44,55,56].   
 
Figure 5. Variation in the volume and density of amorphous and crystalline Li-Si alloys as a function of Li 
concentration, as indicated. The volume (per LiySi) of each alloy is normalized with respect to that of c-Si. 
The figure is from Ref. [47]. 
 
V. B. Shenoy et al. reported a systemic study on the mechanical properties of lithiated c-Si and 
a-Si [71]. Figure 6 shows the calculated elastic constants
ijC for c-Li-Si alloys, and the variation of 
the bulk modulus B , shear modulusG , Young’s modulus E  and Poisson’s ratio  for both 
c-LixSi and a-LixSi. One can see that for the crystalline systems, the bulk, shear, and Young’s 
moduli depend very strongly on Li concentration, which decrease linearly and show significant 
softening in the Li-rich phases. The moduli for the most highly-lithiated phases, Li15Si4 and 
Li22Si4, are nearly an order of magnitude smaller than the corresponding values for Si. This 
phenomenon can be attributed to the decrease in the population of strong covalent Si–Si bonds, 
and the increase in the population of much weaker ionic Li–Si bonds. From the plots of the elastic 
moduli in Figure 6, it is clear that the slopes of the moduli for amorphous systems are smaller than 
that of crystalline phases, which indicates a weaker softening effect. This can be understood by 
noting that the moduli of pristine amorphous Si are smaller than those of cubic Si by about 
30–50%, while the moduli of amorphous Li and bcc Li are nearly equal.  
 
Figure 6. Upper panel: Calculated elastic constants
ijC for Li, Si and crystalline Li–Si alloys. All quantities 
are in units of GPa. Lower panel: (a) Bulk modulus B , (b) shear modulus G , (c) Young’s modulus E , 
and (d) Poisson’s ratio   of Li–Si alloys plotted as a function of Li fraction in crystalline (solid symbols) 
and in amorphous (open symbols) phases for the alloy LixSi. The Li fraction in the alloy is given by 
)1/( xx  . Solid and broken lines show linear fits for the crystalline and the amorphous systems, respectively. 
The figure is from Ref. [71]. 
 
Many experiments indicate that the large deformation of Si electrodes during lithiation can be 
accommodated by plastic flow: during lithiation, silicon films deform plastically when the stress 
exceeds a yield strength [72]. This issue is especially relevant in nanostructured electrodes with 
confined geometries. Motivated by this phenomenon, K. J. Zhao et al. elucidated the plastic 
deformation in lithiated silicon under uniaxial tension [56]. At the initial stage, a supercell 
containing 64 atoms was prepared as the a-Si model system, and different amounts of Li atoms, 
with the largest concentration f =0.5 (f represents the ratio of the number of Li atoms over the 
number of Si atoms), were then gradually added. To simulate tension, a stress level along the x 
direction of the structure was prescribed, and then the nominal strain after full relaxation was 
measured. The stress-strain response curves are shown in Figure 7(a). The solid symbol curves 
represent the loading paths, while the open symbol curves represent the unloading paths. It is 
evident that a brittle-to-ductile transition occurs as the lithium concentration increases because of 
the different behavior in the low Li concentration and high Li concentration cases. In the pure 
silicon structure, loading leads to nonlinear elastic behavior and the unloading path follows the 
loading path exactly, which suggests no permanent deformation after unloading. In the case of 
lithium concentration f = 0.125, a small permanent strain of  = 1.21% is observed after 
unloading. As the Li concentration increases to f = 0.25 and f = 0.50, the stress-strain curves 
show substantial plastic deformation. The network can be stretched by 33.5% and 40.5%, 
respectively, without fracture, and after unloading, large permanent deformation remains in both 
cases. Figure 7(b) shows the average value of Si coordination,
SiC , as a function of applied strain. 
The results strongly indicate that the average coordination is closely related to the deformation 
behavior of lithiated silicon. At lithium concentrations f = 0 and f = 0.125, the coordination of 
silicon changes little during deformation, corresponding to brittle behavior at low Li concentration. 
In contrast, at larger Li concentrations f = 0.25 and f = 0.50, the Si coordination decreases 
dramatically with strain, which is related to the ductile behavior. 
 Figure 7. (a) The stress-strain response of lithiated a-Si under uniaxial tension. The solid symbol lines 
represent the loading path, while the open symbol lines represent the unloading path. (b) The average value 
of Si-Si coordination (
SiC ) as a function of applied strain during loading. The figure is from Ref. [56]. 
 
3.6 Diffusion behavior  
The diffusion coefficient is the common physical quantity to characterize mobility. For Li-Si 
compounds, this coefficient can be computed by ab initio molecular dynamics methods. Until now, 
such studies are rare and have usually concentrated on high temperature conditions, which can 
lead to high mobility and makes the simulation easier and more accurate.  
 
H. Kim et al. performed ab initio molecular dynamics (MD) simulations in the canonical 
ensemble to estimate Li and Si mobilities in molten LiSi, Li1.67Si , and Li3.57Si alloys at 1050 K 
[47]. The MD simulation duration is as long as 6 ps, which is sufficient to obtain well-converged 
results. For LiSi, the diffusion coefficients were predicted to be LiD = (0.45±0.04)×10
-4 
and 
SiD = (0.20±0.05)×10
-4
 cm
2
/s; For Li1.67Si, LiD = (0.50±0.07)×10
-4
 and SiD = (0.23±0.07)×
10
-4
 cm
2
/s, which are comparable to the values reported by G. A. de Wijs et al. [73], LiD = 0.94×
10
-4
 and SiD = 0.42×10
-4
 cm
2
/s (within the simulation time of 2.8 ps); For Li3.57Si, the 
diffusivities increase to LiD = (0.73±0.06)×10
-4
 and SiD =(0.33±0.05)×10
-4
 cm
2
/s. It can be 
seen that despite the change in alloy composition, the diffusion coefficient ratio between Li and Si 
remains more or less constant,
SiLi DD / ≈2. This can be expected because of the mass dependence 
of diffusivity in a liquid-like phase, i.e., 2/1
2112 )/(~/ mmDD  for a disparate-mass binary mixture. 
Given that the atomic masses for Li and Si are 6.94 and 28.09 amu, respectively, the calculation 
result is consistent with what would be expected from the mass dependency, i.e.,
SiLi DD / ≈
(28.09/6.94)
1/2 ≈2.0.  
 4. Lithium Insertion in Si nanowires 
4.1 Electronic Properties of Si nanowires 
Silicon nanowires (SiNWs) remain one of the most important nano-structured materials since 
being successfully synthesized about a decade ago [74-76]. SiNWs have become promising for 
electronic applications in a wide range of areas such as field effect transistors [77-79], 
nanosensors [80-82] and solar cells [83-85]. Due to the unique properties, such as large 
surface-to-volume ratio, high carrier transport mobility, and tunable band structure, SiNWs have 
attracted great interest for their use as a lithium battery electrode. The experimental successes 
have resulted in extensive theoretical investigations on SiNWs in recent years, and such 
calculations provide valuable information for understanding their material properties at the 
nanoscale.  
 
The electronic band structures of SiNWs have been computed using ab initio or tight-binding (TB) 
schemes [86-90]. Studies have found that the band structure varies according to the category and 
size of SiNWs. Q. F. Zhang et al. systematically simulated the band structures and calculated the 
band gaps of [110], [001], [111], and [112] ultra-thin SiNWs with wire diameters d < 2.5 nm [91]. 
[110], [001], and [111] SiNWs are direct band gap semiconductors, while the series of [112] 
SiNWs are indirect semiconductors. The calculated band gaps are shown as the left panel of 
Figure 8. The band gap decreases when the diameter increases. This result agrees well with the 
commonly belief that significant quantum confinement effects in ultrathin SiNWs can induce 
enlargement of the band gap. As the size of a SiNW grows further, the essential features of the 
electronic structure can change. M. F. Ng et al. evaluated the diameter-dependent electronic 
structure in [110] and [100] SiNWs, and their simulation covers the range of diameters up to 7.3 
nm, as shown in the right panel of Figure 8 [92]. They also demonstrated the decrease of band gap, 
and in particular, they found that the direct band gap feature of both ultra-thin [110] and [100] 
SiNWs starts to change when the diameter increases beyond ~ 4 nm, where there is only a small 
difference in the direct and indirect band gaps within the experimental measurement uncertainty of 
~ 0.1 eV. Therefore, they suggested this is the critical diameter for the start of the gap nature 
transition for SiNWs. This simulation result is in good agreement with photoluminescence 
measurements [93]. 
 
Figure 8. Left panel: Band gaps of [110], [001], [111], and [112] SiNWs with wire diameters d ≈1.0, 1.5, 2.0, 
and 2.5 nm. Right panel: (a) Band structures of [110] and [100] SiNWs with diameters of about 1 and 7 nm. 
Arrows indicate the band gaps: DG = direct gap and IG = indirect gap. (b) A plot of band gap as a function 
of diameter for [110] and [100] SiNWs. Experimental data are fitted with a green dotted line. (c) A plot of 
IG-DG as a function of diameter for [110] and [100] SiNWs. The filled region indicates <0.1 eV gap 
difference. Red arrows mark the gap transition size for [110] and [100] SiNWs. Left and right panels are 
from Ref. [91] and Ref. [92], respectively. 
 
Surface effects are another important issue for the study of SiNWs, because the existence of the 
surface region can introduce surface electronic states which have different properties than bulk 
states. On the other hand, the interaction between SiNW surfaces and the surrounding 
environment is crucial for the potential use of SiNWs in devices. Many factors can influence the 
characteristics of SiNW surfaces, such as facet features, surface reconstruction and passivation 
elements. C. R. Leao et al. studied the relative contribution of surface Si atoms to the band-edge 
states, which varies according to the way these surface atoms are bonded to the core atoms [94]. 
Five categories of [110]-oriented SiNWs, with different diameter and different kinds of facets, are 
extracted as the simulation models. Figure 9(b) lists the ratios between the Si surface and core 
atom partial density of edge states – valence-band maximum (VBM) and conduction-band 
minimum (CBM). They found that Si atoms with different facets have distinct component 
contributions to the edge states, and generally speaking, the surface atoms have more influence on 
the VBM state than the CBM state. This indicates that it might be easier to affect the electronic 
properties of SiNWs with p-type rather than n-type dopants, which has been experimentally 
observed [95]. X. Xu et al. investigated the effects of surface reconstruction and progressive 
hydroxylation on the electronic properties of [110] hexagonal SiNWs, including band gap, 
effective mass, and density of states [96]. By increasing the amount of hydroxyl groups on the 
surface, the size of the band gap decreases. The effective masses for electrons and holes do not 
significantly change upon hydroxylation, but the reconstruction induces a small decrease in the 
effective mass of electrons and a small increase in the effective mass of holes.  
 
Figure 9. (a) Cross-sections of different types of SiNWs studied here. All of them have their axis along the 
[110] orientation. They differ in the way their facets are terminated or in their relative aspect ratios. The red 
spheres represent Si atoms and the white ones represent H atoms. (b) Ratio between the Si surface and core 
atom partial density of the band-edge states. The figure is from Ref [94]. 
  
Due to the semiconducting nature of SiNWs, the n-type or p-type doping effect in SiNWs is also 
interesting for the potential applications in designing high-performance electronic devices. Such 
doping can be influenced by both quantum confinement and surface effects. J. X. Han et al. 
investigated P-doped Si[110] nanowires by employing a real-space pseudopotential method (see 
Section 2.1 for reference), and focused on wavefunction, donor ionization energy of the P impurity 
[97]. Figure 10 shows the spatial distribution of defect charge densities and donor ionization 
energies in SiNWs with different diameters. The decay of the charge density along the radial 
coordinate r  (Figure 10(c)) and the increase in effective Bohr radius (Figure 10(d)) indicates that 
as the nanowire diameter decreases, the charge density becomes more localized at the defect center. 
The donor ionization energy (Figure 10(e)) increases with decreasing diameter. Both of the strong 
size-dependent phenomena can be attributed to the quantum confinement effect. C. R. Leao et al. 
studied the influence of surface effects on B impurity doping in SiNWs [98]. They found that 
different substitutional sites will lead to different formation energies for B defects, and such a 
distinction is large in ultrathin SiNWs but tends to quickly decrease as the diameter of the wires 
approaches realistic dimensions (more than 30 Å), which indicates that B impurities in SiNWs 
will be rather uniformly distributed within the wires and on their surfaces beyond the ultra-thin 
range.  
 
 
Figure 10. (a) The cross section and (b) side view of the defect charge density of a P-doped [110] SiNW. The 
large atom at the center is the P dopant. (c) The defect charge density plotted along the radial 
direction r with three different diameters D =11, 18 and 26 Å. The curves are fitted using an exponential 
function with the form )/2exp( BarK  . (d) Effective Bohr radius Ba plotted as a function of SiNW radius. 
The dashed line is a linear fit to our calculated data points: 9.3/4.1 R . (e) Donor ionization energy dE as a 
function of SiNW diameter. The dashed line is a fit to our calculated data points using a power law. The 
figure is from Ref [97]. 
 
Beyond the works cited above, there is also some research that paid attention to other interesting 
properties of SiNWs. For instance, Z. G. Wu et al. found charge separation in partially strained 
[110] SiNWs [99]. T. Thonhauser et al. studied the phonon modes in [111] SiNWs [100]. Finally, 
W. X. Zhang et al. investigated electron-phonon coupling and transport properties in n-type [110] 
SiNWs [101]. 
 
4.2 Single Li Insertion in Ultra-thin SiNWs 
Due to confinement effect and surface effect in Si nanowires, distinct Li insertion behavior in 
SiNWs, in contrast to bulk Si, is expected, and there should be different Li insertion conditions 
between the surface regions and the inner region in SiNWs. The difference is especially 
remarkable in ultrathin SiNWs, because as the diameter of the nanowire decreases, quantum 
confinement is more significant and the surface to volume ratio increases. Therefore, to reveal the 
influence of these effects, SiNWs with small diameters were used for simulations, and the studies 
focused on single Li insertion behavior, which is a fundamental step in studying Li insertion in 
SiNWs. The binding energies and diffusion barriers were chosen as the important computational 
quantities. 
 
Q. F. Zhang et al. investigated single Li atom insertion in various SiNWs with different diameters 
and along different growth directions to understand the fundamental interactions between Li and 
SiNWs and also the microscopic process of Li insertion dynamics [91]. Four types of SiNWs with 
the long axis along the [110], [001], [111], and [112] directions were investigated with diameters 
( d ) ranging between 1.0 to 2.5 nm. The cross-sectional planes of these SiNWs are displayed in 
the left panel of Figure 11. To calculate the binding energies in different Li insertion positions in 
each type of SiNW, one typical core site (C site, locating in inner region), intermediate site (I site, 
locating between inner and surface region), and surface site (S site, locating on surface), as 
marked by red, blue, and green balls, are extracted. The resulting binding energies ( bE ) are shown 
in the right panel of Figure 11. Comparing the bE values, it can be seen that the binding energies 
are quite distinct in SiNWs with different orientations and diameters, as well as on different 
insertion sites. The rule of bE values can be summarized as below: (1) bE becomes larger when the 
diameter of the SiNWs increases due to the weakening of quantum confinement, and the series of 
[110] SiNWs always induce the highest binding energies on various insertion locations, which 
indicates that [110] SiNWs are more favorably Li-doped. (2) In the same SiNW, bE for the S site is 
always the highest, while that on the I site is always the smallest, regardless of the size of SiNWs.  
 Figure 11. Left panel: The cross planes of SiNWs with axis oriented along (a) [110], (b) [001], (c) [111] and (d) 
[112], with the diameters d ≈ 1.0, 1.5, 2.0 and 2.5 nm. Si and H atoms are represented by small yellow and 
pink balls, respectively. The typical core, intermediate, and surface sites are shown as larger red, blue, and 
green balls, respectively. Right panel: Binding Energies ( bE ) at typical Surface (S), Intermediate (I), and 
Core (C) Sites in [110], [001], [111] and [112] SiNWs with diameters d ≈ 1.0, 1.5, 2.0 and 2.5 nm. The figure is 
from Ref. [91]. 
 
The difference of binding energies can be attributed to the existences of both surface Si and core 
Si atoms. To investigate the distinction between different Li-Si bonds, the charge transfer was 
investigated. Figure 12(a) shows the charge transfer along different kinds of Li-Si bonds. The 
comparison demonstrates that less electron drift occurs from the Li to surface Si than to core Si, 
which indicates that the interaction between surface Si and Li atoms is weaker than that between 
core Si and Li atoms. The partial density of states for a surface Si atom (SiS) and a core Si atom 
(SiC) are shown in Figure 12(b). The sharp peak in the range of -6.8~-6.2 eV indicates very strong 
interaction between SiS and the bound H atom, which makes the wavefunction tend to distribute 
toward the SiS-H bond and weaken the wavefunction overlapping between the SiS atom and the Li 
defect. To have a more comprehensive understanding of such surface and passivation effects, the 
passivated H atom was substituted by a series of halogen atoms or alkali atoms and the energy 
differences between the I site and C site were computed and listed in Figure 12(c). It can be 
clearly seen that when the electronegativity (EN) of the substituted passivation element becomes 
larger, the I site is less stable compared to the C site. This distinction reveals the ionic nature of the 
Si-Li bond. As the EN of the surface atom increases, the electron density around SiS decreases and 
the interaction between Si and Li weakens. Therefore, this suggests that the energy difference 
between different sites is not mainly determined by the confinement effect, but by the features of 
the interface atoms. H-passivated SiNWs can also represent the common cases in experimental 
research, in which elements with high EN values exist on interface, like oxygen or a transition 
metal [74,102]. 
 
Figure 12. (a) Charge density difference ][][]/[ SiNWLiSiNWLi   along Si-Li bonds. The inset is 
the [110] SiNW cross-plane, which illustrates the bond Si1-Li1 when Li is on the core (red) site, and bond 
Si2-Li2 and bond Si3-Li2 when Li is on the intermediate (blue) site. (b) Partial density of states (PDOS) for 
a surface Si atom (SiS) and a core Si atom (SiC) are shown by blue and red curves, respectively, and the 
PDOS of H bound to SiS is also plotted for reference. The inset is the [110] SiNW cross plane, which 
illustrates the positions of SiS, SiC, and H. (c) Energy difference between the I site and the C site 
CIIC EEE   when the neighboring surface Si atom for the I site is bound to different types of 
passivation atoms. The figure is from Ref. [91]. 
 
The barriers for Li atom diffusion were also simulated. Diffusion barriers from the surface to the 
inner core in [110] and [111] SiNWs with d ≈ 1.5 nm were extracted. The pathways and 
corresponding energy curves are shown in Figure 13. The energy variations in both types of 
SiNWs show a similar behavior. For the diffusion process inside the surface region (from 1 to 3), 
all the barriers are very low (0.12-0.20 eV), while inside the inner region (from 4 to 7), the barriers 
are similar to that in bulk Si (0.58 eV). The barriers for the surface-to-inner process (3 to 4) are 
extremely high, which indicates that it is difficult for a Li defect to diffuse inside from the surface. 
The result is consistent with the experimental observation that the Li insertion in SiNWs is layer 
by layer from surface to inner region as the Li concentration increases during the Li insertion 
process. In another paper, J. Han et al. also have a detailed study on single Li diffusion barriers in 
the core region of SiNWs, and their investigation focused on the small difference of barriers in 
different regions or diffusion directions [103]. 
 Figure 13. Li diffusion in 1.5 nm [110] and [111] SiNWs. (a) and (c) The cross section (left) and side (right) 
view of the pathways under study. The diffusion barriers along the pathways are shown in panels (b) and (d), 
respectively. The figure is from Ref. [91]. 
 
Imposing external strain is a common way to change the properties of a material and improve 
device performance, and it is especially important for low-dimensional confined systems. Q. F. 
Zhang et al. studied the anisotropic strain effects in different types of SiNWs when external 
uniaxial strain is applied to SiNWs, and the investigation concentrated on the variances of binding 
energies and barriers [104]. The axial length change percentage 00 /)( LLL   
( L and 0L represent z-axis vector length with and without strain) serves as the parameter to 
measure the extent of strain, and positive (negative)  means that tensile (compressive) strain is 
applied. Figure 14(a) shows the Li binding energy variances as strain values range from %5  
to %5 in 1.5 nm diameter [110], [001], [111], and [112] SiNWs. It is suggested that the Li 
binding energy in the [110] SiNW is the most sensitive to strain and depends nearly linearly on 
strain. The strain effect is smaller in other types of SiNWs, and the [001] SiNWs show the least 
dependence. At %5 , bE values in all types of SiNWs with diameters of d ≈ 1.5, 2.0, 2.5 and 
3.0 nm were calculated. The bE versus d curves, as shown in Figure 14(b), are flat, which 
indicates that bE  depends weakly on the SiNW size.  
 
Figure 14. (a) Binding energy change
bE in 1.5 nm [110], [001], [111], and [112] SiNWs from =-5% to 
 =5%. (b)
bE in four types of SiNWs with diameters d ≈ 1.5 and 3.0 nm at = 5%. The figure is from Ref. 
[104]. 
 
Figure 15 shows illustrations of typical diffusion processes and the calculated core-region 
diffusion barriers )(V  in four types of 1.5 nm SiNWs when = -5%, 0% and 5%, which serve 
as representative compressed, unstrained, and stretched states in the SiNWs. The tendency of 
barrier variance under strain changes greatly as the diffusion pathway grows parallel to the axis. 
Under tension (compression), the 1→2 process in [110] or [112] SiNWs, which is perpendicular to 
the axis, leads to the largest barrier reduction (increase) among all the processes. The 1→3 process 
in the strained [110] SiNW, for which the axial angle is 35°, has a similar barrier height as an 
unstrained wire; when the angle between the diffusion pathway and the axis is very small, like in 
the 1→3 process in [111] or [112] SiNWs, the barrier becomes larger (smaller) than the unstrained 
case. As a result, the barriers are strongly orientation-dependent in strained SiNWs. That is 
different from the unstrained SiNWs case, in which the barrier height difference among various 
diffusion directions is small [91]. Since Li impurities prefer to follow low-barrier diffusion 
pathways, unbalanced Li diffusion or Li distribution can be expected in strained SiNWs, which 
suggests promising routes for future electrochemical applications.  
 Figure 15. Illustration of a typical Li diffusion processes in 1.5 nm SiNWs with axial directions along (a) 
[110], (b) [001], (c) [111], and (d) [112] and their barrier values when  = 5% (
cV ), 0% ( uV ), and 5% ( tV ). 
The figure is from Ref. [104]. 
 
5. Lithiation Dynamics Process at the Li/Si Interface 
The insertion of Li into the Si electrode causes great structural changes in the negative electrode. 
In order to optimize the performance of lithium batteries, it is therefore important to trace these 
changes during lithiation, the details of which cannot be clearly obtained from experiment [20]. 
Although some studies have simulated the lithiation process and investigated phase transitions in 
Li-Si bulk compound systems, as shown in Section 3, they are completely based on static 
formation energy comparisons, and as a result, the dynamic process and structural evolution 
during lithiation cannot be modeled. Particularly, remarkable lithiation anisotropy between 
different crystallographic orientations of Si has been recently observed for microstructures and 
nanowires, which is a very important phenomenon [105-107]. However, this fascinating effect, 
which closely relates to dynamic processes on the Si surface or the Li/Si interface, can be 
completely buried in bulk Li-Si compound models. Therefore, the simulation of lithium insertion, 
starting dynamically from the Li/Si interface, is quite necessary.  
 Figure 16. Upper panel: Structures at various stages of lithiation of a Si35 cluster with 160 Li atoms viewed 
from the y direction (top) and the z direction (bottom). Yellow and green balls represent Si and Li atoms, 
respectively. Lower panel: Averaged Li insertion potential of Si35Lin (n = 38, 48, 64, 73, 90, and 102) cluster 
(a) and Si atom (b). The figure is from Ref. [108]. 
 
Y. Okamoto studied the dynamical lithiation process in a nano-sized silicon cluster containing 35 
Si atoms (Si35) using an ab initio MD scheme [108]. The simulated cell contains a Si35 cluster and 
160 Li atoms around the cluster in the initial geometry. The configuration evolution during MD 
dynamics is shown in the upper panel of Figure 16. It is found that the Si nano-cluster expands 
significantly during lithiation. This is supported by the calculation that during the real-time 
evolution, the average distance between a Si atom and the center of mass of 35 Si atoms increased 
from 4.04 (at 0 ps) to 5.50 Å (at 4.8 ps). The averaged Li insertion potential, aveV , was examined 
for six different lithiated cluster geometries of Si35Li38, Si35Li48, Si35Li64, Si35Li73, Si35Li90, and 
Si35Li102, which were extracted at different lithiation stages. The lower panel of Figure 16 shows 
aveV  of these lithiated clusters. The aveV  gradually decreases from 0.48 to 0.34 V as the amount 
of Li atoms increases, except for Si35Li48, which has a somewhat higher potential than that 
expected from the declining trend. The values of aveV  are comparable to the Li insertion potential 
into bulk Si. For comparison, aveV  of a single Si atom instead of Si35 was computed. The potential 
range of the Si atom (0.07 to 0.38 V) is comparable to that of the clusters and bulk. This result 
suggests that sub-nanosized Si clusters would potentially work as an anode active material for 
LIBs at least in terms of the insertion potential. 
 P. Johari et al. studied the Li-Si mixing mechanism during lithiation of the Si electrode using ab 
initio MD methodologies [109]. The MD calculations were performed at the high temperature 
range of 900 ~ 1500 K, and the dynamic lithiation simulations in both crystalline and amorphous 
Si are carried out. The simulation system contains 64 Si atoms and 64 Li atoms. The starting ( t = 0 
ps), intermediate ( t = 0.3, 0.9, 1.5, 2.1, 3.6, and 6.0 ps) and final configurations ( t ∼15 ps) of atoms 
during intercalation of Li into c-Si (top panel) and a-Si (lower panel) at 1200 K are shown in 
Figure 17(a). For the starting atomic models, the Li atoms and Si atoms are completely separated 
to mimic the stage before lithiation. To analyze the evolution of the structure, the radial 
distribution functions ( )(rg ) for Li-Li, Li-Si and Si-Si pairs are computed and shown in Figure 
17(b). When lithiation occurs, the number of Si-Si and Li-Li neighbors gradually decreases, while 
the number of Li-Si neighbors gradually increases over time, indicating an evaluation of the Li-Si 
mixing process. In the case of the c-Si anode, )(rg SiSi  possesses sharp peaks mainly until t ∼3.0 
ps, while at later instances, the second nearest neighbor peak disappears and the remaining peaks 
become broader, indicating amorphization. The intensity of the peaks also falls with time and 
becomes almost constant after 3.0 ps, which suggests the completion of the transformation into the 
amorphous LiSi phase. For Li-Si mixing beyond 3.0 ps, the )(rg SiSi , )(rg LiLi and )(rg SiLi  curves 
for lithiated c-Si show similar features compared with the lithiated a-Si cases, which further 
confirms the formation of an amorphous structure.   
 Figure 17. (a) Structures at various stages of lithiation of crystalline (top) as well as amorphous (bottom) Si 
anodes at 1200 K. In the figure, cyan and purple spheres represent Si and Li atoms, respectively. (b) The 
radial pair distribution function )(rg at 1200 K for Si-Si, Li-Si, and Li-Li pairing in c-Si (left) and a-Si (right) 
anodes at various stages of lithiation, which is represented here in terms of time steps. (c) Top graphs 
present MSD of Li and Si in the c-Si anode while the bottom graphs show it for the a-Si anode with respect 
to time at 900 K, 1050 K, 1200 K, 1350 K and 1500 K. (d) Diffusivity of Li (left) and Si (right) in c-Si (top) as 
well as a-Si (bottom) with respect to the inverse of temperature. The value of diffusivity is extrapolated to 
low temperatures using an exponential fit. Diffusivity in the strained cell ( 0 ) at 300 K is marked by 
black circle. Diffusivity of Li and Si in unstrained cells is estimated using the formula )/exp(/ GDD  ,  
where 
D  is the diffusivity under strain, is the diffusion transfer constant whose value is chosen in the 
range of 6 to 10,  is the stress, and G is the modulus of rigidity. Diffusivity at various temperatures, 
calculated using  = 6 (magenta), 8 (blue), and 10 (cyan) are also presented. The figure is from Ref. [109]. 
 
In order to determine the diffusivity of Li and Si in Si, the average mean square displacements 
(MSD) of Li and Si atoms as a function of MD time step for different temperatures are computed. 
The simulated MSD and diffusivity values are shown in Figure 17(c) and (d), respectively. The 
diffusivity at room temperature (marked by black circles) is obtained by extrapolating the data at 
high temperatures. For correcting the effect of artificial stress caused by the high simulated 
temperature and fixed lattice constant, different diffusion transfer constants are used for 
calculating diffusivities (see caption of Figure 17 for reference). It is predicted that the diffusivity 
of Si is much slower than Li in both amorphous and crystalline Si, which suggests that Si atoms 
are relatively stationary during lithiation. The extrapolated Li diffusivities in c-Si and a-Si at room 
temperature are in the range of 
SicLi
D

= 1.67×10-10∼4.88×10-9 cm2 s-1 and 
SicLi
D

= 1.25×
10
-9∼3.69×10-8 cm2 s-1, respectively. The results lie well within the range of experimentally 
measured Li diffusivities, from 10
-14
 to 10
-8
 cm
2
s
-1 
[110,111]. 
  
Recently, M. K. Y. Chan et al. reported systemic computational research on lithiation and 
delithiation processes on various Li-Si interfaces formed on different facets of crystalline silicon, 
and they simulated a rich range of phenomena observed in experiments, including the 
amorphization process of LixSi compounds, crystallization of the fully-lithiated Li15Si4 phase and 
drastic lithiation anisotropy, using a first-principles, history-dependent lithium insertion and 
removal algorithm (shown in Section 2.2 for reference) [46]. The crystalline silicon surfaces 
considered in this study are Si(100), Si(110), and Si(111). Figure 18 shows the configurations of 
the Si (100), (110), and (111) surfaces at various stages of lithium intercalation, and it can be seen 
that atomistic details of the amorphization process are different for the different surfaces. For the 
(100) and (110) surfaces, amorphization involves the breakdown into zigzag chains (appearing as 
dumbbells), with the chains being more ordered (aligned) for (110) than for (100). For the (111) 
surface, sheets of connected Si are formed before the breakdown into zigzag chains, and some 
isolated Si atoms are found at high (x≈3−4) Li concentrations. Such difference in breakdown 
agrees well with the rate of amorphization for wafers with different orientations in experimental 
measurement [105]. 
 
Figure 18. Configurations of the Si (100), (110), and (111) surfaces at various stages of lithium insertion. The 
larger (green) spheres represent Li atoms while smaller (blue) spheres represent Si atoms. The bottom of the 
surface is passivated with H atoms, and the bottom three Si layers are maintained in their bulk equilibrium 
configurations. The figure is from Ref. [46]. 
 
Figure 19(a) shows the comparison between the calculated voltage curves from the lithiation on Si 
(100), (110), and (111) surfaces. It can be clearly seen that (110) surface exhibits a higher voltage 
plateau than the other two surfaces. Using this difference, they qualitatively suggested the reason 
for drastic lithiation anisotropy observed experimentally is that (110) orientation undergoes 
dramatic volume expansion [106]. They analyze different kinds of strain energies during lithiation, 
caused by Si-Si and Li-Li bonds breaking and Si-Li bond formation, and found that insertion of Li 
is more energetically favorable on (110) surface, and results in higher voltage than that on the (111) 
and (100) surfaces. Based on this viewpoint, they solved the unsteady-state diffusion equation for 
a rectangular pillar with the boundary conditions that the side surface has a larger solubility for Li 
than the top surface, but a scalar diffusion coefficient was used for simulating isotropic diffusion. 
The time dependence of lithium concentration profiles is illustrated in Figure 19(b). It can be 
clearly seen that even under isotropic diffusion conditions, the resulting Li concentration profiles 
demonstrate large anisotropy. The results indicate that the lithiation anisotropy can be explained 
using only anisotropy in thermodynamics, manifest as a difference in lithiation voltages for 
different directions, without requiring anisotropic diffusion behavior. Furthermore, they calculated 
the diffusion barriers for different lithiated Si surface structures, and it was found that the diffusion 
barriers are somewhat similar, which confirmed that diffusional anisotropy does not play a 
significant role in the observed lithiation anisotropy.  
 
Figure 19. (a) Comparison of calculated voltage curves from the lithiation of Si (100), (110), and (111) 
surface models. (b) Lithium concentration profiles for a microstructured Si column that allows higher 
solubility of Li on the side wall ((110)) than on the top wall ((111)), as a function of time. The time t is given 
in units of the diffusion time, DA /2 , where A is a characteristic length scale of the structure and D is the 
diffusion constant. A scalar diffusion coefficient (isotropic diffusion) is assumed. (c) Schematic figure 
showing the profile of a Si microcolumn before and after lithiation. The figure is from Ref. [46].  
 The delithiation process, starting from the configuration with the highest Li content, and the 
relithiation process, starting from the fully delithiated structure, are also simulated using the same 
algorithm. Comparisons between the formation energies and voltage evolution for the lithiation, 
delithiation, and relithiation processes are shown as Figure 20. For all three orientations, the 
average delithiation and relithiation voltages are higher than the average lithiation voltages, 
consistent with experimental observations [21]. Such hysteresis is caused by the energy difference 
between the delithiated amorphous Si and the original crystalline Si. It can be expected that 
amorphous delithiated structures have higher energies than the original crystalline structures; these 
values are approximately 0.1 to 0.4 eV per Si atom according to the simulation, in reasonable 
agreement with the measured value of ~ 0.1 eV/atom [112]. There is a much smaller hysteresis 
between delithiation and relithiation due to amorphization, but the difference of lithiation voltages 
between the three orientations still exists. Such anisotropy in the second cycle of lithiation 
suggests that as long as Si micro- and nano-structures are not fully lithiated and a crystalline core 
is preserved, anisotropy may be preserved in further lithiation cycles. 
 
 
Figure 20. Comparisons between the convex hulls and voltages for the first lithiation, first delithiation, and 
second lithiation processes. All Li insertion/removal sites are sampled for the de/re/lithiation process. Only 
the lowest-energy configuration for each composition is shown. The formation energies are calculated 
relative to the lowest energy unlithiated Si surface models. The figure is from Ref. [46].   
   
6. Discussion and Perspective 
Although much progress has been made, there still exists many unsolved problem in this field. In 
this section, we will discuss potential future directions, the remining simulation difficulties, and 
feasible solution methods. 
 From the reviews shown above, it can be seen that a high percentage of simulation studies 
concentrate on the study of bulk Li-Si compounds, and various static properties of Li-Si 
compounds have been clearly investigated. However, progress made in simulating Li insertion 
into nano-structured Si is still in the initial stage. For Li insertion in SiNWs, studies have modeled 
steps of single Li atom, which is far from the actual lithiation process for SiNWs in experiments. 
Furthermore, there has been no attention paid to Li insertion in other kinds of nano-structured Si, 
like Si nano-cores, nano-shells and nano-tubes, which can have good performance as the lithium 
battery electrodes as well. The lack of these studies indicates that there still exists many unsolved 
issues for simulation. Therefore, Li insertion behavior, especially multiple-Li insertion behavior, 
in different kinds of nano-structured Si, is one of the most important topics for future study. Due to 
the distinct shape for various Si nano-structures, different Li insertion behaviors are expected. 
Computational studies on Si nano-crystals provide good opportunities for investigating this issue 
[113-116]. Among the properties to be studied, the binding energies, diffusion barriers and 
mechanical properties are the critical points, since they are closely related the electrochemical 
performance of Si electrodes.  
 
Another important direction is studying the dynamic properties and dynamic lithiation process in 
Si electrodes, from the fully-unlithiated to the fully-lithiated stage. Although some works have 
studied this issue, many problems are still unsolved. For example, the anisotropic Li insertion and 
diffusion on different Si surfaces [106], which is a very important experimental phenomenon, has 
only been discussed based on empirical models [46], and it has not been directly explained by 
simulations until now, but the underlying mechanisms still remain unclear. Such facet-dependent 
behaviors are closely related to the Li/Si and Li/LixSi interface environments, and can only be 
completely understood using nano-structured Si system for simulation. SiNWs with different facet 
orientations can serve as good simulation objects. 
 
Although much understanding can be gained by applying ab initio computation, researchers also 
face many difficulties. The first challenge comes from the great computational cost of simulating 
nano-structured Si systems. Due to the lack of periodicity in some dimension (two-dimensional 
periodicity for surface or interface system, one-dimensional periodicity for nano-wire, nano-tube 
system, and zero-dimensional periodicity for nano-core or nano-shell), there must be numerous 
atoms for nano-Si configurations. This means that huge computational resources are required for 
these simulations. For instance, in the simulation of single Li atom insertion in SiNWs, the 
configurations for ultra-thin SiNWs with diameter of 2.5 nm contain as many as 600~800 Si atoms 
[91]. For nano-cores or nano-shells, this number will be larger. As the size grows, the number of 
atoms increases following square-law and cubic-law, respectively. Therefore, it is very tough to 
treat such large configurations using traditional first-principles methods, even for simulation of 
static properties like electronic structure computation or geometry optimization.  
 
On the other hand, real-time dynamics properties require step-by-step molecular dynamics 
methods or newly-developed lithiation schemes, in which the self-consistent electronic structure 
optimization is the unit step. This means that the amount of calculations dramatically increases, 
and until now, such simulations can only be performed in bulk or interface systems. Furthermore, 
the Li atom diffusion barriers in both c-Si and a-Si are as high as 0.5 ~ 0.6 eV, which equals to 
6000 ~ 7000 K. This means for the MD scheme, the simulation temperature must be very high in 
order to overcome the lithiation barrier and room-temperature molecular dynamics is practically 
impossible, and furthermore, the simulated time must be long enough to achieve the fully lithiated 
Li-Si phase. 
 
To overcome the difficulties of the large-scale ab initio computations mentioned above, it is 
necessary to apply more advanced methods for electronic structure optimization beyond the 
conventional plane-wave scheme. The order-N scheme is a good choice. The present order-N 
schemes can be classified into two categories. For the first, the linear-scaling computations are 
performed as the total-energy minimization via a density matrix or a set of Wannier-like localized 
functions instead of the usual Kohn-Shan eigenfunctions. For the second one, the 
divide-and-conquer algorithm is used in a local-orbital basis set or in real-space numerical grids. 
Several mature programs, like SIESTA [117], CONQUEST [118] and ONETEP [119], can be used 
to perform such simulations. Such simulations have already been performed for some topics that 
are reviewed above. 
 Another way to settle this problem is to use tight-binding or empirical-potential models (instead of 
first-principles schemes) if the computation costs too much even for an order-N scheme. In 
contrast to ab initio methods, researchers should introduce reasonable empirical parameters for 
such simulations, or they may lead to larger error. However, these methods can dramatically 
reduce the calculation expense, and can efficiently deal with large systems. These methods usually 
perform well for various pristine Si structures [100,101]. To handle the Li-Si system beyond ab 
initio methods, however, the Li-Si and Li-Li interactions must be accurately depicted.  
 
7. Conclusion  
From the review above, it can be clearly seen that many efforts have been made in the ab initio 
computational study of lithiation in Si electrodes, including the lithiation process in bulk Si, in Si 
nano-wires, and at the Li/Si interface. The achievements in this field can be summarized as below: 
1. Various properties of crystalline or amorphous bulk Li-Si compounds with different Li 
concentrations have been studied. The studied LixSi compounds cover the whole x range that 
is observed experimentally. The stable configurations (especially for the crystalline Li-Si 
compounds) have been clearly identified, and the transition points between crystalline and 
amorphous phases have been suggested, both in initially-lithiated and fully-lithiated stages. 
Also, the electron distribution and transfer have been analyzed, and reasonable voltage 
evolution during the lithiation process has been achieved. Finally, volume expansion has been 
modeled and elastic properties have been calculating, and elastic softening and plastic 
deformation behavior during lithiation have been clarified. 
2. Electronic properties in Si nanowires and Li insertion behavior in Si nanowires have been 
studied and are now more fully understood. The studies primarily focus on ultrathin SiNWs 
and single Li atom insertion. Quantum confinement effects, surface effects and n- or 
p-doping effects in Si nanowires have been investigated, the binding energy and diffusion 
barriers for single Li atoms in different type of SiNWs have been calculated, and different 
kinds of insertion regions have been systematically investigated. In addition, the anisotropic 
response to external strain for Li insertion has also been studied. 
3. The dynamic features of the lithiation and delithiation process have been studied. The 
investigations focus on the multiple-Li insertion process at the Si/Li interface in order to 
simulate the actual time-dependent lithiation process in Si electrodes. The insertion of Li 
atoms into Si nano-clusters has been studied, the detailed Si-Li mixing process and 
mechanism on the Si/Li interface have been investigated using real-time MD schemes, and 
lithiation, delithiation and relithiation processes on differently-oriented Si surfaces are 
simulated and anisotropic diffusion of Li atoms is discussed.  
 
In summary, first-principles simulations have made great progress in the investigation of the 
microscopic mechanisms of the lithiation process and the atomic-level picture for the Li atom’s 
interaction with various kinds of Si materials. These studies can reasonably explain many 
lithiation phenomena in experiments, and at the same time, give considerable help and support on 
optimizing the performance of Si electrode. 
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