AXIOMS

Definition.
A Kummer structure is a set K with a map κ : K {2} → K {2} satisfying the following axioms: (we use the notation a b → c d to mean {a, b} κ −→ {c, d})
A1. There is an element 0 ∈ K such that for every a ∈ K we have a 0 → a a. A2. For every a ∈ K there is an element 2a ∈ K such that a a → 0 2a. Remark. It is clear that the element 0 and the map 2 described in the axioms are uniquely determined by κ.
We will write a b → c ⋆ to mean that a b → c d for some unspecified d, and use the obvious notation 4a := 2(2a).
FIRST PROPERTIES, AND THE 2-TORSION GROUP
In this section K shall be a Kummer structure. We will collect some useful consequences of the axioms, which lead us to a description of the 2-torsion elements of K -i.e., elements in the kernel of the map 2. Symmetry gives also c d → 2b ⋆, so we're done unless 2a = 2b.
By A4, 2a 2b → 2c 2d, and if 2a = 2b then A2 implies that one of 2c and 2d is 0. The two cases are the same, so take 2c = 0. Now we can complete the diagram above: p = r = 0 by A2; e = a by L3; q = s = 2a = 2b by A2; and we're done. L6. L5 ⇒ a b → c c for some c; by A4, 2a 2b → 2c 2c; but {2a, 2b} = {0, 0} and 0 0 → 0 0, so 2c = 0. 
L7. Three applications of A3 give
Switching r 0 and r 1 if necessary, we may assume t 0 = s 0 and t 2 = s 2 . If t 1 = s 3 and t 3 = s 1 , we have L7, so assume t 1 = s 1 = t 3 = s 3 . If s 0 = s 2 , we can switch r 0 and r 1 to give L7, so assume also s 0 = s 2 . We will now derive a contradiction.
From the third diagram, u 1 ∈ {s 0 , s 1 } ∩ {t 2 , t 3 }, so either u 1 = s 0 = s 3 or u 1 = s 1 = s 2 . Switching p 0 and p 1 if necessary, we may assume u 1 = s 1 = s 2 , and then s i = t i = u i for each i.
Now (by L4)
so two out of 2a, 2b, and 2c are equal; without loss of generality 2a = 2b. But
so by L5, 2q 0 = 0 or 2q 1 = 0. By L5 again, if 2q 0 = 0 then s 0 = s 1 , but we assumed s 0 = s 2 = s 1 ; if 2q 1 = 0 then s 2 = s 3 , but we assumed s 2 = s 1 = s 3 . This is our contradiction.
; we define a + b = c in this case.
Lemma 2. This construction makes K[2] into a 2-torsion abelian group. For an abelian group
we have a a → 0 0 by A2, so a + a = 0. Finally A1 gives us a + 0 = a. So K[2] is a 2-torsion abelian group.
For G an abelian group and x, y ∈ G[2] we have x y → x + y x + y, so
. It is clearly bijective, and so an isomorphism.
Exactly the same argument applies to (G, ι) a twisted group and x, y ∈ G[1 + ι].
Remark. In particular, this shows that 2-torsion Kummer structures are essentially the same as 2-torsion abelian groups (or as twisted groups with ι = 1).
STRINGS
Since the previous section completely analyses 2-torsion Kummer structures, from now on we assume that we have some non-2-torsion element: in this section K shall be a Kummer structure and
Definition. Define K g ⊆ K Z to be the set of sequences α = (α n ) n∈Z such that α n g → α n−1 α n+1 for all n. We call elements of K g strings.
Lemma 3. For any n ∈ Z, any α n , α n+1 ∈ K such that α n g → α n+1 ⋆ can be extended to a unique α ∈ K g . Proof. L2 says that the condition α n g → α n+1 ⋆ is symmetric in α n and α n+1 .
Given such α n and α n+1 , there is a unique α n−1 such that α n g → α n+1 α n−1 and a unique α n+2 such that α n+1 g → α n α n+2
By induction on n in both directions, this construction determines α m for all m ∈ Z.
Lemma 4. If α ∈ K g then α n 2g → α n−2 α n+2 for any n.
Proof. By A3, A2, and the definition of strings,
Definition. Define o to be the unique element of K g such that o 0 = 0. (Its existence and uniqueness are guaranteed by Lemma 3: since 0 g → g g, the only possibility for o 1 is g.)
If α, β, γ, δ ∈ K g and for all n, m ∈ Z, α n β m → γ n+m δ n−m , then we write γ = α + β and δ = α − β.
If α, β, γ, δ ∈ K g and for all n, m ∈ Z,
then we write γ = α ⊕ β and δ = α ⊖ β.
Remark. In Lemma 12 of section 5 we shall justify the functional notation by showing that these definitions make +, −, ⊕, and ⊖ into partial functions
e., for any α, β there is at most one γ such that γ = α + β, etc..) (G, ι) .
Lemma 3 implies that this map is a bijection K g /±1 ↔ K, and it is then straightforward to check that it is an isomorphism of Kummer structures.
On the other hand, if K = G/±1, we have g = z = {z, −z} for some z ∈ G \ G[2]. Define a map φ : G → K g by φ(x) n = x + nz, which clearly makes φ(x) a z-string. Now φ is surjective, since for any α ∈ K g with α 0 = x, either α 1 = x + z, in which case (by Lemma 3) α = φ(x), or α 1 = x − z, in which case α = φ(−x). And φ is injective, for if φ(y) = φ(x) then y = x and y + z = x + z, so y = ±x and y + z = ±(x + z); but these imply either y = x or 2z = 0, and the latter we know is false.
It is straightforward to check from the definitions above that φ(x + y) = φ(x) + φ(y) and φ(x − y) = φ(x) − φ(y), so that + is an associative total function, and that φ(−x) = ρ(φ(x)) and φ(0) = 0 Kg , so that K g is an abelian group as claimed and φ :
The proof of the twisted group version of this result is similar, and we omit it.
Remark. The ideas of this section may also be used to define a natural action of the multiplicative monoid of N on K: take 0a = 0, 1a = a, and the rule
Clearly 2a so defined is the same as the 2a we have been using, since A2 is a special case of the rule above. We do not make use of this construction, so we leave the interested reader to check that this is well-defined, and that this definition makes each n ∈ N into a homomorphism in the sense of axiom A4.
COLOURING DIAMOND GRIDS
In this section, K shall be a Kummer structure,
, and α, β shall be two elements of K g . We wish to explore the question of existence and uniqueness of α + β, α − β, α ⊕ β, and α ⊖ β.
Definition. Let D be the graph whose nodes are pairs (n, m) ∈ Z 2 , with (n, m) adjacent to (n ′ , m ′ ) if and only if |n − n ′ | = |m − m ′ | = 1. The edges of this graph lie in two directions: a rising edge connects (n, m) and (n + 1, m + 1); a falling edge connects (n, m) and (n + 1, m − 1). For each p ∈ {0, 1} let D p be the component of D whose nodes are (n, m) with n + m ≡ p (mod 2).
If α n β m → a b, then call a, b the values at the node (n, m). When we draw parts of D or D p , we'll simply label each node with its unordered pair of values.
Lemma 6. (The diamond rule) Every diamond of nodes of
Proof. In other words, for any n, m ∈ Z (with n + m ≡ p (mod 2)), there are a, b, c, d
But this is simply a case of A3:
Lemma 7 
Since the path from u 0 v 0 to u n v n is shorter than our minimal bad path, there must be a value in common between {u 0 , v 0 }, . . . , {u n , v n }. Since a = b = c = d, the conditions on the right above make this impossible unless n = 1, and then v 0 = v 1 = u 0 = u 1 , so the common value must be v 0 = u 1 , which implies c = a and d = b. Renaming u := u 0 , v := v 0 = u 1 , and w := v 1 , with one more application of the diamond rule we have
This is impossible, since we know u = v = w.
Definition. To colour a node N shall mean to assign values Γ N and ∆ N ∈ K such that {Γ N , ∆ N } is the value set at N . A colouring of all the nodes of D p shall be said to be consistent if whenever AB is a falling edge, Γ A = Γ B , and whenever AB is a rising edge, ∆ A = ∆ B . But if AB and BC are not parallel, then they are part of a diamond, and the diamond rule states that any diamond can be consistently coloured. If AB and BC are parallel, they are a straight path, and the linear rule states that such a path can be consistently coloured.
So AB and BC must force the same colouring on B.
On the other hand, if every edge of D p is even, which is to say the value sets at all nodes of D p are equal, D ′ p is a single node, and any colouring of a single node is consistent; so there are two consistent colourings if the value set is doubleton and just one if the value set is singleton. Since 
Lemma 12. There can be at most one string in K g satisfying each of these conditions.
Proof. This is clear from Lemma 11 in the case where D has only one consistent colouring. In the remaining case, by Lemma 9 and Lemma 10, there are two consistent colourings From (Γ ·,· , ∆ ·,· ) we can derive sequences γ, δ, γ, δ ∈ K Z by the equations given in Lemma 11, and in the same way from (Γ
Suppose both γ and γ ′ are in K g . Then γ p g → γ p−1 γ p+1 and γ Similarly, at most one of each of the pairs {δ, δ ′ }, { γ, γ ′ }, and { δ, δ ′ } can be in K g .
Remark.
This fulfils the promise made in Section 4, to prove that +, −, ⊕, and ⊖ are partial functions.
NON-4-TORSION KUMMER STRUCTURES
Recall that we defined 4g = 2(2g). In this section we consider the constructions of the previous two sections in the case 4g = 0, and show that in this case K is the Kummer of a group. Throughout this section r ≡ s always means modulo 2. First we need a quick lemma:
Lemma 13. If α ∈ K g with 4g = 0 then it cannot be that α n−2 = α n = α n+2 for any n.
Proof. By Lemma 4, we would have α n 2g → α n α n , so by L5, since 4g = 0 we must have 2α n = 0. But now applying A4 we have 2α n+1 2g → 2α n 2α n+2 = 0 0, so by L3 we have 2α n+1 = 2g and by L5, 4g = 0 after all.
Theorem 14. If K is a Kummer structure and there is any
Proof. By Theorem 5, the theorem will follow if we can show that + and − are total functions K g ×K g → K g , and that K g is made into an abelian group by taking + as addition, o as zero, and ρ as negation: then
First take α, β ∈ K g , construct the graph D as in Section 5 and choose a consistent colouring (Γ ·,· , ∆ ·,· ) of it. Since the colouring is consistent, we can define γ, δ ∈ K Z by (for all n, m ∈ Z) γ n+m = Γ n,m ; δ n−m = ∆ n,m .
We need first to prove that γ, δ ∈ K g , so that we have γ = α + β and δ = α − β.
For any r ≡ s, we can write r = n + m, s = n − m and apply Lemma 7 to the diamond centred at (n, m) to give
Now γ, δ ∈ K g ⇔ (1) holds for all r, s. So suppose there is some r ≡ s ≡ p for which one of the equations of (1) fails. Then both equations of (2) hold, and so both equations of (1) fail. But one of these equations depends only on r and the other only on s, so (1) must fail and (2) hold for all r ≡ s ≡ p.
Suppose (1) fails for all r, s ≡ p but holds for all r, s ≡ p. Then for any r ≡ p, we have (by L2)
but γ r g → γ r−1 γ r+1 , so γ r−1 = γ r+1 and (by L5) 2g = 0 or 2δ r = 0. The former is a contradiction, but given the latter for all r ≡ p, we can apply A4 to δ r+1 g → δ r δ r+2 to get 2δ r+1 2g → 0 0, whence 4g = 0, also a contradiction.
Therefore if (1) fails at all, it fails and (2) holds for all r ≡ s. An application of A3,
gives γ 0 2g → γ 2 γ 2 , so by L5, either 4g = 0 (contradiction) or 2γ 0 = 0. Similarly 2γ 2 = 0. But then A4 applied to δ 1 g → γ 0 γ 2 gives 2δ 1 2g → 0 0, so 4g = 0, contradiction again.
So we always have γ, δ ∈ K g and + and − are total functions. We must show that (+, o, ρ) make K g into an abelian group; that is, that + is associative and commutative, that α + o = α and that α + ρ(α) = o.
+ is obviously commutative.
But the latter (for all n) contradicts Lemma 13, so (α + ρ(α)) 0 = 0, which by definition of o means α + ρ(α) = o.
All that's left is to show + to be associative. Fix α, β, γ ∈ K g , and set δ = α + (β + γ) and δ ′ = (α + β) + γ.
Claim. For any n, if δ n = δ ′ n then either δ n+2 = δ n or δ n+4 = δ n , and either δ n−2 = δ n or δ n−4 = δ n .
Proof. For any p + q + r = n, consider this instance of A3:
One of x and y is (α + (β + γ)) p+q+r = δ n . Since δ n = δ ′ n = ((α + β) + γ) p+q+r , we must have
The constraint p + q + r = n is equivalent to m 0 ≡ m 1 ≡ m 2 ≡ n and m 0 + m 1 − m 2 = n.
For each i, we can't have δ n = ε i mi for every m i ≡ n, by Lemma 13. So for any permutation {i, j, k} = {0, 1, 2}, we can find m j and m k such that ε
So each of the strings ε i contains δ n , so (by Lemma 3) each of these strings is obtained from δ by some translation and perhaps reversal. So if δ n+2 , δ n+4 = δ n , or δ n−4 , δ n−2 = δ n , we can find m 0 such that ε We can now complete the proof of Theorem 14. Suppose there is an n such that δ n = δ ′ n . Then we can apply the Claim above. Lemma 13 excludes the case δ n−2 = δ n = δ n+2 , so we have either δ n = δ n+4 = δ n+2 or δ n = δ n−4 = δ n−2 . We treat the former case; the latter is similar (and may be reduced to the former by applying ρ to every string in question).
By Lemma 4, we have δ n+2 2g → δ n δ n but δ
But now the Claim above applies also to δ n+2 , and since δ n , δ n+4 = δ n+2 , we must have δ n−2 = δ n+2 = δ n+6 . Since δ n+2 2g → δ n δ n but 4g = 0, by L5, 2δ n+2 = 0. Similarly, since δ n 2g → δ n+2 δ n+2 , we have 2δ n = 0.
But an application of A4 gives 2δ n+1 2g → 2δ n 2δ n+2 = 0 0, so 4δ n+1 = 4g = 0, a contradiction. This completes the proof that + is associative.
4-TORSION KUMMER STRUCTURES
In the previous section we have shown that every Kummer structure containing an element g with 4g = 0 is the Kummer of a group. Here we turn to a different method to analyse the structure of a 4-torsion Kummer structure -i.e., one in which 4g = 0 for all elements g. So throughout this section K shall be a 4-torsion Kummer structure.
To begin with, in section 3 we showed that K[2], the 2-torsion of K, is a 2-torsion abelian group. For all a ∈ K, we have assumed 4a = 0, or equivalently 2a ∈ K[2]. So 2K, the image of 2, is contained in K[2], and it is easy to show (using L1 and A4) that 2K is a subgroup of K[2].
If a ∈ K and x ∈ K[2], we can define a + x by the rule a x → (a + x) (a + x).
Lemma 15. This extends the group operation in
, and x is unique modulo 2a.
Proof. That + is a group action means that a + 0 = a and a + (x + y) = (a + x) + y. The former follows from A1, while the latter and the statement a b → c d ⇒ a (b + x) → (c + x) (d + x) follow from A3:
By A4 we have 2a 0 → 2(a+x) 2(a+x), so 2(a+x) = 2a. For a, b with 2a = 2b, we know 2a 2b → 0 0, so if a b → x y then (by A4) 2x = 2y = 0, and (by L2) a x → b ⋆, so b = a + x. Also b = a + y, but (by L4) x + y = 2a, so x ≡ y (mod 2a). Any z with b = a + z satisfies a z → b ⋆, so a b → z ⋆, so z = x or y.
Thus if for each x ∈ 2K we pick a representative e x ∈ K with 2e x = x, then every element of a ∈ K can be written as a = e x + u with x ∈ 2K, u ∈ K[2]; given a, x = 2a is unique and u unique modulo x.
Lemma 16. Given a choice of {e x }, there are elements ε x,y ∈ K[2] for each x, y ∈ 2K, such that the structure map of K is given by (e x + u) (e y + v) → (e x+y + u + v + ε x,y ) (e x+y + u + v + ε x,y + x). ε x,y is well-defined modulo x, y .
Proof. Let e x e y → a ⋆. Then (by A4) 2e x 2e y → 2a ⋆. But 2e x = x and 2e y = y, so 2a = x + y. So a = e x+y + ε for some ε ∈ K[2], defined (given the choice of a) modulo (x + y).
Now suppose e x e y → a b. By L4, a b → x y, so a x → b ⋆, so b = a + x = e x,y + ε + x. Thus choosing b instead of a changes ε by x, so overall the equation e x e y → (e x+y + ε x,y ) ⋆ defines ε x,y modulo x, y .
Using this as the definition of ε x,y , two applications of Lemma 15 give the full structure map of K as in the lemma.
A 4-torsion Kummer structure is thus determined up to isomorphism by the pair of groups 2K ⊆ K[2] and the pairing (x, y) ∈ (2K) 2 → ε x,y ∈ K[2]/ x, y . But the pairing ε ·,· is not canonical, since it depends on the choice of representatives {e x }. We shall investigate its properties and try to find a standard form into which we can put ε ·,· . To begin with, we can take e 0 = 0, and from now on we shall do so. ε x,y is only defined modulo x, y , so we take ε x,y = z to mean the same as ε x,y ≡ z (mod x, y ).
Lemma 17. For any x, y, z ∈ 2K, ε x,y + ε x+y,z ≡ ε x,z + ε x+z,y (mod x, y, z ).
The vertical arrow gives δ ≡ ε x,y + ε x+y,z (mod x + y, z ) and the horizontal arrow gives δ ≡ ε x,z + ε x+z,y (mod x + z, y ). Putting these together gives the lemma.
Lemma 18. ε x,y ∈ K[2]/ x, y depends only on the subgroup x, y ⊆ 2K, not on the choice of generators x, y. If rank x, y < 2 then ε x,y = 0.
Proof. A2 ⇒ e x e x → 0 x. By definition, e x e x → (e 0 + ε x,x ) ⋆, so ε x,x = e 0 = 0. Now let z = x + y: Lemma 17 becomes ε x,y + ε z,z ≡ ε x,z + ε y,y (mod x, y ). Since ε z,z ≡ 0 ≡ ε y,y (mod x, y ), we have ε x,y ≡ ε x,z (mod x, y ); that is, ε x,y = ε x,z . This, together with the obvious symmetry ε x,y = ε y,x , shows that ε x,y depends only on x, y (since these two symmetries generate the group GL 2 (Z/2)).
If rank x, y < 2 then x, y is generated by a single element z, and ε x,y = ε z,z = 0.
In the light of the last lemma, if V = x, y then we shall use the notation ε V = ε x,y .
Lemma 19. Let {x 1 , . . . , x n } be a basis for a rank-n subgroup X ⊆ 2K. Call two elements of this subgroup disjoint if they are sums of disjoint subsets of the basis. Then we can choose {e x } such that when a, b ∈ X \ 0 are disjoint, ε a,b = 0, and if a, b, c ∈ X \ 0 are disjoint, ε a+b,a+c ≡ 0 (mod a, b, c ).
Proof. We work by induction on n: for n = 0 there is nothing to prove, so let X ′ = x 1 , . . . , x n−1 and suppose we have already chosen e x for all x ∈ X ′ satisfying the given conditions on
Choose e xn arbitrarily (subject to 2e xn = x n ). Then for each a ∈ X ′ \ 0, we can pick e a+xn such that e a e xn → e a+xn ⋆, so that ε a,xn = 0. There are two such choices, differing by x n . If also a = T ′ , then by Lemma 17,
By induction ε a,T ′ −a = 0 and by the choices just made ε a,xn = 0 and ε T ′ ,xn = 0. So ε a+xn,T ′ −a ≡ 0 (mod a + x n , T ′ − a, x n ). By adding x n to e a+xn if necessary, we can make ε a+xn,T ′ −a = 0. So we have now ε a,b = 0 whenever a ∈ X ′ and b = x n or when a + b = T . Now let a, b ∈ X be disjoint. If a, b ∈ X ′ , we know ε a,b = 0 by induction. So assume a = a ′ + x n with a ′ , b ∈ X ′ . Lemma 17 says
Three of these terms we know to be 0, leaving ε a,b ≡ 0 (mod a, b, x n ). Also by Lemma 17,
Again three of these terms we know to be 0, leaving ε b,a = ε a,b ≡ 0 (mod a, b, T ). If T / ∈ a, b, x n , we can put these together to get ε a,b = 0. But if T ∈ a, b, x n = a ′ , b, x n then T = a ′ +b+x n = a+b, since a ′ , b, and x n are disjoint, and in this case ε a,b = 0 from the choices made in the previous paragraph.
Finally let a, b, c ∈ X be disjoint and non-zero. Once more Lemma 17 says
and ε a,b = 0, ε a,a+c = ε a,c = 0, ε c,b = 0, leaving ε a+b,a+c ≡ 0 (mod a, b, c ) as required.
Definition. Let X = x, y, z ⊆ 2K be a rank-3 subgroup. Define ind X = 0 if there is a choice of {e x } such that ε V = 0 for all rank-2 V ⊂ X; otherwise, define ind X = 1.
Lemma 20. Let X = a, b, c be rank 3, and let {e x } be chosen as allowed by Lemma 19 so that ε V = 0 for all V ⊂ X except possibly for V = U := a + b, a + c . Then ε U = 0 ⇔ ind X = 0.
Proof. We know ε U ≡ 0 (mod X). If ε U = 0 then we have ind X = 0 by definition. So all we need to prove is that if ind X = 0 then ε U = 0.
Suppose ind X = 0. Then there is another choice of representatives {e and, adding these together, we can see that ∆ ∈ X and ∆ ∈ a + b, c ⇔ δ a+b + δ a + δ b ≡ 0 (mod a + b )
Analogous statements hold for other permutations of {a, b, c}.
Now it is easy to check that every element of X is in an even number of the subgroups a+b, c , a+c, b , and b + c, a . So an even number out of (δ a+b + δ a + δ b ), (δ a+c + δ a + δ c ), and (δ b+c + δ b + δ c ) are in U , so their sum is in U . But their sum is δ a+b + δ a+c + δ b+c ≡ ε U (mod U ), so ε U = 0, as required. Proof. It is enough to show this when rank(X∩Y ) = 2, since any two rank-3 subgroups can be connected by a chain of subgroups with each 2 consecutive members of the chain meeting having rank-2 intersection.
So we may assume X = a, b, c and Y = b, c, d , and choose {e x } by Lemma 19. Let U := a + b, a + c, a + d , the group of even sums of {a, b, c, d}. By Lemma 17, ε a+b,a+c + ε b+c,c+d ≡ ε a+b,c+d + ε a+b+c+d,b+c (mod U ).
But according to Lemma 19, the two terms on the right-hand side of this are 0, while by Lemma 20, ε a+b,a+c ∈ U ⇔ ind X = 0 and ε b+c,c+d ∈ U ⇔ ind Y = 0.
So if rank 2K ≥ 3 we can define ind K := ind X for any rank-3 X ⊆ K. Finally we can classify 4-torsion Kummer structures: 
