In recent years, many studies extract aspects from user reviews and integrate them with ratings for improving the recommendation performance. The common aspects mentioned in a user's reviews and a product's reviews indicate indirect connections between the user and product. However, these aspect-based methods suffer from two problems. First, the common aspects are usually very sparse, which is caused by the sparsity of user-product interactions and the diversity of individual users' vocabularies. Second, a user's interests on aspects could be different with respect to different products, which are usually assumed to be static in existing methods. In this paper, we propose an Attentive Aspect-based Recommendation Model (AARM) to tackle these challenges. For the first problem, to enrich the aspect connections between user and product, besides common aspects, AARM also models the interactions between synonymous and similar aspects. For the second problem, a neural attention network which simultaneously considers user, product and aspect information is constructed to capture a user's attention towards aspects when examining different products. Extensive quantitative and qualitative experiments show that AARM can effectively alleviate the two aforementioned problems and significantly outperforms several state-of-the-art recommendation methods on top-N recommendation task.
INTRODUCTION
Recommender systems help users find their potentially interested products from an enormous list of products. Matrix Factorization (MF) methods [22] are widely adopted in recommendation systems because of its accuracy and scalability. MF methods usually rely on the explicit (e.g., user ratings) or implicit (e.g., click behaviors) interactions between users and products for recommendation. However, a rating or binary interaction can only reflect the user's overall attitude towards a product, which does not include information about the underlying reasons for the user behavior. As a result, it is difficult for MF methods to model user's fine-grained preferences on specific product features and provide explanation to recommendations.
To tackle these limitations, researches have attempted to utilize reviews to alleviate the data sparsity problem and provide more explainable recommendations [3, 6, 9, 17] . As accompanying information of ratings, the textual review expresses user's opinions on different product features, and thus contains more fine-grained information about the user preference. Different strategies have been applied to incorporate reviews into MF models, including sentiment analysis [26] , representation learning [4, 37] , and topic models [24, 32] . Although these methods have achieved some progress, the generated vector representations of users and products are still latent and thus cannot explicitly model user's preference on specific product features, which could impede their performance.
Another direction is to leverage the aspects mentioned in user reviews for recommendation. In this paper, aspect is defined as the words or phrases used by users in their product reviews to describe product features. For example, "battery life" and "battery duration" are two different aspects while they refer to the same product feature. There are already some methods which detect aspects in user reviews and leverage them to model user's fine-grained preferences to specific product features [12, 38] . For example, EFM [38] conducted aspect-level sentiment analysis to extract user's preference and product's quality on specific product feature, then incorporated the results into an MF framework to provide more accurate recommendation. SULM [1] and LRPPM [7] went beyond EFM [38] by using more effective methods to identify the impact of each aspect on the overall rating. However, these methods rely highly on the accuracy of external sentiment analysis tools.
Besides the above mentioned limitations, these methods also suffers from the following two problems. First, for each user-product pair, they only consider the shared aspects in the user's reviews and the product's reviews. However, due to the sparsity of user-product interactions and users' diverse language usages, the number of common aspects mentioned in the reviews of both the targeted user and product is usually very limited. Second, a user's concerned aspects may be different for different products (even in the same category). For example, a user may mostly concern about "special effects" when watching a super-hero movie, while pays more attentions to the "plot" for a suspense movie.
Motivated by the above concerns, in this paper, we propose an Attentive Aspect-based Recommendation Model (AARM), which can effectively tackle the above two problems. For the first problem of aspect sparsity, AARM models the interactions between synonymous and similar aspects to alleviate it, where synonymous aspects are the ones referring to the same product feature (e.g., "battery life" and "battery duration"); and similar aspects are those of different features that are closely related (e.g., "battery life" and "battery capacity"). Intuitively, a user's attention to an unmentioned aspect can be inferred through its similar aspects. For instance, a user who cares about "battery capacity" of cellphones may also care about its "charging speed", although "charging speed" has never been mentioned in this user's reviews. In our model, an aspect extracted from reviews is first represented as an embedding vector. Then a user u's satisfaction about v according to aspect a is estimated by calculating the interactions between a and all the aspects mentioned in v's reviews. And an attention module is designed to pick up the interactions between meaningful aspect pairs. In this way, we achieve the goal of capturing the interactions between synonymous and similar aspects.
For the second problem of identifying user's varied interests on aspects, AARM introduces another attention module which takes user, product and aspect information into consideration. In this way, user's varied interests on aspects can be captured by the product-dependent user attention. Instead of rating prediction, we target the top-N recommendation task with a pair-wise learning-to-rank method, which is the most practically used recommendation scenario in real-world systems [11, 33] . To this end, our model estimates a user u's satisfaction towards an product v by (1) estimating v's performances on u's concerned aspects; and (2) identifying the impacts of these aspects on the overall satisfaction.
We evaluate our model on five product datasets from Amazon on the top-N recommendation task. Experimental results show that AARM outperforms several state-of-the-art methods. Comparative experiments have also been conducted to demonstrate the importance of modeling interactions between different aspects and the effectiveness of our attention module on capturing user's varied attentions towards aspects. Our main contributions are outlined as follows.
• We propose a novel recommendation method to model the interactions between both the same and the different aspects, which helps to alleviate the aspect sparsity problem in reviews. To the best of our knowledge, this is the first attempt to model the interactions between different aspects to model user preferences in recommendation. • We design an attention mechanism in AARM to capture user's varied attentions on different aspects towards various products, which has been demonstrated to be very effective on improving the recommendation accuracy. • We conduct extensive experiments on real-world datasets to demonstrate the effectiveness of our model. Experimental results show that our method can achieve superior performance by a large margin.
The reminder of the paper is organized as follows. We first discuss existing works related to our method in Section 2. In Section 3, we describe the details of AARM and describe how to train the model. In Section 4, we describe the experimental settings and report the results to verify our assumptions and compare our methods with some state-of-the-art baselines. Finally, in Section 5, we conclude the paper.
RELATED WORK
In recent years, many researchers have paid more attentions to users' product reviews in order to improve the recommendation accuracy and provide recommendation explanation. According to how these methods utilize user reviews, we broadly group them into three categories: review-level, topic-level and aspect-level methods. In this section, we first review these three types of review-based methods, and then briefly discuss the recommendation methods with attention mechanism which is an important component in our model.
Review-level Methods
Review-level methods treat the review as a single piece of information and incorporate it with ratings. The opinion-driven matrix factorization [26] calculates the overall opinion of a review by summing up the orientations of opinion words in the text, and then combines it with numerical ratings for rating prediction. Some methods concatenate all the reviews belonging to a user (or item) as a user (or item) document, and then employ deep learning methods to learn the continuous vector representation for the user (or item) [4, 15, 37, 40] . For example, Transnets [4] and DeepCoNN [40] process the user and item documents with convolutional neural network to generate the vector representation for users and items. JRL [37] adopts the PV-DBOW model [23] , which is an unsupervised methods to learn the continuous vector representations for documents, and the user and item vector representations from their reviews. In Transnets, DeepCoNN and JRL, in order to estimate the matching degree between a user and an item, reviews of the user or item are compressed to a vector which is an overall representation of the reviews. In this way, these review-level methods neglect the user-item interactions at the review components (e.g. the user's opinions about the product's specific features) level, which can be used to connect the user with candidate products and provide more explainable recommendation.
Topic-level Methods
Topic-level methods build probabilistic graphical model to extract topics from reviews. HFT [24] associates topic vectors from reviews with latent factors from ratings to improve rating prediction accuracy. Subsequently, some studies employed more complicated topic models and combined them with matrix factorization model for rating prediction. For example, CMR [35] is a probabilistic graphical model which simultaneously associates the review text and the hidden user communities and item group relationship with numerical ratings. RBLT [32] also utilizes LDA to extract topics from review text. Then the preference distribution vector of each user and the recommendability distribution vector of each item are combined with the vanilla matrix factorization model for rating prediction. These topic-level methods usually focus on rating prediction task, while we are targeting at top-N recommendation. Similar to review-level methods, when estimating the matching degree between a user and a product, these topic-level methods also neglect the interactions between the components of the user and the product's reviews. And it is difficult to associate a topic, which is a probabilistic distribution over words or phrases, with specific product features. Because of these limitations, these methods are incapable of capturing user's preference towards product features in a finer-grained manner and thus provide more accurate and explainable recommendations.
Aspect-level Methods
Aspect-level methods extract aspects from reviews and incorporate them with ratings for recommendation. The proposed method in this paper falls into this category. Ganu et al. [13] manually defined six aspects and four sentiments for restaurant reviews and used a regression-based method for rating prediction. Zhang et al. [38] employed an unsupervised tool for aspect extraction and aspect-level sentiment analysis. Aspect and sentiment outputs from this step were integrated with matrix factorization methods for rating prediction. Chen et al. [7] proposed a tensor-matrix factorization method to select the most interesting product features for each user with a learning to rank method. The rating scores were then predicted as the weighted summation of the product's sentiment scores on the user's most cared product features. Bauman et al. [1] also extracted aspects and conducted aspect-level sentiment analysis with external tools. The results of aspect-level sentiment analysis were used in their model SULM as the ground-truth labels to train a latent factor model for every aspect. These aspect-level latent factor models were then used to predict user's sentiment scores toward each aspect of a product. The number of parameters in SULM is very large as a user or product usually has many aspects. As we can see, the above methods often rely on external sentiment tools for aspect-level analysis. More recently, Cheng et al. [10] proposed a combination of topic-level and aspect-level method, called aspect-aware topic model (ATM). It models user's preferences and product's qualities on aspects and estimate the importance of each aspect for the user. The aspect importance is then integrated into an aspect-aware matrix factorization model for rating prediction task.
Specifically, Chen et al. [7] and Cheng et al. [9] also focused on users' varied interests towards aspects, while [7] paid more attention to a user's interest variation over different categories and [9] focused on rating prediction task. He et al. [17] did not conduct sentiment analysis but adopted the aspect frequency information in reviews to construct the user-item-aspect tripartite graph for recommendation. The improved performance in [17] from baselines verified that the aspect mention signals in reviews could have already been able to reflect user's interests on aspects. Similarly, in AARM we do not conduct sentiment analysis on reviews explicitly, which helps to simplify the model design and implementation. Moreover, AARM considers both the interactions between different aspects and the user's varied preference towards aspects, which are neglected by previous studies.
Attention Mechanism
In recent years, many deep learning-based recommendation methods have been proposed and achieved good performance in many tasks [8, 18, 20, 31, 36] . The attention mechanism which can assign adaptive weights for a set of features has also been employed in recommendation models [2, 5, 19] . For example, ACF [5] , which focuses on multimedia recommendation, uses a componentlevel attention module to find informative components for multimedia items (images/videos), and a item-level attention module to select representative items to to represent users' preferences. AFM [34] , which is an extension of FM machine [18, 27] , uses an attention neural network to discriminate the importance of different feature interactions. Compared with these methods, we specially design two attention modules for the fine-grained modeling of product features extracted from user reviews. The user-level attention module in AARM is built to find out the user's most concerned product features for a candidate product, while the aspect-level attention module is constructed to select informative aspect interactions.
ATTENTIVE ASPECT-BASED RECOMMENDATION MODEL
In this section, we first provide an overview of our method and define some important notations, and then introduce how to extract aspects from user reviews. After that, we describe the structure and details of the proposed AARM model. In particular, we elaborate how AARM could model the interactions between different aspects and handle user's varied interests in aspects. Finally, we discuss the parameter inference in AARM.
Preliminaries
Given a user set U = {u 1 , u 2 , ...u |U | } and a product set V = {v 1 , v 2 , ....v |V | }, AARM estimates a satisfaction scoreŷ uv for an user u towards a product v. The candidate products are then ranked in a descending order ofŷ and the top N products are recommended to u. In our method, aspects extracted from user reviews are used as the explicit features of users and products. We define A = {a 1 , a 2 , ....a |A | } as the aspect set of the dataset. The aspects that have been mentioned in the reviews of user u is represented as A u , which is a subset of A. Similarly, product v's aspects that have been mentioned in v's reviews are represented as A v . Product v's rating given by user u is denoted as r uv ∈ R, where R is the collection of ratings.
The structure of AARM is shown in Figure 1 . In the input layer, users and products are represented as binarized sparse vectors using the one-hot encoding method. Above the input layer, the Aspect Interactions part is used to model the interactions between the aspects from user u's aspect set A u and the aspects from the product v's aspect set A v . Because a user's review for a product may not cover all the factors which can influence the user's satisfaction towards the product, the aspects extracted from review text may not be able to fully explain the rating. Hence the Global Interactions part is stacked above the input layer to model the implicit factors which influence user's decision :6 X. Guan et al. Fig. 1 . Attentive Aspect-based Recommendation Model but have not been discussed in the reviews. Finally, the results of aforementioned two parts are concatenated as the input to the Output Layer.
Aspect Interactions Part
In the Aspect Interactions part, given a user u and a product v, aspects are first extracted from their reviews and used to construct their aspect sets A u and A v , respectively. To model the similarity between aspects, instead of one-hot encoding or bag-of-words model, embedding layers are used in AARM to represents aspects as continuous vectors. Specifically, aspect embedding matrix W A ∈ R d a × |A | is defined to project aspects from A u and A v to F u ∈ R d a ×M u and F v ∈ R d a ×M v , respectively, where d a is the dimension of aspect embeddings, and M u and M v are respectively the number of aspects in A u and A v . The ith aspect in A u is projected to the ith column of F u . Similarly, aspects in A v are projected to the embedding vectors in F v . Next, Attentive Aspect-Interaction Pooling Module is designed to model the bi-interactions between the aspect embeddings of F u and that of F v , and outputs a vector y A to represent the preference information in user reviews.
Aspect Extraction.
Because the main contribution of this paper focuses on how to leverage aspects for personalized recommendation, we refer to external tools for aspect extractions. In this paper, we use the Sentires 1 , which has been successfully used in [38, 39] for aspect extraction. Other aspect extraction tools can also be applied. This toolkit extracts aspects via a hybrid of rule-based and machine learning algorithms. Given a dataset, it generates an aspect lexicon, which is used to build the aspect set A of the dataset in this paper. With this toolkit, we could obtain user aspect set A u for each user u ∈ U , and product aspect set A v for each product v ∈ V by extracting the mentioned aspects from their reviews. Some examples of the automatically extracted aspects are shown in Table 3 .
Note that the size of aspect set varies for different users or products. To accelerate the training of AARM, we pad all the user aspect set into the same length M u and pad all the product aspect set into the same length M v . Taking user aspect set as example, we define a meaningless aspect < PAD > and add it to the end of user aspect sets whose lengths are less than the predefined size M u . For A u whose length is larger than M u , we calculate the TF-IDF score [29] of each a ∈ A u , and truncate A u to M u aspects by dropping the aspects with low TF-IDF scores. The TF-IDF score is
defined as:
where t f u (a) is the frequency of a's occurrence in u's reviews, |U | is the number of users, and d f (a) is the number of users who mentioned a. All the product aspect sets are padded into the same length M v in a similar way.
Attentive
Aspect-Interaction Pooling Module. As shown in Figure 2 , given F u and F v as input, there are four parts in this module: aspect embedding transformation, aspect interaction layer, aspect-level attentive pooling layer, and user-level attentive pooling layer. The final output of this module is the vector y A (u, v) which represents the overall satisfaction of a user u towards a product v estimated with review text. In this module, we hold the assumption that u's overall satisfaction for v is based on v's performances on u's concerned aspects (i.e. aspects from A u ). This module works as follows. First, for each aspect a ∈ A u , the aspect interaction layer and aspect-level attentive pooling layer are employed to estimate v's performance on a, where the performance is represented as vector h a (u, v). Then the user-level attentive pooling layer is used to estimate u's preference towards v by integrating h a (u, v) for all the aspect a ∈ A u and represent the preference as a vector y A (u, v). Finally, y A (u, v) will be combined with the result of Global Interaction part and further input into the output layer to estimate the user u's satisfaction score towards the product v.
Aspect Embedding Transformation. To model the interactions between synonymous and related aspects, we expect the vector representation of aspect to encode the similarity relation between aspects. In this paper, the Word2vec model [25] , which is able to encode many linguistic regularities and patterns, is used to pre-train aspect embeddings with the review texts in each dataset. Instead of directly tuning aspect embeddings with the recommendation task, a trainable matrix W t r ans ∈ R d a ×d a is defined to customize the pre-trained aspect embedding f to make it oriented towards our recommendation task. Then these customized embeddings are normalized as:
Here ∥x∥ is the Euclidean norm of x. In this paper, aspect interaction between two aspects is defined as the element-wise product of their embedding vectors. By normalizing the aspect embeddings with their corresponding Euclidean norms, the calculation of interaction between two aspects is similar to calculating their cosine similarity. As illustrated in [25] , if two words have higher semantics and syntax similarities, their embeddings generated by Word2vec would have larger cosine similarity. In this way, the results of aspect interactions are associated with the semantics and syntax relations between aspects, which helps in identifying the synonymous and related aspects. Alternatively, we can also directly tune the aspect embedding matrix W A during the training of AARM for top-N recommendation. We will compare the performances of these different settings in the experiment section. Aspect Interaction Layer. This layer maps the vector representations of aspects in A u and A v to a set of d a -dimensional interacted vectors. The aspect interaction between aspect i ∈ A u and j ∈ A v is defined as the element-wise product of their embedding vector c i and c j . Hence the output of the aspect interaction layer can be represented as a set of vectors:
Here x i ∈ {0, 1} is the masking indicator, where x i = 0 if i is the meaningless aspect < PAD > (defined for padding). To implement the masking operation in AARM, we define an aspect masking vector W mask ∈ R d a × |A | , where the column of aspect < PAD > is a zero vector, and the columns of other aspects in A are vectors of ones. Before calculating the interactions between the aspect i ∈ A u and aspects in A v , we first calculate the element-wise product between c i and its corresponding column in W mask . After the masking operation, the embedding vector of aspect < PAD > is transformed into a zero vector. In this way, we make sure that the interactions between aspect < PAD > and other aspects are zero vectors. As shown in the following sections, these zero vectors would not influence AARM's final predictions. As shown in Equation (3), besides the same aspects, the interactions between different aspects (when i j) are also calculated. This is because we want to model the interactions between synonymous and similar aspects to alleviate the problem that the same aspects shared in a user's reviews and a product's reviews are usually very sparse. However, interactions between unrelated aspects are also considered in Equation (3). To emphasize on interactions between related aspects and filter out noisy interactions, the aspect-level attentive pooling layer is stacked above this layer.
Aspect-level Attentive Pooling Layer. In the aspect interaction layer, for each aspect a ∈ A u , we calculate its interaction with all the aspects in A v . Intuitively, some aspect interactions should be given more attention than others. For example, the interactions between the same, synonymous or similar aspects usually contain more information about the product's performance on the user's concerned aspects. Hence an attention module is designed to focus on important aspect interactions. Word2vec embeddings of similar words would have higher cosine similarities [25] . Inspired by this, for aspect pair i and j, the input of attention layer is defined as the element-wise product of their normalized embedding vector c i and c j . And the aspect-level attention layer is defined as:
Here l at t 1 ∈ R d a , and β i, j is the attention value of the interaction between aspect i and j.
To estimate the product's performance on the user's aspect a i ∈ A u , we compress all the interactions between a i and aspects in A v with a weighted sum pooling where β is used as the weight:
The output of this layer is the vector set
User-level Attentive Pooling Layer. We can integrate the vector set {h i } a i ∈A u , which represents how the product fits the user's requirements on each aspect, and thus to produce estimation of the user's overall satisfactory on this product. Intuitively, different users may focus on different aspects even when purchasing the same products. For example, when purchasing a cell phone, some users are more concerned about battery duration while some other users are more concerned about the performance of CPU. Furthermore, when purchasing different products, a user's most concerned product features may be different. In other words, a user's attention towards a aspect when purchasing a specific product is influenced by the characteristics of the user, the aspect and the product simultaneously.
To estimate user u's interest towards aspect a ∈ A u when purchasing a specific product v, a user-level attentive pooling layer is designed in AARM. The input of this attention layer should contain not only information of current aspect a, but also information of product v. Intuitively, if an aspect a ∈ A u is more important to product v, the user should pay more attention to the aspect a as compared with other unrelated aspects in A u . The importance of an aspect a with respect to a product v is measured by the similarities between a and the aspects that has been mentioned in v's reviews (i.e., aspects from A v ). To calculate the importance of aspect a i ∈ A u with respect to product v, the interactions between a i and all the aspects in A v are calculated and summed up:
As the interaction between two aspects represents their similarity, x v,i represents the overall similarity between the aspect a i and the product v. To measure the importance of different aspect a i ∈ A u , x v,i is used as aspect a i 's input to the user-level attention layer. The attention layer is defined as:
Here l at t 2 ∈ R d a , and α u,v,i represents the importance of aspect a i ∈ A u in user u's preferences with regard to product v. Finally, we compress the vector set {h i } a i ∈A u with a weighted sum pooling to generate a vector which represents user u's overall satisfaction towards product v:
Here
Global Interactions Part
To model the implicit factors which are not mentioned in review text but have influence over users' satisfaction, AARM assigns a latent factor for every user and product respectively. In this module, embedding matrix W G U ∈ R d д × |U | is defined to project user u to p u , and the embedding matrix
These two embedding matrices are randomly initialized and tuned during the training for top-N recommendation. Then the global interaction between user u and product v is calculated in a way similar to that in vanilla latent factor models:
Here y G (u, v) ∈ R d д is the output of this part.
Output Layer
To merge information from the aforementioned two modules, y A (u, v) and y G (u, v) are concatenated into one vector. And a regression layer without an activation function is stacked above it:
Here W out belongs to R 1×(d a +d д ) .ŷ(u, v) represents user u's overall satisfaction score towards product v.
Learning
In this paper, we binarize the ratings scores and train AARM with a pair-wise learning-to-rank method. This makes AARM suitable for recommendation with implicit feedbacks. Given a user u, a triple (u, v + , v − ) is constructed for pair-wise training. Here, v + refers to the product that u has purchased, while v − refers to an unpurchased one. During training, the positive user-product pair (u, v + ) is drawn from rating set R, which is accompanied with one negative pair (u, v − ), where v − is randomly sampled from u's unpurchased products. Intuitively, AARM should give higher satisfaction score to the positive pair (u, v + ) than the negative pair (u, v − ). Hence, the Bayesian Personalized Ranking (BPR) optimization criterion is employed as the objective function of AARM:
Here, σ refers to the sigmoid function, and |R| is the number of positive pairs (u,v + ) in R.
To prevent the possible overfitting, L 2 regularization is used on user and product embedding matrix and the kernel matrix of the output layer. As shown in Equation (12), to implement the L 2 regularization, we first calculate the mean values of element-wise square of these three matrices.
The results are then multiplied by the L 2 regularization coefficient λ and added to the loss function:
Here λ controls the L 2 regularization strength, ||W|| refers to the L 2 -norm of the matrix W, and |W| refers to the number of elements in the matrix W. We minimize the loss function L to fit AARM from data. Besides L 2 regularization, we also use dropout [30] to reduce overfitting. Dropout can prevent complex co-adaptations on training data by randomly dropping some units during training [30] . Dropout is employed on the output of Global Interactions module and the output of Aspect Interactions module.
Aspect Embedding Pre-training. In our experiments, gensim's implementation 2 of Word2vec is used to train the aspect embeddings. Before training embeddings with Word2vec, we first construct a dictionary for every dataset and then segment the reviews of each dataset into lists of words or phrases according to this dictionary. All the aspects (in the form of words or phrases) of each dataset are added into the corresponding dictionary to make sure that the Word2vec tool can recognize all the aspects and train embedding vectors for them. For each dataset, all the reviews in the training set are used for the training of aspect embedding. These embedding vectors are used as the initial values of the aspect embedding matrix W A , which would not be tuned during the training for top-N recommendation.
EXPERIMENTS
In this section, we design experiments to study the following research questions:
• RQ1 Can AARM outperform state-of-the-art methods on top-N recommendation task?
• RQ2 Can the interactions between different aspects improve the performance of AARM? • RQ3 Can the modeling of varied user interests improve the performance of AARM? • RQ4 How does the initialization and tuning strategy of aspect embedding influence the performance of AARM? • RQ5 What are the contributions of the Global Interaction part and Aspect Interaction part in the overall performance of AARM?
In the rest of this section, we will first introduce experimental settings, and then successively answer the above research questions with not only quantitative experiments but also qualitative case studies. 
Datasets
We use the "5-core" subsets from the publicly accessible "Amazon product dataset" 3 [16] for experiments. Here the "5-core" means that each user and product in the subset has at least five reviews. Each record in the dataset is composed of five variables including user, product, rating, textual review and helpfulness votes. In AARM, we only use user, product and textual review. To follow the setting of baseline methods, in our pair-wise learning-to-rank framework, ratings are binarized to construct positive user-product pairs. We adopt five different product categories from the "Amazon product dataset", i.e., 'Movies and TV', 'CDs and Vinyl', 'Clothing, Shoes and Jewelry', 'Cell Phones and Accessories' and 'Beauty'. Some detailed statistics including the sparsity and the number of ratings (#Rating), users (#User) and products (#Product) of the five datasets are summarized in Table 1 . Sparsity is defined as #Ratinд/(#U ser × #Product). We can see that the five datasets are of different sizes and different levels of sparsity, which could cover different recommendation scenarios.
For each user, its 70% records are randomly selected as training set, while the rest of 30% records are put into test set. Particularly, we use the exact same splits and evaluation measures as the experimental settings in [37] 4 . This is to guarantee that all the methods are evaluated on exactly the same settings for fair comparisons.
Aspects from User Reviews
Some detailed statistics of the aspects extracted from user reviews by Sentires are shown in Table 2 .
We can see that the number of aspects (Aspect#), the average number of aspects per user (Ave. # Aspect/User) and the average number of aspects per product (Ave. # Aspect/Product) in the five datasets are varied, which makes our experiments more comprehensive. Table 3 shows some examples of the aspects extracted from each dataset. We did not conduct any post-processing on the extracted aspects. Although there are some noise words in the aspect collection, Sentires is largely effective in extracting many meaningful aspects that correspond to important product features. And there are synonymous aspects like "songwriters" and "composers", and related aspects like "smell" and "chocolate smell", which would usually be treated as disparate product features in most existing aspect-level models.
Evaluation Protocols
To generate a top-N recommendation list for user u, a model first estimates the scores of u's candidate products, then ranks all the candidate products according to the scores and truncates the ranking list at N . In this paper, u's candidate products include all the products in u's test set and those that have not been purchased by u. In the evaluation, products in u's test set would be used as ground truth. Following the settings in [37] , we set N = 10. Four standard metrics are used in the evaluation: Recall, Precision, Normalized Discounted Cumulative Gain (NDCG) and Hit Ratio (HT).
Recall is the percentage of products that has been recommended to the user in the products that has been purchased by the user:
where n tp is the number of ground truth products in the recommendation list, and n дt is the number of ground truth products. We average the measure across all testing users.
Precision is the percentage of products which has been purchased by the user in the top-N recommendation list:
The measure is averaged across all testing users. NDCG is a measure when the positions of the purchased products in the recommendation list are considered. NDCG is based on the Discounted Cumulative Gain (DCG):
.
Here rel i is the graded relevance of the product at position i of the recommendation list for a user. The NDCG of a user is then calculated as:
Here IDCG is the DCG of the ideal recommendation list where the user's ground truth products are all ranked at the top. We average NDCG across all testing users.
HT is defined as in the following equation where n hit is the number of users who has purchased at least one product in its recommendation list:
Baselines and Parameter Settings
We compare our method AARM with the following baselines. BPR-MF [28] . The matrix factorization (MF) based on Bayesian Personalized Ranking (BPR), which combines MF-model with a pair-wise learning to rank loss function, is a solid baseline for top-N recommendation. Only user-product interaction data is used in this method.
BPR-HFT [24] . The Hidden Factor and Topics (HFT) model associates topics extracted from reviews with latent factors learned from numerical ratings. It is one of the state-of-the-art reviewbased recommendation methods. The original HFT model is a rating prediction method. BPR-HFT [37] modifies HFT by adding a Bayesian Personalized Ranking loss on top of HFT to generate the top-N recommendation.
DeepCoNN [40] . The Deep Cooperative Neural Network is one of the state-of-the-art deep learning methods for recommendation which utilizes reviews to build user and product representations. It uses the review-based user and product representations for rating prediction.
JRL [37] . The Joint Representation Learning model is a state-of-the-art method which integrates different information sources with deep learning methods for top-N recommendation. Textual reviews, product images and numerical ratings are jointly used in JRL.
JRL-Review [37] . JRL-Review is a single-view version of JRL which incorporates textual reviews for top-N recommendation. JRL-Review employs PV-DBOW model [23] to learn the vector representations of users and products from their corresponding reviews. It is one of the state-of-the-art review-based recommendation methods.
eJRL [37] . eJRL is another variant of JRL which jointly utilizes textual reviews, product images and numerical ratings for recommendation. The difference between them is that eJRL prevents information propagation among different information sources.
The hyper-parameters of baselines are tuned on training set with five-fold cross-validation. In particular, the dimension of latent factors (or embeddings) for BPR-MF, BPR-HFT and DeepCoNN is 100. For BPR-HFT, the number of topics is 10. For JRL, JRL-Review and eJRL, the embedding size is set as 300.
Parameter Settings. We implemented our methods with Tensorflow 5 . When padding user aspect set to the same size, the maximum size M u was defined as the 75% quantile of the sizes of all user aspect sets. Similarly, the maximum size M v of product aspect set was defined as the 75% quantile of the sizes of all product aspect sets. For embedding layers, we set the dimension d д of user and product embeddings in the global interactions module to 128; set the dimension d a of aspect embeddings to 128. AARM was optimized with mini-batch Adam [21] because Adam uses adaptive learning rates for parameters with different update frequencies and converges faster than vanilla stochastic gradient descent. We tested the learning rate of [0.001, 0.003, 0.01]. For the coefficient of L 2 regularization, [0.0, 0.0001, 0.01, 0.1] was tested. To prevent overfitting, in dropout layers, the dropout rate was set to 0.5.
The model was trained for a maximum of 300 epochs with early stopping. To build the validation set, 1000 users are randomly selected from the users in the training set. For each user, one of his purchased products is randomly drawn from training set as the ground truth product in validation set. And when evaluating the model on the validation set, for each user, all the products which are Table 4 . The NDCG and hit ratio (HT) results of baselines and the proposed method for RQ1. Due to limitation of space, we present the name of dataset 'Movies and TV' as 'Movies', 'CDs and Vinyl' as 'CDs', 'Clothing, Shoes and Jewelry' as 'Clothings', 'Cell Phones and Accessories' as 'Cell Phones' for short. The best results are highlighted in bold. The improvements (or decrements for negative values) achieved by AARM compared with the best review-based baseline (Impr-JRL-Review) and the best multi-modal baseline (Impr-JRL or Impr-eJRL) are shown in the last 3 rows.
Movies
CDs 
Model Comparison (RQ1)
Tables 4 and 5 show the performance of our method and baselines on top-N recommendation task. The performances of shallow methods (BPR-MF and BPR-HFT), review-based deep learning methods (DeepCoNN and JRL-Review), multi-modal deep learning methods (eJRL and JRL) and our method (AARM) are shown in the four blocks in each table from top to bottom. The last block of each table also presents the percentage of improvements (or decrements for negative values) achieved by AARM as compared with the best review-based baseline (Impr-JRL-Review) and the best multi-modal baseline (Impr-JRL or Impr-eJRL). The best results are highlighted in bold. As we use the same split as [37] , we directly reproduce their results of shallow methods, review-based deep learning methods and multi-modal deep learning methods for fair comparisons. From Tables 4 and 5, we can see that:
(1) All methods that incorporate reviews for recommendation outperform BPR-MF which only using user-product interaction data. This shows that reviews is an important information source to boost recommendation performance. For methods which merge review information with userproduct interaction information, deep learning-based methods such as DeepCoNN and JRL-Review achieve better results than that of the shallow method BPR-HFT. This might be attributed to the better representational capacity of neural models.
(2) Our proposed method AARM outperforms all the shallow methods and review-based deep learning methods on all the datasets in terms of different metrics. Compared to these baselines, AARM make better use of the user-product interaction records and review texts. This is because of AARM's finer-grained modeling of aspect interactions, which simultaneously considers the interactions between different aspects and user's varied attentions towards aspects. In the following sections, we further analyze how the specific designs of AARM boost its recommendation performance.
(3) AARM also outperforms both of the multi-modal deep learning methods on all the datasets and on all the measures. It is surprising that our method outperforms these multi-modal deep learning methods which not only utilize review data but also leverage product image and numerical rating data for recommendation. This further indicates that textual review is a very informative information source and AARM's finer-grained aspect modeling could effectively leveraged reviews for recommendation. In the following sections, we will discuss the contribution of each part of AARM by comparing AARM with its variants.
Effect of Interactions between Different Aspects (RQ2)
Previous aspect-based methods neglect the interactions between synonymous and similar aspects when making recommendations, and are limited by the sparsity of shared aspects in the reviews of users and products. AARM alleviates this problem by modeling the interactions between different aspects and using an attention module to capture the important aspect interactions. To verify the effect of this design, we compare AARM with its variant, which is termed as "A_Inter" in Figure 3 , under the same experimental settings.
As a variant of AARM, the differences between AARM and A_Inter are in Aspect Interactions part. Given a user u and a product v, A_Inter only considers the interactions between shared aspects of u and v, i.e., a ∈ A u ∩ A v . Hence in the Aspect Interactions part of A_Inter, we first calculate the intersection A int er u,v of A u and A v . To estimate h a which represents u's preference to v according to aspect a ∈ A u , the Equations (3), (4) and (5) of AARM are replaced with the following equation:
Here x i ∈ {0, 1} is an indicator, where x i = 0 if i is the meaningless aspect < PAD > defined for padding. As A_Inter only considers interactions between the same aspects, no aspect-level attention module is used here. We verify the effect of interactions between different aspects by comparing the performance of A-Inter and AARM on top-N recommendation task. The results of the two methods on the five experimental datasets are shown in Figure 3 . All the experimental settings are kept the same to ensure the reliability of results. As shown in Figure 3 , AARM substantially outperforms A_Inter on all datasets in terms of all measures. Compared to A-Inter, the average improvements achieved by AARM are 39.401% for NDCG, 37.427% for recall, 32.823% for HT and 33.593% for precision. As the only difference between A-Inter and AARM is by replacing Equations (3), (4) and (5) with Equation (18), the results demonstrate the importance of modeling the interactions between different aspects and the effectiveness of our specially designed aspect-level attentive pooling layer. We will further perform qualitative analysis of the aspect-level attention layer in Section 4.10.
Effect of Varied User Interest Modeling (RQ3)
In the design of AARM, we assume that user's interests towards aspects are varied among different products. And an user-level attentive pooling layer (Equation (6), (7) and (8)), which simultaneously considers user, product and aspect information, is designed to capture user's different biases towards aspects when facing different products. To verify the effect of the user-level attention module, we design two variants of AARM, called A_Static and No-UserAtt, and compare them with AARM on top-N recommendation task under the same settings. The differences between AARM, A_Static and No-UserAtt are in the design of user-level attention module. A_Static also assumes that user's interests towards different aspects are different. But different from AARM, A_Static assumes that a user's interests towards aspects are fixed when facing different products. Therefore, the inputs of the user-level attention layer in A_static do not consider the information of candidate products. When estimating user u's interests towards its Table 6 . The NDCG and hit ratio (HT) results of AARM and its variants on five datasets for RQ3. We follow the short form convention adopted in Table 4 to name the datasets. The best performance of each measure on each dataset is highlighted in bold. The last block shows the percentage of improvements (or decrements for negative values) achieved by AARM compared with A_static (Impr A_static) and No-UserAtt (Impr No-UserAtt).
Measures(%)
Movies aspects, different from AARM, the input of the aspect a i ∈ A u is designed as:
Here g u is the overall representation of aspects in A u . And x u,i , which represents a summation of the similarities between aspect a i and all the aspects in A u , is aspect a i 's input to the user-level attention layer. Similar to Equation (7), The attention layer is defined as:
Here l at t 2 ∈ R d a , and α u,i represents the importance of aspect a i ∈ A u with respect to the user u. From Equations (19) and (20) , we can see that no product information is used in the user-level attention module. Different from AARM, No-UserAtt assumes that a user would assign equal weights to its aspects when purchasing products. So instead of the user-level attentive pooling layer, No-UserAtt directly sums up the set of vectors {h i } a i ∈A u which represents the candidate product's performances on the aspects of user u:
As shown in Tables 6 and 7 , AARM outperforms A_static and No-UserAtt on all the datasets and on all the measures. Remind that the only differences between AARM and A_static are the different Table 8 . The NDCG and hit ratio (HT) results of AARM and its variants on five datasets for RQ4. We follow the short form convention adopted in Table 4 to name the datasets. The best performance of each measure on each dataset is highlighted in bold. The last block shows the percentage of improvements (or decrements for negative values) achieved by Random+Tune compared with Pretrain+Tune (Random vs. Pretrain).
Movies assumptions about user attentions on aspects towards different products. From the results, we can see that AARM's varied user interests assumption is more reasonable as compared to the constant user interests assumption of A_static. In real-life scenarios, a user could be interested in many different kinds of products and each product can be described by a specific set of aspects. Obviously the user will pay less attentions to the aspects which are not related to the current product. As no two products are exactly alike, a user's interests on the diverse aspects can be varied even for the products from the same category. We will further represent how the user-level attentive pooling works when facing different products in Section 4.10.
In Tables 6 and 7 , A_static also outperforms No-UserAtt on all the datasets in general. As A_static can be viewed as an enhanced version of No-UserAtt, where a fixed user interests model is added, we can see that identifying the different importance of aspects can boost the recommendation performance. This result is reasonable because different users have different tastes, and they would put different attentions to different product features.
Effects of Initialization and Tuning Strategy of Aspect Embedding (RQ4)
In AARM, the embeddings of aspects are first initialized with the vectors which are pre-trained with Word2vec on each dataset, and then transformed by the matrix W t r ans . This is inspired by the findings in [25] that the word embeddings trained with Word2vec can retain the syntactic and semantic similarity relation between words. We keep the aspect embedding matrix W A fixed during the training of AARM for top-N recommendation while the matrix W t r ans are tunable during the training. We choose this tuning strategy because similar words will be shifted similarly as shown in [14] .
There are also other two alternatives for the initialization and tuning strategies of aspect embedding matrix W A . The first one is to randomly initialize the aspect embedding matrix and then tune it during the training for top-N recommendation. We conducted experiments under this setting Table 10 . The NDCG and hit ratio (HT) results of AARM and its variants on five datasets for RQ5. We follow the short form convention adopted in Table 4 to name the datasets. The best performance of each measure on each dataset is highlighted in bold. The last block shows the percentage of improvements (or decrements for negative values) achieved by Aspect Part compared with Global Part (Aspect vs. Global).
Measures(%)
Movies Tables 8 and 9 in the row of "Random+Tune". The second choice is to initialize the aspect embedding matrix with pre-trained embeddings and then tune it during the training for top-N recommendation. The experiment results of the second settings is presented in Tables 8 and 9 in the row of "Pretrain+Tune".
As shown in Tables 8 and 9 , AARM with the "pretraining + trainable linear transformation" strategy outperforms Random+Tune and Pretrain+Tune on all the datasets and on all the measures. The results are reasonable because in the design of the attention layers in AARM, we assumed that the similarity between two aspects can be represented by the interaction between them. The capability of enabling similar words shifted similarly makes the "pretraining + trainable linear transformation" strategy more suitable for our task.
Comparing the performance of Random+Tune with Pretrain+Tune in Tables 8 and 9 , we can find that Pretrain+Tune outperforms Random+Tune in larger datasets like "Movies and TV" and "CDs and Vinyl" (refer to Table 1), while Random+Tune performs better in smaller datasets like "Clothing, Shoes and Jewelry", "Cell Phones and Accessories" and "Beauty" (refer to Table 1 ). This may be caused by the fact that when the training data is not sufficient, the Pretrain+Tune strategy may not be able to transform the pre-trained embeddings for the new task and thus lose the original similarity between words [14] . Random+Tune strategy which assigns a much smaller random initial values to embedding matrix is easier to be optimized for the new task in an end-to-end style.
Model Ablation: Effect of Global Module and Aspect Module (RQ5)
In this section we examine the roles of the Global Interactions part and Aspect Interactions part in the results of AARM. As shown in Figure 1 , given the user and product as input, the two parts of AARM worked separately. Then the outputs of these two parts are merged and input into the output layer to estimate the score. To verify the effect of the Aspect Interactions part, we remove the Global Interactions part from AARM, and directly input the result of Aspect Interactions part into Table 12 . The distributions of the number of shared aspects between a user and a product on the five datasets. From left to right, the columns present the ratios of different user-product pairs which have specific numbers of shared aspects. Specially, the last column represents the ratio of user-product pairs which have more than five shared aspects. the output layer. This variant of AARM is referred as "Aspect Part" in Tables 10 and 11 . Similarly, another variant of AARM which is referred as "Global Part" in Tables 10 and 11 is constructed by removing the Aspect Interactions part from AARM to verify the effect of Global Interactions Part. From Tables 10 and 11, we can find that AARM significantly outperforms Aspect Part and Global Part. This result indicates that our combination strategy based on concatenation is valid. And the Global Interactions part, which is designed to capture the user preferences that have not been mentioned in review texts, is an effective complement to the Aspect Interactions part.
As compared with Global Part, Aspect Part performs better in two datasets while falls behind in the other three datasets. Because Aspect Part connects users and products via the interactions between their aspects, its performance may be influenced by the number of interactions between related aspects. To verify this viewpoint, We traverse all the users and products in a dataset to construct all the possible user-product pairs, and then count the number of shared aspects of each user-product pair. A shared aspect of a user-product pair is a aspect which has been mentioned in both the user and the product's reviews. The distributions of the number of shared aspects of each user-product pair on the five datasets are shown in Table 12 .
From Tables 10, 11 and 12, we can find that Aspect Part usually performs better on datasets which have more shared aspects between each user-product pair in general. For example, Aspect Part substantially outperforms Global Part in "CDs and Vinyl" and "Clothing, Shoes and Jewelry" datasets which have the smallest ratios of 0 shared aspects (see the 2nd column in the table). And for datasets "Movies and TV", "Cell Phones and Accessories" and "Beauty" where more than 20% user-product pairs do not have any shared aspects, Global Part outperforms Aspect Part.
Case Study of Attention Layers
The user-level and aspect-level attention modules are important parts of AARM. The user-level attention module (refer to Equation 7) is employed to capture user's varied preferences on aspects. And the aspect-level attention module (refer to Equation 4) is designed to enhance the interactions between meaningful aspect pairs, like the interactions between the same or similar aspects, and reduce the influence of the interactions between the two irrelevant aspects. To illustrate the roles of these two attention modules in AARM, we randomly selected some examples for qualitative analysis.
In Table 13 , we show the user-level attention values of a user 'A1P9UMP1XSE6MI' in "Cell Phones and Accessories" dataset when examining different products. The first column is the ids of four products in the dataset and their aspect sets. Each product has 15 aspects which is the 75% quantile of the sizes of all product aspect sets in the dataset. The rest of columns show the aspects of the user (the second row from top to bottom) and the attention values that assigned to Table 13 . A case study of the user-level attention module. The first column (from the left) shows ids and aspect sets of four products from the "Cell Phones and Accessories" dataset. The rest of columns show the aspects of the user (the second row from top to bottom) and the attention values assigned to these aspects when facing aforementioned four products. In each row, the aspects mentioned in both the user and product's reviews and their corresponding attention values are highlighted in red. these aspects when facing aforementioned four products. From each product's aspect set, we can find that product 'B00EOE6FUW' is a 'usb charger', 'B005HS5MKS' is a 'bluetooth earpiece', and 'B002VPE1NO' and 'B00E8GYIRI' are the 'shell case' of cell phones. The shared aspects of each user-product pair and corresponding attention values are highlighted in red. As shown in Table 13 , when examining a product, the user-level attention module can find the aspects which are related to the product and assign higher attention values to them. First, all the shared aspects (highlighted in red) of each user-product pair are assigned much higher attention values. Second, the user-level attention module can assign higher values to aspects that are related to the product but have not been mentioned in the product's reviews. For example, when examining the shell cases 'B002VPE1NO' and 'B00E8GYIRI', 'grab' is assigned higher weight although it is not in the product's aspect set. This is because that there are some related aspects of 'grab' in the two products' aspect sets which are captured by our attention module (refer to Figure 4) .
Aspects of
The examples in Table 13 indicate why AARM can outperform A_Static and No-UserAtt (refer to Tables 6 and 7). The user's aspect set consists of three unrelated kinds of aspects: 1) 'sound quality', 'quality' and 'bluetooth earpiece'; 2) 'usb cords' and 'usb plug'; 3) 'shell case', 'grommets', 'impact protection' and 'grab'. In this case, No-UserAtt would assign same weights to aspect 'bluetooth earpiece' and 'shell case' when purchasing a bluetooth earpiece. And A_Static would assign same weights to aspect 'sound quality' no matter what kinds of products the user is purchasing. By identifying different aspects' different roles when purchasing different products, AARM achieved better performance.
Next we present how the aspect-level attention module finds the meaningful interactions (i.e., interactions between the shared aspects, synonymous aspects and similar aspects) from all the aspect interactions between a user and a product. In Figure 4 , we show the aspect-level attention values of the interactions between aforementioned user 'A1P9UMP1XSE6MI' and product 'B002VPE1NO'. In the heat map, the columns refer to the product's aspects while the rows refer to the user's aspects. The color of each grid cell represents the attention value assigned to the corresponding interaction. The darker of the color in a grid cell, the higher of the attention value.
First, we can see that interactions between the shared aspects like 'grommets', 'impact protection' and 'shell case' are captured and assigned higher attention values. Second, the interactions between Fig. 4 . Heat map of aspect-level attention. The columns refer to aspects of the product while the rows refer to aspects of the user. Darker color in the grid cell means that higher attention value is assigned to the interaction between corresponding aspects by the aspect-level attention module. synonymous aspects are assigned higher weights as compared with unrelated ones. For example, ('shell case', 'shell') is assigned the second highest attention value in the interactions between 'shell case' and the product's aspects. Third, some interactions between similar aspects are captured. For example, in the interactions with 'impact protection', the product's aspects 'protection', 'armor' and 'grip' are assigned high attention values. Finally, for the user's aspects that are unrelated to the product (e.g. 'usb plug'), their attention value distributions are more uniform compared to the shared and similar aspects. By assigning higher attention values to meaningful aspect interactions, AARM can alleviate the impact of noisy interactions and overcome the aspect sparsity problem.
CONCLUSION AND FUTURE WORK
In this paper, we presented an the Attentive Aspect-based Recommendation Model (AARM) to incorporate aspects extracted from reviews for recommendation. AARM first calculates the interactions between aspect embeddings to estimate how a product fits a user's requirements on each aspect, and then estimates the user's overall satisfactory on the product by synthesizing the product's performances on each aspect. To deal with the problem that the number of shared aspects between a user and a product is often limited, AARM takes the interactions between different aspects into consideration. With a well-designed aspect-level attention module, not only the shared aspects but also other related aspect pairs can be selected and assigned higher attention values. In addition, we hold the assumption that a user's interests towards aspects are varied when examining different products. To achieve the goal, an attention module which simultaneously considers user and product information is designed in AARM. In the experiments on five real-world datasets, AARM outperforms the state-of-the-art methods on the top-N recommendation task. In particular, compared with multi-modal (textual reviews, product images and numerical ratings) methods JRL and eJRL, AARM can still achieves better results in all datasets. To demonstrates the effectiveness of each component in AARM, a lot of quantitative experiments and qualitative case studies are conducted.
In the future, we would like to extend our work in the following two ways: (1) Extracting aspects with neural network and combining it with AARM. In particular, we would like to jointly train the aspect extraction module and the recommendation module in an end-to-end style. Ideally, the end-to-end training could reduce noisy aspects and mine more domain-specific aspects. (2) Integrating aspect-level sentiment information in AARM. Aspect-level sentiment information is useful to identify user's likes and dislikes about product features. But existing methods usually use external tools for aspect-level sentiment analysis, which relies on the accuracy of these tools and is usually not able to deal with new reviews. We will study how to extract these sentiment information and integrate them into AARM with end-to-end learning.
