A Multi-period Cell Formation Model for Reconfigurable Manufacturing Systems  by Ossama, Mohamed et al.
Available online at www.sciencedirect.com
2212-8271 © 2014 Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer-review under responsibility of the International Scientific Committee of “The 47th CIRP Conference on Manufacturing Systems” 
in the person of the Conference Chair Professor Hoda ElMaraghy” 
doi: 10.1016/j.procir.2014.01.120 
 Procedia CIRP  17 ( 2014 )  130 – 135 
ScienceDirect
A
 
* C
Ab
The
det
fam
resp
mo
num
© 2
Sel
Sys
 Key
1. I
nex
spe
fun
ma
ma
RM
ma
axe
ma
as 
sys
cha
tec
stan
stru
ma
dem
Variety M
 Multi
orresponding aut
stract 
 effective desig
ermine the cor
ilies and corre
onsible for de
del was tested 
erical exampl
014 The Autho
ection and peer
tems” in the pe
words: Cell form
ntroduction 
Reconfigurab
t step in m
cifically for r
ctionality th
chines that 
chine tools (R
T was introd
chine base w
s). These m
chine base to
required. Th
tem for the p
llenges that f
hnology (G
dardization 
cture [3]. 
Cellular manu
nufacturing a
and over s
anagement
-Period 
Moham
Department o
hor. Tel.: +1-226
n of a reconfig
responding sys
sponding cell 
termining the r
by solving a d
e is included to
rs. Published b
-review under 
rson of the Con
ation; Reconfig
le manufactu
anufacturing
apid modific
rough syste
comprise a R
MTs). The c
uced in [2]. T
ith multiple 
odules can b
 adjust the RM
e RMS conc
roduction of 
ace the applic
T) to capi
of parts, op
facturing (CM
nd due to th
ucceeding ti
 in Manufa
Cell For
ed Ossam
f Mechanical De
-975-5603; fax: +
urable manufa
tem configura
configurations
econfiguration
ynamic cell fo
 illustrate the p
y Elsevier B.V
responsibility o
ference Chair 
uration planning;
ring system
, a new p
ation in produ
m reconfig
MS are ca
oncept of mu
his concept d
identical mod
e added or 
T capacity a
ept implies 
a part family
ation of RMS
talize on 
eration sequ
) is an appli
e variation o
me periods; 
cturing. Pro
mation 
a, Ayman
sign and Produc
1-519-973-7053
cturing system
tions. A mixed
 in RMS in a 
 plan on both m
rmation probl
roposed model
. 
f the Internatio
Professor Hoda
 Reconfigurable 
s (RMSs) ar
aradigm des
ction capaci
uration [1]. 
lled reconfig
ltispindle sca
escribes RM
ules (spindle
removed fro
nd/or functio
the design o
. Thus, one 
 is the use of 
commonality
ence and p
cation of the 
f product mi
the dynami
ceedings o
Systems
Model f
System
 M. A. Yo
tion, Faculty of E
 E-mail address:
 (RMS) exerts 
 integer progr
dynamic produ
achines and s
em and it was 
 and the reconf
nal Scientific C
 ElMaraghy. 
manufacturing sy
e the 
igned 
ty and 
The 
urable 
lable-
T as a 
s and 
m the 
nality 
f the 
of the 
group 
 and 
roduct 
GT in 
x and 
c cell 
for
hor
pro
dev
The
flex
sol
the
spl
size
and
car
me
11]
(DC
dyn
rec
fac
mo
f the 47th C
or Reco
s 
ussef*, Mo
ngineering, Cai
 ayman.youssef@
the need for a d
amming mode
ction environm
ystem levels be
able to find th
iguration plann
ommittee of “
stems 
mation proble
izon shall co
duct demand 
A comprehen
eloped in [5]
 model inco
ibility and su
ved optimally
 advantages 
itting and sys
 problems w
 parallel GA
ried out in
thodology for
. 
Although th
M) shares s
amic nature
onfiguration, 
t that DCM la
dularity and r
IRP Confe
nfigurab
hamed A.
ro University, Gi
alumni.uwindso
esign approach
l was develop
ent. A novel
tween success
e optimal solu
ing heuristic. 
The 47th CIRP
m was introd
ver a set of ti
and mix inste
sive mixed i
 to solve the 
rporated the c
bcontracting
 for small and
of considerin
tem flexibilit
ere solved u
 [7].  In recen
 the contex
 the dynamic 
e dynamic 
ome of the 
 of product
they are dissi
cks capacity 
econfigurable
rence on M
le Manu
 Shalaby 
za 12613, Egypt
r.ca 
 to group the p
ed to form sim
 reconfiguratio
ive time period
tion found in 
 Conference on
uced. It impli
me periods h
ad of a single
nteger progra
dynamic cell 
oncepts of lo
 in the proble
 medium siz
g system re
y. Later on i
sing genetic a
t years many
t of model
cell formation
cellular man
characteristic
ion requirem
milar. This w
scalability, fu
 machines as 
anufacturin
facturin
 
arts into famili
ultaneously th
n planning heu
s, is introduce
the literature. A
 Manufacturing
es that the pla
aving determ
 period in CM
mming mode
formation pro
t splitting, ro
m. The mode
e problems pr
configuration
n their work,
lgorithm (GA
 studies have
ing and so
 problem [8,
ufacturing s
s of RMS i.
ents and s
as attributed 
nction adapta
shown in tabl
g 
g 
es and 
e part 
ristic, 
d. The 
lso a 
 
nning 
inistic 
 [4]. 
l was 
blem. 
uting 
l was 
oving 
s, lot 
 large 
) [6] 
 been 
lution 
 9, 10, 
ystem 
e. the 
ystem 
to the 
bility, 
e 1. 
 2014 Elsevier B.V. Thi  is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
election and pe -review under responsibil ty of the Intern tional Scientifi c Committee of “The 47th CIRP Conference on 
Manufacturing Systems” in the person of the Conference Chair Professor Hoda ElMaraghy” 
131 Mohamed Ossama et al. /  Procedia CIRP  17 ( 2014 )  130 – 135 
Table 1.Comparaison between RMS and DCM. 
Element RMS DCM 
Production requirements  Dynamic Dynamic 
Reconfiguration level System and machine levels System level 
Reconfiguration cost Low High 
Machine capacity Adjustable Fixed 
Machine functionality Adjustable Fixed 
 
Many researchers adapted and modified the methodologies 
used in CM to address the cell formation problem in the RMS. 
An approach based on Jacard’s similarity coefficient and an 
analytical hierarchical process model was developed in [12], 
for grouping the products in families and determines the 
appropriate part family at each configuration stage. Other 
approaches based on average linkage clustering algorithm and 
Jacard’s similarity coefficient were used in [13, 14] for the 
formation of part families. The outcome of the algorithm is a 
dendogram which presents different sets of product families 
and the corresponding similarity coefficients. A GA was 
presented in [15] to group parts into families based on 
maximizing the sum of two similarity coefficients adopted 
from [13].  
From the previous presented literature, it can be noticed 
that most of the work done to date handled the cell formation 
in RMS from the perspective of part family formation and 
neglected the machine cell formation. Failing to consider the 
corresponding cell configurations (the number of every 
machine types in each cell and its capabilities) and the 
associated reconfiguration effort may lead to sub-optimality 
of the part family selection. Also many of the reported 
literature did not provide a systematic methodology to 
determine the best set of part families. Another major 
shortcoming is neglecting the dynamic nature of product mix 
and demand in RMS. The dynamic production requirements 
imply the division of the entire planning horizon into multiple 
periods where each has different production mix and demand. 
The research presented in this work aims to solve the cell 
formation problem in the RMS context. This is to be done by 
developing an approach for grouping the machines into cells 
(each cell responsible of producing a part family) in the 
context of RMS, and simultaneously form and select the best 
set of part families that minimizes a summation of relevant 
costs. The rest of the sections are organized as follows, 
section 2 presents the problem description and the 
assumptions taken along with the mathematical model and 
reconfiguration planning heuristic. Section 3 describes a 
procedure to optimally solve the model. In section 4, two 
numerical examples are optimally solved. Conclusion and 
summary are finally presented in section 5.   
2. Problem description  
The multiple time period cell formation problem in the 
RMS context addresses the problem of grouping parts into 
families and determining the corresponding machine cells in 
RMS for several time periods, each period differs from its 
preceding one in its product mix and  its demand. The RMS 
consists of a number of RMTs, Which are to be grouped into 
cells where each cell is responsible of producing a part family 
with minimum total cost. 
Following the definition of the RMT, each RMT type in 
the system has several possible configurations. Each 
configuration is defined with the number of modules installed 
on the machine base. So each configuration is capable of 
performing different set of processing operations with a 
limited capacity.  A part may require several operations in a 
given sequence. An operation of a part may be processed by a 
machine if it has a configuration that can process this 
operation. If there are several configurations on more than one 
machine that can process an operation of a certain part, these 
machines are considered as possible routings for the part. 
As a response to the gaps found in the literature, a mixed 
integer programming model is formulated to address multiple 
time period cell formation problem in RMS taking into 
consideration the dynamic nature of product mix and demand, 
capacity scalability, functional adaptability, and routing 
flexibility. This model is a modification to the model 
presented by [7] to solve the dynamic cell formation problem. 
The objective function and the constraints were modified to 
cope with the RMS context. The objective of this model is to 
minimize machine procurement cost, operation and setup cost, 
inter-cell travel cost, subcontracting cost and reconfiguration 
cost for the entire planning horizon.  
2.1. Assumptions 
This model is developed under the following assumptions: 
x The product mix and demand varies between time periods 
in a deterministic manner and are predetermined. 
x All the demand must be satisfied. Demand that is not met 
by production is to be subcontracted with a given cost. 
x Parts are processed in batches and every part can have 
different batch size. 
x Each operation has one or several possible machine 
configurations that can process it. 
x Lot splitting is allowed but within the same cell, i.e. if a 
part has alternative routings at a certain operation, the 
demand of this part at this operation can be split and 
processed on different machines but the machines has to be 
in the same cell.   
x Machines are reconfigurable. Each machine can be 
reconfigured to a set of machine configurations associated 
to each machine type. 
x Each machine configuration can perform one or more 
operations with different processing times. 
x Machine capacity is expressed in processing hours per time 
period. 
x Machines that cannot be located in the same cell due to 
technical and environmental requirements should be 
separated. 
x The time required for machines and system reconfiguration 
between different time periods is not considered in the 
model (assumed to be zero). 
x Machines are reliable (availability is 100%). 
x The number of cells is predetermined. 
x The lower and upper boundaries on the number of 
machines in every cell are predetermined. 
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2.2. Decision variables 
The following decisions must be made during the design 
process: 
x The assignment of machine types to cells in each time 
period. 
x The number of each machine type and the associated 
machine configuration in each cell in each time period. 
x The assignment of every operation of each part type to 
machines with specified machine configuration in each 
time period. 
x The percentage of the subcontracted demand of each part 
type in each time period. 
x The reconfiguration effort required between time periods. 
 
The independent decision variables that describe the 
decisions taken to design the cells are:   
 
Nmch Number of machines of  configuration m assigned to cell 
c at the beginning of time period h. 
Qjimch The proportion of the total demand of part i with its jth 
operation to be processed by machine configuration m in 
cell c during time period h  
Șih The proportion of the total demand of part i to be 
subcontracted during time period h. 
 
The reconfiguration effort and plan is determined using the 
reconfiguration planning heuristic which is described in 
details later. 
2.3. Input parameters 
C Number of cells 
H Number of time periods 
LB Minimum number of machines in any cell  
UB Maximum number of machines in any cell  
dih Demand for part i  in time period h 
Ji Number of  operations required to produce part i 
Bi Batch size of part type i 
Vi Cost of moving 1 part of type i between a pair of cells 
Ȝjim =1  if operation j of part type i can be processed by 
 machine configuration m, 0 otherwise 
ȗi Cost of subcontracting one part of type i 
K Number of machine types 
M Number of machine configurations 
įmk = 1 if machine configuration m belong to machine type k., =0 
otherwise 
f1(m) Number of spindle modules required for configuration m 
f2(m) Number of axes required for configuration m 
tjim Processing time of operation j of part type i on machine 
configuration m in min. 
ȝjim Setup cost of operation j of part type i  on machine 
configuration m. 
PBk Procurement  cost of a machine base of type k 
PMk Procurement  cost of a spindle module of type k 
PAk Procurement  cost of an axes module of type k 
Om Operating cost of machine configuration m (per hour) 
Gm Capacity of machine configuration m (hrs) 
IBk+ Installation cost of one machine base of type k 
IBk- Removing cost of one machine base of type k 
IMk+ Installation cost of one spindle module of type k 
IMk- Removing cost of one spindle module of type k 
IAk+ Installation cost of one axes module of type k 
IAk- Removing cost of one axes module of type k 
S Set of machine pairs that cannot be located in same cell 
2.4. Output parameters 
Pjich =1 if operation j of part i is processed in cell c during time 
period h, =0 otherwise 
rkch 
 
=1 if RMT of type K is assigned to cell c during time 
period h, =0 otherwise 
SBBkh Number of machine bases of type k added to the system at 
the end of time period h 
SBSkh Number of machine bases of type k removed from the 
system at the end of time period h 
SMBkh Number of spindle modules of type k added to the system 
at the end of time period h 
SMSkh Number of spindle modules of type k removed from the 
system at the end of time period h 
SABkh Number of axes modules of type k added to the system at 
the end of time period h 
SASkh Number of axes modules of type k removed from the 
system at the end of time period h 
SBMkh Number of machine bases of type k moved within the 
system at the end of time period h 
SMMkh Number of spindle modules of type k moved within the 
system at the end of time period h 
SAMkh Number of axes modules of type k moved within the 
system at the end of time period h 
Zkch Number of RMTs of type k in cell c during time period h  
Wkch Number of spindle modules of type k in cell c during time 
period h  
Ykch Number of axes modules of type k in cell c during time 
period h  
NBBkch Number of machine bases of type k added to cell c at the 
end of time period h 
NBSkch Number of machine bases of type k removed from cell c 
at the end of time period h 
NMBkch Number of spindle modules of type k added to cell c at 
the end of time period h 
NMSkch Number of spindle modules of type k removed from cell c 
at the end of time period h 
NABkch Number of axes modules of type k added to cell c at the 
end of time period h 
NASkch Number of axes modules of type k removed from cell c  
at the end of time period h 
PMkch Number of spindle modules of type k that can possibly 
move in cell c at the end of time period h 
PAkch 
Number of axes of type k that can possibly move in cell c 
at the end of time period h 
MMkch Number of spindle modules of type k moved in cell c at 
the end of time period h 
AMkch Number of axes modules of type k moved in cell c at the 
end of time period h 
RMkch Number of spindle modules of type k remained in place in 
cell c at the end of time period h 
RAkch Number of axes modules of type k remained in place in 
cell c at the end of time period h 
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2.5. Mathematical formulation 
The mathematical formulation of the proposed model to 
solve the multiple time periods cell formation problem in 
RMS is as follows: 
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The objective function (1) is a nonlinear equation (it will 
be later linearized). It minimizes the sum of the cost terms 
mentioned before. The first term is the machines, spindles, 
and axes procurement costs. The second term represents the 
intercell material handling costs. The third and fourth terms 
represent the operating and setup costs respectively. The fifth 
term represents the reconfiguration cost. The last term is the 
subcontracting cost. 
Equation (2) assures that if a percentage of the demand of a 
part is not subcontracted, each operation of this part is 
assigned to a machine. Equation (3) permits the assignment of 
an operation to a machine with a certain configuration if and 
only if this machine configuration can process the operation. 
Equations (4) and (5) ensure that an operation is to be 
assigned to only one cell at a time period (if there is a required 
demand). Equation (6) guarantees that the machines capacities 
shall not be exceeded.  Equation (7) keeps The number of 
machines in any cell more than the lower boundary and less 
than the upper boundary. Equations (8) and (9) set rkch to 1 if 
one unit of machine type k is located in cell c during time 
period h. Finally, Equation (10) ensures that the machine pairs 
in S are not placed in the same cell. 
2.6. Reconfiguration planning heuristic  
The reconfiguration planning heuristic is adapted and 
modified from the cost model presented by [16]. The model 
presented by [16] was developed for a multi-stage single cell 
RMS and assumed that all used RMTs have identical machine 
bases and all have identical modules. The model presented 
here assumed different machine types, for every type there is 
a specific machine base and two types of modules: spindles 
and axes. The reconfiguration planning heuristic output is the 
number of machines and modules added, removed or moved 
in each cell and for the whole system at the beginning of each 
time period. 
 
The first step in the heuristic is to calculate the number of 
machines and modules added/removed to/from each cell in 
the system using equations (13) to (21). 
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),0max( 1, kchhkckch WWNMB   > @1,1,,  Hhck              (18)
),0max( 1,  hkckchkch WWNMS > @1,1,,  Hhck            (19)
),0max( 1, kchhkckch YYNAB       > @1,1,,  Hhck             (20)
),0max( 1,  hkckchkch YYNAS     > @1,1,,  Hhck           (21) 
The second step is to calculate the number of modules 
(spindles and axes) that moved in each cell. Equation (22) and 
(23) calculate the number of the spindles/axes moved as the 
difference between the numbers of spindles/axes that can 
possibly move and that of these which remained in place. 
Equations (24) and (25) calculate the number of spindles/axes 
that can possibly move within the cell. The number of 
spindles/axes which remained in place is calculated using the 
same algorithm developed by [16] to calculate it for the 
modules. 
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kchkchkch RMPMMM            hck ,,                             (22)
kchkchkch RAPAAM                 hck ,,                          (23)
),min( 1, kchhkckch WWPM            > @1,1,,  Hhck              (24)
),min( 1, kchhkckch YYPA              > @1,1,,  Hhck            (25) 
Finally the reconfiguration effort and plan is determined using 
equations (26) to (34). 
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3. Optimal solution procedure  
The mathematical model presented in the previous section 
cannot be solved as is using an optimal software package due 
to the presence of the absolute term in the objective function 
equation (1), and Min/Max terms in some of the equations 
presented in the reconfiguration planning heuristic. These 
equations can be modified to remove the nonlinear terms 
without the need of any approximation.  
In order to transform equation (1) into linear equation, non-
negative variables (lv1jich, lv2jich) are introduced. The second 
term of equation (1) is replaced by the following: 
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Also a new set of constraints (36) is introduced. 
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As for the modification of the equations of the 
reconfiguration planning heuristic containing Min/Max terms, 
this can be done using the following procedure. 
Consider X = min{A,B} and  Y=max{A,B}. 
x Rewrite X and Y as follows: 
22
BABA
X

 ,
22
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Y

 
x In order to eliminate the absolute term, introduce non-
negative variables (z1,z2) and reformulate X and Y: 
2
21
2
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X
  , 
2
21
2
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Y
  
x Introduce a new constraint: 21 ZZBA    
The previous procedure is applied for every equation that 
has a Min or Max term in the model. By doing that, the model 
is now all linear and an optimal software package can be used 
to solve it optimally.  
4. Experimental results  
In this section the mathematical programming software 
package of LINGO 11.0 was used to solve two different 
problems to test the proposed model. 
Due to the lack of the cell formation problems in the RMS 
context in the literature, the model was tested by solving a 
dynamic cell formation problem in CM and comparing the 
results to the optimal solution reported in [5]. The problem 
used is formed by generating 3 manufacturing cells out of 5 
different types of machines for processing 12 part types in 2 
planning periods.  
Some modifications to the RMS model have to be 
considered in order to solve the dynamic cell formation 
problem:  
x Each machine has only one possible configuration. 
x The installation/removal cost of the machine bases is set to 
installation/removal cost of the machines and that of the 
spindles and axes are set to 0. 
x The number of machines removed from the system = 0 for 
each machine at each time period. (SBSkh = 0    k, h) 
x The procurement cost term in the objective function is 
modified as follows:  
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The optimal cell formations and the corresponding 
objective function values found by [5] and by the developed 
RMS cell formation model are shown in table 2. As it can be 
noticed from the table, the proposed RMS model was able to 
find the optimal solution. 
Table 2. Dynamic cell formation problem solution summary. 
 Defersha solution  RMS model solution 
 Period 1 Period 2  Period 1 Period 2 
Cell 1 1(1), 3(1)* 1(1), 3(1), 
5(1)  
 1(1), 3(1) 1(1), 3(1), 5(1)  
Cell 2 3(1), 4(1), 
5(1)  
3(1), 4(1), 
5(1)  
 3(1), 4(1), 
5(1)  
3(1), 4(1), 5(1)  
Cell 3 2(2), 3(1)  2(2), 3(1)   2(2), 3(1)  2(2), 3(1)  
371,659   371,659 
* The numbers in the parentheses indicate the number of machines of each 
type, 3(1) means 1 machine of type 3. 
 
The second problem used to test the proposed model is a 
randomly generated problem in the RMS context. It consists 
of 6 parts and 5 different types of RMTs with 7 different 
machine configurations. Each part requires one to three 
operations. A two time periods planning horizon is 
considered. The machines are to be grouped into two 
relatively independent cells. The number of machines in each 
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cell shall not be less than 2 and shall not exceed 10 machines. 
The RMT of type 1 cannot be located in the same cell with a 
RMT of type 3 due to technical requirements. The optimal 
solution found is presented in 2 operation-machine 
configuration matrices (one for each time period), where each 
entry equals the corresponding Qjimch (table 3 and table 4). 
The required reconfiguration plan between the time periods is 
presented in table 5. 
Table 3. Operation-machine configuration matrix for time period 1. 
Part family 1 Part family 2 
Part 4 Part 5 Part 6 
OP 1 OP 1 OP 2 OP 1 
Cell 1 2 x m5 1    
Cell 2 1 x m1   1 1 
1x m6  1   
 Table 4. Operation-machine configuration matrix for time period 2. 
 
Part family 1 Part family 2 
Part 1 Part 2 Part 3 Part 5 
OP       
1 
OP 
1 
OP 
2 
OP 
3 
OP 
1 
OP 
2 
OP 
3 
OP    
1 
OP       
2 
Cell 
1 
1 x 
m4      1    
7 x 
m5 1 1 1 1 1  1   
Cell 
2 
1 x 
m1         0.893 
4 x 
m6        1 0.107 
 Table 5. Reconfiguration plan at the end of time period 1. 
Reconfiguration plan in cell 1 
Number of machine bases of type (3) added  5 
Number of spindle modules of type (3) added  5 
Number of axes modules of type (3) added  15 
Number of machine bases of type (5) added  1 
Number of spindle modules of type (5) added  3 
Number of axes modules of type (5) added  2 
Reconfiguration plan in cell 2 
Number of machine bases of type (1) added  3 
Number of spindle modules of type (1) added  6 
Number of axes modules of type (1) added  6 
5. Conclusions  
The primary goal of this research was to tackle the multiple 
time periods cell formation problem in RMS by 
simultaneously forming the part families and the 
corresponding cell configurations in a dynamic production 
environment. In order to achieve this objective a mixed 
integer programming model was developed. The developed 
model aims at minimizing the sum of machine procurement 
cost, operation and setup cost, inter-cell travel cost, 
subcontracting cost and reconfiguration cost over the entire 
planning horizon. The proposed formulation addressed many 
of the shortcomings found in the literature.  
Also a reconfiguration planning heuristic was introduced to 
define the reconfiguration effort and plan for system between 
the successive time periods. LINGO was used to optimally 
solve the proposed model for a problem adopted from the 
DCM literature and the model presented the exact optimal 
solution found in the literature. Finally, the model was solved 
for a small size randomly generated problem in the RMS 
context and the optimal solution was presented as an 
illustration of the model output.   
In future work tests are to be conducted using wide set of 
problems in order to study the significance of considering the 
reconfiguration effort and the routing flexibility. Also a 
genetic algorithm approach is being developed to address 
large size problems. 
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