Wavelet is able to adapt to the requirements of time-frequency signal analysis automatically and can focus on any details of the signal and then decompose the function into the representation of a series of simple basis functions. It is of theoretical and practical significance. Therefore, this paper does subdivision on track irregularity time series based on the idea of wavelet decompositionreconstruction and tries to find the best fitting forecast model of detail signal and approximate signal obtained through track irregularity time series wavelet decomposition, respectively. On this ideology, piecewise gray-ARMA recursive based on wavelet decomposition and reconstruction (PG-ARMARWDR) and piecewise ANN-ARMA recursive based on wavelet decomposition and reconstruction (PANN-ARMARWDR) models are proposed. Comparison and analysis of two models have shown that both these models can achieve higher accuracy.
Introduction
If the time series analysis model is divided into two categories; linear and nonlinear model, then in many cases it will be difficult to determine whether a time series model belongs to a linear model or a nonlinear model and then it is also difficult to determine which model should be used in the study. In practice, there is few time series with pure linear or nonlinear feature. There is no single model that can adapt to all situations and solve the problem. In the above case, the concept of hybrid model was proposed.
The basic idea of hybrid forecast model is to use the unique features of each model to capture different data models. Therefore, it is common to use the combination of several models in order to overcome the inadequacy of certain single model and to improve forecast accuracy. Various studies have shown that hybrid model forecasts are often better than single model forecasts. Hybrid model forecast is considered to be a more accurate forecast, which can be described as follows.
Suppose that there are forecasts, such aŝ 1 ( ),̂2( ), . . . ,̂( ). The general form of hybrid forecast model can be defined as:
In the formula, is weight assigned tô( ), and the sum of all weights equals 1.
There are several methods to determine the weight of hybrid forecast. For example, the simplest method is to use a simple average forecast to assign weights, and each forecast will be assigned with equal weight. Equivalent weight (EW) uses the arithmetic mean of each forecast, which is a relatively easy and reliable method. Genre et al. [1] drew similar conclusions to results obtained from simple average and complex statistical methods through the combination of expert forecast methods. Armstrong [2] considered that it was very important to use simple methods under great uncertainty. Simple model is easier to be understood than complex models and is less error-prone.
In the specific study, Tseng et al. [3] proposed a fuzzy autoregressive moving average (FARIMA) and took its advantages to overcome the limitations of fuzzy regression and autoregressive moving average model (ARIMA) in time series forecast. Chen and Chung proposed high-order fuzzy time series forecasting method based on a hybrid genetic algorithm [4] . Huarng and Yu combined neural networks and fuzzy time series model to make forecasts [5] . Khashei et al. [6] proposed the basic concepts based on artificial neural networks and fuzzy regression model and time series forecast methods in cases of incomplete data. In their model, artificial neural network is used for preprocessing the original data and to provide the necessary context for the application of fuzzy regression model. Chen [7] combined the study of autoregressive integrated moving average with the study of fuzzy time series (a first or higher order), and studied the adequacy and effectiveness. Yu compared the accuracy of FARIMA and ANNs model in fuzzy time series [3, 8] .
In the past ten years, a major breakthrough in neural network models is joint modeling with other models. The basic idea of this multimodel approach is to use the unique ability of each component model to better capture different data patterns. Theoretical and empirical results show that the combination of different models can be an effective way to improve the model forecast performance, especially in cases when each model has a very different character in the hybrid model. For example, Goh et al. [9] forecasted drug dissolution by using combination model of Elman neural network. Medeiros and Veiga [10] proposed a time series forecasting system for control by blending smooth transition, regression model, and time-varying parameters neural network. Armano et al. [11] forecasted stock index by using a hybrid neural network model. Zhang [12] proposed ARIMA time series forecast model hybrid with neural network.
Tseng et al. [13] proposed a hybrid forecasting model, which combined the seasonal time series ARIMA (SARIMA) and back-propagation neural network (BPNN) model, named as SARIMABP. Karunasinghe and Liong [14] studied the performance of chaotic time series of artificial neural network model as a global model compared to the widely applicable local model (local averaging techniques and local polynomial technology). Aitkenhead et al. [15] measured hourly oil, water, and climate variables for several months in the North East of Scotland by using data loggers and other measuring devices in both cases in their paper, and three different methods were used to train the neural network, in which a new biological approximation system was included. BuHamra et al. [16] combined with Box-Jenkins (B-J) model and artificial neural network model to model on Kuwait water consumption time series. Niska et al. [17] used artificial neural networks to make nonlinear models on air quality, but due to its chaotic feature, nonlinear phenomena, and high-dimensional sample space, it was destined to be a daunting task. Zhang and Qi [18] proposed a hybrid time series forecast method by combining ARIMA models and neural networks, using the unique advantages of ARIMA models for linear and ANN for nonlinear modeling. Kim [19] used support vector machine (SVM) for financial time series forecast and applied SVM to forecast stock price index in the study. Ho et al. analyzed and compared neural networks and ARIMA modeling in time series modeling, and found that artificial neural network model and BP neural network model can achieve more satisfactory results compared with the ARIMA model. Zhang [20] proposed integration time series forecasting methods of autoregressive integrated moving average and artificial neural network. Ince and Trafalis [21] proposed a two-stage hybrid model, including the employment of parametric technology autoregressive moving average parameter, vector autoregression (VAR) integration, and nonparametric techniques technology methods such as support vector regression (SVR) and artificial neural network forecast exchange rate. Chang et al. [22] studied hybrid model combined with self-organizing map (SOM) neural networks, genetic algorithms (Gas), and fuzzy rule base (FRB) in forecast. Huarng and Yu [23] used a method combined with description and used neural network to forecast fuzzy time series.
Recently, more and more hybrid forecasting models have been proposed: ARIMA, artificial neural networks (ANNs), and fuzzy logic have shown good performance in the financial time series forecast. Deng and Wang [24] proposed a new incremental learning method (ILA) based on hybrid fuzzy neural network framework. Pai and Lin [25] proposed a hybrid algorithm, using ARIMA models and support vector machines (SVMs) to forecast stock prices. Chen and Wang [26] constructed a seasonal time series forecasting model combined with seasonal autoregressive integrated moving average model (SARIMA) and support vector machine. Zhou and Hu [27] proposed a hybrid modeling and forecasting based on gray box autoregressive moving average (ARMA) models. Armano et al. [11] proposed a new hybrid approach, integrating genetic algorithms and artificial neural network to forecast the stock market. Yu et al. [28] proposed a new nonlinear forecast model, integrating artificial neural networks and generalized linear autoregression (GLAR) in the foreign exchange market to obtain accurate forecasts. Kim and Shin [29] studied the validity of hybrid method based on neural networks in time series forecast, such as the adaptive time delay neural networks (ATNNs) and time delay neural networks (TDNNs). Zhang [20] proposed hybrid methods by ARIMA and artificial neural network time series forecasting. Tseng et al. [13] proposed SARIMABP hybrid model, combining seasonal ARIMA model (SARIMA) and back propagation (BP) neural network model to forecast seasonal time series data. Khashei et al. [30] proposed a new hybrid model, constituted by the fuzzy logic and artificial neural network structure, in order to get more accurate results as well as to overcome the limitations of ARIMA model. In the first stage, ARIMA model is used for linear time series modeling, and residuals of linear model contain only the nonlinear relationship; in the second stage, the artificial neural network is used to simulate nonlinear model ARIMA model residuals; in the final stage, the model parameters are the optimum values calculated by using basic concepts of fuzzy regression, in fuzzy digital form.
Standard deviation of track irregularity reflects the characteristics of track irregularity state change. As a result, this paper takes track irregularities standard deviation as the study object, and makes more comprehensive tendency forecasts about the track irregularity changes. In this study, track irregularity data is provided by State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, and K449+000−K450+000 section, Beijing-Kowloon line, from February 20, 2008 , to July 23, 2010: 44th cross level inspection data is taken as the study data. The section is divided into 40 units (every 25 m units as a statistical unit), and the standard deviation of each unit is calculated, and then 40 cross level standard deviation time-series data is obtained.
Traditional ARIMA Model
ARIMA is one forecast method in time series analysis. In ARIMA ( , , ), AR is autoregression, is the number of autoregressive term, MA is the moving average, is the average number of sliding, and is differential time points to form a smooth sequence, also known as order.
ARIMA ( , , ) model is an extension of ARMA ( , ) model. ARMA models for smooth data directly, with no need for a differential conversion; but ARIMA needs to do first differential to data, and after the differential, time series will be steady, and then modeling process will have the same principles with ARMA. ARIMA ( , , ) model can be expressed as
In the above model, is the lag operator, ∈ Z, > 0, The noninterval characteristics of track inspection data cannot be ignored when studying track state change trends. Track irregularity time series is
(0) ( ) is the data element of original time series,
In time series analysis methods, the first premise is to ensure that the time series data is equipped with equal intervals, and therefore it needs to be converted to equal interval time series. The conversion method that non interval time series convert to equal interval time series:
In the formula, 2 ≤ ≤ − 1, and the boundary values in the first and the last of the time series remain unchanged in the conversion process, ARIMA model forecasted results of 38-cross-level standard deviation data at the K449+800−K449+825 unit sections, from November 13, 2008 , to May 18, 2010, after equal interval conversion and the actual data are shown in Figure 1 .
From the comparison of forecasted and actual values in Figure 1 , the forecasted value is accurate in general, but the accuracy in detail still needs to be improved.
Core Idea of Hybrid Model Based on Wavelet Decomposition-Reconstruction
The time series can be divided into two parts: low-frequency information and high-frequency information in Wavelet analysis. Low-frequency information is slowly changing part and reflects the changing trend of the time series, and it accounts for the majority of all information; high-frequency information is rapidly changing part (including mutation and jumping) and reflects the details of the time series, and it accounts for a small portion of all information. This is the wavelet decomposition of the first layer. On the basis of the first layer portion, the second layer is decomposed into two parts-the high-frequency information and low-frequency information-and then the third layer is decomposed into a low-frequency information and high-frequency information, and so on. These are single-scale decomposition and the low-frequency part is not redecomposition. If it does multiscale decomposition, the low-frequency part would be decomposed layer by layer like the high-frequency portion. Wavelet transform is a new transformation analysis, and it inherited and developed the localized ideas of the short-time Fourier transform, while overcoming the shortcoming that the window size does not vary with frequency. It can provide a "time-frequency" window with the frequency change and is the ideal tool for analyzing and processing the timefrequency of signal. Its main feature is that it is able to fully highlight specific aspects of the problem by transform.
Therefore, this paper does subdivision on track irregularity time series based on the idea of wavelet decompositionreconstruction and tries to find the best fitting forecast model of detail signal and approximate signal obtained through track irregularity time series wavelet decomposition, respectively. 
PG-ARMARWDR
4.1. Traditional GM (1, 1) Model. Because of equal interval time series is needed in GM (1,1) forecast, 38-cross-level standard deviation data at the K449+800−K449+825 unit sections, from November 13, 2008 , to May 18, 2010, after equal interval transformed is selected for the study. The forecast value and the actual value are shown in Figure 2 .
Similarly, from the comparison of the forecast value and the actual value in Figure 2 , forecast value has more accuracy in the development direction, but the accuracy in detail still needs to be improved.
Improved Model

Modeling Idea of PG-ARMARWDR.
The PL-ARMARWDR model has achieved better forecast accuracy by using a linear approximation recursive method in lowfrequency approximation waveform signal of cross level standard deviation. More studies indicate that track state changes show exponential trend. As a result, this paper proposes piecewise Gray-ARMA recursive based on wavelet decomposition and reconstruction (PG-ARMARWDR) model.
According to the idea of wavelet decomposition and reconstruction, the standard deviation of track irregularity sequence data waveform signal is decomposed into detail waveform signal ( 1, 2, and 3) and approximate waveform signal ( 3). Among them, detail waveform signal is stationary series with zero mean. The random linear model can be used for study. ARMA model is used in this paper. Similarly, since the interval of track irregularity time series data detection in this study is long, and the sample data are small in scale, so generally the low-frequency approximation waveform signals curve is nonstationary, smooth sequence. Also, some studies have found that track irregularity state cyclical changes showed exponential distribution trends, and the amount of track irregularity change data was small in terms of time, so the piecewise gray recursive model is used in low-frequency approximation waveform signal for trend analysis and to forecast the future state based on historical trends. The modeling idea is shown in Figure 3 .
In Figure 3 
In formula (2) = ( ) , = (
. . .
3
(1) refers to one-time accumulated generating sequence (1-AGO) of 3 (0) . Solving winterization equation then we can get the response function:
Formula (7) is equation of GM (1,1) forecast model: the solution of the equation iŝ
Forecast valuê3 (0) is:
Compared with forecast valuê3 by using piecewise linear approximation recursive model in Figure 2 ,̂3 is more close to the actual value.
The forecast value of low-frequency approximation and high-frequency detail time series data signal are added up by weight 1. The final model is shown in (10)
In the model,̂1,̂2, and̂3 are high-frequency detail time series signal forecasted by the ARMA model,̂3 is time series of the low-frequency approximation by GM (1,1) model forecast, and̂is forecast value of the final state.
The modeling process of PG-ARMARWDR is shown in Figure 4 . 
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Case Study of PG-ARMARWDR.
The Daubechies wavelet is used in the decomposition of track irregularity standard deviation time series data signal and the decomposition depth is 3. Decomposition and reconstruction algorithm is Mallat tower algorithm. As for selecting data, track irregularity standard deviation series data trend is taken as the object to make forecast. Take k449+800−k449+825 unit sections, from November 13, 2008, to May 18, 2010, 38-cross-level standard deviation data after equal time intervals conversion as study data; the PG-ARMARWDR modeling process based on wavelet decomposition and reconstruction is as follows.
(1) Wavelet Decomposition. After wavelet decomposition, cross level standard deviation time series is divided into detail waveform signal in high frequency and approximate waveform signal in low frequency. The decomposition waveform signals of cross level standard deviation time series are shown in Figure 5 . Table 1 .
Forecast curve is shown in Figure 9 . All forecast sequence data is added up by weight 1. The comparison of forecast values and original values is shown in Figure 10 .
Accuracy and Error.
Forecast error of the model is shown in Figure 11 . Accuracy of the model can be measured by MSE and MAPE, and the forecast accuracy of some units is shown in Table 2 .
According to the forecast results of MSE, MAPE value in Table 2 , PG-ARMARWDR has higher forecast accuracy. This shows that PG-ARMARWDR is an effective way to forecast the trend of track state changes. The strong nonlinear mapping ability of neural networks can accurately approximate any function through training [31, 32] . In the mean time, it also has better robustness and can distinguish samples which contain noise [32] . Artificial neural networks can imitate animals' neural networks behavior, and start distributed parallel information processing. It is a mathematical modeling approach with the ability of realizing any complex nonlinear mapping through learning. Artificial neural network relies on system's complexity and can achieve the purpose of processing information by adjusting the internal connection between a large number of nodes. Artificial neural networks have the ability of self-learning and adaptation. They can analyze and master potential laws between a group of mutually corresponding input-output data previously provided and ultimately derive the output with the new input data based on these laws. This study process is called as "training. "
PANN-ARMARWDR
Mathematical Problems in Engineering 7 Multi-input and single-output neuron model in neural network structure is shown in Figure 12 .
Neuron model can be described with mathematical relationships:
In the formula, is the input signal, is the connection weights between neurons , is activation function, and activation function must be derivable everywhere. Artificial neural network (ANN) [33, 34] is a powerful tool for handling nonlinear problems, and the accuracy is very high, which is an unparalleled advantage for other methods. That is why it has attracted the scientific community to employ and improve the algorithms [35] [36] [37] [38] . BP model [39, 40] and RBF model are used widely in neural network model. Rumelhart and McClelland raised network error Back propagation learning algorithm in 1985 [41] .
BP neural network is a network that uses back propagation for training. Usually, the network has an input layer an output layer and a hidden (middle) layer. BP algorithm is a training algorithm of acyclic multistage network, whose learning process is composed of forward direction propagation and reverse propagation. The input layer is processed by nonlinear transformation through the input layer to the hidden layer and transmitted to the output layer. The state of neurons at each layer affects the next layer. If the output layer cannot get the desired output, it will be transferred to back propagation, and by modifying the weights of the neuron, the error signal is minimized. BP neural network uses the error of output to estimate the error of the layer that leads directly to the output layer and then estimates errors of more previous layers. Through this layer-to-layer backpropagation, the error estimates of all the other layers can be obtained. The guiding principle of BP neural network learning rule is as follows: the correction of network's weights and thresholds should follow after the fastest decline direction of the performance function, negative gradient direction, and the mathematical expression is as follows:
In the formula, is the current weight and threshold matrix, is the gradient of the current performance functions, and is the learning rate.
The typical structure of BP neural network model is shown in Figure 13 ; the output of the hidden layer is weights multiplied by the input value, and then the activation function is substituted; the final output is multiplication and summation of the output of the hidden layer and weights of the hidden layer to the output layer. Among them, there are neurons in the input layer, neurons in the hidden layer, and neurons in the output layer.
BP Neural Network Track Irregularity State Forecast.
Take k449+800−k449+825 unit sections, from November 13, 2008, to May 18, 2010, 38-cross-level standard deviation data after equal time intervals conversion as the object data for study. In specific studies, track cross level standard deviation change time series data of K229+825 to K449+800 unit section is selected, and model training is based on the following process:previous four track irregularity standard deviation data as the input data and the fifth track irregularity standard deviation data as the output data. The network structure which is composed of four neurons in the input layer and six neurons nodes in the hidden layer and four neurons nodes in the output layer is selected. -function is selected as transfer function of the hidden layer; linear function is selected as transfer function of the output layer. Learning rate is set to be 0.1, momentum coefficient is set to be 0.95, and the maximum training time is set to be 30 seconds; variable learning rate momentum gradient descent algorithm (traingdx) is selected as the training algorithm, and minimum mean square error is set to be 0.001. According to the model, the forecast trend curve resulted from the recursive neural network forecast and the actual curves are shown in Figure 14 .
Error analysis of the model is shown in Figure 15 . According to the comparison of forecast values and actual values, forecast values have better accuracy when it is with a smooth development trend, but the forecast error is larger in the presence of mutations. As a result, the methods for application need to be improved to accommodate different situations.
Improved Model
Modeling Idea of PANN-ARMARWDR.
The lowfrequency approximation signal after wavelet decomposition which employs a linear model and a gray recursive model has achieved better forecast accuracy in models of PG-ARMARWDR. As an important nonlinear modeling method, neural network model has been widely used. Thus, this section proposes piecewise ANN-ARMA recursive based on wavelet decomposition and reconstruction (PANN-ARMARWDR) model.
According to the idea of wavelet decomposition and reconstruction, the standard deviation of track irregularity sequence data waveform signal is decomposed into detail waveform signal ( 1, 2, and 3) and approximate waveform signal ( 3), in which detail waveform signal is stationary series with zero mean. The random linear model can be used for research. ARMA model is used in this paper. Similarly, since the interval of track irregularity time series data detection in this study is long, and the sample data are small in scale, so generally the low-frequency approximation waveform signals curve is nonstationary, smooth sequence. In this paper, the ANN model is used in low-frequency approximation waveform signal for trend analysis and to forecast the future state based on historical trends. In the neural network modeling, inspection data can be seen as input, and the determination result can be regarded as the output, and there is a nonlinear mapping between the input and output.
Triple error back propagation neural network is selected in track state forecast, which is a fully connected network of neurons, namely, neurons achieve full connection between layers and neurons at the same layer are unconnected. Input data is four consecutive data of the track irregularity time series data, and output data is forecast value of the fifth time. The number of neurons nodes in the output layer is the same with the output volume, and the hidden layer nodes are calculated based on experience formula = √ + + . In this paper, is taken as 6. Each hidden layer neuron has an additional input, thus each hidden layer has six weights, all of which are set to be 0.5, and the weight is learned in the process of back propagation.
After analysis and calculation, the network structure which is composed of four neurons in the input layer and six neurons nodes in the hidden layer and one neurons node in the output layer is selected. -function is selected as transfer function of the hidden layer; linear function is selected as transfer function of the output layer. Learning rate is set to be 0.1, momentum coefficient is set to be 0.95, and the maximum training time is set to be 30 seconds; variable learning rate momentum gradient descent algorithm (traingdx) is selected as the training algorithm, and minimum mean square error is set to be 0.001. Through neural network estimation, approximation sequence estimation valuê3 (0) can be obtained. High frequency detail sequence employs ARMA model to get the estimation valueŝ1,̂2, and̂3. Finally, the estimation model reconstructures the two results, and all decomposed estimation sequence data are added up by weight 1.
After "decomposition-estimation-reconstruction" process, the final forecast result is obtained, and the modeling process is shown in Figure 16 .
Case Study of PANN-ARMARWDR.
Piecewise ANN recursive model is used in low frequency approximation sequence signal of cross level irregularity standard deviation sequence data after wavelet decomposition and the forecast results are shown in Figure 17 .
All forecast sequence data is added up by weight 1, and the comparison of forecast values and original values is shown in Figure 18 .
Accuracy and Error.
Forecast error of the model is shown in Figure 19 .
MSE and MAPE are used to measure accuracy of the model, and the forecast accuracy of some units is shown in Table 3 .
According to the forecast results of MSE, MAPE value in Table 3 , as the model PG-ARMARWDR, PANN-ARMARWDR also has higher forecast accuracy. This has shown that PANN-ARMARWDR is also an effective way to forecast the trend of track state changes.
Models Comparison
This paper presents two forecast models based on wavelet decomposition-reconstruction, and both of them have achieved satisfactory forecasts. MSE and MAPE are used as forecast indicators. The comparison of the accuracy of the forecast models (PG-ARMARWDR and PANN-ARMARWDR) is shown in Figures 20 and 21 .
MAPE forecast accuracy can be divided into four indicators: high accuracy forecast (MAPE < 10%), sound forecast (10% < MAPE < 20%), feasible forecast (20% < MAPE < 50%), and error forecast (MAPE > 50%). According to MAPE indicator, both models proposed in this paper belong to high accuracy forecast. Meanwhile, it can be found from the comparison of the model's accuracy indicators MSE and MAPE from the chart that the forecast accuracy of PG-ARMARWDR model is higher than that of PANN-ARMARWDR model. Because of the sample size being small, the forecast accuracy of PANN-ARMARWDR is low, and so the forecast accuracy of PG-ARMARWDR is higher than PANN-ARMARWDR. If there is a large number of sample data, PANN-ARMARWDR accuracy will be improved significantly.
Conclusions
ARIMA model after residual modification has higher forecast accuracy than the original ARIMA model, but residual modification process not only increases the amount of computation model and complexity but also cannot reflect its changing nature. Through wavelet transform, the low frequency approximation sequence is more gentle and smooth, the trend is more obvious, and high frequency detail sequence is more stable. Based on this idea, the paper first proposes PG-ARMARWDR model. In the model, gray recursive model is used in the low frequency approximation recursive sequence, and ARMA model is used in high frequency detail sequence. Finally, the neural network model as an important nonlinear modeling method has been widely used and can approximate any nonlinear process, so this paper also proposes PANN-ARMARWDR model. In this model, neural network recursive model is used in the low frequency approximation sequences, and ARMA model is used in high frequency detail sequence. After the "decompositionmodeling-reconstruction" process, the model achieves an accurate forecast in the state of track irregularity change trend. Sample analysis shows that the model has achieved satisfactory results in short-term forecasting, and its MSE, MAPE indicators are within a higher accuracy range.
