In this paper we deal with the action of the symmetric group on the cohomology of the configuration space Cn(d) of n points in R The purpose of this article is to present several results that can be obtained, in an elementary way, exploiting the interplay between the extended action and the standard action. Among these we will recall a quick proof for the formula cited above for the case when d is even and show how to extend this proof to the case when d is odd. We will also show how to locate among the homogeneous components of the graded algebra H * (Cn(d); C) the copies of the standard, sign and standard tensor sign representations and we will give explicit formulas for both the extended and the canonical actions on the low-degree cohomology modules.
Introduction
We are concerned with the action of the symmetric group S n on the cohomology algebra of the configuration space of n points in R d , that is the space
S n acts on C n (d) permuting coordinates and this action induces an action on the cohomology algebra H * (C n (d); C). In the particular case d = 2, C n (2) = M (B n ) is the complement of the (complex) braid arrangement B n . This a widely studied object, in [1] Arnol'd gave a presentation for the cohomology algebra H * (C n (2); C); he proved that it is the skew-commutative algebra with generators {A i,j : i < j} of degree 1 and relations:
2 The extended S n+1 action
We now discuss the definition of an extended action on H * (C n (d); C). We distinguish the case when d is odd and the case when d is even. In the former case we see from relations (3)-(5) that there is an isomorphism of graded S n -modules H * (C n (d); C) → H * (C n (2); C) ⊗ 1 (6) where 1 is the graded S n -module whose only non-zero component is the trivial representation at degree d − 1. There are (at least) three different ways to extend the action of S n on H * (C n (2); C) to an S n+1 -action (see [9] , [14] and [17] ); the isomorphism (6) allows us to carry this extended action to H * (C n (d); C). In the case when d is odd we can rewrite the relations (3)-(5) as follows:
We first look at the degree d − 1; let V = C n be the permutation representation, we have an equivariant isomorphism of S n modules
The action of S n on V can be extended to an S n+1 -action; from Pieri's rule we see that any extended action must be isomorphic to the standard representation of S n+1 , that is V (n,1) = ker(x 0 + · · · + x n ) ⊆ C n+1 . We choose a basis for V (n,1) of elements {v 1 , . . . , v n } where v i = e i − e 0 ; identifying S n = {σ ∈ S n+1 : σ(0) = 0} we have an S n -equivariant isomorphism
and we can define the S n+1 action on V as the unique action that makes (7) into an equivariant isomorphism V (n,1) → V . The S n+1 action on V induces an S n+1 action on
. We can describe this action as follows: if σ ∈ S n then σA i,j = A σi,σj and
In particular we are able to decompose H d−1 (C n (d); C) for every n and d odd:
There is an isomorphism of S n+1 -modules
Using Pieri's rules we obtain the following isomorphism of S n -modules
From relations (3)- (5) we see that there is an equivariant isomorphism
where
is the ideal of relations:
In particular, in order to extend the S n action on H * (C n (d); C) we only need to prove that the ideal I n,d is invariant under the action of S n+1 on S(
. This is indeed the case and is proved with a short explicit computation. One has to check the equalities (in
We notice that, since the expression above is symmetric in j and k, it suffices to distinguish three cases: the case when i = 1, the case when j = 1 and the case when i, j, k = 1.
3 The character of the S n action on H *
In this section we will recall some results and proofs from [9] , [14] and [17] and use them to show a quick proof of formula H * (C n (d); C) ∼ = CS n for d odd. When d is even isomorphism (6) provides us an analogous of [9, Theorem 4.1] (see also [14] and [17] ), i.e.
which connects the canonical S n -action (on the left) with the extended S n -action on H * (C n−1 (d); C) (on the right).
Consider now the case when d is odd; let η :
e. the map induced by the projection on the first n − 1 factors C n (d) → C n−1 (d)). If we call s j = (j, j + 1) ∈ S n+1 we have from formulas (8) and (9) that the map η is s 0 , . . . , s n−2 -equivariant. Recall the following well known result (see [4] ): Proposition 2. The algebra H * (C n (d); C) has a basis given by the elements
Such elements are usually called admissible monomials. We will write χ(n, k) for the character of the action of S n on H k (C n (d); C) and χ(n, k) for the character of the extended action of S n+1 on H k (C n (d); C). With these ingredients we can translate almost verbatim the proof of [9, Theorem 4.1] to obtain the following result, which we state for arbitrary d (see also [14, Theorem 4.4 
]).
Theorem 3. For any n, k, d it holds:
where p n is the character of the standard representation of S n .
Proof. We discuss only the case when d is odd. Consider the s 0 , . . . , s n−2 -submodule
where N = ⊕ n−1 j=1 CA j,n is certainly s 1 , . . . , s n−2 -invariant but, in general, is not an s 0 , . . . , s n−2 -submodule. Now consider the case k = 1, we have
where T is an s 0 , . . . , s n−2 -invariant complement of Ω n−1,1 (in particular its restriction to s 1 , . . . , s n−2 is isomorphic to N ). But S n−1 = s 1 , . . . , s n−2 permutes the elements A 1,n , · · · , A n−1,n and therefore Res
is the trivial representation and V (n−2,1) is the standard representation. By Pieri's rule we have T ∼ = V (n−1,1) as S n -module.
We can still write
∈ Ω n−1,1 and γ
and the sum is direct by a dimension argument. In particular we have dim T · Ω n−1,k−1 = dim(T ⊗ Ω n−1,k−1 ) and therefore there is an equivariant isomorphism
We have proved a decomposition of s 0 , . . . , s n−2 -modules
Now consider the subgroups H 1 = s 0 , . . . , s n−2 and H 2 = s 1 , . . . , s n−1 of S n+1 ; these are conjugate subgroups and therefore
and the term on the right is the natural S n action on H k (C n (d); C).
As a consequence we immediately have the following.
Corollary 4. For any n > 2 and any d ≥ 2 the following equality of S n -modules holds:
Proof. Call χ n = n−1 k=0 χ(n, k) the character of the action of S n on H * (C n (d); C) and χ n = n−1 k=0 χ(n, k) the character of the extended action. Then from theorem 3 and from the fact that χ(−1, n − 1) = χ(n − 1, n − 1) = 0 we have
Recall that if H ⊆ G is a subgroup and M is a G-module we have Ind
In our case we have
As remarked in [9, Theorem 4.4] , corollary 4 provides a quick proof of Lehrer and Solomon result for d even:
consists of two copies of the trivial representation of S 2 . Analogously, when d is odd we can now prove the following result of [4] and [12] :
When d is odd we have:
Proof. By induction on n; it is easy to check that
. Now, using the inductive hypothesis and corollary 4 we have
For low n, the recursive relation of Theorem 3 allows us to compute the graded character of the S n action, as is shown in tables 2 and 3.
Locating some irreducible representations
Using the recursive formula of theorem 3 it is possible to locate some irreducible representations of S n in the homogeneous components
; namely we will locate the copies of the standard, the sign and the standard tensor sign representations. As before we need to distinguish the case when d is even and the case when d is odd.
The case d even
Using isomorphism (6) we reduce ourselves to study the action of S n on H * (M (B n ); C); more precisely we study the action of S n on the cohomology of the complement of the essential braid arrangement A n−1 (i.e. the arrangement in C n / (1, 1, . . . , 1) induced by B n or equivalently the Coxeter arrangement of type A n−1 ).
Recall the deconing construction from the theory of arrangements; i.e. the deconing of the essential braid arrangement is the arrangement dA n−1 on the vector space
where ε has degree 1 and S n+1 acts trivially on C[ε]/ε 2 . Futhermore theorem 3 and corollary 4 still hold for the S n -module H * (M (dA n−1 ); C). There is an analogous of (2) for H * (M (dA n−1 ); C), namely:
Moreover isomorphism (13) allows us to know the location of an irreducible representation in H * (M (A n−1 ); C) once we know its location in H * (M (dA n−1 ); C). We recall that a formula for the degrees 0 1 2 3 n = 2 can.
ext.
ext. 
ext. generalized Poincarè series associated to the S n+1 action on H * (M (dA n−1 ); C) has been shown in [10] , given that M (dA n−1 ) is homeomorphic to the moduli space M 0,n+1 of genus zero n + 1-pointed curves (and its minimal De Concini-Procesi wonderful model -see [5] -is isomorphic to the Deligne-Mumford compatification of M 0,n+1 ).
As before theorem 3 suffices to compute the graded character of the S n action on H * (M (dA n−1 ), C) for low n, as is shown in table 1.
As a first observation we see that formula (14) and Fröbenius reciprocity allow us to know the number of copies of each irreducible representation in the whole H * (M (dA n−1 ); C); in particular (i) there is only one copy of the trivial representation in H * (M (dA n−1 ); C) (and must be at the degree 0), (ii) there are n − 2 copies of the standard representation in H * (M (dA n−1 ); C), (iii) there are no copies of the sign representation in H * (M (dA n−1 ); C), (iv) there is one copy of the standard tensor sign representation in H * (M (dA n−1 ); C).
We will use the notation χ * (n, k) for the character of the action of S n on H k (M (dA n−1 ); C) and χ * (n, k) for the character of the extended action of S n+1 on H k (M (dA n−1 ); C).
Proposition 6. For n ≥ 3 there is exactly one copy of the standard representation
Proof. By induction on n, for n = 3, 4, 5 it follows from an explicit computation (see table 1 ). Let n > 5; we have
If k = 1 we know from theorem 3 that
and there is (at least) one copy of the standard representation at the degree 1. Consider the case k > 1. By inductive hypothesis Res
contains exactly one copy of the standard representation therefore χ * (n − 1, k − 1) must contain an irreducible representation which restricts to the standard representation of S n−1 ; V (n−1,1) is not suitable because there is no copy of the trivial representation in χ * (n − 1, k − 1), so χ * (n − 1, k − 1) must contain exactly one of the following V (n−2,2) , V (n−2,1,1) .
Using Pieri's rule we see that both V (n−2,1,1) ⊗ V (n−1,1) and V (n−2,2) ⊗ V (n−1,1) contain exactly one copy of the standard representation.
In particular H k (M (dA n−1 ); C) contains exactly one copy of the standard representation for every 1 < k < n−1 and since there are n−2 copies of the standard representation in H * (M (dA n−1 ); C) also H 1 (M (dA n−1 ); C) contains exactly one copy of the standard representation.
Remark 1. Proposition 6 can be used for instance to compute the cohomology of the quotient space M (A n−1 )/S n−1 . Indeed, using the theorem on transfer we know that there is an isomorphism of graded algebras H * (M (A n−1 )/S n−1 ; C) ∼ = H * (M (A n−1 ); C) Sn−1 . So, in order to compute the Cvector space structure of H * (M (A n−1 )/S n−1 ; C) we need to look at those representations of S n whose restriction to S n−1 contain a copy of the trivial representation, i.e. the trivial representation and the standard representation. Therefore, when k = 0 or
Proposition 7. For n ≥ 3 the copy of the standard tensor sign representation V (2,1,...,1) appears in the top cohomology H n−2 (M (dA n−1 ); C).
Proof. By induction on n; as in proposition 6 for n = 3, 4, 5 it follows from an explicit computation. Let n > 5, from theorem 3 we have
Again there must be exactly one irreducible representation of S n in H n−3 (M (dA n−2 ); C) whose restriction to S n−1 contains a copy of V (2,1,...,1) . This can't be V (2,1,. ..,1) because there is no copy of the alternating representation of S n−1 in H n−3 (M (dA n−2 ); C). Therefore H n−3 (M (dA n−2 ); C) must contain one of the following representations of S n : V (2,2,1...,1) , V (3,1,. ..,1) .
But V (2,2,1,. ..,1) ⊗ V (n−1,1) and V (3,1,. ..,1) ⊗ V (n−1,1) contain exactly one copy of V (2,1,...,1) ; therefore H n−2 (M (dA n−1 ); C) contains exactly one copy of V (2,1,. ..,1) .
The case d odd
From theorem 5 we know that H * (C n (d); C) is the regular representation, in particular it contains dim V (n−1,1) = n − 1 copies of the standard representation, dim V (2,1,. ..,1) = n − 1 copies of the standard tensor sign representation, one copy of the trivial and one copy of the sign representations.
With the same argument as in proposition 6 we can prove the following:
Proposition 8. For n ≥ 3 and d odd there is exactly one copy of the standard representation in the degree k(d − 1) for each 1 ≤ k ≤ n − 1.
Remark 2. As in remark 1, proposition 8 can be used to compute the cohomology algebra of the quotient space
Next we look at the sign representation; this was located by Lehrer in [12] using a formula for the generalized Poincarè polynomial. Our proof is different: we show an explicit generator.
Proposition 9. Let n = 2k or n = 2k + 1 and d odd, then the copy of the sign representation appears in the component
Proof. Consider the case n = 2k and the following antisymmetrizer
Of course S n acts on Cx as τ x = (−1) τ x, the non trivial part of the argument consists in proving that x = 0. Consider the action of S n on the set of 2-partitions of {1, . . . , n} (that is partitions in which every block has cardinality 2); let Λ be a 2-partition and consider the following ordering on Λ Λ = {Λ 1 , . . . , Λ k }, Λ h = {i h , j h } with i h < j h and j 1 < · · · < j k .
In particular we can associate to every Λ a permutation σ Λ ∈ S n such that σ Λ {{1, 2}, {3, 4}, . . ., {n− 1, n}} = Λ as follows
Note that from this definition we have that σ Λ (A 1,2 A 3,4 · · · A n−1,n ) is an element of the basis of admissible monomials (proposition 2). Using the fact that H * (C n (d); C) is commutative and relation A i,j = −A j,i it can be easily seen that if τ ∈ S n and τ {{1, 2}, {3, 4}, . . . , {n − 1, n}} = Λ then
In particular the expression of x with respect to the basis of admissible monomials appears as follows
where Λ runs over the 2-partitions of {1, . . . , n} and m = k!2 k is the number of permutations of S n that fix the partition {{1, 2}, . . . , {n − 1, n}}, from which we conclude x = 0. Now consider the case n = 2k + 1 and the element
With a similar argument as before we see that an analogous of (15) applies and therefore x = 0.
Next we look at the standard tensor sign representation V (2,1,...,1) .
Proposition 10. Consider d odd and k ≥ 2; if n = 2k there is one copy of V (2,1,..., 1) in
Proof. By induction on k; the case k = 2 is trivial (see table 3 ). When k > 2, we use the recursive formula of theorem 3:
Consider the case n = 2k.
(i) If j = (k−1) then, by proposition 9 we know that the extended action on H j(d−1) (C n−1 (d); C) must contain a copy of V (2,1,...,1) .
(ii) If j = k then by inductive hypothesis the extended action of S n on H (k−1)(d−1) (C n−1 (d); C) must contain an S n -irreducible representation that restricts to V (2,1,...,1) and as in proposition 6 we know that
and as before
(iv) if k < j < n − 1 then k − 1 < j − 1 < n − 2 and by inductive hypothesis the extended action on Observing that H * (C n (d); C) ∼ = CS n contains n − 1 copies of V (2,1,...,1) we obtain the thesis. Now consider the case n = 2k + 1. (ii) If j = k + 1, we know that the S n−1 action on H k(d−1) (C n−1 (d); C) contains a copy of the alternating representation and a copy of V (2,1,...,1) . Anyway the extended action of S n on
cannot contain a copy of V (2,1,...,1) because V (2,1,...,1) ⊗ V (n−1,1) contains a copy of the alternating representation (contradicting proposition 9). Therefore the extended action on H k(d−1) (C n−1 (d); C) must contain a copy of the alternating representation of S n and an irreducible representation of S n whose restriction contains a copy of V (2,1,...,1) . The copy of the alternating gives, after tensoring with V (n−1,n) , one copy of V (2,1,. ..,1) and the other irreducible representation gives another one.
(iii) If k + 1 < j < n − 1 then k < j − 1 < n and as before we have that
, which contains a copy of V (2,1,. ..,1) .
Again we conclude using the fact that H * (C n (d); C) ∼ = CS n contains n − 1 copies of V (2,1,...,1) .
The degrees d − 1 and 2(d − 1)
It is interesting to notice that the recurrence formula of Theorem 3 suffices to determine, for every n ≥ 3 and d ≥ 2, an explicit decomposition of
, both as S n and as S n+1 -modules.
The case d odd
We have already discussed the decomposition of H d−1 (C n (d); C) (proposition 1), so we only have to treat the degree 2(d − 1).
As before with an explicit computation it can be seen that
So, at first sight, there are two possible actions of S 6 that restrict to
Anyway if the first case holds we would have
which is not the restriction of an S 7 action; therefore the second case must hold. Proof. First we observe that for every n it holds: We prove the thesis by induction on n; we have already discussed the case n = 5. Let n > 5, from theorem 3 and the inductive hypothesis we have The copy of V (n−4,2,2) can not appear as a component of the restriction of V (n−4,2,2,1) or V (n−4,3,2) (the latter makes sense only for n ≥ 7) because there are no copies of V (n−4,2,1,1) and V (n−4,3,1) in H 2(d−1) (C n (d); C). Therefore the extended action must contain a copy of V (n−3,2,2) and his restriction gives a copy of V (n−4,2,2) and a copy of V (n−3,2,1) . The other copy of V (n−3,2,1) must appear as a component of the restriction of V (n−2,2,1) because there is only one copy of V (n−4,2,2) and there are no copies of V (n−4,2,1,1) and V (n−4,3,1) in H 2(d−1) (C n (d); C). The restriction of V (n−2,2,1) contains a copy of V (n−2,2) , a copy of V (n−2,1,1) and a copy of V (n−3,2,1) . Analogously the other copy of V (n−2,2) must appear as a component of the restriction of V (n−1,2) ; this gives a copy of V (n−2,2) and a copy of V (n−1,1) . At this point the copies of V (n−4,1,1,1,1) and V (n−3,1,1,1) must come from the restriction of V (n−3,1,1,1,1) .
Summarizing, there is only an action of S n+1 that restricts to the action S n H 2(d−1) (C n (d); C), namely:
V (n−3,1,1,1,1) ⊕ V (n−2,2,1) ⊕ V (n−3,2,2) ⊕ V (n−1,2) .
Remark 4. In particular, for n ≥ 6 and d odd the following decomposition of S n -modules holds: 
