In this paper we describe in detail a method for calibrating a CCD-based camera. The calibration aims to remove both temporal and systematic noises introduced by the sensor, electronics, and optics after which we can correct the non-linearity of its response. For the non-linearity correction we use a simple and powerful approach consisting on a complementary approach between a polynomial fitting and an LUT based algorithm. The proposed methodology is accurate in the sense that it takes into account individual characteristics of each pixel. In each pixel, systematic noises are measured through acquiring offset images, thermal images, and FlatField images. A rigorous protocol for acquiring these images based on experimentation is established. The method to acquire Flat-Field image is novel and is particularly efficient in that it can correct all defects due to non-uniform pixel responses, vignettage, blemishes on optic and/or filters, and perhaps even illumination nonuniformity. We notice that such a methodology of calibration is particularly efficient in the case of an optical filter based multispectral imaging system, although it remains valid for any imaging system based on a CCD sensor.
Introduction
The role of a CCD sensor is to transform, proportionally, the incoming luminous energy of each point of a scene into an electrical signal. Such a sensor is composed of photo-sensitive cells called pixels. It is but a single element in the acquisition chain, located, on one hand, behind an optical system which focuses the image on the photosensitive cells and, on the other hand, in front of an electronic system which amplifies the output signal for digitization. All these elements can introduce quite large errors in the measurements. They are called systematic errors or systematic noise, meaning that they are repeatable. The knowledge of models of these errors allows for developing some methods of reducing some of the noise and for removing some artifacts from the images. Whatever the application, the pre-processing, allowing extracting the useful information from the image inside the noisy signal, is required and called radiometric calibration.
A raw image at the output of the sensor follows the model: where R, U, T, N s , N r and N q are, respectively, the raw signal, the useful signal, the thermal signal, the shot, the readout, and the quantization noises. K is the coefficient which describes the response of the photo-sensitive items, and A is the analog gain. A few people have worked on the noise reduction from Eq. (1) . Healy and al. [1] tried to estimate the temporal noises (N r , N s , N q ) in the output signal of a CCD sensor. They used some hypotheses: all the photo-sensitive items have a response equal to 1, the thermal noise is uniform on the whole CCD matrix, and the incident light is uniform on the CCD sensor. On our side, we chose to base our methodology on an experimental protocol which consists of not minimizing the role of the systematic errors. In that way, we can refer to Mullikin and al. [2] , and, Burke and al. [3] . They proposed some methods for characterizing CCD cameras in terms of resolution, linearity, and sensitivity in order to give users some tools with which to best choose a camera from a range of them. Some other people early worked on the self and accurate calibration algorithm of CCDs [4, 5, 6] . On their side, Stokman and al. [7] , and, Polder and al. [8] proposed some methods of calibrating a spectrograph. They give the link between the location of a pixel and its wavelength or the relation between the Signal to Noise Ratio (SNR) and the wavelength. Moreover, they bring some information about the role of the noise such as the readout noise N r or the shot noise N s . Since the goal is to obtain images with a high radiometric quality, we propose a protocol that measures the systematic errors based on a model close to the Healy one. The protocol comes from a rigorous acquisition process. Because the errors vary along the time, the acquisition of the images for the correction must be done before, during, and after one acquisition. In Section 2, we first describe the multispectral camera system we use allowing understanding the specificity of such a system. Then we present the method for temporal noise reduction in Section 3. Afterwards, we explicit in Section 4 the protocol for systematic noise characterization and removal. We explain the different components of a raw image. Then we accurately describe the physical origin of the different noises, and how to acquire the images for estimating each of them. The subSection 4.4 ends the section by presenting a novel method for acquiring Flat-Field image. The Section 5 ends the protocol description by presenting a fast and powerful method for linearizing the camera response after the previous pre-processing. Section 6 is devoted to illustrate some of the results of this calibration protocol applied to a multispectral system based on interference filters. The results illustrate the effect of the radiometric calibration on both channel-images and reconstructed color images. Finally, we conclude in Section 7.
Multispectral system description
Let us describe what is particular to such a system: the multispectral camera system we use is composed of a single monochromatic CCD camera, a standard photographic lens, and a set of nine interference filters. A wheel equipped with nine holes houses, akin to a rotary telephone dial, the nine filters (numbered 1 to 9). The wheel is located in front of the camera/lens system. It is motorized to rotate, and all is piloted by software. A multispectral image is acquired during each revolution and transferred to the computer (see Fig.  1 ). The camera combined with a filter is called a channel and the related image is called channelimage. In such a system we seek to record data representing the spectral reflectance in each pixel of the surface of the scene. This reconstruction is an inverse problem. That means that a slight error in data completely skews the expected results. In order to achieve a good reconstruction of the spectral reflectance of the imaged scene, the system must be calibrated and the acquired images must be of high quality. Thus, a pre-processing of the acquired channel images is required. Furthermore, in such a system we use different optical configurations (different filters) and different exposure times according to each filter transmittance in order to extend the dynamic range of the camera. That means the acquisition parameters change continuously between the channel-images; this making useful the rigorous and channel-adapted protocol we propose. Figure 1 . The multispectral system we use. It is based on an 8-bit monochromatic camera and a set of interference filters.
Temporal noise characterization
The noise called temporal has several sources (digitization, shot...). These noises are non reproducible, non correlated and vary in an random fashion. That is why statistical methods are used for modeling and correcting them. Because with our system we can acquire several shots of the same channel under identical conditions, a method based upon unbiased variance noise estimator can be used: having two images from identical condition, we can calculate the estimation of the noise variance as:
where 〈〉 is the average of the image. The subscripts i refer to single image from the two and a to the image average. Having the variance of the noise, we can filter the image using this variance noise as an a priori information. However, we use another method based upon averaging a number of acquired channel-images under identical conditions. The idea behind averaging images is that the noise is a zero mean gaussian noise. Certainly, lowpass filtering an image or averaging two images may destroy details in the image. In order to avoid this and to improve the averaging technique, we acquire 6 images instead of 2 for each channel. The experimental results showed that this method significantly reduces the noise. The Fig. 6 (a) depicts 6 images of the channel 4 acquired under identical conditions, whereas the 
Systematic noise characterization

1. Model
Eq. (1) becomes
once the temporal noise was removed and when offset signal is taken into account.
[R] is the raw image, [O] is the signal which is linked to the zero level of the sensor, [T] is the signal from the thermal charges accumulated during the acquisition time, and [U] is the useful signal emitting from the electrons liberated by the incoming light photons--this last variable is the signal we want to extract from the raw image.
[S] represents the sensor response. It can be modeled by a map of coefficients, each one related to a pixel response of the sensor.
The correction of the raw image, according to the Eq. (2) is done in reverse order compared to the order of apparition of the successive defects during the acquisition. First, the offset image is processed, and then the thermal one. Since these signals have been added to the signal from the photons, a subtraction must be done. The offset and thermal images are processed only one time since the acquisition conditions do not change. That means that we must acquire a new thermal image if the illumination source and/or temperature change. Then, since the goal is to know the useful signal from the photons [U], we need to know the sensor response. It is allowed by acquiring a "Flat-Field" image. This latter is application-dependent [9, 10] . An improved method for Flat-Field image acquisition is used. Finally, the non-linearity can be corrected in order to obtain a pre-processed image.
2. Offset and thermal corrections 2. 1. Origin
In terms of physics, the offset is a signal issued from both the CCD sensor and the electronic components which increase the signal at the CCD output. In other words, when the exposure time is almost equal to zero with a luminous intensity equal to zero, the obtained signal is not exactly zero. This value, which does not depend on the temperature, can be considered as fixed in time. With statistical methods, we can model the distribution of the offset values: the experimental values of the offset signal follow a Gaussian distribution. So, in theory, the offset map can be replaced by a unique value, the mean. Practically, the offset error is dependent on the photo-sensitive cell. In this case, we have problem: some pixels have a negative value after subtraction of this mean value. That is why we have chosen to calculate a non-uniform offset image. In order to obtain it, the camera must be located in a dark site, and, moreover, the objective of the camera must be completely closed in order to stop light from reaching the CCD. A very short exposure time is chosen in order to allow the other defects to be negligible; a few images are thusly acquired. All of them are summarized in order to obtain a mean image for reducing the readout noise. By this way, an offset image [O] is obtained. It describes the zero level of the sensor.
To a given photo-sensitive cell on the CCD sensor, the photons emitted from the light are indistinguishable from the thermally emitted ones. They both liberate some electrons inside the photosensitive cells. For example, electrons from a thermal origin added to electrons from light can prematurely saturate the sensor and so decrease its dynamic range. The signal issued from the thermal photons can vary dramatically from one pixel to another. Because some pixels are quite hot, their thermal signal increases quickly. This signal depends on the exposure time too: the more exposed the sensor, the more thermal photons are collected. Since this phenomenon is reproducible, its effects can be limited: the acquisition conditions must not change between the acquisitions for its process and the scene acquisitions.
2. 2. Temporal behavior
In order to measure the offset and thermal noise, we carried out some experiments with the previously described multispectral camera. In these experiments, we measure how thermal noise varies with exposure time. Measurements are taken only after the sensor had sufficiently warmed up. As expected, thermal noise increases dramatically with exposure time. After 2 seconds, it becomes too large. For a fixed exposure time, on other hand, we acquire a thermal image each half hour. We remark that it increases linearly for 2 hours and then it becomes stable. We acquire a set of images before, during, and after the scene acquisition. We retain the average as the final image to use for eliminating thermal and offset noises.
2. 3. Acquisition
We use dark conditions in order to obtain the thermal image. The exposure time must be the same for this process as for the scene acquisition. In order to have the same temperature, we acquire some images in the dark just before the object acquisition and some others during and just after its acquisition. Again, the averaging applied on these images reduces the error from both the thermal noise and the readout noise. The result is an image where both the thermal and the offset noises appear. The offset image is then subtracted, leaving only the thermal noise, linked to the thermal photons, which depends on the exposure time and the temperature.
3. Gain correction
3. 1. Origin
Supposing the CCD sensor and the optical system perfect, the acquisition of a uniform smooth uniformly lighted surface should give a quite uniform image, after subtracting the offset and thermal images previously processed. The word "quite" means that we take into account the readout noises. Indeed, the resulting image should have pixels with the same value. Practically, some defects appear. We can cite the following phenomenon:
The image is brighter in the center than on edges. The importance of this effect varies with the optical configuration which is used (long or short focal length and large or small aperture). It is called vignettage.
Some dark spots appear on the image. They come from blemishes on the optical set. They could be on the glass which protects the CCD sensor, on the objective, or even on the filters.
We can add that the different photosensitive cells of the sensor do not have the same quantum efficiency. It includes some variations from one pixel to another. Even if these variations are quite low, they must be corrected because they decrease the quality of the final image. Without taking them into account, the accuracy of measurements would not be possible. That is why we process an image in order to correct the darkness due to the vignettage, any blemishes, and the sensitivity difference between pixels. In some conditions the illuminant can present a non-uniformity. In that case, the Flat-Field image contains this artifact. So, when gain correction will be processed with the Flat-Feld image, the illumination non-uniformity will be also corrected.
3. 2. Processing
Practically, by keeping the same configuration as for the scene acquisition, we acquired some images of a white, matt, smooth, and uniformly lighted sheet. The camera was moved slightly between each shot. This avoids taking into account the defects on the sheet because they do not appear at the same place in the images. This image, called Flat-Field, can be summarized as: 
From both Eq. (2) and (3), we can extract the signal U:
The correction of the raw image will be done by a pixel-wise division with the Flat-Field image. Then, the obtained image will be multiplied by a coefficient equal to the mean value of the Flat-Field image. This keeps some levels close to the ones in the original image. Of course, the treatments will be done on pre-processed images with thermal and offset corrections. We notice that the offset image is subtracted only one time.
Flat-Field image
In this section we present sample results of the FlatField image. We highlight that in a multispectral system each channel-image has its own exposure time according to the filter transmittance. So, each channel has its own Flat-Field. Since the results are quite similar we present only these related to channel number 4 (Fig. 3) . This image reflects all the defects we described above, although it was acquired with short exposure time and a medium aperture. In the case of small apertures, which are necessary in some cases, the vignettage increases dramatically. By moving the camera when acquiring the Flat-Field image, we eliminate the defects present in the sheet, however those present on the optics, filters, and/or sensor remain. Figure 3 . Flat-Field image presenting some defects: (1) Vignettage; (2) blemishes on the filter; response non-uniformity between pixels (middle).
In Fig. 3 the contrast was a bit enhanced to best visualize. When tracing the profile along the drawn line in the Fig. 3 we can easily visualize in the Fig.  4 all the defects described above. The low values of grey levels near boundaries is due to the vignettage, when fast fluctuation translate the gain difference between neighborhood pixels and the fall of grey level is due to some blemishes present on optics and/or filter; k is the average of the middle region of the Flat-Field image. According to equation 5, we divide each image by the gain map and we multiply each pixel by k. In doing so, all pixels retrieve the theoretical values they should have. 
Linearity
1. Non-linearity study
A CCD sensor is a good tool for photometrics. This property comes from the fact that the CCD sensor is, in theory, linear. This means that a pixel of a CCD sensor linearly transforms the incoming light into an electrical signal. However, this linearity is not always seen in practice. This section is dedicated to the analysis and the correction of sensor linearity. This step is only feasible when all the previous calibrations are finished. During the image acquisition, the change from black to white is not done in a linear fashion. In order to test the linearity of the sensor response, we acquired an image of the six grey-level patches of the Macbeth color checker chart 1 (Fig. 5) . The light was uniformly chosen. These patches were factorycalibrated. For example, we know that the "neutral 5" patch reflects 50% compared to the white. We can thus calculate the theoretical grey level since we know the white one (see Table 1 ). The relation between the measured values and the theoretical ones allows measuring and calibration of the sensor linearity. Let us notice that it is not channeldependant. That means that the calibration of the sensor linearity can be realized with any filter and the correction is the same for all the channels. Fig.  6 shows the result of this experiment. Each value is the average of the region of interest containing 50 by 50 pixels across each patch. We can remark that the response of the sensor is not linear and presents a certain deviation from the perfect linear response. The ideal response is depicted by the dashed line; the observed one is presented by the continuous line. Figure 5 . Six neutral patches we used for nonlinearity correction; the last row of the Gretag Macbeth color checker.
This method is quicker and simpler than the method using the objective aperture. This latter is as follows given an exposure time and constant light, by increasing the numerical aperture we know that the incoming illumination on the sensor is multiplied by two between each acquisition couple. This experience is as accurate as the one proposed here, but it needs more time. Moreover, the number of possible apertures is limited by the kinds of objectives. Table 1 Theoretical and observed values of the six neutral patches of the Macbeth color checker chart. 
2. Non-linearity correction
In order to correct this non-linearity, we used a lookup table (LUT) based algorithm. However, the LUT must span the entire range of every input value. That is why we used a polynomial approximation to fit the data: from six values of the six neutral patches we search all the other values in the range from 0 to 255. We have performed this fitting and we found that a four-degree polynomial is sufficient to accurately fit the data. In doing so, we get the polynomial coefficients and shape as illustrated in Fig. 7 . Afterwards, the algorithm applies correction of values from a LUT to the measured ones. It updates the measured values by substituting them from the LUT making so the CCD response linear. 
Results
In this section, we present some results of applying the proposed calibration method in the case of a multispectral system. We first depict the result related to the effect of the radiometric calibration when applied separately to the channel-images. The Fig. 8 shows a channel image before the correction (a) and the same image after the correction (b). The corrected image has best contrast and it is as brighter along the edges as in the centre; the dark spots have been also removed. Figure 8 . Illustration of the effect of the radiometric correction on channel-images.
The major goal of a multispectral imaging system is to reconstruct a spectrum in each pixel of a scene. This spectrum, when projected in a color space like RGB, can generate a classical color image. The Fig.  9 shows the image that has been reconstructed from non radiometrically corrected channel-images (a) and the reconstructed one from the radiometrically corrected channel-images (b). The first image presents sever color deviation and low contrast compared to the second one. This reconstruction proves the necessity of the radiometric calibration when handling the color information. a.
b. Figure 9 . Effect of the radiometric calibration on reconstructed color images: a. reconstructed image without correction of channel-images, b. reconstructed image after correction of channelimages.
Conclusion
The main goal of this paper is to describe an accurate methodology of calibrating a CCD camera. It is based on rigorous experimental protocols for measuring systematic noises. Along with the acquisition, we take care to acquire offset, thermal, and Flat-Field images which measure systematic noises. In doing so, we take into account temporal variations of the systematic noises. After eliminating this noise we also correct the nonlinearity of the sensor response. This methodology was tested in the case of a multispectral system. A multispectral imaging system brings valuable information: spectral reflectance. Spectral reflectance reconstruction is an inverse problem requiring channel-images of high quality. Channel-images of high quality require rigorous protocol of acquisition so radiometric calibration is highly required. The next step is to utilize the results of the calibration in order to enhance spectral calibration. In doing so we can test how it affects spectral reflectance reconstruction accuracy.
