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ABSTRACT
The sequenced genetic codes for multiple species have provided great sources
for understanding how a single genome can give rise to a complex organism.
However, only a small percent of mammalian genome could be identified as
protein-coding genes. Our understanding of the genome is far from com-
plete, particularly on non-coding RNAs and regulatory sequences. Epige-
nomic modifications and variations were considered to contribute to the di-
versity of functions found across different cell types, play key roles in the es-
tablishment and maintenance of cellular identity during development. Here,
we propose to annotate functional regulatory sequences based on combina-
torial patterns of epigenomic marks. We will classify these patterns in two
directions, through conservation information among mammalian species and
through a mouse differentiation process. We are also trying to explore new
functions of non-coding RNAs through analysis of genome-wide RNA-RNA
interactions.
The first part of my thesis is focused on the cross-species direction. We
provide a comparative approach to compare epigenomic patterns in pluripo-
tent stem cells of three different mammalian species and find that certain
combinations of epigenomic modifications tend to be co-localized. These co-
localizations are also more likely to be present in conserved regions. More-
over, our results suggest that these conserved co-localization patterns could
help to define strong regulatory elements within the genome. The functions
of these locations are tested through a guided differentiation system.
The second part is about the other direction. With time-course epigenomic
data from the guided differentiation system, genomic sequences are clustered
based on the spatiotemporal epigenomic information. These analyses provide
us better understanding how the single genome is dynamically regulated to
ensure a diversity of cell types. A two-layer hierarchical model is presented
and by applying this model, context-specific functions of some epigenomic
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modifications are uncovered. Meanwhile, a genome-wide view of regulatory
sequence locations as well as their activation time is provided to help clarify
the transcription network.
The last part of my thesis is about a data analysis tool set and analytical
results for a novel next generation sequencing based technology to identify
RNA-RNA interactions. The technology allows simultaneous and unbiased
identification of different types of RNA-RNA interactions within the cells.
Our computational tools are able to evaluate the quality of sequencing data
generated from this technology, identify strong interactions starting from raw
sequencing reads and compare similarities of results from different samples.
We provide two different types of visualizations for identified interactions.
Novel regulatory functions of some small RNAs are also discovered in mouse
ES cells. The interactions within the same RNA molecule can also provide
useful information for in vivo RNA structures.
iii
To my family, for their constant love and support.
iv
ACKNOWLEDGMENTS
It would have never been possible to finish my Ph.D dissertation without the
guidance of my committee members, help from friends, and support from my
family. To only some of them, it is possible to give particular mention here.
My first debt of gratitude must go to my advisor, Dr. Sheng Zhong.
I want to thank Sheng for the continuous support of my Ph.D study and
research, for his patience, motivation, enthusiasm, and immense knowledge.
His guidance helped me in all the time of research and writing of this thesis.
He was always patient to help preparing my future career by teaching me how
to write scientific papers, by mentoring me how to present my works, and
by providing me a pleasant environment to interact with our collaborators.
Also, his positive attitude and determination encouraged me whenever I had
a hard time for my research.
Special thanks to the members of my thesis defense committee: Dr. Saurabh
Sinha, Dr. Jian Ma and Dr. Lisa Stubbs. All of them provided valuable com-
ments and helpful suggestions during my Prelim exam and within this thesis.
Besides that, Saurabh and Jian also generously offered me kind guidance in
both area of computation and biology during biophysics tutorial studies. I
would also like to thank Dr. Jongsook Kim Kemper and Dr. Alison Bell for
the pleasant experiences to collaborate with experimental scientists in their
groups.
This thesis also owes much to many colleagues and friends at UIUC. I had
wonderful experience with all of my lab mates. Dr. Dan Xie, Dr. Xiaoyi Cao
and Dr. Chieh-Chun Chen helped me a lot to be comfortable on Bioinfor-
matics in the early days of my PhD studies, Dr. Wei Huang gave me valuable
advices on statistical modeling, and Dr. Shu Xiao patiently mentored me on
molecular and cellular biology skills. Besides research, I also appreciate their
helps in many aspects of my personal life including career development. It
was also my great pleasure to work with Marcelo Rivas-Astroza, Tri Nguyen,
v
Bharat Sridhar, and all other Zhong lab members. I would like to specially
thank one of my best friends, Bo Liu. We‘ve had a great time since the first
day I came to Champaign. He was always supportive both for my researches
and personal life. I also want to thank many of my other friends whom I met
in Champaign and who shared a memorable life with me.
Finally, I wish to thank my parents, Yunhai Yu and Xingjuan Wang and
my girlfriend Zhongyi (Lucy) Li for their unequivocal support. Their love
provided me inspiration and was my driving force, for which my mere ex-
pression of thanks likewise does not suffice.
vi
PREFACE
Chapter 1. Portions of the introductory text are modified from previously
written introductory material from my Prelim proposal.
Chapter 2. A version of the materials has been published as S. Xiao, D.
Xie, X. Cao, P. Yu, X. Xing, C. C. Chen, M. Musselman, M. Xie, F. D.
West, H. A. Lewin, T. Wang, and S. Zhong (2012). The ChIP-seq, RNA-seq
experiments were conducted by Dr. Shu Xiao. Xingyun Xing and Mingchao
Xie in Dr. Wang Ting’s group (Washington University, Sr. Louis, USA)
helped to generate and preprocess data for MRE-seq and MeDIP-seq. Pig iPS
cell lines were provided by Dr. Franklin West’s group (University of Georgia,
Athens, USA). Dr. Xiaoyi Cao generated Figure 2.3 and did corresponding
analysis. I performed all the other analysis and generated other figures. Dr.
Sheng Zhong wrote the manuscript.
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Xiao, X. Xin, C. X. Song, W. Huang, D. McDee, T. Tanaka, T. Wang, C.
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for the published paper.
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Cong Tri Nguyen. Figure 4.1, Table 4.1 and the experimental details were
generated by Cong Tri Nguyen. The RNA Hi-C data for different samples
were also generated by Cong Tri Nguyen. Dr. Xiaoyi Cao performed the net-
work analysis and generated Figure 4.8B-C. Part of the conservation analysis
was done by Jia Lu who generated Figure 4.12B. I performed all other com-
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putational analysis and developed the computational tools for this new type
of NGS data. I also helped to write the manuscript which was prepared for
submission together with Dr. Sheng Zhong.
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CHAPTER 1
INTRODUCTION
The human genome project produced an almost complete order of the 3
billion pairs of chemical letters in the DNA that embodies the human genetic
code, but little about the way how this blueprint works. Besides small
portion of protein-coding sequences, the annotation for genomic sequences
encoding non-coding RNAs (ncRNAs) or cis-regulatory sequences would be
a more challenge task. The accomplishment in this field could definitely
expand our knowledge on how human genome is precisely regulated to ensure
a diversity of cell types created from a single genome.
In the eukaryotic genome, majority of DNA can mutate freely without dele-
terious effects, while certain sequence elements are more constrained which
serves as evidence of structural or functional conservation [1]. Based on this
theory, researchers have inferred functional genomic segments by examining
genomic sequence conservation [2] and have identified human-specific regu-
latory DNA by looking for sequences with accelerated rates of evolutionary
change [3]. Thus, Evolutionary comparisons on DNA sequences provide a
powerful tool to interpret genome functions.
Since the genomic conservation has been proved a feasible approach to find
functional elements within the genome, we start to ask whether the conser-
vation of epigenome can help us determine its functions. To do so, the basic
evolutionary properties of the epigenome must be established first, preferably
in the contexts of both genomic and transcriptomic evolution. An epigenome
consists of chemical modifications and protein variations to the DNA and hi-
stone, and some of these modifications and variations can be passed down
to an organism’s offspring [4, 5], which supports the feasibility of this ap-
proach. The relationship between evolutionary changes to the genome and
the transcriptome is weak. The degree of gene expression conservation cor-
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relates poorly with the extent to which non-exonic sequences are conserved
among vertebrates [6, 7]. Also, mammalian orthologous transcription factors
(TF) often do not bind to orthologous DNA sequences [8], as only 5% of
the OCT4 and NANOG binding sites occupy homologous sequences in hu-
man and mouse embryonic stem (ES) cells [9]. These discrepancies may be
explained by the evolutionary changes to the epigenome.
In Chapter 2, we will extensively study the evolutionary changes of epigenome,
genome and transcriptome. We will provide evidences to show how inter-
species epigenomic changes influence the interspecies changes of transcrip-
tome and transcription factor bindings. The conserved combinations of epige-
nomic modifications could also suggest a novel approach to identify functional
elements within the genome.
It has been shown that epigenomic modification can influence transcription
activities in different ways. Cytosine methylation generally marks packaged
nucleosomes with limited TF accessibility or disrupt GC-rich transcription
factor binding sites themselves [10]. Active promoters are usually marked
by H3 lysine 4 di- or tri-methylation (H3K4me2/3), which may associate
with transcriptional initiation. Enhancer regions are often marked with
H3K4me1/2 [11, 12]. Repressive markers, H3K9me2/3 and H3K27me3, may
block the access of TFs from DNA and are usually enriched in silenced regions
[11]. While the exact mechanism is still not clear, histone variant H2A.Z is
required for stem cell commitment [13]. Moreover, histone modifications were
also been proved to be significantly different between pluripotent cells and
committed ones [14], suggesting its vital role in the differentiation process.
Epigenomes are dynamic, and epigenetic modifications are associated with
changes in gene expression [15, 16]. Thus, the epigenome adds an extra layer
of information onto the genomic sequence and enables a genome to dynami-
cally orchestrate gene expression in different cell types [17, 18]. Potentially, if
we were presented with genome-wide distributions of epigenetic modifications
at multiple time points during a developmental or differentiation process, we
would be able to utilize them to find the genomic (cis-) regulatory sequences
that regulate gene expression. Meanwhile, combinatorial functions of epige-
netic modifications and regulatory sequences could also be identified.
The laboratory mouse is the most widely used mammalian model organ-
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ism in biomedical research. The 2.6×109 bases of the mouse genome possess
a high degree of conservation with the human genome, so a complete an-
notation of the mouse genome will be of significant value to understanding
the function of the human genome. In chapter 2 and 3, we applied a dif-
ferentiation assay in which mouse embryonic stem cells were differentiated
into mesendoderm cells to investigate the functions of epigenetic modifica-
tions in a dynamic process. At 3 time points during this differentiation
process, we mapped the genomic distributions of 9 epigenetic modifications,
including DNA methylation (5-mC), hydroxymethylation (5-hmC), histone
variant H2A.Z, and histone modifications H3K4me1, H3K4me3, H3K27ac,
H3K27me3, and H3K36me3. At the same time points, we also assayed the
expression of small non-coding RNAs (ncRNAs) and total RNAs.
With this invaluable data, in chapter 3, we will develop a statistical model
to jointly combine the position effect and the temporal effect of the epigenome
and capture combinatorial patterns of temporal epigenomic changes. This
will help us achieve ab initio identification and functional annotation of reg-
ulatory sequences.
The exploration of functional non-coding RNAs is as important as anno-
tation of cis-regulatory elements for understanding of the huge mammalian
genome. Non-coding RNAs are transcripts that are not translated into
proteins but are also functionally or structurally important in the cellular
processes. Some types of ncRNAs are well-known and fulfill central func-
tions within the cells such as transfer RNAs (tRNAs) and ribosomal RNAs
(rRNAs). The functions of these ncRNAs have been studied for a long time.
However, new discoveries over the last few years have shown that ncRNAs
may have a much broader functional spectrum than we previously expected.
They could play significant regulatory roles in complex organisms through
interactions with other RNAs, chromatin, and proteins. For example, the
discovery of miRNAs expanded our knowledge of how gene expressions are
regulated [19]. Actually, it has been revealed that about 90% of the human
genome is been transcribed at certain time within certain cell state [20]. The
interpretation for the functional consequences of these abundant transcripts
remains highly controversial [21].
Many evidences suggested that short and long ncRNAs served as versa-
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tile regulators of cellular processes. For example, besides their well-known
functions for the chemical modifications of rRNAs and tRNAs, some snoR-
NAs could be processed by Dicer into smaller RNAs, and these smaller RNAs
could function as non-canonical miRNA by targeting 3’-UTR regions of other
protein-coding genes [22, 23, 24]. Long ncRNAs (lincRNAs) also have diverse
regulatory functions [25]. Some of them could mediate epigenetic modifica-
tion by recruiting chromatin remodeling complex to specific chromatin loci
and others could also be involved in post-transcriptional regulations of mR-
NAs. The variability for the functions of ncRNAs makes it more challenging
for us to understand to full functional spectrum of ncRNAs.
Interactions between ncRNAs and other RNAs mediated by RNA binding
proteins are the major means for ncRNAs to exhibit their regulatory func-
tions. Recent years, with rapid development on high-throughput sequencing,
many innovative technologies has been emerging for detection of RNA-RNA
interactions such as PAR-CLIP [26], HITS-CLIP [27], and CLASH [28, 29].
Two major bottlenecks remain. First, one experiment can only analyzes
the interactions mediated by one RNA-binding protein at a time. Second,
each experiment requires either a protein-specific antibody (HITS-CLIP or
PAR-CLIP) or stable expression of a tagged protein (CLASH). As a result,
CLASH is only applicable to transformed cell lines. Furthermore, neither
HITS-CLIP or PAR-CLIP provides physical evidence of RNA interactions,
because any two RNAs co-appeared in HITS-CLIP or PAR-CLIP could have
been attached to different protein copies of the same gene, such as different
AGO copies, in the same cell or in different cells.
In chapter 4, we will introduce a novel method called “RNA Hi-C” to
analyze all protein-assisted RNA-RNA interactions in vivo. The method
offers several advantages and can tackle above bottlenecks for mapping RNA-
RNA interactions. We will also introduce a bioinformatic toolkit (RNA-HiC-
tools) to analyze and visualize RNA Hi-C data. RNA-HiC-tools is able to
automate all the analysis steps. Through the analysis of RNA Hi-C data, we
will study novel regulatory functions of some small RNAs in mouse ES cells.
The interactions within the same RNA molecule can also provide information
for in vivo RNA structures.
Finally, in chapter 5, we will give a brief summary and future direction of
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this thesis work.
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CHAPTER 2
RELATIONSHIP BETWEEN EPIGENOME
AND GENE REGULATION IN
PLURIPOTENT STEM CELLS ACROSS
SPECIES
2.1 Introduction
Post-translational modifications on histones and chemical modifications on
genomic DNA are prevalent in eukaryotic cells. They are called epigenomic
(epi-) modifications. These epi-modifications enable eukaryotic genome to
encode a more complex program of gene regulation by adding an extra layer
of information onto the genomic sequence [18, 17]. Different epi-modifications
affect how the DNA interacts with transcription factors, although many
mechanisms remain unknown[30]. Due to these complexity, the genomes
are far from being completely annotated on the functional level, making it
necessary to first find regulatory genomic sequences before we can understand
their complex regulatory roles.
Evolutionary comparisons provide a powerful tool to study genome func-
tions. This became obvious when it was recognized that the majority of
DNA can mutate freely without deleterious effects, while certain sequence
elements are more constrained [1]. Leveraging this theory, researchers have
inferred functional genomic segments by examining genomic sequence con-
servation [2] and have identified human-specific regulatory DNA by looking
for sequences with accelerated rates of evolutionary change [3].
The successes in genomic comparisons beg the question: can we also use
evolution to study the functions of the epigenome? To do so, the basic
evolutionary properties of the epigenome must be established first, preferably
in the contexts of both genomic and transcriptomic evolution.
Among many types of epi-modifications [31], a subset is known to corre-
late with gene transcription. For example, DNA cytosine methylation (Cm)
[17], histone 3 lysine 27 trimethylation (H3K27me3), and histone 3 lysine 9
trimethylation (H3K9me3) may repress gene transcription, whereas histone 3
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lysine 4 mono-, di-, and trimethylation (H3K4me1/2/3), lysine 27 acetylation
(H3K27ac), and lysine 36 trimethylation (H3K36me3) are positively associ-
ated with transcription [18]. The functions of many epi-modifications have so
far only been evaluated individually, primarily due to the difficulty of assess-
ing the functional significances of colocalized epi-marks. Any two epi-marks
can colocalize in some genomic regions, but such colocalizations do not neces-
sarily serve any regulatory functions. The best documented epi-marks colo-
calization is probably the bivalent domain (H3K27me3+H3K4me3), which is
hypothesized to be poised for activation during differentiation of embryonic
stem cells (ESCs) [32]. We wish to develop a method to systematically exam-
ine the functions of epi-modifications and, more importantly, the functions of
combinations of epi-marks. We propose to leverage the connection between
evolutionary conservation and functional importance to achieve this goal.
Here, we introduce “comparative epigenomics” - interspecies comparison
of epigenomes - as an approach for annotation of the regulatory sequences
of the genome. We created a multispecies epigenomic data set from pluripo-
tent stem cells of humans, mice, and pigs, which is comprised of genomic
distributions of DNA methylation and eight histone modifications, the bind-
ing intensities of four transcription regulators (NANOG, OCT4, and P300),
and transcribed RNA sequences. These data suggest that epigenomic con-
servation is not completely dictated by genomic sequences. [10] On the other
hand, interspecies epigenomic changes are linearly correlated with evolution-
ary changes of transcription factor binding and gene expression, suggesting
that comparative epigenomics can directly reveal critical information on gene
regulation. Based on these initial analyses, we set out to discover regula-
tory sequences by conserved colocalization of different epi-marks. To test
the functions of these putative regulatory sequences, we developed a dif-
ferentiation assay in which mouse embryonic stem cells were differentiated
into mesendoderm cells. Our time course chromatin immunoprecipitation
sequencing (ChIP-seq) and RNA sequencing (RNA-seq) data in this differ-
entiation process confirmed the regulatory functions of all seven pairs of
epi-marks identified by conserved colocalization. Thus, conserved colocal-
ization is an efficient approach to identify functional epi-mark combinations
from a large (combinatorial) number of random combinations of epi-marks.
More importantly, comparative epigenomics reveals regulatory features of the
genome that cannot be discerned from sequence comparison alone.
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2.2 Epigenomic data in three species
We generated and compiled from published work the genomic distributions of
nine epigenetic modifications including Cm, H2A.Z, H3K4me1/2/3, H3K9me3,
H3K27me3, H3K27ac, H3K36me3, and the binding of four transcription reg-
ulators, P300, TAF1, OCT4, and NANOG, in pluripotent stem cells of hu-
mans, mice, and pigs (Sus scrofa)[33]. Cm was assayed by both methy-
lated DNA immunoprecipitation followed by sequencing (MeDIP-seq) and
DNA digestion by methyl-sensitive restriction enzymes followed by sequenc-
ing (MRE-seq)[17]. Histone modifications and binding of transcription reg-
ulators were assayed with chromatin immunoprecipitation followed by se-
quencing (ChIP-seq). Gene expression was measured by RNA sequencing
(RNA-seq) technology. Taken together, a total of 48 sequencing datasets
were compiled, among which 31 datasets (87 billion bases) were generated
from this study and the 17 other datasets (13 billion bases) were compiled
from 3 published works[34, 35, 36]
2.3 Methods
2.3.1 Conserved correlation of the epigenome and the
transcriptome
Data preprocessing
RNA-seq data for hESCs and mESCs was obtained from NCBI Short Read
Archive v0.6 under accession number SRX026668 and SRX003912. Pig iPS
RNA-seq data was generated by us. The raw data were mapped using Tophat
Software [37]. And followed by Cuﬄink software [38], the FPKM values for
all the genes were calculated. The ChIP-seq data of 8 epigenetic mark-
ers (H3K36me3, H3K4me3, H3K4me2, H3K4me1, H3K27ac, H3K27me3,
H3K9me3 and Cm) for human and mouse were obtained from the GEO
data set public repository. We generated the ChIP-seq data of 8 epigenetic
markers for pig iPS by ourselves. All ChIP-seq data are mapped by Bowtie
software [39] allowing one mismatch for each read and only accept uniquely
mapped reads. In case that there are alternative transcripts for same genes,
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we only select one transcript to represent each gene for further analysis. The
numbers of genes which both have expression and epigenetic data in three
species are: 17645 (human), 32540 (mouse) and 20427 (pig).
Linear regression model to predict gene expression
Mapped tags from ChIP-seq experiments are extended to 300bp to mimic the
length of fragments. Each epigenetic marker j and promoter for gene k was
represented by the fragment number Xk,j in the region (TSS±2000bp). The
expression level of gene k was represented by FPKM value Yk. The values
of Xk,j were transformed to logarithmic scale to optimize the vectors Xj
as normal distribution for linear regression model, and same for expression
indicator Yk. To avoid undefined values of logarithm when Xk,j was zero, a
psudocount aj was optimized for each epigenetic marker. These transformed
data for epigenetic counts Xk,j were then used as predictor variables for
training linear regression models [18], the full model was shown below:
log(Yk + 1) =
8∑
j=1
(bj × log (Xk,j + aj)) + b0 + k (2.1)
Here bj (j = 1, . . . , 8) are slope parameters, b0 is intercept, and k are
residuals.
Model selection
The minimum sufficient pool of covariates (total 8 for all the epigenetic mark-
ers) was selected to avoid overfitting based on Bayesian Information Criterion
(BIC) and confirmed by both backward and forward stepwise selection. We
used ∆BIC > 300 as cutoff for forward stepwise selection. The process was
done by “stats” package in R. The predicted logarithm of expressions were
calculated based on final model for each species and the Spearmans rank cor-
relation coefficient r between measured and predicted values was calculated
to evaluate the prediction power.
9
Cross validation
Ten fold cross validation was applied to measure prediction accuracy for the
finally selected pool of covariates. All the genes in one species were randomly
divide into 10 groups with almost same number of genes in each group. Each
time nine groups were used as training set to fit the model and the remaining
one as test set for validation of the model. The Spearmans rank correlation
coefficients between measured and predicted value of the 10 linear models
were calculated for all the 10 test sets. The average of these correlation
coefficients was generated as an indicator of prediction accuracy. Processes
repeated for each species.
2.3.2 Interspecies differences of the epigenome explains
evolutionary changes of transcriptome
Data normalization and ortholog genes
For each of the three between-species pairs (human vs mouse, human vs
pig, mouse vs pig), ortholog genes were matched for each between-species
analysis (14341 gene pairs for human/mouse, 11178 gene pairs for human/pig,
13367 gene pairs for pig/mouse). To make the data between species more
comparable, Yk,s and Xk,j,s for each species s were normalized by 1/50 of
mean values for all the ortholog genes as shown by following formulas.
Y ′k,s =
50×K × Yk,s
K∑
k=1
(Yk,s)
X ′k,j,s =
50×K ×Xk,j,s
K∑
k=1
(Xk,j,s)
(2.2)
Between-species linear model
The ratios of Y ′k and X
′
k,j between two of the three species were used as a
measure for interspecies differences of epigenome and transcriptome. Similar
linear models were constructed as those for single species. A similar psudo-
count aj,s1s2 (s1, s2 represent two species) was optimized for each epigenetic
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marker to avoid zero numbers of Y ′k and X
′
k,j. Below was the full model for
between-species analysis:
log
(
Y ′k,s1 + 1
Y ′k,s2 + 1
)
=
8∑
j=1
(
bj,s1s2 × log
(
X ′k,j,s1 + aj,s1s2
X ′k,j,s2 + aj,s1s2
))
+ b0,s1s2 + k,s1s2
(2.3)
Here s1 and s2 represent two species, bj,s1s2 (j = 1, . . . , 8) are slope param-
eters, b0,s1s2 is intercept, and k,s1s2 are residuals.
The selection for best between-species linear model was also conducted
based on BIC change. The prediction power was measured by correlation
coefficient between measured and predicted interspecies differences of gene
expression. Epigenetic markers with most significant contribution for the
prediction of evolutionary changes of transcriptome were reflected in the
final model.
2.4 Results for comparative epigenomic study
2.4.1 Interspecies epigenomic changes are predictive of
interspecies changes of gene expression and
transcription factor binding
Through cross-species comparison of epi- modifications, we find that the rel-
ative difference in epi-modification intensities on different genomic features is
in general consistent in pluripotent stem cells of three different mammalian
species, also the co-occupancy of different epi- modifications are generally
conserved across species. However, epigenomic conservation is not completely
determined by interspecies sequence similarity. [10] From these observations,
we hypothesize that to buffer sequence changes from negative selective pres-
sure, the epigenome must buffer genomic changes from generating phenotypic
outcomes through, for example, concomitant transcriptome changes.
To explore this possibility, we started by asking whether the same combi-
nation of epi-modifications is predictive of gene expression in every species.
In each species, we used a linear regression model to fit the expression value
of every gene to the nine measured epi-mark intensities in its promoter, and
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we used a model selection procedure to choose the epi-modifications that
are predictive of gene expression. With only four epi-mark intensity val-
ues, the expression of every gene can be predicted in each species (largest
p value < 10−16) (Figure 2.1A). The models did not overfit (Figure 2.1D),
and the epi-marks to expression predictive power matches 52.7% ∼ 81.3% of
using one RNA-seq data set to predict another (as measured by R2; Figure
2.1C). The epi-modifications predictive of gene expression levels were almost
identical among humans, mice, and pigs, including H3K4me3, H3K36me3,
H3K27me3, and H3K27ac (Figure 2.1B). The only exception was that, in
pigs, H3K9me3 replaced H3K27ac in the final model due to a large corre-
lation (0.91) between H3K4me3 and H3K27ac data. These data show that
gene expression can be predicted by a conserved set of epi-marks, reiterating
the idea that epigenomic conservation can be used to study gene regulation.
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Figure 2.1: The same epi-modifications are predicative of gene expression levels
in all three species. (A) Scatter plots of the observed gene expression levels (y
axis) and the values predicted by a linear model of the epi-intensities (x axis). In
the case of the mouse, the predicative power from epi- to gene expression was
larger than half of the predicative power of using one gene expression (RNA-seq)
data set to predict another (C). (B) Model selection procedure for the linear
model. The epi-modification with the largest explanatory power, measured by
∆BIC, was first selected into the linear model as a covariate. This process
continued until ∆BIC ≤ 300. The fitted linear coefficient for each
epi-modification is shown in red (positive) or blue (negative). (D) R-squares for
cross validation. Ten-fold cross validation for the linear regression models of gene
expression and epi-modification data, in three species. Each cross validation
reserved 1/10 of the data for testing, and the validations were performed 10
times.
We then asked whether interspecies epigenomic changes are correlated to
transcriptomic changes. The interspecies differences of epi-modification in-
tensities are predictive of interspecies gene expression differences (p-value
< 1016) (Figure 2.2 left). In a control experiment, when interspecies epi-
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Table 2.1: Modeling fitting measured by R2. When interspecies epi-
modification changes are used to predict gene expression changes, the original
epi- modification intensities in each species provide little improvement to the
prediction.
Species
pairs
Covariates used for prediction (number
of covariates)
Prediction
power(R2)
Human/ Interspecies epi- modification changes (8) 0.2492
mouse Adding original epi- modification intensities
(16, total 24)
0.2603
Mouse/ Interspecies epi- modification changes (8) 0.2568
pig Adding original epi- modification intensities
(16, total 24)
0.2861
Human/ Interspecies epi- modification changes (8) 0.2208
pig Adding original epi- modification intensities
(16, total 24)
0.2358
mark intensity differences were considered, the original epi-modification in-
tensities in each species did not contribute to further explain gene expression
difference (Table 2.1). This implies that the epigenomic information asso-
ciated with changes of gene expression between species is distinct from the
epigenomic information associated with gene expression variation within a
single species. In contrast, published cross-species analysis of tissue expres-
sion data found no identifiable sequence-to-expression correlation in verte-
brates [6]. Similarly, we could not find any apparent correlation between
interspecies sequence difference and expression difference by using a simple
model ( Figure 2.2 right).
2.4.2 Evolutionarily conserved co-localization of different
epigenomic marks defines several classes of
cis-regulatory sequences
In previous section, we mentioned that co-occupancy of different epi- modi-
fications are generally conserved across species. A further step from that, we
start to test whether the genomic regions with one or a pair of epigenomic
modifications are correlated with conserved genomic sequences. Genomic
regions with all assayed epigenomic modifications except for H3K9me3 are
correlated with sequence-conserved regions. With the exception of H3K9me3-
marked regions, the genomic regions with two epigenomic modifications are
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Figure 2.2: Correlations among evolutionary changes of epi-modification
intensities, gene expression levels, TF binding intensities, and genomic sequences.
(Left) Evolutionary changes of epi-modification intensities are predictive of gene
expression changes and TF binding intensity changes. x axis, predicted gene
expression or TF binding intensity changes with a linear model of interspecies
epi-intensity changes; y axis, observed interspecies changes. (Right) Scatter plots
between interspecies gene expression difference (y axis) and promoter sequence
difference (x axis). For every orthologous gene pair, sequence difference was
measured by log(m)-log(n), where m is the maximum log blastn score of all
orthologous promoters (4,000 bp centered at TSS), and n is the blastn score of
the orthologous promoter pair under consideration. R2, square of the sample
correlation coefficient.
also correlated with conserved sequences, often with stronger correlations
than single epigenomic modification regions (Figure 2.3).
Based on the log ratios between the number of conserved regions carrying
two epigenomic modifications and expected number, Seven pairs of epige-
nomic marks were identified as conserved co-modifications in pluripotent
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Figure 2.3: Interspecies conservation of co-occupancy of different epigenomic
modifications. Log ratio between the number of conserved regions carrying one
(diagonal boxes) or two (non-diagonal boxes) epigenomic modifications and the
expected number, calculated from a null model in which conserved regions and
epigenomic modified regions appear independently. Conserved genomic regions
are determined by six pair-wise comparisons, shown in six small boxes outlined
with a darker edge. For example, the left-most upper box refers to the human
genomic regions conserved in a human vs. mouse comparison. All genomic
regions with epigenomic modifications except H3K9me3 were positively
associated with conserved regions (red). H3K9me3 selectively marks
non-conserved regions (blue). Bivalent domains (co-marked by repression mark
H3K27me3 and activation mark H3K4me2/3) exhibited the strongest association
with conserved regions.
stem cells, namely H2A.Z + H3K4me2/3, H3K27ac + H3K4me1/2, H3K27ac
+ H3K4me2/3, H3K27me3 + H3K4me1/2, H3K27me3 + H3K4me2/3, H3K36me3
+ H3K27ac, and H3K36me3 + H3K4me1.
Next, we set out to test the functions of evolutionarily conserved epige-
nomic mark combinations (Figure 2.3) using a cell differentiation assay. Dur-
ing ESC differentiation, the directions of epigenomic changes and expression
changes of nearby genes were expected to reflect the function of an epige-
nomic mark combination [40]. We differentiated mESCs into mesendoderm
cells, a lineage in which the dynamic changes of the epigenome has not been
examined. On the 6th day of differentiation, almost all cells expressed the
mesendoderm protein Goosecoid (GSC) and endoderm protein SOX17 (Fig-
ure 3.5A), and exhibited typical mesendoderm morphology.
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Figure 2.4: Epigenomic changes and gene expression changes during
differentiation. (AG) Each panel represents a set of genomic regions associated
with a pair of epi-marks. Each set of regions is categorized into four subclasses,
i.e., kept both marks during differentiation (1,1→1,1), lost the first mark
(1,1→0,1), lost the second mark (1,1→1,0), and lost both marks (1,1→0,0). For
example, the red line (1,1→0,1) in (A) (H3K27me3, H3K4me2/3) represents
sequences with loss of H3K27me3 (the first sign changes from 1 to 0) and
retention of H3K4me2/3 (the second sign stays at 1). Relative gene expression
values of the nearest genes to the comarked regions are plotted on the y axis.
Error bars show SD of the mean.
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The bivalent domain (H3K27me3 + H3K4me2/3) was the most conserved
epigenomic mark combination among all 36 pairs of modifications (Figure
2.3), lending credence to the approach of using epigenomic comparison for
identifying gene regulatory regions. To illustrate how our time-course ex-
periment can reveal the functions of an epigenomic mark combination, we
examined how bivalent domains regulate the early stages of mESC differ-
entiation in a lineage-specific manner. It turned out that not all bivalent
domains behave the same. Four subclasses of bivalent domains with differ-
ent dynamic behaviors were discovered. On Day 6, the majority of sequences
either retained both marks (40.7% of the sequences) or lost H3K27me3 while
retaining H3K4me2/3 (36.7%). These sequences were preferentially located
near transcription start sites (TSS). As expected, the genes whose promoters
lost H3K27me3 but retained H3K4me2/3 exhibited higher expression (red
line, Figure 2.4A) than those that kept both marks (purple line), which in
turn were higher than those that kept H3K27me3 but lost H3K4me2/3 (green
line). These data indicate that there are subclasses of bivalent promoters,
which may be activated, still-poised, repressed, or suffer a loss of both marks
during mesendoderm formation. We further examined the functions of genes
regulated by each subclass of bivalent promoters. The genes with activated
promoters are enriched for Gene Ontology (GO) terms of “TGF and recep-
tor binding” (p-value < 10−17), “mesoderm formation” (p-value < 10−13),
and “positive regulation of BMP pathway” (p-value < 10−9), consistent with
the mesendoderm differentiation process. On the other hand, “Neuron fate
commitment” was enriched in both the still-poised (p-value < 10−118) and
the repressed (p-value < 10−13) subclasses. These data reveal an intricate
coordination among distinct subclasses of bivalent promoters that facilitates
lineage-specific differentiation.
The conserved co-modifications H3K27me3 + H3K4me1/2 were expected
to mark poised enhancers. On Day 6 of differentiation, 31.8% of H3K27me3 +
H3K4me1/2 marked regions removed repression mark H3K27me3 and kept
activation mark H3K4me1/2. The genes next to this subset of hypotheti-
cally activated enhancers exhibited increased expression on Day 4 and Day 6
(red line, Figure fig:expressionChangeB), even greater than the expression of
genes associated with other dynamic epigenomic patterns (purple, green, and
blue lines). In addition, conserved H3K27ac + H3K4me1/2 and H3K27ac +
H3K4me2/3 marked active enhancers and promoters as expected (Figure
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Figure 2.5: Poised promoters defined by H2A.Z and H3K4me2/3 in mouse ES
cells. (A) Expression levels of four classes of genes, with promoters marked by
neither (0, 0), either (1, 0) and (0, 1), or both (1, 1) of H2A.Z and H3K4me2/3.
Each box plot provides the mean (thick middle line), quantiles (box edges),
minimum (overlapped with lower edge), and maximum (top thin line) expression
(FPKM) of each class of genes. Expression levels (1, 0) < (0, 0), and (1, 1) < (0,
1) suggest that H2A.Z is repressive. (B) Scatter plot of promoter H2A.Z intensity
and gene expression level for all genes. The correlation coefficient (R) is negative.
2.4C-D).
The most conserved co-mark of H2A.Z was H3K4me2/3. H2A.Z is a vari-
ant of H2A and is required for early mammalian development [41]. Despite
the usual assumption that H2A.Z is associated with active gene expression in
multicellular organisms [42, 43], we found H2A.Z not to be positively associ-
ated with gene expression levels in mESCs (Pearson correlation = 0.0066; Fig-
ure 2.5B). This is consistent with the lack of global anticorrelation of H2A.Z
and Cm in all three mammals (Figure 2.3). Thus, H2A.Z could be a repres-
sor mark in mammals, and H2A.Z+H3K4me2/3 could mark poised promot-
ers rather than active promoters as is generally assumed. Indeed, H2A.Z+
and H3K4me2/3- promoters were less active than H2A.Z- and H3K4me2/3-
promoters, and H2A.Z+ and H3K4me2/3+ promoters were less active than
H2A.Z- and H3K4me2/3+ (Figure 2.5A). More importantly, during differ-
entiation, the H2A.Z+ and H3K4me2/3+ promoters in ESCs that lost the
H2A.Z mark became more active (Figure 2.4E, red line), and those that lost
H3K4me2/3 but kept H2A.Z were downregulated (Figure 2.4E, green line).
Thus, we propose that H2A.Z is a repressor mark in mammalian pluripotent
stem cells and that H2A.Z+H3K4me3 marks a class of poised promoters.
H3K36me3, H3K27ac, and H3K4me1/2 exhibited pairwise conservation.
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Whereas H3K4me1 and H3K27ac were previously associated with enhancers,
H3K36me3 has been typically regarded as a mark for actively transcribed
regions. The conserved colocalization of H3K36me3 with H3K27ac and
H3K4me1/2 tempted us to explore H3K36me3 as an enhancer mark as well.
Consistent with this thought, active enhancers make transcripts (eRNA) [44];
H3K36me3 could be associated with any transcribed regions, including ac-
tive enhancers. If this hypothesis holds, we would predict that H3K36me3
should avoid overlapping with bivalent (poised) enhancers. Indeed, the epi-
mark that has the least colocalization with H3K27me3 is H3K36me3 (Figure
2.3). During differentiation, the genes near (not overlapping with) sequences
that lost H3K36me3 and H3K27ac (or H3K4me1) exhibited lower expres-
sion than those with one mark lost, which in turn exhibited lower expression
than those that retained two marks (Figure 2.4F, G). Thus, we propose that
H3K36me3, when coappearing with H3K27ac or H3K4me1/2, is a mark of
active enhancers. In summary, it is powerful to use epi-mark combinations to
annotate regulatory sequences and to form hypotheses about their functions.
The difficulties of having too many epi-mark combinations and not knowing
how to distinguish random versus functional colocalizations can be overcome
by using evolutionary conservation.
2.5 Discussion
Comparative genomics has been proved as an efficient approach to iden-
tify functional regions in human genome based on evolutionary principles.
Here, we provide an evolutionary view of the mammalian epigenome and
illustrate coevolutionary relationships among genomes, transcriptomes, and
epigenomes. These results show how comparative epigenomics, an emerging
field that studies evolutionary patterns of epigenomes, can use epigenomic
information to functionally annotate genomes.
Interspecies epigenomic changes have been compared to both genomic and
transcriptomic change. Our data reveal that the degree of epigenomic con-
servation is not always correlated with the degree of genomic conservation
but that epigenomic conservation can provide additional information to ge-
nomic conservation. More importantly, the conservation levels of epigenomes
are more indicative of the conservation levels of gene expression, further il-
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lustrating the idea that epigenomic comparison can shed light on regulatory
functions of the genome.
Some epi- mark combinations colocalize in a conserved manner. The con-
servation of colocalized epi-marks is much stronger than the conservation
level of each epi-mark, thus making the combinations computationally iden-
tifiable. This phenomenon provides evidence that evolution appears to have
left traces on mammalian epigenomcs in the combination of epi- marks. We
used a ES cell differentiation system to test the regulatory functions of these
co-localized and conserved epi- mark combinations. The results support the
regulatory functions of all these epi- mark combinations, suggesting that
interspecies comparison can efficiently distinguish functional colocalization
of epi-marks from nonfunctional combinations. This confirms an efficient
approach to identify functional epi-mark combinations from a large (combi-
natorial) number of candidate combinations.
Finally, the correlated evolutionary changes of the epigenome, the tran-
scriptome, and TF binding suggest the functional importance of the epigenome
in mammalian transcription networks (TNs). This may explain the limited
successes in human TN reconstruction using only the information of DNA
sequence motifs and gene expression, which were sufficient for reconstruction
of yeast TNs [45].
In the next chapter, we will discuss how the dynamic changes of epi- mod-
ifications in a combinatorial manner during a differentiation process could
correlated with temporal transcriptomic changes and how we could use this
information to infer transcriptional networks. We will further strengthen the
connection between epigenome and regulatory networks by adding an extra
dimension.
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CHAPTER 3
SPATIOTEMPORAL CLUSTERING OF
EPIGENOMIC STATES
3.1 Introduction
An epigenome consists of chemical modifications and protein variations to
the DNA and histones, and some of these modifications and variations can be
passed down to an organism’s offspring [4]. Epigenomes are dynamic, and epi-
genetic modifications are associated with changes in gene expression [15, 16].
Thus, the epigenome adds an extra layer of information onto the genomic
sequence and enables a genome to dynamically orchestrate gene expression
in different cell types [18, 17]. It is argued that organismal development can
be viewed as a progression of epigenomic states [4, 14]. To gain mechanistic
support for this view, a number of challenges have to be addressed. First,
when presented with genome-wide distributions of epigenetic modifications
at multiple time points during a developmental or differentiation process,
how can we find the genomic (cis-) regulatory sequences that regulate gene
expression? What are the combinatorial functions of epigenetic modifica-
tions and regulatory sequences? Here, we present experimental data and
a probabilistic model that utilizes the temporal changes of the epigenome
to annotate the regulatory sequences. This approach classifies regulatory
sequences by their temporal epigenomic patterns, and thus it can identify
subclasses of cis- regulatory sequences with different regulatory functions.
Two types of associations were observed between the epigenome and gene
expression. First, in a given cell type, the transcription levels of different
genes are associated with the epigenomic modifications in the genomic neigh-
borhoods of these genes. In other words, without changing cell types, epige-
nomic modifications at different chromosomal locations are indicative of the
relative abundance of RNAs transcribed from these locations [18] (spatial
correlation (S), Figure 3.1). Second, for a given gene, the temporal change
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Figure 3.1: Two types of correlations between the epigenome and gene
expression. Spatial correlation (S) examines different genes in a fixed cell type,
and Temporal correlation (T) examines different differentiation stages or cell
types for a fixed gene. Spatial correlation is often much more pronounced than
temporal correlation.
in its expression during a developmental or differentiation process is associ-
ated with temporal epigenomic changes [40] (temporal correlation (T), Figure
3.1). The first type of association facilitated the use of invariant epigenomic
signatures in a static cellular condition to annotate genomic features [46].
However, genes are dynamically regulated in nearly all biological processes.
It is important to incorporate the dynamic aspect of gene regulation into
the annotation of the regulatory sequences. Here, we jointly model the posi-
tion effect and the temporal effect of the epigenome, thus achieving ab initio
identification and functional annotation of regulatory sequences [47].
The regulatory functions of a number of epigenetic modifications remain
elusive. A case in point is DNA hydroxymethylation [48]. Methylated cyto-
sine (5-mC) can be converted to an oxidized form 5-hydroxymethylcytosine
(5-hmC) by a family of Ten-eleven translocation (TET) proteins [49, 50].
In embryonic stem (ES) cells, 5-hmC is enriched in gene bodies of actively
transcribed genes [51], promoters of inactive genes [52, 53, 51], and active en-
hancers [54]. These seemingly conflicting data are thought-provoking for ana-
lyzing epigenetic modifications in a combinatorial manner, such that the func-
tion of each modification is investigated in the context of other modifications
as well as the underlying genomic sequence. By modeling the co-appearance
of different epigenetic modifications in each cell type, a pioneering method
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demonstrated the power in predicting different genomic features, including
enhancers and genes [46]. However, epigenomic co-appearance in static cell
types does not reveal all epigenetic mechanisms of gene regulation. Two
major questions remain unsolved. First, what are the upstream signals that
guide specific epigenomic modifications, such as 5-hmC, to appear in specific
genomic regions? Second, the regulatory functions for several epigenomic
marks including 5-hmC and H2A.Z remain elusive. New ideas for combina-
torial epigenomic analyses beyond the co-appearance in static cell types are
needed. A natural extension in this direction is to utilize a dynamic process
in which both the epigenome and the transcriptome have changes. Ideally,
we need some methods that can capture combinatorial patterns of temporal
epigenomic changes and correlate them with gene expression changes.
A major difficulty in analyzing epigenomic dynamics lies in the asyn-
chronous nature of epigenomic changes in different genomic regions. Sup-
pose a type of epigenomic change, for example the induction of H3K4me1
and 5-hmC, is a recurring pattern shared by many genomic regions. Such a
pattern can be difficult to find because different genomic regions can accumu-
late either modification at different times. Furthermore, the corresponding
changes in gene expression are not synchronized either, making it difficult
to associate epigenomic dynamics with gene expression changes. To reveal
the hidden rules of epigenomic dynamics and gene expression, we developed
a spatiotemporal clustering model. This model clusters genomic regions by
shared epigenomic changes but does not require the changes to be synchro-
nized among a cluster of genomic regions. This was achieved by allowing each
region to have its own time-specific epigenomic states and then integrating
out the time of transition between the epigenomic states in the clustering
model.
To investigate the functions of epigenetic modifications in a dynamic pro-
cess, we differentiated mouse embryonic stem (ES) cells into mesendoderm
cells [55], the common precursor of mesoderm and endoderm. At 3 time
points during this differentiation process, we mapped the genomic distri-
butions of 9 epigenetic modifications, including DNA methylation (5-mC),
hydroxymethylation (5-hmC), histone variant H2A.Z, and histone modifica-
tions H3K4me1, H3K4me3, H3K27ac, H3K27me3, and H3K36me3. At the
same time points, we also assayed the expression of small non-coding RNAs
(ncRNAs) and total RNAs. Our model-based analysis of these temporal data
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revealed several fundamental properties of epigenome dynamics, characteriz-
ing regulatory roles for functionally elusive epigenomic modifications. As an
analogy to the sequence “rules” of gene regulation [56, 57], these discoveries
may provide epigenomic “rules” of gene regulation.
3.2 GATE model
We developed a probabilistic model to annotate the genome using temporal
epigenomic data. Two main features of this model include explicit treatment
of combinatorial epigenomic changes and detecting similar but asynchronous
epigenomic changes in different genomic segments.
As input data to the model, the genome is represented as consecutive
genomic segments, with a typical segment size of 200 nucleotides (nt). Each
segment is associated with the time-specific intensities of a set of epigenetic
modifications. The model clusters the genomic segments, such that each
cluster shares a similar combination of epigenetic modifications as well as
their temporal changes. We call the combination of epigenetic modifications
shared by a cluster of genomic segments at a given time an epigenomic state.
Each cluster represents a time-series of related epigenomic states. Essentially
this model assigns epigenomic states based on time-series epigenomic data.
We call this model Genomic Annotation using Temporal Epigenomic data
(GATE). GATE is a hierarchical model (Pearl 1985) with two layers (Fig-
ure 3.2). The top layer is a Finite Mixture Model (FMM) [58], in which
each component of the mixture represents a cluster of genomic segments that
share temporal epigenomic patterns. Without considering the time factor,
each component (cluster) degenerates into a set of genomic segments sharing
an epigenomic state. The bottom layer models the epigenomic data in each
cluster. Each cluster is modeled as a Hidden Markov Model (HMM) [59]
that represents the temporal changes of epigenetic modification intensities.
The hidden states are binary activity states (inactive and active), which are
allowed to change with respect to time. For example, if an enhancer changes
from an active enhancer into an inactive enhancer during differentiation, the
hidden states for this enhancer would change from 0 (inactive) to 1 (active).
In a differentiation process, State 0 can be interpreted as the initial state be-
fore differentiation (Undifferentiated, U), whereas State 1 can be regarded as
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Figure 3.2: The Genomic Annotation based on Time-course Epigenomic data
(GATE) model. (A-B) GATE models the genome as equal sized genomic
segments, and each segment is associated with temporal epigenomic data. The
model assumes that there are shared temporal epigenomic patterns among
different genomic segments. GATE is a hierarchical model. The top layer is a
Finite Mixture Model for clustering genomic segments (A). The bottom layer
models the temporal changes within each cluster as a Hidden Markov Model (B).
The hidden variables (circles) are a binary variables indicating the time of a
change of regulatory activities. Emitted (vertical arrows) from the hidden
variable are the intensities of each epigenomic mark.
the other state in differentiated cells (Differentiated, D). The observed data
are the epigenetic modification intensities for each genomic segment at every
time point (Figure 3.2). The sequencing reads from ChIP-seq experiments
for each epigenetic modification on a genomic segment are modeled with a
Poisson distribution, with the Poisson parameter reflecting the cluster and
time-dependent epigenomic state. Thus, GATE has been completely speci-
fied as a generative probabilistic model (see Methods). In short, GATE is a
mixture (FMM) of HMMs.
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3.2.1 Symbols
Indices, w: genomic segments; t: time points; m: epigenomic marks; k:
epigenomic clusters.
Observed data, W : the number of genomic segments; M : the number
of epigenomic marks; T : the number of time points; ν :normalized sequence
counts. Note that νw,t,m is the normalized sequence count for epigenomic
mark m in genomic segment w at time t. O: all the observed data.
Hidden variables, Cw: cluster membership of the genomic segment w ;
H: activity states, taking values 0 or 1.
Pre-computed parameters, K: the number of epigenomic clustert.
Model parameters,pik: the proportion of genomic segments in cluster k;
bi,j: transition probability from state i to state j ; λ: the Poisson parameter
for emission probabilitles; Λ: all the model parameters.
3.2.2 The model
The top layer. The top layer FMM models the clustec memberships of
every genomic segment. The cluster membership of genomic segment w is
modeled as a categorical distribution with probability pi=(pi1, · · · , piK):
Cw ∼ Categorical (pi)
P (Cw) =
K∑
k=1
P (Cw = k)pik (3.1)
the HMM at the bottom layer. Given the cluster membership Cw,
the potential changes of regulatory activities for genomic segment w are
modeled as a Markov chain. As a hidden variable, Hw, t ∈ (0, 1) represents
the activity state of genomic segment w at thme d.
The transition probability matrix (bCw) is written as:
bCwi, j = P (Hw,t+1 = j|Hw,t = i, Cw) (3.2)
where i, j ∈ (0, 1).
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The conditional probability of Hw given Cw is:
P
(
Hw|bCw , Cw
)
= P (Hw,1|Cw)
T−1∏
t=1
P (Hw,t+1Hw,t, Cw)
= P (Hw,1|Cw)
T−1∏
t=1
bCwHw,t, Hw,t+1 (3.3)
Given the hidden variable, the observed sequence count for each epigenomic
mark is modeled to follow a Poisson distribution (emission distribution). The
Poisson parameter dependents on the cluster membershtp and the hidden
regulatory state.
νw,t,m ∼ Poisson
(
λCwHw,t, m
)
, (3.4)
where 1 ≤ m ≤M, 1 ≤ w ≤ W, 1 ≤ t ≤ T .
Conditional on the cluster membership and the hidden variables, the dif-
ferent epigenomic marks are modeled as independent, and thus:
P
(
νw|Cw, Hw;λCw
)
=
T∏
t=1
P
(
νw,t|Cw, Hw,t;λCw
)
=
T∏
t=1
M∏
m=1
P
(
νw,t,m|Cw, Hw,t;λCw
)
(3.5)
where νw = (νw,1, νw,2, · · · , νw,T ) and νw,t = (νw,t, 1, νw,t, 2, · · · , νw,t, M).
Thus, a generative probabilistic model for all data has been fully specified.
Likelihood function. Under model assumptions, the likelihood function
of observed data (O) is
P (O|b, λ, pi) =
W∏
w=1
P (vw|b, λ, pi) =
W∏
w=1
(
K∑
Cw=1
P
(
νw|Cw; bCw , λCw
)
P (Cw)
)
=
W∏
w=1
(
K∑
Cw=1
(
P (Cw)
∑
Hw
[
P
(
νw|Cw, Hw;λCw
)
P
(
Hw|bCw , Cw
)]))
(3.6)
where b = (b1, b2, · · · , bK), λ = (λ1, λ2, · · · , λK).
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Figure 3.3: An expectation-maximization algorithm for inferring model
parameters.
Parameter inference. The hidden variables of interest (C, H) were
estimated by maximum likelihood estimation. We implemented a nested
expectation-maximization (EM) algorithm in which the transition and emis-
sion parameters of the HMM were estimated by a Baum-Welch algorithm.
(Figure 3.3; Section 3.2.3 )
3.2.3 The EM implementation for parameter estimation of
GATE model
We implemented a nested expectation-maximization (EM) algorithm to esti-
mate the parameters within the model. Baum-Welch algorithm was applied
for transition and emission parameters of each HMM within the Maximiza-
tion (M) step. The Expectation and Maximization steps are described as
follows:
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E-step
Let zw,k be the (0,1) cluster membership indicator of genomic segment w.
zw,k = 1 if genomic segment w is in cluster k; otherwise, zw,k = 0. zw,k is the
missing data. The Q-function is
Q
(
Λ,Λ(old)
)
=
W∑
w=1
K∑
Cw=1
T
(old)
w,Cw
[logpiCw + logf(Vw|λ, b, Cw)] (3.7)
where Λ = {pi, b, λ} and
T
(old)
w,k = P
(
Zw,k = 1|Vw = νw,Λ(old)
)
=
pi
(old)
k f(Vw|λ(old)k , b(old)k , k)∑K
s=1 pi
(old)
s f(Vw|λ(old)s , b(old)s , s)
f(Vw|λk, bk, k) =
∑
Hw
(T−1∏
t=1
bkHw,t, Hw,t+1
) T∏
t=1
M∏
m=1
λkHw,t,m
νw, t,m
e
−λkHw,t,m
νw, t,m!

where Λ(old) is the value of Λ obtained from the previous step.
M-step
The parameter estimate Λ(new) is obtained by maximizing the Q-function.
Λ(new) =
(
pi(new), λ(new), b(new)
)
= argmaxΛ(Q
(
Λ,Λ(old)
)
) (3.8)
In particular,
pi
(new)
k =
∑W
w=1 T
(old)
w,k∑W
w=1
∑K
s=1 T
(old)
w,s
=
1
W
W∑
w=1
T
(old)
w,k
where z
(new)
w,k = 1, if k = argmaxs (E (zw,s|O, Λ)), otherwise z(new)w,k = 0.
O is the whole dataset.
Furthermore,
(
λ
(new)
k , b
(new)
k
)
= argmax
λk,bk
W∑
w=1
z
(new)
w,k {logf(Vw|λk, bk, k)} (3.9)
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The Baum-Welch algorithm [60] is used to maximize (Equation 3.9) and
obtain parameter estimate Λˆ.
3.2.4 Fitting data to the GATE mdoel
For simulation data (Section 3.3), the cluster number (i) was estimated by
the Bayesian Information Criteria (BIC):
BIC = −2×Q
(
Λ|Λ(final)
)
+ (2×K − 1 +K ×M × 2)× ln (W )
where Λ = {b, λ, pi} is the collection of all parameters.
For real data, we initially run the model with a relatively large cluster
number (55), which was estimated from a previous study [46]. The model-
generated clusters were then merged into larger groups based on hierarchical
clustering (Section 3.2.5). We set the hidden state at the first time point as
0. We set bCw1,0 = 1− bCw1,1 = 0, because it is unlikely to make two switches of
regulatory states within this short differentiation time course.
3.2.5 Hierarchical clustering
The hierarchical clustering was done using the λ parameters for each cluster
with R function ”hclust”. Euclidean distance was chosen as metric and
average linkage method was used. The Hierarchical tree was cut to ensure
largest height range within that cut (we consider the cuts with same group
numbers as same cut), together with the requirement that group number
larger than 10 after cut.
3.3 Simulation analysis
We simulated 4 epigenomic marks on 8,000 genomic segments from 4 clusters.
Epigenomic data were simulated in three time points. Each data point in
cluster k was sampled from a HMM with the transition probability matrix bk
and the emission distribution of Poisson (λki,m), where i is the hidden state
and m is the epigenomic mark (Table 3.1).
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Table 3.1: Parameters used in simulation for GATE model.
Clusters
Number 
of 
segments
Markers Transi!on probability (b)
Cluster1 2000
M1 10 20
M2 10 20
M3 20 10
M4 20 10
Cluster2 2000
M1 20 5
M2 20 5
M3 5 20
M4 5 20
Cluster3 2000
M1 20 10
M2 20 10
M3 10 10
M4 10 10
Cluster4 2000
M1 15 50
M2 25 50
M3 40 15
M4 45 10
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The simulated data mimicked real data in three aspects. First, the real
data formed 4 large clusters (groups) corresponding to enhancers, promoters,
gene bodies, and repeats. Second, the simulated data had different temporal
patterns for different clusters. Furthermore, different hidden states of the
same genomic segment emitted data with different emitting distributions,
mimicking the change of regulatory functions. Finally, the number of simu-
lated time points is the same as the time points of the ES cell differentiation
experiment.
The eimulated data were provided to the GATE model as input data. The
parameter sets we used for the program are: maxIteration = 1000, nstep =
20 , ndistance = 0.001, initial = 2. We ran the program for cluster numbers
2 to 8 and used BIC to choose tho best cluster number. Four was found to
be the best cluster number, which was consistent with our simulation.
Then, We compared the clustering accuracy of GATE with K-means al-
gorithm. The average misclassification rate (the proportion of genomic seg-
ments that are incorrectly clustered) of K-means was 23.91%, which was 133
times larger than that of GATE (0.18%). The optimized cluster number (4)
was used for k-means clustering with the algorithm of Hartigan and Wong.
The GATE estimated parameters (λ, b) were close to real parameters
(Figure 3.4A). More importantly, 99.10% of the hidden states were correctly
predicted (Figure 3.4B). This is a useful feature because the hidden states
reflect when the regulatory function changes.
3.4 Application of GATE model on mESC guided
differentiation
3.4.1 Differentiation of mouse ES cells to mesendoderm
Mesendoderm is the diverging point of definitive endoderm and mesoderm
[55], which represents an important cell lineage besides the neural lineage (ec-
toderm) during the early stages of ES cell differentiation. We differentiated
mouse ES cells to mesendoderm using Activin and a previously described
culture medium [55]. On the sixth day of differentiation, almost all cells ex-
hibited typical mesendoderm morphology and expressed mesendoderm pro-
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Figure 3.4: Evaluation of model prediction on simulated dataset. (A)
Comparison of model-learned parameters with real parameters in simulation.
Here M1 - M4 are simulation for four different histone marks. b0→0 is the
transition probability from state 0 to state 0. (B) Comparison of model-learned
hidden states (orange) with real hidden states in simulation (blue). 0 and 1
correspond to the two hidden activity states. ”0→ 0→ 0” denotes State 0, 0, 0
in the three time points.
tein Goosecoid (GSC) [61] and endoderm protein SOX17 [62] (Figure 3.5A).
Pluripotency genes Pou5f1 (a.k.a. Oct4), Sox2, and Nanog were down-
regulated, whereas endoderm and mesoderm genes Gsc, Chordin, Foxa2,
Sox17, Lim1, and Hnf4 were up-regulated (Figure 3.5B).
We measured a total of 9 epigenomic marks at 3 time points (Day 0, 4, and
6) during the differentiation process. These marks included 7 histone modi-
fications or variants (H3K4me1/2/3, H3K27ac, H3K27me3, H3K36me3, and
H2A.Z), which were assayed by chromatin immunoprecipitation followed by
sequencing (ChIP-seq) [10]. We supplemented the histone data with 2 types
of DNA modifications, including 5-hmC by chemical labeling and pull-down
followed by sequencing (5-hmC-seq) [63] and 5-mC by both methylated DNA
immunoprecipitation followed by sequencing (MeDIP-seq) and DNA diges-
tion by methyl-sensitive restriction enzymes followed by sequencing (MRE-
seq) [17]. The 5-hmC pull-down specifically used the chemical property of the
hydroxyl- group and thus was efficient to distinguish 5-hmC from 5-mC [63].
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Figure 3.5: Differentiation of mouse ES cells into mesendoderm cells. (A)
Immunofluorescence staining of cells at 0, 4, and 6 days of differentiation. DNA
was stained by Hoechst in blue. GSC and SOX17 proteins were stained in red and
green. At the 6th day of differentiation, almost all cells express GSC and SOX17.
(B) Comparison of mRNA expression of pluripotency and lineage-specific marker
genes. Real time quantitative PCR analyses were carried out in three biological
replicates at each time point. Fold change: the ratio of expression levels between
Day 4 and Day 0 (yellow), and the ratio between Day 6 and Day 0 (green).
MeDIP-seq was representative of 5-mC, and MRE-seq was representative of
unmethylated CpGs (uCpG) [17].
To analyze the transcriptome, we sequenced ncRNAs using the Illumina
Small RNA Sample Preparation procedure followed by sequencing [64] and
mRNAs using RNA-seq [65] at the same 3 time points. Taken together,
36 sequencing datasets comprised of 1.94 billion 75 nt or 100 nt uniquely
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alignable sequencing reads were generated.
These data allowed us to estimate that 11.5% of the mouse genome is as-
sociated with at least one type of epigenetic modification in undifferentiated
ES cells. Nearly half of these regions (5.60% of the genome) exhibited signif-
icant changes in at least one epigenetic modification during differentiation.
About 1.92% of the genome was transcribed into mRNAs in ES cells, and
0.43% of the genome exhibited change of mRNA expression levels during
differentiation.
3.4.2 Processing of ChIP-seq data to be fed into GATE model
The ChIP-seq reads of 8 epigenomic marks (H3K36me3, H3K27ac, H3K4me1,
H3K4me2, H3K4me3, H3K27me3, H2A.Z, and 5-hmC) in three time points
were mapped onto the mouse genome (mm9) with Bowtie software [39] al-
lowing 1 mismatch. The number of sequence reads for each genomic segment
(200 nt) was counted and then normalized by the total number of mappable
reads. The standardized sequence counts were log-transformed, multiplied
by 10 and rounded to the nearest integer:
νw,t,m = [10× ln (nw,t,m + 1) ] (3.10)
where [n] is the largest integer no larger than n, and nw,t,m is the normalized
ChIP-seq read count for epigenomic mark m on genomic segment w at time
t.
The preprocessed variables νw,t,m were calculated here as visible observa-
tion input of GATE model.
3.4.3 Spatiotemporal clustering of epigenomic states
GATE clusters genomic segments based on both spatial distributions of epige-
nomic modifications and temporal changes of these modifications. Apply-
ing GATE to the ES cell to mesendoderm differentiation dataset, we ini-
tially obtained 55 clusters, consistent with the previously estimated number
of chromatin states [46]. These clusters formed 14 larger groups (Figure
3.7). Twelve of the 14 groups showed epigenomic characteristics that are
typical to gene bodies, promoters, and enhancers. For example, Groups 2,
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3, 6, and 9 shared enhancer characteristics including low H3K36me3, high
H3K4me1 in either undifferentiated (U, Figure 3.6A) or differentiated states
(D), and either high H3K27me3 or high H3K27ac (vertical green bar, Figure
3.6). Groups 1b, 5, 8, and 12 shared promoter characteristics including high
H3K4me3 and low H3K36me3 (red bar). Groups 1a, 4, 10, and 11 shared
high levels of H3K36me3, which was associated with gene bodies [66, 67]
(blue bar, Figure 3.6).
By assigning clusters as promoter, enhancer, gene body, and repeat clus-
ters (red, green, blue, and gray bars, Figure 3.6), we turned the unsupervised
spatiotemporal epigenomic clusters into predictions of different genomic fea-
tures. To check these predictions, we compared the locations of the genomic
segments in every cluster to their nearest genes. Indeed, the relative locations
of genomic segments in each cluster corroborated the unsupervised predic-
tions (Figure 3.8). Chromosome 11 was randomly chosen for quantifying
the prediction accuracies. The sensitivities for detecting promoters increased
from 0 to 60% when the false positive rate (1-specificity) increased from 0
to 0.25% (Figure 3.9B). Similar tradeoffs between sensitivity and specificity
were found for gene body predictions (Figure 3.9C). These quantities rein-
forced the visual impression (Figure 3.8) that spatiotemporal clusters cor-
relate with different genomic features. Changing the input size of genomic
segments from 200 nt to 100 nt did not change any qualitative characteristics
of the clustering results (data not shown).
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Figure 3.6: GATE predicted epigenomic clusters. (A) Average intensities of
each epigenomic mark (column) in each cluster (row). The model allows each
sequence segment to have two activity states, denoted as undifferentiated (U)
and differentiated (D). The model assumes that each cluster has a shared mean
intensity for each epigenomic mark at either activity state. These mean
intensities are plotted in this matrix and are color coded. Clusters with similar
intensities were merged into larger clusters (Groups. See Figure 3.7 for the
merging procedure). Based on the epigenomic patterns, the groups were assigned
with representative names, including promoters, enhancers, genes, and repeats
(vertical color bars). Consistent intensity changes across multiple clusters in a
group were highlighted (red circles). (B) Fold enrichment of genomic and
epigenomic features (column) in each cluster (row). Fold enrichment was
calculated as the ratio between the average signal of a cluster to the average
signal of all clusters. mRNA: transcription levels of nearest genes, derived from
RNA-seq data. ncRNA: transcription levels of the genomic segment in each
cluster, derived from ncRNA-seq data. CpG: CpG density. P300: P300 binding
intensity. PolII: PolII binding intensity. Repeats: repeat density. Significant
temporal changes were highlighted (orange circles).
38
Cluster dendrogram
H
e
ig
h
t
Groups: 14 12 5 8 10 1a 2 6 3 9 4 13 11 71b
Figure 3.7: Dendrogram of epigenomic clusters. The hierarchical tree
represents the relative distances between the clusters. Each leaf is an epigenomic
cluster (cluster number shown below each leaf). Cutting the dendrogram at the
height of 30, 14 groups were formed. Each group contained several clusters with
similar spatiotemporal epigenomic patterns. Group 1a and Group 1b are the two
main branches of Group 1. The input size of genomic segments for GATE
clustering was 200 nt.
3.4.4 Spatiotemporal epigenomic clusters are predictive of
transposons, bidirectional promoters, miRNA
promoters, and piRNAs
The spatiotemporal epigenomic clusters did not only predict usual genomic
features such as enhancers, promoters, and gene bodies, unexpectedly, these
clusters were also capable of predicting genomic features including repeats,
bidirectional promoters [68, 69], microRNA (miRNA) promoters [70], and
PIWI RNAs (piRNA) [71].
Two groups (Groups 13 and 14) exhibited unfamiliar epigenomic charac-
teristics, including high H3K36me3 in parallel with high H3K27me3. These
clusters did not locate in gene bodies or promoters (Figure 3.8). They
contained the highest proportions of repeats among all 55 clusters (p-value
= 5.45× 10−37, Fishers exact test, “Repeats” column, Figure 3.6B). ncRNA
expression showed that Groups 13 and 14 corresponded to transcribed and si-
lenced repeat sequences (ncRNA, Figure 3.6B). These data suggest a distinct
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Figure 3.8: Genomic locations of epigenomic clusters. The relative location of
every genomic segment with respect to the nearest gene was categorized
(columns). These relative locations were summarized for each cluster (row). The
relative abundance of each cluster (row) in each location category (column) is
quantified by fold enrichment. The fold enrichments are shown in a green-red
heatmap. The order of groups and clusters (rows) is the same as in Figure 3.6.
Vertical color bars on the left indicate an unsupervised assignment of genomic
features to the clusters.
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spatiotemporal epigenomic signature for repeats and transposons.
Bidirectional promoters were strongly enriched in Group 8 (Clusters 19,
12, 48) (p-value = 3.9× 10−290, Figure 3.9A). A simple but powerful classi-
fier for identifying bidirectional promoters can be built based on the clusters.
Based on whether a genomic segment belongs to Cluster 19, one can reach
80% sensitivity with a specificity of 99.6% (Figure 3.9D). Besides bidirec-
tional promoters, miRNA promoters were also enriched in specific clusters,
including Cluster 28 (p-value = 6.96× 10−28, Fishers exact test) and Cluster
52 (p-value = 1.51×10−11, Fishers exact test), (Figure 3.10A). Thus, through
unsupervised clustering, GATE revealed distinct spatiotemporal epigenomic
patterns in several specific types of promoters.
PiRNAs and PIWI proteins were discovered in germ cells [71] and were
thought to be silenced in ES cells. Unexpectedly, piRNAs were specifically
enriched in Cluster 11 (p-value = 3.08×10−16, Fishers exact test) and Cluster
28 (p-value = 2.05×10−6, Fishers exact test) (Figure 3.10B). As a control, in
Cluster 11 where piRNA was strongly enriched (9.53-fold more enriched than
expected), miRNAs were depleted (0.89-fold less than expected). Thus piR-
NAs and miRNAs had different temporal epigenomic characteristics. These
data suggest that even though piRNAs were produced and functional in germ
cells, specific epigenomic patterns were formed on piRNA genes much earlier
than germ cell development. PiRNA genes may be epigenetically prepared
for activation in ES cells.
The distinct epigenomic characteristics in ES cells opened the possibil-
ity that a subset of piRNAs is produced in ES cells. Indeed, a cluster of
piRNA genes (piRNA cluster) on Chromosome 5 was clearly expressed (Fig-
ure 3.10C). Moreover, the expression of this piRNA cluster was specifically
induced in undifferentiated ES cells (Days 0, 4, 6, Figure 3.10C). As a control,
Sgsm1, the neighboring gene to this piRNA cluster, showed a slight increase
in expression during differentiation (Figure 3.10C). Even more strikingly,
Piwil2 (a.k.a. Mili), a mouse orthologue of the drosophila PIWI gene, is
expressed in ES cells, and its expression decreased below a detectable level 4
days after differentiation (Figure 3.10D). The consistent inductions of piR-
NAs and the Piwil2 gene in undifferentiated ES cells further entertained the
hypothesis that some piRNAs were produced not only in germ cells.
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Figure 3.9: Predicting genomic features. (A) Distribution of bidirectional
promoters in the 55 epigenomic clusters. Fold enrichment: the ratio between the
percentage of bidirectional promoters in a cluster and the average percentage of
all clusters. *: p-value < 10−60 . **: p-value < 10−90. (B-D) Accuracies of
predicting genomic features as measured by receiver operating characteristic
(ROC) curves. AUC: area under the curve. Promoters were predicted by Groups
1b, 5, 8, and 12 (p-value < 2.2× 10−16, Wilcoxon test). Gene bodies were
predicted by Groups 1a, 4, 10, and 11 (p-value < 2.2× 10−16). Bidirectional
promoters were predicted by Cluster 19 (p-value < 2.2× 10−16). Inserts: details
of the high specificity regions. (E) A predicted bidirectional promoter and a
regular promoter. Along a fraction of Chromosome 11, each genomic segment is
colored by the cluster it belonged to. The stretch of DNA belonging to Cluster
19 (yellow) corresponded to a bidirectional promoter.
3.4.5 Recurrent themes of epigenomic and transcriptome
changes
Recurrent themes appeared in the majority of the spatiotemporal clusters.
These recurring patterns may represent basic properties of temporal gene
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regulation by the epigenome.
First, combinatorial epigenomic changes are prevalent. In every case except
one, we observed combinatorial changes of 3 to 7 epigenomic modifications.
Furthermore, different genomic features (promoters, enhancers, genes, and
repeats) have different combinations of temporal changes.
Second, combinatorial patterns of epigenomic changes are predictive of
gene expression changes (temporal axis, Figure 3.1). While gene expression
data were not used in clustering epigenomic data, the epigenomic clusters
clearly distinguish gene groups with different temporal expression changes
(Figure 3.6). Third, almost all combinatorial epigenomic changes correspond
with changes in ncRNA expression levels. The direction of ncRNA expres-
sion changes was not associated with the changes in any single epigenomic
modification but was strongly predictable by combinatorial changes (Figure
3.11).
Fourth, epigenomic changes in enhancers instead of promoters are indica-
tive of mRNA expression changes. This reconciles previous observations that
temporal epigenomic changes were poorly correlated with gene expression
changes during cell differentiation [72] by reproducing such results in pro-
moter regions with more epigenomic modifications; but also it points out the
importance of epigenomic changes in enhancers. Consistently, human ChIP-
chip analysis showed enhancer associated modifications including H3K27ac
and H3K4me1 had greater dynamic changes than other modifications during
ES cell differentiation [16].
Fifth, all assayed modifications except H3K36me3 have robust temporal
changes in multiple genomic features (promoters, enhancers, gene bodies,
and repeats). The robust and recurrent temporal changes appeared not only
in genomic regions where the epigenomic modifications were abundant, but
also in genomic regions where the modification levels were low. Previously,
H3K4me1 was associated with enhancers and H3K4me3 and H2A.Z were as-
sociated with promoters due to their abundance in these regions. However,
H3K4me1 showed reliable changes not only in enhancers, but also in promot-
ers and gene bodies where its modification level was low. Similarly, H3K4me3
(Group 7) and H2A.Z (Group 9) showed reliable changes in enhancers. These
data may suggest regulatory functions of epigenomic modifications in previ-
ously ignored genomic regions.
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Figure 3.10: Distribution of miRNA promoters and piRNA genes in GATE
clusters. Fold enrichment: the ratio between the percentage of miRNA promoters
(A) or piRNA genes (B) in a cluster and the average percentage of all clusters. *:
p-value < 10−5 . **: p-value < 10−15. (C) An piRNA gene cluster on
Chromosome 5. Cluster 11 genomic segments are enriched in this piRNA gene
cluster. This piRNA gene cluster is expressed in ES cells (RNA-seq Day 0), but
is not expressed after differentiation (Day 4, Day 6). The nearby gene, Sgsm1,
shows a relatively constant expression. (D) Expression of PIWI protein genes
Piwil2 (Lane a), Piwil1 (Lane b), Piwil4 (Lanes c-f) in ES cells and during
differentiation. FPKM: fragments per kilobase of exon per million fragments
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Figure 3.11: A model for combinatorial epigenomic changes and gene
expression. One to several combinatorial patterns (columns) were identified on
each genomic feature. The model-learned intensity levels for each epigenomic
mark (Input rows) in the undifferentiated state and the differentiated state were
color-coded, and the directions of change were marked by arrows. The
corresponding temporal changes of mRNA and ncRNA expression were
color-coded in a green-to-red scale (Output rows).
3.4.6 Temporal changes of H3K4me2, non-CpG methylation,
and H2A.Z are predictive of DNA hydroxymethylation
It remains unknown what guides TET enzymes to specific parts of the genome
to convert 5-mC to 5-hmC. To explore the upstream signals that might spec-
ify where in the genome 5-mC should be converted to 5-hmC, we asked if
there were any epigenomic modifications that correlate with 5-hmC in terms
of temporal changes. Across all 55 epigenomic clusters, the temporal changes
of 5-hmC were on average most correlated with H3K4me2, unmethylated
CpG (uCpG, measured by MRE-seq), H3K4me1, and H2A.Z (Figure 3.6).
Next, we checked the temporal correlations between 5-hmC and every other
assayed epigenomic mark on every genomic segment (200 nt window). On
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78.1% of the genomic segments the temporal correlations between 5-hmC and
H3K4me2 were larger than 0.8 (p-value< 10−300, Figure 3.12B). Strong tem-
poral correlations between 5-hmC and uCpG, 5-hmC and H4K4me1, and 5-
hmC and H2A.Z were also observed (Figure 3.12E,F). In contrast, H3K4me3
and H3K36me3 did not show large temporal correlations with 5-hmC. Cate-
gorizing genomic segments by their clusters, promoter segments showed the
strongest temporal correlations between 5-hmC and H3K4me2, uCpG, and
H2A.Z (figure 3.12). These data indicate strong associations between the
di- and mono- methylation of H3K4 and hydroxymethylation of nearby cy-
tosines. The exchange of histone variants H2A and H2A.Z may also associate
with 5-hmC synthesis.
The temporal changes of unmethylated CpG (uCpG) and 5-hmC were
strongly correlated (Figure 3.12K). Two scenarios can fit this data. First,
the uCpG was generated by a cytosine demethylation preprocess that involves
the conversion of 5-mC to 5-hmC [73]. In other words, the same cytosine is
converted from 5-mC into 5-hmC and then into C (same cytosine hypothesis).
Alternatively, uCpG signals TET enzymes to the genomic neighborhood to
convert neighboring 5-mC into 5-hmC (neighbor hypothesis). If the same
cytosine hypothesis is true, we would predict that 5-mC and 5-hmC are anti-
correlated during ES cell differentiation. However, temporal changes of 5-mC
did not anti-correlate with 5-hmC changes (Figure 3.12M). More genome
segments had the same direction of 5-mC changes and 5-hmC changes than
expected at random (Dashed line, Figure 3.12M, p-value< 10−200). These
data are inconsistent with the same cytosine hypothesis. Conversely, TET1
contains a Znf CXXC domain that interacts with uCpG, which is in line with
the neighbor hypothesis.
We then explored the roles of non-CpG methylation (mCpH). mCpH was
reported in oocytes without known functions [74]. These mCpHs were pre-
sumably due to high levels of de novo methylation enzymes DNMT3a/b in
oocytes [75]. The simultaneous increase of 5-mC and decrease of CpG methy-
lation in the same promoters (Figure 3.11) suggest de novo non-CpG methy-
lation. This is consistent with the increased expression levels of DMNT3b
during guided differentiation of ES cells towards mesendoderm cells (Figure
3.12N). Temporal changes of mCpH were strongly correlated with 5-hmC
changes (Figure 3.12D), suggesting the genomic segments undergoing non-
CpG methylation were also experiencing hydroxymethylation. Complemen-
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tary to these data, 5-hmC level was most enriched in low CpG regions in ES
cells [76]. In summary, temporal changes of H3K4me1/2, mCpH, and H2A.Z
are predictive of 5-hmC changes throughout the mouse genome. These tem-
poral correlations do not provide any causal information, but they may help
to prioritize some hypotheses for future biochemical analyses of 5-hmC path-
ways.
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Figure 3.12: Temporal correlations between 5-hmC and other epigenomic
marks. (A) Distribution of Pearson correlation coefficients between 5-hmC and
the expression of nearby genes (the nearest gene within 100,000 bp for each
segment). (B-L) Distribution of Pearson correlation coefficients between 5-hmC
and other epigenomic marks. The distributions were separately calculated for
genomic segments in promoter (red), enhancer (green), and gene body clusters
(blue). A background distribution was derived by permuting the data from the
three time points (dotted line). (M) The calculation procedure for the
distributions in Panels A-L. First, on every genomic segment, a correlation was
calculated between two marks using their intensities on three time points.
Second, the correlations on all genomic segments were summarized into a
histogram. (N) Expression levels of DNA methylation enzyme genes Dmnt3a
(different transcript isoforms in Lanes a-b) and Dmnt3b (Lanes c-n). Several
Dmnt3b transcripts showed increased expression during differentiation.
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3.4.7 Epigenomic states correlate with transcription networks
The GATE model infers epigenomic states of every genomic segment as un-
differentiated (U) or differentiated (D), indicating when a genomic segment
may change its regulatory functions. Thus, the GATE model provides a
genome-wide view of the locations of regulatory sequences as well as their
time of activation. Such information may help to clarify the transcription
network [16]. To explore this potential, we did a case study for three mesendo-
derm genes: Fgf8, Sox17, and Foxa2. A set of Group 3 enhancers were
found in the introns and 3 intergenic regions of Fgf8 (yellow boxes, Fig-
ure 3.13A). These enhancers were predicted to shift from inactive to active
epigenomic states (U → D). Transcription factor binding sites (TFBS) of
GSC and IRF-1 appeared in these enhancers (Figure 3.13B,C). Both GSC
and IRF-1 are key regulators of mesendoderm differentiation [61, 77]. An
isolated enhancer was identified around 50,000 nt upstream to the Sox17
gene (Figure 3.13D). Another enhancer was found around 7,000 nt upstream
to the Foxa2 gene (Figure 3.13E). Using epigenomic data, GATE suggested
that both the Sox17 enhancer and the Foxa2 enhancers shifted from inactive
to active states (Figure 3.6, Group 3), which was in line with the increased
expression of these genes (FPKM, Figure 3.13D, E). A strong FOXA2 TFBS
appeared in the Sox17 enhancer, and a strong SOX17 TFBS appeared in a
Foxa2 enhancer. These data suggest a positive feedback loop between Sox17
and Foxa2. Coincidently, a peak in a FOXA2 ChIP-seq experiment in mouse
liver (GEO accession number: GSM427089 [78]) co-localized with the GATE
predicted Sox17 enhancer (data not shown). This is the strongest peak (p-
value < 10−6) in the 70,000 nt sequence neighborhood of the Sox17 gene.
Moreover, the predicted FOXA2 TFBS appeared at the center of this peak
(Figure 3.13D). Reversely, when Sox17 expression was induced in mouse ES
cells, a strong peak (fold change = 8.1, p-value < 2.5×10−7) of SOX17 ChIP-
chip (GEO accession number: GSM470844 [79]) appeared 7,000 nt upstream
to the Foxa2 gene, co-localizing with the GATE predicted Foxa2 enhancer
(data not shown). Moreover, the predicted SOX17 TFBS located precisely
at the center of this peak (Figure 3.13E). These ChIP-seq/chip data rein-
forced the GATE predicted feedback loop. This feedback loop can stabilize
the activation of two master transcription factors, and thus may be essential
for mesendoderm differentiation.
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Figure 3.13: Predicted mesendoderm enhancers harbor transcription factor
binding sites. Epigenomic clusters near the Fgf8 (A), Sox17 (D), and Foxa2 (E)
genes. Genomic segments (colored bars) were marked by their cluster numbers
on the left. Their variable widths indicate their activity states. A
left-thin-right-fat bar indicates a change of the activity states. A strong GSC
motif (B) and a strong IRF-1 motif (C) appeared in predicted enhancer segments
in the 3 and the intron of Fgf8 gene. Both predicted enhancers showed changes
of activities during the differentiation (left-thin-right-fat). A strong FOXA2
motif appeared in a predicted enhancer 50,000bp upstream to the Sox17 gene
(D). In turn, a strong SOX17 motif appeared in a predicted Foxa2 enhancer (E).
FPKM: fragments per kilobase of exon per million fragments mapped.
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3.5 Discussion
Previous computational methods primarily utilized spatial information of
epigenomic marks to predict chromatin states. For example, an HMM model
was developed to annotate genomic sequences by co-localization of multi-
ple epigenomic marks [46]. GATE connects with the Ernst-Kellis model in
that with only one time point, GATE degenerates into a zero-order HMM.
Unlike the Ernst-Kellis model, though, GATE added an extra dimension of
temporal epigenomic changes while maintaining the prediction accuracy. The
unsupervised nature of GATE also makes it capable of predicting the genomic
features that were not included in a training process. In the ES cell differen-
tiation process, GATE predicted bidirectional promoters, miRNA promoters,
and piRNA genes with high accuracies.
Temporal information is as important as spatial information in studying
epigenomic functions. A case in point is that although TET was known
to interact with trithorax homolog MLL [49], the MLL targets H3K4me1/2
were not pursued as a major clue for guiding TETs to specific genomic re-
gions. This was probably due to the lack of a very strong spatial correlation
between H3K4me1/2 and 5-hmC in any studied cell types. Indeed, 5-hmC
was enriched not only in enhancers where H3K4me1/2 levels were high, but
also in promoters [76], CTCF binding sites [76], and gene bodies [80] where
H3K4me1/2 levels were not necessarily high. However, temporal correlations
between H3K4me1/2 and 5-hmC were particularly strong, in that more than
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People questioned uCpGs capability to attract TET1 [81], despite that
TET1 contains a zinc finger CXXC domain that can bind uCpG [49]. Indeed,
no genome-wide mapping has showed strong overlaps of 5-hmC and uCpG.
Furthermore, the information content of CpG is small, making it hard to be-
lieve that such a weak sequence signal can confer specificity to guide TET1.
In this study, we reported striking temporal correlations of 5-hmC and uCpG
throughout the genome, highlighting the necessity of analyzing epigenome
dynamics and providing genome-wide data to support the role of uCpG in
guiding TET1. TET1s interacting partner MLL contains a zinc finger CXXC
domain as well. Theoretically, the MLL-TET1-uCpGs three way interaction
can be a lot more stable than a two way interaction of a protein and its DNA
recognition site [82]. This MLL-TET1-uCpGs interaction is reinforced by
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MLLs roles to methylate H3K4 and interact with methylated H3K4. These
analyses provide a model that uCpGs guide TET1 to specific genomic loca-
tions by initiating self-reinforcing uCpGs-MLL-H3K4me1/2-TET1 interac-
tions.
It remains controversial whether 5-hmC predominantly exists in the CpG
context. Stand bias analysis suggested presence of 5-hmC on CpH in ES
cells [52]. However, this result was not supported by single-base resolution
mapping of 5-hmC [76]. We observed positive temporal correlations of mCpH
and 5-hmC in multiple genomic regions. Two scenarios fit this observation.
First, 5-hmC existed on CpH; alternatively, the temporal changes of mCpH
were associated with 5-hmC changes in nearby CpGs. In promoters, uCpG
levels measured by MRE-seq often increased as 5-hmC levels increased, which
suggests that at least a subset of the newly converted 5-hmC in promoters
were on CpHs. These results suggest perhaps examining differentiated ES
cells may resolve the controversy of the presence of 5-hmC on CpHs.
Most of the epigenomic marks (all assayed except H3K36me3) showed ro-
bust temporal changes in multiple genomic features, including promoters,
enhancers, gene bodies, and repeats. This recurring theme can have large
implications for studying gene regulation. In the canonical view, certain mod-
ifications are indicative of certain genomic features; for example, H3K27ac
and H3K4me1 are enhancer marks and H3K4me1 is a promoter mark. This
canonical view was built on the observation that these modifications were a
lot more abundant in certain genomic features than others. This view made
it tempting to ignore the regulatory roles of modification in places where
it is not abundant. However, the robust temporal changes of many modi-
fications in their non-canonical (low-abundance) regions, such as H3K27ac
in gene bodies, H3K4me1 in gene bodies and promoters, and H3K4me3 in
gene bodies and enhancers, indicate that they can play regulatory roles in
more genomic features than in the canonical view. Future experiments are
needed to test this hypothesis. Consistent with this new view, the tempo-
ral epigenomic changes in low-abundance regions were sometimes correlated
with mRNA or ncRNA expression changes (Figure 3.6 and Figure 3.11).
Another dilemma in the epigenomic field is as follows. On the one hand,
epigenomic changes are essential to organismal development, supported by
the fact that different cell types exhibit clearly different epigenomic patterns
[14, 83]. Thus, the epigenome is expected to regulate gene expression during
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development and differentiation [16]. However, on the other hand, temporal
epigenomic changes during cell differentiation were reported to not corre-
late with gene expression changes [72]. Our method and data allow us to
investigate this dilemma from a new perspective.
From the methodological perspective, GATE provides two advantages.
First, the unsupervised clustering summarizes the combinatorial changes of
multiple epigenomic marks. Previously, one had to compare gene expres-
sion changes with every epigenomic mark one-by-one, resulting in inconclu-
sive or even conflicting results. This was because the association between
gene expression and an epigenomic mark may be confounded by other epige-
nomic marks. GATE enables us to correlate gene expression changes with the
combinatorial changes of multiple epigenomic marks. Second, GATE makes
unsynchronized changes in different parts of the genome comparable. This
enables us to effectively pull information together from different genomic
segments with similar but unsynchronized temporal changes.
Consistent with the previous erythroid differentiation study [72], temporal
epigenomic changes did not correlate with gene expression changes in sev-
eral GATE clusters. These clusters were all in promoters (Groups 5, 8, 12,
Figure 3.6). However, temporal epigenomic changes in enhancer-associated
clusters were clearly correlated with gene expression changes. In particular,
changes in DNA methylation alone were associated with ncRNA expression
change (Group 6); changes that involve different combinations of DNA and
histone modifications were associated with both mRNA and ncRNA changes
in different directions (Groups 3, 7, 9, Figure 3.6); changes in modifications
on repeats were predictive of repeat expression (Groups 13, 14). Includ-
ing non-uniquely-mapped reads into the analysis may impact the results
on repeat regions. These data suggest that the epigenome mediated gene
regulation during cell differentiation, although clear in enhancers, may not
be discernible in promoters, thus helping to resolve the hitherto mentioned
dilemma.
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CHAPTER 4
RNA-HIC-TOOLS: A BIOINFORMATICS
PIPELINE FOR ANALYSIS OF RNA HI-C
DATA ON HIGH-THROUGHPUT
MAPPING OF RNA-RNA INTERACTOME
4.1 Introduction
A large number of RNAs exhibited regulatory roles by interacting with other
RNAs. Such interactions were often mediated by RNA binding proteins [84],
including Argonaute proteins [85], PUM2, QKI [26], snoRNP proteins [86]
and others. Despite powerful technological innovations, including the PAR-
CLIP [26], HITS-CLIP [27], and CLASH [28, 29], it remains a formidable
challenge to map nearly the entire protein-assisted RNA-RNA interactome.
PAR-CLIP and HITS-CLIP analyzes one RNA-binding protein at a time
and requires protein-specific antibodies. Even though two RNAs showed up
in HITS-CLIP or PAR-CLIP, they could have attached to different copies of
the same protein, for example Argonaute protein, in the same cell or even
in different cells. CLASH utilizes ectopic expression of Argonaute protein
and is therefore restricted to analyze miRNA interactions in transformed cell
lines.
The colleagues in our lab developed the RNA Hi-C experimental proce-
dure to analyze all protein-assisted RNA-RNA interactions in vivo. This
procedure crosslinks RNAs with their bound proteins, and ligates the RNAs
co-bound by the same protein into a chimeric RNA. The chimeric RNA is
interspersed by a predesigned biotinylated RNA linker, in the form of RNA1-
linker-RNA2. These linker-containing chimeric RNAs are selected by strep-
tavidin and then subjected to pair-end sequencing (Figure 4.1). Thus, each
non-redundant read-pair sequence provides a piece of evidence to a physical
molecular interaction.
The RNA Hi-C method offers several advantages for mapping RNA-RNA
interactions. First, the one-to-one pairing information of interacting RNAs is
experimentally captured. Second, by using the biotinylated linker as a selec-
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tion marker, it avoids antibody based selections of specific proteins, allowing
for an as unbiased mapping of the entire RNA interactome as possible. Third,
the RNA ligation is done in a dilute condition which minimizes the chances
of ligating random RNAs that happened to be proximal in space. Fourth, the
predesigned RNA linker provides a clear boundary to split any sequencing
read that spans across the ligation spot, thus avoids ambiguities in mapping
the sequencing reads. Fifth, RNA Hi-C directly analyzes the endogenous
cellular condition without introducing any exogenous nucleotides [26, 87] or
proteins [28] before crosslinking. Sixth, potential PCR amplification biases
were removed by attaching a random 6nt barcode to every chimeric RNA
before PCR amplification; the overlapping sequencing reads with identical
barcodes are counted only once [27, 88, 89].
We created a suite of bioinformatic tools, dubbed RNA-HiC-tools, to an-
alyze and visualize RNA Hi-C data (http://systemsbio.ucsd.edu/RNA-Hi-
C). This software package automated all the analysis steps, starting from
handling raw sequencing reads and ending at several visualization capabili-
ties. Its analysis modules included removing PCR duplicates, splitting mul-
tiplexed samples, identifying the linker sequence, splitting junction reads,
calling interacting RNAs, statistical assessments, categorizing RNA interac-
tion types, and RNA structure analysis. The visualization modules enabled
global and local views of the identified interactions between RNAs or prox-
imal sites within an RNA (ToolManual: http://systemsbio.ucsd.edu/RNA-
Hi-C/ sources/RNA-Hi-C-tool-ToolManual.pdf).
4.2 Experimental design for RNA Hi-C technology
The RNA Hi-C technology to identify RNA-RNA interactome contains the
following main steps (Figure 4.1). Cells are cross-linked, causing the interact-
ing RNAs mediated by a RNA binding protein to be covalently linked to this
protein. RNAs are then fragmentized with RNase I and the cysteine residues
on proteins are biotinylated. The proteins including protein-RNA complexes
are immobilized on streptavidin beads. The 5’ end of the RNA is then ligated
with a biotin-tagged RNA linker (24nt) to facilitate subsequent selective pu-
rification of chimeric RNAs. Next, proximity-based ligation is carried out on
beads under dilute conditions that favor ligations between cross-linked RNA
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fragments. Protein-RNA complex is then eluted from streptavidin beads
and RNAs are recovered by digesting the bound protein. Eluted RNAs are
subjected to rigorous DNase treatment to eliminate DNA contamination.
Purified RNAs are then hybridized with a DNA probe that is complemen-
tary to the 24nt RNA linker, and treated with T7 exonuclease to remove the
non-ligated biotinylated RNA linkers. As a result, mainly the successfully
ligated chimeric RNAs contain a biotin-tagged linker at the junction. This
chimeric RNA library is fragmented again to an average of 150 nucleotides,
and the ligation junctions will be pulled-down with streptavidin-coated mag-
netic beads. The end product is a library of 150nt chimeric RNAs. This
library is enriched with chimeras of in the form of R1-linker-R2, where R1
and R2 are fragments of interacting RNAs. This library is converted into
cDNAs and sequenced with paired-end next-generation sequencing.
Figure 4.1: RNA Hi-C technology to map genome-wide RNA-RNA
interactions. The major experimental steps: 1. crosslinking RNAs to proteins, 2.
RNA fragmentation and protein biotinylation, 3. immobilization, 4. ligation of a
biotinylated RNA linker, 5. proximity ligation under an extremely dilute
condition, 6. RNA purification and reverse transcription, 7. biotin pull-down. 8.
construction of sequencing library.
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4.3 Computational methods of RNA-HiC-tools
4.3.1 Computational pipeline for RNA Hi-C data
RNA-HiC-tools is a package of command-line tools for analyses of RNA Hi-C
data. It is written in Python and R and is version controlled by GitHub.
The full documentation is at http://systemsbio.ucsd.edu/RNA-Hi-C. The
pipeline takes raw pair-end sequencing reads from a mixture of different sam-
ples as input. Each input read pair contains a 4-nt sample barcode together
with a 6-nt random barcode at the 5’ end of read1 (Figure 4.2A). The se-
quences of 4-nt sample barcodes for multiplexed sequencing and the sequence
of RNA linker (purple lines in Figure 4.2C) are also necessary for the com-
putational pipeline. The main outputs include: 1. a parsed cDNA library,
including the list of chimeric cDNAs in the form of “RNA1-Linker-RNA2”
(Figure 4.2C), 2. the genomic locations of RNA1 and RNA2 of every chimeric
cDNA (Figure 4.2D), 3. interacting RNA pairs inferred from statistical en-
richment of chimeric cDNAs (Figure 4.2E).
The pipeline contains following major computational steps.
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Figure 4.2: Computational pipeline for analysis of RNA Hi-C data. From the
raw input paired-end sequencing reads, PCR duplicates were first removed (Step
1, panel A. ‘N’: random barcode; ‘B’: sample barcode), and then multiplexed
samples were separated based on the 4-nt sample barcodes (Step 2, panel A).
Later, the cDNA sequences between two illumina sequencing adapters (P5 and
P7) were reconstructed based on the sequences of read1 and read2 (Step 3, panel
B). Then, with the reconstructed cDNA fragments and the pre-designed linker
sequence, different fragment forms could be categorized (“BarcodeOnly”,
“RNA1-RNA2”, “single RNA”, “LinkerOnly”, “RNA1-linker”, “linker-RNA2”
and “RNA1-Linker-RNA2”) and the desired “RNA1-linker-RNA2” form could be
selected (Step 4, panel C). After that, we split RNA1/RNA2 from chimeric
fragments and mapped them back to the genome. Only pairs with both RNA1
and RNA2 mappable were selected (Step 5, panel D). Finally, with all mappable
chimeric fragments, strong RNA-RNA interactions could be identified based on a
hypergeometric test together with their interaction sites (Step 6, panel E).
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Removing PCR duplicates
High-throughput sequencing of cDNA libraries prepared in this study was
performed on an Illumina HiSeq 2500 (run length 100 nt). The cDNA li-
braries contain a 4-nt sample barcode plus a 6-nt random barcode at 5’ end of
read1, which allows multiplexing and the removal of PCR amplicons, respec-
tively. A read pair is classified as a PCR duplicate of another read pair and is
therefore discarded if the two read pairs had identical sequences at both read
ends and contained identical barcodes (10nt). The tool ‘remove dup PE.py’
provides this function, and generates a fastq/fasta file containing the non-
duplicated reads, and reports the number of duplicates been removed.
Assigning multiplexed sequencing reads into corresponding
experimental samples
The tool ‘split library pairend.py’ assigns each pair-end read into a sample
by matching the sample barcode in each read with those in the list of sample
barcodes (a user input text file), generates a fastq/fasta file for the reads
assigned to each sample, as well as a fastq/fasta file for the unassigned reads.
We local-aligned the 4-nt sample barcodes against the forward-end of each
sequenced pairs while allowing one either mismatches or indels. In doing so,
we allowed skipping 3 or 4 nucleotides in the forward end up until we found
the matching.
Recovering the cDNAs in the sequencing library
This step identifies the overlapping regions of the two ends of every read pair,
if any. It also recovers the entire sequences of the cDNAs in the sequencing
library, whenever possible. The cDNA fragments are defined as the cDNA
sequences between two illumina sequencing adapters P5 and P7 within the
library (Figure 4.2B).
1. If an overlap existed, this read pair was sequenced from a cDNA be-
tween 100bp and 200bp (not counting the lengths of P5 and P7) (Type
2, Figure 4.3). In this case the entire sequence of the cDNA was com-
pletely covered by concatenating the forward read (Read1) with the
non-overlapping region of the reverse read (Read2).
59
(a) If the cDNA was shorter than 100bp, we verified the presence of
the P5 and the P7 primers at the two ends of the cDNA (Type
1 Figure 4.3). The ones did not contain P5 or P7 were discarded
(Type 4).
2. Without an overlap, the read pair was sequenced from a cDNA longer
than 200bp, whose sequence only be partially recovered (Type 3, Figure
4.3).
This function is achieved by ‘recoverFragment.py’, which uses local alignment
to identify the overlapping regions. When the overlap was small (15bp or
less) compared to read length (100bp on each end), local alignment could be
insensitive. To overcome this insensitivity, recoverFragment.py collects the
read pairs without identifiable overlaps after the first alignment (ALIGN1,
Figure S-RECOV), truncates each read into one third of its length (retaining
33bp at the 3’ end of each read), and repeats local alignment (ALIGN4).
The presence of P5 and P7 sequences at the end of two reads for Type 1
fragments are determined by (ALIGN2-3).
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Figure 4.3: Workflow for reconstructing fragments. Local alignments could help
us to identify the overlap between two read ends within a pair and reconstruct
the whole chimeric fragments if the lengths of the fragments are less than twice
the length of each end. we could also determine whether the fragments were
longer than twice the sizes of each end. We used results of four different local
alignments(ALIGN1-4) to reconstruct the fragments and assign them into
different types. Each alignment was expressed as “local-align (seq1,seq2)
{M,m,o,e}”. Here ‘seq1’ and ‘seq2’ were two input sequences and ‘M’, ‘m’, ‘o’, ‘e’
were score parameters for match, mismatch, open-gap and extend-gap penalties.
The output of each alignment ‘X’ were the alignment score (ScoreX), the
beginning and end points of alignment in first sequence (BeginPos1 X,
EndPos1 X) and second sequence (BeginPos2 X, EndPos2 X). Type1 fragments
were the original cDNA fragments with length less than 100bp. Type2 were the
original fragments with lengths from 100bp to 200bp. Type3 were the fragments
with lengths larger than 200bp. Type4 contained complete overlapping read-ends,
which indicated that the original cDNA fragments should be shorter than 100bp.
However, the P5 and P7 sequences were not observed in Type4 fragments.
Parsing the chimeric cDNAs
The next step in our analysis pipeline is to locate the position of the linker in
the reconstructed fragments and for any true chimeric transcripts with the
linker inserted in the middle of the fragments, split them into 2 interacting
parts. In order to achieve that, we local-aligned the linker sequence against
the whole fragments. Based on whether we could find the linker and where
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the linker was in the fragment, we divided the fragments into six categories
(Figure 4.2C):
1. Fragments without RNA linker
(a) BarcodeOnly: These fragments contained only the 6-nt random
barcode and the sample barcode. These fragments were contami-
nating RT primers. Since the RT primers contained every features
that could allow them to be converted into cDNA library, ineffec-
tive removal of them during the size selection by gel purification
step would lead to these fragments presenting in the sequencing
reads.
(b) Single RNA and RNA1-RNA2: Although there was cDNA in-
sert, the linker was not present. These fragments were either
from linker-absent fragments binding non-specifically to strepta-
vidin beads at the streptavidin-biotin pulldown step or truncated
fragments that were produced due to the stopping of Reverse Tran-
scriptase at the crosslinking sites before it could reach the linker
in the middle.
2. Fragments with RNA linker
(a) RNA1-Linker-RNA2: These were from desirable chimeric RNAs
that had the linker in the middle of the fragments.
(b) linker-RNA2: These were fragments from the RNAs that had the
linker ligated to the 5’-end, the step before proximity ligation.
However, these linker-containing RNAs failed to be proximity-
ligated to generate chimeric RNA transcripts. Although these
fragments were undesirable and we tried to remove them by T7
Exonuclease. However, the efficiency of the purification step was
still low. Therefore, a lot of these fragments were observed in the
sequencing reads.
(c) RNA1-linker: These were fragments from the RNAs that had the
linker ligated to the 3’-end. The RNA linker didn’t have the 5’
Phosphate group, so theoretically, it shouldn’t be ligated to the
3’ end of RNAs. However, a trace amount of contaminating T4
PNK, which phosphorylated the 5’-end of all nucleic acids, added
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a 5’-Phosphate to the linker and allowed them to be ligated to the
3’-end of RNAs as well. Another side-effect of these 5’-phosphate
linkers was that they could concatenate and form sequences with
many copies of the linkers.
(d) LinkerOnly: Since the linker contained the biotin group, they were
also pulled downed by streptavidin. So if they were not effectively
removed by size selection or they formed sequences of many copies
concatenated together as explained above, they would be present
in the sequencing reads as well.
We focused our analysis on the “RNA1-Linker-RNA2” class and split the
fragments into two interacting parts (RNA1 and RNA2) that flank the linker.
For fragments that were longer than 200bp, we were not able to recover them
so most of them would be considered as “RNA1-Linker-RNA2” configuration
if both of the two read-ends were still longer than 15bp (otherwise could be
difficult for mapping) after trimming off the potential linker sequences at
each end (Figure 4.2C, right panel).
Mapping to the genome
Hereafter, all analyses were based on the “RNA1-Linker-RNA2” type of read
pairs. First, any cDNA containing less than 15bp on either the RNA1 or
RNA2 side of linker was discarded, because it is unlikely to uniquely map a
15bp or less sequence to the genome in the mapping step. The two RNA frag-
ments on each side of the linker (RNA1 and RNA2) were separately mapped
to the mouse genome mm9/NCBI37 using Bowtie version 0.12.7. This step
was implemented in ‘Stitch-seq Aligner.py’. We allowed one mismatch in the
first 15 base pairs of the read and the maximum permitted total of quality
values at all mismatched read positions throughout the entire alignment to
be 200 (Bowtie parameters -best -n 1 -l 15 -e 200 -p 9 -S). We also pro-
vided options to map using Bowtie2 and only select unique aligned reads.
For Bowtie2 option, we utilized “–sensitive-local” mode with parameter set
“-D 15 -R 2 -N 0 -L 20 -i S,1,0.75”. Bowtie2 follows “Multiseed alignment”
strategy, and this mode uses seed lengths of 20bp, with no mismatch permit-
ted per seed and interval between seeds as 1 + 0.75 ×√100 = 8.5 ≈ 9bp. it
also allows up to 15 consecutive seed extension attempt and up to 2 times of
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“re-seeding”. Since Bowtie2 didn’t give us significant gains on mapping rate,
we decided to keep on Bowtie for our current four samples. Only “RNA1-
Linker-RNA2” chimeric fragments with both RNA1 and RNA2 mapped into
genome were selected for following analyses.
Identifying interacting RNA pairs
The locations of RNA genes were retrieved from Ensembl (release 67, mouse
NCBIM37), including the genes of mRNAs, lincRNAs, rRNAs, snRNAs,
snoRNAs, miRNAs, misc RNAs, tRNAs, and transposons. The different
genomic copies of the same transposon were considered as different genes in
this analysis. The number of uniquely aligned reads (from either RNA1 or
RNA2 of the RNA1-Linker-RNA2 type) was counted on every gene. Any
gene with a read count smaller than 5 was filtered out. Next, the associa-
tion between any two genes were tested with Fisher’s exact test. The null
hypothesis was that gene A and gene B independently contributed to the
sequencing reads. The alternative hypothesis was that their contributions to
read counts were associated. We denote cA, cB as the read counts for gene A
and gene B, respectively, and IA,B as the read counts of co-appearance, where
the two genes co-appeared on the same read pair. A Fisher’s exact test was
carried out on each gene pair, with IA,B, cA, cB, cA,cB as the test statistics,
where cA (cB) was the read counts on other genes besides gene A (gene B) on
each end. Both p-values and FDRs (Benjamini-Hochberg procedure) were
calculated for every gene pair. This step outputs gene pairs with FDR < 0.05
and fold-change (FC) ≥ 3. The FC was calculated as (IA,B +0.5)(I ′A,B +0.5),
where I ′A,B was the co-appearing read counts in the control sample (ES-
indirect). This step was implemented in ‘Select strongInteraction RNA.py’
which outputs strong interacting RNA pairs with information of their inter-
action regions, number of supporting pairs, p-value of significance, FDR and
fold changes.
Identifying RNA interaction sites
We defined the RNA interaction site as a continuous RNA segment that
frequently participated RNA-RNA interactions. RNA interaction sites were
inferred from RNA Hi-C data as continuous RNA segments with multiple
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overlapping reads and frequent co-appearance (proximity ligation) with other
RNAs (Figure 4.4). First, any continuous RNA segment covered by 5 or more
uniquely aligned reads was identified as a candidate interaction site. Second,
the association between any two candidate sites were tested with Fisher’s
exact test. The null hypothesis was that candidate sites A and gene B inde-
pendently contributed to the sequencing reads. The alternative hypothesis
was that their contributions to read counts were associated. We denote cA, cB
as the read counts for candidate sites A and B, respectively, and IA,B as the
read counts of co-appearance, where the two sites co-appeared on the same
read pair. A Fisher’s exact test was carried out on each site pair, with IA,B,
cA, cB, cA,cB as the test statistics, where cA (cB) was the read counts on other
candidate sites besides A (B). Both p-values and FDRs (Benjamini-Hochberg
procedure) were calculated for every pair of candidate sites. The candidate
sites exhibiting significant associations (FDR < 0.05) were regarded as RNA
interaction sites. This step was automated in Select strongInteraction pp.py
which outputs the identified RNA interaction sites.
Figure 4.4: A statistical test based Approach to identify strong RNA-RNA
interactions.
Visualization of RNA-RNA interactions
We developed two different types of visualizations for the RNA-RNA inter-
actions that have been discovered.
The tool ‘Plot interaction.py’ was developed for visualizing RNA inter-
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action sites and the ligation events of these sites. Given any two genomic
regions as input, for example the locations of two genes, this tool displays all
the supporting read pairs in the form of RNA1-Linker-RNA2, where RNA1
and RNA2 were aligned to each of the two genomic locations. The linker
of each RNA pair was plotted as well. This tool also plots RNA interaction
sites in the input regions, if any, as well as the identified interactions between
these sites.
The tool ‘Plot Circos.R’ provides a global view of the RNA-RNA interac-
tome. It plots the entire genome as a circle, and any RNA-RNA interaction
as a curve between the two genes. The interactions involving different types
of RNAs are coded with different colors. The densities of RNA1 and RNA2
read fragments are displayed along with every chromosome as inner circles.
Both two types of visualizations could be generated automatically using
intermediate output from the computational pipeline as the input. The de-
tailed description of how to use them are presented here:
http://systemsbio.ucsd.edu/RNA-Hi-C/Visualization.html.
4.3.2 Simulation study on synthetic paired-end RNA Hi-C
data
We first simulated 1,000,000 pairs of synthetic paired-end RNA Hi-C data
with the parameters to mimic the real data we obtained. The procedure to
generate each synthetic read pairs is as following:
1. Assign a sample barcode and generate random barcode
2. Randomly choose a fragment class from: [“linkerOnly”, “NoLinker”
(“singleRNA” and “RNA1-RNA2”), “RNA1-linker”, “linker-RNA2”,
“RNA1-linker-RNA2”] with a given discrete probability distribution.
(probability: [0.1,0.3,0.1,0.3,0.2], similar as the portions in real data)
3. If the class contains linker, randomly choose linker numbers from [1,
2].
4. Generate sequences for RNA1 and RNA2. The steps for either of these
two are the same as following:
(a) Choose the length of RNA sequence l ∼ Unif(15, 150)
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(b) Choose a RNA type from [“miRNA”, “mRNA”, “lincRNA”, “snoRNA”,
“snRNA”, “tRNA”] based on a discrete probability distribution
(similar as portions in real data):
i. If length l < 50, distribution: [0.2,0.2,0.1,0.2,0.2,0.1]
ii. Else, distribution: [0.05,0.4,0.2,0.2,0.1,0.05]
(c) Randomly pick a RNA with chosen RNA type from the RNA
annotation database
(d) Randomly pick a sequence with length l within that RNA.
5. Concatenate the whole fragment based on sequences from step 1, 3, 4.
6. Generate two ends of read pair based on cDNA fragment from step 5.
7. Add P5 and P7 sequences if fragment length is smaller than read length.
8. Add mutations for each read based on sequencing error rate 0.01 [90].
The information of fragment length, class, and genomic locations of two
RNAs for each read pair was stored in file for comparison purpose. Af-
ter generating the synthetic paired-end sequencing data, we ran our whole
computational pipeline to create intermediate and final results of fragment
lengths, classes, genomic locations for the chimeric RNAs and interactions.
These results were compared with the actual information of synthetic data
to evaluate the sensitivity and specificity of RNA-HiC-tools.
4.3.3 Other computational methods.
Evaluation of overlap between strong interactions in different
samples
The Overlap between different sets of strong interactions were determined
through two methods: (I) by genomic locations of the pairs; (II) by anno-
tated gene pairs. In the first method, two interactions were considered as
overlapped with each other if and only if both of two partners between inter-
actions were close to each other within the genome with distance less than
100bp. In the second method, if the chromosome names, and annotated RNA
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names were the same for both partners between two interactions, those two
interactions were considered to be overlapped.
For both of two methods, we did 100 permutations to determine the sta-
tistical significance of the number of overlaps. In each permutation, we fixed
one interaction set and shuﬄe the partners of the other interaction set. Then
we determined the number of overlaps between the fixed interaction set and
the other shuﬄed interaction set as the result for one permutation. The p-
value can be calculated by comparing the real number of overlaps and a set
of permutated numbers of overlaps.
Generation of RNA-RNA interaction network
RNA-RNA interaction pairs generated from step 6 of computational pipeline
were converted to network format and imported into Cytoscape 3.1.0 for
analysis and visualization. Nodes in network were colored according to their
annotation and arranged for better display. Degrees of all nodes were ob-
tained in Cytoscape and log-log plot for degree v.s. node proportion were
generated in R. Filtered network were generated by removing all snRNAs,
snoRNAs and tRNAs.
Binding energies between RNA interaction sites
The hybridization energies and folding between two RNA interaction sites
were achieved by “DuplexFold” program from RNAstructure software version
5.6 [91]. The base-parings between two interaction sites were determined by
MiRanda software [92].
Conservation levels of RNA interaction sites
We used PhyloP conservation scores[93] to evaluate conservation level across
RNAs.
Figure 4.13A: For each end (RNA1 or RNA2) of the chimeric RNA pairs,
we identified a 1000 bp region on the genome from 500 bp upstream of the
ligation site to 500 bp downstream. We also randomly selected a region with
identical length on the same chromosome as control. Then the averaged
PhyloP scores across all the RNAs and controls were calculated respectively
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on each nucleotide in the region. We used the merged ES-1 and ES-2 chimeric
RNA pairs to generate the general conservation level distribution around
interaction sites.
Figure 4.13B: To explore conservation levels of RNA interaction sites of
different types, we calculated average PhyloP score per nucleotide for each
interaction site and generated boxplots for different annotation categories.
To compare with genomic average PhyloP scores for different annotation
categories, we randomly generated 200,000 genomic sites with same size mean
and standard deviation as real interaction sites, and annotated them with
our annotation module. The PhyloP score distributions were also plotted
for different categories the same as real interaction sites. We then used two-
sample t-test to evaluate the PhyloP score differences between real interaction
sites and random sites.
Detection of other types of RNAs functioning as miRNAs
We selected candidates of interaction sites (clusters) that might function as
miRNAs by incorporating the small RNA-seq (GSM945907) [47] and AGO-
CLIP-seq (GSM622570) [94] data. In doing so, we calculated the RPKMs of
small RNA-seq and CLIP-seq data for interaction sites of each interaction.
Here RPKM was the normalized read intensity of small RNA-seq and CLIP-
seq data scaled by interaction site length (per kilobase) and total number
of mapped reads (per millions). We first selected interaction sites with both
small RNA-seq signals (RPKM> 0) and CLIP-seq signals (RPKM> 0). Then
from these candidates interaction sites, we further selected those that had
interactions with exon or 3’-UTR regions of mRNAs which also had CLIP-
seq signals. For example, for interaction sites on snoRNAs, we selected all
snoRNA-mRNA interactions with small RNA-seq signals on the snoRNA side
and CLIP-seq signals on both sides.
After selecting these candidate interaction sites, we further checked their
base-paring with their mRNA targets supported by “RNA-linker-RNA2”
fragments. We collected these corresponding fragments (suppose N frag-
ments for each interaction) and calculated the hybridization energies for all
RNA1/RNA2 pairs and also the random hybridization energies by shuﬄing
sequences. From that, we determined whether the hybridization energies for
each of the selected interactions were significantly lower than random based
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on these N pairs of hybridization energies from real interaction and random
shuﬄing with a Wilcoxon signed-rank test. With p-value < 0.05, we refined
the list of candidate interaction sites that might indicate a specific type of
RNAs which could function as miRNA to target mRNA (See table 4.8).
Detection of self-ligation within the same RNA molecule
From the mapped pairs of fragments, we first removed those that were in-
dicative of non-chimeric fragments if they could be considered as concordant
pairs considering the aligned locations, strands and RNA annotations. The
criterion to call a mapped pair as intact (non-chimeric) RNA fragment was
as follows:
1. The two reads within the pair were mapped to the same chromosome;
2. Whole reads were mapped to the genome for both reads (90bp for read1,
since index was removed at the beginning, and 100bp for read2), no
signal of linker sequences;
3. The strands of mapped read1 and read2 were different and the mapped
genomic locations for read1 and read2 were no longer than 2000bp away
from each other.
4. the read mapped to plus strand has smaller coordinates than the read
mapped to minus strand in the genome within the pair.
After removing these intact (non-chimeric) fragments, from the mapped
chimeric pairs of fragments, we selected those that had the same RNA an-
notation and mapped to same chromosome for both sides as candidates for
self-ligation within the same RNA molecules.
RNA folding and secondary structure prediction
Structure information of some snoRNA was downloaded from fRNAdb [95] in
dot format and converted into graphs using command line version of VARNA
applet version 3.9 [96]. For the RNAs without known structure information,
we predicted their secondary structures using “Fold” program in RNAstruc-
ture software version 5.6 [91] based on RNA sequences. The information of
70
RNase I digested site distributions were utilized as single strand offset with
“-sso” option to refine the prediction of the secondary structure.
4.4 Simulation study on synthetic paired-end RNA
Hi-C data
The way to simulate 1,000,000 pairs of paired synthetic paired-end RNA Hi-
C data was described in Method section. By comparing the actual cDNA
fragment information from synthetic data and the results generated from
RNA-HiC-tools, we could assess the preformances of different modules in
RNA-HiC-tools.
4.4.1 Evaluation of fragment length prediction
The “recoverFragment” function recovers the cDNA fragments from paired-
end reads and classified them into four types based on fragment lengths:
Type1 (< 100bp); Type2 (100 ∼ 200bp); Type3 (> 200bp); Type4 (Weird)
(Figure 4.3). The comparison between recovered fragment types and actual
fragment types showed that the types of most fragments (99.10%) could be
accurately recovered with high sensitivity and specificity (Table 4.1). There
were about 0.58% of all cDNA fragments which were actually less than 200bp
but recovered as larger than 200bp. The reason was that for the fragments
with lengths slightly less than 200bp (overlap of two read ends smaller than
5bp but larger than 0bp), our local alignment based recovery method could
not detect the overlap, and the fragments were assigned as Type3.
If two read ends had detectable overlaps, we were able to recover the
whole fragment and predict the whole fragment length. The predicted frag-
ment lengths for recovered Type1&2 fragments were identical with the actual
fragment lengths for most of the fragment (Figure 4.5A).
4.4.2 Evaluation of fragment class prediction
The “split partner.py” function divides all the Type1-3 fragments into differ-
ent classes (Figure 4.2C). Here “NoLinker” class includes both “SingleRNA”
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Table 4.1: Evaluation of fragment length prediction. (Top) The number of pairs
for each category comparing the synthetic data and the prediction. The overall
accuracy is 99.10%. (Bottom) The sensitivity and specificity for the prediction of
each fragment length types.
Type1 predict Type2 predict Type3 predict Type4 predict
Type1 synthetic 312,411 24 – —
Type2 synthetic 65 480,835 5,750 898
Type3 synthetic 126 1,322 197,716 853
Sensitivity Specificity
Type1 99.99% 99.97%
Type2 98.62% 99.73%
Type3 98.84% 99.28%
and “RNA1-RNA2” classes. The overall accuracy is 96.62% (Table 4.2).
Both the sensitivity (99.89%) and specificity (95.82%) for the identification
of desired “RNA1-linker-RNA2” class were high. The major source of false
positives (3.34% of all pairs) were from actual “SingleRNA” and “RNA1-
RNA2” fragments which were longer than 200bp. If these fragments were
actually “RNA1-RNA2”, then they could also be contributed as chimeric
RNA pairs. Otherwise, if they were actually “SingleRNA”, we had a step to
remove these false positives after alignment and annotation steps (see section
“Detection of self-ligation within the same RNA molecule”).
Table 4.2: Evaluation of fragment class prediction. The number of pairs for
each category comparing the actual fragment classes and the predict fragment
classes. All the rows represent the predicted classes (P) and the columns
represent the actual classes from synthetic data (S). The overall accuracy is
96.62%. The “R1-link-R2” here represents the “RNA1-linker-RNA2” class.
HHHHHHS
P
NoLinker LinkerOnly R1-linker Linker-R2 R1-link-R2
NoLinker 266,554 10 – – 33,402
LinkerOnly – 100,230 – – –
R1-linker 24 25 100,267 – –
Linker-R2 50 58 – 299,180 –
R1-link-R2 57 116 24 22 199,981
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4.4.3 Evaluation of interaction prediction
After mapping step, the predicted “RNA1-Linker-RNA2” chimeric fragments
with both RNA1 and RNA2 uniquely mapped into genome were collected
and these interaction pairs were compared with actual interaction pairs from
synthetic data. 131571 out of the 200200 actual chimeric RNA pairs with
“RNA1-linker-RNA2” configuration could be identified after mapping the
annotation step (65.72% sensitivity and 92.57% specificity). For each inter-
action type, we also calculated the identification sensitivity and specificity.
The sensitivities were lower for transposons and snRNAs associated inter-
actions (Figure 4.5C). This was because many of them have different gene
copies for one gene and could not be uniquely aligned to the genome. Inter-
actions involving mRNAs, lincRNAs and snoRNAs could be detected with
higher sensitivities (Figure 4.5C). So the identified RNA interactome could
be slightly biased to these interaction types. Overall, the biases on different
types of interactions were not very significant.
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Figure 4.5: Evaluation of performance based on simulation studies. (A) The
scatter plot with color density to show high correlation between actual fragment
lengths and recovered fragment lengths. Only the fragment with predicted length
smaller than 200bp were plotted. (B) The Venn diagram to show the overlap
between actual and predicted chimeric RNA pairs. (C) The sensitivities and
specificities for the predictions of different types of chimeric RNA pairs. The
dash line is the overall sensitivity for all chimeric RNA pairs (65.72%). The types
with more than 1000 chimeric RNA pairs in the synthetic data are plotted here.
4.5 Results on real data
We applied RNA Hi-C to generated four libraries for mouse embryonic stem
(ES) cells and mouse embryonic fibroblast (MEF) cells. Three libraries were
prepared from direct RNA-RNA interactions (assisted by a single protein)
of primarily cytoplasmic contents of mouse ES cells (ES-1, ES-2, Table 4.3)
and embryonic fibroblasts (MEF, Table 4.3). As a control, we generated the
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fourth library using dual crosslink agents (formaldehyde and EGS) that form
covalent bonds between both nucleotides and proteins and between proteins
(ES-indirect, Table 4.3). Then each library was sequenced with an average
of 63 million pair-end reads (Table 4.4). The quality of sequencing data were
evaluated using some bioinformatic assessments.
4.5.1 Bioinformatic assessments of data quality
Presence of chimeric products.
We asked whether the expected chimeric products existed in the sequencing
library. To do so, we put the reads into five categories: single RNA, RNA1-
RNA2 (RNA ligation without linker), RNA1-linker, linker-RNA2, RNA1-
linker-RNA2 based on the existence of linker sequences and their relative
locations within the fragments (See Methods, based on input chimeric cD-
NAs shorter than 200nt; barcode only and linker only reads are removed).
And then we analyzed their proportions (Figure 4.6). Of the four experi-
mental samples, 12% to 31% of the RNA sequence reads belonged to the
RNA1-linker-RNA2 configuration, which was much larger than the propor-
tions of chimeric products from CLASH-seq experiment [29]. This result
confirmed the formation and enrichment of the expected chimeric products.
We then evaluated the efficiencies of the two ligation steps: Step 4, ligation
of the RNA linkers to the 5’ end of RNAs, and Step 5, ligation of the link-
ers to the 3’ end of other RNAs (Figure 4.1). Of the four samples, 42.0%
to 82.6% of sequence reads belonged to link-RNA2 and RNA1-linker-RNA2,
indicating a reasonable efficiency of linker ligation to the 5’ end. Second,
20.0% to 52.6% of 5’ ligated linkers belonged to RNA1-linker-RNA2 (RNA1-
linker-RNA2/(linker-RNA2+ RNA1-linker-RNA2)), indicating a significant
proportion of the linker-attached RNAs participated proximity ligation (Ta-
ble 4.4). We recognize that these sequence based estimates were not precisely
estimating the efficiency of any ligation reaction, but rather the “observed”
outcomes of these reactions in conjunction with other biochemical reactions,
such as biotin selection. Finally, each library gave on average about 15.1
million read pairs of the desired chimeric form (RNA1-linker-RNA2). After
mapping them into mouse genome (mm9), we obtained an average of 2.2 mil-
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lion read pairs with both the RNA1 end and the RNA2 end being mapped
(Table 4.5). These read pairs were used for following analyses.
Table 4.3: Biological and technical differences of the four samples. 254nm UV
specifically crosslinks nucleotides with proteins without generating
protein-protein crosslinks, thus only allowing for the RNAs bound to the same
protein to be ligated.
Sample name ES-1 ES-2 ES-indirect MEF
Cell type ES cells ES cells ES cells MEF
Crosslinking 254nm UV 254nm UV Dual crosslink-
ing
254nm UV
RNA-protein in-
teractions
Direct Direct Indirect Direct
Protein solubi-
lization
Detergents Detergents Sonication Detergents
1st fragmenta-
tion
1000-2000 nt 1000 nt 1000 nt 300 nt
rRNA removal Duplex-
specific nu-
clease
Antibody
based
Duplex-
specific nu-
clease
Antibody
based
Cellular com-
partment
Primarily
cytoplasmic
Primarily
cytoplasmic
Entire cell Primarily
cytoplasmic
Figure 4.6: Portions of different fragment types for four samples. The portions
of different fragment types are inferred from original cDNA fragments with
lengths less than 200nt.
Comparison of RNA Hi-C libraries
We then asked how consistent were the interaction-participating RNAs across
the samples. To do so, we split each sample into two RNA-seq like datasets,
one containing the read fragments at the 5’ side of the linker (RNA1) and the
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Table 4.4: Evaluation of ligation efficiency. Total pairs are total numbers of
read pairs from Paired-end sequencing data. Fragments are defined as the
original cDNA sequences between two illumina sequencing adapters P5 and P7
within the constructed library. All the index after that are estimated from cDNA
fragments with lengths less than 200bp (Type1&2 in Figure 4.3). The efficiency
of first ligation is defined by the percentage of #{linker-RNA2 +
RNA1-linker-RNA2} from #{five categories}. The efficiency of the second
ligation is defined as the percentage of #{RNA1-linker-RNA2} from #{
linker-RNA2 + RNA1-linker-RNA2}.
Name ES-1 ES-2 ES-indirect MEF
Sample barcode ACCT GGCG AATG GGCG
# of total pairs 45,702,794 49,316,127 74,009,386 83,083,324
# of total frag-
ments < 200nt
26,428,442 41,054,803 47,824,454 56,000,615
% of linker se-
quence
63.40% 73.35% 61.06% 93.39%
First ligation effi-
ciency
58.30% 55.67% 41.99% 82.60%
Second ligation
efficiency
52.61% 39.11% 29.53% 20.04%
other containing all fragments at the 3’ end of the linker (RNA2). We bor-
rowed the FPKM metric to estimate the amount of interaction-participating
RNAs of each dataset (ES-1 RNA1, etc.), and then clustered the datasets
(Figure 4.7). Despite their technical differences on fragmentation size and
rRNA removal (Table 4.3), the four datasets from UV crosslinked ES cells
clustered together, next to the dual crosslinked ES cell datasets (ES-indirect
RNA1 and ES-indirect RNA2). Furthermore, the dual crosslinked ES cell
sample was prepared such that whole cell proteins were effectively included
while the nature of the lysis procedure used in the UV-crosslinked samples
rendered nuclear RNA-binding proteins less accessible. The MEF datasets
formed their own cluster, despite that its fragmentation size and rRNA re-
moval procedure was identical to the second ES cell sample (ES-2, Table
4.3).
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Figure 4.7: Comparison of RNA Hi-C libraries. (A-B) The read fragment at
the 5’ end (RNA1) and the 3’ end (RNA2) of the linker were separately analyzed
as two RNA-seq experiments. Scatter plots of read count distribution (FPKM) of
all known RNAs between ES-1 and ES-2. R: Pearson correlation. S: Spearman
correlation. (C) Hierarchical clustering of RPKMs of each sample.
Next, we examined the overlaps of identified interacting RNA pairs be-
tween the libraries. The lists of strong interactions between different RNAs
were generated for all four samples as described in Methods (Table 4.5).
Then, we calculated the overlaps between different pairs of samples. Two
interactions in two different samples were considered as the same interaction
when both sides of the interactions had the same RNA annotations. From a
permutation test (by shuﬄing the interaction partners), we found that ES-
1, ES-2, and ES-indirect exhibited strongest overlaps (permutation p-values
< 2.2× 10−16), whereas MEF exhibited fewer overlaps with ES-indirect, and
even fewer overlaps with ES-1 and ES-2 (Table 4.6). For example, an in-
teraction between the 3’ UTR of Trim25 and SNORA1 was supported by
24 and 22 pair-end reads in ES-1 and ES-2 libraries, respectively, but not
supported by any reads in ES-indirect or MEF libraries (Figure 4.8). The
predicted “interacting site” on Trim25 by the overlapping RNA Hi-C reads
was associated with the Argonaute protein in ES cells, so was the SNORA1
RNA (AGO CLIP-seq, Figure 4.8). All the above results suggested that data
from the first two ES cell samples (ES-1 and ES-2) were quite similar to each
other. Thus, we decided to merge ES-1 and ES-2 libraries for analysis of
RNA interactome in ES cells.
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Table 4.5: Result summary of mapped pairs and strong interactions in four
samples. Total pairs are total numbers of read pairs from Paired-end sequencing
data. The mapped pairs are the pairs within the “RNA1-Linker-RNA2” group
with both RNA1 and RNA2 mapped into genome. The clusters are generated
based on genomic locations for all the mapped reads in RNA1 and RNA2
separately. Interactions are identified between clusters in RNA1 and RNA2.
Interactions removing rRNA are interactions after removing all interactions
involving rRNAs in either part. The intra-RNA interactions are defined if both
sides of the interactions have the same RNA annotation. The inter-RNA
interactions are interactions removing rRNA but other than intra-RNA
interactions
Name ES-1 ES-2 ES-indirect MEF
Sample barcode ACCT GGCG AATG GGCG
# of total pairs 45,702,794 49,316,127 74,009,386 83,083,324
# of RNA1-linker-
RNA2 pairs
13,848,413 9,553,722 19,554,316 17,616,980
# of mapped pairs 3,230,403 1,312,314 3,302,146 1,110,098
# of clusters in
RNA1
17,130 14,005 16,674 8,064
# of clusters in
RNA2
13,419 5,001 14,694 5,953
# of interactions 51,635 20,248 20,013 16,100
# of interactions re-
moving rRNA
21,787 3,562 10,930 7,254
# of inter-RNA in-
teractions
21,249 3,328 8,844 7,168
# of intra-RNA in-
teractions
538 234 2,086 86
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Table 4.6: Overlaps of strong inter-RNA interactions among different samples
and replicates. Two interactions are considered to be the same in different
samples or replicates if the chromosome names, annotated RNA names are the
same for both RNA1 and RNA2. Permutations are done in 100 times by shuﬄing
the identified interacting clusters in both samples (see method). The total
number of inter-RNA interactions in these four samples are: 21,249, 3,328, 8,844,
7,168, respectively for ES-1, ES-2, ES-indirect and MEF.
Sample A Sample B num
of A overlapped
with B
num of B over-
lapped with A
Permutation
p-value
ES-1 ES-2 1,531 992 < 2.2× 10−16
ES-1 ES-indirect 796 1,122 < 2.2× 10−16
ES-indirect ES-2 287 163 < 2.2× 10−16
ES-1 MEF 1,014 838 0.41037
ES-2 MEF 466 595 0.00054
ES-indirect MEF 733 968 4.05× 10−9
Figure 4.8: An example for the interaction between snoRNA SNORA1 and
3’-UTR region of Trim25 gene. This interaction was detected in both of first two
ES samples, but not in the third ES sample and the MEF sample. There are
AGO CLIP-seq signals on both sides of interaction based on published data in
same cell type (mouse ES cells).
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4.5.2 Overview of ES cell RNA interactome
We analyzed the ES cell RNA interactome based on the merged data of ES-
1 and ES-2, which included 4.54 million unambiguous and non-redundant
chimeric RNAs. Since the ES-indirect sample used dual crosslinking method,
which also included indirect RNA-RNA interactions for RNAs bound to dif-
ferent interacting proteins, we decided to use this sample as control to identify
only direct RNA-RNA interactions where only RNAs bound to same protein
were ligated. We identified 46,780 inter-RNA interactions under the criteria
of FDR < 0.05 (p-values from hypergeometric test and FDR from Benjamini-
Hochberg procedure) and each interaction being supported by fold change
between test and control no less than 3 (See Methods). The most abundant
types of interactions were between an mRNA and a snoRNA (27,375 unique
interactions), two mRNAs (7,076 interactions), an mRNA and a tRNA (2,894
interactions) and two snoRNAs (2,781 interactions). Among other types of
detected interactions were mRNA-snRNA, lincRNA-mRNA, and miRNA-
mRNA interactions (Figure 4.9A).
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Figure 4.9: The RNA interactome in ES cells. (A) Distribution of detected
RNA-RNA interactions among different types of RNAs. (B) Degree of network
nodes against its corresponding proportion in the network (4738 nodes in total).
Log-log scale plot was used to show that the network satisfies power law
distribution (2 < γ < 3) (C) The part of the RNA interaction network, excluding
snoRNA, snRNA, and tRNA and the modules of less than 4 nodes. Green:
mRNAs; purple: pseudogene; yellow: lincRNA; red: miRNA; grey: antisense
RNA.
To see if the detected interactions were biologically meaningful, we con-
structed an RNA-RNA interaction network based on the identified inter-
RNA interactions. Each RNA was linked with another RNA if they showed
interactions from our merged ES data. The ES cell RNA-RNA interactome
was a scale-free network, with a degree distribution conformed to power law
(P (k) ∼ k−γ, γ = 3, Figure 4.9B) [97]. To see whether the scale-free prop-
erty was driven by a small number of highly connected snoRNAs, snRNAs,
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and tRNAs, we removed them from the network. The interactions composed
only of mRNAs, lincRNAs, miRNAs, pseudogeneRNAs, and antisenseRNAs
remained scale-free. A number of mRNAs, pseudogene RNAs, and lincR-
NAs emerged as hubs (Figure 4.9C). The largest mRNA hub was Suv420h2,
which interacted with 21 mRNAs and 2 lincRNAs. The largest lincRNA hub
was Malat1, which interacted 4 mRNAs, including an mRNA hub of Slc2a3.
The scale-free property of RNA-RNA interactome network confirmed that
the identified inter-RNA interactions were not random.
4.5.3 Enriched RNA interaction sites involved in RNA-RNA
interactions
We asked whether the identified interactions were enriched in certain parts
of the transcriptome. The read fragments of the hub RNAs appeared to
concentrate at specific locations on the transcripts (Figure 4.10), and ma-
jorities (83.05%) of the interacting RNAs exhibited overlapping RNA Hi-C
reads. We called “clusters” of overlapping read fragments from each end
of the chimeric RNAs (Figure 4.4, see Methods, clusters were called when
supported by at least 5 overlapping reads), similar to calling peaks from
ChIP-seq data. These clusters represented the sites on transcripts that spa-
tially close to other RNAs. In analogy of protein interaction domains, we
termed these clusters RNA interaction sites. These interaction sites appeared
not only on mRNAs, lincRNAs, miRNAs, but also on pseudogene RNAs and
transposon RNAs, especially the L1 LINEs and the ERVK and MaLR LTRs
(Table 4.7), indicative of their interactions of other RNAs [98, 99]. Hereafter,
we identified interactions between different “clusters” based on mapped read
pairs.
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Figure 4.10: Interaction sites and their interaction partners on the transcribed
region of Eef1a1 gene. The interaction sites within Eef1a1 gene (black blocks)
are aligned to some clusters within different exon regions of this gene. Two
clusters on top of exon 2 and 3 are plotted in detail with their interaction
partners represented as grey blocks. These grey blocks are clusters within
transcribed regions of other genes and connected with black blocks by the linker
sequences.
Base pairing in RNA-RNA interactions
In RNA metabolism, many RNAs interacted with other RNAs through base-
paring to find their specific targets, such as snRNAs’ function for pre-mRNA
splicing [100], snoRNAs’ function for ribosome synthesis [101] and miRNAs’
function for regulation of mRNA stability [19]. We asked how many types of
RNA-RNA interactions preferentially used complementary RNA bases. To
do that, We quantified the hybridization energy of the two fragments (RNA1,
RNA2) of each chimeric RNA, and averaged the hybridization energies of the
chimeric RNAs representing the same pair of interacting RNAs. We then
compared the hybridization energies of the interacting RNAs with control
RNAs generated by random shuﬄing of the bases. Base pairing was pre-
ferred in most types of RNA-RNA interactions, and was most pronounced in
transposonRNA-mRNA, mRNA-mRNA, pseudogeneRNA-mRNA, lincRNA-
mRNA, miRNA-mRNA interactions (p-values < 2.4 × 10−18), but was not
observed in LTR-pseudogene interactions (Figure 4.11). Examples for dif-
ferent types of RNA-RNA interactions with prefered base-pairing were also
presented (Figure 4.12). These data suggest another layer of posttranscrip-
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tional regulation encoded in the genomic sequences.
Figure 4.11: The hybridization energies between two RNA sequences that are
interacting with each other supported by chimeric RNAs for different interaction
types. The chimeric RNAs which were defined as mapped pairs are used for this
analysis. They were assigned into different interaction types based on RNA
annotations. Interactions involving intron regions of mRNAs/lincRNAs are not
included. The lowest binding energies between two paired RNA fragments were
determined by “DuplexFold” program in RNAstructue package. Random
controls are generated by shuﬄing the sequences of each participating RNAs and
controlling the length of the sequence the same as data. The numbers on the
bottom right are p-values based on wilcoxon signed-rank test. The groups with
most significant differences between chimeric RNAs and random controls are
marked with red color (p-value< 2.2× 10−16). The unit of ∆G is kcal/mol.
86
Figure 4.12: Examples of base-complement between two directly interacting
RNAs for different interaction types. (A) mRNA-mRNA; (B) lincRNA-mRNA;
(C) pseudogene-mRNA; (D) mRNA-LTR; (E) LINE-mRNA; (F) mRNA-miRNA.
The purple lines indicate the linker sequences and the purple numbers within the
bracket give the numbers of supported chimeric RNAs. The lowest hybridization
energies between two paired RNA fragments were determined by “DuplexFold”
program in RNAstructue package. Random controls are generated by shuﬄing
the sequences of each participating RNAs and controlling the length of the
sequence the same as data.
Increased interspecies conservation of RNA interaction sites
Sequence conservation and evolutionary constraints were indicative of func-
tional sequences within the genome [102, 103]. For the identified interac-
tions in mouse ES cells, we were trying to see if they show some evidences
of regulatory functions. To achieve that, we located the linkage points of
each mapped “RNA1-linker-RNA2” chimeric fragment within the genome
and plotted the average PhyloP scores [93] flanking the two linkage points
(Figure 4.13A). When we plotted the average PhyloP scores for all interac-
tions, the interspecies conservation levels strongly increased at the interaction
sites, and the peak of conservation precisely pinpointed the junction of the
two RNA fragments (Figure 4.13A). This result suggested that the regions
that were involved in the interactions underwent stronger negative selections
compared with their neighboring regions. Since our experimental technology
selected the transcribed regions, which were more conserved, the overall Phy-
loP scores near linkage points were higher than genome-wide controls. But we
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could still see significant differences between the interaction regions and other
transcribed regions nearby. To prove that the differences of conservation lev-
els between interaction sites and flanking regions were not just contributed
by the surrounding intronic regions, we compared the average PhyloP scores
per nucleotide in interaction regions with their random genomic counterpart
within the same RNA categories. The interaction sites within the transcribed
regions of mRNAs, lincRNAs, pseudogene RNAs and snoRNAs exhibited in-
creased conservation levels compared to other transcribed regions of the same
RNA types (Figure 4.13B). Taken together from last two sub-sections, base
complementation is wide-spread in various types of RNA interactions, and
is evolutionarily selected. Both of these two phenomena are consistent with
the idea of posttranscriptional regulation by RNA interaction sites.
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Figure 4.13: Increased conservation levels in interaction sites. (A) Average
PhyloP scores [93] are plotted, centered at the 5’ (blue) and the 3’ (red) junction
points (arrows). Conservation levels of randomly selected genomic regions are
shown in light blue and pink. The merged data of ES cell samples 1 and 2 were
used for this figure. (B) The average PhyloP score per nucleotide was calculated
for each interaction site and boxplots were generated for different annotation
categories (red). 200,000 random genomic sites were also sampled with same size
mean and standard deviation as real interaction sites. They were assigned to
different RNA types utilizing our annotation module. The average PhyloP scores
were plotted (blue) the same as real interaction sites. P-values were calculated
based on one-side two-sample t-test (**: p-value< 10−12; *: p-value< 10−6).
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4.5.4 New classes of Argonaute associated small RNAs
We asked whether other RNAs could experience a similar biogenesis process
to miRNAs and hybridize to their target RNAs. To do so, we intersected
the RNA Hi-C identified interacting RNAs with those found by small RNA
sequencing (small RNA-seq) and those bond to the Argonaute protein (CLIP-
seq [94]) in ES cells. The small RNA-seq selectively sequenced “miRNAs and
other small RNAs that have a 3’ hydroxyl group resulting from enzymatic
cleavage by Dicer or other RNA processing enzymes” [64]. Besides miRNA,
other RNA types like snoRNA and snRNA also contributed to the small RNA
pool, and were attached to Argonaute (Figure 4.14A). Then, we selected RNA
Hi-C identified interacting RNA pairs co-appeared in CLIP-seq data, in the
meanwhile one RNA in the pair was cleaved into a small RNA and the other
RNA in the pair was the exon/utr3 of mRNA. From that, we further selected
those interacting RNA pairs with strong base-paring (compared with control
by random shuﬄing of the bases, see Methods). After this filtering, most
of processed small RNAs interacting with mRNAs supported by Argonaute
binding and base-paring were from snoRNAs (Table 4.8). These data led to
the hypothesis that short interfering RNAs could be produced by other genes
like snoRNAs than the miRNA genes.
There were some evidences showing that some snoRNAs could be processed
by Dicer into smaller RNAs, and these smaller RNAs could function as non-
canonical miRNA by targeting 3’-UTR regions of other genes [22, 23, 24]. We
asked whether it is a general mechanism for snoRNA genes to produce short
interfering RNAs. This hypothesis was first supported by staggering amount
of 919 physical snoRNA-mRNA interactions where both the mRNA and the
snoRNA were bound by Argonaute. Second, Argonaute bound snoRNAs
and their interacting mRNAs exhibited anti-correlated expression changes
during guided differentiation of ES cells toward mesendoderm [47] (Figure
4.14B). Third, the average hybridization energy was smaller between Arg-
onaute bound snoRNAs and their target transcripts than that without Arg-
onaute binding (Figure 4.14C). Finally, the siRNA originated from snoRNA
genes preferentially interacted with the UTR regions. Out of the 497 snoR-
NAs involved in RNA-RNA interactions, 243 interacted with UTR regions,
among which 223 (92%) were detected in small RNA-seq, suggesting the ex-
perience of an enzymatic cut (Figure 4.14D). In comparison, the other 254
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Table 4.8: Other types of RNAs functioning as miRNAs. RNA Hi-C identified
interacting RNA pairs between a specific type of RNA and exon/utr3 regions of
mRNAs which have Argonaute binding supported by CLIP-seq signals on both
sides and small RNA-seq signals on the interacting locations of this type of RNA
were first selected. then based on further hybridization energy selection (See
Methods), a refined list of interactions was obtained for each specific type of
RNAs that might function as miRNA to target mRNA. The table listed number
of miRNA-like interacting sites (and corresponding interactions) for each specific
type of RNAs
specific
type of
RNAs
# of miRNA-like
interaction sites
(interactions)
locations of interaction sites (mm9)
snoRNA 83 (226) See table note for details
snRNA 8 (16) See table note for details
mRNA 8 (8) chr18:48207763-48207972, chr17:13184946-13185035,
chr6:67233894-67234046, chr9:64039312-64039420,
chr11:69730265-69730433, chr17:6121531-6121797,
chr13:45011825-45011869, chr6:115757003-
115757184
LINE 1 (8) chr2:90235277-90235370
misc RNA 2 (4) chr2:6997218-6997460, chr4:43505643-43505934
SINE 1 (2) chr6:128748868-128748976, chr13: 107911768-
107911832
pseudogene 1 (1) chr11:86444105-86444271
LTR 1 (1) chr18:10052120-10052158
miRNA-like interaction sites were determined by CLIP-seq, small RNA-seq and hy-
bridization energies, see Methods
Detailed information for all miRNA-like interaction sites and interactions were listed
here: http://systemsbio.ucsd.edu/RNA-Hi-C/Data/OtherRNAs as miRNA.htm
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snoRNAs interacting with non-UTR regions contained fewer (55%) small
RNAs (Figure 4.14D). Furthermore, two times more UTR-interacting sno-
siRNAs were Argonaute bound than the non-UTR interacting snoRNAs (p-
value< 2.2×10−16, Chi-square test). For example, SNORA14 RNA targeted
the 3’ UTR of Mcl1 mRNA (Figure 4.15A). The protein encoded by Mcl1
gene was known to be important for the maintenance of undifferentiated state
of mouse ES cells. The deficiency of Mcl1 could result in peri-implantation
embryonic lethality [104], and Mcl1 expression was robust in mouse ES cells
[105]. The interacting site on SNORA14 RNA (110 - 135nt) precisely over-
lapped with the enzymatically cut form (small RNA-seq) as well as the Arg-
onaute bound region (CLIP-seq). The enzymatically processed portion lo-
cated precisely on one side of a hairpin loop (orange line, Figure 4.15B), and
exhibited a strong binding affinity (-60 kCal/mol) to the target UTR site
of Mcl1. Temporal expression change analysis also suggested the repressive
role of this sno-siRNA targeting on the 3’-UTR region of Mcl1 during guide
differentiation (Figure 4.15C). These data suggested a large number (223) of
small interfering RNAs originated from snoRNA genes, dubbed sno-siRNAs,
which interact with more than 900 mRNAs in ES cells. Thus, the transcripts
of these non-miRNA genes could go through a miRNA-like biogenesis and
interaction pathway.
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Figure 4.14: snoRNAs function as miRNAs to target UTR regions of mRNAs.
(A) Average FPKM of each type of RNA Hi-C identified interaction
participating RNAs in small RNA-seq (orange) and CLIP-seq (blue). (B)
snoRNAs and mRNAs that are interacting with these snoRNAs in UTR/coding
regions show anti-correlated temporal patterns of expression changes during a
guide differentiation process when their interactions are supported by
AGO-binding data. The purple distributions are correlations of temporal changes
for snoRNA-mRNA(UTR/exon) pairs supported by AGO-CLIP-seq data; green
distributions are for other snoRNA-mRNA pairs (not supported by
AGO-CLIP-seq). The difference between two distributions are significant
(p-value= 4.18× 10−5, Kolmogorov-Smirnov Test) (C) For the interactions
between snoRNAs and mRNAs, we separate them into two groups as panel A
(AGO-bound and other). The hybridization energy for the AGO-bound
snoRNA-mRNA interactions are significantly lower than other snoRNA-mRNA
interactions (p-value< 2.2× 10−16, t-test). For both two groups, significantly
lower hybridization energies are found compared to random shuﬄing
(p-value< 2.2× 10−16, wilcoxon signed-rank test and paired-t-test). (D)
snoRNAs involved in the RNA-RNA interactions are separated into two groups
based on whether they interact with UTR regions of mRNA or not. The
snoRNAs interacting with UTRs are more likely to show signals on small
RNA-seq data and AGO-CLIP-seq data from the same cell type.
93
Figure 4.15: An example to show the interaction between processed SNORA14
and 3’ UTR of Mcl1. (A) Strong interaction between 3’ end of SNORA14 and 3’
UTR of Mcl1 has been identified by our technology on mouse ES cells and also
supported by our small RNA-seq data and public AGO-CLIP-seq data
(GSM622570) [94]. (B) Dominate (orange) and minority (green) strands
predicted from small RNA-seq data were base-paired in predicted structure of
SNORA14 (by RNAstructure software [91]). The dominate strand can also fold
with the interaction region on 3’ UTR of Mcl1 with low folding energy
(∆G = −59.96kCal/Mol, from MIRANDA software [92]). (C) SNORA14 and
Mcl1 show anti-correlated expression changes during a guide differentiation
process.
4.5.5 RNA Hi-C reveals unique information on RNA structure
From our mapped chimeric fragment pairs and strong interactions, we found
that a significant portion of interactions were actually within the same RNA
molecule. A further investigation of these self-ligations within the same RNA
molecule showed that the ligation points were not always close to each other
in terms of the RNA sequences. Thus, the pairing of ligation points could
reflect the information of spatial proximity in complex RNA structures like
secondary or tertiary structures. Also, single stranded parts of RNAs were
preferentially cut with RNase I in Step 3 (Figure 4.1), and therefore the
sequencing library partially represented RNA footprinting [106]. A total of
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67,221 “chimeric” RNAs mapped to the same gene (Figure 4.16A). These
self-ligated RNAs went through the “enzymic cut and ligate” process, and
could result from a total of two structural classes (Figure 4.16B).
Each self-ligated RNA could be unambiguously assigned to one of the two
structural classes by comparing the orientations of RNA1 and RNA2 in the
self-ligated RNA with their orientations in the genome (Figure 4.16B). Com-
pared to other RNA types, snoRNAs possessed the largest fraction (86.8%)
of the self-ligated RNAs (Figure 4.16A,C)), likely reflecting the abundance or
the structural stability of this class of RNAs. The rest of self-ligated RNAs
were primarily contributed by mRNAs and novel transcripts (Figure 4.16A).
Longer mRNAs and lincRNAs exhibited a moderate tendency to produce
more self-ligations, perhaps reflecting their larger chances to fold (Figure
4.16D).
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Figure 4.16: Self ligations detected in RNA Hi-C. (A) Self-ligation mapped
pairs has been selected from all mapped pairs after removing single non-chimeric
fragments, which is based on the locations, the annotations and the orientations.
Most of the self-ligation mapped pairs located in snoRNA regions, and some in
mRNA, snRNA and lincRNA regions. (B) An illustration for all possible cases of
structure information that can be supported by the self ligation events. Two
major groups of different configurations based on the relative locations of ligation
points are listed. Each can help us to infer spatial proximity on secondary or
tertiary structures. The orange triangles mark RNase I digested sites and the
purple lines are the linker sequence. (C) The relationship between the average
lengths of RNAs and the average numbers of self-ligation fragments per RNA for
different types of RNAs. Here is error bars are the standard errors for average
numbers of fragments and average lengths. (D) The relationship between the
numbers of self-ligation fragments within RNAs and the lengths of RNAs. It is
plotted only for mRNAs and lincRNAs, because the length of snoRNAs and
snRNAs are small and very similar.
We examined a set of H/ACA box snoRNAs with generally accepted
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secondary structures. A total of 277 chimeric RNAs were produced from
SNORA73, representing 1008 RNase I cut positions (Figure 4.17A-B), which
concentrated on single stranded regions (heatmap, Figure 4.17D). Six pairs of
proximal site pairs were detected, corresponding to 6 clusters of self-ligated
RNAs (each cluster was indicated by a colored vertical bar, Figure 4.17A).
Each cluster was supported by 4 or more self-ligated RNAs with overlapping
ligation positions (black spots, Figure 4.17A). We thought the frequencies
of the ligated positions in RNA Hi-C reads (Figure 4.17C) might be reflec-
tive of RNA looping. Indeed, 5 of the 6 proximal site pairs (circles, Figure
4.17C) were physically close in the generally accepted secondary structure
(arrows of the same color, Figure 4.17D). The remaining pair (arrows 3 and
4) could indicate proximity in the 3 dimensional space. The authenticity
of the RNA Hi-C reported proximal site pairs that was not supported by
sequence-determined secondary structures could also be supported by other
known higher level structures. For example, the SNORA14 RNA folded into
a parallel-fingers structure in vivo enforced by its associated proteins. The
two pseudouridylation pockets were spatially close to each other on one side
(Figure 4.17E, green arrows), which explained one cluster of proximal site
pairs from RNA Hi-C data.
97
Figure 4.17: Examples of self-ligations within same snoRNA molecules which
provide information of RNA structures. (A) The relative locations of RNA
fragment pairs from self-ligated RNAs belonging to SNORA73. The ligation ends
has been marked as black. 6 clusters of self-ligated RNAs are marked by different
colors with different numbers. (B) The distributions of RNase I digested sites
across the RNA molecule. (C) Heatmap for the frequencies of linkage location
pairs. The clusters in panel (A) are circled respectively. These are the region
pairs that show spatial proximity within the RNA structures. (D) The
distributions of RNase I digested sites across the RNA molecule are marked using
a color scale on top of accepted snoRNA structures. The redder the nucleotide,
the more frequently it could be digested by RNase I as suggested by our data.
Non-base-paired regions tend to be more likely digested. The spatial proximity
clusters were pointed on the structure. (E) another example for one pair of
proximal sites within H/ACA snoRNA SNORA14 to show that the spatial
proximity information are not restricted to secondary structures.
The self-ligation events could also help to interpret structures for novel
transcripts. From the 67,221 self-ligated RNAs, we generated 937 clusters
using the same methods as before. Since small non-coding RNA transcripts
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were usually located within the intronic regions of other genes [107], we
searched for novel transcripts from those self-ligation clusters which were
located in the intronic regions and supported by more than 10 chimeric frag-
ments. This procedure resulted in 9 clusters located within the intronic re-
gions and also with sufficient self-ligation information. After removing three
of them which were overlapped with transposon regions or other annotated
small RNAs, 5 out of 6 clusters representing novel transcripts showed in-
creased conservation levels compared with their flanking regions. Based on
the relative locations of chimeric RNAs belonging to these novel transcripts,
the structure information of these novel transcripts could be derived. For
example, A self-ligation cluster was discovered within the third intronic re-
gion of Rpl23 gene (Figure 4.18A), which was highly conserved across mam-
malian species. Two different types of proximal site pairs were detected
from 74 chimeric RNAs (Figure 4.18B, orange and green). The proximal site
pair supported by larger number of chimeric RNAs (green) was consistent
with the secondary structure predicted solely by sequences (RNAstructure
software [91]). The footprinting information derived from frequently digested
positions were also in line with the single stranded regions from the predicted
secondary structure (heatmap in Figure 4.18C). The other type of proximal
site pair could support a shorter version of transcript produced from this
region (Figure 4.18C).
In summary, the spatial proximity information together with footprinting
information in RNA Hi-C expanded our capacity to examine RNA structures.
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Figure 4.18: A novel small RNA identified within the intronic region of Rpl23
gene. (A) the location of this novel small RNA within mm9 genome (pink
region). (B) The intra-RNA ligation pairs within this novel small RNA. Two
clusters of self-ligated RNAs are marked by different colors with different
numbers. (C) Bottom: The secondary structure of this novel small RNA
(predicted by RNAstructure software) with the distribution of RNase I digested
sites marked with a color scale. Top: A shorter version of transcript can also be
folded with the start and end proximate to each other to reflect the orange
cluster in panel A.
4.6 Discussion
RNA-RNA interactions are fundamental to many processes including splic-
ing, translation, and gene regulation. There have been several high-throughput
technologies that allow mapping of RNA interactomes for a variety of pro-
teins, such as PAR-CLIP [26], HITS-CLIP [27], and CLASH [28, 29]. But
still, these technologies are not perfect for mapping of the entire protein as-
sisted RNA interactomes. Several major bottlenecks remain. First, one ex-
periment can only analyzes the interactions mediated by one RNA-binding
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protein at a time. Second, each experiment requires either a protein-specific
antibody (HITS-CLIP or PAR-CLIP) or stable expression of a tagged pro-
tein (CLASH). As a result, CLASH is only applicable to transformed cell
lines. Another problem of HITS-CLIP and PAR-CLIP is that the identities
of discovered interacting partners by them are not observed directly, which
needs to be inferred bioinformatically and is not always reliable.
Our RNA Hi-C method offers several advantages to tackle these bottle-
necks. First, the physical interactions among RNAs are experimentally cap-
tured. Second, using a biotinylated linker as a selection marker circumvents
the requirement for either a protein-specific antibody or the need to express
a tagged protein. This allows for the an unbiased mapping of the RNA in-
teractome. Third, false positive interactions which are produced by ligation
of RNAs randomly proximal in space are minimized by performing RNA
ligation on streptavidin beads in dilute conditions. Fourth, the predesigned
RNA linker provides a clear boundary delineating sequencing reads that span
across the ligation site, thus avoiding ambiguities in mapping the sequenc-
ing reads. Fifth, RNA Hi-C directly analyzes the endogenous cellular condi-
tion without introducing any exogenous nucleotides [26, 87] or protein-coding
genes [28] prior to crosslinking. Sixth, potential PCR amplification biases are
removed by attaching a random 6nt barcode to each chimeric RNA before
PCR amplification and subsequently only counting completely overlapping
sequencing reads with identical barcodes once [27, 88, 89].
We created a novel bioinformatics pipeline to analyze and visualize RNA
Hi-C data. It is designed to recover confident RNA-RNA interactions starting
from raw reads of linker-ligated chimeric fragments. The paired-end sequenc-
ing data from this new experimental technology (RNA Hi-C) is very unique
and was built from non-traditional cDNA fragment structures (See figure 4.2,
barcode positions and linker positions) in the sequencing library. Because of
this feature, how to assemble and organize different modules in the analysis
steps is a challenging task. In the RNA-HiC-tools, we assemble different anal-
ysis modules together as a complete computational workflow with different
functions, i.e. calling interacting RNAs, statistical assessments, categoriz-
ing RNA interaction types, and RNA structure analysis. Some modules are
adopted from existing tools, such as BOWTIE and BLAST. However, since
this is a completely new type of data without existing analysis tools, most
of the modules or steps were designed and implemented specifically for this
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project. Here are some examples:
1. Existing barcode splitters only works for single-end sequencing data, we
wrote a script to split libraries based on given barcodes for paired-end
sequencing data.
2. Since our pipeline has several necessary steps before mapping, we de-
cided to remove PCR duplicates before that to reduce the computa-
tional burden. Samtoolss “rmdup” and Picards “MarkDupliates” func-
tions are able to remove PCR duplicates after alignment. “fastx collapser”
is able to remove duplicates before alignment for single-end sequencing
data only. Thus, removing PCR duplicates before alignment for paired-
end sequencing data is still new. We created a function to solve this
problem with similar idea as “fastx collapser”. After we finished this
function, we found “FastUniq” was just published with same purpose
[108]. Our test showed that “FastUniq” is faster than our function but
consumes more memories (about 4 times more memory consumption
than ours), which makes it not suitable for our large dataset.
3. The function to recover fragments is also novel. There were existing
tools to merge paired-end reads when the fragments to be recovered
were equally long. However, when the fragment lengths are not the
same and especially when either fragment length is shorter than one
read end (Type1 in Figure 4.3) or longer than twice the size of one read
end (Type3 in Figure 4.3), their results were not reliable [109]. PEAR
works for all these situations [109] as well as our function. Studies on
synthetic data proved that our function could recover the fragments
with high accuracy. The idea of our function was described in the
Method section and Figure 4.3.
4. There is no existing method to infer strong RNA interactions from such
type of data. Therefore, we first applied Union-Find algorithm with
weighted quick-union to find clusters based on mapped read pairs and
listed all interactions between clusters. We then use a Fisher’s exact
test to evaluate the significance of each interaction based on numbers
of mapped reads. This method is novel. Results from HITS-CLIP and
PAR-CLIP could not identify one-to-one correspondence of interaction
partners. The bioinformatics pipeline for CLASH-seq doesn’t have a
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statistical evaluation for the chimeric products it found, and it doesn’t
support paired-end sequencing [110].
5. We also created computational tools to compare the interactions be-
tween different samples and visualize inter-RNA and intra-RNA inter-
actions in different scales.
The sensitivities of identified RNA interaction sites could be partially as-
sessed by comparing with the results from other technologies which were de-
signed to detect RNAs interacting with one specific type of protein. Polycomb-
associated RNAs were identified genome-widely using RIP-Seq also in mouse
ES cells [111]. In theory, these RNAs should also be detected from our RNA
Hi-C data in the same cell type. The comparison of Polycomb-associated
RNAs they identified (Table S1 of reference [111]) and the interaction sites
from our RNA Hi-C data could help us to assess the sensitivity of our method.
More than half (50.98%) of the Polycomb-associated RNA locations were
presented in RNA Hi-C interaction sites (Table 4.9), which implied good
sensitivity of RNA Hi-C on Polycomb associated RNA interactions. How-
ever, since there is no reliable technologies to unbiasedly identify the whole
RNA interactome existing yet, we are not able to evaluate the sensitivity of
our method in real data completely and comprehensively.
Table 4.9: The overlap between interacting RNA sites identified from RIP-seq
and RNA Hi-C. Random interaction sites within the RNA regions were sampled
50 times with the same number as RNA Hi-C interaction sites each time. The
mean number and standard deviation of overlaps between random interaction
sites and Polycomb-associated RNAs are calculated. P-value for the actual
overlaps between RNA Hi-C interaction sites and Polycomb-associated RNAs is
calculated assuming normal distribution on random overlaps.
Polycomb-associated RNAs (8,670)
RNA Hi-C interaction sites
(21,278)
4,420
Random interaction sites
(21,278), 50 times
1, 472.18± 39.48
p-value < 2.26× 10−308
Detailed information for all overlapping regions (4420) and numbers of overlaps
categorized by RNA types were listed here: http://systemsbio.ucsd.edu/RNA-Hi-
C/Data/Overlap-RIP-seq RNA-HiC types.htm
Besides those inter-RNA interactions, the clear boundaries of intra-RNA
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interactions determined by precise localization of linker sequence within the
fragments could provide information on in vivo RNA structure in two as-
pects: 1, the footprint of single stranded parts of an RNA based on RNase
I cutting sites; 2, the spatially proximal sites of each RNA based on the
ligation locations. Other high-throughput methods can also map RNA sec-
ondary structures by examining whether each nucleotide is base-paired or
not. In parallel analysis of RNA structure (PARS) [106] and fragmentation
sequencing (FragSeq) [112], RNA is partially digested with ribonuclease and
analyzed by deep sequencing. In SHAPE-Seq [113], it combines selective 2’-
hydroxyl acylation analyzed by primer extension (SHAPE) chemistry with
a multiplexed hierarchical bar coding and deep sequencing strategy. These
methods could provide higher resolution for the base-paring preference of
each nucleotide compared to the information from RNA Hi-C data. That is
because they were specifically designed for probing RNA structures with high
coverage. But none of these methods could provide information of spatial
proximity of two base-pairing partners in secondary structure or two proximal
locations in tertiary structure without base-pairing. The intra-RNA interac-
tions recovered from RNA Hi-C data could provide this type of information
and add extra values for in vivo RNA structure prediction.
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CHAPTER 5
CONCLUSION
With the rapid advance of next generation sequencing (NGS) technologies,
the expense of sequencing a genome has been greatly decreased. The scope
of genetic analysis has been expanded from inspection of the coding regions
of dozens of genes to the current methods of examination of the entire 3
billion base pair genome. Although the cost and time of sequencing data
generation will no longer be a problem, the major bottlenecks on the data
analysis side are still there for the genomic research. The main objective of
this thesis is to explore different computational approaches to handle these
massive amounts of data, and to uncover the mysteries of regulation on gene
expression through studies of epigenome and RNA interactome.
Genome-wide epigenetic and RNA interaction data could be obtained from
different types of NGS based technologies such as ChIP-seq, MeDIP-seq,
MRE-seq, MNase-seq, RNA-seq and RNA Hi-C. These data provide invalu-
able information about how different parts of the genome execute their regu-
latory functions to ensure essential cell activities and cell-type specific behav-
iors. All three parts of my thesis have focused on building and implementing
bioinformatic methodologies to extract these invaluable information and infer
different regulatory roles of epigenome and RNA interactome. Meanwhile,
each of these three parts has specific focal point in different dimensions.
In the first part, we have evaluated the conservation of epigenome in mam-
malian species, as well as its relationship with conservation of genomic se-
quences and transcriptome. We first find that the relative difference in epi-
modification intensities on different genomic features is in general consistent
across species. This pattern of conservation provides evolutionary support
for the idea of using epigenomic data to predict functional noncoding ge-
nomic features. Then from our analysis, it also shows that conservation of
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epigenome cannot be fully explained by genomic sequence conservation. In-
stead, interspecies epigenomic changes are predictive of interspecies changes
of gene expression. These results provide further support to use conserved
epigenomic patterns to identify regulatory elements. We select several evo-
lutionarily conserved epigenomic mark combinations and test their functions
through a cell differentiation assay. The tests confirmed the functions of all
conserved epigenomic mark combinations. Thus, by comparing interspecies
epigenomic combinatorial patterns, we are able to distinguish functional colo-
calization of epigenomic marks from nonfunctional combinations.
From the guided differentiation assay, it is obvious that genome-wide dis-
tributions of epigenomic modifications are dynamic with the changes of cell
states. The associations between epigenome and gene expression have two or-
thogonal dimensions. First, within a specific cell type, the relative differences
of epigenomic modifications among different genomic locations are indicative
of the relative expression differences of genes in the neighborhoods of these
locations. Second, when cell type changes during a development process, the
temporal epigenomic changes within a specific genomic region are correlated
with the transcription level changes of genes near these regions. Previous
works have taken advantages of the first dimension to annotate genomic fea-
tures based on invariant epigenomic signatures in a static cellular condition.
Here in the second part of this thesis, we developed a method to jointly
model the effect of these two dimensions together for the first time. We call
it GATE. This model can achieve more precise identification and functional
annotation of regulatory sequences. The output of GATE model are first con-
firmed by known cis-regulatory annotations. By careful interpretation from
these output, we get some interesting and novel findings. First, specific epige-
nomic patterns are found for piRNA genes which confirms the activation of
piRNA genes in mouse ES cells. Second, some recurrent themes representing
temporal gene regulation by the epigenome are uncovered. Third, our model
reveals that temporal changes of H3K4me1/2, mCpH and H2A.Z are highly
correlated with temporal 5-hmC changes. This may help for future biochem-
ical analysis of 5-hmC regulation pathways. Finally, since the epigenomic
states uncovered by the model also contain information of the time of their
activation, this information could help us to infer the transcription network.
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A case study has been presented within the genomic regions belonging to the
enhancer cluster which are only activated during the differentiation process.
A positive feedback loop between SOX17 and FOXA2 has been deciphered,
which is also supported by other independent data.
Non-coding RNAs have been shown as versatile regulators of cellular pro-
cesses. Many of their regulatory functions have been executed through inter-
acting with other RNAs mediated by RNA binding proteins. To overcome
the challenges on mapping the entire protein assisted RNA-RNA interactome,
our lab developed a novel experimental technology called “RNA Hi-C” to al-
low simultaneous and unbiased identification of different types of RNA-RNA
interactions within the cells. This was achieved by coupling high-throughput
sequencing with proximity-ligation-based methods. We also created a bioin-
formatics toolbox (RNA-HiC-tools) to analyze and visualize RNA Hi-C data.
The package included modules like removing PCR duplicates, splitting mul-
tiplexed samples, identifying linker sequences, splitting chimeric fragments,
calling interacting RNAs, statistical assessments, reproducibility analysis,
categorizing RNA interaction types, and RNA structure analysis. Following
the computational pipeline on this toolbox, we were able to evaluate the
quality of the RNA Hi-C data and obtain a comprehensive view of genome-
wide RNA interactomes. Some novel ARGONAUTE associated small RNAs
were discovered in mouse ES cells. Also, the interactions within the same
RNA molecules provided useful information on RNA structures.
Some aspects within this thesis could be further improved by future work,
most of them are in the modeling part. First, for the spatiotemporal GATE
model, the cluster numbers need to be manually assigned by the user. To
allow these numbers to be automatically determined by input data could
further increase the performance powers of these two models. Second, at the
end of the second part, we mentioned that transcription network could be
inferred by the output of GATE model. There, only a case study has been
presented. A more systematical approach for inferring transcription networks
from temporal epigenomic data could greatly elevate the significance of our
model. In terms of the bioinformatic pipeline for identification of RNA inter-
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actome, there are several features could be improved. First, more mapping
options could be added with the option to map the reads to transcriptome
instead of whole genome. Second, the two types of RNA structure informa-
tion interpreted from RNA Hi-C data could be incorporated with current
secondary and tertiary structure prediction software to give a more accurate
prediction of in vivo RNA structures.
108
REFERENCES
[1] M. Kimura, “Evolutionary rate at the molecular level,” Nature, vol.
217, no. 5129, pp. 624–6, 1968.
[2] R. C. Hardison, “Comparative genomics,” PLoS Biol, vol. 1, no. 2, p.
E58, 2003.
[3] K. S. Pollard, S. R. Salama, B. King, A. D. Kern, T. Dreszer, S. Katz-
man, A. Siepel, J. S. Pedersen, G. Bejerano, R. Baertsch, K. R. Rosen-
bloom, J. Kent, and D. Haussler, “Forces shaping the fastest evolving
regions in the human genome,” PLoS Genet, vol. 2, no. 10, p. e168,
2006.
[4] B. E. Bernstein, A. Meissner, and E. S. Lander, “The mammalian
epigenome,” Cell, vol. 128, no. 4, pp. 669–81, 2007.
[5] J. S. Mattick, “Rocking the foundations of molecular genetics,” Proc
Natl Acad Sci U S A, vol. 109, no. 41, pp. 16 400–1, 2012.
[6] E. T. Chan, G. T. Quon, G. Chua, T. Babak, M. Trochesset, R. A.
Zirngibl, J. Aubin, M. J. Ratcliffe, A. Wilde, M. Brudno, Q. D. Morris,
and T. R. Hughes, “Conservation of core gene expression in vertebrate
tissues,” J Biol, vol. 8, no. 3, p. 33, 2009.
[7] M. D. Wilson, N. L. Barbosa-Morais, D. Schmidt, C. M. Conboy,
L. Vanes, V. L. Tybulewicz, E. M. Fisher, S. Tavare, and D. T. Odom,
“Species-specific transcription in mice carrying human chromosome
21,” Science, vol. 322, no. 5900, pp. 434–8, 2008.
[8] A. G. Jegga, A. Inga, D. Menendez, B. J. Aronow, and M. A. Resnick,
“Functional evolution of the p53 regulatory network through its target
response elements,” Proceedings of the National Academy of Sciences
of the United States of America, vol. 105, no. 3, pp. 944–949, 2008.
[9] G. Kunarso, N. Chia, J. Jeyakani, C. Hwang, X. Lu, Y. Chan, H. Ng,
and G. Bourque, “Transposable elements have rewired the core regula-
tory network of human embryonic stem cells,” Nature Genetics, vol. 42,
no. 7, pp. 631–634, 2010.
109
[10] S. Xiao, D. Xie, X. Cao, P. Yu, X. Xing, C. C. Chen, M. Musselman,
M. Xie, F. D. West, H. A. Lewin, T. Wang, and S. Zhong, “Compar-
ative epigenomic annotation of regulatory dna,” Cell, vol. 149, no. 6,
pp. 1381–92, 2012.
[11] A. Barski, S. Cuddapah, K. Cui, T.-Y. Roh, D. E. Schones, Z. Wang,
G. Wei, I. Chepelev, and K. Zhao, “High-resolution profiling of histone
methylations in the human genome,” Cell, vol. 129, no. 4, pp. 823–837,
2007.
[12] N. D. Heintzman, R. K. Stuart, G. Hon, Y. Fu, C. W. Ching, R. D.
Hawkins, L. O. Barrera, S. Van Calcar, C. Qu, K. A. Ching, W. Wang,
Z. Weng, R. D. Green, G. E. Crawford, and B. Ren, “Distinct and
predictive chromatin signatures of transcriptional promoters and en-
hancers in the human genome,” Nat Genet, vol. 39, no. 3, pp. 311–318,
2007.
[13] M. P. Creyghton, S. Markoulaki, S. S. Levine, J. Hanna, M. A. Lodato,
K. Sha, R. A. Young, R. Jaenisch, and L. A. Boyer, “H2az is enriched
at polycomb complex target genes in es cells and is necessary for lineage
commitment,” Cell, vol. 135, no. 4, pp. 649–661, 2008.
[14] R. D. Hawkins, G. C. Hon, L. K. Lee, Q. Ngo, R. Lister, M. Pelizzola,
L. E. Edsall, S. Kuan, Y. Luu, S. Klugman, J. Antosiewicz-Bourget,
Z. Ye, C. Espinoza, S. Agarwahl, L. Shen, V. Ruotti, W. Wang,
R. Stewart, J. A. Thomson, J. R. Ecker, and B. Ren, “Distinct epige-
nomic landscapes of pluripotent and lineage-committed human cells,”
Cell stem cell, vol. 6, no. 5, pp. 479–491, 2010.
[15] M. P. Creyghton, A. W. Cheng, G. G. Welstead, T. Kooistra, B. W.
Carey, E. J. Steine, J. Hanna, M. A. Lodato, G. M. Frampton, P. A.
Sharp, L. A. Boyer, R. A. Young, and R. Jaenisch, “Histone h3k27ac
separates active from poised enhancers and predicts developmental
state,” Proc Natl Acad Sci U S A, vol. 107, no. 50, pp. 21 931–6, 2010.
[16] R. D. Hawkins, G. C. Hon, C. Yang, J. E. Antosiewicz-Bourget, L. K.
Lee, Q. M. Ngo, S. Klugman, K. A. Ching, L. E. Edsall, Z. Ye, S. Kuan,
P. Yu, H. Liu, X. Zhang, R. D. Green, V. V. Lobanenkov, R. Stewart,
J. A. Thomson, and B. Ren, “Dynamic chromatin states in human
es cells reveal potential regulatory sequences and genes involved in
pluripotency,” Cell Res, vol. 21, no. 10, pp. 1393–409, 2011.
110
[17] A. K. Maunakea, R. P. Nagarajan, M. Bilenky, T. J. Ballinger,
C. D’Souza, S. D. Fouse, B. E. Johnson, C. Hong, C. Nielsen, Y. Zhao,
G. Turecki, A. Delaney, R. Varhol, N. Thiessen, K. Shchors, V. M.
Heine, D. H. Rowitch, X. Xing, C. Fiore, M. Schillebeeckx, S. J. Jones,
D. Haussler, M. A. Marra, M. Hirst, T. Wang, and J. F. Costello,
“Conserved role of intragenic dna methylation in regulating alterna-
tive promoters,” Nature, vol. 466, no. 7303, pp. 253–7, 2010.
[18] R. Karlic, H. R. Chung, J. Lasserre, K. Vlahovicek, and M. Vingron,
“Histone modification levels are predictive for gene expression,” Proc
Natl Acad Sci U S A, vol. 107, no. 7, pp. 2926–31, 2010.
[19] A. E. Pasquinelli, B. J. Reinhart, F. Slack, M. Q. Martindale, M. I.
Kuroda, B. Maller, D. C. Hayward, E. E. Ball, B. Degnan, P. Muller,
J. Spring, A. Srinivasan, M. Fishman, J. Finnerty, J. Corbo, M. Levine,
P. Leahy, E. Davidson, and G. Ruvkun, “Conservation of the sequence
and temporal expression of let-7 heterochronic regulatory rna,” Nature,
vol. 408, no. 6808, pp. 86–9, 2000.
[20] E. P. Consortium, E. Birney, J. A. Stamatoyannopoulos, A. Dutta,
R. Guigo, T. R. Gingeras, E. H. Margulies, Z. Weng, M. Snyder, E. T.
Dermitzakis, R. E. Thurman, M. S. Kuehn, C. M. Taylor, S. Neph,
C. M. Koch, S. Asthana, A. Malhotra, I. Adzhubei, J. A. Green-
baum, R. M. Andrews, P. Flicek, P. J. Boyle, H. Cao, N. P. Carter,
G. K. Clelland, S. Davis, N. Day, P. Dhami, S. C. Dillon, M. O.
Dorschner, H. Fiegler, P. G. Giresi, J. Goldy, M. Hawrylycz, A. Hay-
dock, R. Humbert, K. D. James, B. E. Johnson, E. M. Johnson, T. T.
Frum, E. R. Rosenzweig, N. Karnani, K. Lee, G. C. Lefebvre, P. A.
Navas, F. Neri, S. C. Parker, P. J. Sabo, R. Sandstrom, A. Shafer,
D. Vetrie, M. Weaver, S. Wilcox, M. Yu, F. S. Collins, J. Dekker, J. D.
Lieb, T. D. Tullius, G. E. Crawford, S. Sunyaev, W. S. Noble, I. Dun-
ham, F. Denoeud, A. Reymond, P. Kapranov, J. Rozowsky, D. Zheng,
R. Castelo, A. Frankish, J. Harrow, S. Ghosh, A. Sandelin, I. L. Ho-
facker, R. Baertsch, D. Keefe, S. Dike, J. Cheng, H. A. Hirsch, E. A.
Sekinger, J. Lagarde, J. F. Abril, A. Shahab, C. Flamm, C. Fried,
J. Hackermuller, J. Hertel, M. Lindemeyer, K. Missal, A. Tanzer,
S. Washietl, J. Korbel, O. Emanuelsson, J. S. Pedersen, N. Holroyd,
R. Taylor, D. Swarbreck, N. Matthews, M. C. Dickson, D. J. Thomas,
M. T. Weirauch et al., “Identification and analysis of functional ele-
ments in 1project,” Nature, vol. 447, no. 7146, pp. 799–816, 2007.
[21] H. van Bakel, C. Nislow, B. J. Blencowe, and T. R. Hughes, “Most
”dark matter” transcripts are associated with known genes,” PLoS
Biol, vol. 8, no. 5, p. e1000371, 2010.
111
[22] C. Ender, A. Krek, M. R. Friedlander, M. Beitzinger, L. Weinmann,
W. Chen, S. Pfeffer, N. Rajewsky, and G. Meister, “A human snorna
with microrna-like functions,” Mol Cell, vol. 32, no. 4, pp. 519–28,
2008.
[23] M. Brameier, A. Herwig, R. Reinhardt, L. Walter, and J. Gruber,
“Human box c/d snornas with mirna like functions: expanding the
range of regulatory rnas,” Nucleic Acids Res, vol. 39, no. 2, pp. 675–
86, 2011.
[24] J. Xia and W. Zhang, “Noncanonical micrornas and endogenous sir-
nas in lytic infection of murine gammaherpesvirus,” PLoS One, vol. 7,
no. 10, p. e47863, 2012.
[25] L. Nie, H. J. Wu, J. M. Hsu, S. S. Chang, A. M. Labaff, C. W. Li,
Y. Wang, J. L. Hsu, and M. C. Hung, “Long non-coding rnas: versatile
master regulators of gene expression and crucial players in cancer,” Am
J Transl Res, vol. 4, no. 2, pp. 127–50, 2012.
[26] M. Hafner, M. Landthaler, L. Burger, M. Khorshid, J. Hausser,
P. Berninger, A. Rothballer, M. Ascano, A. C. Jungkamp, M. Mun-
schauer, A. Ulrich, G. S. Wardle, S. Dewell, M. Zavolan, and T. Tuschl,
“Transcriptome-wide identification of rna-binding protein and mi-
crorna target sites by par-clip,” Cell, vol. 141, no. 1, pp. 129–141,
2010.
[27] S. W. Chi, J. B. Zang, A. Mele, and R. B. Darnell, “Argonaute hits-clip
decodes microrna-mrna interaction maps,” Nature, vol. 460, no. 7254,
pp. 479–486, 2009.
[28] A. Helwak, G. Kudla, T. Dudnakova, and D. Tollervey, “Mapping the
human mirna interactome by clash reveals frequent noncanonical bind-
ing,” Cell, vol. 153, no. 3, pp. 654–65, 2013.
[29] G. Kudla, S. Granneman, D. Hahn, J. D. Beggs, and D. Tollervey,
“Cross-linking, ligation, and sequencing of hybrids reveals rna-rna in-
teractions in yeast,” Proc Natl Acad Sci U S A, vol. 108, no. 24, pp.
10 010–5, 2011.
[30] E. I. Campos and D. Reinberg, “Histones: annotating chromatin,”
Annu Rev Genet, vol. 43, pp. 559–99, 2009.
[31] M. Tan, H. Luo, S. Lee, F. Jin, J. S. Yang, E. Montellier, T. Bu-
chou, Z. Cheng, S. Rousseaux, N. Rajagopal, Z. Lu, Z. Ye, Q. Zhu,
J. Wysocka, Y. Ye, S. Khochbin, B. Ren, and Y. Zhao, “Identification
of 67 histone marks and histone lysine crotonylation as a new type of
histone modification,” Cell, vol. 146, no. 6, pp. 1016–28, 2011.
112
[32] T. S. Mikkelsen, M. Ku, D. B. Jaffe, B. Issac, E. Lieberman, G. Gian-
noukos, P. Alvarez, W. Brockman, T. K. Kim, R. P. Koche, W. Lee,
E. Mendenhall, A. O’Donovan, A. Presser, C. Russ, X. Xie, A. Meiss-
ner, M. Wernig, R. Jaenisch, C. Nusbaum, E. S. Lander, and B. E.
Bernstein, “Genome-wide maps of chromatin state in pluripotent and
lineage-committed cells,” Nature, vol. 448, no. 7153, pp. 553–60, 2007.
[33] F. D. West, S. L. Terlouw, D. J. Kwon, J. L. Mumaw, S. K. Dhara,
K. Hasneen, J. R. Dobrinsky, and S. L. Stice, “Porcine induced pluripo-
tent stem cells produce chimeric offspring,” Stem Cells Dev, vol. 19,
no. 8, pp. 1211–20, 2010.
[34] X. Chen, H. Xu, P. Yuan, F. Fang, M. Huss, V. B. Vega, E. Wong, Y. L.
Orlov, W. Zhang, J. Jiang, Y. H. Loh, H. C. Yeo, Z. X. Yeo, V. Narang,
K. R. Govindarajan, B. Leong, A. Shahab, Y. Ruan, G. Bourque, W. K.
Sung, N. D. Clarke, C. L. Wei, and H. H. Ng, “Integration of external
signaling pathways with the core transcriptional network in embryonic
stem cells,” Cell, vol. 133, no. 6, pp. 1106–17, 2008.
[35] A. Goren, F. Ozsolak, N. Shoresh, M. C. Ku, M. Adli, C. Hart,
M. Gymrek, O. Zuk, A. Regev, P. M. Milos, and B. E. Bernstein,
“Chromatin profiling by directly sequencing small quantities of im-
munoprecipitated dna,” Nature Methods, vol. 7, no. 1, pp. 47–U7, 2010.
[36] R. Lister, M. Pelizzola, R. H. Dowen, R. D. Hawkins, G. Hon,
J. Tonti-Filippini, J. R. Nery, L. Lee, Z. Ye, Q. M. Ngo, L. Edsall,
J. Antosiewicz-Bourget, R. Stewart, V. Ruotti, A. H. Millar, J. A.
Thomson, B. Ren, and J. R. Ecker, “Human dna methylomes at base
resolution show widespread epigenomic differences,” Nature, vol. 462,
no. 7271, pp. 315–322, 2009.
[37] C. Trapnell, L. Pachter, and S. L. Salzberg, “Tophat: discovering splice
junctions with rna-seq,” Bioinformatics, vol. 25, no. 9, pp. 1105–1111,
2009.
[38] C. Trapnell, B. A. Williams, G. Pertea, A. Mortazavi, G. Kwan, M. J.
van Baren, S. L. Salzberg, B. J. Wold, and L. Pachter, “Transcript as-
sembly and quantification by rna-seq reveals unannotated transcripts
and isoform switching during cell differentiation,” Nature Biotechnol-
ogy, vol. 28, no. 5, pp. 511–U174, 2010.
[39] B. Langmead, C. Trapnell, M. Pop, and S. L. Salzberg, “Ultrafast
and memory-efficient alignment of short dna sequences to the human
genome,” Genome Biology, vol. 10, no. 3, 2009.
113
[40] A. Rada-Iglesias, R. Bajpai, T. Swigut, S. A. Brugmann, R. A. Flynn,
and J. Wysocka, “A unique chromatin signature uncovers early devel-
opmental enhancers in humans,” Nature, vol. 470, no. 7333, pp. 279–83,
2011.
[41] R. Faast, V. Thonglairoam, T. C. Schulz, J. Beall, J. R. E. Wells,
H. Taylor, K. Matthaei, P. D. Rathjen, D. J. Tremethick, and I. Lyons,
“Histone variant h2a.z is required for early mammalian development,”
Current Biology, vol. 11, no. 15, pp. 1183–1187, 2001.
[42] C. M. Weber, J. G. Henikoff, and S. Henikoff, “H2a.z nucleosomes
enriched over active genes are homotypic,” Nat Struct Mol Biol, vol. 17,
no. 12, pp. 1500–7, 2010.
[43] A. Zemach, I. E. McDaniel, P. Silva, and D. Zilberman, “Genome-wide
evolutionary analysis of eukaryotic dna methylation,” Science, vol. 328,
no. 5980, pp. 916–9, 2010.
[44] B. Ren, “Transcription enhancers make non-coding rna,” Nature, vol.
465, no. 7295, pp. 173–174, 2010.
[45] E. Segal, M. Shapira, A. Regev, D. Pe’er, D. Botstein, D. Koller, and
N. Friedman, “Module networks: identifying regulatory modules and
their condition-specific regulators from gene expression data,” Nature
Genetics, vol. 34, no. 2, pp. 166–176, 2003.
[46] J. Ernst and M. Kellis, “Discovery and characterization of chromatin
states for systematic annotation of the human genome,” Nat Biotech-
nol, vol. 28, no. 8, pp. 817–25, 2010.
[47] P. Yu, S. Xiao, X. Xin, C. X. Song, W. Huang, D. McDee, T. Tanaka,
T. Wang, C. He, and S. Zhong, “Spatiotemporal clustering of the
epigenome reveals rules of dynamic gene regulation,” Genome Res,
vol. 23, no. 2, pp. 352–64, 2013.
[48] G. R. Wyatt and S. S. Cohen, “A new pyrimidine base from bacterio-
phage nucleic acids,” Nature, vol. 170, no. 4338, pp. 1072–3, 1952.
[49] M. Tahiliani, K. P. Koh, Y. Shen, W. A. Pastor, H. Bandukwala,
Y. Brudno, S. Agarwal, L. M. Iyer, D. R. Liu, L. Aravind, and A. Rao,
“Conversion of 5-methylcytosine to 5-hydroxymethylcytosine in mam-
malian dna by mll partner tet1,” Science, vol. 324, no. 5929, pp. 930–5,
2009.
[50] S. Ito, A. C. D’Alessio, O. V. Taranova, K. Hong, L. C. Sowers, and
Y. Zhang, “Role of tet proteins in 5mc to 5hmc conversion, es-cell self-
renewal and inner cell mass specification,” Nature, vol. 466, no. 7310,
pp. 1129–U151, 2010.
114
[51] H. Wu, A. C. D’Alessio, S. Ito, Z. B. Wang, K. R. Cui, K. J.
Zhao, Y. E. Sun, and Y. Zhang, “Genome-wide analysis of 5-
hydroxymethylcytosine distribution reveals its dual function in tran-
scriptional regulation in mouse embryonic stem cells,” Genes & Devel-
opment, vol. 25, no. 7, pp. 679–684, 2011.
[52] G. Ficz, M. R. Branco, S. Seisenberger, F. Santos, F. Krueger, T. A.
Hore, C. J. Marques, S. Andrews, and W. Reik, “Dynamic regulation of
5-hydroxymethylcytosine in mouse es cells and during differentiation,”
Nature, vol. 473, no. 7347, pp. 398–U589, 2011.
[53] W. A. Pastor, U. J. Pape, Y. Huang, H. R. Henderson, R. Lister,
M. Ko, E. M. McLoughlin, Y. Brudno, S. Mahapatra, P. Kapranov,
M. Tahiliani, G. Q. Daley, X. S. Liu, J. R. Ecker, P. M. Milos, S. Agar-
wal, and A. Rao, “Genome-wide mapping of 5-hydroxymethylcytosine
in embryonic stem cells,” Nature, vol. 473, no. 7347, pp. 394–7, 2011.
[54] H. Stroud, S. Feng, S. Morey Kinney, S. Pradhan, and S. E. Jacobsen,
“5-hydroxymethylcytosine is associated with enhancers and gene bodies
in human embryonic stem cells,” Genome Biol, vol. 12, no. 6, p. R54,
2011.
[55] M. Yasunaga, S. Tada, S. Torikai-Nishikawa, Y. Nakano, M. Okada,
L. M. Jakt, S. Nishikawa, T. Chiba, and T. Era, “Induction and mon-
itoring of definitive and visceral endoderm differentiation of mouse es
cells,” Nat Biotechnol, vol. 23, no. 12, pp. 1542–50, 2005.
[56] N. E. Buchler, U. Gerland, and T. Hwa, “On schemes of combinatorial
transcription logic,” Proc Natl Acad Sci U S A, vol. 100, no. 9, pp.
5136–41, 2003.
[57] M. A. Beer and S. Tavazoie, “Predicting gene expression from se-
quence,” Cell, vol. 117, no. 2, pp. 185–98, 2004.
[58] M. Equihua, “Analysis of finite mixture of distributions - a statistical
tool for biological classification problems,” Computer Applications in
the Biosciences, vol. 4, no. 4, pp. 435–440, 1988.
[59] R. Durbin, S. Eddy, A. Krogh, and G. Mitchison, Biological Sequence
Analysis. Cambridge University Press, 1998.
[60] I. Miklos and I. M. Meyer, “A linear memory algorithm for baum-welch
training,” BMC Bioinformatics, vol. 6, p. 231, 2005.
[61] M. Blum, S. J. Gaunt, and E. M. Derobertis, “Gastrulation in the
mouse - the role of the homeobox gene goosecoid,” Molecular Biology
of the Cell, vol. 3, pp. A98–A98, 1992.
115
[62] M. Kanai-Azuma, Y. Kanai, J. M. Gad, Y. Tajima, C. Taya,
M. Kurohmaru, Y. Sanai, H. Yonekawa, K. Yazaki, P. P. L. Tam,
and Y. Hayashi, “Depletion of definitive gut endoderm in sox17-null
mutant mice,” Development, vol. 129, no. 10, pp. 2367–2379, 2002.
[63] C. X. Song, K. E. Szulwach, Y. Fu, Q. Dai, C. Q. Yi, X. K. Li, Y. J.
Li, C. H. Chen, W. Zhang, X. Jian, J. Wang, L. Zhang, T. J. Looney,
B. C. Zhang, L. A. Godley, L. M. Hicks, B. T. Lahn, P. Jin, and C. A.
He, “Selective chemical labeling reveals the genome-wide distribution
of 5-hydroxymethylcytosine,” Nature Biotechnology, vol. 29, no. 1, pp.
68–+, 2011.
[64] Illumina, “Truseq(tm) small rna sample preparation guide,” Tech. Rep.
Catalog RS-930-1012, 2010.
[65] A. Mortazavi, B. A. Williams, K. McCue, L. Schaeffer, and B. Wold,
“Mapping and quantifying mammalian transcriptomes by rna-seq,” Nat
Methods, vol. 5, no. 7, pp. 621–8, 2008.
[66] P. Kolasinska-Zwierz, T. Down, I. Latorre, T. Liu, X. S. Liu, and
J. Ahringer, “Differential chromatin marking of introns and expressed
exons by h3k36me3,” Nature Genetics, vol. 41, no. 3, pp. 376–381,
2009.
[67] S. Schwartz, E. Meshorer, and G. Ast, “Chromatin organization marks
exon-intron structure,” Nature Structural & Molecular Biology, vol. 16,
no. 9, pp. 990–U117, 2009.
[68] J. M. Lin, P. J. Collins, N. D. Trinklein, Y. Fu, H. Xi, R. M. Myers,
and Z. Weng, “Transcription factor binding and modified histones in
human bidirectional promoters,” Genome Res, vol. 17, no. 6, pp. 818–
27, 2007.
[69] A. Hakkinen, S. Healy, H. T. Jacobs, and A. S. Ribeiro, “Genome
wide study of nf-y type ccaat boxes in unidirectional and bidirectional
promoters in human and mouse,” J Theor Biol, vol. 281, no. 1, pp.
74–83, 2011.
[70] A. Marson, S. S. Levine, M. F. Cole, G. M. Frampton, T. Brambrink,
S. Johnstone, M. G. Guenther, W. K. Johnston, M. Wernig, J. New-
man, J. M. Calabrese, L. M. Dennis, T. L. Volkert, S. Gupta, J. Love,
N. Hannett, P. A. Sharp, D. P. Bartel, R. Jaenisch, and R. A. Young,
“Connecting microrna genes to the core transcriptional regulatory cir-
cuitry of embryonic stem cells,” Cell, vol. 134, no. 3, pp. 521–33, 2008.
[71] T. Thomson and H. Lin, “The biogenesis and function of piwi proteins
and pirnas: progress and prospect,” Annu Rev Cell Dev Biol, vol. 25,
pp. 355–76, 2009.
116
[72] W. Wu, Y. Cheng, C. A. Keller, J. Ernst, S. A. Kumar, T. Mishra,
C. Morrissey, C. M. Dorman, K. B. Chen, D. Drautz, B. Giardine,
Y. Shibata, L. Song, M. Pimkin, G. E. Crawford, T. S. Furey, M. Kel-
lis, W. Miller, J. Taylor, S. C. Schuster, Y. Zhang, F. Chiaromonte,
G. A. Blobel, M. J. Weiss, and R. C. Hardison, “Dynamics of the epi-
genetic landscape during erythroid differentiation after gata1 restora-
tion,” Genome Res, vol. 21, no. 10, pp. 1659–71, 2011.
[73] N. Bhutani, D. M. Burns, and H. M. Blau, “Dna demethylation dy-
namics,” Cell, vol. 146, no. 6, pp. 866–872, 2011.
[74] S. Tomizawa, H. Kobayashi, T. Watanabe, S. Andrews, K. Hata,
G. Kelsey, and H. Sasaki, “Dynamic stage-specific changes in imprinted
differentially methylated regions during early mammalian development
and prevalence of non-cpg methylation in oocytes,” Development, vol.
138, no. 5, pp. 811–20, 2011.
[75] D. J. Lees-Murdock, T. C. Shovlin, T. Gardiner, M. De Felici, and
C. P. Walsh, “Dna methyltransferase expression in the mouse germ
line during periods of de novo methylation,” Dev Dyn, vol. 232, no. 4,
pp. 992–1002, 2005.
[76] M. Yu, G. C. Hon, K. E. Szulwach, C. X. Song, L. Zhang, A. Kim,
X. Li, Q. Dai, Y. Shen, B. Park, J. H. Min, P. Jin, B. Ren, and
C. He, “Base-resolution analysis of 5-hydroxymethylcytosine in the
mammalian genome,” Cell, vol. in press., 2012.
[77] S. J. Bruce, B. B. Gardiner, L. J. Burke, M. M. Gongora, S. M. Grim-
mond, and A. C. Perkins, “Dynamic transcription programs during es
cell differentiation towards mesoderm in serum versus serum-freebmp4
culture,” BMC Genomics, vol. 8, p. 365, 2007.
[78] K. D. MacIsaac, K. A. Lo, W. Gordon, S. Motola, T. Mazor, and
E. Fraenkel, “A quantitative model of transcriptional regulation reveals
the influence of binding location on expression,” PLoS Comput Biol,
vol. 6, no. 4, p. e1000773, 2010.
[79] K. K. Niakan, H. Ji, R. Maehr, S. A. Vokes, K. T. Rodolfa, R. I.
Sherwood, M. Yamaki, J. T. Dimos, A. E. Chen, D. A. Melton, A. P.
McMahon, and K. Eggan, “Sox17 promotes differentiation in mouse
embryonic stem cells by directly regulating extraembryonic gene ex-
pression and indirectly antagonizing self-renewal,” Genes Dev, vol. 24,
no. 3, pp. 312–26, 2010.
[80] M. J. Booth, M. R. Branco, G. Ficz, D. Oxley, F. Krueger, W. Reik,
and S. Balasubramanian, “Quantitative sequencing of 5-methylcytosine
and 5-hydroxymethylcytosine at single-base resolution,” Science, vol.
336, no. 6083, pp. 934–7, 2012.
117
[81] C. Frauer, A. Rottach, D. Meilinger, S. Bultmann, K. Fellinger,
S. Hasenoder, M. Wang, W. Qin, J. Soding, F. Spada, and H. Leon-
hardt, “Different binding properties and function of cxxc zinc finger
domains in dnmt1 and tet1,” PLoS One, vol. 6, no. 2, p. e16627, 2011.
[82] X. He, C. C. Chen, F. Hong, F. Fang, S. Sinha, H. H. Ng, and S. Zhong,
“A biophysical model for analysis of transcription factor interaction and
binding site arrangement from genome-wide binding data,” PLoS One,
vol. 4, no. 12, p. e8155, 2009.
[83] J. Ernst, P. Kheradpour, T. S. Mikkelsen, N. Shoresh, L. D. Ward, C. B.
Epstein, X. Zhang, L. Wang, R. Issner, M. Coyne, M. Ku, T. Durham,
M. Kellis, and B. E. Bernstein, “Mapping and analysis of chromatin
state dynamics in nine human cell types,” Nature, vol. 473, no. 7345,
pp. 43–9, 2011.
[84] D. Ray, H. Kazan, K. B. Cook, M. T. Weirauch, H. S. Najafabadi,
X. Li, S. Gueroussov, M. Albu, H. Zheng, A. Yang, H. Na, M. Irimia,
L. H. Matzat, R. K. Dale, S. A. Smith, C. A. Yarosh, S. M. Kelly,
B. Nabet, D. Mecenas, W. M. Li, R. S. Laishram, M. Qiao, H. D.
Lipshitz, F. Piano, A. H. Corbett, R. P. Carstens, B. J. Frey, R. A.
Anderson, K. W. Lynch, L. O. F. Penalva, E. P. Lei, A. G. Fraser,
B. J. Blencowe, Q. D. Morris, and T. R. Hughes, “A compendium of
rna-binding motifs for decoding gene regulation,” Nature, vol. 499, no.
7457, pp. 172–177, 2013.
[85] G. Meister, “Argonaute proteins: functional insights and emerging
roles,” Nature Reviews Genetics, vol. 14, no. 7, pp. 447–459, 2013.
[86] S. Granneman, G. Kudla, E. Petfalski, and D. Tollervey, “Identification
of protein binding sites on u3 snorna and pre-rrna by uv cross-linking
and high-throughput analysis of cdnas,” Proceedings of the National
Academy of Sciences of the United States of America, vol. 106, no. 24,
pp. 9613–9618, 2009.
[87] A. Lal, M. P. Thomas, G. Altschuler, F. Navarro, E. O’Day, X. L.
Li, C. Concepcion, Y. C. Han, J. Thiery, D. K. Rajani, A. Deutsch,
O. Hofmann, A. Ventura, W. Hide, and J. Lieberman, “Capture of
microrna-bound mrnas identifies the tumor suppressor mir-34a as a
regulator of growth factor signaling,” Plos Genetics, vol. 7, no. 11,
2011.
[88] G. B. Loeb, A. A. Khan, D. Canner, J. B. Hiatt, J. Shendure, R. B.
Darnell, C. S. Leslie, and A. Y. Rudensky, “Transcriptome-wide mir-
155 binding map reveals widespread noncanonical microrna targeting,”
Molecular Cell, vol. 48, no. 5, pp. 760–770, 2012.
118
[89] Z. Wang, M. Kayikci, M. Briese, K. Zarnack, N. M. Luscombe, G. Rot,
B. Zupan, T. Curk, and J. Ule, “iclip predicts the dual splicing effects
of tia-rna interactions,” Plos Biology, vol. 8, no. 10, 2010.
[90] N. J. Loman, R. V. Misra, T. J. Dallman, C. Constantinidou,
S. E. Gharbia, J. Wain, and M. J. Pallen, “Performance comparison
of benchtop high-throughput sequencing platforms,” Nat Biotechnol,
vol. 30, no. 5, pp. 434–9, 2012.
[91] S. Bellaousov, J. S. Reuter, M. G. Seetin, and D. H. Mathews, “Rnas-
tructure: web servers for rna secondary structure prediction and anal-
ysis,” Nucleic Acids Research, vol. 41, no. W1, pp. W471–W474, 2013.
[92] D. Betel, A. Koppal, P. Agius, C. Sander, and C. Leslie, “Comprehen-
sive modeling of microrna targets predicts functional non-conserved
and non-canonical sites,” Genome Biology, vol. 11, no. 8, 2010.
[93] G. M. Cooper, E. A. Stone, G. Asimenos, N. C. S. Program, E. D.
Green, S. Batzoglou, and A. Sidow, “Distribution and intensity of con-
straint in mammalian genomic sequence,” Genome Res, vol. 15, no. 7,
pp. 901–13, 2005.
[94] A. K. L. Leung, A. G. Young, A. Bhutkar, G. X. Zheng, A. D. Bosson,
C. B. Nielsen, and P. A. Sharp, “Genome-wide identification of ago2
binding sites from mouse embryonic stem cells with and without ma-
ture micrornas (vol 18, pg 237, 2011),” Nature Structural & Molecular
Biology, vol. 18, no. 9, pp. 1084–1084, 2011.
[95] T. Mituyama, K. Yamada, E. Hattori, H. Okida, Y. Ono, G. Terai,
A. Yoshizawa, T. Komori, and K. Asai, “The functional rna database
3.0: databases to support mining and annotation of functional rnas,”
Nucleic Acids Research, vol. 37, pp. D89–D92, 2009.
[96] K. Darty, A. Denise, and Y. Ponty, “Varna: Interactive drawing and
editing of the rna secondary structure,” Bioinformatics, vol. 25, no. 15,
pp. 1974–1975, 2009.
[97] A. L. Barabasi and Z. N. Oltvai, “Network biology: Understanding the
cell’s functional organization,” Nature Reviews Genetics, vol. 5, no. 2,
pp. 101–U15, 2004.
[98] R. Shalgi, Y. Pilpel, and M. Oren, “Repression of transposable-
elements - a microrna anti-cancer defense mechanism?” Trends in Ge-
netics, vol. 26, no. 6, pp. 253–259, 2010.
[99] Z. D. Yuan, X. A. Sun, H. D. Liu, and J. M. Xie, “Microrna genes de-
rived from repetitive elements and expanded by segmental duplication
events in mammalian genomes,” Plos One, vol. 6, no. 3, 2011.
119
[100] C. L. Will and R. Luhrmann, “Spliceosome structure and function,”
Cold Spring Harb Perspect Biol, vol. 3, no. 7, 2011.
[101] W. Filipowicz and V. Pogacic, “Biogenesis of small nucleolar ribonu-
cleoproteins,” Curr Opin Cell Biol, vol. 14, no. 3, pp. 319–27, 2002.
[102] M. Kellis, N. Patterson, M. Endrizzi, B. Birren, and E. S. Lander,
“Sequencing and comparison of yeast species to identify genes and reg-
ulatory elements,” Nature, vol. 423, no. 6937, pp. 241–54, 2003.
[103] L. A. Pennacchio, N. Ahituv, A. M. Moses, S. Prabhakar, M. A.
Nobrega, M. Shoukry, S. Minovitsky, I. Dubchak, A. Holt, K. D.
Lewis, I. Plajzer-Frick, J. Akiyama, S. De Val, V. Afzal, B. L. Black,
O. Couronne, M. B. Eisen, A. Visel, and E. M. Rubin, “In vivo en-
hancer analysis of human conserved non-coding sequences,” Nature,
vol. 444, no. 7118, pp. 499–502, 2006.
[104] J. L. Rinkenberger, S. Horning, B. Klocke, K. Roth, and S. J.
Korsmeyer, “Mcl-1 deficiency results in peri-implantation embryonic
lethality,” Genes Dev, vol. 14, no. 1, pp. 23–7, 2000.
[105] T. Yamane, S. J. Dylla, M. Muijtjens, and I. L. Weissman, “Enforced
bcl-2 expression overrides serum and feeder cell requirements for mouse
embryonic stem cell self-renewal,” Proc Natl Acad Sci U S A, vol. 102,
no. 9, pp. 3312–7, 2005.
[106] M. Kertesz, Y. Wan, E. Mazor, J. L. Rinn, R. C. Nutter, H. Y. Chang,
and E. Segal, “Genome-wide measurement of rna secondary structure
in yeast,” Nature, vol. 467, no. 7311, pp. 103–7, 2010.
[107] G. St Laurent, D. Shtokalo, M. R. Tackett, Z. Yang, T. Eremina,
C. Wahlestedt, S. Urcuqui-Inchima, B. Seilheimer, T. A. McCaffrey,
and P. Kapranov, “Intronic rnas constitute the major fraction of the
non-coding rna in mammalian cells,” BMC Genomics, vol. 13, p. 504,
2012.
[108] H. Xu, X. Luo, J. Qian, X. Pang, J. Song, G. Qian, J. Chen, and
S. Chen, “Fastuniq: a fast de novo duplicates removal tool for paired
short reads,” PLoS One, vol. 7, no. 12, p. e52249, 2012.
[109] J. Zhang, K. Kobert, T. Flouri, and A. Stamatakis, “Pear: a fast and
accurate illumina paired-end read merger,” Bioinformatics, vol. 30,
no. 5, pp. 614–20, 2014.
[110] A. J. Travis, J. Moody, A. Helwak, D. Tollervey, and G. Kudla, “Hyb:
a bioinformatics pipeline for the analysis of clash (crosslinking, ligation
and sequencing of hybrids) data,” Methods, vol. 65, no. 3, pp. 263–73,
2014.
120
[111] J. Zhao, T. K. Ohsumi, J. T. Kung, Y. Ogawa, D. J. Grau, K. Sarma,
J. J. Song, R. E. Kingston, M. Borowsky, and J. T. Lee, “Genome-
wide identification of polycomb-associated rnas by rip-seq,” Mol Cell,
vol. 40, no. 6, pp. 939–53, 2010.
[112] J. G. Underwood, A. V. Uzilov, S. Katzman, C. S. Onodera, J. E.
Mainzer, D. H. Mathews, T. M. Lowe, S. R. Salama, and D. Haus-
sler, “Fragseq: transcriptome-wide rna structure probing using high-
throughput sequencing,” Nat Methods, vol. 7, no. 12, pp. 995–1001,
2010.
[113] J. B. Lucks, S. A. Mortimer, C. Trapnell, S. Luo, S. Aviran, G. P.
Schroth, L. Pachter, J. A. Doudna, and A. P. Arkin, “Multiplexed rna
structure characterization with selective 2’-hydroxyl acylation analyzed
by primer extension sequencing (shape-seq),” Proc Natl Acad Sci U S
A, vol. 108, no. 27, pp. 11 063–8, 2011.
121
