ABSTRACT Learning automaton (LA), a powerful tool in reinforcement learning, is of crucial importance for its adaptivity in the stochastic environment and its applicability in various engineering fields. In particular, the LA adaptively explores the optimal action that maximizes the reward among all possible choices by interacting with the environment. However, the traditional frameworks for LA have several limitations in practical applications, e.g., the cost of parameter tuning and predicaments in massive-action environments, preventing them from being applied to time-sensitive and resources-restricted tasks. In this paper, we propose a novel LA framework based on the statistical hypothesis testing, where the actions are compared by statistical hypothesis iteratively and the suboptimal ones are dismissed, and the estimated optimal action is attained. Apart from the proposal, the theoretical analyses for the framework are given to reveal its -optimality. The proposed framework also features efficiency in massive-action environments and the parameter-free property. The comprehensive simulations are conducted in both benchmark and massiveaction environments to demonstrate the superiority of the proposed framework over the ordinary schemes.
I. INTRODUCTION
Reinforcement learning (RL), one of the most fruitful branches in machine learning (ML), concerns with how agents ought to behave in a stochastic environment to maximize the cumulative rewards [1] - [4] . Learning automaton (LA) is a powerful tool in RL. It can adaptively explore the optimal action that maximizes the reward among all possible choices by interacting with the environment [5] . Early studies of LA date back to 1960s [6] , but it has surged much-renewed interest owing to its modern application in a broad range of engineering contexts such as pattern recognition, signal processing, function optimization, and assignment problems (see, e.g. [7] - [16] and references therein).
As shown in [5, Fig. 1 ], in the t-th interaction with the random environment, an LA selects an action a(t) to interact with the environment and gets evaluative feedback β(t), which is then utilized to update the internal state of the LA. The LA converges to the final state after a number of interactions, i.e., it learns the optimal action to interact with the given environment. LA can be divided into various genres
The associate editor coordinating the review of this manuscript and approving it for publication was Michael Lyu. according to their transition functions between internal states and constitutions of the action sets. From the transition functions, LA can be characterized as fixed structure stochastic automaton (FSSA) or variable structure stochastic automaton (VSSA) [17] . The transition between states of FSSA is deterministic, while that of VSSA is stochastic. FSSA is the prototype of LA, and VSSA improves FSSA by being more flexible and having broader application scenarios. From the perspective of the action set, LA can be classified into continuous action set learning automata (CALA) and finite action set learning automata (FALA) [18] . The action set in CALA is an interval with uncountable elements, thus CALA is usually used for function optimization [19] . Meanwhile, FALA, whose action set is at most countable, is more extensively studied due to its numerous applications [20] . Besides, the random environment can be divided into P-model, Q-model or S-model depending on the type of its feedback [5] . The feedback is a binary value in {0, 1} for P-model environments, a specific value in {β 1 , β 2 , · · · , β Q }, (Q > 2) for Q-model environments, and an arbitrary value in [0, 1] for S-model environments. As a typical case, the learning automata with a stochastic state transition function and a finite action set (VSFALA) in P-model environment have raised great attention from researchers, and plentiful theoretical achievements and learning schemes for VSFALA have emerged in the last decades [21] .
One of the attractive properties of VSFALA is the -optimality which ensures that a VSFALA can converge to the optimal action with probability one as the number of interactions with the environment approaches to infinity [5] . In literature, the performance of various VSFALA schemes is evaluated by the convergence rate on the premise of a certain accuracy [22] . The accuracy is defined as the probability of a correct convergence, i.e., the probability for an LA to find the action with the highest reward probability. The convergence rate is the average times of iterations, i.e., the average number of interactions with the environment for an LA to converge correctly. The complexity of an LA scheme is measured by the convergence time which is defined as the consumed time on a device for an LA to converge correctly.
The framework for VSFALA was first studied in [17] , where a popular learning process based on the action probability vector P was proposed. For an action set with r actions, P has r non-negative components p i , i = 1, 2, · · · , r whose sum is one, where p i represents the probability that an LA chooses the i-th action. The framework consists of three phases: (1) selecting an action according to the action probability vector; (2) interacting with the environment and getting the feedback; (3) updating the action probability vector. The VSFALA gets converged when the maximum action probability in P is greater than a predefined threshold V, i.e., max i {p i } ≥ V. Adhering to the framework, various schemes are proposed to speed up the convergence of VSFALA. Particularly, the family of estimator algorithms [22] - [27] that exploits historical information about the environment to guide the update is the most prevalent one. Notwithstanding the considerable improvements on the convergence rate of LA, almost all update strategies of P including the estimator algorithms suffer from two major limitations in practical applications:
• The parameter tuning cost. The majorities of ordinary schemes are based on the trilogy with multiple tunable parameters. So extra efforts are necessary to realize the trade-off between the accuracy and the convergence rate in a specific environment. Most traditional schemes are parameter-sensitive, and the cost of parameter tuning can be extremely expensive [28] . In practical applications, especially where interacting with the environment could be expensive, the enormous cost for parameter tuning is intimidating.
• The massive-action environments predicament. In massive-action environments, the inadequacy of the action probability vector based frameworks appears in two stages: the action selection and the action probability vector update. In the action selection stage, the time complexity of selecting an action by the action probability vector P is O(r), where r is the total number of actions. For massive-action environments where r is large, this stage can be extremely time-consuming. In the action probability vector update stage, the step size for updating P is obtained by = 1 rN , where N ∈ N * is a resolution parameter, and it is evident that the step size declines inversely with the increase of the number of actions. Therefore in massive-action scenarios, the step size is small, which may slow down the convergence. Several parameter-free schemes have been proposed in recent years to address the problem of parameter tuning. The parameter-free concept, which is first presented in [29] , indicates that a set of parameters can be universally applied to all environments without further tuning. The most representative parameter-free schemes are the parameter-free LA (PFLA) [28] and loss function-based LA (LFPLA) [30] . However, both schemes are supported by time-consuming and computing resources-consuming Monte-Carlo simulations [31] , preventing the schemes from being applied to timesensitive and resources-restricted tasks. Thus, the established parameter-free schemes are far from perfect. In the case of massive-action environments predicaments, Zhang et al. [32] present a fast LA (FLA) scheme that uses a programming trick to realize the efficient action selection by P and the immediate update of P. However, the FLA scheme only reduces the time complexity of P based estimator algorithms, while the totality of iterations remains high. So the challenges in massive-action environments are still confronting VSFALA. In view of this, we propose a revolutionary LA framework that enjoys the desired parameter-free property as well as the high efficiency. The contributions of this paper are as follows.
1) We present a novel framework for LA without the action probability vector, it is parameter-free and is efficient in massive-action environments. The framework is based on a well-known method in statistical inference, the statistical hypothesis testing. To the best of our knowledge, this is the first usage of the statistical hypothesis testing in the field of LA.
2) The three constitutes in the proposed framework show promising stability and efficiency, they are: the action selecting strategy, the action set adjusting strategy, and the convergence judgment.
3) The performance of the proposed framework is analyzed theoretically and rigorous proof of the -optimality is provided. 4) Comprehensive comparisons in benchmark environments and massive-action environments are given to validate the theoretical analyses and demonstrate that the proposed framework outperforms the action probability vector based ones. The rest of this paper is organized as follows. Section II is dedicated to the problem formulation and the review of the action probability vector based framework. In Section III, we present the statistical hypothesis testing based framework and give the theoretical analyses, including the estimation of the convergence rate and the proof of -optimality. Section IV provides the experimentations that verified the advantages of the proposed framework. Finally, Section V concludes this paper.
II. PRELIMINARIES A. STATEMENT OF THE PROBLEM
The VSFALA problem concerns an automaton with finite actions interacting with a P-model environment and is formulated as a triple < A, B, D >, where
The action selected at the t-th iteration is denoted by a(t) ∈ A.
• B = {0, 1} is the set of feedback to the automaton, where 0 and 1 denote a penalty and a reward respectively. The feedback at the t-th iteration is denoted by β(t) ∈ B.
• D = {d 1 , d 2 , · · · , d r } is the set of reward probabilities, such
When D is independent of time, the stochastic environment is stationary. Otherwise, it is a non-stationary environment with D a function of t. Since the performance of an LA in a stationary environment forms the basis of further generalization to non-stationary environments, the following discussions focus on the stationary environment. Without special notation, the environment mentioned in the following sections represents the P-model stationary environment.
By interacting with the environment, the LA aims to identify the optimal action a m with the highest reward probability d m , where
B. ACTION PROBABILITY VECTOR BASED FRAMEWORK
The traditional framework for VSFALA is based on an action probability vector which is defined as
, where p i (t) denotes the probability of selecting the action a i at the t-th iteration. The threefolded learning process of the P based frameworks is formally summarized as follows:
1) At the t-th iteration, an action a(t) is selected according to the probability distribution of P(t), where
2) The environment receives the action and provides feedback β(t), where
3) The action probability vector P(t) is updated:
where T is the update strategy that characterizes different schemes. The most frequently used update strategy is the rewardinaction strategy T RI which is proposed in [33] . Suppose a(t) = a i , T RI is defined as below.
where = 1 rN is the step of modification. T RI has been widely adopted in estimator algorithms such as the discretized pursuit scheme (DP RI ) [22] , the stochastic estimator algorithm (SE RI ) [23] , the discretized bayesian pursuit algorithm (DBPA) [24] and the optimal budget allocation based LA (LA OCBA ) [25] . Beyond the T RI strategy, several variants have been proposed to improve the convergence rate, such as the generalized pursuit strategy T GP in discretized generalized pursuit LA scheme (DGPA) [26] and the last-position elimination strategy T LE in last-position elimination-based LA scheme (LELA) [27] . All schemes discussed above have been proved to be -optimal in stationary environments. For the detailed descriptions and the corresponding theoretical analyses, we suggest that [22] - [27] be referred.
III. THE PROPOSED FRAMEWORK
In this section, we propose the statistical hypothesis testing approach based framework (LA SHT ) for VSFALA. In the proposed framework, the actions that are judged to be inferior by the hypothesis testing would be eliminated from A adaptively. At length, the only action left is the optimal action chosen by LA SHT . In this section, the necessary knowledge of the statistical hypothesis is reviewed firstly, followed by the proposal of LA SHT and the theoretical analyses.
A. STATISTICAL HYPOTHESIS TESTING IN VSFALA
Suppose the action a i is selected for the k-th time during the t-th iteration, the feedback follows (4):
where β i (k) denotes the feedback for the k-th time of choosing a i . The reaction from the environment is a Bernoulli VOLUME 7, 2019 trial and the feedback β i (t) is a random variable following the Bernoulli distribution with parameter d i . In a stationary environment, if an action a i is picked for n times then the feed-
follows a binomial distribution with parameters n and d i :
Theorem 1: Suppose an action a i has been selected for n times, the feedback sequence is
Then the following convergence in probability holds:
Proof: 
Consider the mean of the feedback
According to Chebyshev's Inequality, ∀ > 0,
This implies
which completes the proof. Theorem 1 indicates that if action a i is chosen for infinite times, then the mean of the feedback sequence is the reward probability.
Lemma 1 is the famous Lévy-Lindberg central limit theorem whose proof can be found in [34] .
Corollary 1: Suppose an action a i has been selected for n times, the feedback sequence is
whereβ i is the mean of the random feedback sequence
the proof of Theorem 1, and by Theorem 1,
which is tantamount to
Corollary 1 indicates that when action a i has been selected for n times, n → ∞, then the statisticβ i is subject to a Gaussian distribution N (d i ,
). It can be deduced that the reward probabilities of two actions can be compared as the means of two Gaussian random variables. Traditionally, Z-test [35] is capable of distinguishing the means of two Gaussian random variables given two individual sampling sequences. Roughly, in Z-test, a z-value is computed from two sequences, and the conclusion about whether two means are the same is drawn with significance level α.
Formally, consider the feedback sequence {β i (1), β i (2), · · · , β i (n i )} for action a i and the feedback sequence
To distinguish and compare the reward probabilities for a i and a j , we state the null hypothesis (H 0 ) and the alternative hypothesis (H 1 ):
The z-value of the test statistics is computed by
For any given significance level α, the critical value |z α/2 | is obtained from the z-table [35] , such
At length, |z| and |z α/2 | are compared. If |z| > |z α/2 |, we reject the null hypothesis and claim that d i = d j with significance level α. Statistically speaking, α is the probability that Z-test indicates
However, Z-test is applicable only when the sample size, i.e.,n is large [35] . When n is small, another statistical test known as the Student's t-test is utilized [35] . The Student's t-test is more sophisticated than Z-test in selecting different critical values for different sample sizes. Since it has been shown that the Student's t-test and the Z-test are nearly indistinguishable when the sample size n is larger than 30 [35] , the Student's t-test is only revoked when n < 30 to reduce the complexity.
For the Student's t-test, the null and alternative hypotheses are still:
In the Student's t-test, the t-statistics is computed by
where
and
For any significance level α, define the degrees of freedom n [35] ,
Then, the critical value |t α/2 (n)| is obtained from the t-table [35] , such that
Finally, |t| and |t α/2 (n)| are compared. If |t| > |t α/2 (n)|, the null hypothesis is rejected, and we can accept the alternative hypothesis with significance levelα.
Note that the Student's t-test is the alternative of the Z-test in small sample size. Equation (21) and (23) are equivalent when the sample size approaches to infinity [35] .
B. STATISTICAL HYPOTHESIS TESTING APPROACH BASED FRAMEWORK
A statistical hypothesis testing approach based framework LA SHT is designed on the basis of the discussion above. As shown in Figure 2 , the framework consists of four parts: the initialization, the action selecting strategy, the action set updating strategy, and the convergence judgment. The notations that are used throughout the framework are summarized in Table 1 .
1) INITIALIZATION
In the beginning, the feedback sequence for each action is empty. However, as clarified in [1] , the convergence is boosted by introducing prior knowledge by selecting every action for at least a certain number of times. In fact, for the majorities of LA schemes, there is an initialization process that chooses each action for some times to ensure the feedback sequence of each action is longer than some threshold. In our scheme, a useful trick known as the technique of optimistic initial values is adopted [1] . That is, the initial feedback sequence F i (0) for each action a i is indiscriminately set to {0, 1}.
2) ACTION SELECTING STRATEGY
In each interaction with the environment, the time complexity of selecting an action by the probability distribution of the action probability vector is O(r), which is time-consuming in massive-action environments. In the proposed framework, an economical uniform selection strategy is adopted. So the sampling issue is no longer resorted to. The learning process is organized into multiple rounds, with each round consists of a series of interactions with the environment. The index of each round is denoted by l, l = 1, 2, · · · , L, where L is the number of the total rounds until the convergence. The action set at the l-th round is denoted by A(l), and its size by |A(l)|. Naturally, we have
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At the l-th round, each action in the current action set A(l) is unbiasedly selected once to interact with the environment. Note that an iteration is defined as one interaction between an action and the environment. Thus, the l-th round consists of |A(l)| interactions with the environment, i.e., costs |A(l)| iterations.
3) ACTION SET UPDATING STRATEGY
The action set is adjusted after each round adaptively by eliminating the suboptimal actions from the action set. When the l-th round finishes, for each action a i ∈ A(l), the feedback sequence becomes
Similarly to the estimator algorithms, we define the estimated reward probabilityd i (l) as the mean of the feedback sequence,
The estimated optimal action a m(l) after the l-th round is the one in A(l) with the highest estimated reward probabilitŷ d m (l), where
The type of chosen statistical test depends on |F i (l)| = l + 2 (sample size). Follow the discussions in Section III-A, the Student's t-test is adopted when |F i (l)| ≤ 30, while the Z-test is adopted in further rounds. For each non-optimal action a i ∈ A(l), i = m(l), the statistical test is conducted given the feedback sequences of action a i and a m(l) and the significance level α. If the null hypothesis H 0 is rejected, then it is implied that the reward probabilities of action a i and a m(l) are different with significance level α, so the action a i is eliminated from the current action set. After all non-optimal actions are compared with a m(l) , the reward probabilities of all the remaining actions in the action set are indistinguishable at a certain significance level, therefore all actions need to be explored further.
Remark 1: The trade-off between exploration and exploitation is an inevitable dilemma in RL [1]. To maximize the cumulative rewards, an agent must examine the actions that it has tried and found to be superior in producing rewards, i.e., exploit what it has already learned. Meanwhile, the agent has to try actions that have been chosen for few times in order to obtain sufficient information for every action that is possibly optimal, i.e., to explore all possibilities. Thus, it is necessary to balance exploration and exploitation as each action must be tried for plentiful times in a stochastic environment. In view of this, the proposed action selecting strategy is effective with the combination of the well-designed action set updating strategy, which automatically reaches a balance between exploration and exploitation.

4) CONVERGENCE JUDGMENT
In the light of the action set updating strategy, the cardinality of the action set A(l) monotonically decreases. The proposed Actions in A(l) interact with the environment one by one, and update the feedback sequences of each action:
Compute the estimated reward probabilities of each action and find out the estimated optimal action a m (l) by (30) and (31), respectively.
7:
Given the feedback sequences F m(l) (l), F i (l) and the significance level α, implement the t-test.
10:
Given the feedback sequences F m(l) (l), F i (l) and the significance level α, implement the Z-test.
12:
end if 13: if The null hypothesis H 0 :
Eliminate action a i from the current action set: LA gets converged whenever there is only one action left in the action set. That is,
The total number of interactions with the environment, i.e., the convergence rate is
The overall process of the proposed LA SHT is summarized in Algorithm 1.
C. THEORETICAL ANALYSIS
Since the Student's t-test is the counterpart of the Z-test when the sample size is small, and separate critical values for each sample size in t-test make the analysis intractable, so the analysis in this section is based upon the Z-test. Note that when α → 0, the elimination of action is a rare event in finite rounds, so the analysis does not lose generality.
1) ANALYSIS OF THE CONVERGENCE RATE T
Consider two feedback sequences
By (21), if the null hypothesis H 0 is rejected with significance level α, the sample size n has to be no less than:
That is to say, for action a i with reward probability d i and action a j with reward probability d j , the prior estimation of the number of interactions with the environment to distinguish them with significance level α iŝ
Suppose action a m is the optimal action, the estimation of convergence rateT within the proposed framework iŝ
2) PROOF OF -OPTIMALITY
The -optimality is a crucial property of an LA, it indicates that, for any > 0, the LA converges to the optimal action in finite interactions with probability 1 − . For the action probability vector based LA schemes, there is a conventional procedure to prove the -optimality [22] - [33] . For the proposed statistical hypothesis testing based framework, the -optimality has to be proved in a different manner. 
whereβ i andβ j are the mean of feedback sequences F i (n) and F j (n), and
Since (β i ,β j ) is continuous w.r.t bothβ i andβ j , by the definition of the convergence in probability [36] we can conclude that (β i ,β j ) falls into the interval (
) with probability 1 − 1 when n is larger than n( 1 , δ). So when n is larger than n( 1 , δ) the z-value increases linearly √ n with probability 1 − 1 . Then, for any pair of actions a i and a j , let δ < |d i −d j |, then for n > n( 1 , δ), (β i ,β j ) = 0 with probability 1− 1 . And there always exists a n 0 , ∀n > max {n( 1 , δ), n 0 } since z increases with n:
Without loss of generality, suppose a i and a j are the optimal action and suboptimal action respectively. Then for L > max {n ( 1 , δ) , n 0 }, there is a distinction between them two and the suboptimal one is eliminated with significance level α with probability 1 − 1 . And all other inferior actions are naturally eliminated during the process. Lemma 3: For each action in action set A = {a 1 , a 2 , · · · , a r }, when setting the significance level α → 0, the number of interactions with the environment of each action approaches to infinity.
Proof: When setting α → 0, by (22), we have
By (40), to reject the null hypothesis, the sample size should be infinity. That is, none action can be eliminated from the action set A before the total round approaches infinity when the significance level α → 0, which completes the proof. Theorem 2: LA SHT is -optimal in every stationary random environment. That is, given any > 0, there exists a significance level α 0 > 0, such that for all α < α 0 :
where a m is the optimal action that possesses the maximum reward probability. Proof: To prove the -optimality, we first show that:
By setting 1 → 0 in Lemma 2, the proposed LA with converge with probability one, we shall now show that LA converges to the optimal action with probability one, which can be proved by reductio ad absurdum. Assume that LA converges to action a m and m = m. As action a m is the optimal action, we have
Consider one of the convergence conditions,
Lemma 3 implies that each action in A interacts with the environment infinity times when the significance level α approaches 0. According to Theorem 1, we have That is,
Obviously, (45) and (48) are contradictory. Thus, we reject the original assumption. Therefore it is implied that LA SHT converges to the optimal action when the significance level α approaches 0. To see how (44) implies the -optimality, we observe that (44) indicates that: given 2 , ∀α < , ∃δ( 2 ), such that Pr{A(L) = {a m }} ≥ 1−δ( 2 ). To obtain -optimality, we only need to find a 2 such δ( 2 ) < for any possible .
When ≥ 1, this condition trivially holds. When ∈ (0, 1), it is sufficient to show that δ(·) as the function of 2 does not have positive lower bound. This always holds for if δ(·) is lower-bounded by δ > 0, then (44) would converge to 1 − δ rather than one. This completes the proof.
IV. EXPERIMENTATIONS AND COMPARISONS
In this section, the proposed LA SHT is evaluated and compared with other popular schemes in various stationary environments.
In the studies of LA, there are five benchmark environments, where the reward probabilities in each environment are: The complexity of an environment is reflected in two aspects: the number of actions r and the difference between the reward probabilities of the optimal action and suboptimal one denoted by δ. From this perspective, E 3 is the most complicated one among E 1 − E 5 with minimal δ = d 1 − d 2 = 0.05. However, with a small r, these benchmarks are unrepresentative in most application scenarios. Therefore, we also consider a more complicated but practical massiveaction environment, the monotonic environment [37] . The monotonic environment sets
A series of monotonic environments were generated with different parameters as E 6 − E 10 :
• E 6 − E 10 : d m = 0.8, γ = 0.1, r = {1000, 5000, 10000, 50000, 100000}.
The complexity of all environments tested is summarized in Table 2 . Two sets of experiments are conducted for evaluation and comparison. Firstly, the influence of the significance level α on the performance of LA SHT is presented. Secondly, the comparisons with schemes based on the action probability vector are given. All simulations are compiled by C++, using Intel(R) Core(R) CPU i7 @2.20GHz, 16.00GB RAM.
A. THE EFFECT OF THE SIGNIFICANCE LEVEL
As the only configurable parameter in LA SHT , the significance level α is used to realize the trade-off between the accuracy and efficiency. Figure 3 presents the accuracy and the convergence rate of LA SHT with different α in E 1 − E 5 , performance on E 6 − E 10 are given in Section IV-B.2. It can be concluded that a small value of α leads to high accuracy and low efficiency, while a large value of α leads to relatively low accuracy and high efficiency. The reason after this result is that when α is small, the LA SHT is required to distinguish actions with higher confidence, which leads to higher accuracy. But to yield a distinction with higher confidence, a larger sampling size is necessary, so the efficiency declines. For α is large, the converse reasoning holds. Nevertheless, the performance of LA SHT is steady when using the same significance level in different environments, which implies the parameter-free property of LA SHT .
B. COMPARISONS WITH THE ACTION PROBABILITY VECTOR BASED SCHEMES
To show the superiority of the proposed framework, LA SHT is compared with the most representative and the state-ofthe-art schemes based on the action probability vector. The compared schemes are DP RI [22] with the T RI strategy, DGPA [26] with the T GP strategy, and LELA [27] with the T LE strategy.
1) COMPARISONS IN BENCHMARK ENVIRONMENTS
For the action probability vector based schemes, the parameters have to be tuned beforehand manually. Specifically, the resolution parameter N used to discretize the step-size when updating the action probability vector has to be determined for each environment. The tuning of N is a linear search problem, where millions of interactions with each environment are required. Table 3 shows the best parameters and the cost of parameter tuning for DP RI , DGPA, and LELA in benchmark environments.
After tuning the parameters, the performance of LA SHT is compared with well-tuned DP RI , DGPA, and LELA. The simulations results are summarized in Table 4 , from which we can construe the following conclusions: 1) All accuracies are quite high, yielding the -optimality of LA. The difference between competitors and LA SHT is reflected by the parameter setting. For DP RI , DGPA, and LELA, the step-size for updating the action probability in each environment has been painstakingly tuned to achieve the fastest convergence rate with basic accuracy requirements. As for LA SHT , an identical significance level can be used in any benchmarks, possessing natural adaptability in trade-offs between the accuracy and the convergence rate. 2) LA SHT performs competitively in the convergence rate.
Taking α = 0.01 as a paradigm, compared with the . As shown in Figure 4 , the improvements are significant. 
2) COMPARISONS IN MASSIVE-ACTION ENVIRONMENTS
After showing that LA SHT performs competitively in benchmark environments, its performance in massive-action environments was then investigated in E 6 − E 10 . Note that due to the unbearable cost of parameter tuning in massive action environments, we set the resolution parameter N = 1 that yields the highest convergence rate for both DGPA and LELA. And DP RI is neglected for its poor performance, i.e., the low accuracy when setting N = 1. Since the number of actions r is the dominating variable in massive-action environments E 6 − E 10 rather than δ, it would be considered as the independent variable. Figure 5 and Figure 6 illustrate the convergence rate and the convergence time of schemes versus the number of actions, respectively. As the curves of LA SHT with different α are indistinguishable, Table 5 lists the detailed simulation results.
The superiority of LA SHT is evident. On the one hand, the convergence rate of schemes based on the action probability vector increases rapidly with the increase in the number of actions, while that of LA SHT grows much slower. In the most extreme case E 10 , where r = 100, 000, the required number of interactions with the environments of FIGURE 5. The convergence rate versus the number of actions r in massive-action environments E 6 − E 10 (250,000 experiments were performed for LA SHT in each environment, 100 experiments were performed for both DGPA and LELA).
FIGURE 6.
The convergence time versus the number of actions r in massive-action environments E 6 − E 10 (250,000 experiments were performed for LA SHT in each environment, 100 experiments were performed for both DGPA and LELA).
LA SHT (α = 0.01) is less than a quarter of DGPA and is less than one-eighth of LELA. On the other hand, a comparison between convergence time indicates that the action probability vector based schemes can be particularly inefficient in massive-action environments. As shown in Figure 6 , LA SHT converges in much less time than DGPA or LELA. For example, in E 10 where r = 100, 000, the convergence time of LA SHT (α = 0.01) is 0.147s, while DGPA requires 4436.61s and LELA requires 7298.58s, respectively. Thus it is obvious that significant improvements have been realized.
V. CONCLUSION
In this paper, we propose a novel LA framework based on the statistical hypothesis testing, which yields both the parameter-free property and the high efficiency. The proposed LA SHT consists of four parts: the initialization, the action selecting strategy, the action set updating strategy, and the convergence judgment. The statistical hypothesis testing is utilized to eliminate inferior actions during the action set updating. And the balance between exploration and exploitation is attained through our formulation. Theoretical analyses including the estimation of the convergence rate and the proof of the -optimality are also provided. Experimental results demonstrate that LA SHT is parameterfree and -optimal. Comprehensive simulations in various environments verify the superiority of LA SHT to the action probability vector based schemes, especially in massiveaction environments. Our further work includes extending our framework into non-stationary random environments and Q-, S-models. 
