

























ischen  Gesellschaftsstruktur  und  ‐kultur,  vergleichende  Analysen,  die  die  Unter‐
schiede und Gemeinsamkeiten zwischen verschiedenen europäischen Gesellschaften 
thematisieren, sowie theoretische Versuche einer Soziologie Europas. 









































Analyseȱ vonȱ systematischenȱUnterschiedenȱ zwischenȱ einzelnenȱ Ländernȱ istȱ dabeiȱ
nichtȱnurȱ fürȱdenȱProzessȱderȱEuropäisierungȱvonȱBedeutung,ȱsondernȱwirdȱhäufigȱ
auchȱThemaȱreinȱnationalerȱPolitikȱ–ȱmanȱdenkeȱnurȱumȱdieȱDebatteȱüberȱdasȱdeutȬ
scheȱ Bildungssystemȱ imȱ Zugeȱ derȱ internationalȱ vergleichendenȱ PISAȬStudieȱ (vgl.ȱ




DieseȱArtȱ derȱ vergleichendenȱGesellschaftsforschungȱ istȱ jedochȱmitȱ besonderenȱ
methodischenȱHerausforderungenȱkonfrontiert,ȱwasȱ sowohlȱdieȱDatenerhebungȱalsȱ









Personȱ nurȱ inȱ ländlichenȱRegionenȱ einenȱEinflussȱ aufȱParteipräferenzenȱ hat,ȱ nichtȱ
aberȱ inȱ derȱ Stadt.ȱ Solcheȱ Fragestellungen,ȱ beiȱ derȱmehrereȱ Ebenenȱ ineinanderȱ geȬ




sichtenȱ ermöglicht,ȱ dieȱ mitȱ konventionellenȱ Analyseverfahrenȱ –ȱ z.B.ȱ OLSȬ
Regressionenȱ–ȱversperrtȱblieben.ȱDazuȱwerdenȱ imȱ folgendenȱKapitelȱzunächstȱdieȱ









insbesondereȱmitȱ derȱAusweitungȱ derȱ Freizügigkeitȱ fürȱ Personen,ȱKapital,ȱWarenȱ
undȱDienstleistungen,ȱmussȱ inȱdenȱnächstenȱ JahrenȱzunehmendȱmitȱMigrationsbeȬ
wegungenȱzwischenȱdenȱLändernȱderȱEU,ȱaberȱauchȱvonȱaußerhalbȱEuropasȱgerechȬ








MitȱHilfeȱ vonȱ internationalȱ vergleichendenȱUmfragedatenȱ desȱ Europeanȱ Socialȱ
Surveyȱ (ESS)ȱ sollȱüberprüftȱwerden,ȱwelcheȱFaktorenȱ eineȱpositiveȱEinstellungȱgeȬ
genüberȱZuwanderungȱundȱZuwanderernȱbegünstigen.ȱInsbesondereȱsollȱfestgestelltȱ
werdenȱobȱesȱ (a)ȱ ȱLänderunterschiedeȱgibt,ȱ (b)ȱdieseȱsystematischȱsindȱ (obȱz.B.ȱdieȱ
Bevölkerungȱ reicherȱ Länderȱ zuwanderungsfeindlicherȱ istȱ alsȱ dieȱ ärmererȱ Länder)ȱ
undȱ (c)ȱwelcheȱ individuellenȱMerkmaleȱzuȱzuwanderungsfeindlichenȱEinstellungenȱ
führen.ȱAusgewertetȱwerdenȱdazuȱdieȱAntwortenȱvonȱBefragtenȱausȱ20ȱEUȬLändern.1ȱ
Nachȱ listenweisemȱ Ausschlussȱ ungültigerȱ Fälleȱ aufȱ denȱ verwendetenȱ Variablenȱ
verbleibenȱ22251ȱFälleȱzurȱAnalyse,ȱwasȱeineȱdurchschnittlicheȱStichprobengrößeȱvonȱ
1113ȱproȱLandȱ ergibt.ȱZunächstȱwurdeȱ einȱ IndexȱderȱEinstellungenȱgegenüberȱ ImȬ
migrantenȱgebildet,ȱderȱsichȱausȱ5ȱItems2ȱzusammensetzt.ȱCronbachsȱAlphaȱfürȱdieseȱ

















niedrigerȱ werden,ȱ Immigrantenȱ nehmenȱ Arbeitsplätzeȱ weg,ȱ Immigrantenȱ solltenȱ ausgewiesenȱ





















hungsgefühleȱ beiȱ derȱ einheimischenȱ Bevölkerungȱ vermindert.ȱDasȱ gleicheȱ giltȱ fürȱ
schonȱ vorhandeneȱKontakteȱ zuȱ Immigranten:ȱ Inȱ traditionellenȱ EinwanderungslänȬ
dernȱwirdȱ dieȱ Rolleȱ vonȱ Zuwanderernȱ imȱDurchschnittȱ positiverȱ bewertetȱ alsȱ inȱ
LändernȱmitȱeinerȱwenigerȱausgeprägtenȱEinwanderungsgeschichte.ȱAlsȱunabhängigeȱ
Variablenȱ derȱKontextebeneȱwerdenȱdeshalbȱ inȱdieȱAnalyseȱ einbezogen:ȱDerȱAuslänȬ





























































































Konstanteȱ 0,23ȱ 0,021ȱ 11,35ȱ <ȱ0,001ȱ
R²ȱ 0,24ȱ ȱ ȱ ȱ






































Gesamtstichprobeȱ vonȱ 22251.ȱ Sieȱ istȱ kleiner,ȱ daȱ dieȱ Beobachtungenȱ innerhalbȱ derȱ
Gruppenȱnichtȱunabhängigȱsind.ȱDiesesȱProblemȱtrittȱimȱallgemeinenȱbeiȱgeschichteȬ
tenȱStichprobenȱaufȱundȱwirdȱdortȱalsȱDesigneffektȱbezeichnet.ȱ











ausȱ 20ȱ Ländernȱ inȱ einemȱModellȱ gemeinsamȱ behandelt,ȱ alsoȱ inȱ einemȱ „Pool“ȱ zuȬ
sammengefasst.ȱ Soȱ wurdeȱ beispielsweiseȱ fürȱ dieȱ Variableȱ LinksȬRechtsȬ
Selbsteinstufungȱ einȱ Koeffizientȱ vonȱ –0,45ȱ fürȱ alleȱ Befragtenȱ geschätzt.ȱ Berechnetȱ
manȱ eineȱ einfacheȱ Regressionȱ desȱ Einstellungsindizesȱ nurȱ aufȱ dieȱ LinksȬRechtsȬ
Selbsteinstufung,ȱsoȱergibtȱsichȱeinȱSteigungskoeffizientȱvonȱ–0,43ȱundȱeineȱKonstanȬ
teȱvonȱ0,23.ȱEsȱwirdȱalsoȱdavonȱausgegangen,ȱdassȱBefragteȱmitȱeinerȱumȱeineȱStanȬ






















überȱ0,03ȱ (nichtȱsignifikant)ȱ inȱFinnlandȱbisȱhinȱzuȱ+0,4ȱ inȱTschechien.ȱAbbildungȱ1ȱ
gibtȱ einenȱÜberblickȱüberȱdieȱLageȱderȱRegressionsgeradenȱ inȱdenȱ einzelnenȱLänȬ
dern.ȱHierȱsteigtȱalsoȱnichtȱnurȱderȱSchätzfehler,ȱwennȱmanȱvonȱeinemȱgemeinsamenȱ
Koeffizientenȱ fürȱ alleȱ Länderȱ ausgeht,ȱ sondernȱ auchȱ dieȱ inhaltlicheȱ Interpretationȱ
ändertȱsich.ȱEsȱ istȱkeineswegsȱso,ȱdassȱPersonenȱmitȱ„rechterer“ȱpolitischerȱEinstelȬ
lungȱinȱallenȱLändernȱeineȱnegativereȱEinstellungȱzuȱZuwanderernȱhabenȱalsȱsolcheȱ









dernȱ Genügeȱ getan.ȱ Amȱ Beispielȱ derȱ unabhängigenȱ Variableȱ „LinksȬRechtsȬ
Selbsteinstufung“ȱwürdenȱsichȱdieȱinȱAbbildungȱ1ȱgezeigtenȱ20ȱRegressionslinienȱfürȱ









ressionskonstantenȱ undȱ Ȭkoeffizientenȱ umzugehen,ȱ bestehtȱ inȱ derȱ Aufnahmeȱ vonȱ
LänderȬDummyvariablenȱ inȱdasȱModell.ȱFürȱunterschiedlicheȱEffekteȱeinzelnerȱunabȬ
hängigerȱVariablenȱ(z.B.ȱeinenȱpositivenȱEffektȱderȱLinksȬRechtsȬSelbsteinstufungȱinȱ
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Variablenȱ einerȱ bestimmteȱ Ebeneȱ erklärtȱwerdenȱ kann,ȱ explizitȱ bestimmtȱwerdenȱ
kann.ȱWennȱzumȱBeispielȱdieȱdurchschnittlicheȱEinstellungȱgegenüberȱZuwanderernȱ
allerȱ europäischenȱ Länderȱ gleichȱ ist,ȱ aberȱ nichtȱ innerhalbȱ derȱ Länder,ȱ dannȱ kannȱ
durchȱdieȱzweiteȱEbeneȱ(„Länder“)ȱüberhauptȱnichtsȱerklärtȱwerden.ȱEsȱwäreȱdaherȱ






schenȱVariablenȱ verschiedenerȱ Ebenenȱ problemlosȱ undȱ ohneȱVerletzungȱ vonȱMoȬ
dellannahmenȱgeschätztȱwerdenȱkönnen.ȱVielleichtȱ istȱbeispielsweiseȱderȱEffektȱderȱ
Arbeitslosigkeitȱ einesȱBefragtenȱ (Ebeneȱ 1)ȱ aufȱdieȱEinstellungȱ zuȱ Immigrantenȱ abȬ
hängigȱ vonȱ derȱ Arbeitslosenquoteȱ imȱ Landȱ (Ebeneȱ 2).ȱ Soȱ könntenȱArbeitsloseȱ inȱ





cheȱ Zusammenhänge,ȱ dieȱ überȱ mehrereȱ Ebenenȱ hinweggehen,ȱ nenntȱ manȱ auchȱ
CrossȬLevelȬEffekte.ȱ




















ebeneȱ bezeichnet.ȱWennȱ sichȱ Individuenȱ aufȱ dieserȱ Ebeneȱ inȱ bestimmteȱGruppenȱȱ
(z.B.ȱIndividuenȱinȱHaushalte)ȱeinteilenȱlassen,ȱwirdȱdieseȱnächsteȱEbeneȱalsȱEbeneȱ2ȱ

















Einheitȱ derȱKontextebeneȱ (alsoȱ z.B.ȱ zuȱ einemȱ bestimmtenȱ Landȱ oderȱ zuȱ einerȱ beȬ
stimmtenȱSchulklasse).ȱWährendȱdieȱ Individuenȱdenȱ Indexȱ iȱerhaltenȱ (iȱ=ȱ1ȱ istȱalsoȱ
derȱersteȱBefragte,ȱiȱ=ȱ2ȱderȱzweiteȱusw.ȱbisȱhinȱzumȱletztenȱIndividuumȱeinerȱGrupȬ
peȱ nj),ȱwerdenȱdieȱEinheitenȱderȱKontextebeneȱmitȱ jȱ bezeichnet.ȱ Jȱ =ȱ 1ȱ istȱ alsoȱ beiȬ
spielsweiseȱdasȱLandȱÖsterreich,ȱjȱ=ȱ2ȱBelgienȱusw..ȱBeiȱNȱEinheitenȱaufȱderȱKontextȬ




Bezeichnung der Ebene Anzahl der Einheiten  Index für die 
Einheiten
Beispiel
Ebene 1 Mikroebene 
Individuelle 
Ebene
nj (in der Gruppe j) 
n_j (durchschnittliche Anzahl 
der Einheiten pro Gruppe) 
i = 1 ... nj
Personen
n1 = 1771 





N (Gruppen) j = 1 ... N 
Länder
N = 20 
insgesamtȱ
n
n = Ȉ nj = n1+n2+...nN
n = N* n_j
n = 22251 







Variable Bedeutung Beispiel 
yij
Wert der abhängigen Variable für 
das Individuum i in der Gruppe j 
immsd81 = Wert der Einstellungsskala zur Zuwanderung für die 
achte Person (i=8) im ersten Land (j=1=Österreich) 
immsd81 = 4,2 
xij
Wert der erklärenden Variable x  
für das Individuum i in der Grup-
pe j 
Alter 23 = Alter der zweiten Person (i=2) im dritten Land 
(j=3=Tschechien)
zj
Wert der erklärenden Variable z 
für die Gruppe j (d.h. für alle In-
dividuen in dieser Gruppe) 
HDI5 = Wert der Modernisierung im fünften Land 
(j=5=Dänemark) 
hdi5 = 0,926 
p Anzahl der unabhängigen Variablen der Individualebene (also alle x-Variablen) 





EineȱentscheidendeȱFrageȱ istȱmitȱ jedemȱMehrebenenmodellȱverbunden:ȱWieȱ istȱdieȱ
StreuungȱderȱabhängigenȱVariablenȱaufȱdieȱeinzelnenȱErklärungsebenenȱverteilt?ȱAmȱ














Mittelwert,ȱ bzw.ȱ derȱ Regressionskonstante)ȱ an.ȱ Willȱ manȱ dagegenȱ zusätzlichȱ
bestimmen,ȱwieȱ großȱ dieȱAbweichungenȱ zwischenȱ Ländernȱ undȱ Individuenȱ sind,ȱ



























Einȱ solchesȱ Modell,ȱ dasȱ keineȱ erklärendenȱ Variablen,ȱ sondernȱ nurȱ
eineȱRegressionskonstanteȱ(intercept)ȱ undȱderenȱzufälligeȱVariationȱüberȱdieȱ
Gruppenȱenthält,ȱwirdȱalsȱRandomȬInterceptȬOnlyȬModellȱ(RIOȬModell)ȱbezeichnet.ȱȱ
Dieȱ Summeȱderȱ quadriertenȱAbweichungenȱ ȱ aufȱderȱLänderebeneȱ istȱdabeiȱdieȱ
länderspezifischeȱ Variation,ȱ bzw.ȱ dieȱ Variationȱ derȱ Regressionskonstanten.ȱ Dieȱ












ȱ ȱ ȱ ȱȱȱȱΆ01ȱ
ȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱΆ0ȱȱ
























ȱ Koeffizientȱ Standardfehlerȱ zȬWertȱ pȱ
FixeȱParameterȱ ȱ ȱ ȱ ȱ
Konstanteȱ 0,138ȱ 0,357ȱ 0,390ȱ 0,699ȱ








LogȬLikelihoodȱ Ȭ57045,4ȱ ȱ ȱ ȱ












11ȱAnȱ einigenȱ Stellenȱdienstȱ jedochȱnichtȱdasȱRandomȬInterceptȬOnlyȬModellȱ alsȱReferenz,ȱ sondernȱ
andereȱModelle.ȱDiesȱwirdȱdannȱjeweilsȱangegeben.ȱ





















hängigkeitȱ derȱ Beobachtungenȱ ausgegangenȱwerden,ȱ sondernȱ dieȱ Beobachtungenȱ
innerhalbȱeinerȱGruppeȱkorrelierenȱmiteinander.ȱDerȱIntraklassenkorrelationskoeffiȬ
zientȱgibtȱdabeiȱdasȱAusmaßȱdieserȱAbhängigkeitȱan.ȱErȱ istȱalsoȱeinȱMaßȱfürȱ(a)ȱdieȱ










gemeinenȱRandomȬInterceptȬModellȱ (RIȬModell)ȱ erweitertȱwerden.ȱDabeiȱwirdȱ zuȬ
nächstȱdavonȱausgegangen,ȱdassȱdieȱVariablenȱinȱallenȱLändernȱdenȱgleichenȱEffektȱ
habenȱ undȱ sichȱ nurȱ dieȱ Regressionskonstanteȱ länderspezifischȱ unterscheidet.ȱ Esȱ
werdenȱalsoȱfixeȱEffekteȱfürȱdieȱerklärendenȱVariablenȱundȱeinȱZufallseffektȱfürȱdieȱ

















(7)ȱ yijȱ=ȱΆ0ȱ+ȱu0jȱ+ȱeijȱ Æ RIO-Modell 














Æ Modell mit p Variablen (x1,..., xp) der Mikro- und  






























ȱ Koeffizientȱ Standardfehlerȱ zȬWertȱ pȱ
























































Konstanteȱ 0,249ȱ 0,210ȱ 1,180ȱ 0,236ȱ








LogȬLikelihoodȱ Ȭ55512,6ȱ ȱ ȱ ȱ
WaldȬChi²ȱ 3301,5ȱ ȱ ȱ ȱ
p(WaldȬChi²)ȱ <ȱ0,001ȱ ȱ ȱ ȱ
Nȱ 22251ȱ ȱ ȱ ȱ
FürȱdieȱRegressionsgleichungȱergibtȱsich:ȱ
immsdijȱ =ȱ 0,249ȱ +u0jȱ Ȭ0,241*Alterijȱ +0,011*Geschlechtijȱ +0,858*Bildungijȱ Ȭ
0,403*Links_Rechtsijȱ +0,045*Einkommenijȱ +0,343*Zufr_EinkoijȬ0,069*Arbeitslosijȱȱ




















Imȱ Vergleichȱ zumȱ RandomȬInterceptȬOnlyȬModellȱ ausȱ Kapitelȱ 4ȱ zeigtȱ sich,ȱ dassȱ
durchȱdieȱAufnahmeȱvonȱunabhängigenȱVariablenȱderȱIndividualȬȱundȱKontextvariȬ












vollständigenȱModellsȱmitȱ erklärendenȱVariablenȱmitȱ demȱNullmodellȱ (meistȱ dasȱ
RandomȬInterceptȬOnlyȬModell)ȱ zurückgegriffen.ȱWelchesȱModellȱ dabeiȱ alsȱ NullȬ
modellȱzumȱVergleichȱdient,ȱhängtȱvonȱderȱFragestellungȱab.ȱ
FürȱunserȱBeispielȱwerdenȱfürȱdieȱBerechnungȱderȱAnteileȱerklärterȱVarianzȱdieȱinȱ
Tabelleȱ 6ȱ enthaltenenȱ Parameterȱ benötigt.ȱDabeiȱ istȱ schonȱ gutȱ ersichtlich,ȱwasȱdieȱ
Veränderungenȱ einzelnerȱModelleȱ bewirken.ȱ Beimȱ RandomȬInterceptȬOnlyȬModellȱ
wirdȱdieȱFehlervarianzȱaufȱzweiȱEbenenȱberechnet,ȱdurchȱdasȱHinzufügenȱvonȱIndiȬ
vidualvariablenȱverringertȱ sichȱnichtȱerklärteȱVarianzȱvar(eij)ȱderȱ Individuenȱ innerȬ















var(eij) 12,52 9,82 8,56 8,56 
var(uoj) - 2,55 1,84 0,85 
nj 1113 1113 1113 1113 
Log-likelihood LL -59694,79 -57045,38 -55520,34         -55512,64         


































zent,ȱdaȱhierȱ auchȱdieȱÄnderungȱderȱ gesamtenȱ Fehlervarianzȱ (auchȱ zwischenȱdenȱ
Ländern)ȱmitȱeingeht.ȱ
AuchȱdenȱAnteilȱerklärterȱVarianzȱaufȱEbeneȱ2ȱkannȱmanȱaufȱzweiȱArtenȱbestimmen.ȱ





























Hierbeiȱ istȱ leichtȱ ersichtlich,ȱ dassȱ sichȱ dieȱ beidenȱ Berechnungsweisenȱ nachȱ SnijȬ
ders/Boskerȱ undȱ Bryk/Raudenbushȱ angleichen,ȱwennȱ dieȱ durchschnittlicheȱ GrupȬ
pengrößeȱnjȱsehrȱgroßȱwird.ȱInȱdiesemȱFallȱistȱderȱKoeffizientȱvarf(eij)/njȱvarf(eij)/njȱfastȱ
0ȱundȱdasȱR²ȱderȱzweitenȱEbeneȱkannȱalsȱReduktionȱderȱVarianzȱderȱKonstanteȱuojȱ
interpretiertȱwerdenȱ (vgl.ȱ Snijders/Boskerȱ 1999:ȱ 103).ȱUnterschiedeȱ ergebenȱ sichȱ jeȬ
dochȱ ausȱ denȱ verschiedenenȱNullmodellen.ȱWährendȱ dasȱKontextmodellȱ beiȱ SnijȬ
ders/BoskerȱmitȱdemȱRIOȬModellȱverglichenȱwird,ȱdientȱbeiȱBryk/Raudenbushȱdasȱ
Modellȱmitȱ IndividualȬȱ aberȱ ohneȱ Kontextvariablenȱ alsȱ Referenz.ȱDarausȱ ergebenȱ
sichȱautomatischȱniedrigereȱWerteȱ fürȱdasȱBrykȬRaudenbushȱR²ȱderȱEbeneȱ2.ȱAuchȱ
dieȱInterpretationenȱunterscheidenȱsichȱhier:ȱNachȱderȱMethodeȱvonȱSnijdersȱ/Boskerȱ
erklärenȱ IndividualȬȱ undȱ Kontextvariablenȱ insgesamtȱ 66ȱ Prozentȱ derȱ Varianzȱ derȱ
Länderunterschiede.ȱNachȱBryk/Raudenbushȱ erklärenȱdieȱKontextvariablenȱzusätzȬ
lichȱzumȱModellȱnurȱmitȱIndividualvariablenȱ54ȱProzentȱderȱverbleibendenȱVarianzȱ
zwischenȱ denȱ Ländern.ȱHätteȱmanȱ hierȱ auchȱdasȱRIOȬModellȱ alsȱNullmodellȱ verȬ
wendet,ȱ soȱergäbenȱsichȱauchȱnachȱderȱBryk/RaudenbushȬBerechnungȱ66,5ȱProzentȱ
























































imȱ Gesamtmodellȱ nurȱ umȱ 7ȱ Prozentȱ reduziert,ȱ sindȱ esȱ beiȱMaddalasȱMaximumȬ
LikelihoodȬR²ȱ34ȱProzent.ȱ
WennȱesȱumȱdasȱProblemȱderȱVarianzaufklärungȱgeht,ȱ istȱ inȱModellenȱmitȱKonȬ























































































Wennȱ wirȱ dagegenȱ dieȱ Signifikanzȱ derȱ Koeffizientenȱ allerȱ Kontextvariablenȱ
gleichzeitigȱtestenȱwollen,ȱmüssenȱwirȱeinȱModell,ȱwelchesȱnurȱerklärendeȱVariablenȱ
derȱMikroebeneȱenthältȱ(sieheȱTabelleȱ6),ȱmitȱdemȱvollständigenȱModellȱvergleichen.ȱ























Parameter Verteilung der Prüfgröße Freiheitsgrade df 
Fixe Effekte Ebene 1 T N - (p + q) - 1 
Fixe Effekte Ebene 2 T N – q - 1   
Wald-Test für mehrere fixe Koeffizienten 
/ Gesamtmodell 
ȋ²  bzw. F r
Gesamtmodell: p+q 
Likelihood-Ratio-Test für mehrere Koef-
fizienten / Gesamtmodell 











Variableȱhaben,ȱ ausȱdemȱModellȱ entferntȱwerden.ȱDamitȱvermeidetȱmanȱ auchȱdieȱ
GefahrȱeinerȱFehlspezifikation.ȱGeradeȱbeiȱMehrebenenmodellenȱistȱesȱwichtig,ȱȱMoȬ













ȱ Koeffizientȱ Standardfehlerȱ zȬWertȱ pȱ









































Konstanteȱ 0,250ȱ 0,210ȱ 1,190ȱ 0,234ȱ








LogȬLikelihoodȱ Ȭ55513,0ȱ ȱ ȱ ȱ
WaldȬChi²ȱ 3299,9ȱ ȱ ȱ ȱ
p(WaldȬChi²)ȱ <ȱ0,001ȱ ȱ ȱ ȱ





























dernȱvomȱEffektȱ inȱ allenȱ anderenȱLändern,ȱohneȱdassȱdafürȱ einȱbestimmtesȱ
Kontextmerkmalȱverantwortlichȱist.ȱ
3.ȱ DerȱEffektȱeinerȱVariableȱunterscheidetȱsichȱinȱeinemȱLandȱoderȱwenigenȱLänȬ








sich,ȱ Interaktionstermeȱ ausȱ derȱ unabhängigenȱVariableȱ undȱdenȱDummyvariablenȱ
fürȱdieȱbetroffenenȱLänderȱinȱdasȱModellȱaufzunehmen.ȱDerȱdritteȱFallȱbetrifftȱInterȬ














Modellȱ zuȱ entwickeln,ȱ dasȱ diesenȱ unterschiedlichenȱ Steigungskoeffizientenȱ RechȬ
nungȱträgt.ȱȱ
Zuȱ einemȱRandomȬInterceptȬModell,ȱ dasȱ zufälligeȱVariationenȱ derȱRegressionsȬ
konstanteȱzwischenȱdenȱGruppenȱerlaubt,ȱwarenȱwirȱinȱKapitelȱ4ȱgelangt,ȱindemȱwirȱ









derumȱ zusammengesetztȱ warȱ ausȱ einerȱ durchschnittlichenȱ Konstanteȱ b0ȱ fürȱ alleȱ
Länderȱ undȱ einerȱ länderspezifischenȱAbweichungȱ u0j.ȱGleichermaßenȱ könnenȱwirȱ
auchȱdieȱRegressionskoeffizientenȱderȱeinzelnenȱunabhängigenȱVariablenȱalsȱländerȬ
spezifischȱmodellieren:ȱ
(18)ȱ yijȱ=ȱΆ0ȱ+ȱΆ1x1iȱ+ȱei Æ Regressionsmodell mit einer unabhängigen Variable,  
             Konstante ȕ0 und Steigung ȕ1 in allen Gruppen gleich 
(19)ȱ yijȱ=ȱΆ0jȱ+ȱΆ1jx1ijȱ+ȱeij Æ gruppenspezifische Konstante und Steigung
ZurȱErinnerung:ȱȱ Ά0jȱȱ=ȱΆ0ȱ+ȱu0jȱȱ ȱ
(20)ȱ Ά1jȱ=ȱΆ1ȱ+ȱu1j Æ Die gruppenspezifische Steigung ȕ1j setzt sich
                                                                    zusammen aus einer durchschnittlichen Steigung ȕ1j










Steigung,ȱ alsoȱderȱKoeffizientȱ einerȱunabhängigenȱVariable,ȱ auchȱvomȱNiveauȱderȱ
abhängigenȱVariableȱ imȱ jeweiligenȱLandȱ (alsoȱvonȱderȱ länderspezifischenȱRegressiȬ
onskonstante)ȱ abhängt.ȱ Solcheȱ Effekteȱ könnenȱmodelliertȱwerden,ȱ indemȱmanȱ dieȱ
Kovarianzȱ derȱAbweichungenȱ vonȱ derȱ allgemeinenȱRegressionskonstanteȱ undȱ derȱ
Steigungȱcov(u0j,ȱu1j)ȱschätzt.ȱNatürlichȱkönnenȱRandomȬSlopeȬModelleȱnichtȱnurȱeiȬ
ne,ȱsondernȱmehrereȱunabhängigeȱVariablenȱenthalten,ȱwobeiȱbeiȱallenȱerklärendenȱ
Variablenȱ derȱ Mikroebeneȱ eineȱ gruppenspezifischeȱ Steigungȱ modelliertȱ werdenȱ
kann.ȱDasȱallgemeineȱModellȱsiehtȱalsoȱsoȱaus:ȱ
(ȱ22)ȱ yij=Ά0+Ά10x1ij+Ά20x2ij+...+Άp0xpij+Ά01z1j+Ά02z2j+..+Ά0qzqj+u0j+u1jx1ij+u2jx2ij+..+upjxpij+ȱeijȱ
















aijaij exuuzxßy  ¦¦¦










hängigenȱ Variablenȱ dieȱ Steigungskoeffizientenȱ alsȱ zufälligȱ zwischenȱ denȱ Ländernȱ
variierendȱanzunehmenȱundȱdieȱanderenȱalsȱfixeȱEffekteȱzuȱmodellieren.ȱ
WennȱwirȱbeiȱunseremȱBeispielȱzusätzlichȱzurȱKonstanteȱauchȱdieȱKoeffizientenȱ
derȱ Variablenȱ LinksȬRechtsȬSelbsteinstufungȱ undȱ Alterȱ alsȱ zufälligȱ variierendȱ anȬ
nehmen,ȱsiehtȱdasȱModellȱsoȱaus:ȱ
immsdij = ȕ0ȱ ȱ +ȱ ȕ10ȱAlterijȱ ȱ +ȱ ȕ20ȱ Bildungij + ȕ30ȱ Links_Rechtsij + ȕ40ȱ Einkommenij + ȕ50ȱ
Zufr_Einkoij + ȕ60ȱArbeitslosijȱȱ+ ȕ01ȱHDIjȱȱ+ ȕ02ȱWIRTSCHAFT_EINSCHjȱȱ+ u0jȱȱ+ȱu1jAlterijȱ+ȱ
u2jLinks_Rechtsijȱ+ȱeij
ImȱVergleichȱzuȱdemȱ inȱKapitelȱ5.3ȱgeschätztenȱModellȱ istȱderȱ fixeȱTeilȱderȱgleiche.ȱ






ȱ Koeffizientȱ Standardfehlerȱ zȬWertȱ pȱ









































Konstanteȱ 0,222ȱ 0,212ȱ 1,050ȱ 0,294ȱ























LogȬLikelihoodȱ Ȭ55346,0ȱ ȱ ȱ ȱ
WaldȬChi²ȱ 2484,6ȱ ȱ ȱ ȱ
p(WaldȬChi²)ȱ <ȱ0,001ȱ ȱ ȱ ȱ

















gibt.ȱ Dieȱ Varianzȱ derȱ Abweichungenȱ derȱ einzelnenȱ Länderȱ vonȱ diesemȱ DurchȬ





Länderȱ zwischenȱ –0,423ȱ –ȱ 2*ȱ 0,322ȱ undȱ –0,423ȱ +ȱ 2*0,322,ȱ alsoȱ zwischenȱ –0,51ȱ undȱ
1,067ȱ liegen.ȱDasȱ istȱnichtȱnurȱeinȱbeträchtlicherȱUnterschiedȱ inȱderȱStärkeȱdesȱZuȬ








Altersȱ nochȱ derȱ LinksȬRechtsȬSelbsteinstufungȱ mitȱ derȱ Konstantenȱ (d.h.ȱ mitȱ derȱ
durchschnittlichenȱEinstellungȱzuȱZuwandernȱimȱLand)ȱzusammenhängenȱ–ȱdieȱKoȬ
varianzenȱundȱdamitȱdieȱKorrelationenȱsindȱfastȱgleichȱNull.ȱEinȱGrundȱdafürȱistȱdieȱ
vorangegangeneȱ Zentrierungȱ derȱ unabhängigenȱ Variablen.ȱAberȱ auchȱ dieȱmitȱ 0,3ȱ




































































































Varianzȱderȱ Steigungskoeffizientenȱ inȱRandomȬSlopeȬModellenȱ erklären.ȱDieȱVariȬ
anzȱaufȱderȱLänderebeneȱsetztȱsichȱhierȱjaȱzusammenȱausȱderȱVarianzȱderȱKonstantenȱ
undȱderȱzufälligenȱSteigungen.ȱSoȱkönnteȱinȱunseremȱBeispielȱderȱEffektȱderȱindiviȬ
duellenȱ Variableȱ „Arbeitslosigkeit“ȱ vonȱ derȱ Zufriedenheitȱ mitȱ derȱWirtschaftȱ imȱ
Landȱ abhängenȱ oderȱ derȱ Effektȱ derȱ Variableȱ LinksȬRechtsȬSelbsteinstufungȱ vomȱ
EntwicklungsgradȱdesȱLandes.ȱ






















            (29)
ȱ
ȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱfixerȱTeilȱ ȱȱȱȱȱȱȱȱȱ ȱ ȱȱȱȱȱȱȱȱȱȱzufälligerȱTeilȱ ȱ
EinȱsolchesȱModellȱistȱfürȱdieȱPraxisȱjedochȱkaumȱrelevant,ȱdaȱesȱaufgrundȱderȱvielenȱ
Prädiktorenȱsehrȱschwerȱzuȱschätzenȱist.ȱBeiȱpȱIndividualvariablenȱundȱqȱKontextvaȬ
riablenȱ ergebenȱ sichȱ alleinȱp*qȱCrossȬLevelȬInteraktionsterme.ȱNatürlichȱkannȱmanȱ
solcheȱInteraktionsvariablenȱnichtȱnurȱzurȱErklärungȱvonȱvariierendenȱSteigungskoȬ
effizientenȱheranziehenȱ–ȱsieȱkönnenȱauchȱausȱtheoretischenȱGründenȱinȱdasȱModellȱ





desȱ (HDI)ȱundȱdurchȱdieȱ (aggregierte)ȱEinschätzungȱderȱwirtschaftlichenȱLageȱ imȱ
Landȱerklärtȱwerden.ȱDazuȱwerdenȱeinfachȱvierȱzusätzlicheȱVariablen,ȱnämlichȱdieȱ
Interaktionsterme,ȱinȱdasȱModellȱaufgenommen:ȱ
immsdijȱ =ȱ Ά0ȱ ȱ +ȱ Ά10ȱAlterijȱ ȱ +ȱ Ά20ȱ Bildungijȱ +ȱ Ά30ȱ Links_Rechtsijȱ +ȱ Ά40ȱ Einkommenijȱ +ȱ Ά50ȱ
Zufr_Einkoijȱ +ȱ Ά60ȱ Arbeitslosijȱ ȱ +ȱ Ά01ȱ HDIjȱ ȱ +ȱ Ά02ȱ WIRTSCHAFT_EINSCHjȱ ȱ +ȱ Ά11ȱ
Links_Rechtsij*HDIjȱ ȱ +ȱ Ά12ȱ lrcaleij*WIRTSCHAFT_EINSCHjȱ +ȱ Ά21ȱ Arbeitslosij*HDIjȱ ȱ +ȱ Ά22ȱ ArbeitsloȬ
sij*WIRTSCHAFT_EINSCHjȱȱ+ȱu0jȱȱ+ȱu1jLinks_Rechtsijȱ+ȱu2jArbeitslosijȱ+ȱeijȱ
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ȱ Koeffizientȱ Standardfehlerȱ zȬWertȱ pȱ





























































Konstanteȱ 0,224ȱ 0,212ȱ 1,060ȱ 0,289ȱ























LogȬLikelihoodȱ Ȭ55336,6ȱ ȱ ȱ ȱ
WaldȬChi²ȱ 2554,8ȱ ȱ ȱ ȱ
p(WaldȬChi²)ȱ <ȱ0,001ȱ ȱ ȱ ȱ


















führtenȱ zufälligenȱ Steigungskoeffizientenȱ keinenȱ Erklärungsbeitragȱ –ȱ sieȱ stellenȱ jaȱ
vielmehrȱeineȱzusätzlicheȱVarianzkomponenteȱaufȱderȱzweitenȱEbeneȱdar.ȱDieȱinȱdenȱ
vorigenȱKapitelnȱpräsentiertenȱModelleȱhabenȱalsoȱ–ȱvonȱdenȱnichtȱsignifikantenȱKoȬ
varianzenȱabgesehenȱ Ȭȱ insgesamtȱvierȱzuȱerklärendeȱVarianzkomponenten:ȱ ȱDieȱReȬ



































































Ȭ2LLȱ(Devianz)ȱ 114090,8ȱ 110854,2ȱ 110705,2ȱ 110673,1ȱ










ablenȱ (sieheȱ Kap.ȱ 6.3),ȱ zurȱ Erklärungȱ derȱ Varianzȱ desȱ Effektesȱ derȱ LinksȬRechtsȬ





















Beiȱ derȱ Berechnungȱ derȱGüteȱ desȱGesamtmodellsȱ nachȱMcFaddenȱ undȱMaddalaȱ
zeigtȱsich,ȱdassȱderȱErklärungsbeitragȱdurchȱdieȱEinführungȱvariierenderȱSteigungsȬ





EgalȱwelcherȱBerechnungsweiseȱmanȱ folgt,ȱzuȱbeachtenȱ istȱbeiȱderȱBerechnungȱ erȬ












tenȱ Ebeneȱ multivariatȱ normalverteiltȱ mitȱ konstanterȱ Kovarianzmatrixȱ (d.h.ȱ hoȬ
moskedastisch).ȱ Dieȱ Residuenȱ derȱ zweitenȱ Ebeneȱ sindȱ außerdemȱ zwischenȱ denȱ
Gruppenȱunkorreliertȱ(unabhängig)ȱ–ȱinnerhalbȱderȱGruppenȱdürfenȱsieȱkorrelierenȱ–ȱ
undȱunabhängigȱvonȱ (d.h.ȱunkorreliertȱmit)ȱResiduenȱderȱEbeneȱ1.ȱDaȱdieȱModellȬ





























ȱ Koeffizientȱ Standardfehlerȱ zȬWertȱ pȱ



















































Konstanteȱ 0,224ȱ 0,211ȱ 1,060ȱ 0,290ȱ
ȱ
Varianzkomponentenȱ














LogȬLikelihoodȱ Ȭ55337,8ȱ ȱ ȱ ȱ
WaldȬChi²ȱ 2575,4ȱ ȱ ȱ ȱ
p(WaldȬChi²)ȱ <ȱ0,001ȱ ȱ ȱ ȱ





















Dieseȱ Ergebnisseȱ entsprechenȱ zunächstȱ denȱ anfangsȱ eingeführtenȱ theoretischenȱ






renȱüberȱdieȱ 20ȱLänder!)ȱ imȱ Intervallȱ zwischenȱ –ȱ 0,73ȱundȱ +ȱ 0,33.ȱAuchȱwennȱderȱ
durchschnittlicheȱEffektȱdesȱAltersȱüberȱdieȱLänderȱ–0,2ȱbeträgt,ȱsoȱistȱerȱdochȱinȱeiȬ





Andersȱ liegenȱ dieȱDingeȱ beimȱ Effektȱ derȱ LinksȬRechtsȬSelbsteinstufung.ȱDieserȱ











Abstieg“ȱ bedrohtȱundȱdurchȱZuwanderungȱ gefährdetȱ fühlen.ȱTrotzȱderȱErklärungȱ
durchȱdieseȱbeidenȱCrossȬLevelȬVariablenȱbleibtȱeineȱ signifikanteȱVariationȱdesȱEfȬ























Möglichkeitȱ zumȱ Umgangȱmitȱ hierarchischȱ strukturiertenȱ Datenȱ gezeigtȱ werden.ȱ
Dabeiȱ könnenȱnichtȱnurȱgängigeȱ statistischeȱProbleme,ȱdieȱmitȱ solchenȱDatenȱverȬ
bundenȱsind,ȱumgangenȱwerden.ȱVielmehrȱerlaubenȱsolcheȱModelleȱauchȱdieȱBeantȬ
wortungȱ interessanterȱ inhaltlicherȱ Fragestellungen,ȱ z.B.ȱ obȱ sichȱGruppenȱ systemaȬ
tischȱ oderȱ zufälligȱunterscheiden,ȱwelchenȱEinflussȱKontextfaktorenȱhabenȱundȱ obȱ
bestimmteȱEffekteȱnurȱinȱbestimmtenȱKontextenȱauftreten.ȱȱ









DieȱMehrebenenanalyseȱ istȱ einȱ ausgezeichnetesȱWerkzeug,ȱ solcheȱ komplexenȱ ZuȬ
sammenhängeȱ zuȱ analysieren.ȱNatürlichȱ konnteȱ hierȱ nichtȱ aufȱ sämtlicheȱ AnwenȬ
dungsmöglichkeitenȱ–ȱzumȱBeispielȱfürȱPaneldatenȱundȱnichtȬmetrischeȱDatenȱ–ȱeinȬ
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