Due to the stochastic character of the intensities of information flows in high performance information systems, the size of data available for the statistical analysis can be often regarded as random. In the paper general theorem concerning the asymptotic expansions of the distribution function of the statistics based on the sample of random size was proved. Some examples are presented for the cases where the sample size has the negative binomial or discrete Pareto distributions.
INTRODUCTION
In classical problems of mathematical statistics, the size of the available sample, i. e., the number of available observations, is traditionally assumed to be deterministic. In the asymptotic settings it plays the role of infinitely increasing known parameter. At the same time, in practice very often the data to be analyzed is collected or registered during a certain period of time and the flow of informative events each of which brings a next observation forms a random point process. Therefore, the number of available observations is unknown till the end of the process of their registration and also must be treated as a (random) observation. For example, this is so in insurance statistics where during different accounting periods different numbers of insurance events (insurance claims and/or insurance contracts) occur and in high performance information systems where due to the stochastic character of the intensities of information flows, the size of data available for the statistical analysis can be often regarded as random. Say, the statistical algorithms applied in high-frequency financial applications must take into consideration that the number of events in a limit order book during a time unit essentially depends on the intensity of order flows. Moreover, contemporary statistical procedures of insurance and financial mathematics do take this circumstance into consideration as one of possible ways of dealing with heavy tails. However, in other fields such as medical statistics or quality control this approach has not become conventional yet although the number of patients with a certain disease varies from month to month due to seasonal factors or from year to year due to some epidemic reasons and the number of failed items varies from lot to lot. In these cases the number of available observations as well as the observations themselves are unknown beforehand and should be treated as random to avoid underestimation of risks or error probabilities.
In asymptotic settings, statistics constructed from samples with random sizes are special cases of random sequences with random indices. The randomness of indices usually leads to that the limit distributions for the corresponding random sequences are heavy-tailed even in the situations where the distributions of nonrandomly indexed random sequences are asymptotically normal see, e. g., [1] , [2] , [3] . For example, if a statistic which is asymptotically normal in the traditional sense, is constructed on the basis of a sample with random size having negative binomial distribution, then instead of the expected normal law, the Student distribution with power-type decreasing heavy tails appears as an asymptotic law for this statistic.
In the present paper, asymptotic expansions (a.e:s) are obtained for the distribution functions (d.f:s) of statistics constructed from samples with random sizes. These results continue the studies started in [1] - [6] . The obtained a.e:s directly depend on the a.e. for the d.f. of the random sample size and on the a.e. for the d.f. of the statistic based on the sample with a nonrandom size. Such statements are conventionally called transfer theorems. So, we may say that in this paper transfer theorems are presented for the a.e:s of the d.f:s of statistics constructed from samples with random size. Unlike previous works, here we concentrate our attention on the case of non-normalized statistics.
We use conventional notation: R is the set of real numbers, N is the set of natural numbers, Φ(x) and ϕ(x) are the d.f. and the probability density of the standard normal law, respectively.
In Section 2 the main result is presented and proved, Section 3 contain some examples, Section 4 is devoted to the normalized statistics.
MAIN RESULTS FOR NON-NORMALIZED STATISTICS
Consider random variables (r.v:s) N 1 , N 2 , . . . and X 1 , X 2 , . . ., defined on the same probability space (Ω, A, P). The r.v:s X 1 , X 2 , . . . X n will be treated as observations with n being a non-random sample size, whereas the r.v:s N n will be treated as random sample sizes depending on the parameter n ∈ N. For example, if the r.v. N n has the geometric distribution
that is, the r.v. N n is parameterized by its expectation n.
Assume that for each n ≥ 1 the r.v. N n takes only natural values, that is, N n ∈ N and are independent of the sequence X 1 , X 2 , . . .. Everywhere in what follows consider the r.v:s X 1 , X 2 , . . . to be independent and identically distributed (i.i.d) with some common d.f. F (x). By T n = T n (X 1 , . . . , X n ) denote a statistic, that is, real measurable function of observations X 1 , . . . , X n . We focus on the situation where the number of available observations is large, that is, n → ∞. Assume that the d.f. of the non-normalized statistic T n weakly converges to some d.f. G(x), that is,
In every continuity point of G(x). Assume that, as n → ∞, the random sample size N n tends to infinity in probability, that is, for any M > 0
Consider the limit behavior of the d.f. of the statistic constructed from the sample of a random size, that is, of the statistic
As is shown in the following lemma, under the conditions (2.1) and (2.2) the limit law for T Nn is the same as for T n . Lemma 2.1. Let conditions (2.1) and (2.2) hold.
The proof is a simple exercise on the application of the formula of total probability. Now assume that the d.f. of the non-normalized statistic T n admits an a.e. described by the following condition.
Also assume that the d.f. of the normalized random sample size T n admits an a.e. described by the following condition.
Condition 2. There exist constants m ∈ N, β > m/2, C 2 > 0, functions 0 < v(n) ↑ ∞, (n → ∞), u(n) ∈ R, a d.f. H(x) with H(0+) = 0 and functions with bounded variations h j (x), j = 1, . . . , m, such that
Everywhere in what follows we denote y n = y−u(n).
Theorem 2.1. Let conditions 1 and 2 hold. Then
Proof. Estimate the difference under consideration above in the following way:
4)
where
Estimate I 1n using condition 1 and the formula of total probability. We have
To estimate I 2n , use condition 2 and integration by parts. We have
Changing the variables in the first integral we obtain
Using integration by parts, the boundedness of the functions g i (x), i = 1, ..., l and condition 2, we obtain the inequalities
Now the desired assertion follows from (2.4), (2.5) and (2.6). The theorem is proved.
EXAMPLES
Here we present two examples of the application of theorem 2.1 for statistics constructed from samples with special random sample sizes. We will consider the a.e:s for the d.f. of the sample mean constructed from samples with random sizes. Similar results can be obtained for statistics admitting the Edgeworth-type a.e:s for the d.f. under a non-random sample size.
Let X 1 , X 2 , . . . be i.i.d. r.v:s with
Also assume that the r.v. X 1 satisfies the CramEr condition (C)
Then with the account of theorem 6.3.2 from [7] we obtain sup
with C 1 > 0, δ ∈ (0, 1 2 ), n ∈ N. Thus, statistic (3.1) satisfies condition 1 of theorem 2.1 with α =
It is easy to see that sup x |g 1 (x)| < ∞.
A. Sample size with the negative binomial distribution
Let the random sample size N n have the negative binomial distribution with parameters p = 1 n and r > 0, that is
(3.4) With r = 1 we obtain the geometric distribution. In [8] (relation (6.112) on p. 233) the following bound was presented for the rate of convergence of the normalized sample size N n to the gamma-distribution:
C r n r , r ∈ (0, 1), (3.5) where C r > 0, n ∈ N and
is the gamma-d.f. with shape parameter r > 0 coinciding with scale parameter. In this case
So, from (3.5) -(3.7) it follows that the random sample size N n satisfies condition 2 with v(n) = r(n−1)+1,
r, r ∈ (1/2, 1).
Further, using the equality
it is easy to obtain that for r > 0, r = 1, n ∈ N
−1 log n, n > 1. Now using the Hölder inequality, we obtain
So, using theorem 2.1, relations (3.2), (3.3), (3.5)-(3.9) and the equality 
) and E(X 1 − µ) 3 = µ 3 . Also assume that the r.v. X 1 satisfies the Cramér condition (C). Assume that the r.v. N n has the negative binomial distribution (3.4) with some r > 0. Then for r > (1 + 2δ) −1 , as n → ∞, the d.f. of T Nn admits the a.e.
B. Sample size with the discrete Pareto distribution
In [4] , an example related to the theory of records was considered of a sequence of r.v:s N n (s) depending on a natural parameter s ∈ N such that
(also see [9] , [10] ). Let now N (1) (s), N (2) (s), ... be i.i.d. r.v:s with distribution (3.10). Define the r.v:s N n (s) = max 1≤j≤n N (j) (s). Then, as was shown in [4] ,
In [5] the following bound of the rate of convergence in (3.10) was obtained: there exists a constant C s ∈ (0, ∞) such that
(3.12) So, from (3.12) it follows that the r.v. N n (s) satisfies condition 2 of theorem 2.1 with
n (s) in more detail. From the definition of N n (s) and (3.10) we have
see [11] , formula 856.12. Now using the Hölder inequality we obtain we directly obtain the following theorem. ) and E(X 1 − µ) 3 = µ 3 . Also assume that the r.v. X 1 satisfies the Cramér condition (C). Assume that the r.v. N n has the discrete Pareto distribution (3.10). Then, as n → ∞, the d.f. of T Nn(s) admits the a.e.
Due to the stochastic character of the intensities of information flows in high performance information systems, the size of data available for the statistical analysis can be often regarded as random. In the paper general theorem concerning the asymptotic expansions of the distribution function of the statistics based on the sample of random size was proved. Some examples are presented for the cases where the sample size has the negative binomial or discrete Pareto distributions.
