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Abstract We describe a general and uniform tableau methodology for multi-modal log-
ics arising from Gabbay’s methodology of fibring and Governatori’s labelled
tableau system KEM.
1. INTRODUCTION
Gabbay [11, 14] presented a general methodology for combining logical
systems called fibring. Beckert and Gabbay [5] have studied under which con-
ditions proof systems are well-suited for fibring, and they have argued that
labelled tableaux are calculi of this kind. Moreover D’Agostino et al. [7, 8]
have shown how to extend classical proof system KE [9], a combination of
tableaux and natural deduction inference rules which allows for a restricted
(‘analytic’) use of the cut rule, to deal with fibred logics, in particular for a
combination of modal and substructural logics and the combination of differ-
ent fragment of substructural implications. In [1, 18] a labelled extension of
KE, called KEM, has been proven to be able to cope with a wide variety of
(normal) modal logics, and in [3, 16, 17, 18] it has been showed how such a
system can be extended to deal with multi-modal logics. In the present work
we show how to adapt KEM in order to obtain a general and uniform tableau-
like proof method for the fibred (dovetailed) combination of modal logics. In
D. Basin, M. D’Agostino, D. Gabbay. S. Matthews and L. Vigano´ (eds)
Labelled Deduction, pp. 163–193.
c© Kluwer 2000.
particular we show how the label formalism used in KEM matches Gabbay’s
semantic based fibring for (multi-) modal logics. The resulting system enjoys
several interesting properties: it is modular, in the sense that the proof system
for each logic is developed on its own and it is reused in the combination; it
is uniform, in the sense that each system has its own individual features, but
the framework remains constant among the combined systems; it seems to be
flexible enough to deal with other logics, as well as their combinations; fi-
nally, although we use some logical machinery in describing the system, our
presentation is natural and the idea behind it is very simple and easy to grasp.
Let L1 and L2 be two modal logics for which a tableau system exists. We
start a tableau for a formula A of L1, which has formulas of L2 embedded in
it. In the course of the proof for A, when we have to process a formula of
L2 we begin a new proof for it in the appropriate system. It turns out that we
do not really need to start a separate tableau, but we graft it into the original
one. The labels will have a structure which will store nicely all the information
about the grafting operation. This is possible because the key feature ofKEM,
besides its being based neither on resolution nor on standard sequent/tableau
inference techniques, is that it generates models and checks them using a label
scheme during the bookkeeping for the fibred model. The mechanism which
KEM uses in manipulating labels is close to semantic fibring (dovetailing).
In this essay we shall stick ourselves withKEM based proof method, never-
theless the label formalism, and the combining methodology, can be used with
almost whatever proof system allowing: 1) atomic proofs, and 2) composition
of deductions.
The paper is organized as follows: in section 2. we shall introduce two basic
methods for combining logical systems, namely fibring (2.1) and dovetailing
(2.2); in section 4. we recall the basic tableau system KEM for modal logics;
we shall relate the techniques from the previous sections in order to provide a
general and uniform tableau methodology for multi-modal logics.
2. COMBINING MODAL LOGICS
The methodology of fibring allows us to combine arbitrary logical systems
to form a new system in a uniform way “fibring” their models (for detailed
expositions see [11, 12, 13, 14]). The main idea of fibring is very simple,
and provides a new concept of possible world semantics. Let us suppose we
want to combine two modalities 21 and 22 characterised, respectively, by the
classes of models K1 and K2. We know how to evaluate 21A in K1, 22A in
K2 and propositional formulas in both. All we need is a method for evaluating
21 (resp. 22) w.r.t. K2 (resp. K1). Each time we have to evaluate a formula
A of the form 22A in a world in a model of K1 we associate, via the fibring
function F, to the world a model in K2, or its actual world, where we calculate
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the truth value of the formula. Formally
w m∈K1 22A ⇐⇒ Fm(w) m′∈K2 22A
A holds in w iff it holds in the model associated to w through the fibring
function F (i.e.,m′); more preciselyA holds in the actual world (i.e., Fm(w))
ofm′. But now we are in an appropriate model for evaluating A.
In the next two sections we define two ways, fibring and dovetailing, in
which semantics can be combined. We first explain the concepts by taking a
simple example. Suppose we want to combine two modal logics L1 and L2.
Let K1,K2 be the respective Kripke semantics of the logic. Letm be a model
in K1 and let t be a possible world of m. The semantic construction which
combines the logics associates to t a model n in K2. The different methodolo-
gies of combination differ on the kind of model n we use. For fibring logics,
we require that n be any model inK2. For dovetailing, a special case of fibring,
we require that n be a model of K2 such that for any atomic p
t  p iff n  p
(i.e., the fibred model must agree with the values t gives to atoms).
First of all we have to introduce the language of the combined logic. Let I
be a set of indices, and let Li, i ∈ I be modal logics in the respective language
Li, with 2i, i ∈ I , respectively. The expressions Ei of the language Li are
built up using Li-constructors (connectives and operators) from a set of atomic
units pi. We schematically write Ei(pi1, . . . , p
i
n) to indicate that E
i is built up
from the atoms pi1, . . . , p
i
n ∈ pi.
Definition 1 The fibred language L(x1,...,xn) is defined as follows:
Let L(i) be Li, i ∈ I;
Let y¯ be (j, y1, . . . , yk), j, y1, . . . , yk ∈ I and i 6= j. Let L(i)∗y¯
be the family of all expressions of the form α ∈ L(y1,...,yk) or α =
Ei(p1/A1, . . . , pn/An) where Ei(p1, . . . , pn) ∈ Li and A1, . . . , An are
in Ly¯, and pk/Ak indicates the substitution of Ak to Pk in Ei;
LI =
⋃
y¯ Ly¯.
To clarify this notion let us consider two modal languages L1 and L2. The
fibred language L(2,1,y1,...,yk) is the set of all expressions with outer constructor
from L2 and with no more than k + 2 nested alternation of constructors from
L1 and L2.
2.1 FIBRING MODAL LOGICS
Let Ki be a class of models {mi1,mi2, . . .} for which Li is complete. Each
model min has the form (S,R, a, h) where S is the set of possible worlds,
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a ∈ S is the actual world and R ⊆ S2 is the accessibility relation. h is the
assignment function, a binary function, giving a value v(t, p) ∈ {1, 0} for any
t ∈ S and atomic p. The actual world a plays a role in the semantic evaluation
in the model, in so far as satisfaction in the model is defined as satisfaction at
a. We can assume that the models satisfy the following condition:
S = {x | ∃n aRnx} .
This assumption does not affect satisfaction in models because points not ac-
cessible from a by any power Rn of R do not affect truth values at a. More-
over we assume that all sets of possible worlds in any Ki are all pairwise
disjoint, and that there are infinitely many isomorphic (but disjoint) copies
of each model in Ki. We use the notation m for a model and present it as
m = (Sm, Rm, am, hm) and writem ∈ Ki, when the modelm is in the se-
mantics Ki. Thus our assumption boils down tom 6= n⇒ Sm ∩ Sn = ∅. In
fact a model can be identified by its actual world, i.e.,m = n iff am = an.
Definition 2 A fibred model is a structure
(W,Wi,i∈I ,Wa, R,w0, h,F)
where W =
⋃
m∈∪iKi S
m; Wi = {am | m ∈ Ki}; Wa =
⋃
iWi; R =⋃
m∈∪iKi R
m; w0 ∈ Wa is the actual world; h(t, p) = hm(t, p), for the
unique m such that t ∈ Sm; F : I ×W 7→ Wi, is the fibring function. The
fibring function F is a function giving for each i ∈ I and each w ∈W another
point (actual world) inWi as follows:
Fi(w) =
{
w if w ∈ Sm andm ∈ Ki
a value inWi, otherwise
such that if x 6= y, then Fi(x) 6= Fi(y). Satisfaction is defined as follows with
the usual truth tables for boolean connectives:
t  p iff v(t, p) = 1
t  2iA iff
{
t ∈mi and ∀s(tRs→ s  A)
t ∈mj , i 6= j and Fi(t)  2iA
We say the model satisfies A iff w0  A.
Theorem 3 (Completeness theorem for the fibred logic LFI ) Let Li, i ∈ I be
modal logics in the respective language Li with classes of structures Ki and
set of theorems Ti (i.e., Ti = {A of Li | A is valid in all Ki models}). Let
TFI be the following set of wffs of L
F
I .
1. Ti ⊆ TFI , for every i ∈ I .
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1a. If A is a Boolean combination of atoms and αy¯n is in the y¯-th fibred
language, then A → αy¯n ∈ Ty¯ implies A →
∨
n α
y¯
n ∈ TFI , where
every atom in αy¯n is in the scope of a modality.
1b. If A(xk) ∈ Ti then A(xk/2jαk) ∈ TFI , for any 2jαk ∈ Lj , j ∈
I .
2. Modal Fibring Rule:
If 2i is the modality of Li and 2j of Lj , where i, j are arbitrary with
i 6= j and
C =
n∧
k=1
2iAk →
m∨
k=1
2iBk ∈ TFI
then for all d ∈ N, 2djC ∈ TFI .1
3. TFI is the smallest set closed under 1, 2, modus ponens and substitution.
Then TFI is the set of all wffs of L
F
I valid in all the fibred structures of L
F
I .
Proof See [11, 14]. Notice that [11] deals with the case that the logics Li, i ∈ I
have no atoms in common. 
2.2 DOVETAILING MODAL LOGICS
Dovetailing arises in many applications where the fibred model at world t
has the world t itself as its actual world. The notions of dovetailing results
from that of fibring when for all i ∈ I and for all atomic p
v(t, p) = v(Fi(t), p) .
In such a case we can identify the actual world of the model fibred at t, Fi(t),
with t. The fibring function F is no longer needed, since we identified t with
Fi(t).
LetLi, i ∈ I be modal logics withKi the class of models forLi. LetLDI (the
dovetailing combination of Li, i ∈ I) be defined semantically through the class
of all (dovetailed) models of the form (W,R, a, v), whereW is a set of worlds,
a ∈W , v is an assignment as before, and for each i ∈ I,R(i) ⊆W ×W . We
require that for each i (W,R(i), a, v) is a model in Ki. We further require the
following: Let t ∈ W be such that there exist n1, . . . , nk and i1, . . . , ik such
that aRn1(i1) ◦Rn2(i2) . . . ◦Rnk(ik)t holds.
We define the notion of w  A by induction.
1As a notation we use 20iA for A and 2
n+1
i A for 2i2
n
i A.
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w  p iff v(w, p) = 1 for p atomic.
w  2iA if for all y ∈W , such that wR(i)y we have y  A.
 A iff for all models and actual worlds a  A.
Theorem 4 (Completeness theorem for the dovetailed logic LDI ) Let Li, i∈ I
be modal logics with semantical classes of structures Ki and set of theorems
Ti. Let TDI be the following set of wffs of L
D
I .
1. Ti ⊆ TDI , for every i ∈ I .
2. Modal Dovetailing Rule:
If 2i is the modality of Li and 2j that of Lj , where i, j are arbitrary
with i 6= j, and
C =
n∧
k=1
2iAk ∧
m∧
k=1
3i¬Bk →
r∨
k=1
pk ∈ TDI ,
then for all d ∈ N, 2djC ∈ TDI . Where pk are atoms or their negations,
and p1, . . . , pr list all the atoms or their negations appearing in any Ak
or Bk, k = 1, 2, . . ..
3. TDI is the smallest set closed under 1, 2, modus ponens and substitution.
Then TDI is the set of all wffs of L
D
I valid in all the dovetailed structures of
LDI .
Proof See [11]. 
3. FROM FIBRING TO LABELLED
TABLEAUX
Let us explain the fibring idea by looking at an example. This example will
be treated in Section 4.3 below.
Consider two logics L1 and L2 with modalities {21,♦1} and {22,♦2} re-
spectively. Assume Li is an extension ofK for its modality. Consider:
A = 21♦2p→ ♦122♦2p
This formula is in the combined language. We know how to dovetail these
two logics to form a logic for the combined language. We know that if L1 and
L2 are complete for classes of Kripke model K1 and K2 respectively, then we
can fibre (dovetail) the models and get a class K of models of the form m =
(S,R1, R2, w0, v), with two accessibility relations. The class K is constructed
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from K1 and K2. It contains some specific models of the form above and
completeness holds.
Let us see whether we can find an m which is a counter-model for A. Let
us check what is needed to be inm and then we can check whether such anm
can be in the class K. We want to have
1. w0  21♦2p 2. w0 6 ♦122♦2p
From (1) we get that at an arbitrary point t such that w0R1t we must have
t  ♦2p. Let t = W 11 be such an arbitrary point. We use capital letters to
indicate that the point t is arbitrary and we use the superscript ‘1’ to indicate
that w0R1t holds (i.e. we are choosing t because we are evaluating a modality
of L1). The subscript just counts that this is the first ‘W 1’ we are using. Hence
we have
W 11  ♦2p.
Now we are evaluating the second modality. Therefore there exists a specific
point s such that W 11R2s and s  p. Again we use the suggestive notation
s = w21 and write w
2
1  p. The lower case w indicates that w21 is not arbitrary
but specific and the superscript ‘2’ indicates that we are dealing with an L2
modality. Similarly, since
w0 6 ♦122♦2p
we must have that for an arbitrary x such that w0R1x we have x 6 22♦wp.
According to our agreed notation, we represent such an arbitrary x by
W 12 6 22♦2p.
The superscript ‘1’ indicates that this point arose because of an L1 modality.
The subscript ‘2’ indicates that this is a second such point used so far and the
capitalW (as opposed to a lower case w) indicates that it is an arbitrary point
(accessible to w0). We can continue, since
W 12 6 22♦2p
there exists a specific point y, W 12R2y such that y 6 ♦2p. Using our conven-
tions, we represent this point by
w22 6 ♦2p.
We can continue and represent an arbitrary point W 21 such that w
2
2R2W
2
1 and
W 21 6 p. We can represent what we got so far in a tree in Figure 7.1(a).
The T, F indicate whether the formula is supposed to hold or not in the node.
The uppercase/lowercase distinction tells us whether the point is arbitrary or
not and the superscript tells us whether the point is R1 or R2 accessible to the
170
Tpw21
T32pW
1
1 F2231pW
1
2
F31pw
2
2
FpW 21
w0
T2132p
F312232p
(a)
Point in tree Sequence Representation
w0 w0
W 12 (W
1
2 , w0)
w22 (w
2
2, (W
1
2 , w0))
W 21 (W
2
1 , (w
2
2, (W
1
1 , w0)))
W 11 (W
1
1 , w0)
w21 (w
2
1, (W
1
1 , w0)).
(b)
Figure 7.1
point below it. We are relying on the geometrical drawing of a tree to represent
the situation. If we do not want to draw trees, we can represent each point as
the sequence of points leading up to it. Thus we have the table in Figure 7.1(b):
We now address the question of whether the situation in Figure 7.1(a) does
provide a counter-model forA. Of course, if both21 and22 areKmodalities,
then we can provide a counter-model for A, since in this case, the dovetailed
semantics K contains any modelm with arbitrary v,R1 and R2. We know this
fact from the completeness theorem of dovetailed logic (Theorem 4). If we do
not want to rely on semantics, we can ask what would be the corresponding
condition on the trees obtained (as we see in the example of Figure 7.1(a)) that
will tell us whether we can get a counter-model or not. In other words, is the
tree ‘closed’ therefore there is no counter-model, i.e. A is a theorem?
The following are the kind of rules we want:
W i
xi
t
(a)
W 2
x2
t
(b)
Figure 7.2
In the subtree of Figure 7.2(a), W i can unify with xi. By repeated applica-
tions of the rule we try to unify points and get a contradiction. For example, if
in Figure 7.2(a) we haveW i Tp and xi Fp we get a contradiction.
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Different logics will have different unification rules. For example, if the
logic L2 is a T modality, then in this case we use the rule depicted in Figure
7.2(b), whereW 2 can unify with either x2 or t.
A tableaux system for a dovetailed logic with {21,22} would need the
following components.
Rules for building trees as we did in Figure 7.1(a) or using sequences as
in Figure 7.1(b).
Unification rules that unify labels in order to identify two labels; for
example, one with Fq and the other with Tq.
Completeness theorem for the resulting tableaux system for the dove-
tailed logic.
The next sections do all that in detail. It is a messy business and is done
best by a theorem prover. Work on functional translation of this kind has been
done by Ohlbach [20], and optimisation have been proposed in [21] and by
Gasquet [15].
4. LABELLED TABLEAUX FOR MODAL
LOGICS
In [1, 18] a tableau-like proof system, called KEM, has been presented,
and it has been proven to be able to cope with a wide variety of (normal)
modal logics. KEM is based on D’Agostino and Mondadori’s [9] classical
proof system KE, a combination of tableau and natural deduction inference
rules which allows for a restricted (“analytic”) use of the cut rule. The key
feature of KEM, besides its being based neither on resolution nor on standard
sequent/tableau inference techniques, is that it generates models and checks
them using a label scheme for bookkeeping fibred models. In [3, 16, 17, 18] it
has been shown how this formalism can be extended to handle various systems
of multi-modal logic with interaction axioms. The mechanism KEM uses in
manipulating labels is close to semantic fibring (dovetailing).
4.1 LABEL FORMALISM
In this section we introduce the label formalism we shall use in the course
of the chapter. KEM uses Labelled Signed Formulas (LS-formula for short),
where an LS-formula is an expression of the form SA : t, where A is a wff
of the logic, S (the truth sign) is in {T,F}, and t is a label. Notice that the
label we are referring in this section are not the labels of I . In the case of
modal logic we have a type of labels corresponding to various modalities, and
each set of atomic labels is partitioned into the set of variables and the set of
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constants. Formally
Φi∈I = Φi∈IC ∪ Φi∈IV
where Φi∈IC = {wi1, wi2, . . . } and Φi∈IV = {W i1,W i2, . . . }. The set of constant
world symbols and variable world symbols are respectively
ΦC =
⋃
i∈I Φ
i∈I
C ΦV =
⋃
i∈I Φ
i∈I
V
The set of labels = is then defined inductively as follows:
= =
⋃
1≤k
=k where =k,k ∈ N :
=1 = ΦC ∪ ΦV ;
=2 = =1 × ΦC ;
=n+1 = =1 ×=n, (n > 1).
According to the above definition a label is either a (i) an element of the set
ΦC , or (ii) an element of the set ΦV , or (iii) a path term (s′, s) where (iiia)
s′ ∈ ΦC ∪ ΦV and (iiib) s ∈ ΦC or s = (t′, t) where (t′, t) is a label. From
now on we shall use t, s, r, . . . to denote arbitrary labels.
As an intuitive explanation, we may think of a label t ∈ ΦC as denoting a
world (a given one), and a label t ∈ ΦV as denoting a set of worlds (any world)
in some Kripke model. A label s = (t′, t)may be viewed as representing a path
from t to a (set of) world(s) t′ accessible from t (i.e., from the world(s) denoted
by t).
Definition 5 For any label t = (s′, s) we shall call s′ the head of t, s the body
of t, and denote them by h(t) and b(t) respectively.
Notice that these notions are recursive (they correspond to projection func-
tions): if b(t) denotes the body of t, then b(b(t)) will denote the body of b(t),
b(b(b(t))) will denote the body of b(b(t)); and so on.
Definition 6 We call each of b(t), b(b(t)), etc., a segment of t. Let bm(t), be
any segment of t (obviously, by definition every segment s(t) of a label t is
a label); then h(b(t)) will denote the head of bm(t). We shall call a label t
restricted if h(t) ∈ ΦC , otherwise unrestricted.
We shall think of the =1 labels as possible worlds in a fibred (dovetailed)
model, and labels in=n as paths leading to them starting from the actual world.
For example a label such t = (W i2, (w
j
2, w0)) denotes, with respect to a fibred
(dovetailed) model, the set of worlds in a model for Li accessible from the
actual world ai = Fi((w
j
2, w0)). Since dovetailed models can be reduced to
structures of the form (W,R(i), h), the label t turns out to represents the set
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of worlds accessible via R(i) from a world accessible through R(j) from the
actual world w0.
Definition 7 For any label t, we define the length of t, `(t), as the number of
world-symbols in t, i.e., `(t) = n ⇔ t ∈ =n. sn(t) will denote the segment of
t of length n, i.e., sn(t) = s(t) such that `(s(t)) = n. We shall use hn(t) as
an abbreviations for h(sn(t)). Notice that h(t) = h`(t)(t).
Definition 8 For any label t, `(t) > n, we define the counter-segment-n of t,
as follows:
cn(t) = h(t)× (· · · × (hk(t)× (· · · × (hn+1(t), w0)))) (n < k < `(t))
wherew0 is a dummy label, i.e., a label not appearing in t (the context in which
such a notion occurs will tell us whatw0 stands for. In most cases it will denote
the actual world).
The counter-segment-n defines what remains of a given label after having
identified the segment of length n with a ‘dummy’ label w0. The appropriate
dummy label will be specified in the applications where such a notion is used.
However, it can be viewed also as an independent atomic label. In the contest
of fibring w0 can be thought as denoting the actual world obtained via the
fibring function from the world denoted by sn(t).
Example 9 Given the label t = (w4, (W3, (w3, (W2, w1)))), according to the
above definitions its length `(t) is 5, the head h(t) is w4, the body b(t) is
(W3, (w3, (W2, w1))), the segment of length 3 is s3(t) = (w3, (W2, w1)), and
the relative counter-segment-3 is c3(t) = (w4, (W3, w0)), wherew0 = s3(t) =
(w3, (W2, w1)).
To clarify the notion of counter-segment, which will be used frequently in
the course of the present work, we present, in the following table the list of the
segments of t in the left-hand column and the relative counter-segments in the
right-hand column.
s1(t) = w1 c1(t) = (w4, (W3, (w3, (W2, w0))))
s2(t) = (W2, w1) c2(t) = (w4, (W3, (w3, w0)))
s3(t) = (w3, (W2, w1)) c3(t) = (w4, (W3, w0))
s4(t) = (W3, (w3, (W2, w1))) c4(t) = (w4, w0)
s5(t) = t c5(t) = w0
So far we have provided definitions about the structure of the labels without
regard of the elements they are made of. The following definitions will be
concerned with the type of world symbols occurring in a label.
Let t be a label and t′ an atomic label, in what follows we shall use (t′; t) as
a notation for the label (t′, t) if t′ 6= h(t), or for t otherwise
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Definition 10 We say that a label t is i-preferred iff h(t) ∈ Φi.
Definition 11 We say that a label t is i-pure iff each segment of t of length
n > 1 is i-preferred, and we shall use =i to denote the set of i-pure labels.
4.2 UNIFICATIONS
In the course of proofs labels are manipulated in a way closely related to
the semantic of the logics under analysis. Labels are confronted and matched
using a specialised logic dependent unification mechanism. The notion of two
labels t and s unifying means that the intersection of their denotations is not
empty and that we can move to such a set of worlds, i.e., to the result of their
unification.
According to the semantics each modality is evaluated in an appropriate
model corresponding to a model in the class of models characterising the logic
the modality corresponds to. Similarly we provide an unification for each logic,
the unification characterising such a logic in KEM formalism, then we graft
them into a single unification for the whole LδI .
4.2.1 Basic Unifications (Axiom Unifications). We add a set
of auxiliary unindexed atomic labels ΦA = {w0, w′0, . . . }, that will be used in
unifications and proofs. Intuitively they stand for distinguished worlds in the
various models. We define two substitutions, σD and σF resp. dovetailing and
fibring substitution, in the usual way as a mapping
σδ = 1ΦA∪ΦC
σD : ΦiV −→ =i ∪ ΦA
σF : ΦiV −→ =i
i.e., identity for constants and auxiliary labels; and a mapping of variables
onto i-pure labels in the case of fibring, and either onto i-pure labels or aux-
iliary ones for the other. The only difference between fibring and dovetailing
substitutions is that, in the former, a variable cannot be mapped onto an auxil-
iary label. Henceforth we use σ to mean indifferently, unless specified, either
σD or σF.
The substitution for composite labels is as follows: if t = (s′, s), then
σ(t) = (σ(s′), σ(s))
For two labels t and s, and a substitution σ, if σ is a unifier of t and s then
we shall say that t, s are σ-unifiable. We shall (somewhat unconventionally)
use [t|s]σ to denote both that t and s are σ-unifiable and the result of their
unification. In particular
∀t, s, r ∈ =, [t|s]σ = r iff ∃σ(σ(t) = σ(s) and σ(t) = r)
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On this basis we may define several specialised, logic-dependent notions of
σ-unification. As a case study we choose the normal modal logics arising
from the combination of the axioms K, D, T , 4, B, and 5. Notice that the
unifications listed below mimic the conditions on the accessibility relation cor-
responding to the appropriate axiom (see the accompanying examples for ex-
planations).
[t|s]σK = [t|s]σ if at least one of t and s is restricted, and
∀n ≤ `(t), [sn(t)|sn(s)]σK
[t|s]σD = [t|s]σ
Example 12 To exemplify the difference between σK and σD, let us consider
first the labels
(w3, (W1, w1)) (W2, (w2, w1))
Obviously t and s σK- and σD-unify on (w3, (w2, w1)) with the substitution
σ :W1 7→ w2
W2 7→ w3
On the other hand the labels
t = (w2, (W1, w1)) s = (W2, (W1, w1))
σD- but not σK-unify. This is due to the fact that both s2(t) and s2(s) are
variables, while in the definition of σK it is required that at least one of them
is a constant. The reason for this condition on σK is that the interpretation of
W1 is the set of worlds accessible from w1, but such a set may be empty so
the denotation of W1 would be empty; this is not the case with σD since the
corresponding accessibility relation is serial, soW1 cannot be empty.
[t|s]σT =

[s`(s)(t)|s]σ if `(t) > `(s), and
∀n ≥ `(s), [hn(t)|h(s))]σ = [h(t)|h(s)]σ
[t|s`(t)(s)]σ if `(s) > `(t), and
∀n ≥ `(t), [h(t)|hn(s)]σ = [h(t)|h(s)]σ
Example 13 For the notion of σT -unification, take for example the labels
t = (w3, (W1, w1)) s = (w3, (W2, (w2, w1)))
Here [W2|w3]σ = [w3|w3]σ. Then the two labels σT -unify to (w3, (w2, w1)).
This intuitively means that the world w3, accessible from a sub-path s(s) =
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(W2, (w2, w1)), after the deletion of W2 from s, is accessible from any path t
which turns out to denote the same world(s) as s(s); in fact the step from w2
toW2 is irrelevant because of the reflexivity relation of the model.
[t|s]σ4 =

c`(t)(s) `(s) > `(t), h(t) ∈ ΦV and
w0 = [t|s`(t)(s)]σ
c`(s)(t) `(t) > `(s), h(s) ∈ ΦV and
w0 = [s`(s)(t)|s]σ
Example 14 For the notion of σ4-unification, take for example the labels
t = (W3, (w2, w1)) s = (w5, (w4, (w3, (W2, w1))))
Here s`(t)(s) = (w3, (W2, w1)). Then t and s σ4-unify to
(w5, (w4, (w3, (w2, w1))))
since
[t|s`(t)(s)]σ = [(W3, (w2, w1))|(w3, (W2, w1))]σ .
This intuitively means that all the worlds accessible from a sub-path s`(t)(s) of
s are accessible from any path t which leads to the same world(s) denoted by
s`(t)(s). Here W3 stands for the set of worlds accessible from w2; Then w3,
after the unification of (w2, w1) and (W2, w1), is one of such worlds. w4 is
accessible from w3 and, via transitivity, from w2. The same for w5.
[t|s]σB =

[s`(t)−2n(t)|s]σ if h(t) ∈ ΦV and
[h(t)|h(s)]σ = [h`(t)−2n(t)|h(s)]σ
[t|s`(s)−2n(s)]σ if h(s) ∈ ΦV and
[h(t)|h(s)]σ = [h(t)|h`(s)−2n(s)]σ
Where 1 ≤ n ≤ V , and V = `(t) − m, with m such that ∀x,m ≤ x ≤
`(t), hx(t) ∈ ΦV .
Example 15 For σB we consider the labels
t = (W3, (W2, (w2, (W1, w1)))) s = (W4, (w3, w1)) (7.1)
The labels t and s σB-unify since t has two variables, so we have two chances
of going back: one steps from b(t), or two steps from b(b(t)). In the first case
we have to see whether (w2, (W1, w1)) = s`(t)−2n(t), n = 1 and s σ-unify. In
the second case the label that have to σ-unify with s isw1 = s`(t)−2n(t), n = 2.
But in this case the unification fails. The key idea of σB-unification is to match
world symbols laying an even number of steps apart. The number of steps is
given by the number of consecutive variables present in the labels. If the head
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of a label is a variable we can go back by two steps. In general we are allowed
to return back of two steps for each variable. Labels like (W1, (w2, w1)) and
w1 are a simple instance of such an unification. W1 denotes the set of worlds
accessible from w2, but, since w2 is accessible from w1; so, by symmetry, w1
is one of the world accessible from w2.
[t|s]σ5=

([h(t)|h(s)]σ; c1(s2(t))) if `(t) > 2, `(s) > 1, h(t) ∈ ΦV , or
h(t) = h(s) ∈ ΦC
[t|s]σ if `(t) = `(s) = 2
([t|h(s)]σ; c1(s2(s))) if `(s) > 2, `(t) > 1, h(s) ∈ ΦV , or
h(t) = h(s) ∈ ΦC
where w0 = [s1(t)|s1(s)]σ.
We exemplify how unifications corresponding to axioms obtained from the
axioms listed above by prefixing 2n, n ∈ N, to them can be defined.
[t|s]σO = [c2(t)|c2(s)]σD
where w0 = [s2(t)|s2(s)]σK , and O = 2(2A→ 3A).
4.2.2 High unifications (combined unifications). We are now
able to combine the above unifications corresponding to the axiom character-
ising a logic into a single ‘high’ unification which will be used for defining the
unifications characterising the logic we are concerned with.
[t|s]σAi1···Ain =

[t|s]σAi1 if Ci1
...
...
[t|s]σAin if Cin
i ∈ I (7.2)
where Ai1 · · ·Ain stand for the axioms characterising Li and Ci, 1 ≤ i ≤ n are
conditions varying from logic to logic. For example the high unification for T,
which is characterized by the axioms D and T , is
[t|s]σDT =
{
[t|s]σT if `(t) 6= `(s)
[t|s]σD otherwise
and for OM which is K plusM = 2(2A→ A), the deontic version of T, the
corresponding high unifications is
[t|s]σOM =
{
[t|s]σT if [s2(t)|s2(s)]σO
[t|s]σO
We then provide the definition of σDT4 which is used in defining the logic
unification for S4.
[t|s]σDT4 =
 [t|s]σ
D if `(t) = `(s)
[t|s]σT if `(t) < `(s), h(t) ∈ ΦC
[t|s]σ4 if `(t) < `(s), h(t) ∈ ΦV
(7.3)
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It is worth noting that the conditions on axiom unifications are needed in order
to provide a deterministic unification procedure. In general, if axiom unifica-
tions are given for each axiom characterising a logic, such conditions are not
necessary.
4.2.3 Low unification (logic unifications). Combining recur-
sively each high unification we obtain the σLi unification for Li as follows
[t|s]σLi =
{
[cn(t)|cm(s)]σAi1···Ain
[t|s]σAi1···Ain (7.4)
where w0 = [sn(t)|sm(s)]σLi .
Although the above definition provides a general method for obtaining the
unification characterising the appropriate logic, for particular systems it may
be preferred to define a different unification reflecting peculiar properties; for
example, for S5 which is characterised by the class of frames where the ac-
cessibility relation is an equivalence relation, it is convenient to define σS5 as
follows:2
[t|s]σS5 =
{
[h(t)|h(s)]σ min{`(t), `(s)} = 1
([h(t)|h(s)]σ, [s1(t)|s1(s)]σ) otherwise
The format of the unifications for the logics containing axioms obtained by
prefixing 2n to one of the five axiom listed above is slightly more complex.
We exemplify it by providing the unification for OM.
[t|s]σOM =
 [c
n(t)|cm(s)]σOM
[cn(t)|cm(s)]σT n,m > 2
[t|s]σOM
where w0 = [sn(t)|sm(s)]σOM.
Example 16 According to (7.4) the logic unification for S4 is
[t|s]σS4 =
{
[cn(t)|cm(s)]σDT4
[t|s]σDT4
where w0 = [sn(t)|sm(s)]σS4.
We provide a pair of labels t, and s that σS4-unify.
t = (w6, (w5, (W2, (w1, (W1, w0))))) s = (W3, (w4, (w3, (w2, (w1, w0)))))
2Similar considerations hold for K45 and D45. So specialised unifications for such logics have been pro-
vided in [16]. However in [18] equivalence between these specialised unifications and unifications obtained
from the schema 7.4 has been proved.
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The two labels do not σD-, nor σT -, nor σ4-unify. We have then split them into
appropriate counter-segments.
Graphically we can represent the steps of above unification as follows:
s =
t =
W3,
w6, w5,
w′′0 =
︸ ︷︷ ︸
σ4

w4, w3, w2,
W2
w′0 =︸ ︷︷ ︸
σ4
 w1, w0
w1,W1, w0︸ ︷︷ ︸
σT

︸ ︷︷ ︸
σS4

︸ ︷︷ ︸
σS4
In the first line we show the elements of the label s; the second line contains the
elements of t. Notice that here w′0 and w′′0 are dummy labels and are common
to t and s.
First we consider
s3(t) = (w1, (W1, w0)) and s2(s) = (w1, w0) .
Such labels σT -unify on (w1, w0), see example 13. We identify their unifica-
tion with w′0; then
c3(t) = (w6, (w5, (W2, w′0))) and c
2(s) = (W3, (w4, (w3, (w2, w′0)))) .
At this point we notice that
s2(c3(t)) = (W2, w′0) s
4(c2(s)) = (w4, (w3, (w2, (w1, w0))))
σ4-unify: [w′0|w′0]σ and W2 ∈ ΦV . The result of their unification, w′′0 , is
(w4, (w3, (w2, (w1, w0))). Finally
c4(t) = (w6, (w5, w′′0)) c
5(s) = (W3, w′′0)
σ4-unify. According to the definition of logic unification 7.4, and the previous
considerations t and s σS4-unify.
Example 17 In (7.1) we have seen a pair of labels that σB . Here we provide
two labels that unify by applying recursively σB .
i = (W3, (w4, (W2, (w3, (W1, (w2, w1)))))) k = w1 (7.5)
The unification is obtained according to the following decomposition.
[(W3, (w4, w0))|w1]σKB
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where
w0 = [(W2, (w2, w′0))|w1]σKB
and
w′0 = [(W1, (w2, w1))|w1]σKB
since
[(W1, (w2, w1))|w1]σKB = w1
by an immediate application of σB .
For a wide class of unifications and a detailed account of the labelling algebra
of KEM see [18].
4.2.4 Fibred unification. As LδI is obtained by combining the logic
Li, i ∈ I the corresponding unification is the combination of the σLi-unifications
characterising Li.
[t|s]σLδI =
{ ⋃
i∈I [c
n(t)|cm(s)]σLi⋃
i∈I [t|s]σLi
(7.6)
where w0 = [sn(t)|sm(s)]σLδI , if c
n(t), cn(s) are i-pure, i ∈ I .
It is worth noting that the mechanism of the fibred unification is, essentially,
the same mechanism governing the logic unification.
Example 18 We want to combine a deontic D modality 21 with an epistemic
S5 modality 22, let us call the resulting logic EDδ. The unifications for EDδ
are provided by the schema
[t|s]σEDδ =

[cn(t)|cm(s)]σS52
[t|s]σS52
[cn(t)|cm(s)]σD1
[t|s]σD1
where w0 = [sn(t)|sm(s)]σEDδ , if cn(t) and cn(s) are i-pure, i ∈ {1, 2}.
According to the above definition, the labels
t = (W 22 , (w
2
1, (W
1
1 , w0))) s = (w
2
2, (W
1
2 , w0))
σEDF -unify, and then σEDD -unify. In fact
c2(t) = (W 22 , (w
2
1, w
′
0) c
2(s) = (w22, w
′
0)
σS52-unify, and w′0 = [(W 11 , w0)|(w11, w0)]σD1 . On the contrary, if t had been
t′ = (W 22 , (w12, (w21, (W 11 , w0)))), it would not have unified with s: c2(t′) is
not 2-pure. Let us consider now the labels
t = (W 11 , w0) s = (W
2
1 , (w
2
1, (W
1
2 , w0)))
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t and s do not σEDF -unify, but σEDD -unify, in so far as we can mapW
2
2 onto
w′0, where w′0 is as before.
We prove now an interesting property of σLδI -unifications.
Lemma 19 ∀t, s ∈ =, if [t|s]σLδI = r, then [t|r]σLδI and [r|s]σLδI .
Proof Since σLδI has been defined as the combination of σLi-unifications, but
each of them works on i-pure labels and there are no interactions among them,
we just have to prove the property for each σLi .
The proof will be by induction on the number of applications of σA
i
1···Ain
in a σLi-unification. Let n be the number of such applications. We give the
proof only for S4 and S5. The proof for the others systems is similar and can
be found in [1, 18].
If n = 1 then we have to prove the property for σA
i
1···Ain .3 We prove it by
induction on the length of labels.
Ifmin{`(t), `(s)} = 1 then we assume that `(t) = 1 (the proof for `(s) = 1
is similar). 1) t ∈ ΦC . If also `(s) = 1, we apply σD; in every case, by obvious
considerations about σ, r = [t|s]σD = t, but [t|t]σD and [t|s]σD. Therefore
[t|r]σDT4 and [r|s]σDT4. If `(s) > 1 then [t|s]σDT4 = [t|s]σT . Therefore
r = [t|s]σT = [t|s1(s)]σT = t, hence [t|t]σD and [t|s]σT , and so, according
to 7.3, [t|r]σDT4 and [r|s]σDT4.
2) t ∈ ΦV then by the definition of σ it unifies with any label, in particular
[t|s]σD = s = r, whence [t|s]σD and [s|s]σD, then [t|r]σDT4 and [r|s]σDT4.
Let us suppose now that min{`(t), `(s)} = n > 1, and that the property
holds up to n for σA
i
1···Ain . Thus we have the following cases.
If `(t) = `(s) then [t|s]σD = s; by the inductive hypothesis [b(t)|b(l)]σD,
[b(s)|b(r)]σD, [h(t)|h(s)]σD and [h(s)|h(r)]σD; hence [t|r]σD and [s|r]σD.
Consequently [t|r]σDT4 and (r, s)DT4.
If `(t) < `(s) and h(t) ∈ ΦC , then [t|s]σT = r, where, by the inductive hy-
pothesis [b(t)|b(l)]σD, [s`(b(t))(s)|b(r)]σD. By the definition of σT , we know
that, for n ≤ `(t) hn(r) = [h(t)|h(s)]σ = [h(t)|h`(t)(s)]σ; therefore [t|r]σD
and [r|s]σT . We can conclude that [t|r]σDT4 and [r|s]σDT4.
If `(t) < `(s) and h(t) ∈ ΦV , then [t|s]σ4 = c`(t)(s) where w′0 =
[t|s`(t)(s)]σ. By the inductive hypothesis and the definition of σ we have
[t|s`(t)(r)]σ and [s`(t)(t)|s`(t)(r)]σ and therefore [t|r]σ4 and [r|s]σD, which
means [t|r]σDT4 and [r|s]σDT4.
We have thus proved the inductive base for the lemma.
3Hereafter, in order to shorten proofs, when we have to consider labels of different lengths, we shall assume,
unless specified, the first to be the shorter. Obviously proofs for the other cases can be carried out in the
same way.
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We can now assume that the lemma holds up to the n-th application of
σA
i
1···Ain . By the definition of σLi , [sn(t)|sm(s)]σLi = w′0 = sr(r) and
[cn(t)|cm(s)]σAi1···Ain = cr(r); but, by the inductive hypothesis, we know
[sn(t)|sr(r)]σLi and [sm(s)|sr(r)]σLi . By the property we have just proved
for σA
i
1···Ain we obtain [cn(t)|cr(r)]σAi1···Ain and [cm(s)|cr(r)]σAi1···Ain , which
implies [t|r]σLi and [r|s]σLi .
For S5 if min{`(i), `(s)} = 1, we have [t|s]σS5 iff [h(t)|h(s)]σ, whence,
if t is restricted, then [t|s]σS5 = h(t) = r and thus [t|s]σS5, i.e., [h(t)|h(t)]σ,
and similarly for s; otherwise [t|s]σS5 = h(s) = r, therefore for the same
reason as in the previous case [r|s]σS5 and [t|r]σS5. If min{`(t), `(s)} > 1
we can repeat the same argument of the other case with the difference that
r = ([h(t)|h(s)]σ, [s1(t)|s1(s)]σ). 
Remark 20 It is worth noting that we have no constraints on the component
logics; they may be combined logics themselves.
4.3 INFERENCE RULES
In displaying the rules of KEM we shall use Smullyan-Fitting [10] α, β, νi,
pii, i ∈ I unifying notation as exposed in the following tables:
α α1 α2
TA ∧B TA TB
FA ∨B FA FB
FA→ B TA FB
F¬A TA TA
β β1 β2
FA ∧B FA FB
TA ∨B TA TB
TA→ B FA TB
T¬A FA FA
The relationships between α- and β-formula are
α = βC α1 = βC1 α2 = β
C
2
β = αC β1 = αC1 β2 = α
C
2 .
Formulas of type pii and νi are classified as follows
νi ν0
T2iA TA
F3iA FA
pii pi0
F2iA FA
T3iA TA
Similarly we provide the relationships between νi- and pii-formulas.
νi = piCi ν0 = pi
C
0
pii = νCi pi0 = ν
C
0 .
Given a signed formula X , XC denotes the conjugate of X , i.e., the result of
changing the sign of X to its opposite; two LS-formulas X : t and XC : s
such that [t|s]σLδI and will be called σLδI -complementary.
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α : t
α1 : t
α : t
α2 : t
(α)
β : t
βC1 : s
β2 : [t|s]σLδI
[t|s]σLδI
β : t
βC2 : s
β1 : [t|s]σLδI
[t|s]σLδI (β)
νi : t
ν0 : (s, t)
s ∈ ΦiV and new (νi)
pii : t
pi0 : (s, t)
s ∈ ΦiC and new (pii)
X : t XC : t
t restricted (PB)
X : t
XC : s
×[t|s]σLδI
[t|s]σLδI (PNC)
Here the α-rules are just the familiar linear branch-expansion rules of the
tableau method, while the β-rules correspond to such common natural infer-
ence patterns as modus ponens, modus tollens, etc. The rules for the modal
operators are as usual. ‘s new’ in the proviso for the νi- and pii-rule means: s
must not have occurred in any label yet used. Notice that in all inferences via an
α-rule the label of the premise carries over unchanged to the conclusion, and in
all inferences via a β-rule the labels of the premises must be σLδI -unifiable, so
that the conclusion inherits their unification. PB (the ‘Principle of Bivalence’)
represents the (LS-version of the) semantic counterpart of the cut rule of the
sequent calculus (intuitive meaning: a formula A is either true or false in any
given world, whence the requirement that t should be restricted). PNC (the
‘Principle of Non-Contradiction’) corresponds to the familiar branch-closure
rule of the tableau method, saying that from the occurrence of a pair of σLδI -
complementary formulas on a branch we may infer the closure (‘×’) of the
branch. The [t|s]σLδI in the ‘conclusion’ of PNC means that the contradiction
holds ‘in the same world’. Other logics might require additional rules in order
to capture the full power of their semantics. See for example [17, 18]. As
usual with refutation methods a KEM-proof of A consists of a successful at-
184
tempt to construct a counter model for A by assuming that A is false in some
arbitrary model, which means that we assume thatA is false in the actual world
of the model. So aKEM-proof in L forA (`KEM(L) A)is a closed tree starting
with FA. A tree is closed iff all its branch are closed; a branch is closed iff it
contains an application of PNC.
Let us consider the combined systems EDδ of example 18 and the formulas
A = 2132p → 312232p and B = 21p → 312232p. It is easy to see that
A is valid in EDδ. On the other hand, B holds in EDD, but fails in EDF . We
provide now their KEM-proofs, and, from them, the fibred model where B
fails can be easily obtained.
1. F2132p→ 312232p w0
2. T2132p w0
3. F312232p w0
4. T32p (W 11 , w0)
5. F2232p (W 12 , w0)
6. Tp (w21, (W
1
1 , w0))
7. F32p (w22, (W
1
2 , w0))
8. Fp (W 21 , (w
2
2, (W
1
2 , w0)))
1. F21p→ 312232p w0
2. T21 w0
3. F312232p w0
4. Tp (W 11 , w0)
5. F2232p (W 12 , w0)
6. F32p (w22, (W
1
2 , w0))
7. Fp (W 21 , (w
2
2, (W
1
2 , w0)))
Steps 2, and 3 are obtained by an application of an α-rule on 1, the other steps
have been obtained by straightforward applications of νi- and pii-rules, until we
reach atomic formulas. We notice that in both trees we have complementary
formulas, i.e., 6, 8 in the tree forA and 4, 7 in the tree forB. All that remains to
do is verifying whether they are σEDδ -complementary; i.e., we have to check
if their labels σEDδ -unify. In example 18 we have seen that the labels of 6 and
8 σEDδ -unify. However these of 4 and 7 σEDD - but not σEDF -unify.
4.4 SOUNDNESS AND COMPLETENESS
In this section we prove soundness and completeness forKEM-based fibred
modal tableaux. There are very similarity with the results of [5], however
the material presented in this section points out close connections between
unifications and modal fibring.
Theorem 21 If a KEM tree closes it closes atomically.
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Proof A closed KEM tree means that each branch is closed, i.e., it contains
two σLδI -complementary formulas A : t and A
C : s.
...
A : t
...
AC : s
×
We prove the theorem by induction of the complexity of the complementary
formulas. If they are literals then the branch closes atomically.
If they are not literals let us examine their form: if A is of type α then AC
is of type β; moreover α1 = βC1 and α2 = β
C
2 . We apply an α-rule on A : t,
obtaining α1 : t and α2 : t. Since the relations just mentioned we can apply a
β-rule w.r.t. AC : s and αn (n = 1, 2), from which we derive β3−n : [t|s]σLδI .
At this point the branch contains αn : t and βn : [t|s]σLδI , which are σLδI -
complementary, in so far as [t|[t|s]σLδI ]σLδI , see Lemma 19. If A is of type β
we repeat the above reasoning applying the α-rule on AC instead of A.
If A is of type νi, then AC is of type pii and ν0 = piC0 . We apply a νi-rule
on A : t and a pii-rule on AC : s obtaining ν0 : (Wn, t) and pi0 : (wm, s),
where Wn and wm are new in the branch. The resulting formulas are σLδI -
complementary due to the relationship between νi and pii formulas and the fact
that the labels obviously σLδI -unify. If A is of type pii, then A
C is of type νi
and we can repeat the same argument. 
In the course of KEM-proofs labels are used to build appropriate models.
Since the structure of the labels and unifications follows closely that of dove-
tailed and fibred models, we can repeat the same construction ‘grafting’ the
models for each Li through F into fibred and dovetailed models obtaining
models for LδI .
Theorem 22 Let Li, i ∈ I be modal logics and let LδI the resulting combined
logic. If Ki A ⇐⇒ `KEM(Li) A then
1. LFI A ⇐⇒ `KEM(LI) A using σ
F;
2. LDI A ⇐⇒ `KEM(LI) A using σ
D.
Proof We prove the theorem by showing a) the set TδI is a subset of set of
formulas provable in KEM and b) KEM rules are sound with respect to fibred
and dovetailed models.
186
We start proving a). According to Theorems 3 and 4 a formula is a fibred
(dovetailed) theorem if either it is a theorem of a component, or has been ob-
tained by one of the axioms, or has been derived from an application of modal
fibring (dovetailing) rule or modus ponens. We have then to prove that such
rules and axioms are derived in KEM.
By hypothesis Ti coincides with the set of formulas provable in KEM for
Li.
For axiom 1b1 (Theorem 3), by hypothesis A→ αn is a theorem of a fibred
language, therefore TA : w0 and Fαn : w0 lead to a closed KEM-tree. Let us
start now a KEM-tree for A→ ∨n αn : w0, we obtain
FA→ ∨n αn : w0
TA : w0
F
∨
n αn : w0
Fα1 : w0
...
Fαn : w0
At this point we can graft the proof for A→ αn, closing thus the tree.
For axiom 1b2 (Theorem 3), by hypothesis A(xj) has a closed KEM-tree,
which means that each branch τ is closed; Theorem 21 implies that each branch
is atomically closed, therefore each branch contains two σLi-complementary
labelled signed literals, let us say xτ : tτ and xCτ : sτ . We can now replace
2jαj to xτ obtaining S2jαj : tτ and SC2jαj : sτ . But the last two formulas
are σLFI -complementary, then also in this case the tree is closed.
For Modus Ponens. By hypothesis A and A → B have closed KEM trees,
let us call them T1 and T2.
FA→ B : w0
T2 : w0
×
TA→ B : w0
FA : w0
T1 : w0
×
TB : w0
For modal and dovetailing rule, let us assume that C is a formula satisfying
the conditions of the rules, then C has a closed KEM-tree, let us call it T . We
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show now that also the tree for 2djC is closed.
F2djC : w0
F2d−1j C : (w
j
1, w0)
...
FC : (wjd, . . . (w
j
1, w0))
T : w′0
×
All we have to do is to identify w′0 with (w
j
d, . . . (w
j
1, w0)) and we can repeat
the proof for C : w′0, in so far as [(w
j
d, . . . (w
j
1, w0))|(wjd, . . . (wj1, w0))]σLδI .
For b) in the course of KEM-proofs, we generate labels according to the
structure of the formulas involved, but, as we have already said, they also gen-
erate (counter)-models. The labels are intended to denote possible worlds and
relations among them. Remeber (see section 4.1, and example 13): all the rel-
evant information are recorded in the labels. So, to extract such information,
we have to map labelled signed formulas to elements of fibred and dovetailed
models. This is achieved with the help of three functions, namely g, r, and
f . The function g will map labels to sets of possible worlds: a singleton for
constants, a set of worlds (possibly empty) for variables, and an actual world
for auxiliary labels. The accessibility relation R is assumed to be closed under
specific conditions; but, we want to reconstruct it, through r, from the labels:
path labels are intended to represent not only worlds, but also the chain of
possible worlds leading to them. Finally, f , given an LS-formula, returns the
evaluation of the formula with respect to the world(s) denoted by its label.
Letmi = (Si, Ri, ai, hi) be a model in Ki where: Si = ΦiC ; Ri is a binary
relation on Si; ai ∈ ΦA, and vi is an evaluation function.
Let g be a function from the set of i-pure labels occurring in a KEM-proof
to ℘(Si) thus defined:
g(t) =

{h(t)t} if h(t) ∈ ΦiC
{wn ∈ Si | g(b(t))Riwn} if h(t) ∈ ΦiV
Si if t ∈ ΦV
{ai} if t ∈ ΦA
It may be possible that two labels have the same head, but they denote different
worlds, this is way we have indexed h(t) with the label itsself. However we
shall drop the subscript, when this is harmless.
Let r be a function from the set of i-pure labels occurring in a KEM-proof
to Ri thus defined:
r(t) =
{ ∅ if `(t) = 1
g(t1)Rig(t2), . . . , g(tn−1)Rig(h(t)) if `(t) = n > 1
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Let f be a function from LS-formulas occurring in a KEM-proof to v thus
defined:
f(SA : t) =def v(win, A) = 1 if S = T
f(SA : t) =def v(win, A) = 0 if S = F
for all win ∈ g(t).
Until now we have examined i-pure labels. Let t be a not i-pure label. It
can be decomposed into i-pure labels as follows: let n ∈ N such that ∀m >
n, sm(t) is i-preferred. The label cn(t) is i-pure. A not i-pure label can be
conceived as a recursive fibring of i-pure sub-labels.
Let m be a fibred structure, where the fibred function F is defined as fol-
lows:
Fi(wj) = g(w0) (7.7)
for each wn ∈ g(sn(t)), where w0 = h1(cn(t)) and cn(t) is i-pure. Moreover
we require that if wj 6= wk then Fi(wj) 6= Fi(wk). In the case of dovetailing
we impose Fi(wj) = wj
It is easy to see thatm is a fibred or a dovetailed model for LδI .
Lemma 23 For any t, s ∈ =, if [t|s]σLδI then g(t) ∩ g(s) 6= ∅.
Proof The proof is by induction on the number of applications of σLi in σLδI .
First we have to prove the property for σLi and therefore for σ
Ai1···Ain . For a
detailed proof see [1, 18].
The proof is by induction on the number of applications of σA
i
1···Ain in σLi .
We need first to prove the following:
Lemma 24 For any t, s ∈ =, if [t|s]σAi1···Ain then g(t) ∩ g(s) 6= ∅.
Proof We prove only the case for DT4, the other cases are similar and can
be found in [1, 18]. The proof is by induction on the length of labels. If
min{`(t), `(s)} = 1, then at least one of t and s is either a constant or a
variable, so that five cases will be present. By the definition of unifications t, s
are either: i) two constants, or ii) a variable and a constant, or iii) two variables,
or iv) a variable and a label, or v) a constant and a label.4
Case i) Two constants unify if and only if they are the same constant, and so
t = s; therefore from the definition of g, g(t) = g(s) and so g(t) ∩ g(s) 6= ∅.
Case ii) If t (resp. s) is a variable and s (resp. t) is a constant, then g(t) = Si
and g(s) ∈ ℘(Si) therefore also in this case g(t) ∩ g(s) 6= ∅.
4Cases ii), iii), and iv) are not found in KEM proofs, but they are useful both for dealing with cases in the
inductive step and for case v).
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Case iii) and iv) These cases are identical to the previous ones because: 1)
Si is not empty, and 2) the variable is mapped to Si and the label to some
world(s) in it.
Case v) This case implies that [t|s]σT . Let us assume, for the sake of econ-
omy, that `(t) = 1 and `(s) = n > 1. If [t|s]σT , then for each h(s(s))
such that `(s(s)) > 1 either h(s(s)) ∈ ΦV , or h(s(s)) = t; therefore r(s) =
tRih2(s), . . . , hn−1(s)Rihn(s). If h2(s) ∈ ΦV , then it denotes the set of
worlds accessible from t; if h2(s) ∈ ΦC , then t = g(h2(s)),5 in any case,
through reflexivity t ⊆ g(h2(s)), so we take t as a representative of the set
denoted by h2(s), which implies tRih3(s). We repeat the same argument until
we arrive at tRihn(s): if hn(s) ∈ ΦC , then t = g(h2(s)) and so they denote
the same world; if hn(s) ∈ ΦV , then it denotes the set of worlds accessible
from t; but t belongs to such a set, therefore, in all cases g(t) ∩ g(s) 6= ∅.
For the inductive step we have min{`(t), `(s)} = n > 1. Let us assume
inductively that the lemma is valid up to n; if `(t) = `(s) we shall write t
and s as (h(t), b(t)) and (h(s), b(s)), respectively. If [t|s]σD, by the definition
of σD we get [b(t)|b(s)]σD, for which the lemma holds; let wj be one of the
worlds shared by b(t) and b(s), whence wjRih(t) and wjRih(s). We have
now only to analyze what kind of labels are h(t) and h(s), which falls under
the cases i), ii), and iii). Cases i) and ii) are the same as the inductive base. We
have thus to examine case iii). Both h(t) and h(s) denotes the set of worlds
accessible from wj , but such a set is not empty because of the seriality of R.
If `(t) 6= `(s), we shall assume that `(t) < `(s) (the case `(s) < `(t) is
dealt with in the same way). If [t|s]σT and h(t) ∈ ΦC then [t|s`(t)(s)]σD,
therefore, combining the proofs of the previous case and case v) of the induc-
tive base we obtain the desired result. If h(t) ∈ ΦV , then for all sn, n ≤ `(t),
[h(t)|h(s)]σ = [h(t)|sn]σ which means g(t)∩ g(sn(s)) 6= ∅, and in particular
g(t) ∩ g(s`(t)(s)) 6= ∅.
If [t|s]σ4 then h(t) ∈ ΦV and [b(t)|s`(t)−1(s)]σD, for which the inductive
hypothesis holds; let wj be such a shared world. h(t) denotes all the worlds
accessible from wj , but, due to transitivity, the world(s) denoted by h(s) be-
long(s) to h(t) and so g(t) ∩ g(s) 6= ∅.
This ends the proof of Lemma 24. 
We return to the proof of the main lemma. If σLi consists of a single step of
σA
i
1···Ain , then [t|s]σLi = [t|s]σA
i
1···Ain ; by Lemma 24 we obtain g(t) ∩ g(s) 6=
∅.
Let us assume, inductively, that the lemma holds up to n. If σLi con-
sists of n + 1 σA
i
1···Ain-unifications, [t|s]σLi = [ct(t)|cs(s)]σA
i
1···Ain where
5Due to the rules ofKEM and the definition of the unifications, this case is possible only if h2(s) has been
obtained by a previous unification, and so they do denote the same world.
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[st(t)|ss(s)]σLi , which contains n applications of σA
i
1···Ain , and the lemma
holds for it. We can now repeat the argument of Lemma 19 with respect to
[ct(t)|cs(s)]σAi1···Ain , proving thus that g(t) ∩ g(s) 6= ∅. We have thus proved
that the property holds also for σLi . σLδI results from the fibred combination of
σLi-unifications of i-pure labels. According to the interpretation of the fibred
function given in 7.7 we can combine recursively the same argument as before.
This ends the proof of Lemma 23. 
Lemma 25 For any t, s ∈ =, if f(SA : t), [t|s]σLδI then f(SA : [t|s]σLδI ).
Proof Let us suppose, by contradiction, that the lemma does not hold, so the
proof trivially follows from Lemma 23, and the definition of f . 
The α-rules and PB are obviously sound rules in m in so far as they work
locally. For the β-rules and PNC: by the hypothesis [t|s]σLδI , then, by Lem-
mas 23 and 25, there exists a world in g([t|s]σLδI ), let us say wj , where both β,
βn (n = 1, 2) and β3−n hold. This implies that βn and βCn hold at wj , which
is a contradiction. The same argument can be applied in the case of PNC.
For the νi-rules. Let us suppose νi = T2iA the case of νi = F3iA is
identical. Let us suppose it does not hold, then for allwi ∈ g(t), h(wi,2iA) =
1 and for some wm ∈ g((s, t)), h(A,wm) = 0, where (s, t) is i-preferred. If t
is i-preferred, then hi(wi,2iA) = 1 implies ∀wj(wiRiwj → hi(wj , A) = 1),
By the definitions of g and r we knowwiRiwm, obtaining thus a contradiction.
If t is not i-preferred, then hj(wi,2iA) = 1 iff hi(Fi(wi),2iA) = 1. The
label (s, t) is not i-pure, but (s, w0), where Fi(wi) = g(w0), is. At this point
we can repeat the same argument as before with w0 instead of wi. The proof
for the pii-rule is similar.
This ends the proof of Theorem 22. 
5. FINAL REMARKS
In the last few years we have witnessed a luxuriant growth of multidimen-
sional systems in every field of logic, although only few seeds have been sown
in the garden of proof theory [4, 5, 7, 8].
In this work we have been mainly concerned with combinations of normal
modal logics. It is easy to see that dovetailing of normal modal logics corre-
spond to fusion [19]. However fibring is more general, and we have no con-
straints on the components. They may be as well combined logics. It’s worth
noting that, as far propositional normal modal logics are concerned, the sys-
tem presented here satisfies all the conditions required for combined tableau
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calculi reported in [5]; in particular the condition stating “the labels that are
part of tableau formulae represent words in models and do not contain other
information”. HoweverKEM-based tableau calculi can be provided for differ-
ent systems having Kripke-style semantics, e.g., quantified modal logics, non
normal modal logics, conditional logics; but such systems require more infor-
mation in the labels (see [1, 2]). The unification scheme we have proposed
is not sensitive of such additional burden, and can be applied also for their
combination, in so far as it is closely related to the fibring function.
We have not studied multi-modal logics with interaction axioms specifying
how modalities relate each other. But in [3, 16, 17, 18] it has been shown
how this formalism can be extended to handle various systems of multi-modal
logic with interaction axioms. The key idea consists of providing either new
substitutions and unifications or constraints on the already existing ones, both
reflecting semantic properties of such axioms.
Let us consider the axiom 21A → 22A; whose corresponding semantic
condition is R2 ⊆ R1. This is achieved in KEM by defining a substitution
as follows: σ1 : Φ1V 7→ =1 ∪ =2. The above interaction axiom belongs to
the family of inclusion axioms of the form 〈a〉[b]A → [c]〈d〉A, where a, b,
c, and d are strings of modalities obtained from composition and union (i.e.,
21 · 22A = 2122A and 21 ∪ 22A = 21A ∧ 22A). Such axioms character-
ize models satisfying a, b, c, d-incestuality, i.e., ρ(a)−1 · ρ(b) ⊆ ρ(c) · ρ(d)−1,
where ρ is map from string of modalities to accessibility relation, see [6]. In
more complex cases we may define an unification schema matching the ap-
propriate a, b, c, d-incestuality condition, e.g., the first label ends with a string
of world symbols corresponding to a, b while the second corresponds to c, d;
then we can apply (fibre) more unifications inside the strings of labels. For
some interaction axioms (with a different form) special inference rules may be
required (see [17]). Similarly non-normal modal logics can be dealt with by
weakening the substitutions, e.g., σ : ΦV 7→ =∗ where =∗ ⊆ =. At the light of
what we have already said the study of the proof theory of multi-modal logics
reduces to the study of the components.
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