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The Markov random field (MRF) model， which is a method in the image restoration， isformulated， based ort 
the variational principle of the difference minimum between the restored and damaged image datas， under the 
constraints on the boundary length between different darkness. The mean field ann巴alingalgorithm is applied 













変分法により評価関数を導出する標準正則化理論がPoggio，Torre and Koch [14]により提唱されて
いる。五十嵐，川人 [9]， [10]はこの標準正則化理論をもとに画像修復におけるマルコフ確率場モ
デルを導出している。マルコフ確率場モデルにおいて最も問題となるのは，パラメータの推定であ
り，様々の方法が提唱されている [6]， [7] ， [8] ， [9] ， [10] ， [12]0 Zhang [6]，工藤，川内，斎藤
[7]，渡部，工藤，斎藤 [8]は最適解の探索と最尤推定によるパラメータの決定を同時に行うパラメ
ータ自動推定型の画像修復アルゴリズムをベイズ推定の立場で考案している。五十嵐，川人 [9]，

































周期境界条件を持つ L=Mx，.N の正方格子を考え，各格子点を (i， j) (i= 1，2，…， M;j=I，2，…，N) 
で表すことにする o はx-方向の，J はy-方向の位置を表す。周期境界条件を仮定しているので，
i=Mの場合には i+1 = 1， i= 1の場合には i-l=M，j=Nの場合には j+1=1， j=1の場合には
j -1=Nと規約する。その上で Q値画像を考え，白い状態を Oで表し，黒い状態をQ-lで表すこ
とにする。原画像はノイズにより各格子点で互いに独立に他の階調値へと確率pで反転されること
により乱されているとし，その観測画像から原画像を修復することを考える O すなわち，観測画像
もQ値画像に限定する。原画像，観測画像および修復画像における格子点 (i， j)の状態を Xi，j，
Yi，jおよび、Zi，jで表すことにする。すなわち，原画像，観測画像および修復画像は、
XI {xi，jli=1，2，…，M;j=1，2，…，N} 





















L:L:[1 -8(Zi，j， Zi+1，j)] + L:L:[1 -8(Zi山 Zi，j+d]= 2Lσ2 (2) 
'==1)==1 i=lj=1 
この拘束条件の下で修復画像として観測画像に最も近い画像を探索することを考える O すなわち，
MN 弓「工芸[1一8(Yi，j，Zi，j)] (3) 
拘束条件 (2)に対してラグランジ、ユの未定係数/を導入すると，式 (3)は次のよろな最小値問題に
置き換えられる O
MN MN 号「{ZEll-似 JJhJ)]+J(ZE[1-6(ZMMJ)l
(4) 
+立主[1-8(Zi，j， Zi，汁 d]-2L0"2)} 
，==1)==1 
ここで， δ(x，y)はクロネッカーのデルタである O 最小値問題。)は拘束条件。)を満たす ZIの集合
の中で2:~1 2:7~1 [1-O(Ji，j，Zi，j)] を最小にする ZIを探索する問題であったのに対して，式 (4)
は，あらゆるJの対して式(4)の最小値問題を満足する ZIの集合の中で式 (2)で与えられた拘束条
件を満たすZIを探す問題である O




関数で，式 (2)を正確に満たすように j を決めるのは難しい。そこで，次のように定義される R2
が σ2にできるだけ近い値を与える Jを式 (4)の最適パラメータとして採用することとする。
凡1N M N 
R2三主主立[1一川)抑1)]+主主立[1 一川)ぅ zf~i)] (5) 
式(4)の最小値問題は次の H(ZI)を最小にする状態 zI(M)を探索する問題に帰着される。
MN 









ここで，ヱZI冨 HιIIf= 1 2:~~}I=O はすべて格子点 (i，j) における確率変数 Zi ， j についての可能な状
態の和をとることを意味する O ギブス分布(7)が次のような規格化条件を満たすことは明らかであ
るo 2::>(ZI) = 1 (8) 
ZI 
式(4)で与えられた最小値問題は式(7)で与えられた確率分布ρ(有)における出現確率最大の状態





Pi，j( z)三 2ン(zI)8(z，Zi，j) (9) 
この周辺分布も確率分布と同様に次の規格化条件を満たす。
Q-1 
2ンi，Az)二 1 ???? ???、
ご=0
もし，確率分布 ρ(ZI)における出現確率最大の状態 ZIMIが唯一つだけ存在するとすれば，T= 0に
おいて ρ(ZI)およびρi，j(Zi，j)は次のように与えられる O
MN 








~'J {z==O，l，…，Q-1}" 'J (12) 
このようにして式(7)で与えられる確率分布 ρ(ZI)の出現確率最大の状態を探索するMAP推定問
題は，式 (9)で導入された周辺分布ρi，j(めから各格子点ごとに出現確率最大の状態を探索しながら
アニーリングを行う MP M (Maximum Posterior MarginaJ)推定に置き換えられることが可能となる O
3.平均場アニーリングによる探索















HIin[E{p}-TS{ρ} )] (14) 
E{p}三 2:H(ZI)ρ(ZI) (15) 




F = ~i~(E{Pi ，j} -TS{ρ川}) (17) 
{ρ'，] } 
1¥1 N Q-l 
E{Pi，j}三 - LL L Pi，j(的)(8(Yi〆ω)+ Jρi+1，j(~?:i ，j) + Jpi，j+1(Zi，j) 問
M N Q-l 
S {Pi，j}三 -2:2:Lρ(zhJ)lnp(zhJ)
i=lj=lzi，j=O 
拘束条件(10)の下での EI Pi，j! -TS I Pi，j!のρj，j(Zり)に関する変分をとることにより，
{ρi，j{ Z) liニ 1，2，…，M;jニ 1，2，…，N;z=O，l，…，Q-1} 
に対する方程式は次のように与えられる(付録B参照)。
xp[一宇Hi，j(z)]
ρi，j(Z) = :::ハー (却)
ZJJexpi-全Hi，j(ぷ1
Hi，J(z)三 - 8(z， Yi，j) -J[ρ川 ，j(Z)+ρi-l，j(Z) +ρω+1(Z) + Pi，jーl(Z)] (21) 
ここで，周期境界条件から
PO，j(Z) =ρM，j(Z)， ρ1¥f+l，j(Z) =ρl，j( z)， 
Pi，O( z)エ P川 (z)， ρi，N+1(Z)ニ Pi，l(Z)
(22) 







L<T71(Z)弘，(Z)= 8(η， n')、 (n，n'ニ O，l，Z--d-1)(23)
z=o 
を満たす直交関数系 |φ n(z) I n， z =0，1ム…，Q-1! を用いて以下のように直交関数展開すること
が可能で、ある。
Q-l 










(η 十l)(Q-lー η)1l71+dz)=一(2z-Q + 1)(2n + 1)1ln(z) -n(Q十n)也n-l(Z)，
(27) 
(z=0，1，2，…，Q -1) 
1lo(Z) = 1， 仲)= 1一54γ (28) 
Q=2ム4に対してφn(Z)は具体的に次のように与えられる O
Q=2: <To( z 仲 )=d(;-z) (29) 




1 3. 1， 3.0 5 
φo(z) =一司 φl(Z) =一万(z一一)ぅ ふ(z)= ~((z -~)~ -~)， 
v5' 2 
、15.3 3." 41 
も(z)=ニ(一-z)( (z一千一一)





mI={mb)li=lj，…，M;j=I，2，…，N;n =0ぅ1，2，… Q-1} 
に対する方程式として以下のように書き換えられる O
m川;bブ=1，万J!どゲ;プ引?)H(σT，JうJν抗Z，川ω]，ρ;m υ 









(n) _ ~(n) .~Jn) _ .~(n) ~(n) _ ~(n) ~(n) _ ~Jn) 





式(26)および式 (28)より φO(z)ニ I/JQ，すなわち mり=1/JQであることは明らかである。平均場
方程式 (32)ー (35)に対する反復法のアルゴリズムは
mI(k)三{mb)(k)|i=lj，…，M;j=I，2，…，N;η=0，1，2，… Q -1} 
に対する漸化式を用いて以下のように与えられる O
m~j)(ん+ 1) = ft;)(T，J'Yi，j;mI(k))， (n = 1，2，・'，Q-1)， 
ml~(k) = 1/[Q， 
mU(k)二 m払(k)， mZLI，J(k)=miブ(k)ぅ
mjr(k)=mJ3(k)， mj仏1(ん)= m~~)(k) ， (n = 0，1，2， "'， Q -1)， 
(i=I，2，…，M;j = 1，2，…，N) 
反復操作は次の式で定義される dめに対して dん)< 106が成り立つまで行うものとする。







復法により数値的に解き，その解 fiIを次に小さい Tに対する平均場方程式 (20)の反復法の初期値
に用いる操作を繰り返して行くというアニーリングを行うことにより，十分小さな Tに対する fiI




測画像 YIは，閉区間 [0，1]における一様分布に従い，すべての格子点 (i，j)に対して乱数 ai，jを発
生させ ai，j<pならば，その格子点 (i，j)の状態を白黒反転させることにより生成する O このこと
は，各格子点に対して確率pで白黒反転させることを意味している o p土 0.1，0.2，0.3に対して生成
した観測画像 YIを図2に与える。図 1の原画像 XIから式 (2)における σ2は式(1)で与えられる O
図lの原画像 XIおよび図2の観測画像 YIから σlを次のように定義する O
1MN 
σ1三 tEE[1-6(zhJJhJ)] (38) 
?
?
図1 原画像 (Q= 2) 
(a) p = 0.1 










1 九f N 
R三 tEl-6(z!?)川 l] (39) 
，MN 
R1三tEi1川)，Yi.j l] (40) 
図 2(b)で与えられた pニ 0.2の時の観測画像に対する修復過程を図3に与える。各温度 T に対




そこで IR2← σ2 Iを最小にするという基準で最適パラメータ/を決定することとする。図2で与




図3:平均場アニーリングによる画像修復過程 (Q=2， P =0.2， J=1.1) 
T R Rl R2 
4.00 0.190430 0.000000 0.341797 
3.50 0.153320 0.037109 0.267578 
3.00 0.124023 0.068359 0.210938 
2.50 0.082031 0.110352 0.152344 
2.00 0.056641 0.141602 0.121094 
l.50 0.043945 0.167969 0.094727 
l.00 0.043945 0.177734 0.084961 
0.75 0.043945 0.183594 0.082031 
0.50 0.045898 0.183594 0.081055 
0.25 0.045898 0.183594 0.081055 
0.15 0.045898 0.183594 0.081055 
問、0.1904300'，.:0.08308 
(a) J = 0.5 
表 1 平均場アニーリングによる文字Eの画像修復過程におけるR，RJ， R2 (Q=2， p=0.2， J = l.1). 
(c) J = 1.1 (d)J=1.5 (b) J = 1.0 
憲君 E 監盟主




/ P=O.1 P=O.2 P=O.3 
0.5 0.105469 0.143555 0.181641 
0.6 0.085938 0.089844 0.114258 
0.7 0.085938 0.088867 0.107422 
0.8 0.085938 0.086914 0.101563 
0.9 0.085938 0.086914 0.094727 
1.0 0.085938 0.085938 0.089844 
1.1 0.082031 0.081055 0.073242 
1.2 0.082031 0.075195 0.069336 
1.3 0.082031 0.075195 0.069336 
1.4 0.082031 0.073242 0.060547 
1.5 0.081055 0.073242 0.058594 
表2:平均場アニーリングによる文字Eの画像画像 ZlMIにおける R2のJ-依存性 (Q=2，σ2与 0.083008)
P j σ 1 R RJ R2 
0.1 1.1 0.090820 0.011719 0.090820 0.082031 
0.2 1.1 0.190430 0.045898 0.183594 0.081055 
0.3 1.0 0.282227 0.107422 0.247070 0.089844 
σ2.:::.0.083008 
表3:様々の観測画像に対する平均場アニーリングによる文字Eの修復画像 zI(M) における
R， RJ， R2 (Q=2) 
(a)p=O.l (b) p = 0.2 (c) p = 0.3 
旺 E 
図5:様々の観測画像に対する平均場アニーリングによる修復画像 ZIIM) (Q=2) 
えられたp=O.I，Oム0.3の時のそれぞれの観測画像に対して得られた最適パラメータ/の値をその
修復画像に対して評価されたえん，R2の値と共に表 3にそれぞれ与える O また，その最適パラメータ
に対する修復画像を図5に与える。
多値画像については原画像が図 6で与えられる 3値画像を例にとり，実験を行う。観測画像 YI





適パラメータを決定し修復を行うこととする O 図7(b)で与えられたpニ 0.2の時の観測画像に対する
修復過程を図 8に与える。各温度 Tに対して得られたえ R!，R2 の値を表 4 に与える。 0.5~J:三1.5
における様々のパラメータ/の値に対して T=0.2の時の修復画像 ZtM!を平均場アニーリングに
より求めた結果を図 9に与える。図 9において与えられた修復画像に対して評価したあの値を
表 5に与える O この場合も IR2 σ2 Iを最小にするという基準で最適パラメータ/を決定するこ
ととすると，表 5から p=O.1， 0.2， 0.3の時のいずれの場合に対しても J= 1.2が最適パラメータで
あると結論される。図 7で与えられた p=O.l，0.2， 0.3の時のそれぞれの観測画像に対して得られた
最適パラメータ/の値をその修復画像に対して評価されたた RJ，R2の値と共に表 6にそれぞれ与
える O また，その最適パラメータに対する修復画像を図 10に与える。
図6:原画像 (Q=3)
















T R Rt R2 
4.0 0.190430 0.000000 0.375488 
3.0 0.158203 0.032227 0.311035 
2.5 0.099609 0.092773 0.201660 
2.0 0.050781 0.152344 0.125488 
1.5 0.031250 0.182617 0.095215 
1.0 0.017578 0.182617 0.090820 
0.7 0.017578 0.182617 0.090820 
0.5 0.018555 0.182617 0.090820 
0.4 0.016602 0.184570 0.089844 
0.3 0.016602 0.184570 0.089844 
0.2 0.016602 0.184570 0.089844 
σ1よ0.190430 σ2.:::0.089844 
表4:平均場アニーリングによる 3値画像修復過程におけるR，Rt，R2(Q=3，p=0.2， J=1.2) 




/ p=O.l p=0.2 p=0.3 
0.5 0.108887 0.125977 0.147949 
0.6 0.092285 0.093750 0.111328 
0.7 0.092285 0.093750 0.103027 
0.8 0.092285 0.091797 0.095703 
0.9 0.092285 0.091797 0.094238 
1.0 0.091797 0.091309 0.094238 
1.1 0.089844 0.089844 0.089355 
1.2 0.089844 0.089844 0.089355 
1.3 0.089844 0.089844 0.089355 
1.4 0.089844 0.089355 0.089355 
1.5 0.089844 0.089355 0.087891 
1.6 0.089844 0.088867 0.086914 
1.7 0.089844 0.088867 0.086914 
1.8 0.089355 0.088867 0.086914 
1.9 0.089355 0.088379 0.086914 
2.0 0.089355 0.086914 0.085449 
表5:平均場アニーリングによる3値画像の修復画像 ZIIMIにおけるんの子依存性
(Q=3，σ2よ0.089844)
P J σl R RJ R2 
0.1 1.2 0.090820 0.007813 0.087891 0.089844 
0.2 1.2 0.190430 0.016602 0.184570 0.089844 
0.3 1.2 0.282227 0.037109 0.272461 0.089355 
町二ニ0.08984
表6:;様々の観測画像に対する平均場アニーリングによる 3値画像の修復画像 zI(M) における
R ，RJ ，R2 (Q=3) 
(a) J = 0.5 (b) J = 0.8 














ら σ2を評価できることが報告されている [12]0 




ι{ρ}三 E{ρ}-TS{ρ}+入[2:ρ(ZI)-1] (41) 
ZI 
式(15)と式(16)を代入することにより，L1ρ(zI)1 は以下のように書き換えられる。















凡f N Q-l 
ι{Pi，j}三 E{Pi，j}-TS{ん}+L~二九j[玄人j(Zi，j)-1] 
i=lj=1 z'，J =0 
(46) 














-Jρ叶 1，j(Zi)-Jpi，j+1(Zi，j) + Tlnpi，j(zi，j) +入i，j+ T = 0 
すなわち，
A; .; r 1 / 
Pi)Zi，j}二叫トデL-l]exp l~ (8(仇j，Zi，j)十以-1 ，j( Z ; ，j) + J Pi，j -d川)
+J Pi+l，j(九j)+ J川 1(川))1 
式 (49)を式 (10)に代入することにより Ai ，jを決定し，これを式 (49)に代入することにより，式
(49) 
(20)ー (22)で与えられた ρ人j(Z) に対する平均場方程式が得られる O
(平成8年6月7日受理)
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