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Abstract
We present the recalculation of the rates of supernovae in local, low redshift (z ≤
0.1) from the Nearby Galaxies Supernovae Search Project (Strolger, 2003) using an
improved baseline designed to maximize SNe yield. Approximately 15 additional SNe
of various types and ages have been discovered from the dataset and added to the
42 SNe already detected. This sample is suﬃcient to obtain an accurate rate of SNe
in the local universe. The rates are weighted by volume, total light, and host galaxy
type. Further spectroscopic data for the progenitor galaxies of each event will allow
us to compare the rates using various galaxy properties. Contributions included an
estimate of the precision and depth of the survey with false supernovae, and estimated
luminosity function using literature estimates, and determining the control times for
the survey to correct for the cadence and sensitivity of the survey. We present a
detailed description of the resurveying of the NGSS dataset, the rate calculations, and
the preliminary results. We obtain a B-band rate of 0.220 century−1[1010L⊙(B)]−1.
This roughly corresponds to 1 SNe Ia every 400 - 500 years in a galaxy like the Milky
Way.
Keywords: Physics, Astronomy, Astrophysics, Extragalactic, Type Ia Supernova, Lo-
cal Galaxies
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Chapter 1
Introduction
When Einstein went about creating his General Theory of Relativity in 1917, he
found it was necessary to include a ‘fudge factor’ he named the Cosmological Constant
in order to produce a static universe. Einstein later went on to call this inclusion his
‘Greatest Blunder’ when it was discovered that the universe was far from static. Just
as the theories of relativity changed the way we think about space and time, the
discovery of the current epoch of expansion changed views of cosmology.
Evidence for the acceleration of the expansion of the universe was first published
in 1998 by the High-z Supernovae Search Team using distance measurements derived
from observations of Type Ia supernovae (Riess et. al. 1998). A plot of distance as
a function or redshift (recessional velocity) revealed a trajectory inconsistent with a
matter-filled universe as seen in the SNIa Hubble Diagram (Figure 1.1). The implied
acceleration could not be explained as the result of momentum caused by the Big
Bang. Some other force must be responsible. The term Dark Energy has been
coined to explain this uncharacterized force responsible for the accelerated expansion.
Attempts to quantify dark energy continue.
Since the initial discovery of dark energy through the use of Type Ia supernovae
(SNe Ia), other tools have been used to further support its existence. Two convincing
proofs for dark energy jointly come from the Cosmic Microwave Background (CMB;
Spergel et al. 2007) and signatures from Baryon Acoustic Oscillations (BAO; Eisen-
stein et al. 2005) that show an evolution of structure inconsistent with a universe
15
Figure 1.1: From Perlmutter et al. 1999, evidence for dark energy as deduced from
observations of Type Ia SNe. In 1998 distance measurements were made using Type
Ia supernovae that led astronomers to believe the Universe was expanding, and the
expansion was accelerating. A plot of eﬀective absolute magnitude in the B-band as
a function of redshift demonstrates that observational evidence from SNe Ia strongly
favors an open universe.
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dominated strictly by gravitational eﬀects. The concordance is that dark energy
makes up ∼ 70% of the density of the universe, however, we lack a solid theoretical
framework to describe what it is, and therefore must continue to rely on observations
to better understand its nature. The current measures from SNe Ia, CMB, and BAO
are all supportive of an equation of state, w = −1 and w = 0 (to within 7%), which
implies that dark energy is an invariant cosmological constant (Riess et al. 2007).
But demonstrating w ￿= −1 or w￿ ￿= 0 would be a tremendous breakthrough in our
understanding. SNe Ia remain our best tool for this test, from their direct sensitivity
to dark energy, and their extraordinary precision in distance through empirical cor-
rections. However, it is these empirical corrections and the physics that lead to them
which is now the focus in further narrowing the dark energy error budget.
1.1 Supernovae and their use as Standard Candles
Supernovae can be separated into several categories according to diﬀerences be-
tween the characteristic photometric light curves and optical spectra. Type I are
distinguished from type II by the absence or presence, respectively, of Hydrogen lines
in the spectra. Type II supernovae are classified by the shapes of their light curves.
Type II-L have light curves with nearly linear decay where type II-P show a noticeable
plateau in the light curve. All of the type II category objects are core collapse events.
These events are the result of a massive star that has used up the elemental fuel
within the core leaving only nickel and iron. At that point, the gravitational pressure
is no longer supported by the radiation pressure from fusion in the core and a col-
lapse occurs. A shock wave results and the envelope is kinetically exploded outward,
additionally propelled by neutrinos. Within the category of Type I supernovae, there
are three subcategories labeled Ia, Ib and Ic. Type Ib and Ic SNe are also thought to
be core collapse events. The absence of Hydrogen in the spectra is a consequence of
the age of the progenitor stars. Parents of Type Ib/c SNe are older red giant stars
with outer Hydrogen envelopes that have eroded away.
In contrast, the detailed mechanism to produce SNe Ia is not well understood.
It is generally believed that SNe Ia result from a thermonuclear explosion of white
17
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Figure 1.2: Empirical light curves shapes scaled by a relative magnitude. SN1994I
for type Ib/c supernovae, SN1994em for type II-P supernovae, SN1998S for type II-l
supernovae, and SN1994D for type Ia supernovae.
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Figure 1 Spectra of SNe, showing early-time distinctions between the four major types and
subtypes. The parent galaxies and their redshifts (kilometers per second) are as follows: SN 1987N
(NGC 7606; 2171), SN 1987A (LMC; 291), SN 1987M (NGC 2715; 1339), and SN 1984L (NGC
991; 1532). In this review, the variables t and τ represent time after observed B-band maximum
and time after core collapse, respectively. The ordinate units are essentially “AB magnitudes” as
defined by Oke & Gunn (1983).
conclusions are based on the few existing late-time spectra of SNe Ib, and no
other possibly significant differences have yet been found. At this phase, SNe
II are dominated by the strong Hα emission line; in other respects, most of
them spectroscopically resemble SNe Ib and Ic, but the emission lines are even
narrower and weaker (Filippenko 1988). The late-time spectra of SNe II show
substantial heterogeneity, as do the early-time spectra.
At ultraviolet (UV) wavelengths, all SNe I exhibit a very prominent early-
time deficit relative to the blackbody fit at optical wavelengths (e.g. Panagia
1987). This is due to line blanketing by multitudes of transitions, primarily
those of Fe II and Co II (Branch & Venkatakrishna 1986). The spectra of
SNe Ia (but not of SNe Ib/Ic) also appear depressed at IR wavelengths (Meikle
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Figure 1.3: F om Filipenko 1997, spectra of SNe showing early-time distinctions be-
tween the four major types and subtypes. In this review, the variables t and τ
represent time after obs rved B-ba maximum and time aft r core coll pse, respec-
tively. The ordinate units are essentially AB magnitudes as defined by Oke & Gunn
(1983).
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dwarf stars. The leading model uses a white dwarf star that is accreting matter from
a nearby red giant. Eventually, the white dwarf will reach the Chandrasekhar mass
limit ofM ∼= 1.4M⊙, a theoretical limit based on the Pauli exclusion principle beyond
which the gravitational pressure will overcome the electron degeneracy pressure within
the core. As the star collapses, conditions within the core becomes hot and dense
enough to thermonuclearly ignite carbon through fusion. This process quickly uses
up all the material in the star. The resultant explosion produces an extremely bright
object lasting on the order of a few months in the measured rest-frame.
The collective group of core collapse events tend to be fainter than Type Ia ther-
monuclear events by several factors of ten, and have a wider spread in measurements
of the peak magnitude. Type Ia events can be detected at much larger distances
than core collapse events, making them useful tools in the study of the evolution of
the early, distant universe. Because SNe Ia all result from the carbon fusion of the
same amount of material (1.4M⊙), the peak absolute magnitude of these events is
MB ∼= −19.3± 0.03 corresponding to total energy outputs of 1− 2× 1044 Joules with
little scatter. Consequently, the peak magnitudes seen in the supernovae light curves
can be used to calculate the distance via an application of the inverse square law as
shown in equation 1.1.
dL =
￿
L
4πF
￿1
2
(1.1)
Here, L is the intrinsic luminosity, and F is the absorption-free peak flux observed for
the SN. This allows the use of SN Ia as cosmological distance indicators or standard
candles.
Distances found using the supernovae method have very high accuracy with a
discrepancy of only 22 percent for very large distances. Correlations have been drawn
between the peak luminosity of these events and the shapes of their light-curves
(Phillips 1993), which have been vital to exploring the expansion history of the Uni-
verse (via the Hubble diagram). Though there is a spread in the peak magnitude
of SNe Ia of ±0.2 mag, there is a strong correlation between the maximum bright-
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ness of the SNe Ia event and the rate of decline of the luminosity as illustrated in
the light curves. Multicolor light curve shape (MLCS) methods and stretch (∆m15)
methods can be used to derive a peak magnitude from the light curve shapes of ob-
served SNe Ia. Using these correlation methods, uncertainties of 7 % can be obtained.
The scatter in peak magnitude could be explained as evidence in a discrepancy be-
tween the progenitor masses or diﬀering explosion mechanisms. Event rates can aid
in the understanding of this disparity with the aim of further constraining the error
in cosmology measurements derived from observations of SNe Ia.
1.2 Rates in the Local Universe
The nearby rate of supernovae is an important determination for many areas of
astrophysics. Supernovae represent an important stage in the life cycles of stars, and
the evolution of galaxies. Constraining the rate of supernovae would place a limit
on both the amount of chemical enrichment in the interstellar medium and on stellar
evolution models (Van den Bergh et al. 1991) though enrichment of stellar nurseries.
The investigation of SNe rates of all types is important to gain an understanding of
the status of chemical enrichment via star-gas-star processes.
The detection frequency of SNe Ia events is typically higher than core collapse
(CC SNe) events because the Ia events are much more luminous. However, it is
thought that the CC SNe are inherently more frequent. Here, we focus on SNe Ia
rates because of their importance to cosmology studies.
As previously stated, the mechanisms that produce SNe Ia are not well under-
stood. The correlations made between the peak magnitudes and the decline rate of
the light curves may be incorrect. This would drastically eﬀect precision cosmology
measurements made using SNe Ia. By investigating the event rate of these objects, we
can gain a better understanding of the conditions necessary to produce these events
and any dependence on progenitor properties such as age and metallicity.
There have been many attempts to constrain the rate of supernovae of all types
in the local universe. The first attempt by (Zwicky 1938) gave the mean frequency of
SNe in an average galaxy like the Milky Way to be 460 years. These early attempts
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were limited by unaccounted for observational biases. Specifically, Zwicky failed to
correctly calculate the control time, or eﬀective time of SN detectability, for his sur-
vey. Additionally, the inability of photographic plates to resolve SNe from the bright
central regions in galaxies would have further reduced his results by ∼ 20 %. With
the development of CCD devices and larger sample sizes, uncertainties have been re-
duced and current rate estimates provide suﬃcient means to constrain the progenitor
systems of SNe Ia events.
Supernovae rates in the nearby universe are widely varying. As an anecdotal
comparison, we examine two galaxies; the Milky Way (L ≈ 2.6 × 1010L⊙) and Arp
299 (L ≈ 4.5×1010L⊙). The most recent observed supernova in the Milky Way galaxy
was Kepler’s Supernova, first observed in 1604. 1 In the last millennium, there were
only six historically recorded supernovae of all types in the Milky Way. This results
in an average general supernovae rate of just under one per 200 years. Conversely,
the galaxy merger system Arp 299 (IC 694 + NGC 3690) has produced 9 supernovae
in just the past decade. Radio emission tracking SN remnants in Arp 299 suggests
a supernova rate ranging from a few tenths to a few supernovae per year (Neﬀ et al.
2004). This variance points to other factors in normalizing SN rates, not just the
number of stars (or 1010L⊙). This is further evidenced by the metallicity of the Milky
Way suggests a rich history of chemical enrichment from supernovae that is not seen
in current rate measurements.
Studies of SN Ia rates at low-z have shown that late-type galaxies are more prolific
producers of SNe Ia than early-type galaxies of the same mass (Hamuy et al. 2000,
Mannucci et al. 2005). It remains unclear why this is so. One possible explanation
for this discrepancy could be a dependency of SN Ia rates on metallicity variations
in the host environments. There is some expectation that the progenitor metallicity
at formation should aﬀect the luminosity of the product SN Ia (Timmes et al. 2003),
possibly with adverse eﬀects on luminosity corrections, including MLCS stretch or
similar methods, that may also evolve with cosmic time (e.g., metallicity dependent
Hubble residuals). It is believed that the metallicity of the progenitor system would
1The Cassiopeia A remnant is a very bright radio source but the event, which occurred ∼ 1700,
went unseen.
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have an inverse relationship with the luminosity of the SN Ia event. As the metallicity
increases, the increased amount of Nitrogen present would limit the 56Ni decay. The
interpretation thus far is that ≥ 12 of SNe Ia are “prompt” events, exploding within
≈ 500 Myr of progenitor formation. But prompt SNe Ia pose a potential problem for
precision SN Ia cosmology.
The metallicity of the host environment could also directly eﬀect production eﬃ-
ciency. Recall the assumed white dwarf progenitor with a neighboring red giant. A
higher metallicity white dwarf star would display line blanketing in which the heavier
atoms cause absorption lines in the UV spectrum resulting in a lower over all flux.
Thus, a higher metallicity would produce SNe Ia events with a lower luminosities.
Conversely, increasing the accretion rate due to a higher metallicity would ignite fu-
sion on the surface of the white dwarf. This would limit matter accretion to the core
and prohibit the system from reaching the mass limit (1.4M⊙) resulting in recur-
rent nova. Inherent CNO-cycle product enrichment may be necessary to “pump-up”
the white dwarf’s stellar wind to allow for steady mass accretion, which prevents
alternative end-products such as H or He flashes, or accretion induced core-collapse
supernovae (Kobayashi et al. 1998). Thus, an increased metallicity could decrease
the peak magnitude of a supernovae, but it could also increase the rate (Kessler et
al. 2009, Riess et al. 2007). The most distant SNe Ia to date (to z ≈ 1.8; Strolger
et al. 2010) suggests instead that SNe Ia are very delayed events, requiring ∼ 3 Gyr
to develop from a burst of star formation. These results are more favorable for cos-
mology, which is unsupportive of strong metallicity Hubble residuals as progenitor
metallicities are “locked-in” at much earlier cosmic epochs. Thus far, large delay
models have been diﬃcult to reconcile with the low-z rate trends with galaxy types.
Confirmation that rates are highest in metal-rich galaxies when weighted by stellar
ages or star formation rates would provide proof that SN Ia are sensitive to the lo-
cal metallicity variations in that a minimum metallicity must be met to eﬃciently
produce SNe Ia.
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Chapter 2
The Nearby Galaxies Supernovae
Search Project
2.1 Observational Strategy
The supernova sample for this project came from the Nearby Galaxy Supernova
Search. The purpose for this survey was to detect and study low redshift supernovae
of all types. Data for this survey was taken from 1999 to 2001 with the 0.9-meter tele-
scope at Kitt Peak National Observatory (KPNO) near Tuscon, AZ. The photometric
campaign consisted of four epochs each spaced a month apart with the Mosaic North
8k X 8k camera array (Mosaic I). Each of the 5 - 8 night campaigns have allowed
the search of 250 fields (each nearly 1 degree sq.) for a total sky coverage of ap-
proximately 493.56 square degrees along the celestial equator and out of the Galactic
plane to limiting magnitudes of ∼ 21 in the R-band. For comparison, the constella-
tion Orion occupies ≈ 50 square degrees of sky. At the time of it’s completion, the
NGSS project was the largest campaign for low-z supernovae.
The photometric data was reduced via standard IRAF techniques in the MSCRED
package. Each image was zero corrected to remove detector bias induced in reading
the array. The images where then flat subtracted to account for the illumination
on the chip. Multiple exposures of the same field were taken in order to maximize
signal-to-noise and remove pixel defects and cosmic rays. Stellar catalogues were
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Figure 2.1: The field coverage for the Nearby Galaxies Supernovae Search. Grey is
the template, blue is second epoch, red is third epoch and purple is fourth epoch.
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developed in order to match images of the same location. The registered images were
then combined in order to reduce the eﬀects of hot pixels and cosmic rays. Combined
template and search images for each field were constructed using these methods.
Because seeing conditions changed between the diﬀerent epochs, a correction to the
point spread function was made to correct for changes in the atmospheric turbulence.
After this process, the combined template image was subtracted from the combined
search images. The subtracted image then contained only transient objects and core
residuals.
2.2 Searching for Supernova
When the survey was originally conducted, the SNe search had to be completed
in real time to obtain candidates for follow up observations. The subtractions for all
tiles were searched by eye using DS9 software. The time between the exposures for
the template and search images (baselines) varied widely. The cadence of the survey
had a large eﬀect on SNe yield. In the original survey, 42 supernovae of various types
with 18 type Ia supernovae were discovered with z¯ ≈ 0.11 for the sample.
A resurveying of the data was recently conducted using improved searching ca-
dences in order to maximize the SNe yield. During the resurveying, we focused on
detecting any additional SNe and on producing a catalogue of all transient objects.
The majority of the baselines used previously had been ≤ 30 days. This is within
the time frame expected for a SNe event. By lengthening our baselines, we were
able to increase the contrast between the search and template images which served
to increase our detection eﬃciency. During the resurveying, we focused on improving
our supernovae yield and on producing a catalogue of transient objects. The longer
baselines allowed us to discover an additional 20 SN resulting in a total sample size
of approximately 60 objects.
During this second search, methods were employed to better understand our de-
tection eﬃciency. Each image was given a quality ranking from 1 to 3 based on the
condition of the chip and the seeing conditions on the night. The results from the
rankings were included in the control time (eﬀective survey time) calculations. In
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Figure 2.2: The template, search, and subtraction images (from the top down) for
SN candidate Laurel shown with host galaxy NGS081501.
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Figure 2.3: Schematic of the method used to create the subtracted images of each
field. The original images were bias subtracted and flat field corrected. Images of the
same field were combined. A subtracted image was created from the template and
search images.
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Figure 2.5: Histrogram of the Baselines used in the Nearby Galaxies Supernovae
Search. Many of the baselines were ≤ 30 days.
addition, we included a double blind test to determine the detection eﬃciency of the
searching team. A collection of fake supernovae of various magnitudes were imbedded
throughout the image data. Each searcher was able to compile a probability of their
ability to detect a supernovae of a given apparent magnitude. It was determined that
the detection eﬃciency was nearly 100 % above the limiting magnitude of R ∼ 20
falling to 0 % below the limiting magnitude shown in Figure 2.4. The probability of
detection was also included in the control time calculations.
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2.3 SN Follow Up
Searching through the subtracted images provided a catalogue of SNe candidates.
In order to determine the type of each candidate, additional data was needed. A
supernovae type identification can be obtained through photometry or spectra of
the candidate. Spectral classification is more robust but requires more time. 2 - 3
nights of spectra were obtained following each search epoch at the Kitt Peak National
Observatory (KPNO) Mayall 4-m and the Cerro Tololo Inter-American Observatory
(CTIO) Blanco 4-m telescopes. The optical spectra obtained provided information
about the type and evolutionary age of each candidate and rejected those candidates
which were not supernovae.
Attempts were also made to obtain photometric light curves. For several months
after each search epoch, photometric data was obtained from the 0.9-meter, 1.5-
meter, and YALO 1.0-meter telescopes at CTIO. Sampling for each supernovae was
constrained to 3-5 days. This data provided well-sampled light curves. A photometric
classification could be obtained by examining the shape of the lightcurve. When
objects were suﬃciently bright, infrared photometic data were also obtained using
the Swope 1.0-meter and duPont 2.5-meter telescopes at Las Campanas Observatory,
and the YALO 1.0-meter telescope at CTIO.
For the new additional candidates obtained during the resurveying of the data,
photometric and spectroscopic data are unattainable as the SNe event has long since
faded. However, spectra of the host galaxies for these events can provide us with
a well constrained spectroscopic redshift. Using these distances and the apparent
magnitude, we are able to determine the absolute magnitude and put some constraint
on the SNe type.
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Chapter 3
Rates of Supernovae in the Local
Universe
I present here a Supernova Rate Calculator designed to test the dependencies of
the SN rate on a variety of parameters. The rate calculations include an estimate of
the luminosity density in the local universe, and a complex control time calculation
designed to eliminate any error in the measurement. The control time corrects for
the cadence and detection eﬃciency of the survey, time dilation eﬀects, the variation
in SN characteristics, and the galactic and extragalactic extinction. In addition,
we discuss preliminary results from direct measures of host galaxy properties and
future work in the area. These data will resolve the most influential factors for
SN Ia production, further constraining the nature (stars involved, accretion rates, and
explosion mechanism) of these systems, and provide critical insights on the robustness
of SNe Ia as cosmological tools.
The SNe rate can be expressed using the following equation:
R =
￿
NSN(z) dz￿
tc,tot(z)(1 + z)−1LB(z) dz
(3.1)
where NSN(z) represents the number of supernovae found during the survey, tc,tot(z)
is the control time or eﬀective time in which supernovae could have been found for
the survey, (1+z) is a time dilation factor associated with the rate of expansion of
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space at larger distances, and LB(z) is the combined luminosity of galaxies within
the surveyed region. This rate is typically expressed in units of SNu’s. One SNu is
equivalent to one supernova per 1010 solar luminosities in the R band, per century,
or 1 per galaxy, per 100 yrs.
3.1 Number of Events
The integrated number of observed events as the numerator in the rate calcula-
tions. To attain this value, we used the SNe yield values for the Nearby Galaxies
Supernovae Search Project. Originally, the search located 42 supernovae of various
types with 18 type Ia supernovae. As mentioned before, during the resurveying of the
data, we found 20 additional supernovae. A type classification for these additional
candidates has not been obtained, and many of these objects do not have known
redshifts. However, we can use this sample as an upper limit for the rate calculations.
We weight the rate based on SNe type using the number of each type found in the
NGSS survey.
This portion of the rate calculation remains the largest source of error in the
measurement. While this survey was the largest of these campaigns completed at
its time, the yield is still rather low. Poisson statistics give us an estimate of our
statistical error. For the sample of 18 type Ia events this gives 1/
√
N ≈ 0.236.
Assuming an upper limit of 38 type Ia events, this gives 1/
√
N ≈ 0.162. Furthermore,
our inability to determine the type of the additional 20 events conclusively, which has
the potential to double our sample, contributes a large amount of systematic error.
3.2 Control Time
The integrated control time is the third and final component in the rate calcu-
lation. In short, this is the eﬀective time that supernovae could have been observed
given the conditions of the survey, through the “window” of the survey.
tc = tc(type,MR, z, AR) (3.2)
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The above equation illustrates that control time depends on the supernova type, the
absolute magnitude at peak light, the distance or redshift, and the galactic extinction.
The peak luminosity of the event is extremely important. The intrinsic brightness of
the objects in our sample dictate the limitations of the survey in depth and in the
time we are able to detect the events. In order to determine this factor, both the
galactic extinction distance of the object will need to be accounted for.
The supernovae type will eﬀect the shape of the light curve used to calculate the
control time for the survey. For SNe Ia, the light curve has a second peak approxi-
mately 30 days after maximum light. This allows SNe Ia to be observable for longer
periods of time. In order to account for the type of the supernovae, four template
light curves were created to correspond with each supernovae type. For SNe Ia, the
luminous, branch normal SN 1994D was used. Using a series of polynomial fits to the
light curve, the peak absolute magnitude can be approximated by using distributions
from previous surveys. For SNe Ia, the peak absolute magnitude was -19.2 ± 0.6
magnitudes.
Using this information, and the standard relationship between magnitude and
distance, an equation can be derived that gives the apparent magnitude of the SN at
the time it was observed.
R(t, te, type, z, AR) =MR[t× (1 + z), te, type] + 5log
￿
cz
Ho
￿
+ 25 (3.3)
where the apparent magnitude at observation depends on the time, the explosion date
te, the supernova type, the distance to the event, and the extinction distribution AR.
A table of peak magnitudes at a certain redshift was created and used in the control
time algorithm.
Through the use of the template light curve, it is possible to numerically integrate
over all of the possible baselines with which a supernovae of a given peak magnitude
could have been detected. The baselines are defined as the diﬀerence in time between
the template image and the search image and are expressed in days. Both the apparent
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magnitude and flux is calculated for each time range. The apparent magnitudes and
fluxes are related by the following equations
FT = 10
− 25 (RT−Zmag) (3.4)
FS = 10
− 25 (RS−Zmag) (3.5)
R∆ = Zmag − 2.5× log(FS − FT ) (3.6)
where RT , RS, FT , FS are the apparent magnitudes and fluxes of an event in the
template and search images. Here Zmag was assumed to be zero.
The first two equations above relate the fluxes to the calculated apparent magni-
tudes. The final equation determines the change in magnitude from the calculated
template and search image fluxes. With the apparent magnitudes, it is now possible
to calculate the probability of detection for each∆ t value. The probability is given
by the following equation
￿(R, cond.) =
T (cond.)
1 + e
R−Rc(cond.)
S(cond.)
(3.7)
where T(cond.) is the maximum eﬃciency possible for the condition rank, Rc is the
limiting magnitude, and S(cond.) controls the shape of the roll-oﬀ for the light curve.
The condition rank was a quality rating 1 to 3 assigned to each frame based on the
condition of the subtraction and the seeing conditions on when the image was taken.
Each quality ranking corresponds to a diﬀerent set of maximum eﬃciency values,
limiting magnitudes, and shape variables. For a condition of 1, T = 0.949, S = 0.979,
and Rc = 20.718. For a condition of 2, T = 0.801, S = 0.450, and Rc = 20.316. For
a condition of 3, T = 0.656, S = 0.384, and Rc = 20.552.
The eﬀective control time can now be expressed as the sum of the probabilities
for every possible ∆t value
tc =
￿
P (te)∆t (3.8)
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where P(te) is the eﬃciency calculated from equation (3.7), and ∆t is the time change
between the template and search images.
This makes up the bulk of the control time calculations. However, there are
several parameters such as the peak magnitude that have yet to be explained. As
stated before, the peak magnitude depends on a variety of factors including the type
of the supernovae and the extinction from the host galaxy. Each supernovae type has
a distinctive absolute magnitude distribution. These have previously been published.
The distributions can be used to numerically integrate over a range in possible peak
magnitudes. The range used in our calculations was from -16 to -22 mag.
The magnitudes then had to be corrected for extinction. While the survey at-
tempted to limit Galactic extinction by searching outside of the Galactic plane, host
galaxy extinction intrinsic to the environment of the event has a large eﬀect on the
detection eﬃciency. We assumed an intrinsic distribution of extinctions similar to
one used in a paper by Jha et al. (1999). They used Monte Carlo models to predict
the amount of extinction experienced by an object at any location in the galaxy.
These models calculated the extinction in the V-band. Therefore, it was necessary to
correct this for the R-band. To do this, we had to use a variety of other assumptions.
Among these was the assumption that dust grains have cross sections on the order of
the wavelength of light. This allowed us to assume that scattering was proportional
to this wavelength. In addition we assumed that the ratio of extinction in V to B
- V color excess was nearly the canonical value of 3.1. After combining this infor-
mation with the Monte Carlo model, we arrive at an equation for the probability of
extinction.
P (AR) = Ce
−(AR−A¯)
SA (3.9)
where A¯ and SA are parameters for the best-fit. The constant C is a proportionality
constant found by normalizing the extinction probability function. The model we
used gives values of C = 2.722, A¯ = -0.2355, and SA = 0.347.
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The extinction probabilities calculated in this way were then used in the control
time calculations to determine the magnitudes. This extinction probability distribu-
tion is only correct for Type Ia supernovae. This type occurs most often in elliptical
galaxies which have small amounts of dust and, therefore, a lower amount of extinc-
tion.
Finally, we were able to determine the overall control time. This can be expressed
as the integral sum of control times multiplied by all reasonable absolute magnitude
and extinction probabilities.
tc,tot,z =
￿ ￿￿
tc(type,MR, z, AR)P (MR)dMR
￿
P (AR)dAR (3.10)
Here the probability is a function that is dependent on SNe type, peak magnitude,
redshift and extinction. This gives the total control time when calculated for all
redshifts within the search range, and for all baselines. A plot of this probability
distribution shows the behavior of the control time as a function of redshift (Figure
3.2).
At lower redshifts, it is much easier to detect SNe because of the lower levels of
extinction, and the higher apparent magnitudes. As depth increases, the control time
calculations become the limiting factor in the SNe rates.
3.3 Weighted Rates
A rate expressed as the number of events per a unit time gives no indication of
the volume of amount of material. To successfully compare rate results from diﬀerent
surveys, there must be a component of the rate that constrains the survey coverage.
The rate can be scaled by an assumed volume projected outward over the field of
view of the survey. The maximum distance is dictated by the limiting magnitude of
the survey. The rate can also be weighted by an estimate of the total number of stars
surveyed. This luminosity density relies on the distribution and brightness of galaxies
in the local universe. Here we discuss both methods.
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Figure 3.1: The control time is the eﬀective time for the survey. Shown is the calcu-
lated probability distribution as a function of redshift. The control time limits our
ability to detect SNe at larger redshifts.
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3.3.1 Volume Weighted Rates
Volume weighted rates give an eﬀective spacial extent for the survey. The survey
covers ∼ 500 square degrees of sky. The survey depth is limited to a redshift of 0.3.
These serve as the bounds for the survey volume. If we are assuming “wedges”, the
arcelength is defined by s = θd. The surface area is defined by the solid angle by A =
θ2d2 = Ωd2. The volume enclosed is basically the length x area, so V = Ad = Ωd3.
Cosmologically speaking, the volume is the integrated comoving volume defined
by the proper motion distance (or the actual distance). The relationship between this
actual distance and the luminosity distance is given by:
dL
(1 + z)
= dm (3.11)
The proper motion distance, dm, is defined in term of redshift by the dynamic con-
stituents of the universe,Ω M , ΩΛ, ΩK , and H0, in the equation
dm =
c
H0
￿ z
0
￿
(1 + z)2(1 +Ω Mz)− z(2 + z)ΩΛ
￿(−1/2)
dz (3.12)
To estimate this, we will use the concordance model parameters.
H0 71 km/s/Mpc
ΩM 0.27
ΩΛ 0.73
ΩK 0
Throughout this paper a dimensionless Hubble constant h = 0.7 will be assumed.
Doing this, we get a rate of R = 0.414h270 × 10−4 Mpc−3.
3.3.2 Rates Weighted by Luminosity Density
The luminosity density is the luminosity of all galaxies at a specific redshift in
the field of view our survey. This function consists of an analytical expression for the
density of galaxies as a function of redshift. To get the total luminosity volume for
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the survey, the luminosity density function is multiplied by the volume and integrated
over our range in redshift.
LB(z) =
￿
LB(z)dV (z,Ω) (3.13)
Here, LB(z) is the luminosity of the region and V is the volume. The conic volume for
the area surveyed was calculated using Hubble’s Law and assuming that all candidates
were within the Hubble flow and were located at low redshifts. The solid angle per
pointingΩ ≈ 0.9 square degrees as used. We then used the total control time for
each baseline to give the total eﬀective solid angle
V = Ω
c2z2
H3o
(3.14)
The luminosity density function we used in our rate calculations was derived from
the results of several galaxy redshift surveys and the work on an integrated luminosity
function of Lilly et al. (1995). This gives a function for total galaxy luminosity
assuming a guassian fit where α = 1.9 ± 0.1 and the luminosity is approximately 0.4
±0.2 L⊙.
LB(z) = (2.0± 0.4)× (1 + x)1.9±0.5 × 108hL⊙Mpc−3 (3.15)
When this function is multiplied by the volume described above and integrated over
the range in redshifts, the following expression is derived for the total luminosity in
the survey volume.
LB(z) =
￿ 0.3
0.0
(2.0± 0.4)× (1 + z)1.9±0.5 × 108hL⊙Mpc−3 × Ωc
3z2
H3o
dz (3.16)
where h = 0.7, Ho = h 100km/s/Mpc, Ω is the solid angle, and c is the speed of light.
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Figure 3.1 gives the integrated luminosity density as a function of redshift. It is
clear that the luminosity density is the limiting factor in the rate calculations at lower
redshifts. In the local universe, the density of galaxies is low and increases with the
depth of the survey.
To determine the total luminosity within the volume of the fields surveyed, we
assumed that the luminosity could be integrated over all redshifts to give the total
luminosity in the region. However, this lies on a basic assumption that the luminosity
density is constant over all redshift bins. This is a false assumption. In order to fix
this error, our code needed to be rearranged to integrate over redshift bins as shown
below.
LB(z) =
￿ z+dz/2
z−dz/2
LB(z)dV (z) (3.17)
Through the use of this equation, we can assume that the luminosity density is con-
stant within the given range of redshifts as long as the bins are small. Therefore, it
can be factored out of the integral. The volume portion of the integral can now be
rewritten to be the change in volume for a given redshift bin as shown below.
LB(z) ￿ LB(z)
￿
V (z +
dz
2
)− V (z − dz
2
)
￿
(3.18)
The function of luminosity density of galaxies at a given redshift was described in
equation (3.14). As stated before, the second portion of this equation describes the
volume while the first half describes the luminosity function of galaxies in the local
universe. This was derived from the work of Lilly et al. This methods produces a
rate of 0.220 century−1[1010Lsol(B)]−1 in the B-band.
In an eﬀort to make the rate calculations as accurate as possible, we examined
recent corrections to these and similar luminosity density functions. The work of
Dahlen et al. (2005) published luminosity densities derived from semi-analytical fits
to data provided by other authors. These fits post-date the Lilly et al. fits by a
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Figure 3.2: Plot of the luminosity density as a function of redshift. The Luminosity
density serves to place a lower limit on the integrated rate calculations.
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decade.
Several problems arose when we tried to convert Dahlen’s work to fit our code.
First, they give luminosity densities in units of erg s−1 Hz−1 h70 Mpc−3. One benefit
of this alternative approach is a dependence of the luminosity density functions on
a wavelength regime. This allowed us diﬀerentiate the calculated supernovae rate in
diﬀerent optical bands. First, however, we needed to convert from erg s−1 to solar
units.
ρ⇒ erg s−1Hz−1 h70Mpc−3 (3.19)
The luminosity density (ρ) is given in a log scale. The conversion is defined by
LB(z) ≡
￿
B
ρdν (3.20)
where the luminosity density function ρ is integrated over the eﬀective bandwidth of
the passband. For the B-band, the bandwidth is approximately 3500 A˚ to 5500 A˚.
For the R band, the bandwidth increases to approximately 5500 A˚ to 7500 A˚. For the
K band, the bandwidth is in the range of 1.95 µm to 2.5µm.
In the initial calculations of the luminosity density, the R-band was used. Here we
do the same and assume that this will result in the most accurate value. Using values
obtained using the above definition, we can now derive an equation for luminosity
density in units of solar luminosity and volume using the following relation,
LB(z) = 1
L⊙
ρ(z,ν )∆ν∆V (z) (3.21)
We can convert to solar luminosities from erg/s with the relation L⊙ = 3.84 × 1033
erg/s. This function can then be put into our luminosity function in the place of the
old LB(z) function.
Using this new luminosity function in the rate calculation resulted in a rate per
luminosity that was slightly higher than our original function while still in line with
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other low-z rate results.
B−band
The Dahlen et al. (2005) luminosity densities are semi-analytical fits to data pro-
vided by other authors, and data from the GOODS project. Dahlen’s work allows for
weights to the diﬀerent colors of light. This may provide a better tracer for the total
number of stars or total number of progenitor stars for diﬀerent SNe types.
Using this method, we get R = 0.272h70 SNe per century per 1010 LB,⊙. Tomas
Dahlen’s luminosity density function is lower than our previously calculated rate,
resulting in a higher overall luminosity weighted event rate.
R−band
The same methods can be applied to the R−band, assuming this better tracks
the number of stars than B−band light. Here,
LR(z) ≡
￿
R
ρR dν (3.22)
In the approximate range of 5500A˚ to 7500A˚. Here we get R = 0.131h70 SNe per
century per 1010 LR,⊙.
K−band
There are plenty of arguments for the K−band being a good tracer of total stellar
mass surveyed (cf. Mannucci et al. 2005), although there could be thermal dust light
there too. Nonetheless, using the approximate range of 1.95µm to 2.5µm for the
K−band, we get R = 0.178h70 SNe per century per 1010 LK,⊙
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Chapter 4
Results and Discussion
Using the sample of 17 photometrically and spectroscopically confirmed SNe Ia,
we an place a lower limit on our SNe rate calculations. Figure 4.1 provides the
cumulative rate of supernovae in relation to the observed distribution of SNe at a
given redshift. We calculate a volumetric rate of 0.414× 10−4yr−1Mpc−3. We obtain
a SNu rate using binned wavelengths of 0.272 century−1[1010Lsol(B)]−1 in the B-band,
0.131 century−1[1010Lsol(B)]−1 in the R-band, and 0.178 century−1[1010Lsol(B)]−1 in
the K-band. The non-binned SNu rate gives 0.220 century−1[1010Lsol(B)]−1 in the B-
band. Our calculated volumetric rates agree well with the luminosity density rates.
In bluer passbands, most of the flux can be attributed to young, massive, hot stars.
These stars have vary short lifetimes and this population serves as a good tracer
for the star formation rate (SFR). The higher rates in the B-band point towards a
dependence on the SNe Ia rates on the SFR. These rates are in concordance with other
SNe rate calculations in similar redshift regimes. Recent rate studies give values for
the rates in late type spirals to be 0.88 SNu for type II, 0.16 SNu for type Ib/c, and
0.24 SNu for type Ia (Cappellaro et al. 1997).
From Figure 4.1, it is apparent that the calculated rate under predicts the ob-
served number distribution, especially at higher redshifts. This is largely a result
of the extinction distribution chosen. For these rates, we used an extinction curve
described by exponential decay with the peak located at 0.0. If the extinction distri-
bution is moderately adjusted such that < AV > = 1.0, and renormalized, we get the
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Figure 4.1: Rate results, with the redshift distribution of observed SNe Ia outpacing
predicted distributions from the volume surveyed (black line), and the total galaxy
luminosity surveyed in the blue and near-infrared passbands (Wolﬀ et al. 2010, in
prep).
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distribution seen in Figure 4.2. The change in the rate resulting from this amount of
extinction is negligible, however, the kludge is not physical.
Although the model now seems to favor the observed distribution, it slightly over
predicts the observed distribution at lower redshifts and slightly under predicts the
numbers at higher redshifts. There could be a variety of possible causes for this, for
example, the error in the observed number of SNe Ia and their redshifts. However,
an inherent overproduction of SN Ia per unit mass would also account for this dis-
crepancy. This would indicate a secondary enhancement of the rate, such as the rate
of star formation, indicating that massive short-lived stars are tied to these events.
A delay in the rate of SNe Ia from the rate of star formation would also explain the
diﬀerence, indicating that low-mass long-lived stars are tied to these events. Lastly,
the extinction distribution was chosen somewhat arbitrarily and is not completely
physical. In order to test the eﬀects on the uncertainty in the observed number of
events and on the extinction distribution, we conduct a preliminary parameter study.
Discrepancies between our rate results and those in the literature led us to recon-
sider the extinction distribution used. The extinction distributions are not incredibly
well understood. We have assumed an extinction distribution that is drawn from
models of various line of sight extinctions in spirals with diﬀerent inclinations, and
with observations of the extinctions of SNe Ia from cosmological studies. However,
the last is inherently biased against heavily extincted events, as those are unseen
(or typical not coveted). We can solve for the extinction distribution using either a
Markov Chain or minimum χ2 testing.
For convenience, we’ll assume the functionality of the extinction distribution is
Gaussian, characterized by a mean of A¯R and a variance of σ2A. Here, A¯R = {−10...10}
and σ2A = {0...10}, and the function is truncated below zero. The rate equation can
be re-written as:
R× [t￿c(zi)∆V (zi)] = N(zi) (4.1)
Where the left-hand side shows the calculated number of SNe in the ith redshift bin,
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and the right-hand side is the observed number of SNe in that same bin. We make
the cumulative distributions by:
n￿
(i=0)
R× [t￿c(zi)∆V (zi)] =
n￿
(i=0)
N(zi) (4.2)
For an assumed A¯R & σA, determine:
χ2 =
k￿
(n=0)
(On − En)2
En
(4.3)
Where n is the integrated redshift bin. We probe the full grid of parameter space,
asking if χ2i < χ
2
min. This same test should also be done as a MCMC to see if a
solution can be found faster.
The only obstacle we have still to overcome involving the control time concerns
the few declining supernovae that we discovered in our survey. The code we wrote
only accounts for magnitude diﬀerences between the template in search images that
are positive. Thus, the small number of declining supernovae that were discovered
are serving to subtract from our overall control time. It is our aim to adjust the code
in future works so that both risers and decliners are taken into considered within the
calculations.
Figure 4.3 gives an example of for this type of parameter study. To test the
error in the number of events used, we test three possibilities. As the spectroscopic
type and redshifts determinations are very well understood, we use these 15 SNe Ia
as the lower limit to our sample. A sample of the 17 SNe Ia with photometric or
spectroscopic type and redshift information was used as the middle estimate. To
obtain an upper limit, we include all of the objects with unknown type information in
the rate calculations which gives 38 SNe Ia. Three or more models for the extinction
distribution can be tested. The first model used the originally assumed probability
distribution described by an exponential decay with a peak at 0.0. For the other
probability distributions, a Gaussian curve truncated at 0.0 was assumed. We test
reasonable peaks in the Gaussian at 1.0 and 2.0.
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The rate model will increase with both the number of SNe events used in the
calculations and with the average value in the extinction distribution. From Figure
4.3 it is clear that the rate model continues to under predict the observed distribution
even at reasonable upper limits. This implies that the stellar death rate lags behind
the density of stellar objects. Otherwise stated, the rate of SNe production lags
behind the star formation rate. This agrees with rate trends observed at higher
redshifts (Figure 4.4). These results serve as further evidence that the SNe Ia rate
is limited by either a Time-dilation Model requiring an extended development time
for the SNe Ia progenitor system or by a Metallicity model that describes a notable
eﬀect on the production eﬃciencies with higher metallicities. Testing the eﬀects on
SNe Ia production of host galaxy properties such as the star formation rate (SFR),
metallicity, and stellar population ages will help to constrain these eﬀects.
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Figure 4.3: This plot illustrates a parameter study designed to test the eﬀects of
uncertainties in the observed number of SNe and the extinction models. SNe number
of 15, 17, and 38 events were used on the vertical axis. Three extinction distributions
were tested along the horizontal axis as displayed in the lower right corners. It is clear
that the rate increases with both the average extinction and the number of events.
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Figure 4.4: SN Rate evolving with redshift. Both a normal (red) and time-dilation
model (black with confidence intervals) are shown. The NGSS rate agrees with low-
redshift rates from SDSS. These rates will be compared to high redshift results from
the GOODS survey and others to test the rate evolution models.
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Chapter 5
Future Work
5.1 Motivation
As discrepancies in predicted distributions continue, it is important to address the
eﬀects of ages, metallicities, or star-formation rates on SN Ia production. Direct mea-
sures from the relatively small sample of SN Ia hosts (≈ 60) from the Nearby Galaxies
Supernova Search project (1998-2001; Strolger 2003) may provide more leverage than
the current convention of indirect measures on large host samples. We calculate the
low-z SN Ia rate, weight the calculations by properties of their hosts (such as metallic-
ity, rate of formation of new stars, and the total stel- lar mass), and draw conclusions
based on comparisons to the same properties in galaxies that do not host SNe Ia.
The hope is to determine if metallicity has any impact on SN Ia production, which
has implications on the robustness of these tools for precision cosmology. It also
sheds light on the mysterious progenitors of SNe Ia, the stars that are involved, and
the detailed physical mechanisms used to result in a SN Ia event which still remains
unresolved.
Previous SN Ia rate trends with environmental parameters have been largely am-
biguous, due to large variance in indirect proxies for galaxy parameters (i.e., colors,
luminosities, and Hubble types), and limited sample sizes. More recent studies of
large low-z SN samples (i.e., SDSS, LOSS, & SNLS) have recently focused on SN Ia
luminosity trends with host properties, exploring more trustworthy proxies for galaxy
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Table 2. Adopted correction factors and fiducial galaxy sizes.
Rate Galaxy groups RSS (Ia) RSS (Ibc, II) Fiducial size
SNuB Hubble type RSSB = −0.23 ± 0.20 RSSB = −0.27 ± 0.10 LB0 = 2 × 1010 L#
SNuK Hubble type RSSK = −0.35 ± 0.10 RSSK = −0.45 ± 0.10 LK0 = 7 × 1010 L#
SNuM Hubble type RSSM = −0.50 ± 0.10 RSSM = −0.55 ± 0.10 M0 = 4 × 1010 M#
SNuB B − K RSSB = −0.25 ± 0.15 RSSB = −0.38 ± 0.10 LB0 = 2 × 1010 L#
SNuK B − K RSSK = −0.25 ± 0.15 RSSK = −0.38 ± 0.10 LK0 = 7 × 1010 L#
SNuM B − K RSSM = −0.25 ± 0.15 RSSM = −0.38 ± 0.10 M0 = 4 × 1010 M#
(LB, LK or mass), the RSSs for the rates in galaxies of different B−
K colours are within a narrow range and consistent with each other
for the different normalizations (for the same SN type), so only two
RSSs are needed.
Our final adopted RSSs, which are the averages for the different
SN types and normalizations, are reported in Table 2. We adopt an
uncertainty of 0.10 for most RSSs, roughly the value of adding the
scatter of the RSSs from different SN samples and the uncertainty
of an individual RSS measurement in quadrature. Somewhat larger
errors of 0.20 and 0.15 are adopted for the SN Ia SNuB Hubble-type
rates and all B − K rates due to larger RSS measurement scatter or
uncertainties.
2.3 The effect of the rate–size relation on the rate calculations
The existence of the rate–size relation has two implications. First,
the SN rate before the normalization by the sizes of the galaxies
(i.e. the SN frequency, or number of SNe per year) is not linearly
proportional to the galaxy size, but to a power law of size(1+RSS),
where size can be LB, LK or mass. For example, for the B-band
normalization, the SN frequency for SNe II is proportional to L0.73B
instead of to L1.00B . Second, since the rate varies with galaxy size, we
need to choose a fiducial galaxy size to compute the rate, so that the
rates for the other galaxy sizes can be evaluated using the RSSs. As
the exact value of the fiducial size is not of great importance, we use
a value that is close to the average galaxy size in each normalization
for this purpose: LB0 = 2× 1010 L# for SNuB, LK0 = 7× 1010 L#
for SNuK and M0 = 4 × 1010 M# for SNuM. These values are
listed in the last column of Table 2.
Using SNuM as an example, here we show how the rates are
computed for a fiducial galaxy size. Let M0 be the fiducial galaxy
size. Then the rate–size relation can be written as
SNuM(M) = N (SN)
MC
= SNuM(M0)
￿
M
M0
￿RSSM
, (5)
where C is the control time. This can be rewritten as
SNuM(M0) = N (SN)
MC(M/M0)RSSM
. (6)
In other words, the rate for each galaxy can be effectively converted
to the rate for the galaxy with the fiducial galaxy size (hereafter,
the fiducial galaxy) when the control time C is scaled by a factor of
(M/M0)RSS. This is the main modification to the rate calculations
discussed in section 3 of Paper I and in Section 1.3 here.
We note that a non-linear proportionality between the SN fre-
quency and the host-galaxy size has been reported for SN Ia rates
in star-forming galaxies by Sullivan et al. (2006); however, our re-
sults are somewhat different. A more detailed discussion of this
and the possible causes of the rate–size relation can be found in
Section 4.2.
An alternative parametrization of the SN rates using Hubble
types and colour as the two independent variables is discussed in
Appendix B.
3 TH E S N R AT E I N A FI D U C I A L G A L A X Y
3.1 The SN rates in different SN samples
As discussed in Paper I and summarized in Section 1.1, there are
several SN subsamples with different associated galaxy samples.
One test to investigate the robustness of our rate-calculation pipeline
is to compute the rates using different SN subsamples, and check
for their consistency, as shown in Fig. 7. Here SNuM for a fiducial
galaxy is calculated for SNe Ia, Ibc and II in different galaxy Hubble
types. Only the statistical errors are shown. The solid circles are for
the rates of the 929 SNe in the ‘full’ sample, the triangles are for the
726 SNe in the ‘full-optimal’ sample, the open squares are for the
656 SNe in the ‘season’ sample, the solid squares are for the 499
SNe in the ‘season-optimal’ sample and the open circles are for the
583 SNe in the ‘full-optimal’ sample but only using SNe discovered
before the end of the year 2006. As discussed in Section 1.1, the
full set of SNe in the LFs is used to calculate the control times for
the galaxy samples for the ‘full’ and ‘season’ SN samples, while
the LFs without the SNe occurring in highly inclined spiral galaxies
are used for the galaxy samples for the ‘optimal’ SN samples.
Figure 7. The SN rates (for a galaxy of the fiducial size) from different
SN samples. Solid dots: the ‘full’ sample (total number of SNe = 929).
Triangles: the ‘full-optimal’ sample (total= 726). Open squares: the ‘season’
sample (total = 656). Solid squares: the ‘season-optimal’ sample (total =
499). Open circles: same as the ‘full-optimal’ sample but only with SNe
discovered before the end of 2006.
C© 2011 The Authors
Monthly Notices of the Royal Astronomical Society C© 2011 RAS
Figure 5.1: The SN rates (for a galaxy of the fiducial size) from diﬀerent SN samples.
Previous measurements have been ambiguous and are subject to large uncertainties.
Solid dots: the full sample (total number of SNe = 929). (Li et al. 2011)
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SFRs, ages, metallicities, and total stellar masses through full-spectrum stellar popu-
lation fits, and luminosity-metallicity relations. (e.g., Brandt et al. 2010, Maoz et al.
2010, Strolger et al. 2010), but all have been limited by simplifying assumptions on
the ages and star formation histories of the parent sample, and none have evaluated
metallicity’s impact on SN Ia production.
While these investigations are furthered by ample host sample sizes (≥ 100 each),
they remain limited by the known variances in the indirect proxies for galaxy charac-
teristics (i.e., mass-metallicity, Tremonti et al. 2004), the lack of SFR and metallicity
information in broad SED fits (e.g., Sullivan et al. 2010), and the quality of the
spectra obtained for full spectrum analysis (e.g., Brandt et al. 2010). For example,
in the case of the recent SDSS and LOSS analyses (Brandt, et al. 2010, Maoz et al.
2010), their r￿lim ≤ 18.2 galaxies at z ∼ 0.1 have only S/N ∼ 15 per A˚, at R ∼ 2000.
We ultimately seek to improve the measure of galaxy properties for a complete
sample of SN Ia host galaxies from the NGSS project. Comparisons will be made to
both direct and indirect metallicity/age results from the literature (e.g., Gallagher et
al. 2008, Sullivan et al. 2010, Brandt et al. 2010), and other pending results from
various supernova surveys in several redshift regimes, including the GOODS/HST-SN
surveys (Strolger et al. 2010).
5.2 Preliminary Results
The SN sample produced by the NGSS project was statistically robust and allowed
us to begin investigating the host galaxy environments. We have run a four semester
campaign with an average of 6 nights a semester to obtain spectra for the host galaxies
of ≈ 40 of our original sample (￿z￿ = 0.11). We used the KPNO 4.0-meter telescope
with the Raleigh Creighton Spectrograph and the Hale 200-in Telescope with the
Double Spectrograph. We had a wide spectral coverage from ∼ 3500A˚ to 8500A˚.
These data have been used to conduct a census of environments for a sample of low
redshifts galaxies, matching to Vazdekis MILES SSP models via cross-correlation and
least-square fits to constrain the ages and metallicities of host in our sample. Our
present methods for determining the ages and metallicities of our sample of ∼ 60 host
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SN 1999ep Host, z=0.063
SN 1999ar Host, z=0.149
Friday, March 25, 2011Figure 5.2: The NGSS host galaxy is an early-type elliptical, yet the host for SN
1999ar clearly shows nebular lines indicative of star formation.
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galaxies is a self-written code that successfully measures the square of the diﬀerence
between each of the spectra and all 304 combinations of age and metallicity available
in the Vazdekis’ library. The code reports the model producing the least square fit as
a most likely fit. We do not anticipate issues regarding active versus passive galaxies.
When emission lines are present, we will use Hα (relative to Hβ) to measure the rate
of star formation in these galaxies (Kennicutt 1992). Gas-phase metallicity will be
measured via the R23 method (Pagel et al. 1979) from [OII] and [OIII] and via the N2
method (Denicolo, Terlevich & Terlevich 2002) from Hα and [NII] (e.g., Kudritzki et
al. 2008, Kewley & Ellison 2008). The sample provides a validity test for the mostly
indirect trends being established for SNe Ia from the LOSS, SDSS, SNfactory and
other surveys, and ultimately steer future investigations towards more precise SN Ia
cosmology.
We have obtained∼ 23 of our host galaxy sample and fully analyzed about 10 hosts.
Preliminary results can be seen in Figure 5.3. The hosts seem to be older with higher
metallicities. This does not directly imply that galaxies must be older with higher
metallicities to host SNe Ia. However, it does support the Delay-time Limit (Strolger
et al. 2010), which supports an older population, and the Metallicity Limit (Koy-
bayashi et al. 1998), which supports a more metal-rich environment. We anticipate
reducing and constraining errors on the measurements in future works. This result
represents only a small subset of our entire dataset. At seven our of 60 host galaxies,
we are far from being able to establish trends for SNe Ia production. However, as
we complete our sample, we are getting closer to constraining the environments that
yield these important and poorly understood cosmological tools.
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Figure 5.3: Scatter plot depicting the preliminary results from this project. Notice
the tendency towards higher metallicity and higher age. Delay-time Limit: Progen-
itor system depends on White Dwarf accreting mass from a neighboring star. WD
production is on the order of millions of years. With other factors we don’t expect
SNe Ia to the left of the vertical line. Metallicity Limit: SNe Ia can only be found
in the environments where the timescale of metal enrichment is short. If the iron
abundance it too low, the stellar wind will be too weak for SNe Ia to form.
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Appendix A
Supernova Rate Calculator
The Supernova rate calculator constructed for this project consisted of a variety of
algorithms produced in IDL. The figure below provides the structure for the program.
The subsequent figures provide the code for each routine.
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Figure A.1: Shown is the logical hierarchy for the supernova rate calculator algorithm.
All of this project was written in IDL.
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Figure A.2: The supernovarate.pro algorithm. This program is responsible for nu-
merically integrating all portions of the rate calculation over the redshifts available
in the NGSS survey.
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Figure A.3: The tc.pro algorithm. This program is responsible for a calculation of
the total control time at a given redshift. It calls three subroutines responsible for
calculating probabilities for the extinction, peak magnitude, and type of the SNe.
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Figure A.4: The allcontroltimes.pro algorithm. This program is designed to account
of the possible spread in the baselines of the search, or the time between the Search
and Template epochs.
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*controltime.pro
FUNCTION controltime, z, mag, exta,DeltaT,quality
count = 610.
tc = 0.
s = 0.45
;DeltaT = 277
filename='/Volumes/iDisk/Public/SGCODE_B/94D_smooth.txt'
read_data,data,filename
;print, data
peakmag = dcontroltime(z)
stretch=(mag+19.5+0.6)/0.6
peakmag=peakmag+(-19.5-mag)+exta
;stretch=(mag+0.6)/0.6
DeltaT=DeltaT/stretch
;print, peakmag
While count GE 1. DO BEGIN
    templatet = 60-count
    i = 0.
mag1=99.99
mag2=99.99
    While i LT 48. DO BEGIN
        IF (((templatet ) GT (data[0,i])) AND ((templatet) LE (data[0,i
+1]))) THEN BEGIN 
;print, data[0,i]
            a = (data[4,i+1]-data[4,i])/(data[0,i+1]-data[0,i])
            b = data[4,i+1]-a*data[0,i+1]
            mag1 = a*(templatet)+peakmag+b
        END
        i = i+1
    END
finalt = templatet+DeltaT
i = 0
Page 1
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controltime.pro
    While i LT 48. DO BEGIN
        IF (((finalt) GT (data[0,i])) AND ((finalt) LE (data[0,i+1]))) 
THEN BEGIN 
;print, data[0,i]
        a = (data[4,i+1]-data[4,i])/(data[0,i+1]-data[0,i])
            b = data[4,i+1]-a*data[0,i+1]
            mag2 = a*(finalt)+peakmag+b
        END
        i = i+1
    END
    
    zmag = 0.
    Ft = 10.^(-2./5.*(mag1-zmag))
    Fs = 10.^(-2./5.*(mag2-zmag))
    Rd = zmag-2.5*alog10(abs(Fs-Ft))
    
   ; IF (Fs GT Ft) THEN BEGIN
IF (quality EQ 1) THEN BEGIN
T=0.949
S=0.579
Rc=20.718
endif ELSE IF(quality EQ 2) THEN BEGIN
T=0.801
S=0.450
Rc=20.316
endif else begin
T = 0.801
    S = 0.450
    Rc = 20.316
endelse
        e = T/(1+exp((Rd-Rc)/S))
;    endif ELSE BEGIN
;e=0
   ; ENDELSE
    
    ;print, count, e, Rd, mag1, mag2
    count = count-1
Page 2
controltime.pro
    tc = tc+e
END
return, tc
END
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Figure A.5: The controltime.pro algorithm. This program is responsible for calculat-
ing the∆ m15 stretch values assuming a typical SNe light curve. It uses light curve
data from SN 1994D read from a file.
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Figure A.6: The dcontroltime.pro algorithm. This program interpolates the apparent
magnitude as a function of redshift. It uses a table obtained via the subroutine
read data two.pro.
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Figure A.7: The read data two.pro algorithm. This program reads in information
about the apparent magnitude for a Type Ia SNe at a given redshift.
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Figure A.8: The extinction.pro algorithm. This program is responsible for defining
and integrating over the extinction distribution assumed for galaxies in the local
universe.
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Figure A.9: The probability.pro algorithm. This program is responsible for calculating
the probability that a SNe will be detected at a given peak magnitude.
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Figure A.10: The ldensity.pro algorithm. This program is responsible for integrat-
ing the luminosity function for galaxies in the local universe over the redshift range
provided by the NGSS survey.
72
Figure A.11: The luminosity.pro algorithm. This program defines the luminosity
density function.
73
Figure A.12: The read data.pro algorithm. This program is designed to read in data
from a file that gives baselines for given redshifts.
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