Cm-smoothness of invariant fiber bundles for dynamic equations on measure chains by Pötzsche, Christian & Siegmund, Stefan
m-SMOOTHNESS OF INVARIANT FIBER BUNDLES
FOR DYNAMIC EQUATIONS ON MEASURE CHAINS
CHRISTIAN P¨ OTZSCHE AND STEFAN SIEGMUND
Received 8 August 2003
We present a new self-contained and rigorous proof of the smoothness of invariant ﬁber
bundles for dynamic equations on measure chains or time scales. Here, an invariant ﬁber
bundle is the generalization of an invariant manifold to the nonautonomous case. Our
mainresultgeneralizesthe“Hadamard-Perrontheorem”tothetime-dependent,inﬁnite-
dimensional, noninvertible, and parameter-dependent case, where the linear part is not
necessarily hyperbolic with variable growth rates. As a key feature, our proof works with-
out using complicated technical tools.
1.Introduction
The method of invariant manifolds was originally developed by Lyapunov, Hadamard,
and Perron for time-independent diﬀeomorphisms and ordinary diﬀerential equations
at a hyperbolic ﬁxed point. It was then extended from hyperbolic to nonhyperbolic sys-
tems, from time-independent and ﬁnite-dimensional to time-dependent and inﬁnite-
dimensional equations, and turned out to be one of the main tools in the contemporary
theory of dynamical systems. It is our objective to unify the diﬀerence and ordinary dif-
ferential equations case, and extend them to dynamic equations on measure chains or
time scales (closed subsets of the real line). Such equations additionally allow to describe,
for example, a hybrid behavior with discrete and continuous dynamical features, or allow
an elegantformulationof analyticaldiscretization theoryif variable stepsizes are present.
This paper can be seen as an immediate continuation of [18], where the existence and
1-smoothness of invariant ﬁber bundles for a general class of nonautonomous, nonin-
vertible, and pseudohyperbolic dynamic equations on measure chains have been proved;
moreoverweobtainedahigher-ordersmoothnessforinvariantﬁberbundlesofstableand
unstable types therein. While the existence and 1-smoothness result in [18] is a special
case of our main theorem (Theorem 3.5), we additionally prove the diﬀerentiability of
the ﬁber bundles under a sharp gap condition using a direct strategy (cf. Theorem 4.2).
The diﬀerentiability of invariant ﬁber bundles plays a substantial role in their calculation
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using a Taylor series approach, as well as, for example, in the smooth decoupling of dy-
namical systems (cf. [5]). To keep the current paper as short as possible, we reduce its
contents to a quite technical level. Nonetheless, a variety of applications, examples, out-
looks, and further references can be found, for example, in [1, 2, 3, 12].
While in the hyperbolic case the smoothness of the invariant ﬁber bundles is eas-
ily obtained with the uniform contraction principle, in the nonhyperbolic situation the
smoothness depends on a spectral gap condition and is subtle to prove. For a modern
approach using sophisticated ﬁxed point theorems, see [9, 22, 25, 26]. Another approach
to the smoothness of invariant manifolds is essentially based on a lemma by Henry (cf.,
e.g., [6, Lemma 2.1]) or methods of a more diﬀerential topological nature (cf. [11, 23]),
namely the m-section theorem for ﬁber-contracting maps. In [5, 20, 24]t h ep r o b l e mo f
higher-order smoothness is tackled directly.
In this spirit we present an accessible “ad hoc” approach to m-smoothness of pseu-
dohyperbolic invariant ﬁber bundles, which is basically derived from [24] (see also [20])
andneedsnotechnicaltoolsbeyondthecontractionmappingprinciple,theNeumannse-
ries, and Lebesgue’s dominated convergence theorem, consequently. Our focus is to give
an explicit proof of the higher-order smoothness without sketched induction arguments,
b u te v e ni nt h e1-case, the arguments in this paper are diﬀerent from those in [18]. One
diﬃculty of the smoothness proof is due to the fact that one has to compute the higher-
order derivatives of compositions of maps, the so-called “derivative tree.” It turned out
to be advantageous to use two diﬀerent representations of the derivative tree, namely, a
“totallyunfoldedderivativetree”toshowthataﬁxedpointoperatoriswelldeﬁnedandto
compute explicit global bounds for the higher-order derivatives of the ﬁber bundles, and
a “partially unfolded derivative tree” to elaborate the induction argument in a recursive
way.
Some contemporary results on the higher-order smoothness of invariant manifolds
for diﬀerential equations can be found, for example, in [6, 22, 24, 25, 26], while cor-
responding theorems on diﬀerence equations are contained in [7, 12]. The ﬁrst paper
[7] deals only with autonomous systems (maps) and applies the ﬁber contraction the-
orem. In [12, Theorem 6.2.8, pages 242-243], the so-called Hadamard-Perron theorem
is proved via a graph transformation technique for a time-dependent family of m-
diﬀeomorphisms on a ﬁnite-dimensional space, where higher-order diﬀerentiability is
only tackled in a hyperbolic situation. Using a diﬀerent method of proof, our main re-
sults, Theorems 3.5 and 4.2, generalize the Hadamard-Perron theorem to noninvertible,
inﬁnite-dimensional, and parameter-dependent dynamic equations on measure chains.
This enables one to apply our results, for example, in the discretization theory of 2-
parameter semiﬂows. So far, besides [18], there are only three other contributions to the
theory of invariant manifolds for dynamic equations on measure chains or time scales.
A rigorous proof of the smoothness of generalized center manifolds for autonomous dy-
namicequationsonhomogeneoustimescalesispresentedin[9],while[10,Theorem4.1]
shows the existence of a “center ﬁber bundle” (in our terminology) for nonautonomous
systemsonmeasurechains.Finallythethesis[13]dealswithclassicalstable,unstable,and
center invariant ﬁber bundles and their smoothness for dynamic equations on arbitrary
time scales, and contains applications to analytical discretization theory.C. P¨ otzsche and S. Siegmund 143
The structure of the present paper is as follows. In Section 2,w ew i l lb r i e ﬂ yr e p e a t
or collect the notation and basic concepts. In particular, we introduce the elementary
calculus on measure chains, dynamic equations, and a convenient notion describing ex-
ponential growth of solutions of such equations.
Section 3willbedevotedtothe1-smoothnessofinvariantﬁberbundles.Wewillalso
state our main assumptions here and prove some preparatory lemmas which will also be
neededlater.The1-smoothnessfollowswithoutanygapconditionfromthemainresult
of this section, which is Theorem 3.5. Our proof may seem long and intricate and in fact
itwouldbeifwewouldliketoshowthe1-smoothnessonly,butinitsstructureitalready
contains the main idea of the induction argument for the m-case and we will proﬁt then
from being rather detailed in the 1-case.
Section 4, ﬁnally, contains our main result (Theorem 4.2), stating that under the “gap
condition” ms  a  b the pseudostable ﬁber bundle is of class ms and, accordingly, the
pseudo-unstable ﬁber bundle is of class mr,i fa mr  b.
2. Preliminaries
Above all, to keep the present paper self-contained we repeat some notation from [18]: N
denotes the positive integers. The Banach spaces ,  are all real or complex throughout
this paper and their norms are denoted by  ·  , ·  , respectively, or simply by  · .
If  and  are isometrically isomorphic, we write  ∼ = . n(;)i st h eB a n a c hs p a c e
of n-linear continuous operators from n to  for n ∈ N, 0(;): = , (;): =
1(;), (): = 1(;), and I stands for the identity map on .O nt h ep r o d u c t
space ×, we always use the maximum norm
         
 
x
y
          
×
:= max
 
 x , y 
 
. (2.1)
We write DF for the Fr´ echet derivative of a mapping F,a n di fF :(x,y)  →F(x,y)d e p e n d s
diﬀerentiably on more than one variable, then the partial derivatives are denoted by D1F
and D2F, respectively. Now we quote the two versions of the higher-order chain rule for
Fr´ echet derivatives on which our smoothness proof is based. Thereto let  be a further
Banach space over R or C.W i t hg i v e nj,l ∈ N,w ew r i t e
P<
j (l): =

   
   
 
N1,...,Nj
 
                 
Ni ⊆{1,...,l}, Ni  =∅for i ∈{1,..., j},
N1 ∪···∪Nj ={1,...,l},
Ni ∩Nk =∅for i  = k, i,k ∈{1,..., j},
maxNi <maxNi+1 for i ∈{1,..., j −1}

   
   
(2.2)
for the set of ordered partitions of {1,...,l} with length j,a n d# N for the cardinality of
aﬁ n i t es e tN ⊂ N.I nc a s eN ={ n1,...,nk}⊆{ 1,...,l} for k ∈ N, k ≤ l,w ea b b r e v i a t e
Dkg(x)xN := Dkg(x)xn1 ···xnk for vectors x,x1,...,xl ∈ ,w h e r eg : → is assumed to
be l-times continuously diﬀerentiable.144 m-smoothness of invariant ﬁber bundles
Theorem 2.1 (chain rule). Given m ∈ N and two mappings f :  → , g :  →  which
are m-times continuously diﬀerentiable, then also the composition f ◦g :  →  is m-times
continuously diﬀerentiable and for l ∈{ 1,...,m}, x ∈ , the derivatives possess the repre-
sentations as a so-called partially unfolded derivative tree
Dl(f ◦g)(x) =
l−1  
j=0
 
l−1
j
 
Dj 
Df
 
g(x)
  
·Dl−jg(x) (2.3)
a n da sas o - c a l l e dtotally unfolded derivative tree
Dl(f ◦g)(x)x1···xl =
l  
j=1
 
(N1,...,Nj)∈P<
j (l)
Dj f
 
g(x)
 
D#N1g(x)xN1 ···D#Njg(x)xNj (2.4)
for any x1,...,xl ∈.
Proof. A proof of (2.3) follows by an easy induction argument (cf. [24,B . 3S a t z ,p a g e
266]), while (2.4) is shown in [21,T h e o r e m2 ] . 
We also introduce some notions which are speciﬁc to the calculus on measure chains
(cf. [4, 8]). In all the subsequent considerations, we deal with a measure chain (T, ,µ)
unbounded above, that is, a conditionally complete totally ordered set (T, ) (see [8,A x -
iom 2]) with the growth calibration µ : T×T → R (see [8, Axiom 3]), such that the set
µ(T,τ) ⊆ R, τ ∈ T, is unbounded above. In addition, σ : T → T, σ(t): = inf{s ∈ T:t ≺ s},
deﬁnes the forward jump operator and the graininess µ∗ : T → R, µ∗(t): = µ(σ(t),t), is
assumed to be bounded from now on. A measure chain is called homogeneous if its grain-
iness is constant and a time scale is the special case of a measure chain, where T is a
canonically ordered closed subset of the reals. For τ,t ∈ T,w ed e ﬁ n e
(τ,t)T :={s ∈ T:τ ≺ s ≺ t}, T+
τ :={s ∈ T:τ   s}, T
−
τ :={s ∈ T:s   τ},
(2.5)
and for N ⊆ T,s e tNκ :={ t ∈ N : t is not a left-scattered maximum of N}. Following [8,
Section 4.1], rd(T,()) and rd(T,()) and denote the rd-continuous the rd-
continuous regressive functions from T to ()( c f .[ 8, Section 6.1]). Recall that
+
rd(T,R): ={ c ∈ rd(T,R):1+µ∗(t)a(t) > 0f o rt ∈ T} forms the so-called regres-
sive module w i t hr e s p e c tt ot h ea l g e b r a i co p e r a t i o n s
(a⊕b)(t): = a(t)+b(t)+µ
∗(t)a(t)b(t), (n a)(t):= lim
h µ∗(t)
 
1+ha(t)
 n
−1
h
(2.6)
for t ∈T,i n t e g e r sn,a n da,b ∈ +
rd(T,R); then a has the additive inverse ( a)(t): =
−a(t)/(1+µ∗(t)a(t)), t ∈ T. Growth rates are functions a ∈ +
rd(T,R)s u c ht h a t1+
inft∈Tµ∗(t)a(t) >0a n ds u p t∈Tµ∗(t)a(t)< ∞ hold. Moreover, we deﬁne the relations
a b :⇐⇒ 0<  b−a := inf
t∈T
 
b(t)−a(t)
 
, a b :⇐⇒ 0 ≤ b−a , (2.7)C. P¨ otzsche and S. Siegmund 145
and ea(t,τ) ∈ R, t,τ ∈ T, stands for the real exponential function on T.M a n yp r o p e r t i e s
of ea(t,τ) used in this paper can be found in [8,S e c t i o n7 ] .
Deﬁnition 2.2. For a function c ∈ +
rd(T,R), τ ∈ T, and an rd-continuous function
φ : T →,
(a) φ is c+-quasibounded,i f φ +
τ,c := supτ t φ(t) ec(τ,t) < ∞,
(b) φ is c−-quasibounded,i f φ −
τ,c := supt τ  φ(t) ec(τ,t) < ∞,
(c) φ is c±-quasibounded,i fs u p t∈T φ(t) ec(τ,t) < ∞.
+
τ,c()a n d−
τ,c() denote the sets of all c+-a n dc−-quasibounded functions φ : T →
, respectively, and they are nontrivial Banach spaces with the norms  ·  +
τ,c and  ·  −
τ,c,
respectively.
Lemma 2.3. For functions c,d ∈ +
rd(T,R) with c  d, m ∈ N,a n dτ ∈ T, the following
are true:
(a) the Banach spaces +
τ,c()×+
τ,c() and +
τ,c(×) are isometrically isomorphic,
(b) +
τ,c() ⊆+
τ,d() and  φ +
τ,d ≤  φ +
τ,c for φ ∈ +
τ,c(),
(c) with the abbreviations 0
τ,c := +
τ,c( ×), m
τ,c := +
τ,c(m(; ×)), the Ba-
nach spaces m
τ,c and (;m−1
τ,c ) are isometrically isomorphic.
Proof. We onlyshowassertion(c) andreferto[17,Lemma1.4.6,page77]for(a)and(b).
For that purpose, consider the mapping J : m
τ,c → (;m−1
τ,c ), ((JΦ)x)(t): = Φ(t)x,f o r
t ∈ T+
τ, x ∈.T op r o v et h a tJ is the wanted norm isomorphism, we choose Φ ∈m
τ,c and
av e c t o rx ∈ arbitrarily, and obtain
   Φ(t)x
   
m−1(;×)ec(τ,t) ≤
   Φ(t)
   ec(τ,t)m(;×) x ≤ Φ +
τ,c x  for t ∈ T+
τ.
(2.8)
Thus the continuity of the evidently linear map J follows from
 JΦ (;m−1
τ,c ) = sup
 x =1
   (JΦ)x
   +
τ,c ≤ Φ +
τ,c. (2.9)
Vice versa, the inverse J−1 : (;m−1
τ,c ) → m
τ,c of J is given by (J−1 ¯ Φ)(t)x := (¯ Φx)(t)f o r
t ∈ T+
τ and x ∈ . By the open mapping theorem (cf., e.g., [14, Corollary 1.4, page 388])
J−1 is continuous and it remains to show that it is nonexpanding. Thereto we choose
¯ Φ ∈(;m−1
τ,c ), x ∈ arbitrarily to get
    
J
−1 ¯ Φ
 
(t)x
   
m−1(;×)ec(τ,t) =
   (¯ Φx)(t)
   
m−1(;×)ec(τ,t)
≤ ¯ Φx +
τ,c ≤ ¯ Φ (;m−1
τ,c ) x 
(2.10)
for t ∈ T+
τ, and this estimate yields  (J−1 ¯ Φ)(t) m(;×)ec(τ,t) ≤ ¯ Φ (;m−1
τ,c ), which
in turn ultimately gives us the desired  J−1 ¯ Φ +
τ,c ≤ ¯ Φ (;m−1
τ,c ). Consequently, J is an
isometry. 146 m-smoothness of invariant ﬁber bundles
Amappingφ : T →issaidtobediﬀerentiable(atsomet0 ∈ T)ifthereexistsaunique
derivative φ∆(t0) ∈ such that for any  >0, the estimate
   φ
 
σ
 
t0
  
−φ(t)−µ
 
σ
 
t0
 
,t
 
φ∆ 
t0
     ≤ 
   µ
 
σ
 
t0
 
,t
     for t ∈ U, (2.11)
holdsinaT-neighborhoodU oft0 (see[8,Section2.4]).Wewrite∆1s: T× →forthe
partial derivative with respect to the ﬁrst variable of a mapping s : T× → ,p r o v i d e d
it exists. The (Lebesgue) integral of φ : T →  is denoted by
  t
τ φ(s)∆s, provided again it
exists (cf. [16]).
Now let  be a nonempty set, momentarily. For a dynamic equation
x∆ = f (t,x,p) (2.12)
with a right-hand side f : T×× →  guaranteeing existence and uniqueness of so-
lutions in forward time (see, e.g., [17, Satz 1.2.17(a), page 38]), let ϕ(t;τ,ξ,p) denote the
general solution, that is, ϕ(·;τ,ξ,p)s o l v e s( 2.12)o nT+
τ ∩I, I is a T-interval, and satis-
ﬁes the initial condition ϕ(τ;τ,ξ,p) = ξ for τ ∈ I, ξ ∈ ,a n dp ∈ .A sm e n t i o n e di n
the introduction, invariant ﬁber bundles are generalizations of invariant manifolds to
nonautonomous equations. In order to be more precise, for ﬁxed parameters p ∈ ,w e
call a subset S(p) of the extended state space T× an invariant ﬁber bundle of (2.12)i fi t
is positively invariant, that is, for any pair (τ,ξ) ∈ S(p), one has (t,ϕ(t;τ,ξ,p)) ∈ S(p)f o r
all t ∈ T+
τ. At this point it is appropriate to state an existence and uniqueness theorem for
(2.12)w h i c hi ss u ﬃcient for our purposes.
Theorem 2.4. Assume that f : T×× →  satisﬁes the following conditions:
(i) f (·,p) is rd-continuous for every p ∈,
(ii) for each t ∈ T, there exist a compact T-neighborhood Nt and a real l0(t) ≥ 0 such
that
   f (s,x,p)− f (s,¯ x,p)
    ≤l0(t) x− ¯ x  for s ∈ Nκ
t , x,¯ x ∈, p ∈. (2.13)
Then the following hold:
(a) for each τ ∈ T, ξ ∈ , p ∈ ,t h es o l u t i o nϕ(·;τ,ξ,p) is uniquely determined and
exists on a T-interval I such that T+
τ ⊆I and I is a T-neighborhood of τ independent
of ξ ∈ , p ∈;
(b) ifξ : →isboundedandifthereexistsanrd-continuousmappingl1 : T → R+
0 such
that
   f (t,x,p)
    ≤ l1(t) x  for (t,x,p) ∈ T××, (2.14)
then limt→τϕ(t;τ,ξ(p),p) =ξ(p) holds uniformly in p ∈.
Proof. (a) The existence and uniqueness of ϕ(·;τ,ξ,p)o nT+
τ are basically shown in [8,
Theorem 5.7] (cf. also [17, Satz 1.2.17(a), page 38]). In a left-scattered τ ∈ T,w ec h o o s e
I := T+
τ, while in a left-dense point τ ∈ T, the solution ϕ(·;τ,ξ,p) exists in a whole T-
neighborhood of τ due to [8, Theorem 5.5]. This neighborhood does not depend on
ξ ∈ , p ∈ since (2.13)h o l d su n i f o r m l yi nx ∈ , p ∈.C. P¨ otzsche and S. Siegmund 147
(b)LetN beacompactT-neighborhoodofτ suchthatϕ(·;τ,ξ(p),p)existsonN ∪T+
τ.
Then the estimate
   ϕ
 
t;τ,ξ(p),p
     ≤
   ξ(p)
   +
  t
τ
   f
 
s,ϕ
 
s;τ,ξ(p),p
 
,p
    ∆s
≤ sup
p∈
   ξ(p)
   +
  t
τ
l1(s)
   ϕ
 
s,τ,ξ(p),p
    ∆s by (2.14),
(2.15)
for t ∈ T+
τ, is valid, and with Gronwall’s lemma (cf., e.g., [17, Korollar 1.3.31, page 66]),
we get
   ϕ
 
t;τ,ξ(p),p
     ≤ sup
p∈
   ξ(p)
   el1(t,τ)f o r t ∈ T+
τ. (2.16)
On the other hand, if τ ∈ T is left-dense, we obtain limt τµ∗(t) = 0 and consequently
l1(t)µ∗(t) < 1h o l d sf o rt ≺ τ in a T-neighborhood, without loss of generality, N of τ.
Then −l1 is positively regressive, and similar to (2.16), we obtain  ϕ(t;τ,ξ(p),p) ≤
supp∈ ξ(p) e−l1(t,τ)f o rt ≺ τ, t ∈ N. Hence, because of the compactness of N and
the continuity of el1(·,τ), e−l1(·,τ), there exists a C ≥ 0w i t h ϕ(t;τ,ξ(p),p) ≤C for all
t ∈ N, p ∈, and this implies
   ϕ
 
t;τ,ξ(p),p
 
−ξ(p)
    ≤
       
  t
τ
   f
 
s,ϕ
 
s;τ,ξ(p),p
 
,p
    ∆s
       
≤
       
  t
τ
l1(s)
   ϕ
 
s;τ,ξ(p),p
    ∆s
        by (2.14)
≤ C
       
  t
τ
l1(s)∆s
        − −−→
t→τ 0
(2.17)
uniformly in p ∈, since the right-hand side is independent of p. 
Finally, given A ∈ rd(T,()), the transition operator ΦA(t,τ) ∈ (), τ   t,o fa
linear dynamic equation x∆ = A(t)x is the solution of the operator-valued initial value
problem X∆ = A(t)X, X(τ) = I in (). If A is regressive, then ΦA(t,τ)i sd e ﬁ n e df o r
all τ,t ∈ T.
3. 1-smoothnessof invariantﬁberbundles
We begin this section by stating our frequently used main assumptions.
Hypothesis 3.1. Let  be a locally compact topological space satisfying the ﬁrst axiom of
countability. Consider the system of parameter-dependent dynamic equations
x∆ =A(t)x+F(t,x,y,p), y∆ = B(t)y+G(t,x,y,p), (3.1)
where A ∈ rd(T,()), B ∈ rd(T,()), and rd-continuous mappings F : T××
× → , G : T× ×× → , which are m-times rd-continuously diﬀerentiable148 m-smoothness of invariant ﬁber bundles
with respect to(x,y), such that the partial derivatives Dn
(2,3)(F,G)(t,·), t ∈ T,a r ec o n t i n -
uous for n ∈{0,...,m} and m ∈ N. Moreover, we assume the following hypotheses.
(i) Hypothesis on linear part. The transition operators ΦA(t,s)a n dΦB(t,s), respec-
tively, satisfy for all t,s ∈ T the estimates
   ΦA(t,s)
   
() ≤ K1ea(t,s)f o r s  t,
   ΦB(t,s)
   
() ≤ K2eb(t,s)f o r t  s,
(3.2)
with real constants K1,K2 ≥1 and growth rates a,b ∈ +
rd(T,R), a b.
(ii) Hypothesis on perturbation. We have
F(t,0,0,p) ≡ 0, G(t,0,0,p) ≡ 0o n T×, (3.3)
the partial derivatives of F and G are globally bounded, that is, for each n ∈
{1,...,m},w es u p p o s e
|F|n := sup
(t,x,y,p)∈T×××
   Dn
(2,3)F(t,x,y,p)
   
n(×;) < ∞,
|G|n := sup
(t,x,y,p)∈T×××
   Dn
(2,3)G(t,x,y,p)
   
n(×;) < ∞,
(3.4)
and additionally, for some real σmax >0, we require
max
 
|F|1,|G|1
 
<
σmax
max
 
K1,K2
 . (3.5)
Finally, we choose a ﬁxed real number σ ∈ (max{K1,K2}max{|F|1,|G|1},σmax).
Remark 3.2. (1) Under Hypothesis 3.1, the above dynamic equation (3.1) satisﬁes the
assumptions of Theorem 2.4 on the Banach space × equipped with the norm (2.1),
and therefore its solutions exist and are unique on a T-interval unbounded above.
(2) In [18] we have considered dynamic equations of the type (3.1) without an explicit
parameter-dependence and under the assumption that Dm
(2,3)(F,G) is uniformly contin-
uous in t ∈ T. Anyhow, the results from [18] used below remain applicable since all the
aboveestimatesinHypothesis 3.1are uniformin p ∈andsincetheuniformcontinuity
of Dm
(2,3)(F,G) is not used to derive them.
Lemma 3.3. Assume Hypothesis 3.1 for m = 1, σmax = b−a /2,a n dc h o o s eτ ∈ T.M o r e -
over, let (ν,υ),(¯ ν, ¯ υ):T+
τ →  × be solutions of (3.1) such that their diﬀerence (ν,υ) −
(¯ ν, ¯ υ) is c+-quasibounded for any c ∈ +
rd(T,R), a+σ c b−σ. Then the estimate
         
 
ν
υ
 
(t)−
 
¯ ν
¯ υ
 
(t)
         
×
≤K1
 c−a 
 c−a −K1|F|1
ec(t,τ)
   ν(τ)−¯ ν(τ)
   
 for t ∈ T+
τ,
(3.6)
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Proof. Choose arbitrary p ∈  and τ ∈ T. First of all, the diﬀerence ν− ¯ ν ∈ +
τ,c()i sa
solution of the inhomogeneous dynamic equation
x∆ = A(t)x+F
 
t,(ν,υ)(t),p
 
−F
 
t,(¯ ν, ¯ υ)(t),p
 
, (3.7)
where the inhomogeneity is c+-quasibounded:
   F
 
·,(ν,υ)(·),p
 
−F
 
·,(¯ ν, ¯ υ)(·),p
    +
τ,c ≤| F|1
         
 
ν
υ
 
−
 
¯ ν
¯ υ
          
+
τ,c
by (3.4) (3.8)
by Hypothesis 3.1(ii). Applying [19, Theorem 2(a)] to (3.7)y i e l d s
 ν−¯ ν +
τ,c ≤ K1
   ν(τ)−¯ ν(τ)
   +
K1|F|1
 c−a 
         
 
ν
υ
 
−
 
¯ ν
¯ υ
          
+
τ,c
. (3.9)
Because of K1|F|1/ c−a  < 1( c f .( 3.5)), without loss of generality, we can assume υ  =
¯ υ from now on. Analogously, the diﬀerence υ − ¯ υ ∈ +
τ,c() is a solution of the linear
dynamic equation
y∆ =B(t)y+G
 
t,(ν,υ)(t),p
 
−G
 
t,(¯ ν, ¯ υ)(t),p
 
, (3.10)
where the inhomogeneity is also c+-quasibounded:
   G
 
·,(ν,υ)(·),p
 
−G
 
·,(¯ ν, ¯ υ)(·),p
    +
τ,c ≤|G|1
         
 
ν
υ
 
−
 
¯ ν
¯ υ
          
+
τ,c
by (3.4) (3.11)
by Hypothesis 3.1(ii). Now using the result [19, Theorem 4(b)] yields
 υ− ¯ υ +
τ,c ≤
K2|G|1
 b−c 
         
 
ν
υ
 
−
 
¯ ν
¯ υ
          
+
τ,c
, (3.12)
and since we have K2|G|1/ b−c  < 1( c f .( 3.5)), as well as υ  = ¯ υ, we get the inequality
 υ − ¯ υ +
τ,c < max{ ν−¯ ν +
τ,c, υ− ¯ υ +
τ,c} by (2.1). Consequently, we obtain  ν − ¯ ν +
τ,c =
 (ν,υ)−(¯ ν, ¯ υ) +
τ,c, which leads to
         
 
ν
υ
 
−
 
¯ ν
¯ υ
          
+
τ,c
≤ K1
   ν(τ)−¯ ν(τ)
   +
K1|F|1
 c−a 
         
 
ν
υ
 
−
 
¯ ν
¯ υ
          
+
τ,c
by (3.9). (3.13)
This, in turn, immediately implies the estimate (3.6)b yDeﬁnition 2.2(a). 
Now we collect some crucial results from the earlier paper [18]. In particular, we can
characterize the quasibounded solutions of the dynamic equation (3.1)e a s i l ya sﬁ x e d
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Lemma 3.4 (the operator 	τ). Assume Hypothesis 3.1 for m = 1, σmax =  b−a /2,a n d
choose τ ∈ T. Then for arbitrary growth rates c ∈ +
rd(T,R), a+σ  c  b−σ,a n dξ ∈
, p ∈ , the mapping 	τ :+
τ,c(×)×× →+
τ,c(×),
	τ(ν,υ;ξ,p): =

 

ΦA(·,τ)ξ +
  ·
τ
ΦA
 
·,σ(s)
 
F
 
s,(ν,υ)(s),p
 
∆s
−
  ∞
·
ΦB
 
·,σ(s)
 
G
 
s,(ν,υ)(s),p
 
∆s

 
, (3.14)
has the following properties:
(a) 	τ(·;ξ,p) is a uniform contraction in ξ ∈ , p ∈  with Lipschitz constant
L:=
max
 
K1,K2
 
σ
max
 
|F|1,|G|1
 
<1, (3.15)
(b) the unique ﬁxed point (ντ,υτ)(ξ,p) ∈ +
τ,c(×) of 	τ(·;ξ,p) does not depend on
c ∈ +
rd(T,R), a+σ c b−σ, and is globally Lipschitzian:
         
 
ντ
υτ
 
(ξ,p)−
 
ντ
υτ
 
(¯ ξ,p)
         
+
τ,c
≤
K1
1−L
 ξ − ¯ ξ  for ξ, ¯ ξ ∈, p ∈, (3.16)
(c) af u n c t i o n(ν,υ) ∈ +
τ,c( ×) is a solution of the dynamic equation (3.1), with
ν(τ) = ξ, if and only if it is a solution of the ﬁxed point equation
 
ν
υ
 
= 	τ(ν,υ;ξ,p). (3.17)
Proof. See [18, proof of Theorem 4.9] for assertions (a), (b), and [18, Lemma 4.8] for (c).

Having all preparatory results at hand, we may now head for our main theorem in the
1-case.
Theorem 3.5 (1-smoothness). Assume Hypothesis 3.1 for m = 1, σmax = b−a /2,a n d
let ϕ denote the general solution of (3.1). Then the following statements are true.
(a) There exists a uniquely determined mapping s: T×× → whose graph S(p): =
{(τ,ξ,s(τ,ξ,p)) :τ ∈ T, ξ ∈} can be characterized dynamically for any parameter
p ∈ and any growth rate c ∈+
rd(T,R), a+σ c b−σ,a s
S(p) =
 
(τ,ξ,η) ∈ T××:ϕ(·;τ,ξ,η,p) ∈ +
τ,c(×)
 
. (3.18)
Furthermore,
(a1) s(τ,0,p) ≡0 on T×,
(a2) s : T× × →  is continuous, rd-continuously diﬀerentiable in the ﬁrst ar-
gument and continuously diﬀerentiable in the second argument with globally
bounded derivative
   D2s(τ,ξ,p)
   
(;) ≤
K1K2max
 
|F|1,|G|1
 
σ −max
 
K1,K2
 
max
 
|F|1,|G|1
  for (τ,ξ,p) ∈ T××,
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(a3) the graph S(p), p ∈ ,i sa ni n v a r i a n tﬁ b e rb u n d l eo f( 3.1). Additionally, s is a
solution of the invariance equation
∆1s(τ,ξ,p)
= B(τ)s(τ,ξ,p)+G
 
τ,ξ,s(τ,ξ,p),p
 
−
  1
0
D2s
 
σ(τ),ξ +hµ
∗(τ)
 
A(τ)ξ +F
 
τ,ξ,s(τ,ξ,p),p
  
,p
 
dh
×
 
A(τ)ξ +F
 
τ,ξ,s(τ,ξ,p),p
  
(3.20)
for (τ,ξ,p) ∈ T××.
The graph S(p), p ∈ ,i sc a l l e dt h epseudostable ﬁber bundle of (3.1).
(b) Incase Tisunboundedbelow,thereexistsauniquelydeterminedmappingr : T××
 →  whose graph R(p): ={ (τ,r(τ,η,p),η):τ ∈ T, η ∈ } can be characterized
dynamically for any parameter p ∈  and any growth rate c ∈ +
rd(T,R), a+σ 
c b−σ,a s
R(p) =
 
(τ,ξ,η) ∈ T××:ϕ(·;τ,ξ,η,p) ∈
−
τ,c(×)
 
. (3.21)
Furthermore
(b1) r(τ,0,p) ≡ 0 on T×,
(b2) r : T×× →  is continuous, rd-continuously diﬀerentiable in the ﬁrst ar-
gument and continuously diﬀerentiable in the second argument with globally
bounded derivative
   D2r(τ,η,p)
   
(;) ≤
K1K2max
 
|F|1,|G|1
 
σ −max
 
K1,K2
 
max
 
|F|1,|G|1
  for (τ,η,p) ∈ T××,
(3.22)
(b3) the graph R(p), p ∈ , is an invariant ﬁber bundle of (3.1). Additionally, r is a
solution of the invariance equation
∆1r(τ,η,p)
=A(τ)r(τ,η,p)+F
 
τ,r(τ,η,p),η,p
 
−
  1
0
D2r
 
σ(τ),η+hµ
∗(τ)
 
B(τ)η+G
 
τ,r(τ,η,p),η,p
   
dh
×
 
B(τ)η+G
 
τ,r(τ,η,p),η,p
  
(3.23)
for (τ,η,p) ∈ T××.
The graph R(p), p ∈,i sc a l l e dt h epseudo-unstable ﬁber bundle of (3.1).
(c) In case T is unbounded below, only the zero solution of (3.1) is contained in both
S(p) and R(p),t h a ti s ,S(p)∩R(p) = T×{0}×{0} for p ∈ , and hence the zero
solution is the only c±-quasibounded solution of (3.1)f o rc ∈ +
rd(T,R), a+σ 
c b−σ.
Remark 3.6. Since we did not assume regressivity of the dynamic equation (3.1), one has
to interpret the dynamical characterization (3.21) of the pseudo-unstable ﬁber bundle152 m-smoothness of invariant ﬁber bundles
R(p), p ∈,asfollows.Forﬁx edp ∈ ,apoint(τ,ξ,η) ∈ T××iscontainedinR(p)
if and only if there exists a c−-quasibounded solution ϕ(·;τ,ξ,η,p):T → × of (3.1)
satisfying the initial condition x(τ) = ξ, y(τ) = η. In this case the solution ϕ(·;τ,ξ,η,p)
is uniquely determined.
Proof. (a) Our main intention in the current proof is to show the continuity and the par-
tial Fr´ echet diﬀerentiability assertion (a2) for the mapping s : T×× → . Any other
statement from Theorem 3.5(a) follows from [18, proof of Theorem 4.9]. Nevertheless,
we reconsider the main ingredients in our argumentation.
Using just [18, proof of Theorem 4.9], we know that for any triple (τ,ξ,p) ∈ T ×
 ×, there exists exactly one s(τ,ξ,p) ∈  such that ϕ(·;τ,ξ,s(τ,ξ,p),p) ∈ +
τ,c( ×
)f o re v e r yc ∈ +
rd(T,R), a+σ  c  b −σ. Then the function s(·,p):T× → ,
p ∈ , deﬁnes the invariant ﬁber bundle S(p)i fw es e ts(τ,ξ,p): = (υτ(ξ,p))(τ), where
(ντ,υτ)(ξ,p) ∈ +
τ,c( ×) denotes the unique ﬁxed point of the operator 	τ(·;ξ,p):
+
τ,c( ×) → +
τ,c( ×)i n t r o d u c e di nLemma 3.4 for any ξ ∈ , p ∈ ,a n dc ∈
+
rd(T,R), a+σ  c  b −σ. Here and in the following, one should be aware of the
estimate
max
 
K1|F|1
 c−a 
,
K2|G|1
 b−c 
 
≤L<1b y ( 3.15). (3.24)
The further proof of part (a2) will be subdivided into several steps. For notational conve-
nience, we introduce the abbreviations ντ(t;ξ,p): = (ντ(ξ,p))(t)a n dυτ(t;ξ,p): =
(υτ(ξ,p))(t).
Step 1. Claim: for every growth rate c ∈ +
rd(T,R), a + σ  c  b − σ, the mappings
(ντ,υτ):× →+
τ,c(×) and (ντ,υτ)(t;·):× →×, t ∈ T+
τ, are continuous.
By Hypothesis 3.1,theparameterspacesatisﬁestheﬁrstaxiomofcountability.Con-
sequently, for example, [15, Theorem 1.1(b), page 190] implies that in order to prove the
continuity of the mapping (ντ,υτ)(ξ0,·): → +
τ,c(×), it suﬃces to show for arbi-
trary but ﬁxed ξ0 ∈  and p0 ∈  the following limit relation:
lim
p→p0
 
ντ
υτ
 
 
ξ0,p
 
=
 
ντ
υτ
 
 
ξ0,p0
 
in +
τ,c(×). (3.25)
For any parameter p ∈ , we obtain, by using (3.14)a n d( 3.17),
         
 
ντ
υτ
 
 
t;ξ0,p
 
−
 
ντ
υτ
 
 
t;ξ0,p0
 
         
≤ max
 
K1
  t
τ
ea
 
t,σ(s)
    F
 
s,
 
ντ,υτ
  
s;ξ0,p
 
,p
 
−F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s,
K2
  ∞
t
eb
 
t,σ(s)
    G
 
s,
 
ντ,υτ
  
s;ξ0,p
 
,p
 
−G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s
 
for t ∈ T+
τ by (3.2).
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Subtraction and addition of the expressions  F(s,(ντ,υτ)(s;ξ0,p0),p)  and  G(s,(ντ,
υτ)(s;ξ0,p0),p) , respectively, lead to
         
 
ντ
υτ
 
 
t;ξ0,p
 
−
 
ντ
υτ
 
 
t;ξ0,p0
 
          ≤max{α+β,γ+δ} for t ∈ T+
τ, (3.27)
where (cf. (3.4))
α:= K1
  t
τ
ea
 
t,σ(s)
    F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p
 
−F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s,
β := K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
ντ
υτ
 
 
s;ξ0,p
 
−
 
ντ
υτ
 
 
s;ξ0,p0
 
         ∆s,
γ := K2
  ∞
t
eb
 
t,σ(s)
    G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p
 
−G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s,
δ := K2|G|1
  ∞
t
eb
 
t,σ(s)
 
         
 
ντ
υτ
 
 
s;ξ0,p
 
−
 
ντ
υτ
 
 
s;ξ0,p0
 
         ∆s.
(3.28)
Now and in the further progress of this proof, we often use the elementary relation
max{α+β,γ+δ}≤α+γ+max{β,δ}, (3.29)
which is valid for arbitrary reals α,β,γ,δ ≥0, and obtain the estimate
         
 
ντ
υτ
 
 
t;ξ0,p
 
−
 
ντ
υτ
 
 
t;ξ0,p0
 
         ec(τ,t)
≤ αec(τ,t)+γec(τ,t)
+max
 
K1|F|1
 c−a 
,
K2|G|1
 b−c 
          
 
ντ
υτ
 
 
ξ0,p
 
−
 
ντ
υτ
 
 
ξ0,p0
        
+
τ,c
for t ∈ T+
τ,
(3.30)
from [18, Lemma 1.3.29, page 65]. Hence, by passing over to the least upper bound for
t ∈ T+
τ,w eg e t( c f .( 3.15))
         
 
ντ
υτ
 
 
ξ0,p
 
−
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,c
≤
max
 
K1,K2
 
1−L
sup
τ t
U(t,p)b y ( 3.24) (3.31)
with the mapping
U(t,p): = ec(τ,t)
  t
τ
ea
 
t,σ(s)
    F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p
 
−F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s
+ec(τ,t)
  ∞
t
eb
 
t,σ(s)
    G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p
 
−G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s.
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Therefore, it turns out to be suﬃcient to prove
lim
p→p0
sup
τ t
U(t,p) =0 (3.33)
to show the limit relation (3.25). We proceed indirectly. Assume (3.33) does not hold.
Then there exist an  >0 and a sequence (pi)i∈N in  withlimi→∞ pi = p0 and supτ tU(t,
pi)>  for i ∈ N. This implies the existence of a sequence (ti)i∈N in T+
τ such that
U
 
ti,pi
 
>  for i ∈ N. (3.34)
From now on, we consider a+σ  c, choose a ﬁxed growth rate d ∈ +
rd(T,R), a+σ 
d c, and remark that the inequality d c will play an important role below. Because of
Hypothesis 3.1(ii) and the inclusion (ντ,υτ)(ξ0,p) ∈ +
τ,d(×), we get (cf. (3.4))
   F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p
     ≤|F|1
         
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,d
ed(s,τ)f o r s ∈ T+
τ,b y ( 3.3)
   G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p
     ≤|G|1
         
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,d
ed(s,τ)f o r s ∈ T+
τ,b y ( 3.3)
(3.35)
and the triangle inequality leads to
U(t,p) ≤2|F|1
         
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,d
ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
ed(s,τ)∆s
+2|G|1
         
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,d
ec(τ,t)
  ∞
t
eb
 
t,σ(s)
 
ed(s,τ)∆s by (3.32)
≤ 2max
 
|F|1,|G|1
 
         
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,d
 
1
 d−a 
+
1
 b−d 
 
ed c(t,τ)f o r t ∈ T+
τ,
(3.36)
wherewehaveevaluatedtheintegralsusing[17,Lemma1.3.29,page65].Becauseofd c
and[17,Lemma1.3.26,page63],passingovertothelimitt →∞yieldslimt→∞U(t,p) =0
uniformly in p ∈ , and taking into account (3.34), the sequence (ti)i∈N in T+
τ has to be
bounded above, that is, there exists a time T ∈(τ,∞)T withti  T for all i ∈ N.H e n c e ,b y
[9, Theorem 7.4(i)], we can deduce
U
 
ti,pi
 
≤
  T
τ
ec
 
τ,σ(s)
    F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,pi
 
−F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s
+
  ∞
τ
ec
 
τ,σ(s)
 
eb c
 
T,σ(s)
    G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,pi
 
−G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
    ∆s by (3.32)
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fori ∈ N,wheretheﬁrstﬁniteintegraltendstozerofori →∞bythecontinuityofF.Con-
tinuity of G implies limi→∞G(s,(ντ,υτ)(s;ξ0,p0),pi) = G(s,(ντ,υτ)(s;ξ0,p0),p0) and with
the Lebesgue’s theorem (here, one has to apply the Lipschitz estimate for the mapping G,
which is implied by (3.4), to see that the function
s  → ec
 
s,σ(s)
 
eb c
 
T,σ(s)
 
|G|1
    
ντ,υτ
  
ξ0,p0
    +
τ,c (3.38)
is an integrable majorant) for the integral on T (cf. [16, Nr. 313, page 161]), we get the
convergence of the indeﬁnite integral to zero for i →∞ . Thus we derived the relation
limi→∞U(ti,pi) = 0, which obviously contradicts (3.34). Up to now we have shown the
continuity of (ντ,υτ)(ξ0,·): → +
τ,c(×), and Lemma 3.4(b) gives us the Lipschitz
estimate
         
 
ντ
υτ
 
 
ξ,p0
 
−
 
ντ
υτ
 
 
ξ0,p0
 
         
+
τ,c
≤
K1
1−L
   ξ −ξ0
    by (3.16) (3.39)
for any ξ ∈ . So, for example, [3, Lemma B.4] implies the desired continuity of the ﬁxed
point mapping (ντ,υτ):× → +
τ,c(×). By properties of the evaluation map (see
[18, Lemma 3.4]), this yields also that (ντ,υτ)(t;·):× → ×, t ∈ T+
τ,i sc o n t i n u -
ous.
Step 2. Claim: the mapping s: T×× → is continuous.
Let τ0 ∈ T, ξ0 ∈ ,a n dp0 ∈ be ﬁxed. From (3.25) and the deﬁnition of s,w eh a v e
lim
p→p0
s
 
τ0,ξ0,p
 
=s
 
τ0,ξ0,p0
 
, (3.40)
and, similarly, (3.39) leads to the estimate
   s(τ,ξ,p)−s
 
τ0,ξ0,p0
    
≤
K1
1−L
   ξ −ξ0
   +
   s
 
τ,ξ0,p
 
−s
 
τ0,ξ0,p
    +
   s
 
τ0,ξ0,p
 
−s
 
τ0,ξ0,p0
     (3.41)
for τ ∈ T, ξ ∈ ,a n dp ∈ . Therefore, to establish the claim of Step 2,i tr e m a i n st o
show the limit relation
lim
τ→τ0
s
 
τ,ξ0,p
 
= s
 
τ0,ξ0,p
 
uniformly in p ∈ . (3.42)
We abbreviate φ(τ,p): = (φ1,φ2)(τ,p): = ϕ(τ;τ0,ξ0,s(τ0,ξ0,p),p)andb yTheorem 2.4(a),
φ(·,p) exists in a T-neighborhood of τ0 independent of p ∈ . The invariance of S(p),
p ∈ , implies φ2(τ,p) = s(τ,φ1(τ,p),p), as well as φ1(τ0,p) = ξ0, φ2(τ0,p) = s(τ0,ξ0,p).156 m-smoothness of invariant ﬁber bundles
Hence, one obtains
   s
 
τ,ξ0,p
 
−s
 
τ0,ξ0,p
    
≤
   s
 
τ,ξ0,p
 
−s
 
τ0,φ1(τ,p),p
    +
   s
 
τ,φ1(τ,p),p
 
−s
 
τ0,ξ0,p
    
≤
K1
1−L
   φ1
 
τ0,p
 
−φ1(τ,p)
   +
   φ2(τ,p)−φ2
 
τ0,p
     by (3.39)
≤
 
K1
1−L
+1
    φ(τ,p)−φ
 
τ0,p
     for p ∈ by (2.1),
(3.43)
and, because of (a1), it is
   φ
 
τ0,p
     ≤max
    ξ0
   ,
   s
 
τ0,ξ0,p
 
−s
 
τ0,0,p
     
by (2.1)
≤max
 
1,
K1
1−L
    ξ0
    for p ∈  by (3.39).
(3.44)
Consequently, we can apply Theorem 2.4(b) (with ξ(p) =φ(τ0,p)) and get
lim
τ→τ0
φ(τ,p) = φ
 
τ0,p
 
uniformly in p ∈ , (3.45)
which ultimately guarantees (3.42).
Step 3. Let c ∈ +
rd(T,R), a+σ  c  b−σ, ξ ∈ ,a n dp ∈  be arbitrary. By formal
diﬀerentiation of the ﬁxed point equation (cf. (3.14), (3.17))
 
ντ
υτ
 
(t;ξ,p) =

  

ΦA(t,τ)ξ +
  t
τ
ΦA
 
t,σ(s)
 
F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
∆s
−
  ∞
t
ΦB
 
t,σ(s)
 
G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
∆s

  
 for t ∈ T+
τ,
(3.46)
with respect to ξ ∈, we obtain another ﬁxed point equation
 
ν1
τ
υ1
τ
 
(ξ,p) = 	1
τ
  
ν1
τ,υ1
τ
 
(ξ,p);ξ,p
 
(3.47)
for the formal partial derivative (ν1
τ,υ1
τ)o f( ντ,υτ):× → +
τ,c(×) with respect to
ξ ∈ , where the right-hand side of (3.47)i sg i v e nb y
	1
τ
 
ν1,υ1;ξ,p
 
:=

   

ΦA(·,τ)+
  ·
τ
ΦA
 
·,σ(s)
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
υ1
 
(s)∆s
−
  ∞
·
ΦB
 
·,σ(s)
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
υ1
 
(s)∆s

   

.
(3.48)
Here, (ν1,υ1)i sam a p p i n gf r o mT+
τ to (;×) and in the following we investigate
this operator 	1
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Step 4. Claim: for every growth rate c ∈ +
rd(T,R), a+σ  c  b −σ,t h eo p e r a t o r	1
τ :
1
τ,c ×× →1
τ,c is well deﬁned and satisﬁes the estimate
   	1
τ
 
ν1,υ1;ξ,p
    +
τ,c ≤ K1+L
         
 
ν1
υ1
          
+
τ,c
for
 
ν1,υ1 
∈ 1
τ,c, ξ ∈, p ∈ . (3.49)
Thereto choose arbitrary functions (ν1,υ1) ∈ 1
τ,c and ξ ∈ , p ∈ . Now using (3.2),
(3.4), and [17, Lemma 1.3.29, page 65], it is
   	1
τ
 
ν1,υ1;ξ,p
 
(t)
   
(;×)ec(τ,t)
≤max
 
K1ec a(τ,t)+K1|F|1ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
         
 
ν1
υ1
 
(s)
         ∆s,
K2|G|1ec(τ,t)
  ∞
t
eb
 
t,σ(s)
 
         
 
ν1
υ1
 
(s)
         ∆s
 
by (3.48)
≤K1+ec(τ,t)max
 
K1|F|1
  t
τ
ea
 
t,σ(s)
 
ec(s,τ)∆s,
K2|G|1
  ∞
t
eb
 
t,σ(s)
 
ec(s,τ)∆s
          
 
ν1
υ1
          
+
τ,c
by (3.29)
≤K1+max
 
K1|F|1
 c−a 
,
K2|G|1
 b−c 
          
 
ν1
υ1
          
+
τ,c
≤K1+L
         
 
ν1
υ1
          
+
τ,c
for t ∈ T+
τ by (3.24),
(3.50)
and passing over to the least upper bound over t ∈ T+
τ implies our claim 	1
τ(ν1,υ1;ξ,p) ∈
1
τ,c,a sw e l la st h ee s t i m a t e( 3.49).
Step 5. Claim: for every growth rate c ∈ +
rd(T,R), a+σ  c  b−σ,t h eo p e r a t o r	1
τ(·;
ξ,p):1
τ,c → 1
τ,c is a uniform contraction in ξ ∈ , p ∈ ; moreover, the ﬁxed point
(ν1
τ,υ1
τ)(ξ,p) ∈ 1
τ,c does not depend on c ∈+
rd(T,R), a+σ c b−σ,a n ds a t i s ﬁ e s
         
 
ν1
τ
υ1
τ
 
(ξ,p)
         
+
τ,c
≤
K1
1−L
for ξ ∈ , p ∈. (3.51)
Let ξ ∈ and p ∈  be arbitrary. Completely analogous to the estimate (3.50), we get
   	1
τ
 
ν1,υ1;ξ,p
 
−	1
τ
 
¯ ν1, ¯ υ1;ξ,p
    +
τ,c
≤ L
         
 
ν1
υ1
 
−
 
¯ ν1
¯ υ1
          
+
τ,c
for
 
ν1,υ1 
,
 
¯ ν1, ¯ υ1 
∈1
τ,c by (3.24).
(3.52)
Taking (3.15) into account, consequently Banach’s ﬁxed point theorem guarantees the
unique existence of a ﬁxed point (ν1
τ,υ1
τ)(ξ,p) ∈ 1
τ,c of 	1
τ(·;ξ,p):1
τ,c → 1
τ,c. This158 m-smoothness of invariant ﬁber bundles
ﬁxed point is independent of the growth constant c ∈ +
rd(T,R), a+σ  c  b −σ,
because with Lemma 2.3(b) and (c) we have the inclusion 1
τ,a+σ ⊆ 1
τ,c and every map-
ping 	1
τ(·;ξ,p):1
τ,c → 1
τ,c has the same ﬁxed point as the restriction 	1
τ(·;ξ,p)|1
τ,a+σ.
Finally the ﬁxed point identity (3.47)a n d( 3.49) leads to the estimate (3.51).
Step 6. Claim: for every growth rate c ∈ +
rd(T,R), a+σ  c  b −σ,a n dp ∈ ,t h e
mapping (ντ,υτ)(·,p): →+
τ,c(×) is diﬀerentiable with derivative
D1
 
ντ
υτ
 
=
 
ν1
τ
υ1
τ
 
:× −→ 1
τ,c. (3.53)
Let ξ ∈  and p ∈  be arbitrary. In relation (3.53), as well as in the subsequent consid-
erations, we are using the isomorphism between the spaces 1
τ,c and (;+
τ,c(×))
from Lemma 2.3(c) and identify them. To show the claim above, we deﬁne the following
four quotients:
∆ν(s,h): =
ντ(s;ξ +h,p)−ντ(s;ξ,p)−ν1
τ(s;ξ,p)h
 h 
,
∆υ(s,h): =
υτ(s;ξ +h,p)−υτ(s;ξ,p)−υ1
τ(s;ξ,p)h
 h 
,
(3.54)
∆F
 
s,x,y,h1,h2
 
:=
F
 
s,x+h1,y+h2,p
 
−F(s,x,y,p)−D(2,3)F(s,x,y,p)
 
h1
h2
 
    
h1,h2
     ,
∆G
 
s,x,y,h1,h2
 
:=
G
 
s,x+h1,y+h2,p
 
−G(s,x,y,p)−D(2,3)G(s,x,y,p)
 
h1
h2
 
    
h1,h2
     ,
(3.55)
for times s ∈ T and x ∈ , h,h1 ∈  \{0}, y ∈ , h2 ∈ \{0}. Thereby obviously the
inclusion (∆ν,∆υ)(·,h) ∈ +
τ,c( ×) holds. To prove the diﬀerentiability we have to
show the limit relation
lim
h→0
 
∆ν
∆υ
 
(·,h) = 0i n +
τ,c(×). (3.56)
For this, consider a + σ  c,ag r o w t hr a t ed ∈ +
rd(T,R), a + σ  d  c,a n df r o m
Lemma 3.3,w eo b t a i n
1
 h 
         
 
ντ
υτ
 
(s;ξ +h,p)−
 
ντ
υτ
 
(s;ξ,p)
         
≤K1
 d−a 
 d−a −K1|F|1
ed(s,τ)f o r s ∈ T+
τ by (3.6).
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Moreover, using the ﬁxed point equations (3.46)f o rντ and (3.47)f o rν1
τ, it results (cf.
(3.14), (3.48)) that
   ∆ν(t,h)
    =
1
 h 
         
  t
τ
ΦA
 
t,σ(s)
 
×
 
F
 
s,
 
ντ,υτ
 
(s;ξ +h,p),p
 
−F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
−D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
τ
υ1
τ
 
(s;ξ,p)h
 
∆s
          for t ∈ T+
τ,
(3.58)
where subtraction and addition of the expression
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
  
ντ
υτ
 
(s;ξ +h,p)−
 
ντ
υτ
 
(s;ξ,p)
 
(3.59)
in the above brackets imply the estimate
   ∆ν(t,h)
    ≤
1
 h 
         
  t
τ
ΦA
 
t,σ(s)
 
 
F
 
s,
 
ντ,υτ
 
(s;ξ +h,p),p
 
−F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
−D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
×
  
ντ
υτ
 
(s;ξ +h,p)−
 
ντ
υτ
 
(s;ξ,p)
  
∆s
         
+
1
 h 
         
  t
τ
ΦA
 
t,σ(s)
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
·
  
ντ
υτ
 
(s;ξ +h,p)−
 
ντ
υτ
 
(s;ξ,p)−
 
ν1
τ
υ1
τ
 
(s;ξ,p)h
 
∆s
         
≤
  t
τ
   ΦA
 
t,σ(s)
       ∆F
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ+h,p)−
 
ντ,υτ
 
(s;ξ,p)
    
·
1
 h 
         
 
ντ
υτ
 
(s;ξ +h,p)−
 
ντ
υτ
 
(s;ξ,p)
         ∆s
+|F|1
  t
τ
   ΦA
 
t,σ(s)
    
         
 
∆ν
∆υ
 
(s,h)
         ∆s by (3.4)
≤K1
  t
τ
ea
 
t,σ(s)
    ∆F
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ +h,p)−
 
ντ,υτ
 
(s;ξ,p)
    
·
1
 h 
         
 
ντ
υτ
 
(s;ξ +h,p)−
 
ντ
υτ
 
(s;ξ,p)
         ∆s
+K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
∆ν
∆υ
 
(s,h)
         ∆s by (3.2)
(3.60)160 m-smoothness of invariant ﬁber bundles
for t ∈ T+
τ, and together with (3.57), we get
   ∆ν(t,h)
   
≤K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
∆ν
∆υ
 
(s,h)
         ∆s+
K2
1 d−a 
 d−a −K1|F|1
·
  t
τ
ea
 
t,σ(s)
 
ed(s,τ)
   ∆F
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ +h,p)−
 
ντ,υτ
 
(s;ξ,p)
    ∆s
(3.61)
for t ∈ T+
τ. Now we analogously derive a similar estimate for the norm of the second
component  ∆υ(t,h)  and obtain
   ∆υ(t,h)
   
≤K2|G|1
  ∞
t
eb
 
t,σ(s)
 
         
 
∆ν
∆υ
 
(s,h)
         ∆s+
K1K2 d−a 
 d−a −K1|F|1
·
  ∞
t
eb
 
t,σ(s)
 
ed(s,τ)
   ∆G
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ+h,p)−
 
ντ,υτ
 
(s;ξ,p)
    ∆s
(3.62)
for t ∈ T+
τ. Consequently, for the norm  (∆ν,∆υ)(t,h) , one gets the inequality
         
 
∆ν
∆υ
 
(t,h)
          = max
    ∆ν(t,h)
   ,
   ∆υ(t,h)
    
by (2.1)
≤max
 
α+β,γ+δ
 
for t ∈ T+
τ,
(3.63)
with
α:=
K2
1 d−a 
 d−a −K1|F|1
·
  t
τ
ea
 
t,σ(s)
 
ed(s,τ)
   ∆F
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ+h,p)−
 
ντ,υτ
 
(s;ξ,p)
    ∆s,
β := K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
∆ν
∆υ
 
(s,h)
         ∆s,
γ :=
K1K2 d−a 
 d−a −K1|F|1
·
  ∞
t
eb
 
t,σ(s)
 
ed(s,τ)
   ∆G
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ+h,p)−
 
ντ,υτ
 
(s;ξ,p)
    ∆s,
δ := K2|G|1
  ∞
t
eb
 
t,σ(s)
 
         
 
∆ν
∆υ
 
(s,h)
         ∆s.
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We are using relation (3.29) again, and obtain the estimate (cf. [17, Lemma 1.3.29, page
65])
         
 
∆ν
∆υ
 
(t,h)
         ec(τ,t) ≤ αec(τ,t)+γec(τ,t)+L
         
 
∆ν
∆υ
 
(h)
         
+
τ,c
for t ∈ T+
τ by (3.24).
(3.65)
By passing over to the least upper bound for t ∈ T+
τ,w eg e t( c f .( 3.15))
         
 
∆ν
∆υ
 
(h)
         
+
τ,c
≤
K1max
 
K1,K2
 
1−L
 d−a 
 d−a −K1|F|1
sup
τ t
V(t,h) (3.66)
with
V(t,h): = ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
ed(s,τ)
   ∆F
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ +h,p)
−
 
ντ,υτ
 
(s;ξ,p)
    ∆s
+ec(τ,t)
  ∞
t
eb
 
σ(s)
 
ed(s,τ)
   ∆G
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
 
(s;ξ +h,p)
−
 
ντ,υτ
 
(s;ξ,p)
    ∆s
(3.67)
for t ∈ T+
τ. Thus, to prove the above claim in Step 6, we only have to show the limit
relation
lim
h→0
sup
τ t
V(t,h) =0, (3.68)
which will be done indirectly. Suppose (3.68) is not true. Then there exist an  > 0a n d
as e q u e n c e( hi)i∈N in  with limi→∞hi = 0 such that supτ tV(t,hi) >  for i ∈ N. This
implies the existence of a further sequence (ti)i∈N in T+
τ with
V
 
ti,hi
 
>  for i ∈ N. (3.69)
Using the estimates  ∆F(s,x,y,h1,h2) ≤2|F|1 and  ∆G(s,x,y,h1,h2) ≤2|G|1, which
result from (3.4) in connection with [14, Corollary 4.3, page 342], it follows by known
arguments that
V(t,h)
≤2|F|1ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
ed(s,τ)∆s+2|G|1ec(τ,t)
  ∞
t
eb
 
t,σ(s)
 
ed(s,τ)∆s by (3.67)
≤
 
2|F|1
 d−a 
+
2|G|1
 b−d 
 
ed c(t,τ)f o r t ∈ T+
τ,
(3.70)162 m-smoothness of invariant ﬁber bundles
and the right-hand side of this estimate converges to 0 for t →∞ , that is, we have
limt→∞V(t,h) = 0u n i f o r m l yi nh ∈ . Because of (3.69), the sequence (ti)i∈N has to be
bounded in T+
τ, that is, there exists a time T ∈ (τ,∞)T with ti   T for any i ∈ N.N o ww e
obtain
V
 
ti,hi
 
≤
  T
τ
ec
 
τ,σ(s)
 
ed(s,τ)
   ∆F
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
  
s;ξ+hi,p
 
−(ντ,υτ)(s;ξ,p)
    ∆s
+
  ∞
τ
ec
 
τ,σ(s)
 
eb c
 
T,σ(s)
 
ed(s,τ)
·
   ∆G
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
  
s;ξ+hi,p
 
−
 
ντ,υτ
 
(s;ξ,p)
    ∆s for i ∈ N,
(3.71)
by (3.67) and because of Step 1,w eh a v e
lim
i→∞
 
ντ
υτ
 
 
s;ξ +hi,p
 
=
 
ντ
υτ
 
(s;ξ,p)f o r s ∈ T+
τ, ξ ∈, p ∈, (3.72)
as well as, using the partial diﬀerentiability of F and G,
lim
(h1,h2)→(0,0)
         
 
∆F
∆G
 
 
s,x,y,h1,h2
 
          =0f o r x ∈, y ∈, (3.73)
which leads to the limit relation
lim
i→∞
         
 
∆F
∆G
 
 
s,
 
ντ,υτ
 
(s;ξ,p),
 
ντ,υτ
  
s;ξ +hi,p
 
−
 
ντ,υτ
 
(s;ξ,p)
 
          =0f o r s ∈ T+
τ.
(3.74)
Therefore the ﬁnite integral in (3.71)t e n d st o0f o ri →∞ . Using Lebesgue’s theorem,
also the indeﬁnite integral in (3.71) converges to 0 for i →∞ , and we ﬁnally have
limi→∞V(ti,hi) = 0, which contradicts (3.69). Hence the claim in Step 6 is true, where
(3.53) follows by the uniqueness of Fr´ echet derivatives.
Step 7. Claim: for every growth rate c ∈ +
rd(T,R), a + σ  c  b − σ, the mapping
D1(ντ,υτ):× →1
τ,c is continuous.
W i t hav i e wt o( 3.53), it is suﬃcient to show the continuity of the mapping (ν1
τ,υ1
τ):
× → 1
τ,c. To do this, we ﬁx any ξ0 ∈ , p0 ∈  and choose ξ ∈ , p ∈  arbitrarily.
Using the ﬁxed point equation (3.47)f o r( ν1
τ,υ1
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ν1
τ
υ1
τ
 
(t;ξ,p)−
 
ν1
τ
υ1
τ
 
 
t;ξ0,p0
 
         
≤max
 
K1
  t
τ
ea
 
t,σ(s)
 
×
         D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
τ
υ1
τ
 
(s;ξ,p)
−D(2,3)F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
 
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
         ∆s by (3.2),
K2
  ∞
t
eb
 
t,σ(s)
 
×
         D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
τ
υ1
τ
 
(s;ξ,p)
−D(2,3)G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
 
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
         ∆s
 
for t ∈ T+
τ,
(3.75)
where subtraction and addition of the expressions
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
,
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
,
(3.76)
respectively, in the corresponding norms and the use of (3.4)l e a dt o
         
 
ν1
τ
υ1
τ
 
(t;ξ,p)−
 
ν1
τ
υ1
τ
 
 
t;ξ0,p0
 
          ≤ max{α+β,γ+δ} for t ∈ T+
τ, (3.77)
with the abbreviations
α:= K1
  t
τ
ea
 
t,σ(s)
     ˆ F(s,ξ,p)
   
         
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
         ∆s,
β := K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
ν1
τ
υ1
τ
 
(s;ξ,p)−
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
         ∆s,
γ := K2
  ∞
t
eb
 
t,σ(s)
     ˆ G(s,ξ,p)
   
         
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
         ∆s,
δ := K2|G|1
  ∞
t
eb
 
t,σ(s)
 
         
 
ν1
τ
υ1
τ
 
(s;ξ,p)−
 
ν1
τ
υ1
τ
 
 
s;ξ0,p0
 
         ∆s,
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ˆ F(s,ξ,p): = D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
−D(2,3)F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
 
,
ˆ G(s,ξ,p): = D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
−D(2,3)G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
 
.
(3.79)
With the aid of relation (3.29), one obtains
         
 
ν1
τ
υ1
τ
 
(t;ξ,p)−
 
ν1
τ
υ1
τ
 
 
t;ξ0,p0
 
         ec(τ,t)
≤αec(τ,t)+γec(τ,t)+L
         
 
ν1
τ
υ1
τ
 
(ξ,p)−
 
ν1
τ
υ1
τ
 
 
ξ0,p0
 
         
+
τ,c
for t ∈ T+
τ by (3.24).
(3.80)
We deﬁne c1 := a+σ to get (ν1
τ,υ1
τ)(ξ0,p0) ∈ 1
τ,c1. In the integrals α and γ,w ec a ne s t i -
mate the mapping (ν1
τ,υ1
τ)(ξ0,p0) using its c+
1-norm, which yields
α ≤K1
         
 
ν1
τ
υ1
τ
 
 
ξ0,p0
 
         
+
τ,c1
  t
τ
ea
 
t,σ(s)
 
ec1(s,τ)
    ˆ F(s,ξ,p)
   ∆s for t ∈ T+
τ,
γ ≤K2
         
 
ν1
τ
υ1
τ
 
 
ξ0,p0
 
         
+
τ,c1
  ∞
t
eb
 
t,σ(s)
 
ec1(s,τ)
    ˆ G(s,ξ,p)
   ∆s for t ∈ T+
τ.
(3.81)
Now we substitute these expressions into (3.80) and pass over to the supremum over
t ∈ T+
τ to derive
         
 
ν1
τ
υ1
τ
 
(ξ,p)−
 
ν1
τ
υ1
τ
 
 
ξ0,p0
 
         
+
τ,c
≤
max
 
K1,K2
 
1−L
         
 
ν1
τ
υ1
τ
 
 
ξ0,p0
 
         
+
τ,c1
sup
τ t
W(t,ξ,p)
(3.82)
by (3.24)w i t h
W(t,ξ,p): =
  t
τ
ea
 
t,σ(s)
 
ec1(s,τ)
    ˆ F(s,ξ,p)
   ∆s
+
  ∞
t
eb
 
t,σ(s)
 
ec1(s,τ)
    ˆ G(s,ξ,p)
   ∆s.
(3.83)
Therefore it is suﬃcient to prove the limit relation
lim
(ξ,p)→(ξ0,p0)
sup
τ t
W(t,ξ,p) = 0 (3.84)
toshowtheclaiminStep 7.Weproceedindirectlyandassume(3.84)doesnothold.Then
there exist an  >0a n das e q u e n c e( ( ξi,pi))i∈N in × withlimi→∞(ξi,pi) =(ξ0,p0)a n d
sup
τ t
W
 
t,ξi,pi
 
>  for i ∈ N, (3.85)
which moreover leads to the existence of a sequence (ti)i∈N in T+
τ such that
W
 
ti,ξi,pi
 
>  for i ∈ N. (3.86)C. P¨ otzsche and S. Siegmund 165
Apart from this, we get (cf. (3.4), (3.79))
W(t,ξ,p) ≤ 2|F|1
  t
τ
ea
 
t,σ(s)
 
ec1(s,τ)∆s+2|G|1
  ∞
t
eb
 
t,σ(s)
 
ec1(s,τ)∆s by (3.83)
≤
 
2|F|1  
c1 −a
  +
2|G|1  
b−c1
 
 
ec1 c(t,τ)
(3.87)
for t ∈ T+
τ, and since c1 c, the right-hand side of this estimate converges to 0 for t →∞,
which yields limt→∞W(t,ξ,p) = 0u n i f o r m l yi n( ξ,p) ∈  ×. Because of (3.86), the
sequence (ti)i∈N in T+
τ has to be bounded above, that is, there exists a time T ∈ (τ,∞)T
with ti   T for all i ∈ N, and this is used to obtain
W
 
ti,ξi,pi
 
≤
  T
τ
ec
 
τ,σ(s)
 
ec1(s,τ)
    ˆ F(s,ξ,p)
   ∆s
+
  ∞
τ
ec
 
τ,σ(s)
 
eb c
 
T,σ(s)
 
ec1(s,τ)
    ˆ G(s,ξ,p)
   ∆s for i ∈ N.
(3.88)
The continuity of (ντ,υτ)(s,·)f r o mStep 1 gives us the relation
lim
i→∞
 
ντ
υτ
 
 
s;ξi,pi
 
=
 
ντ
υτ
 
 
s;ξ0,p0
 
for s ∈ T+
τ, (3.89)
and thereforethe ﬁniteintegral in (3.88)t e n d st o0f o ri →∞by (3.79) andthe continuity
ofD(2,3)F.BythecontinuityofD(2,3)G,theindeﬁniteintegralin(3.88)d oesthesame,and
we can apply Lebesgue’s theorem, which ﬁnally implies limi→∞W(ti,ξi,pi) =0. Of course
this contradicts (3.86), and consequently we have shown the above claim in Step 7.
Step 8. We have the identity s(τ,ξ,p) = υτ(ξ,p)(τ)f o rτ ∈ T, ξ ∈ , p ∈ ,a n db yw e l l -
known properties of the evaluation map (see [18, Lemma 3.4]), it follows that the map-
ping s(τ,·):× → , τ ∈ T,i sc o n t i n u o u s l yd i ﬀerentiable with respect to its variable
in . We do not show that D2s : T × × →  is continuous here. This can be seen
by carrying over arguments developed for ordinary diﬀerential equations in [24,p a g e s
160–163] to dynamic equations (cf. [17, Lemma 3.1.3(a), page 130]). Thereto one has
to assume that the parameter space  is locally compact. Finally, the existence and rd-
continuity of ∆1s : T×× →  result from [17, Lemma 3.1.3(b), page 130] together
with the continuity of D2s.
(b) Since part (b) of the theorem can be proved along the same lines of part (a), we
present only a rough sketch of the proof. Analogously to Lemma 3.4, for initial values
η ∈  and parameters p ∈ ,t h ec−-quasibounded solutions of system (3.1)m a yb e
characterized as the ﬁxed points of a mapping ¯ 	τ :−
τ,c(×)×× →−
τ,c(×),
¯ 	τ(ν,υ;η,p): =

  

  ·
−∞
ΦA
 
·,σ(s)
 
F
 
s,(ν,υ)(s),p
 
∆s
ΦB(·,τ)η+
  t
τ
ΦB
 
·,σ(s)
 
G
 
s,(ν,υ)(s),p
 
∆s

  
. (3.90)166 m-smoothness of invariant ﬁber bundles
Now, ¯ 	τ can be treated just as 	τ in (a). In order to prove the counterpart of Lemma 3.3,
the two results [19, Theorems 2(a) and 4(b)] have to be replaced by [19, Theorems 4(a)
and 2(b)]. It follows from assumption (3.5)t h a ta l s o ¯ 	τ is a contraction on −
τ,c(×)
and if (ντ,υτ)(η,p) ∈ −
τ,c(×) denotes its unique ﬁxed point, we deﬁne the function
r : T×× →byr(τ,η,p): =(ντ(η,p))(τ).Theclaimedpropertiesofr canbeproved
along the lines of part (a).
(c) The proof of part (c) has been carried out in [19, Theorem 4.9(c)] and we have
established the proof of Theorem 3.5 completely. 
4. Higher-ordersmoothness of invariantﬁber bundles
In [18] we proved a higher-order smoothness result for the ﬁber bundle S or R in only a
nearlyhyperbolicsituation,thatis,if thegrowth rates a, b andtherealσ from Hypothesis
3.1 satisfy a+σ  0o r0 b −σ, respectively. Now we weaken this assumption and re-
place it by the so-called gap condition. This, however, needs some technical preparations.
Lemma 4.1. Assume m ∈ N and that a,b ∈+
rd(T,R) are growth rates.
(a) Under the gap condition m a b, the mapping ρm
s [a,b]:T → R,
ρm
s [a,b](t): = lim
h µ∗(t)
1+ha(t)
h
 
m
      1+ha(t)+1+hb(t)
1+ha(t)+
 
1+ha(t)
 m −1
 
, (4.1)
satisﬁes  ρm
s [a,b]  >0.
(b) Under the gap condition a m b, the mapping ρm
r [a,b]:T → R,
ρm
r [a,b](t): = lim
h µ∗(t)
1+hb(t)
h
 
1−
m
      1+ha(t)+1+hb(t)
1+hb(t)+
 
1+hb(t)
 m
 
, (4.2)
satisﬁes  ρm
r [a,b]  >0.
Proof. We establish only (a) since statement (b) follows analogously. In the proof, one
has to distinguish the cases µ∗(t) = 0, where l’Hospital’s rule yields
lim
h 0
1+ha(t)
h
 
m
      1+ha(t)+1+hb(t)
1+ha(t)+
 
1+ha(t)
 m −1
 
=
b(t)−ma(t)
2m
, (4.3)
andµ∗(t)>0,wheretheassertionfollowsbyeasyestimatesfromthecondition m a b
since a,b are growth rates and since µ∗ is bounded above. 
This leads to the main result of this paper.C. P¨ otzsche and S. Siegmund 167
Theorem 4.2 (m-smoothness). Assume Hypothesis 3.1. Then the assertions of Theorem
3.5 hold and moreover the mappings s and r satisfy the following statements.
(a) Under the gap condition
ms  a b (4.4)
for ms ∈{ 1,...,m} and if σmax = min{ b−a /2, ρm
s [a,b] }, the mapping s(τ,·):
 × → , τ ∈ T,i sms-times continuously diﬀerentiable in the argument ξ ∈ 
with globally bounded derivatives
   Dn
2s(τ,ξ,p)
   
n(;) ≤Cn for n ∈
 
1,...,ms
 
,( τ,ξ,p) ∈ T××, (4.5)
where in particular C1 := σK1/(σ −max{K1|F|1,K2|G|1}).
(b) In case T is unbounded below, under the gap condition
a mr  b (4.6)
for mr ∈{ 1,...,m} and if σmax = min{ b−a /2, ρm
s [a,b] }, the mapping r(τ,·):
× → , τ ∈ T,i smr-times continuously diﬀerentiable in the argument η ∈ 
with globally bounded derivatives
   Dn
2r(τ,η,p)
   
n(;) ≤Cn for n ∈
 
1,...,mr
 
,( τ,η,p) ∈ T××, (4.7)
where in particular C1 := σK2/(σ −max{K1|F|1,K2|G|1}).
(c) The global bounds C2,...,Cm ≥ 0 can be determined recursively using the formula
Cn:=
max
 
K1
 n
j=2|F|j
 
(N1,...,Nj)∈P<
j (n)
 j
i=1C#Ni,K2
 n
j=2|G|j
 
(N1,...,Nj)∈P<
j (n)
 j
i=1C#Ni
 
σ −max
 
K1,K2
 
max
 
|F|1,|G|1
 
(4.8)
for n ∈{2,...,m}.
Remark 4.3. In the case of constant growth rates and homogeneous measure chains, that
is, for ordinary diﬀerential equations and ordinary diﬀerence equations, the above gap
condition (4.4) is sharp, that is, for example, the invariant ﬁber bundle S from Theorem
3.5(a) is only of class ms in general, even if the nonlinearities F and G are ∞-functions.
This is demonstrated in [20, Example 5.2] for diﬀerence equations.
Proof. (a) Since the proof is quite involved, we subdivide it into six steps and use the
conventions and notation from the proof of Theorem 3.5 for brevity. We choose τ ∈ T.168 m-smoothness of invariant ﬁber bundles
StepI. Letc ∈ +
rd(T,R),a+σ c b−σ,andletξ ∈ , p ∈bearbitrary.Byformal
diﬀerentiation of the ﬁxed point equation (3.46) with respect to ξ ∈ , using the higher-
order chain rule from Theorem 2.1, we obtain another ﬁxed point equation
 
νl
τ
υl
τ
 
(ξ,p) = 	l
τ
  
νl
τ,υl
τ
 
(ξ,p);ξ,p
 
(4.9)
for the formal partial derivative (νl
τ,υl
τ)o f( ντ,υτ): × → +
τ,c( ×)o fo r d e rl ∈
{2,...,ms}, where the right-hand side of (4.9)i sg i v e nb y
	l
τ
 
νl,υl;ξ,p
 
:=

    

  ·
τ
ΦA
 
·,σ(s)
 
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
νl
υl
 
(s)+Rl
1(s,ξ,p)
 
∆s
−
  ∞
·
ΦB
 
·,σ(s)
 
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
νl
υl
 
(s)+Rl
2(s,ξ,p)
 
∆s

    

.
(4.10)
Here, (νl,υl)i sam a p p i n gf r o mT+
τ to l(;×). The remainder Rl = (Rl
1,Rl
2)h a st h e
following two representations:
(1) as a partially unfolded derivative tree,
Rl(s,ξ,p) =
l−1  
j=1
 
l−1
j
 
∂j
∂ξ j
 
D(2,3)(F,G)
 
s,
 
ντ,υτ
 
(s;ξ,p),p
  

ν
l−j
τ
υ
l−j
τ

(s;ξ,p)b y ( 2.3),
(4.11)
which is appropriate for the induction in the subsequent step (Step IV),
(2) as a totally unfolded derivative tree,
Rl(s,ξ,p) =
l  
j=2
 
(N1,...,Nj)∈P<
j (l)
D
j
(2,3)(F,G)
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
×
 
ν#N1
τ
υ#N1
τ
 
(s;ξ,p)···

ν
#Nj
τ
υ
#Nj
τ

(s;ξ,p)b y ( 2.4),
(4.12)
which enables us to obtain explicit global bounds for the higher-order derivatives in
Step II. For our forthcoming considerations, it is crucial that Rl does not depend on
(νl
τ,υl
τ). In the following steps, we will solve the ﬁxed point equation (4.9)f o rt h eo p -
erator 	l
τ. As a preparation, we introduce for every l ∈{ 1,...,ms} the abbreviations
cl := max{a+σ,l (a+σ)};i ti s
cl(t) =



a(t)+σ,i f a(t)+σ ≤0,
 
l (a+σ)
 
(t), if 0 ≤a(t)+σ,
for t ∈ T. (4.13)
Then c1,...,cms are growth rates because of the gap condition (4.8) and with our choice
of σmax, it is easy to see that one has the inequality a+σ  c1,...,cms  b −σ, which inC. P¨ otzsche and S. Siegmund 169
case a(t)+σ ≤ 0f o l l o w sf r o mσ< b−a /2 and otherwise essentially results from ms  
(a+σ) b−σ, which in turn is implied by
 
1+h
 
a(t)+σ
 m 
+1+h
 
a(t)+σ
 
=
 
1+ha(t)
 m
 
1+
hσ
1+ha(t)
 m
+
 
1+ha(t)
 
 
1+
hσ
1+ha(t)
 
≤
  
1+ha(t)
 m+1+ha(t)
  
1+
hσ
1+hσ
 m
<1+ha(t)+1+hb(t)f o r t ∈ T,
(4.14)
if σ< ρm
s [a,b]  (cf. Lemma 4.1). Now we formulate for ¯ m ∈{ 1,...,ms} the induction
hypotheses.
A( ¯ m)F o ra n yl ∈{1,..., ¯ m}andgrowthratesc ∈ +
rd(T,R),cl   c ≺b−σ,theoperator
	l
τ :l
τ,c ×× →l
τ,c satisﬁes the following:
(a) it is well deﬁned,
(b) 	l
τ(·;ξ,p) is a uniform contraction in ξ ∈ , p ∈,
(c) the unique ﬁxed point (νl
τ,υl
τ)(·;ξ,p) = (νl
τ,υl
τ)(ξ,p)o f	l
τ(·;ξ,p)i sg l o b a l l y
bounded in the c+
l -norm
         
 
νl
τ
υl
τ
 
(s;ξ,p)
          ≤ Clecl(s,τ)f o r s ∈ T+
τ, ξ ∈ , p ∈, (4.15)
with the constants Cl ≥ 0g i v e ni n( 4.8),
(d) if cl  c,t h e n( νl−1
τ ,υl−1
τ ):× → l
τ,c is continuously partially diﬀerentiable
with respect to ξ ∈ with derivative
D1
 
νl−1
τ
υl−1
τ
 
=
 
νl
τ
υl
τ
 
:× →l
τ,c. (4.16)
For ¯ m = 1, the proof of Theorem 3.5 implies the induction hypothesis A(1) with
C1 = K1/(1−L)( c f .( 3.51)). Now we are assuming that A( ¯ m−1) holds true for an ¯ m ∈
{2,...,ms} and we are going to prove A( ¯ m) in the following ﬁve steps.
Step II. Claim: for every growth rate c ∈ +
rd(T,R), c ¯ m  c  b −σ,t h eo p e r a t o r	 ¯ m
τ :
 ¯ m
τ,c ×× → ¯ m
τ,c is well deﬁned and satisﬁes the estimate
   	 ¯ m
τ
 
ν ¯ m,υ ¯ m;ξ,p
    +
τ,c
≤L
         
 
ν ¯ m
υ ¯ m
          
+
τ,c
+max

 
 
K1
σ
¯ m  
j=2
|F|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Ni,
K2
σ
¯ m  
j=2
|G|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Ni

 
 
for
 
ν ¯ m,υ ¯ m 
∈  ¯ m
τ,c, ξ ∈, p ∈ ,
(4.17)
that is, A( ¯ m)(a) holds.170 m-smoothness of invariant ﬁber bundles
Let l ∈{ 2,..., ¯ m}, ξ ∈ , p ∈  be arbitrary and choose c ∈ +
rd(T,R), cl  c  b−
σ. Using the estimate c#N1 ⊕···⊕c#Nj  cl for any ordered partition (N1,...,Nj) ∈ P<
j (l)
of length j ∈{2,...,l},f r o m( 3.2), (3.4), and A( ¯ m−1)(c), we obtain the inequality
                 

  

  t
τ
ΦA
 
t,σ(s)
 
Rl
1(s,ξ,p)∆s
−
  ∞
t
ΦB
 
t,σ(s)
 
Rl
2(s,ξ,p)∆s

  

                 
≤ max
 
K1
  t
τ
ea
 
t,σ(s)
  l  
j=2
|F|j
 
(N1,...,Nj)∈P<
j (l)
j  
i=1
C#Niec#Ni(s,τ)∆s,
K2
  ∞
t
eb
 
t,σ(s)
  l  
j=2
|G|j
 
(N1,...,Nj)∈P<
j (l)
j  
i=1
C#Niec#Ni(s,τ)∆s
 
by (4.12)
≤ max
 
K1
  t
τ
ea
 
t,σ(s)
 
ecl(s,τ)
l  
j=2
|F|j
 
(N1,...,Nj)∈P<
j (l)
j  
i=1
C#Ni∆s,
K2
  ∞
t
eb
 
t,σ(s)
 
ecl(s,τ)
l  
j=2
|G|j
 
(N1,...,Nj)∈P<
j (l)
j  
i=1
C#Ni∆s
 
≤ max
 
K1
 cl −a 
l  
j=2
|F|j
 
(N1,...,Nj)∈P<
j (l)
j  
i=1
C#Ni,
K2
 b−cl 
×
l  
j=2
|G|j
 
(N1,...,Nj)∈P<
j (l)
j  
i=1
C#Ni
 
ec(t,τ)
(4.18)
for t ∈ T+
τ by [8, Theorem 7.4(i)]. Now, let c ∈ +
rd(T,R), c ¯ m  c  b−σ,b ea r b i t r a r y
but ﬁxed, and (ν ¯ m,υ ¯ m) ∈  ¯ m
τ,c. With the aid of the above estimate (4.18), we obtain
   	 ¯ m
τ
 
ν ¯ m,υ ¯ m;ξ,p
 
(t)
   
≤max
 
K1|F|1
  t
τ
ea
 
t,σ(s)
 
ec(s,τ)∆s
         
 
ν ¯ m
υ ¯ m
          
+
τ,c
+
K1  
c ¯ m −a
 
¯ m  
j=2
|F|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Niec(t,τ),
K2|G|1
  ∞
t
eb
 
t,σ(s)
 
ec(s,τ)∆s
         
 
ν ¯ m
υ ¯ m
          
+
τ,c
+
K2  
b−c ¯ m
 
¯ m  
j=2
|G|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Niec(t,τ)
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≤max
 
K1|F|1
 c−a 
         
 
ν ¯ m
υ ¯ m
          
+
τ,c
+
K1  
c ¯ m−a
 
¯ m  
j=2
|F|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Ni,
K2|G|1
 b−c 
         
 
ν ¯ m
υ ¯ m
          
+
τ,c
+
K2  
b−c ¯ m
 
¯ m  
j=2
|G|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Ni
 
ec(t,τ)
≤L
         
 
ν ¯ m
υ ¯ m
          
+
τ,c
+max
 
K1  
c ¯ m −a
 
¯ m  
j=2
|F|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Ni,
K2  
b−c ¯ m
 
¯ m  
j=2
|G|j
 
(N1,...,Nj)∈P<
j ( ¯ m)
j  
i=1
C#Ni
 
ec(t,τ)f o r t ∈ T+
τ by (3.24),
(4.19)
and after multiplying this by ec(τ,t), passing over to the least upper bound over t ∈ T+
τ
implies our claim 	 ¯ m
τ (ν ¯ m,υ ¯ m;ξ,p) ∈  ¯ m
τ,c. In particular, the estimate (4.17) is a conse-
quence of (4.19) and the choice of a+σ c ¯ m b−σ.
Step III. Claim: for every growth rate c ∈ +
rd(T,R), c ¯ m  c  b − σ,t h eo p e r a t o r
	 ¯ m
τ (·;ξ,p): ¯ m
τ,c → ¯ m
τ,c is a uniform contraction inξ ∈, p ∈; moreover,the ﬁxed point
(ν ¯ m
τ ,υ ¯ m
τ )(ξ,p) ∈ ¯ m
τ,c does not depend on c ∈ +
rd(T,R), c ¯ m c b−σ,a n ds a t i s ﬁ e s
         
 
ν ¯ m
τ
υ ¯ m
τ
 
(ξ,p)
         
+
τ,c
≤ C ¯ m for ξ ∈ , p ∈ , (4.20)
that is, A( ¯ m)(b) and (c) hold.
Choose c ∈+
rd(T,R), c ¯ m c b−σ,a r b i t r a r i l yb u tﬁ x e d ,a n dl e t( ν ¯ m,υ ¯ m),(¯ ν ¯ m, ¯ υ ¯ m)
∈  ¯ m
τ,c, ξ ∈ , p ∈ . Keeping in mind that the remainder R ¯ m does not depend on
(ν ¯ m,υ ¯ m)o r(¯ ν ¯ m, ¯ υ ¯ m), respectively, from (3.2)a n d( 3.4), we obtain the Lipschitz estimate
   	 ¯ m
τ
 
ν ¯ m,υ ¯ m;ξ,p
 
(t)−	 ¯ m
τ
 
¯ ν ¯ m, ¯ υ ¯ m;ξ,p
 
(t)
   ec(τ,t)
≤ max
 
K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
ν ¯ m
υ ¯ m
 
(s)−
 
¯ ν ¯ m
¯ υ ¯ m
 
(s)
         ∆s,
K2|G|1
  ∞
t
eb
 
t,σ(s)
 
         
 
ν ¯ m
υ ¯ m
 
(s)−
 
¯ ν ¯ m
¯ υ ¯ m
 
(s)
         ∆s
 
ec(τ,t)b y ( 4.10)
≤ max
 
K1|F|1
  t
τ
ea
 
t,σ(s)
 
ec(s,τ)∆s,K2|G|1
  ∞
t
eb
 
t,σ(s)
 
ec(s,τ)∆s
 
·ec(τ,t)
         
 
ν ¯ m
υ ¯ m
 
−
 
¯ ν ¯ m
¯ υ ¯ m
          
+
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≤ max
 
K1|F|1
 c−a 
,
K2|G|1
 b−c 
          
 
ν ¯ m
υ ¯ m
 
−
 
¯ ν ¯ m
¯ υ ¯ m
          
+
τ,c
≤ L
         
 
ν ¯ m
υ ¯ m
 
−
 
¯ ν ¯ m
¯ υ ¯ m
          
+
τ,c
for t ∈ T+
τ by (3.24),
(4.21)
and passing over to the least upper bound over t ∈ T+
τ together with (3.15) implies our
claim. Therefore Banach’s ﬁxed point theorem guarantees the unique existence of a ﬁxed
point (ν ¯ m
τ ,υ ¯ m
τ )(ξ,p) ∈  ¯ m
τ,c of the mapping 	 ¯ m
τ (·;ξ,p): ¯ m
τ,c →  ¯ m
τ,c. It can be seen along
the same lines as in Step 5 in the proof of Theorem 3.5 that (ν ¯ m
τ ,υ ¯ m
τ )(ξ,p) does not de-
pend on c ∈+
rd(T,R), c ¯ m c b−σ. The ﬁxed point identity (4.9)f o r( ν ¯ m
τ ,υ ¯ m
τ )(ξ,p),
together with (4.17)a n d( 3.15), ﬁnally implies (4.20).
Step IV. Claim: for every growth rate c ∈ +
rd(T,R), c ¯ m  c  b −σ, and p ∈ , the
mapping (ν ¯ m−1
τ ,υ ¯ m−1
τ )(·,p): → ¯ m
τ,c is diﬀerentiable with derivative
D1
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
=
 
ν ¯ m
τ
υ ¯ m
τ
 
:× −→  ¯ m
τ,c. (4.22)
Letc∈+
rd(T,R),c ¯ m c b−σ,andp ∈beﬁxed.First,weshowthat(ν ¯ m−1
τ ,υ ¯ m−1
τ )(·,
p)i sd i ﬀerentiable and then we prove that the derivative is given by (ν ¯ m
τ ,υ ¯ m
τ )(·,p): →
(; ¯ m−1
τ,c ) ∼ =  ¯ m
τ,c (cf. Lemma 2.3(c)). Thereto choose ξ ∈  arbitrarily, but ﬁxed.
From now on, for the rest of the proof of Step IV, we suppress the p-dependence of
the mappings under consideration; nevertheless p ∈  is arbitrary. Using the ﬁxed point
equation (4.9)f o r( ν ¯ m−1
τ ,υ ¯ m−1
τ ), we get for h ∈ the identity


ν ¯ m−1
τ
υ ¯ m−1
τ

(t;ξ +h)−


ν ¯ m−1
τ
υ ¯ m−1
τ

(t;ξ)
=

      

  t
τ
ΦA
 
t,σ(s)
 
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ+h)
 


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ+h)+R ¯ m−1
1 (s,ξ+h)
 
∆s
−
  ∞
t
ΦB
 
t,σ(s)
 
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ+h)
 


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ+h)+R ¯ m−1
2 (s,ξ+h)
 
∆s

      

−

      

  t
τ
ΦA
 
t,σ(s)
 
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ)+R ¯ m−1
1 (s,ξ)
 
∆s
−
  ∞
t
ΦB
 
t,σ(s)
 
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ)
 


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ)+R ¯ m−1
2 (s,ξ)
 
∆s

      

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by (4.10)f o rt ∈ T+
τ. This leads to


ν ¯ m−1
τ
υ ¯ m−1
τ

(t;ξ +h)−


ν ¯ m−1
τ
υ ¯ m−1
τ

(t;ξ)
−

     

  t
τ
ΦA
 
t,σ(s)
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
 

ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ+h)−


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ)
 
∆s
−
  ∞
t
ΦB
 
t,σ(s)
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ+h)
 
 

ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ+h)−


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ)
 
∆s

     

=

             

  t
τ
ΦA
 
t,σ(s)
  
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
−D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
  


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ +h)∆s
−
  ∞
t
ΦB
 
t,σ(s)
  
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
−D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ)
  


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ +h)∆s

             

+

  

  t
τ
ΦA
 
t,σ(s)
  
R ¯ m−1
1 (s,ξ +h)−R ¯ m−1
1 (s,ξ)
 
∆s
−
  ∞
t
ΦB
 
t,σ(s)
  
R ¯ m−1
2 (s,ξ +h)−R ¯ m−1
2 (s,ξ)
 
∆s

  
 for t ∈ T+
τ.
(4.24)
With functions (ν ¯ m−1,υ ¯ m−1) ∈ ¯ m−1
τ,c and h ∈ , we deﬁne the operators

 ∈ 
 
 ¯ m−1
τ,c
 
,  ∈
 
; ¯ m−1
τ,c
 
, : −→  ¯ m−1
τ,c (4.25)
as follows:


 
ν ¯ m−1
υ ¯ m−1
 
:=

   

  ·
τ
ΦA
 
·,σ(s)
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
 
ν ¯ m−1
υ ¯ m−1
 
(s)∆s
−
  ∞
·
ΦB
 
·,σ(s)
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ)
 
 
ν ¯ m−1
υ ¯ m−1
 
(s)∆s

   

,
h:=

  

  ·
τ
ΦA
 
·,σ(s)
 
R ¯ m
1 (s,ξ)∆sh
−
  ∞
·
ΦB
 
·,σ(s)
 
R ¯ m
2 (s,ξ)∆sh

  
,
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(h): =

              

  ·
τ
ΦA
 
·,σ(s)
 
 
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
−D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
  
·
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ+h)+R ¯ m−1
1 (s,ξ+h)−R ¯ m−1
1 (s,ξ)−R ¯ m
1 (s,ξ)h
 
∆s
−
  ∞
·
ΦB
 
·,σ(s)
 
 
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
−D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ)
  
·
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)+R ¯ m−1
2 (s,ξ+h)−R ¯ m−1
2 (s,ξ)−R ¯ m
2 (s,ξ)h
 
∆s

              

.
(4.27)
In the subsequent lines we will show that 
, ,a n d are well deﬁned. Using (3.2)a n d
(3.4), it is easy to see that 
 : ¯ m−1
τ,c → ¯ m−1
τ,c is linear and satisﬁes the estimate
         

 
ν ¯ m−1
υ ¯ m−1
          
+
τ,c
≤max
 
K1|F|1
 c−a 
,
K2|G|1
 b−c 
          
 
ν ¯ m−1
υ ¯ m−1
          
+
τ,c
≤L
         
 
ν ¯ m−1
υ ¯ m−1
          
+
τ,c
by (3.24)
(4.28)
which in turn gives us
 
 ( ¯ m−1
τ,c ) <1b y ( 3.15). (4.29)
Keeping in mind that h = 	 ¯ m
τ (0;ξ,p)h (cf. (4.10)), Step II yields the inclusion h ∈
 ¯ m−1
τ,c , while  is obviously linear and continuous, hence  ∈ (; ¯ m−1
τ,c ). Arguments
similar to those in Step II, together with (4.18), lead to (h) ∈  ¯ m−1
τ,c for any h ∈ .B e -
cause of (4.24), we obtain
  
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ)
 
−

  
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ)
 
= h+(h)f o r h ∈.
(4.30)
Using the Neumann series (cf., e.g., [14, Theorem 2.1, page 74]) and the estimate (4.29),
the linear mapping I ¯ m−1
τ,c −
 ∈( ¯ m−1
τ,c ) is invertible and this implies
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ) =
 
I ¯ m−1
τ,c −

 −1 
h+(h)
 
for h ∈. (4.31)
Consequently, it remains to show limh→0((h)/ h ) =0i n ¯ m−1
τ,c , because then one gets
lim
h→0
1
 h 
         
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(ξ)−
 
I ¯ m−1
τ,c −

 −1h
         
+
τ,c
=0, (4.32)C. P¨ otzsche and S. Siegmund 175
that is, the claim of Step IV follows. Nevertheless the proof of limh→0( (h) +
τ,c/ h ) =0
needs a certain technical eﬀort. Thereto we use the fact that due to the induction hypoth-
esis A( ¯ m−1)(d), the remainder
R ¯ m−1(s,ξ) =
¯ m−2  
j=1
 
¯ m−2
j
 
∂j
∂ξ j
 
D(2,3)(F,G)
 
s,
 
ντ,υτ
 
(s;ξ)
  

ν
¯ m−1−j
τ
υ
¯ m−1−j
τ

(s;ξ)b y ( 4.11)
(4.33)
is partially diﬀerentiable with respect to ξ ∈, where the derivative is given by
D2R ¯ m−1(s,ξ)=R ¯ m(s,ξ)−D2
(2,3)(F,G)
 
s,
 
ντ,υτ
 
(s;ξ)
 
 
ν1
τ
υ1
τ
 
(s;ξ)
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ)b y ( 4.11).
(4.34)
Using the abbreviation
∆R ¯ m−1(s,ξ,h)
:=
1
 h 
 
R ¯ m−1(s,ξ +h)−R ¯ m−1(s,ξ)
−
 
R ¯ m(s,ξ)−D2
(2,3)(F,G)
 
s,
 
ντ,υτ
 
(s;ξ)
 
 
ν1
τ
υ1
τ
 
(s;ξ)
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ)
 
h
 
,
(4.35)
we obtain the limit relation limh→0∆R ¯ m−1(s,ξ,h) = 0f o rs ∈ T+
τ. Now we prove estimates
for the components 1 and 2 of  =(1,2) separately. Here we get
1(h) =
  ·
τ
ΦA
 
·,σ(s)
 
 
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
−D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
  
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)
−D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
 
ν1
τ
υ1
τ
 
(s;ξ)
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ)h
+∆R ¯ m−1
1 (s,ξ,h) h 
 
∆s by (4.27),
(4.36)
where subtraction and addition of the expression
D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
  
ντ
υτ
 
(s;ξ +h)−
 
ντ
υτ
 
(s;ξ)−
 
ν1
τ
υ1
τ
 
(s;ξ)h
  
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)
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lead to
1(h)
=
  ·
τ
ΦA
 
·,σ(s)
 
  
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ +h)
 
−D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
−D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
×
  
ντ
υτ
 
(s;ξ +h)−
 
ντ
υτ
 
(s;ξ)
   
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)
+D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
×
  
ντ
υτ
 
(s;ξ +h)−
 
ντ
υτ
 
(s;ξ)−
 
ν1
τ
υ1
τ
 
(s;ξ)h
  
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)
+D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
 
 
ν1
τ
υ1
τ
 
(s;ξ)
×
  
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ)
 
h
+∆R ¯ m−1
1 (s,ξ,h) h 
 
∆s for t ∈ T+
τ.
(4.38)
Using the quotient
∆D(2,3)F
 
s,x,y,h1,h2
 
:=
D(2,3)F
 
s,x+h1,y+h2
 
−D(2,3)F(s,x,y)−D2
(2,3)F(s,x,y)
 
h1
h2
 
    
h1,h2
    
(4.39)
for s ∈ T and x ∈, y ∈ , h1 ∈\{0},a n dh2 ∈ \{0},w eo b t a i nt h ee s t i m a t e
    
1(h)
 
(t)
   
≤
  t
τ
   ΦA
 
t,σ(s)
    
 
   ∆D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ),
 
ντ,υτ
 
(s;ξ +h)−
 
ντ,υτ
 
(s;ξ)
    
·
         
 
ντ
υτ
 
(s;ξ +h)−
 
ντ
υτ
 
(s;ξ)
         
         
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)
         
+
   D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
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·
         
 
ντ
υτ
 
(s;ξ +h)−
 
ντ
υτ
 
(s;ξ)−


ν1
τ
υ1
τ

(s;ξ)h
         
         


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ +h)
         
+
   D2
(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ)
    
         
 
ν1
τ
υ1
τ
 
(s;ξ)
         
·
         
 

ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ +h)−


ν ¯ m−1
τ
υ ¯ m−1
τ

(s;ξ)
 
h
         
+
   ∆R ¯ m−1
1 (s;ξ,h)
    h 
 
∆s for t ∈ T+
τ.
(4.40)
With Hypothesis 3.1(ii) (cf. (3.2), (3.4)), the abbreviations (3.54), and the induction hy-
pothesis A( ¯ m−1)(c), we therefore get
    
1(h)
 
(t)
   
≤ K1
  t
τ
ea
 
t,σ(s)
 
 
   ∆D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ),
 
ντ,υτ
 
(s;ξ +h)−
 
ντ,υτ
 
(s;ξ)
     1
 h 
·
         
 
ντ
υτ
 
(s;ξ +h)−
 
ντ
υτ
 
(s;ξ)
         C ¯ m−1ec ¯ m−1(s,τ)
+|F|2
         
 
∆ντ
∆υτ
 
(s,h)
         C ¯ m−1ec ¯ m−1(s,τ)
+|F|2C1ec1(s,τ)
         
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ)
         
+
   ∆R ¯ m−1
1 (s,ξ,h)
   
 
∆s h 
(4.41)
for t ∈ T+
τ. Rewriting this estimate and using Lemma 3.3,w eo b t a i n
   1(h)
   +
τ,c
 h 
≤ K2
1C ¯ m−1
 c−a 
 c−a −K1|F|1
sup
τ t
V1(t,h)+K1|F|2C ¯ m−1sup
τ t
V2(t,h)
+K1|F|2C1sup
τ t
V3(t,h)+K1sup
τ t
V4(t,h)b y ( 3.6)
(4.42)
with
V1(t,h): = ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
ec(s,τ)e¯ cm−1(s,τ)
·
   ∆D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ),
 
ντ,υτ
 
(s;ξ +h)−
 
ντ,υτ
 
(s;ξ)
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V2(t,h): = ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
e¯ cm−1(s,τ)
         
 
∆ν
∆υ
 
(s,h)
         ∆s,
V3(t,h): = ec(τ,t)
  t
τ
ea
 
t,σ(s)
 
ec1(s,τ)
         
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ +h)−
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ)
         ∆s,
V4(t,h): = ec(τ,t)
  t
τ
ea
 
t,σ(s)
    ∆R ¯ m−1
1 (s,ξ,h)
   ∆s. (4.43)
Similar to Step 5 in the proof of Theorem 3.5,w eg e tl i m h→0supτ tVi(t,h) = 0f o ri ∈
{1,...,4}, proving that limh→0( 1(h) +
τ,c/ h ) = 0. Completely analogously, one shows
limh→0( 2(h) +
τ,c/ h ) = 0, and accordingly we have veriﬁed the diﬀerentiability of the
mapping (ν ¯ m−1
τ ,υ ¯ m−1
τ )(·,p): →  ¯ m−1
τ,c for any p ∈ . Finally, we derive for any param-
eter p ∈ that the derivative
D1
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(·,p): −→ 
 
; ¯ m−1
τ,c
 
∼ =  ¯ m
τ,c (4.44)
is the ﬁxed point mapping (ν ¯ m
τ ,υ ¯ m
τ )(·,p): →  ¯ m
τ,c of 	 ¯ m
τ (·;·,p). From the ﬁxed point
equation (4.9)f o r( ν ¯ m−1
τ ,υ ¯ m−1
τ ), we obtain by partial diﬀerentiation with respect to ξ ∈
the identity
D1
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(t;ξ,p)
=

    

  t
τ
ΦA
 
t,σ(s)
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
D1
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ,p)∆s
−
  ∞
t
ΦA
 
t,σ(s)
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
D1
 
ν ¯ m−1
τ
υ ¯ m−1
τ
 
(s;ξ,p)∆s

    

+

  

  t
τ
ΦA
 
t,σ(s)
 
R ¯ m
1 (s,ξ,p)∆s
−
  ∞
t
ΦB
 
t,σ(s)
 
R ¯ m
2 (s,ξ,p)∆s

  
 for t ∈ T+
τ by (4.10).
(4.45)
Hence the derivative D1(ν ¯ m−1
τ ,υ ¯ m−1
τ )(ξ,p) ∈ (; ¯ m−1
τ,c ) ∼ =  ¯ m
τ,c (cf. Lemma 2.3(c)) is a
ﬁxed point of 	 ¯ m
τ (·;ξ,p)w h i c hi nt u r ni su n i q u eb yStep III, and consequently (4.22)
holds.
Step V. Claim: for every growth rate c ∈ +
rd(T,R), c ¯ m  c  b−σ, the mapping D ¯ m
1 (ντ,
υτ):× → ¯ m
τ,c is continuous, that is, A( ¯ m)(d) holds.
Becauseof(4.22),it suﬃcestoprovethecontinuityofthemapping(ν ¯ m
τ ,υ ¯ m
τ ):× →
 ¯ m
τ,c.L etc ∈+
rd(T,R), c ¯ m c b−σ,a n dξ0 ∈, p0 ∈  be arbitrarybutﬁxed. From
the ﬁxed point equation (4.9)f o r( ν ¯ m
τ ,υ ¯ m
τ )a n d( 3.2), (3.4), one gets for ξ ∈  and p ∈ C. P¨ otzsche and S. Siegmund 179
the estimate
         
 
ν ¯ m
τ
υ ¯ m
τ
 
(t;ξ,p)−
 
ν ¯ m
τ
υ ¯ m
τ
 
 
t;ξ0,p0
 
         
≤ max
 
K1
  t
τ
ea
 
t,σ(s)
 
×
         D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν ¯ m
τ
υ ¯ m
τ
 
(s;ξ,p)+R ¯ m
1 (s,ξ,p)
−D(2,3)F
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
 
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
−R ¯ m
1
 
s,ξ0,p0
 
         ∆s,
K2
  ∞
t
eb
 
t,σ(s)
 
         D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν ¯ m
τ
υ ¯ m
τ
 
(s;ξ,p)+R ¯ m
2 (s,ξ,p)
−D(2,3)G
 
s,
 
ντ,υτ
  
s;ξ0,p0
 
,p0
 
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
−R ¯ m
2
 
s,ξ0,p0
 
         ∆s
 
for t ∈ T+
τ by (4.10).
(4.46)
Addition and subtraction of the expressions
D(2,3)F
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
,
D(2,3)G
 
s,
 
ντ,υτ
 
(s;ξ,p),p
 
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
,
(4.47)
respectively, in the corresponding norms lead to
         
 
ν ¯ m
τ
υ ¯ m
τ
 
(t;ξ,p)−
 
ν ¯ m
τ
υ ¯ m
τ
 
 
t;ξ0,p0
 
          ≤ max{α+β,γ+δ} (4.48)
with the abbreviations
α:= K1
  t
τ
ea
 
t,σ(s)
 
 
    ˆ F(s,ξ,p)
   
         
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
         +
   R ¯ m
1 (s,ξ,p)−R ¯ m
1
 
s,ξ0,p0
    
 
∆s,
β := K1|F|1
  t
τ
ea
 
t,σ(s)
 
         
 
ν ¯ m
τ
υ ¯ m
τ
 
(s;ξ,p)−
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
         ∆s,
γ := K2
  ∞
t
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t,σ(s)
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υ ¯ m
τ
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         +
   R ¯ m
2 (s,ξ,p)−R ¯ m
2
 
s,ξ0,p0
    
 
∆s,
δ := K2|G|1
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t,σ(s)
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τ
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τ
 
(s;ξ,p)−
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τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
         ∆s,
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and ˆ F, ˆ G given by (3.79). Using again relation (3.29), we obtain
         
 
ν ¯ m
τ
υ ¯ m
τ
 
(t;ξ,p)−
 
ν ¯ m
τ
υ ¯ m
τ
 
 
t;ξ0,p0
 
         ec(τ,t)
≤αec(τ,t)+γec(τ,t)+L
         
 
ν ¯ m
τ
υ ¯ m
τ
 
(ξ,p)−
 
ν ¯ m
τ
υ ¯ m
τ
 
 
ξ0,p0
 
         
+
τ,c
by (3.24)
(4.50)
for t ∈ T+
τ. Passing over to the least upper bound over t ∈ T+
τ yields (cf. (3.15))
         
 
ν ¯ m
τ
υ ¯ m
τ
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ν ¯ m
τ
υ ¯ m
τ
 
 
ξ0,p0
 
         
+
τ,c
≤
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K1,K2
 
1−L
sup
τ t
W(t,ξ,p) (4.51)
with
W(t,ξ,p): =
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ea
 
t,σ(s)
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+
   R ¯ m
1 (s,ξ,p)−R ¯ m
1
 
s,ξ0,p0
    
 
∆s
+
  ∞
t
eb
 
t,σ(s)
 
ec(s,τ)
 
    ˆ G(s,ξ,p)
   
         
 
ν ¯ m
τ
υ ¯ m
τ
 
 
s;ξ0,p0
 
         
+
   R ¯ m
2 (s,ξ,p)−R ¯ m
2
 
s,ξ0,p0
    
 
∆s.
(4.52)
Using the two limit relations
lim
(ξ,p)→(ξ0,p0)
         
 
ˆ F
ˆ G
 
(s,ξ,p)
         =0, lim
(ξ,p)→(ξ0,p0)
   R ¯ m(s,ξ,p)−R ¯ m 
s,ξ0,p0
    =0, for s∈T+
τ,
(4.53)
where the ﬁrst one follows by the continuity of (ντ,υτ)(t;·):× → ×, t ∈ T+
τ,( c f .
Step 1 in the proof of Theorem 3.5)a n dD(2,3)(F,G), and the latter one by our induc-
tion hypothesis A( ¯ m−1)(d), we ﬁnally obtain, similar to the proof of (3.84), the desired
lim(ξ,p)→(ξ0,p0)supτ tW(t,ξ,p) = 0. This yields our claim in Step V, and summarizing, we
have veriﬁed A( ¯ m).
Step VI. In the preceding ﬁve steps we have shown that (ντ,υτ):× → +
τ,c(×)i s
ms-times continuously partially diﬀerentiable with respect to its ﬁrst argument. With the
identity s(τ,ξ,p) = υτ(ξ,p)(τ), the claim follows from properties of the evaluation map
(see [18, Lemma 3.4]) and the global bound for the derivatives can be obtained using the
fact
   Dn
2s(τ,ξ,p)
    =
   Dn
1υτ(ξ,p)(τ)
    ≤
   υn
τ(ξ,p)
   +
τ,c ≤Cn for ξ ∈ , p ∈  by (4.20),
(4.54)
and n ∈{1,...,ms}. Hereby the expression for C1 is a consequence of (3.51).C. P¨ otzsche and S. Siegmund 181
(b) The smoothness proof of the mapping r : T × × →  is dual to the above
considerations for s.Af o r m a ld i ﬀerentiation of the identity (3.90) with respect to η ∈ 
gives us a ﬁxed point equation (νl
τ,υl
τ)(η,p) = ¯ 	l
τ((νl
τ,υl
τ)(η,p);η,p) with the right-hand
side
¯ 	l
τ
 
νl,υl;η,p
 
:=

   

  ·
−∞
ΦA
 
·,σ(s)
 
 
D(2,3)F
 
s,
 
ντ,υτ
 
(s;η,p),p
 
 
νl
υl
 
(s)+¯ Rl
1(s,η,p)
 
∆s
  ·
τ
ΦB
 
·,σ(s)
 
 
D(2,3)G
 
s,
 
ντ,υτ
 
(s;η,p),p
 
 
νl
υl
 
(s)+¯ Rl
2(s,η,p)
 
∆s

   

(4.55)
for t ∈ T−
τ and parameters p ∈ , where the remainder ¯ Rl = (¯ Rl
1, ¯ Rl
2) allows representa-
tions analogous to (4.11)a n d( 4.12). We omit the further details.
(c) The recursion for the global bounds Cn ≥ 0, n ∈{ 2,...,m},o f Dn
2s(τ,ξ,p)  in
(4.8) is an obvious consequence of the estimate (4.19)f r o mStep II of part (a) in the
present proof. A dual argument shows that the solution of the ﬁxed point equation for
(4.55) is globally bounded by Cn as well, and an estimate analogous to (4.54) gives us the
global bounds for the partial derivatives of r. Hence, we have shown assertion (c) and the
proof of Theorem 4.2 is ﬁnished. 
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