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To study the structure of the Newton-Pad& table a new concept-the minimal 
solution-is introduced. The relationship of the minimal solution with the 
Newton-Pad& approximant is given. A notion of normality, called paranormality, 
is introduced for the minimal solutions. A paranormal minimal solution is 
proved to have a characterizationanalogous to that of a normalPad approximant. 
1. THE NEWTON-PADS APPROXIMATION PROBLEM 
Let (~~)im_~ be a sequence of (not necessarily distinct) points in the complex 
plane. Let f(z) be a function which is holomorphic on some open set E 
containing these points: f(z) E H(E). Then one can construct in a purely 
formal manner a corresponding interpolation series, also called a Newton 
series (see, e.g., Walsh [9, p. 531). This formal interpolation series has the 
form 
f = “Go + .Mz - 20) +foe(z - zoxz - 4 
+ *-. +&(z - zo)(z - ZJ *** (z - zig) f *-*. 
For abbreviation we put w&z) = 1 and wOi(z) = (z - ~~-3 w~,+~(z), for 
i = 1, 2,.... Consequently 
f = g fo$Jo~(z). 
i=O 
The coefficients foi of the woi(z) are divided differences (with possible con- 
fluent arguments), i.e. [9, p. 541, 
where C is a contour or a union of mutually exterior contours belonging to 
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E and containing z, , z1 ,..., zi in its interior. More generally, byfij we denote 
the divided difference of order j - i ( j > i), determined by the interpolation 
points zi , z~+~ ,..., zi . If j < i, then fij = 0 by convention. 
Let (m, n) E N2 and f(z) E H(E); then the Newton-Pad6 approximation 
problem for f(z), of order [m, M], can be described as follows: Find two 
polynomials, p(z) = XT, agiwoi(z) and 9(z) = CL, &w&z), satisfying 
ap G m, 89 < n, (14 
9f- P = ~",nz+n-I(4 *44 with v E H(E). (lb) 
Here 3 stands for “degree of.” 
Introducing the function a: H(E) -+ FV, defined by u(f) = n if and only 
if foi = 0 for i = 0, l,..., IZ - 1 and fan # 0, then (b) is equivalent to 
0(9f- p) > m + 12 + 1. Indeed by using the definition, (lb) implies 
that (9j’- p),, = 0 for i = 0, I,..., m + n and consequently a(qf - p) 3 
m + n -t 1. Conversely, if u(9f - p) 3 m + n + 1, then (qf - P),,~ = 0 
i = 0, l,..., 112 + n and we can factor out ny=‘,” (Z - zi) = w,,~+~+~ . 
Note that the Newton-Pad6 approximation problem contains the Pad& 
approximation problem as a special case, viz., when zi = 2” for i = 1, 2,.... 
Associated with the formal Newton series f we define the generalized 
Hankel determinants 
It is easy to verify that for Pad6 approximations 
H n”;y ZE H,m;;n, 
where H:n;ln denotes the Hankel determinant as defined, e.g., by Henrici 
[6, p. 5941. 
2. THE MINIMAL SOLUTION 
It is known [4] that the Newton-Pad6 problem can equivalently be stated 
as follows. Solve the homegeneous system of equations: 
k = 0, l,..., 171, 
k = m f I, m + 2 ,..., m + n, 
(24 
(2b) 
640/22/z-4 
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for the unknowns a,, , uol ,..., a,,,, and b,, , b,, ,..., b,, . In (2) we use the 
convention that b,, = 0 if h- .) n. By considering the coefficient matrix 
of (2) it is clear that the rank of this coefficient matrix is completely deter- 
minded by the rank of the coefficient matrix of (2b). Therefore if, e.g., the 
rank of the coefficient matrix of (2b) is 17 - d, then we will say that the rank 
of the system (2) is n - d and we will use the notation rank[m , n] = 17 - d. 
THEOREM I. If rank [n7, n] = 17 - d! then there exists (I unique solution 
(except for constant factor) p*, q* for ( 1) with 8p* .< m - d and 
a4* < n - d, where at least one of the upper bounds is reached. Euesy other 
solution of (I) can be written in the form s(z) . p*(z), s(z) . q*(z), where 
s(z) is a pol}lnomial with degree less thnr7 or equal to d. 
Proof. First note that a solution of (1) always exists, since (2) is a 
homogeneous set of m -I 77 1 equations in m i n + 2 unknowns. Since 
rank[m, n] = 77 - d, we can construct a solution p1 , q1 of (1) such that 
8pl :z m, 3q1 sz 77 - rl. For the same reason we can also construct a solution 
ps , q2 with ?p2 5’. m -- d and C’qn <: n. Then, since 
P192 --Pi& -m= %k72f- P2) - q&f- PI), 
we have 
Pl92 - P241 = %.M+l~4 . Oh with v E H(E). 
The left-hand side however is a polynomial of degree at most m + n, con- 
sequently 
Pd2 s= /Ml . 
And since the right-hand side of this expression has degree at most 
m + n - 2d, we must have either 3pl C< m - d or 3q2 < n - d. Hence, 
there exists a solution p*, q* of (1) with ap* < m - d and aq* < n - d. 
But then, other solutions of (I) are woip*, woiq* with 1 < i < d. Since 
these solutions are linear independent solutions of the system [m, n], they 
form a basis for the solution space. Consequently, every solution of (1) 
can be written in the form s(z) * p*(z), s(z) . q*(z), where s(z) is a polynomial 
of degree at most d. This also implies the unicity (except for a constant factor) 
of the solution p*, q* for which ap* < m - d, aq* < n - d. Were the 
degrees of both p* and q* less than their respective upper bounds, then the 
solution space would have a dimension greater than d + I, which would 
imply rank [m, n] < n - d, which is a contradiction. 1 
Consequently, p*, q*, as defined in the theorem, is the solution of (1) of 
minimal degree. We will call this solution the minimal solution for the system 
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of order [m, 123, and we will denote it by p&, , q& . Hence the minimal 
solution is determined except for a constant factor. It will be unique after 
choosing a certain normalization. 
It is k.nown [12, p. 8381 that all the rational forms p/q constructed with 
possible solutions of (1) have the same irreducible form rrrln = pnsn/qmn . 
This unique rational function is called the Newton-Pad& approximant of 
order [m, n]. 
THEOREM 2. Zf (z - ct)” represents a common factor of p&, , q& , then 
01 E {zi}~~X and s < mar , where m, denotes the multiplicity of LY in {zJy=*,” . 
ProoJ: Suppose pz, and qzLll have a common factor of the form (Z - /3)“, 
with /3 4 {zi}y!: . Then clearly (Z - /3)” is a factor of V(Z) in 
Consequently p&/(z - /3)s, qf,/(z - /I)” are also solutions of (1). This how- 
ever is impossible since p$, , q& is the minimal solution of (1). On the other 
hand suppose P,*,, , q& have a common factor of the form (Z - ;Y)~ with 
01 E {zi}z=‘,” and s > m, . Then U(Z) must contain at least a factor (Z - 01)~-“‘3. 
And consequently another solution of (I) is given by p,T,,J(z - CX)~-Q, 
q,T,,,/(z -~ @-“‘a, which again contradicts the minimality of p,*,, , qzlL . 1 
Hence the greatest common divisor d(z) of the minimal solution pz, , qRn 
has the form 
d(z) =- fi (z - z,i) 
z=~l 
with 0 :< I < min(m, n) and with {~~,jj=~ C [zjj;z: . Here we take as a con- 
vention that cl(z) = 1 if I = 0. Then clearly as a consequence of this remark, 
the following relationship must hold between the minimal solution and the 
corresponding Newton-Pad6 approximant, 
P?%Z) = 44 . Pm&), 
(3) 
where both the minimal solution and the Newton-Pad6 approximant are 
normalized such that q,T,,, and qTnn are manic polynomials. 
EXAMPLE 1. Let zi = i - 3 for i = 0, l,..., 4 and z5 = -2. And let 
f(-3) == l,f(-2) = 2,f(-I) = l,f(O) = lO,f(l) = 5, andf’(-2) = 1. 
Then pZr:! z 4, qs2 .:: 1, and 
qs.1 32 1) Ynz 
If (Z - z,)“, .p 7, 0, is a common factor of the minimal solution p,:,, , (I,:,, , 
while (Z -- zJ” 1 is not, then we say that the interpolation point z,, is 
unattainable for Y,,,,, and that this point Z, has an unattainability of order .Y. 
Note that .r -5 min(m, n, ~7,) where MI, is the multiplicity of z,~ in {:,)y-;’ . 
When a Newton-Pad6 approximant has unattainable points, we say that it is 
degenerate. This terminology is explained by the following two theorems, 
the first of which is given in Wuytack [ 12, p. 8391. 
THEOREM 3. The Newto+Pade approximant I‘,,, ) == p,,,,,iq,,, 1 interpolates 
the function .f(z) E H(E) in the points (z(, , z, . . . . . z,,, , ,I; if and on!,, if P,,,,~ 
and qVlln sati.$)J ( I ). 
Hence, in view of (3), I ,)(,( is an interpolant (in the Hermite sense) if and only 
if cl(z) :: 1. If L/(Z) m= 1 then d(z) gives information concerning the points in 
which the interpolation condition is violated. This is shown by the next 
theorem. 
THEOREM 4. [j’ ztl , zo,, ,..., zaL (0 -:; a1 I,_ 3i2 < ‘.. -=iy ‘I1 q .k[ -1 = 
m -II I) denote the poinis ef {Zij.im_fon which are equal to z, , then the inter- 
polation point za has an unattainability of order .s for r,,,. with 1 :< s : I if 
and on[l, [f 
arid 
r!:j,(z,y) == .f “)(z,). fijr i-O,1 ,.... I-s- 1 
rj, “(zJ # f”-“‘(z,\). 
The interpolation point zx will be attainable if and only if 
r!:b(z,) = f(‘)(;,,), for i - 0, I _.... I - I. 
To prove this theorem we need two auxiliary results, the first of which 
is due to Salzer [7, p. 4871. 
LEMMA 1. Let N(z) and D(z) be two po!vnomials. [f D(2) A 0, then the 
system 
(N/D)ci)(ol) = f”‘(a) for i -z= 0, I ,..., k, 
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is equivalent to the system 
Nti)(a) = (Of)(“)(a) for i = 0, I,..., k. 
LEMMA 2. If zel ,+...,z,~ (0 < 01~ < a2 < *.. < 01~ -c m t /I + 1 = 
CQ+J denote the points oj’{zJ~T which are equal to z, , and ifzu has an zmattain- 
ability qf order s (1 5’ s -< I) for r,,,,, , then 
ProoJI Since pt,, , qz, is the minimal solution, we have 
We know w 0,111+11+1(z) contains exactly I factors (z - z,). Put u(qt,f - p&J 
(z - 2,)“) = S. Was S < 011--a+l , then, necessarily S G< 01~-, . But this implies 
that ~(&j” - p&J :-G (Ye < m + n + 1, which contradicts the minimality 
of P&z : qLl. Assuming S > al-s+l , then v(z) contains at least one factor 
z -- z& . But thenp,&J(z - z,), q&J(z - z J is also a solution for the Newton- 
Pad6 problem of order [m, n], which contradicts the minimality of 
P iL 9 4&L - I 
Note that this lemma only holds if we work with a prescribed fixed ordering 
of the interpolation points. Knowing these two results we can proceed with 
the proof of Theorem 4. 
Proo,f. Suppose z, has an unattainability of order s for rnln , then in view 
of Lemma 2, 
4&f- P&l 
-(z - z,)” 
= (2 - zp . v(z), with z(zJ + 0. 
Since z,, has an unattainability of orders, d(z) (defined by (3)) contains exactly 
s factors (z - z,). Consequently, we have that 
~~~nf-P~n = (z - z,y-s w(z), with \v(z) = v(z) . (z - zJs 
44 44 - 
and 4z,> # 0, 
or 
Hence, 
4wmf - Pmn = (z - z,)“-%(z), with w(z,) # 0. 
P%<Z > = (4 a mn f>% ) a for i = 0, l,..., I - s - 1, 
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Then, using Lemma I, the assertion follows. To prove the suficiency, suppose 
Z~ has an unattainability of order .s’ + .T. Then applying the first part of the 
theorem gives a contradiction. The second part of the theorem is proved 
analogously. [ 
EXAMPLE 2. Let -;, = - I, z1 := -i, z2 =- 0, zzt = i, z4 -== I, zs = -I, 
z6 = 0, and f(- 1) == 1, f(- l) = -$. f(0) -:= I. f(i) =: 2. f(l) = 3, 
f’( - 1) = -I and j’(O) = 2. Then 
It is easily verified that (s((q$J’ - p&)/z2) = 2. The interpolation point z = 0 
has an unattainability of order 2 for rh2 , while the other interpolation points 
are attainable. Hence rJ2 is degenerate. Note also that in Example I the inter- 
polation points z = - 1 and z =- 0 are both unattainbable for rs2 . 
Both the minimal solutions and the Newton-Pad6 approximants can be 
arranged in a two-dimensional array. These tables are called the minimal 
solution table and the Newton-Pad6 table, respectively. 
3. PARANORMALITY 
As for the Padt table the notion of normality is uniquely defined [5, p. 161. 
A look at the literature makes it clear that this is not the case for the Newton- 
PadC table. For instance the definition given by Wuytack [I I, p. 561 does 
not agree with Warner’s definition [lo, p. 391. Having introduced the concept 
of minimal solution, it seems natural to introduce a definition of normality 
for these minimal solutions. However, to distinguish from the existing defi- 
nitions of normality for the Newton-Pad6 table, we prefer to call it para- 
normality. 
The minimal solution p&, , q& is called paranormal if it occurs only once 
in the minimal solution table. The corresponding Newton-Pad6 approximant 
will then also be called paranormal. If all the elements are paranormal then 
the minimal solution table and the Newton-Pad6 table will be called para- 
normal. As will be proved in the next theorem the notion of paranormality 
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possesses a characterization analogous to the notion of normality in the 
Pad6 table. 
THEOREM 5. The following statements are equivalent: 
(a) p,*,, , q& is paranormal; 
(b) 8~2, = m, %Z, = n, and a(q~nf-p~n) = m + n + 1; 
(c) the determinants Hz?; , H~-‘~“‘+‘, and Hz;‘!+’ do not vanish. 
Prooj: The theorem will be most easily proved by showing the equivalence 
of (a) and (b), and of(b) and (c) 
(i) (a) implies (b). Suppose ap& < m. Then p,*,,, , q& is also a 
solution. of the system [m - 1, n + 11. Consequently, since p&, , q& is 
paranormal, there exists a polynomial d(z) with ad > 0, such that 
* 
PWWZ = 44 . ~L,n+l, 
4* = 44 . d-l,n+t . mn 
However, this would imply a~ljl-~,~+~ < i3p&, , 8qz-1,n+l < i3qz, , and con- 
sequently, since 4711E-l,n+lf- PL.~+~) 3 m + n f L PL,~+~ , qZ-l,n+l 
should also be a solution of the system of order [m, n]. This contradicts the 
minimality of pzn, q& . Analogously one can handle the case 342, < rz. 
At last, suppose u(qfJ - p&J > m + n + 1. Then it is easy to verify that 
P* nm 9 qzn is also the minimal solution for the problems of order [m + 1, n] 
and [m, n + I], which contradicts the minimality of p,*,,, , qzn . 
(ii) (b) implies (a). Suppose that 
* 
PZ = Pmn > 
with [k, I] # [m, n]. 
4z = 4&l > 
Then, in view of the definition of minimal solution, k > m, 1 >, n. And 
since [k, I] # [m, n], k + 1 > m + n. But this would imply that 
which contradicts the assumption that u(qz,f - p&J = m + n + 1. 
(iii) (b) implies (c). Assume H,R;T = 0; then (2) would admit a 
solution with a,,, = 0. Hence apz, < m, which is a contradiction. 
Assume HE--lym+’ = 0; then (2b) would admit a solution with b,,, = 0. 
Hence aqz, < n, which is a contradiction. 
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Assume HI:;‘;’ ’ 7 0; then there exists a solution of (2b) which also satisfies 
This would imply that u(~/;,,,J’-- p?z,,) III -; M i- I, which is again a 
contradiction. 
(iv) (c) implies (b). Let p&, = zi!:., cloiwoi and q& = xi!.0 buiwui . 
Since H~wml,“‘il f 0, we conclude from (2b) that rank[m, M] :== II, and that 
b,, 1 0. Similarly HF:,“I + 0 implies that uolrL 7 0. Hence ?p:,, = 171 and 
wn =-- II. At last HE;“;-‘1 :- 0 implies that ~(~~,J - p,:,J = 171 --‘- II -~ I. 
which completes the proof. fl 
It is clear from this theorem that in a paranormal minimal solution table 
the elements are all different from each other. This however is not the case 
for the Newton-Pad6 table, as is shown by the following theorem. 
THEOREM 6. If the Newton-Pade’ table is paranormal and I’,,‘, = I’,,~+,., ,L,., ) 
then k == 1. 
Proof. Since r,,ln and r,,,+,C,,,l are paranormal, we have that 
3pT;11 = I??, ” * I<, 
and 
q,,, ,~I,n , == nl ~7 
By,;, :: II, +,i ; /c.n /1 = 11 + 1. 
But since r?,,. -e r,,,i1c,7r+2 , there exist polynomials ~~(-7)) sz(z) such that 
h(Z) . AL &) . P?:r+hT,n+l 2 
h(Z) . 4 kz :I %2(z) . 4,z+kJa+L a 
But this implies that k = 1. a 
From Example I, we note, after a few calculations, that all the minimal 
solutions occuring in it are paranormal. Nevertheless, we have r,,, = rll = 1 
and rl,, = rs2 = z + 4. Hence in a paranormal Newton-Pad6 table there 
can occur identical elements. However, by Theorem 6, these elements are 
restricted to lie on the same diagonal of the table. 
We remark that if the sequence of interpolation points is given by 
where the points pi (i = 1, 2,..., X) are distinct, then the necessary and suffi- 
cient condition for the Newton-Pad6 table to be paranormal is that HE;? # 0 
for n, m E N. In the special case where h = 1, the condition becomes HF;T # 0 
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(m, n E IV). Hence a paranormal PadC table is also normal. In general this 
will not be true for a Newton-Pad& table, as is illustrated by Theorem 6. 
4. SOME REMARKS 
(a) Concerning the Newton-Pad6 approximation problem the termi- 
nology is not uniquely defined. If it is considered as an approximation 
problem then the terminology used in this paper seems acceptable. See 
also [2]. However, as is indicated by Theorems 3 and 4, the Newton-Pad& 
approximation problem is closely related to an interpolation problem. And 
this last point of view gives rise to the terminology “rational Hermite inter- 
polation problem” [IO], or “osculatory rational interpolation” (see, e.g., 
17, 121). 
(b) The Newton-Pad6 problem is of interest in problems of mathe- 
matical physics [I], and also in control theory [S]. 
(c) Several algorithms for constructing the elements of the Newton- 
Padt table exist. See, e.g., [3, 4, IO]. 
(d) The algorithms described in [3, 41 were deduced under the con- 
dition that the Newton-Pad6 table was normal. We note that this existence 
condition can somewhat be weakened. Indeed, it is sufficient to require that 
the table is paranormal. 
Note added in proof. As the referee pointed out, Theorem 5, which 
characterizes the notion of paranormality, is closely related to Theorem 3 
in the paper by M. A. Gallucci and W. B. Jones, “Rational Approximations 
Corresponding to Newton Series (Newton-Pad6 Approximants),” J. Approxi- 
mation Theory 17, (1976), 366-392. 
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