Abstract-A new method is proposed to reconstruct and analyze the left ventricle (LV) from multiple acoustic window three-dimensional (3-D) ultrasound acquired using a transthoracic 3-D rotational probe. Prior research in this area has been based on one acoustic window acquisition. However, the data suffers from several limitations that degrade the reconstruction and reduce the clinical value of interpretation, such as the presence of shadow due to bone (ribs) and air (in the lungs) and motion of the probe during the acquisition. In this paper, we show how to overcome these limitations by automatically fusing information from multiple acoustic window sparse-view acquisitions and using a position sensor to track the probe in real time. Geometric constraints of the object shape, and spatiotemporal information relating to the image acquisition process, are used in new algorithms for 1) grouping endocardial edge cues from an initial image segmentation and 2) defining a novel reconstruction method that utilizes information from multiple acoustic windows.
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Abstract-A new method is proposed to reconstruct and analyze the left ventricle (LV) from multiple acoustic window three-dimensional (3-D) ultrasound acquired using a transthoracic 3-D rotational probe. Prior research in this area has been based on one acoustic window acquisition. However, the data suffers from several limitations that degrade the reconstruction and reduce the clinical value of interpretation, such as the presence of shadow due to bone (ribs) and air (in the lungs) and motion of the probe during the acquisition. In this paper, we show how to overcome these limitations by automatically fusing information from multiple acoustic window sparse-view acquisitions and using a position sensor to track the probe in real time. Geometric constraints of the object shape, and spatiotemporal information relating to the image acquisition process, are used in new algorithms for 1) grouping endocardial edge cues from an initial image segmentation and 2) defining a novel reconstruction method that utilizes information from multiple acoustic windows.
The new method has been validated on a phantom and three real heart data sets. In the phantom study, one finger of a latex glove was scanned from two acoustic windows and reconstructed using the new method. The volume error was measured to be less than 4%. In the clinical case study, 3-D ultrasound and magnetic resonance imaging (MRI) scanning were performed on the same healthy volunteers. Quantitative ejection fractions (EFs) and volume-time curves over a cardiac cycle were estimated using the new method and compared to cardiac MRI measurements. This showed that the new method agrees better with MRI measurements than the previous approach we have developed based on a single acoustic window. The EF errors of the new method with respect to MRI measurements were less than 6%. A more extensive clinical validation is required to establish whether these promising first results translate to a method suitable for routine clinical use. Recent publications in the literature on left ventricle (LV) reconstruction using 3-D ultrasound have focused on one acoustic window (apical long-axis view) [1] - [4] . However, in this case, the data suffer from several limitations that degrade the reconstruction and reduce the clinical value. First, the presence of bone (ribs) and air (in the lungs) makes integration of 2-D slices from one acoustic window particularly difficult, as large parts of the field of view are shadowed. Secondly, respiration gating is employed to obtain "optimal" image acquisition quality. The net effect is that acquisition times can be long. It takes several minutes to complete one volume (or a one acoustic window) acquisition, and this inevitably results in slight motion of the probe during the scanning. Finally, for the conventional apical view, the endocardium is nearly parallel to the ultrasound beam, and thus the signal reflected back to the probe can be weak.
Index Terms-Echocardiography
To overcome these limitations, a new analysis approach has been developed based on automatically fusing detected image features from multiple acoustic window sparse acquisitions and using a position sensor to track the probe in real time. The most closely related research to our own is that by Legget et al. [5] . There are three major differences between their work and our own. First, they used a 2-D freehand scanning protocol rather than a 3-D rotational scanning protocol. This means that they had better quality data (because they could optimize view selection), but our scanning protocol is faster and more practical. Secondly, their 3-D reconstruction method assumed that endocardial borders had been found by manual delineation and treated all feature points with equal importance. Our method uses automated feature detection and uses a novel compounding method to integrate the features from different views. Finally, their work 0278-0062/02$17.00 © 2002 IEEE used manual delineations as the standard for assessing volume estimation accuracy, and the results of validation were based on an in vitro phantom. In our experience, manual delineation on ultrasound images is poor [6] ; hence for this study, we used clinical cardiac magnetic resonance (MR) as the reference standard.
One of the original contributions of this paper is to show that it is possible to get good-quality volume estimates from good-to-medium-quality 3-D echocardiography data using automated segmentation as a processing stage. Two-dimensional echocardiographic image segmentation is known to be challenging, and most methods only work on good-quality 2-D data (i.e., patients are carefully selected to have a good acoustic window and some time is taken in choosing the "best" probe position). With 3-D rotational probe imaging, there is not the luxury of optimizing each view, so segmentation methods need to be robust to acquisition variations. The endocardial border detection literature is quite large, ranging from methods that work on the radio-frequency signal [7] to methods that are borrowed from the computer vision literature [8] , [9] to statistical methods designed for region segmentation in noisy images [10] . We have used the feature asymmetry (FA) phase-based method of Mulet-Parada and Noble [11] , [12] . This method, which is theoretically intensity-invariant, is well suited for echocardiographic image analysis for which the intensity (and contrast) around the LV cavity varies. This approach provides accurate localization of endocardial borders in situations of changing image contrast and poor signal-to-noise ratio, and the 2-D T version of the method provides local estimates of wall motion. However, it is well known that any phase-based method produces a large number of "spurious" noisy points. In [12] , a dynamic programming method was proposed to link features as a postfeature detection step. We use a different grouping strategy that is more appropriate for medium-quality data. The FA algorithm is first used to produce initial feature points. We then combine spatiotemporal information relating to image acquisition with geometric constraints of the expected object shape to group endocardial edge cues.
A second original contribution is the compounding strategy used to fuse information from the different views. Spatial compounding in two dimensions [14] , [15] or three dimensions [16] , [17] typically means averaging the intensities at common points of intersection without regarding the imaging geometry. In [18] , a 3-D volume compounding method was proposed to reconstruct the shoulder rotator cuff. This method accommodated the ultrasound beam direction for fusing dense ultrasound volumes. We have sparse data (typically, data are acquired at a 3-6 rotational increment), and therefore a voxel (intensity) based compounding approach is not feasible. Instead, in this paper, we use an adaptation of [18] to do feature-based compounding. We first segment endocardial feature points in the 2-D T data, then fuse all the feature points from multiple acoustic windows in a 3-D reference frame using a compounding weight determined by the imaging geometry.
II. METHOD Fig. 1 provides a flow diagram outlining the key steps in the new approach. In Section II-A-D, each step is described. 
A. Data Acquisition
Digital 3-D T data were acquired on an HPSONOS 5500 ultrasound machine (Agilent Technologies, Andover, MA) using a 3-5 MHz 3-D rotating transducer working in fundamental -mode with a Faro-arm position sensor (FARO Technologies) attached to enable real-time recording of probe positions. Prior to the acquisition, the Faro-arm was calibrated using an in-house calibration routine based on a ping-pong ball calibration object to enable the images to be positioned in a common 3-D reference frame [19] . Based on the time information associated with each ultrasound image and position record, an image and its corresponding localizer position are identified, and via the calibration, the real 3-D position for each ultrasound slice is obtained. The angle increment of the rotational probe was 6 , so that, for each acoustic window, 30 coaxial slices were acquired. The ultrasound image acquisition frame rate was 25 Hz, with an image size of 360 256 pixels and a spatial resolution of 0.48 0.43 mm .
B. Segmentation
We have used the FA method used in Mulet-Parada and Noble [11] , [12] for image feature detection that is based on phase congruency (PC). See [11] - [13] for details of this method.
Briefly, this algorithm involves calculating a measure of feature asymmetry using (one or more) log-Gabor wavelet filter pairs spread in 2-D or 3-D space. The measured values of phase congruency vary from a maximum of one, indicating a very significant feature, down to zero, indicating no significance. This provides good detection of asymmetric image features such as step edges and has the advantage of being intensity invariant. Therefore, it is well suited for echocardiographic image analysis. Two-dimensional FA is defined by FA (1) which is a summation over orientations of a normalized measure of the difference between odd and even filter responses. Here, is a small positive number introduced to avoid division by zero ( is used in this paper) and Tm is an orientation-dependent noise threshold, defined by [11] ( 2) where std is the standard deviation and is a positive constant controlling the noise threshold that can be set by a user. In general, a high value of noise threshold increases the false-negative detection rate, while a low value increases the false-positive rate.
The orientation of a detected feature is estimated by fitting a quadratic interpolant to the responses of a set of oriented filters constructed by spreading a log-Gabor function into 2-D using a Gaussian spread function. In the case of an endocardial boundary (step edge), the sign of the odd oriented filter convolution determines the sign of the feature. Hence, in 2-D, once the filter orientation is found, it is corrected according to the feature sign so that all image feature normals are consistently oriented, i.e., in the direction of negative edges (from bright to dark).
C. Grouping Endocardial Border Points
The FA feature detection method provides good localization of endocardial borders in situations of changing image contrast and poor signal-to-noise ratio. However, a disadvantage of this method is that it also produces "spurious" nonendocardial points having high FA value, as shown in Fig. 3 (a) ( in (2) was used in this example). These arise from other image features and correlated speckle noise. To reject these points, the following method has been developed that exploits geometric and spatiotemporal knowledge to group endocardial features.
1) Selection of Geometrically Consistent Points:
Consider two candidate boundary points and in a 2-D image, with corresponding normals and (Fig. 2) . Define the two normalized inner products (3) where is a distance vector from point to point , i.e., ; and is an inner product. Consider now a 2-D T data set during a complete cardiac cycle. To a first approximation, any of the imaging views of the LV appears as a tube with a time-varying symmetric crosssection. 1 Given this geometric assumption, both points and 1 In the case of the parasternal long axis, the boundaries do not form a closed contour, but those of interest are parallel and will be correctly identified as symmetric in step 2 of the algorithm. are defined to be "interesting" boundary points if they satisfy the following three criteria.
1) The endocardial boundary points must have sufficient face-to-faceness , defined as . (A similar definition was used in [20] .) For approximately 1.0, both boundary points face inward (or outward). An error threshold is set for acceptable face-to-faceness, namely,
. A low threshold of is used in this paper. 2) and for endocardial boundary points. As mentioned before, in FA segmentation, the direction of the feature normal is defined as for a negative edge (from bright to dark). This means that normals of endocardial boundary points are inward, namely, and .
3) The distance from one boundary point to the other must lie in the range . The values of these parameters are determined by the structure of LV and image resolution. Fig. 3(b) shows the result of applying the above three criteria on an initial PC-based segmentation end-diastole image frame [ Fig. 3(a) ]. Referring to this figure, note that most of the noisy points are filtered, but some spurious boundary points are still present. Further, some real boundary points have been filtered due to shadow on one part of image. To further recover endocardial feature points and reject the spurious points, the following refinement step is applied.
2) Refinement of Edge Points Grouping: After the first step, the filtered points are placed roughly around the endocardial border. The aim of the refinement stage is to define a region of interest (ROI) in which good endocardial boundary points are kept. The refinement process involves fitting a cubic parametric -spline curve to the filtered feature data points. This involves two subtasks.
1) Resampling the candidate feature points in 2-D space.
The centroid of the points is computed and a regular sector parameterization defined. The space around the centroid is divided into regular sectors of angular width of 1 . For each sector, the average position of all points falling into a sector is computed.
2) A cubic -spline curve is fitted to these resampled points.
The -spline is defined as [21] 
where there are control points. represents the th control point that is calculated by solving a least square fitting equation. is the third-degree th -spline basis function of the parameterization , defined along a regular knot distribution , . There are two advantages in using this refinement step. First, an ROI can be defined around the endocardial boundary based on the fitted curve. This is useful for automatically defining a processing ROI that can speed up segmentation in subsequent time frames. This is because in the acquisition protocol, starting from end-diastole, the endocardial boundary in subsequent time frames is inside the boundary region of the end-diastole time frame. Second, the normal at each point on the fitted curve can be calculated from its tangent vector, defined as (5) where is the first differential of the parameter . is the second-degree th -spline basis function. The other parameters are the same as in (4) .
To recover missing endocardial feature points and reject further spurious points, for each point around a point on the fitting curve, the sum of the norm of the difference between the two locations and the norm of the difference between the two norms is computed. A candidate is accepted if this distance is below a threshold . Fig. 3(c) shows a fitting result on the selected candidate feature points. In this example, . Fig. 3(d) shows the final grouped endocardial boundary points, where .
D. 3-D Reconstruction From Multiple Acoustic Windows
We now turn to the problem of how to recover a 3-D endocardial surface from the features found in Section II-C. The issues here are how to fuse image features from different views into a 3-D frame of reference, and the choice of surface fitting method.
1) Fusing Image Features From Different Views:
The 3-D location of every feature point in each -scan slice is computed from knowledge of the position sensor location and calibration information, and hence a 3-D data (feature) volume can be produced. A "nearest neighbor" approach is used in this step, which means that for each 2-D image feature pixel, the nearest voxel is filled with the feature asymmetry measure of that pixel. For overlapping data from different views, rather than using the maximum or average method, a weighted compounding approach is adopted.
The compounding weight is defined as follows: (6) Here, is the incidence angle at each point, defined as an angle between the scanning beam and the 3-D normal of a given point (how this is found is described later). The position sensor provides the probe's direction (and hence the direction of the scanning beam). According to (6), the smaller the incidence angle , the larger the weight assigned to a point. That is to say, this method reflects the geometric constraints of image acquisition. It favors regions for which the direction of the scanning beam is closer to the normal and rejects data for which the direction of the scanning beam is far away from the normal. Equation (6) requires the 3-D normal of each feature point to be defined. This is estimated from neighboring data points using principal component analysis as follows. For each data point in 3-D, and for each acoustic window acquisition, the points that are closest to are found. Denote this set by . A 3-D vector that is most orthogonal to the -neighborhood set can be found by solving the eigenvalue equation (7) where , are the outer products;
is the centroid of , and is an eigenvector.
If denote the eigenvalues of associated with unit eigenvectors , , , respectively, is chosen to be either or . In our case, the selection of the correct sign is determined by looking for consistency with the 2-D in-plane component normal derived from the FA segmentation. If , is chosen as the 3-D normal of the point , while is for the condition of . (If zero, which is very unlikely in our experience, the point is ignored).
2) ICP-Based Surface Fitting: Having reconstructed the 3-D data (feature) volume, the final step is to fit a surface to the data points. We use an iterative closest point (ICP)-based mesh-surface fitting algorithm for this purpose [2] , [3] , [22] , [23] . This method needs an initial model, and the matching process involves three stages of transformation estimation for a rigid transformation, an affine transformation, and a spline transformation. We use a manually placed ellipsoid as an initial model. This is deformed during an iterative process to minimize a distance function between an image feature data set and a model surface that is being fitted (8) where are points in the image feature data set and the model surface, respectively; , are the 3-D normals of the two points and , a weighting coefficient, is the feature asymmetry measure at the image point . In this paper, the number of iterations for the three transformation estimations is 10, 20, and 50, respectively.
III. EXPERIMENTAL RESULTS
Phantom and in vivo experiments have been performed to evaluate the new approach.
A. Study on Glove Phantom
One finger of a latex glove was fully filled with tap water as a phantom and securely fixed in a small Perspex box containing water.
Data sets were acquired from two acoustic windows on this phantom. To simulate the loss of signal that occurs in cardiac scanning due to ribs and lungs, from each acoustic window data from only a portion of the glove were acquired. Fig. 4(a) shows detected feature points in 3-D overlaid on one image slice for one acoustic window and for a second acoustic window in (b). The incidence angle weighted 3-D feature points reconstructed from the two acoustic windows are shown in (c). Results of applying ICP-based surface fitting to each data set are shown in (d)-(f), respectively. Clearly, from a visual perspective, (f) gives a better volume fit.
The true phantom volume was measured to be 230 ml. The volume of the reconstructed phantom was calculated using a mesh-triangle method, which computes the volume of each triangular cone based on neighboring nodes in the surface mesh and sums up the volumes to give the total volume. The volume calculated using this method was 194.22 ml for (d) (which simulates the apical view direction) and 220.73 ml for (f). Hence, the volume error for the two acoustic view fit was approximately 4%. This compares to the single view volume estimation error of 15.6%.
B. Study 1 on Real Heart Data
In this experiment, data sets were acquired on a human volunteer from two acoustic windows: an apical long-axis view and a parasternal short-axis view. Scanning was performed using both ECG and respiration gating. The volunteer was asked to remain as still as possible during data acquisition so that there was good spatial alignment between the different views.
For each view, scanning lasted 3-4 min, during which there was slight motion of the probe. To illustrate the amount of motion, Fig. 5 shows the true positions of the probe on each slice during two acoustic window scanning (30 coaxial slices for each view). The maximum motion of the probe during each view acquisition was calculated to be approximately 2 mm. Fig. 6 shows the 3-D reconstruction of slices from the apical and parasternal window acquisitions. Fig. 7 shows the projection of the 3-D endocardial surface and grouped endocardial feature points into one image view. Fig. 7(a) is from the apical long-axis view only (a conventional view used in LV volume analysis from ultrasound). Fig. 7(b) shows the combined feature points from both the apical long-axis view and the parasternal short-axis view. Clearly, the large gap in the grouped endocardial feature points in (a) (because of shadow) can be filled using the feature points from the combined short-axis view [seen in Fig. 7(b) ].
In Fig. 8(a) and (b), endocardial feature points are illustrated in 3-D from each acoustic window. The 3-D reconstructed endocardial surfaces from the long-axis view, short-axis view, and combined views are shown in Fig. 8(c)-(e) , respectively.
Due to the large region of shadowing in the apical long-axis scanning, there is a big hole in the 3-D feature point reconstruction [left of the 3-D points in Fig. 8(a) ]. Using the new method, this can be filled by information from the parasternal short-axis view [see Fig. 8(b) ]. Note that only one part of the LV data is acquired during short-axis window scanning, so the fitted surface in short-axis view is only a partial reconstruction of the LV surface [see Fig. 8(d) ].
C. Study 2 on Real Heart Data: 3-D Ultrasound and MRI
To validate the new method, both 3-D cardiac ultrasound and magnetic resonance imaging (MRI) scans were performed on two healthy volunteers. For cardiac MRI scanning, subjects were imaged using a 1.5-T Intera MR scanner (Philips Medical Systems). Multislice 2-D images were acquired in the short-axis views using a balanced fast field echo sequence. Sufficient slices were imaged to include the whole of the LV (slice thickness was 6 mm). Eighteen cardiac phases were obtained for the first subject and 30 phases for the second subject. MRI volumes were estimated by manual delineation by an MR cardiologist using a Philips EasyVision workstation, and with the papillary muscles included in the segmentation.
Three-dimensional echocardiography cardiac data were acquired and processed as outlined in Section II. Volume-time curves over one cardiac cycle and ejection fractions were then automatically computed and compared to cardiac MRI measurements. Fig. 9 shows volume-time curves for each volunteer calculated with respect to the three methods: automatic long-axis echo view only (a conventional view used in LV volume analysis from ultrasound), automatic two acoustic views using the new method, and volume calculated from cardiac MRI. Note that in this figure, MRI volume-time curves have been shifted in the time direction such that the times of end-systole (minimum volume) align. This is because the MRI data do not cover a complete cardiac cycle, and furthermore the heart rate is not identical between acquisitions of the MR and ultrasound data. The curves show that the volume estimated using the multiple-view method is closer to the MRI-based volume measurements than that derived from one acoustic window data. Both echocardiography methods provide underestimates of volume relative to MRI. We explain this as being primarily due to the lower resolution of echocardiography data.
Ejection fractions (EFs) were also estimated for the three methods as summarized in Table I . This shows that the ejection fractions calculated using the combined two acoustic windows agree better with MRI than those from only one acoustic window. The EFs using the combined two acoustic windows are within the normal range of clinical EFs (around 63-77% for a healthy male). The error of the new method with respect to the MRI measurements is less than 6%. In this paper, we have developed and validated a new method for automatically fusing information from multiple acoustic window sparse 3-D echocardiographic images. The approach is novel in the way that it works on automatically detected feature points and information is fused based on geometric constraints of image acquisition and knowledge of object shape. Our experimental results show that fusing information from multiple acoustic windows can fill in data points in shadow regions of other windows and improve the reconstruction quality relative to an equivalent method based on a single acoustic window. The EFs and volume-time curves computed using the combined two acoustic views agree better with cardiac MRI measurements than those from single acoustic window imaging. The EF error between the new method and MRI measurement is less than 6%. To our knowledge, this paper presents the first results to quantify the improvement that can be achieved in using more than one view for automated 3-D echocardiographic image analysis. The results are significant in showing that it is possible to obtain good automated volume estimates from 3-D echocardiographic image measurements (i.e., manual delineation is not required).
In this paper, we assume that there is a good spatial alignment between the 3-D acquisitions. A natural extension of this work is to incorporate respiration correction into the algorithm. Preliminary work from our laboratory in this area is described in [24] .
Further validation is required before the method can be applied in clinical practice. In particular (and this applies to 2-D echocardiographic image analysis too), although the volunteer had a fairly good acoustic window, further work needs to be done in the area of image segmentation for low-quality images before automated 3-D echocardiography can be used in clinical practice. We are investigating image-based methods of enhancement for this purpose [25] .
A further possibility would be to use an ultrasound contrast agent to improve LV opacification [26] , but this is not easy to do with state-of-art commercial 3-D echocardiography acquisition protocols that are quite slow. Finally, the approach we have described could also be applied to real-time 3-D echocardiography with minor modification. This is a direction we hope to investigate in the near future.
