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Abstract
We examine how the Einstein-Hilbert action is renormalized by adding the usual countert-
erms and additional corner counterterms when the boundary surface has corners. A bulk geom-
etry asymptotic to Hd+1 can have boundaries Sk ×Hd−k and corners for 0 ≤ k < d. We show
that the conformal anomaly when d is even is independent of k. When d is odd the renormalized
action is a finite term that we show is independent of k when k is also odd. When k is even we
were unable to extract the finite term using the counterterm method and we address this prob-
lem using instead the Kounterterm method. We also compute the mass of a two-charged black
hole in AdS7 and show that background subtraction agrees with counterterm renormalization
only if we use the infinite series expansion for the counterterm.
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1 Introduction
The AdS-CFT correspondence relates Einstein gravity in the bulk with a conformal field
theory on the boundary. A deformation of the boundary gives rise to a conformal trans-
formation of the induced metric on the boundary. The shape of the boundary submanifold
that is placed near infinity is not supposed to affect the gravity action very much. How-
ever, if we impose a Dirichlet boundary condition at the boundary, then the on-shell value
of the gravity action becomes a function of the boundary metric. At this stage the on-shell
value depends heavily on the choice of boundary through the boundary metric, which is a
crucial observation for the Hamilton-Jacobi theory and the Brown-York quasilocal stress
tensor [1]. However, if the boundary is viewed as a regulator surface near infinity, then
we may subtract the divergent terms in the on-shell action by adding a counterterm [13],
[14], [15]. This is an action on the boundary that makes use only of the intrinsic geometry
of the boundary. Adding the counterterm does not affect the bulk gravity equations of
motion that are derived by keeping the boundary metric fixed. By adding the countert-
erm action we get a renormalized gravity action that has no divergences as the boundary
is taken towards infinity. We expect that this renormalized action is insensitive to the
precise location and shape of the boundary manifold, up to correction terms that go to
zero as the boundary moves to infinity.
Classical gravity breaks down at a singularity in the bulk. On the other hand we
expect that a singularity in the boundary geometry, which is caused by the embedding
in a smooth bulk geometry, should be completely harmless with no physically observable
consequences. The boundaries that we will study in this paper will always be peacewise
smooth and joined at corners and we will for the most part restrict ourselves to Euclidean
spacetimes. There can be other types of singularities in the boundary such as conical
singularities [2]. If one assumes the spacetime is Minkowskian, one needs to distuish
between timelike, spacelike and lightlike boundaries [3], [4], [5], [6]. The null boundary
can be the horizon of a blackhole [7]. However, in this paper we will keep it simple
and consider Euclidean spacetime where we treat the boundary as a regulator surface
near infinity of AdS. Viewed as a regulator it is the usual story that the corresponding
renormalized quantity should not depend on the choice of regulator. In this paper we
will show by some examples, at least partially but still rather convincingly, that the
renormalized value of the gravity action is independent of the shape of the boundary, and
that this remains true also in the presence of corners.
There are two important classes of boundaries that one needs to distinguish, namely
when the dimension d of the boundary is even and odd respectively. If d is even, then
there is a conformal anomaly A [8] that should be invariant under a deformation of the
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boundary. If d is odd, the renormalized gravity action is a finite constant F [18], [10], [9]
that should be invariant under a deformation of the boundary.
The gravity action in Euclidean signature with a negative cosmological constant Λ
reads
Ibulk = − 1
16piG
∫
dd+1x
√
g (R− 2Λ)
To this action one adds a surface terms [11]
Isurf = − 1
8piG
∫
ddx
√
hK
where K is the trace of the extrinsic curvature tensors computed with an outward pointing
unit normal vector and hµν is the induced boundary metric. If we vary the bulk metric we
find that the variation of I = Ibulk+Isurf is proportional to the variations of the boundary
metrics. By keeping the boundary metric fixed we derive Einstein’s equations of motion
in the bulk. The on-shell value is a function of the boundary metric, I = I(hµν). To this
action, one may add a boundary term that only depends on the boundary metric and its
tangential derivatives without affecting the bulk equations of motion. This can be used
to construct a counterterm action [13], [14], [15]1
Ict =
1
8piG
∫
ddx
√
hLct
Lct = d− 1
`
+
`
2(d− 2)R +
`3
2(d− 2)2(d− 4)
(
R2ij −
d
4(d− 1)R
2
)
− `
5
(d− 2)3(d− 4)(d− 6)
(
3d+ 2
4(d− 1)RR
2
µν −
d(d+ 2)
16(d− 1)2R
3 − 2RµνκτRµκRντ
)
+... (1.1)
that cancels the powerlaw divergent terms as the boundary is taken to infinity and we
define the renormalized action as Iren = Ibulk + Isurf + Ict.
We notice that there are poles such as 1/(d − 2) and 1/(d − 4) and so on in the
counterterm at every even dimension. So when d is even, one may have to truncate the
counterterm series expansion at the term before one hits such a pole singularity [13]. But
as we will see, there are exceptions when the boundary has particular high degree of
symmetry and these pole singularities are canceled by the curvature invariants. In such
cases we shall not truncate the counterterm.
Also in odd dimensions, there is no reason why we shall truncate the counterterm.
But often we may do it. But this gives the right answer only for cases when there are no
1In the last term we show in this expansion there are additional derivative terms that we do not display
as they will not contribute to the particularly symmetric boundaries that we consider in this paper.
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divergences in the terms one truncates. Such divergences can arise when the boundary is
noncompact. We will see examples when we can not truncate the counterterm for odd d
due to such divergences.
The organization of this paper is as follows. In section 2 we focus on trying to un-
derstand what happens when the boundary is noncompact and needs to be regularized,
thus introducing a boundary on the boundary2. In our case the boundary is Sk ×Hd−k
where Hd−k is noncompact and needs to be regularized. This is a difficult problem. We
are able to solve it completely only when the boundary is one-dimensional. In higher
dimensions we get many interesting partial results and find evidence that the finite term
in the renormalized action is universal when d is odd. In section 3 we turn to the problem
of extracting the logarithmic divergence and the conformal anomaly on Sk ×Hd−k when
d is even. Perhaps not too surprisingly, we find that the conformal anomaly does not de-
pend on k. But the cutoff dependence for the logarithm is completely different depending
on whether k is even or odd. When k is even, the log dependence is just the usual one
of the cutoff boundary surface. But when k is odd, the log dependence is of the cutoff
of the boundary of the boundary. We also obtain the exact form of the counterterm on
the boundary and we find pole cancelations that for even dimensional boundaries mean
that the counterterm shall not be truncated, as one usually does. We show by an explicit
example that truncation gives the wrong conformal anomaly. In section 4 we compare
the counterterm renormalization with the Kounterterm renormalization and find that the
Kounterterm works nicely for all the cases we checked. In section C we apply the countert-
erm renormalization to compute the mass of AdS and the mass of a black hole. We find
agreement with the background subtraction method, and this provides further evidence
that the counterterm shall not be truncated. In section 6 we propose another formula
for the counterterm that is inspired by the Mann-Marolf counterterm in flat space. We
also obtain a 1/d expansion of the counterterm in the flat space limit. There are two
appendices. In appendix B we compute an integral that enter in all computations in this
paper. There are two figures that we placed at the end of the paper.
2 Noncompact boundaries
We would like to understand when the conformal anomaly can be read off from the
coefficient of the logarithmic divergence of a cutoff that goes to zero as we take the
2There is no boundary of a boundary. But it may serve as an intuitive phrase. What we really get
are boundary segments joined at corners.
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boundary to infinity. On the hyperbolic space Hd+1 we can put the metric
ds2 = dρ2 + sinh2 ρdΩ2d (2.1)
where dΩ2d is the metric on unit S
d. This metric foliates Hd+1 by spheres Sd, which are
level surfaces at constant ρ ∈ [0,∞]. A Fefferman-Graham coordinate system is (u, ϕ)
where
u = e−ρ (2.2)
The metric becomes
ds2 =
1
u2
(
du2 +
1
4
(
1− u2)2 dΩ2d)
and this metric is on the FG form. Once the metric is on this FG form, the metric in the
conformal field theory that lives on the boundary of AdS may be defined as [16]
dS2 = lim
u→0
(
f(u)2ds2
)
where f(u) is a positive function in the bulk and has a first order zero on the boundary.
This insures that the CFT metric dS2 on the boundary is well-defined and finite. Given
one such a defining function f , any other such function is related to it by f → eΩf
where Ω is any function on the entire space, the bulk plus boundary. This transformation
induces a conformal transformation on the CFT metric. This also shows that the CFT
metric of two different FG coordinates are related by a conformal transformation in the
following sense. If we use u as defined by (2.2) as our FG coordinate in Hd+1 and place
the boundary at u = ε, then we get the CFT metric
dS2u=ε =
1
4
dΩ2d +O(ε)
If we use v = e−Ωu as our FG coordinate and place our boundary at v = ε, then we get
the CFT metric
dS2v=ε = e
−2Ω 1
4
dΩ2d +O(ε)
These two metrics are not describing the same boundary manifold since the cutoff surfaces
that define them are embedded in Hd+1 in different ways. As we take ε → 0, the two
CFT metrics are related to one another by a conformal transformation.
If we use an FG coordinate u near the boundary such that the boundary is located at
u = ε, then the gravity action I = Ibulk + Isurf takes the form [8]
I =
a0
εd
+
a1
εd−2
+ · · ·+ a(d−1)/2
ε
+ F +O(ε)
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I =
a0
εd
+
a1
εd−2
+ · · ·+ ad/2−1
ε2
+A ln ε+ ad/2+1 +O(ε)
for odd and even d respectively. Here A, which is the coefficient of the log divergent
term, can be identified as the conformal anomaly precisely because ε is a cutoff of an
FG coordinate. The conformal anomaly is known to be conformally invariant. On the
other, F is just a finite term. Is this also conformally invariant? To remove the powerlaw
divergences we need to add a counterterm action Ict that is constructed out of the intrinsic
geometry of the boundary. It could happen that the counterterm could have an ambiguous
finite term Fct. If so, then Fren = F + Fct could become ambiguous. Yet we believe that
Fren is not ambigious. We will present examples where the combination Fren remains the
same for several different choices of the conformal boundary.
It remains to construct the renormalized action. When the boundary is smooth, it
takes the form
Iren = Ibulk + Isurf + Ict
When there are corners on the boundary, the form of the renormalized action is unknown.
What is known is that in order for the unrenormalized gravity action to have a well-defined
variational principle, we need to add a certain corner term Icorn that has been studied by
many authors in various context. For a sample of literature, see for instance [3], [4], [5],
[6]. But to renormalize the action we need to add many more terms.
We will now examine possible FG coordinates in H2 that we embed into R1,2 with the
metric
ds2 = −(dX0)2 + (dX1)2 + (dX2)2
as the hypersurface
−(X0)2 + (X1)2 + (X2)2 = −1
There are two branches with X0 ≥ 1 and X0 ≤ −1. In this paper we will focus on the
branch X0 ≥ 1. We can parametrize H2 in two different ways as
X0 = cosh ρ = cosh ρ˜ cosh η (2.3)
X1 = sinh ρ cosϕ = cosh ρ˜ sinh η (2.4)
X2 = sinh ρ sinϕ = sinh ρ˜ (2.5)
that gives the two different metrics
ds2 = dρ2 + sinh2 ρdϕ2 (2.6)
ds2 = dρ˜2 + cosh2 ρ˜dη2 (2.7)
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The former foliation has level surfaces the are circles (X1, X2) = r(cosϕ, sinϕ) with radius
r = sinh ρ ≥ 0 at constant X0 = √r2 + 1. The latter foliation has level surfaces that are
hyperbolas (X0, X1) = r (cosh η, sinh η) for −∞ < η < ∞ at constant X2 = ±√r2 − 1
for r = cosh ρ˜ ≥ 1 and therefore the boundary at some constant large r is noncompact
and needs to be regularized.
We illustrate these two foliations of H2 as a surface in R1,2 in Figures 1 and 2 on
the last page of this paper. For the hyperbolic foliation (2.7), the regularized boundary
consists of four boundary segments that are joined at corners with a 90 degrees deficit
angle. These angles appear to be much sharper than 90 degrees in the figure. This is
because as the corners approach the lightcone in R1,2 they are stretched out.
For the circle foliation (2.6) we have ϕ ∈ [0, 2pi] and ρ ∈ [0, ρ0] where ρ0 = ln(1/ε) is
a large cutoff. The boundary at ρ = ρ0 has the boundary metric
3
ds2 =
1
4ε2
dϕ2
This behavior of the boundary metric makes it clear that a constant rescaling of ε induces
a corresponding constant rescaling of the metric, which suggests that we can read off the
conformal anomaly from the coefficient of log(1/ε).
Let us now consider the second metric (2.7). For (2.5) to generalize to higher dimen-
sions we should write X2 = ± sinh ρ˜ and let ρ˜ ∈ [0, ρ˜0] reflecting the fact that S0 = {±1}.
Here we do not write the ±, so instead we must take ρ˜ ∈ [−ρ˜0, ρ˜0]. The most natu-
ral choice of boundary for this second representation of the metric has four boundary
segments
BI± = {ρ˜ = ±ρ˜0, η ∈ [−η0, η0]}
BII± = {ρ˜ ∈ [0, ρ˜0], η = ±η0}
joined at four corners (ρ, η) = {(ρ0, η0), (ρ0,−η0), (−ρ0, η0), (−ρ0,−η0)}. The boundary
metric on each boundary segment is
ds2I± = cosh
2 ρ˜0dη
2 (2.8)
ds2II± = dρ˜
2 (2.9)
On the boundary segments BI±, things are still quite familiar. We may define a coordinate
v = e−ρ˜ and a cutoff ε˜ = e−ρ˜0 and the boundary metric becomes
ds2I± =
1
4ε˜2
dη2
3We will distinguish between boundary metric and CFT metric. The boundary metric is the metric
that is induced from the bulk the usual way, and this is divergent in the limit ε→ 0.
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This shows that we can read off the conformal anomaly as the coefficient of log (1/ε˜).
However, for the boundary segments BII± it is less obvious that we can read off the
conformal anomaly as the coefficient of log (1/δ) where δ = e−η0 . The origin to this
problem should lie in the bad choice of coordinates that are not of FG form. However,
(u, ϕ) are FG coordinates. This motivates us to re-express the boundary metric in terms
of the coordinate ϕ using the relation
tanh ρ˜ = tanϕ sinh η0
Here ϕ ranges as follows for the various boundary segments,
BI+ = {ϕ ∈ [ϕ0, pi/2]}
BI− = {ϕ ∈ [−pi/2,−ϕ0]}
BII+ = {ϕ ∈ [0, ϕ0]}
BII− = {ϕ ∈ [−ϕ0, 0]}
For the boundary segments BII±, we get
ds = dρ˜ =
sinh η0
cos2 ϕ− sinh2 η0 sin2 ϕ
dϕ
This is essentially on the FG form
ds =
1
δ
f(ϕ, δ)dϕ
with
f(ϕ, δ) =
1
cos2 ϕ− sinh2 η0 sin2 ϕ
But we need to restrict ourselves to a very short interval, say 0 ≤ ϕ ≤ δ3/2, where we
stay far away from the corner singularity. On this very short interval, we have the desired
FG behavior of the metric with f(ϕ, δ) = f(ϕ) +O(δ). Since conformal transformations
can act locally, this should be sufficient for us to read off the conformal anomaly from the
coefficient of ln(1/δ) in the renormalized action.
This has a generalization to higher dimensional hyperbolic spaces. On Hd+1 we have
a family of metrics
ds2 = dρ2 + sinh2 ρdΩ2k + cosh
2 ρ
(
dη2 + sinh2 ηdΩ2d−k−1
)
(2.10)
for k = 0, 1, ..., d− 1 where dΩ2k is the metric on unit Sk. When k = d we have the metric
ds2 = dρ2 + sinh2 ρdΩ2d
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The conformal anomaly can be extracted from the coefficient of either η0 = ln(1/δ) or
ρ0 = ln(1/ε) when we expand the on-shell gravity action.
We will now proceed to compute the renormalized action for Hd+1 where we use the
foliation (2.10). The bulk action and the surface terms can be expressed for general d
and k, while the counterterm and possible other terms associated with the corner depend
on the dimension and are difficult to express for general d and k. We have the following
on-shell value of the bulk action for general d and k,
Ibulk,k =
d
8piG
Volk(H
d+1)
Volk(H
d+1) = Vol(Sk)Vol(Hd−k)Jd,k (2.11)
where we define the integral
Jd,k =
∫ ρ0
0
dρ sinhk ρ coshd−k ρ
that we compute in the appendix B. We denote by
Vol(Sd) =
(d+ 1)pi
d+1
2
Γ
(
d+3
2
)
the volume of unit Sd and by Vol(Hd+1) the volume of Hd+1 when it is foliated as in (2.1).
The surface term associated with the boundary ρ = ρ0 is given by
IIsurf,k = −
Vol(Sk)Vol(Hd−k)
8piG
sinhk ρ0 cosh
d−k ρ0
(
k
cosh ρ0
sinh ρ0
+ (d− k) sinh ρ0
cosh ρ0
)
The surface term associated with the boundary η = η0 is given by
IIIsurf,k = −
Vol(Sk)Vol(Sd−k−1)
8piG
(d− k − 1) cosh η0 sinhd−k−2 η0Jd−2,k
For both these surface terms we use the convention Vol(S0) = 2 and the coordinate ranges
ρ ∈ [0, ρ0] and η ∈ [0, η0].
We will also need the volumes of hyperbolic spaces when foliated as (2.1) and we
regularize by taking η ∈ [0, η0]. We then get the volume
Vol(Hd+1) = Vol(Sd)
∫ η0
0
dη sinhd η
For the first few dimensions
Vol(H1) = 2η0
Vol(H2) = 2pi cosh η0 − 2pi
Vol(H3) = pi sinh(2η0)− 2piη0
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For odd d we get the following finite term
Volren(H
d+1) = pi
d
2 Γ
(
−d
2
)
(2.12)
For even d we get the following log divergence
Volren(H
d+1) =
2pi
d
2 (−1) d2
Γ
(
d
2
+ 1
) ln(1
δ
)
(2.13)
where δ = e−η0 .
2.1 One dimension
For d = 1 there is no conformal anomaly but there is a universal finite term instead. Let
us show this explicitly for the two boundary surfaces that we constructed above. The
on-shell bulk gravity action is
Ibulk =
1
8piG
Vol(H2)
In the foliation (2.6) we get
Vol(H2) = Vol(S1)
∫ ρ0
0
dρ sinh ρ
and so
Ibulk =
1
4G
cosh ρ0 − 1
4G
The surface term is
Isurf = − 1
4G
cosh ρ0
The counterterm is
Ict = 0
since d − 1 = 0 and the intrinsic curvature in 1d is zero. Summing all contributions, we
get
Iren = Ibulk + Isurf + Ict = − 1
4G
(2.14)
Let us now use the foliation (2.7). Then we get
Ibulk =
1
2piG
sinh ρ˜0η0
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Isurf = − 1
2piG
sinh ρ˜0η0
Ict = 0
A bit unexpectedly, we find log divergences ∼ η0 = ln(1/δ) for the individual terms
despite here d = 1 is odd. However, when we add these contributions together we, these
divergences cancel, which is very fortunate as we do not expect a conformal anomaly here,
but we get Ibulk + Isurf + Ict = 0 and this does not agree with the finite term that we got
in (2.14). Let us also notice that IIIsurf = 0 so the entire surface term contribution comes
from the boundaries BI±.
One could now argue that the finite term must depend on the renormalization scheme
and is ambiguous. We could simply add a finite constant to the action as a counterterm.
This would amount to shifting the potential energy. There are many reasons why we
can not accept such a viewpoint. First, if we would write the counterterm as an integral
over a Lagrangian density, we would need to multiply the shifted Lagrangian density
by the length of the boundary, which diverges as we take the boundary to infinity. To
make the counterterm action finite, the Lagrangian density would therefore have to be
fine-tuned such that it is very close to zero as we take the boundary to infinity in such
a way that the action stays finite. A dependence of the Lagrangian density on the cutoff
scale and the high degree of fine tuning is unnatural. The second reason is that we do
not want to allow for a shift of the potential by an arbitrary constant. Although in many
situations such a shift can not be detected experimentally, one exception occurs when one
has supersymmetry. The third reason is that the counterterm can be obtained in a very
general form that applies to any gravity theory in any dimension. For example, for pure
gravity with a smooth boundary it is given by eq (1.1). We would like to propose that
one shall always use such general form of the counterterm in every situation and never
cook up something else that may seem to work particular cases. This last argument will
be used again later and we will make it stronger as we compute the conformal anomaly
later on in this paper.
There is an elegant way to get finite term right in this example. We have been ignorant
about the fact that there are four corners on the boundary. These will contribute with
finite corner terms. To see this, we may regularize a corner by replacing the sharp corner
with an arc of a small circle with radius r. Since the corner is locally embedded in flat
space (and this approximation becomes exact in the limit r → 0), we may assume the
ambient space is flat R2 instead of H2 in the vicinity of a corner. The extrinsic curvature
of a circle of radius r embedded in flat space is given by
K =
1
r
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The line element along the arc of the circle is ds = rdϕ where ϕ parametrizes an angle
ranging over say ϕ ∈ [0, α] where α is the angle that characterizes the corner (in our case
α = pi/2). The Gibbons-Hawking surface term contribution that comes from this arc is
now given by
Iarc = − 1
8piG
r
∫ α
0
dϕ
1
r
= − α
8piG
Since there are four corners along the entire boundary surface, we get in total
Icorn = 4 lim
r→0
Iarc = − 1
4G
where we put α = pi/2. Now we see that the correctly renormalized action becomes
Iren = Ibulk + Isurf + Ict + Icorn = − 1
4G
in precise agreement with (2.14).
This is the only example where we have managed to get a precise cancelation of all
divergences and also a perfect match of the finite term for two different boundaries. In
higher dimensions, we believe that one can again cancel all divergences, but the prob-
lem becomes much more difficult and we have been able to only demonstrate a partial
cancelation of divergences. However, again we have been able to match finite terms.
Corner terms have been derived for boundaries of dimension d ≥ 2 where they are
given by
Icorn = − α
8piG
Vol(corn) (2.15)
We notice that α for a sharp corner has the interpretation as the deflection angle. We are
not aware of a derivation of the corner term for a 1d boundary surface in the literature,
but our 1d result follows from the general form of the corner term if we assign the volume
of a point (which is the corner manifold when d = 1) to be Vol(point) = 1.
2.2 Two dimensions
Let us next consider d = 2 and the bulk space H3. Since d = 2 is even, there will be a
conformal anomaly. We know that the conformal anomaly is invariant under conformal
transformations so it should not depend on k. We will here see that the same conformal
anomaly appears for all values of k, which probably is an indication that we are on the
right track. The simplest case is k = 2 because then the cutoff boundary is S2 and there
are no corners on this boundary. If we define e−ρ0 = ε, then a standard computation gives
the result
Iren = − 1
2G
ln
1
ε
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We read off the conformal anomaly as the coefficient of the log-divergence. The precise
way of defining the anomaly depends on a convention. We will use the simplest possible
convention that the anomaly here is simply the coefficient of ln(1/ε). Hence
A = − 1
2G
We would like to reproduce this conformal anomaly for the other cutoff boundaries cor-
responding to k = 0, 1. The bulk gravity action is
Ibulk,0 =
Vol(S0)Vol(H2)
8piG
(
ρ0 +
1
2
sinh (2ρ0)
)
Ibulk,1 =
Vol(S1)Vol(H1)
8piG
(
cosh2 ρ0 − 1
)
Ibulk,2 =
Vol(S2)Vol(H0)
8piG
(
−ρ0 + 1
2
sinh (2ρ0)
)
The surface term is
IIsurf,0 = −
Vol(S0)Vol(H2)
8piG
sinh (2ρ0)
IIsurf,1 = −
Vol(S1)Vol(H1)
8piG
(
cosh2 ρ0 + sinh
2 ρ0
)
IIsurf,2 = −
Vol(S2)Vol(H0)
8piG
sinh (2ρ0)
The counterterm in d = 2 is given by
Ict,k =
1
8piG
∫
d2x
√
h
so we get
IIct,0 =
Vol(S0)Vol(H2)
8piG
cosh2 ρ0
IIct,1 =
Vol(S1)Vol(H1)
8piG
1
2
sinh (2ρ0)
IIct,2 =
Vol(S2)Vol(H0)
8piG
sinh2 ρ0
Adding these, and using the volumes
Vol(H0) = 1
Vol(H1) = 2 ln
1
δ
Vol(H2) =
pi
δ
− 2pi
13
as derived in the appendix, we get
Inaiveren,0 = −
1
2G
ln
1
ε
+
1
4G
1
δ
ln
1
ε
Inaiveren,1 = −
1
4G
ln
1
δ
Inaiveren,2 = −
1
2G
ln
1
ε
We see that the coefficient of Inaiveren,1 is half of what we would expect. We will postpone
the solution of that problem until section 3.6.
The other surface term is
IIIsurf,0 = −
1
2G
ρ0 cosh η0
IIIsurf,1 = 0
and we see that the unwanted divergent term Inaiveren,0 = ... +
1
4G
1
δ
ln 1
ε
gets canceled by
IIIsurf,0 for k = 0. Thus by adding this other surface term, we get the desired results, with
the only pecularity that for k = 1 the log divergent term is in terms of the other cutoff
ln(1/δ) instead of ln(1/ε). Nevertheless, we interpret this result as that we get the same
conformal anomaly for k = 0, 1, 2 just as one should expect.
The problem is that on general grounds there should be another counterterm for the
other boundary η = η0 that is given by
IIIct,0 =
1
2G
sinh ρ0 sinh η0
IIIct,1 =
1
2G
(cosh ρ0 − 1)
There should also be the corner term which is necessary in order to have a well-defined
variational principle. These are
Icorn,0 = − pi
4G
cosh ρ0 sinh η0
Icorn,1 = − pi
4G
sinh ρ0
These two extra contributions do not cancel, IIIct + Icorn 6= 0, which means that at this
stage we have unwanted divergences.
At a first glance, it might seem that they could cancel if we were to multiply the corner
terms by 2/pi. This is not correct since we would then for k = 0 get a result proportional
to eη0−ρ0 that has an ambiguous limit we take the boundary to infinity. So there is no
way for these terms to cancel (and we did not make a mistake by a factor of 2/pi).
The purpose of the counterterm is to remove divergences. If we do not need to remove
divergences, we may also not need to add the counterterm IIIct . Then we will be left we just
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removing the corner term. But that is also not too hard to do. We can add counterterms
located on the corner that depend only on the induced metric on the corner. Such a
counterterm on the corner can now be easily constructed as minus the corner term,
Ict,corn = −Icorn
which cancels the corner term. One may worry about the variational principle that will
now be lost. We have already used the variational principle to derive the equations of
motion in the bulk and we are here computing the on-shell action. So there is no need to
have a variational principle for the renormalized on-shell action. Finally one may wonder
why we did not need this type of counterterm on the corner for d = 1. Maybe this
counterterm has the general structure that its leading term is proportional to d− 1, just
like (1.1).
2.3 Three dimensions
Again it is easy to do the computation for k = 3 where the result is the following finite
term [10]
Iren,3 =
pi
2G
(2.16)
after renormalization. We would now like to reproduce this result for the other values
of k = 0, 1, 2 and in the process we may learn something about how to renormalize the
gravity action for higher-dimensional boundaries with corners. We get
Ibulk,0 =
3Vol(H3)
4piG
(
3
4
sinh ρ0 +
1
12
sinh(3ρ0)
)
Ibulk,1 =
Vol(H2)
4G
(
cosh3 ρ0 − 1
)
Ibulk,2 =
Vol(H1)
2G
sinh3 ρ0
Ibulk,3 =
pi
4G
(
−9
4
cosh ρ0 +
1
4
cosh(3ρ0)
)
+
pi
2G
IIsurf,0 = −
Vol(H3)
4piG
3 sinh ρ0 cosh
2 ρ0
IIsurf,1 = −
Vol(H2)
4G
(
cosh3 ρ0 + 2 sinh
2 ρ0 cosh ρ0
)
IIsurf,2 = −
Vol(H1)
2G
(
2 sinh ρ0 cosh
2 ρ0 + sinh
3 ρ0
)
IIsurf,3 =
pi
4G
(−3 sinh2 ρ0 cosh ρ0)
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IIct,0 =
Vol(H3)
4piG
(
2 cosh3 ρ0 − 3 cosh ρ0
)
IIct,1 =
Vol(H2)
4G
(
2 sinh ρ0 cosh
2 ρ0 − sinh ρ0
)
IIct,2 =
Vol(H2)
2G
(
2 sinh2 ρ0 cosh ρ0 + cosh ρ0
)
IIct,3 =
pi
4G
(
3 sinh ρ0 + 2 sinh
3 ρ0
)
Naive renormalization amounts to sum these terms up. It gives the following naive results
Inaiveren,0 =
Vol(H3)
4piG
(
e−3ρ0
2
− 3e
−ρ0
2
)
Inaiveren,1 =
Vol(H2)
4G
(
1
2
e−ρ0 − 1
2
e3ρ0
)
Inaiveren,2 =
Vol(H1)
2G
1
2
(
e−3ρ0 + e=ρ0
)
Inaiveren,3 = −
pi
4G
(
1
2
e−3ρ0 +
3
2
e−ρ0
)
+
pi
2G
We now make the following observation. If we expand the counterterm for d = 3 keeping
all the infinitely many terms, then we get
IIct,3 =
pi
2G
(
sinh3 ρ0 +
3
2
sinh ρ0 + ...
)
=
pi
2G
sinh3 ρ0
(
1 +
1
sinh2 ρ0
)3/2
=
pi
2G
cosh3 ρ0
and then we get exactly
Inaiveren,3 =
pi
2G
with no exponentially suppressed terms. For k = 3, we do not need to worry about
exponentially suppressed terms since we will take ρ0 → ∞ after we have subtracted
the divergent terms. On the other hand, exponentially suppressed terms are a serious
threat when they are multiplied by a divergent factor such as Vol(H2) ∼ eη0 because
then we end up with a term such as eη0−ρ0 whose limiting value is ambiguous. We expect
Iren = pi/(2G) but if we end up with terms like e
η0−ρ0 , then we must conclude that our
result is ambiguous and depends on the renormalization scheme, which is not the case here.
Instead our counterterms are not computed correctly because we truncated their infinite
series expansion in an artifical way. By correcting for this, we will find counterterms that
exactly cancel all those exponentially suppressed terms (multiplied by divergent volume
factors). So the correct counterterms are
IIct,0 =
Vol(H3)
2piG
cosh3 ρ0
(
1− 1
cosh2 ρ0
)3/2
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=
Vol(H3)
2piG
sinh3 ρ0
IIct,1 =
Vol(H2)
4G
(
2 sinh ρ0 cosh
2 ρ0 − sinh ρ0 + ...
)
=
Vol(H2)
4G
2 sinh ρ0 cosh
2 ρ0
(
1− 1
cosh2 ρ0
)1/2
=
Vol(H2)
4G
2 sinh2 ρ0 cosh ρ0
This observation that exponentially small terms cancel out exactly for odd d by not
truncating the counterterm series expansion was made already in the reference [13] in a
slightly different context. But the significance of this observation was not seen there as
they did not consider a situation where these exponentially small terms get multiplied by
a divergent volume factor.
By using the correct counterterms, we get the following exact results
Inaiveren,0 = 0
Inaiveren,1 =
pi
2G
− pi
2G
cosh η0
Inaiveren,2 = 0
Inaiveren,3 =
pi
2G
As we could have expected, the naive renormalization gives the correct answer only for
k = 3, which is the case where there are no corners on the boundary. To get the right
answers for the other values on k we need to find out all the further contributions that
are coming from the corners and also by adding the contributions from several boundary
components that are joined together at these corners.
These other surface terms are
IIIsurf,0 = −
1
G
sinh ρ0 sinh (2η0)
IIIsurf,1 =
pi
2G
cosh η0 − pi
2G
cosh ρ0 cosh η0
IIIsurf,2 = 0
We now see that the surface term IIIsurf,1 contains the term
pi
2G
cosh η0 that cancels the
unwanted divergent term in Inaiveren,1 .
The counterterms IIIct,k for k = 0, 1, 2 of the other boundary component can be easily
computed, but they have the completely wrong divergences to cancel our divergences.
Just as we did for d = 2, also for d = 3 we will not add them by using the same argument
as we used for d = 2. The purpose of adding a counterterm is to cancel divergences. If
the counterterm does not cancel divergences, we do not have to, and should not, add it.
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Let us now compute the corner terms. Since the angle of all our corners are pi/2, these
corner terms are all given by
Icorn = − 1
16G
Vol(corn)
So all we need to do, is to compute the volume of the corners. The metric of the corner is
ds2 = sinh2 ρ0dΩ
2
k + cosh
2 ρ0 sinh
2 η0dΩ
2
2−k
Using this, we get
Icorn,k = −Vol(S
k)Vol(S2−k)
16G
sinhk ρ0 cosh
2−k ρ0 sinh
2−k ρ0
Then
Icorn,0 = − pi
2G
cosh2 ρ0 sinh
2 η0
Icorn,1 = − pi
2
8G
sinh(2ρ0) sinh η0
Icorn,2 = − pi
2G
sinh2 ρ0
Any factors of 2 have been accounted for here through Vol(S0) = 2. Since these corner
terms are off by a factor of pi/2 to have any chance of canceling our divergences, we will
add a counterterm Ict,corn = −Icorn that cancels these corner terms, just as we did in
d = 2.
Let us now summarize what we have got. Summing all the contributions, we have
Inaive
′
ren,0 = −
1
G
sinh ρ0 sinh (2η0)
Inaive
′
ren,1 =
pi
2G
− pi
2G
cosh ρ0 cosh η0
Inaive
′
ren,2 = 0
Inaive
′
ren,3 =
pi
2G
We see that the finite term pi/(2G) appears in k = 3 and also for k = 1. But there are also
uncanceled divergences and for k = 0, 2 we do not see any trace of a finite term pi/(2G)
so far. Clearly we are still missing something.
We have argued that for d = 3, and more generally for any odd d, we should not
truncate the counterterm series expansion. There is no obvious reason to truncate it when
d is odd. If we do truncate, we get exponentially suppressed terms that are harmless in
many cases, but when these are multiplied by divergent volumes of hyperbolic spaces we
are in trouble. This has been our argument so far for not truncating the series expansion.
Nevertheless, we will now again take a new look at that truncated series expansion, simply
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because the infinite series expansion is too complicated. For d = 3, we have the truncated
counterterm expansion
Ict =
1
4piG
∫
d3x
√
h+
1
16piG
∫
d3x
√
hR
It is the second term that catches our attention. This is nothing but the Einstein-Hilbert
action with the wrong sign, where R is the curvature scalar computed from the boundary
metric. If there is a corner in the boundary, then that means that there are two boundary
components that has a common boundary at the corner. In other words, we should add
those two boundary terms associated with the corner,
IIcsurf =
1
8piG
∫
d2x
√
hcK
I
c
IIIcsurf =
1
8piG
∫
d2x
√
hcK
II
c
Here KIc and K
II
c denote the extrinsic curvatures computed at the corner from the view-
point of the boundary components I and II respectively. We have argued previosly that
for the renormalized on-shell action we do not require a variational principle. That is sim-
ply because that renormalized action is not a function of the bulk metric. It is a function
of the boundary metric. We require a variational principle that works for variations of
the boundary metric for the renormalized action. To this end, adding these corner surface
terms is necessary.
We get
KIc = (d− k − 1)
1
cosh ρ0
cosh η0
sinh η0
KIIc = k
cosh ρ0
sinh ρ0
+ (d− k − 1) sinh ρ0
cosh ρ0
For the corner, we have the measure factor√
hc = sinh
k ρ0 cosh
d−k−1 ρ0 sinh
d−k−1 η0
√
Gk
√
Gd−k−1
and so we get
IIcsurf,k =
Vol(Sk)Vol(Sd−k−1)
8piG
(d− k − 1) sinhk ρ0 coshd−k−2 ρ0 sinhd−k−2 η0 cosh η0
IIIcsurf,k =
Vol(Sk)Vol(Sd−k−1)
8piG
(
k coshd−k ρ0 sinh
k−1 ρ0 + (d− k − 1) sinhk+1 ρ0 coshd−k−2 ρ0
)
sinhd−k−1 η0
For d = 3 we get
IIcsurf,0 =
1
G
cosh ρ0 sinh (2η0)
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IIcsurf,1 =
pi
2G
sinh ρ0 cosh η0
IIcsurf,2 = 0
and
IIIcsurf,0 =
1
G
2 sinh ρ0 cosh ρ0 sinh
2 η0
IIIcsurf,1 =
pi
2G
(
cosh2 ρ0 + sinh
2 ρ0
)
sinh η0
IIIcsurf,2 =
1
G
2 cosh ρ0 sinh ρ0
We should now remember that we have discarded the counterterm IIIct . We decided not
to add this counterterm term because we did not need to do that in order to cancel
divergences. We shall accordingly also discard the associated corner surface term IIIcsurf .
We then get
Inaiveren,0 + I
I
csurf,0 =
1
G
(cosh ρ0 − sinh ρ0) sinh (2η0)
Inaiveren,1 + I
I
csurf,1 =
pi
2G
+
pi
2G
(sinh ρ0 − cosh ρ0) cosh η0
Inaiveren,2 + I
I
csurf,2 = 0
Inaiveren,3 =
pi
2G
In our result we can see that pi/(2G) appears for k = 1, 3 which we find quite encouraging
as that indicates that F might be a universal constant that does not depend on the choice
of boundary surface. If that is the case, then we need to find extra terms, presumably to
be located at the corner, when k = 0, 2 to find pi/(2G) emerging there as well. We notice
that when k = 1, 3 we have terms that are proportional to cosh ρ0−sinh ρ0. Normally such
a term would be neglected as we take ρ0 to infinity. Here we can unfortunately not quite
neglect these terms since they are multiplied by exponentially large factors ∼ e(2−k)η0
for k = 0, 1. On the other hand, the process of changing cosh ρ0 into sinh ρ0 and vice
versa we have seen before. This happened as we changed from truncated counterterms to
untruncated counterterms. So maybe that is what should happen here too. Unfortunately
this is too difficult for us to show explicitly. First we would need to obtain the exact form
of the counterterms to all orders. Second, we would need to obtain the corresponding
corner surface terms to all orders. Instead we will use a different renormalization method
that is more suitable for this problem in section 4.1.
2.4 Arbitrary odd dimension
Despite we did not complete the computation for d = 3, it is still very interesting to
consider arbitrary odd dimension d. We will now extract the universal constant F for odd
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d for any odd k = 1, 3, ..., d. When k is odd, we have seen that the finite term comes from
Ibulk for d = 1 and d = 3. Using the renormalized volume (2.12) and the renormalized
value of the integral,(∫ ρ0
0
dρ sinhk ρ coshd−k ρ
)
ren
=
1
2
B
(
−d
2
,
k + 1
2
)
that we compute in Appendix B, we get the renormalized bulk term
Ibulk,ren =
d
8G
pi
d
2
−1Γ
(
−d
2
)
(2.17)
which is indeed independent of k = 1, 3, ..., d.
We are not able to compute the counterterm IIct for arbitrary odd d. Yet we may guess
the result for Inaiveren = Ibulk + I
I
surf + I
I
ct based on our results for d ≤ 3. For any odd k, it
should be proportional to Vol(Hd−k) whose renormalized value is given by
Volren(H
d−k) = pi
d−k−1
2 Γ
(
−d− k − 1
2
)
Thus our guess will be that we simply need to multiply the universal constant by Vol(H
d−k)
Volren(Hd−k)
to get
Inaiveren =
dpi
k−1
2 Vol(Hd−k)
8G
Γ
(−d
2
)
Γ
(−d−k−1
2
) (2.18)
From this guessed result, one may then work backwards to obtain the desired expression
for IIct that one may then test against (1.1). We will not do this exercise here, but will
postbone this to another example later on.
One would now like to cancel all the divergences in this naively renormalized action.
This problem is easy to solve when k = d as we will show below. We can also make partial
progess when k = d− 2 because in that case the boundary η = η0 is simply Hd. The bulk
metric is
ds2 = dρ2 + sinh2 ρdΩ2k + cosh
2 ρ
(
dη2 + sinh2 ηdφ2
)
The boundary η = η0 has the induced metric
ds2 = dρ2 + sinh2 ρdΩ2k + cosh
2 ρdη˜2
where we put η˜ = φ sinh η0. From this metric we see that this boundary is nothing but
Hd = Hk+2 foliated by Sk ×H1, with an inherited cutoff η˜0 = 2pi sinh η0.
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We have a general formula for the counterterm Lagrangian on a maximally symmetric
boundary. If the Riemann curvature tensor satisfies
Rabcd =
1
r2
(gacgbd − gbcgad)
then the counterterm action is
Ict =
(d− 1)Vol(boundary)
8piG
2F1
(
−1
2
,−d
2
, 1− d
2
,− 1
r2
)
Hence, if the boundary is Hd with r2 = −1 and odd d, the counterterm becomes zero,
IIIct = 0
and this is true regardless how we regularize Hd as that will only affect the volume factor
Vol(Hd) and not the Lagrangian density, which gives the hypergeometric function that
vanishes for r2 = −1 when d is odd. From (2.18) we get by specializing to d = k + 2
Inaiveren = −
d
8G
pi
d
2
−1Γ
(
−d
2
)
Vol(H2)
2pi
where Vol(H2) = 2pi cosh η0−2pi. It is interesting to extract the finite term that multiplies
cosh η0 from the surface term I
II
surf . We have
IIIsurf = −
1
4G
Volρ0(H
d−1) cosh η0
where we define
Volρ0(H
d−1) = Vol(Sd−2)
∫ ρ0
0
dρ sinhd−2 ρ
so the finite term that multiplies cosh η0 is given by
IIIsurf |extracted term = −
1
4G
Volren(H
d−1) cosh η0
Volren(H
d−1) = pi
d
2
−1Γ
(
1− d
2
)
This extracted term cancels the divergent term in Inaiveren , leaving us with the result
Inaiveren + I
II
surf = F +
(
IIIsurf − IIIsurf |extracted term
)
From this result, we conclude that further counterterms Icct localized to the corner have
to be constructed in such a way that they cancel these remaining divergent terms,
Icct = −
(
IIIsurf − IIIsurf |extracted term
)
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=
1
4G
(
Volρ0(H
d−1)− Volren(Hd−1)
)
cosh η0 (2.19)
There could be many different types of corner counterterms contributing to Icct. We
can think of two typers of terms. One is the standard corner term (2.15). The other is
the surface term that is associated to the counterterm on each boundary segment whose
boundary surfaces meet and coincide with the corner. Let us expand the counterterm up
to the second term, which is the Einstein-Hilbert term, in an arbitrary dimension,
IIct =
d− 1
8piG
∫
ddx
√
h+
1
16(d− 2)piG
∫
ddx
√
hR + ...
From this we see that we need surface corner terms
IIcsurf =
1
8(d− 2)piG
∫
dd−1x
√
hcK
I
c + ...
Here
KIc = (d− k − 1)
cosh η0
sinh η0
1
cosh ρ0√
hc = sinh
k ρ0 cosh
d−k−1 ρ0 sinh
d−k−1 η0
√
Gk
√
Gd−k−1
So by putting k = d− 2, we get
IIcsurf =
Vol(Sd−2)
4(d− 2)G sinh
d−2 ρ0 cosh η0 (2.20)
It is now interesting to compare this term with the leading divergence in (2.19). The
leading divergence in Volρ0(H
d−2) is given by
Volρ0(H
d−2) =
Vol(Sd−2)
2d−2(d− 2)e
(d−2)ρ0 + ...
So we see that the leading divergence in Icct should be
Icct =
Vol(Sd−2)
4(d− 2)G
1
2d−2
e(d−2)ρ0 cosh η0 + ...
which is in precise agreement with the leading divergence in IIsurf in (2.20). We notice that
this agreement holds in any odd dimension d, which makes our result quite convincing and
leaves us with little doubt that our proposed surface counterterm really should be added
to get the renormalized gravity action when there is a corner on the boundary surface.
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2.5 Arbitrary even dimension
When the dimension d is even, the counterterm has to be truncated as one usually does
in order to give a meaningful result that is not infinite. For k = d− 2 we expect to get
Inaiveren = −
Vol(H2)
2pi
(−1) d2pi d2−1
2GΓ
(
d
2
) ρ0
=
(−1) d2pi d2−1
2GΓ
(
d
2
) ρ0 − (−1) d2pi d2−1
2GΓ
(
d
2
) ρ0 cosh η0
by adding Ibulk + I
I
surf + I
I
ct =: I
naive
ren , as one may confirm by explicit calculations for
d = 2, 4, 6 where the expression for the counterterm is known.
Again the surface term at the boundary η = η0 is given by the formula
IIIsurf = −
Volρ0(H
d−1)
4G
cosh η0
For even d, the renormalized volume is given by
Volren(H
d−1) = −2pi
d
2
−1(−1) d2
Γ
(
d
2
) ρ0
We can now write
IIIsurf =
pi
d
2
−1(−1) d2
2GΓ
(
d
2
) ρ0 cosh η0 + IIIsurf,div
where
IIIsurf,div = −
(k + 1)pi
k+1
2
2k4GΓ
(
k+3
2
) k2−1∑
m=0
(
k
m
)
(−1)m
k − 2m
1
εk−2m
cosh η0 (2.21)
We see that the surface terms cancels the divergent term in Inaiveren .
As we have argued before, we shall not add the other counterterm for the boundary
η0. If we would, it would bring in more divergences rather than cancel any divergences.
Exactly the same computation goes through for the corner surface term because this
part of the computation is insensitive to whether d is even or odd.
2.6 Subleading order
The counterterm Lagrangian expanded up to subleading order in the curvature is propor-
tional to
d− 1 + R
2(d− 2) +
1
2(d− 2)2(d− 4)
(
R2ab −
d
4(d− 1)R
2
)
+ ...
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The divergence we want to cancel, as given by (2.19), is proportional to cosh η0. The
difference between cosh η0 and sinh η0 is exponentially small, but that difference matters
because it is multiplied by a divergent volume factor. So we try to construct corner
counterterms that are proportional to cosh η0 that can cancel the divergence in (2.19).
To subleading order, the most general such ansatz that we can think of corresponds to
making the following correspondences with the counterterm curvature invariants,
R → 2Kc
R2 → ARKc + CRcKc
R2ab → BRKc +DRcKc
Here the first is just the usual Gibbons-Hawking surface term. For the others, we use
the curvature of the boundary on which the counterterm lives, as well as the curvature
of the corner that we denote as Rc. The presence of Kc, the extrinsic curvature, in all
terms, is necessary in order to convert a factor of sinh η0 into cosh η0. We could consider
other terms such as RabK
ab and Rabn
anbK. However, here the boundary is maximally
symmetric, so Rab = habR/d, which implies that RabK
ab = Rabn
anbK = RK.
Demanding cancelation of leading and subleading orders then leads to the following
system of equations for the coefficients,
2B + 3D = −4
−2A+ 18B − 3C + 22D = −32
5
8
A− 3B + 5
8
C − 3D = 5
−A+ 4B − C + 4D = −8
The solution to these complicated looking equations is quite simple,
A = 8
B = 4
C = 0
D = −4
In other words, the map becomes
R2 → 8RKc
R2ab → 4 (R−Rc)Kc
We notice that these results do not agree with the standard boundary terms of higher
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curvature gravity [22], [23], [24], [25], [26]4, which are described by the map
R→ 4RKc
R2ab → 2
(
RabK
ab −RabnanbK
)
As our boundary is maximally symmetric, the latter expression simplifies, RabK
ab −
Rabn
anbK = 0. One possible explanation for this discrepancy might be that our re-
quirement of canceling divergences in the on-shell action, might not be directly the same
as the requirement of having a working variational principle.
3 The conformal anomaly
In subsequent subsections we will extract the log divergent term for arbitrary k and even
d. We will separate this computation into three parts where the boundary is taken to be
Sd, S2k+1×Hd−2k−1 and S2k×Hd−2k respectively. In each case we will see that the same
conformal anomaly arises.
3.1 Boundary Sd
We assume that d is even and foliate Hd+1 by spheres Sd. The bulk metric is
ds2 = `2
(
dρ2 + sinh2 ρdΩ2d
)
where 0 ≤ ρ ≤ ρ0. The boundary sphere is located at ρ = ρ0 for some large cutoff ρ0.
The Fefferman-Graham coordinate u with a small cutoff ε is related with ρ and ρ0 as
ρ = e−u
ρ0 = e
−ε
The on-shell value of the bulk gravity action is given by
Ibulk =
d
8piG
Vol(Hd+1)
Vol(Hd+1) = Vol(Sd)
∫ ρ0
0
dρ sinhd ρ∫ ρ0
0
dρ sinhd ρ =
1
2d
d/2−1∑
m=0
 d
m
 (−1)m
d− 2m
1
εd−2m
+
(−1)d/2
2d
 d
d/2
 ln(1
ε
)
+O(ε)
4Nor the nonstandard ones in [27], [28].
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Adding the surface term
Isurf = −d`
d−1Vol(Sd)
8piG
sinhd−1 ρ0 cosh ρ0
and the following postulated counterterm
I˜ct =
rdVol(Sd)
8piG
d− 1
`
2F1
(
−1
2
,−d
2
, 1− d
2
,−
(
`
r
)2)
will cancel the power law divergences and leave the log divergences unaffected. When we
add the three terms I = Ibulk + Isurf + Ict we are then left with
I = (−1)d/2dVol(S
d)
2d8piG
 d
d/2
 ln(1
ε
)
+O(ε)
By using Vol(Sd) = (d+1)pi
d+1
2
Γ( d+32 )
we get
I =
(−1) d2pi d2−1
2GΓ
(
d
2
) ln(1
ε
)
+O(ε) (3.1)
The general structure of the counterterm in Euclidean signature is
Ict =
1
8piG
∫
ddx
√
hLct
Lct = d− 1
`
+
`
2(d− 2)R +
`3
2(d− 2)2(d− 4)
(
R2ij −
d
4(d− 1)R
2
)
− `
5
(d− 2)3(d− 4)(d− 6)
(
3d+ 2
4(d− 1)RR
2
µν −
d(d+ 2)
16(d− 1)2R
3 − 2RµνκτRµκRντ
)
+...
When we evaluate the counterterm on Sd, we get
Ict =
1
8piG
∫
ddx
√
h
(
d− 1
`
+
d(d− 1)
2(d− 2)
`
r2
− d(d− 1)
8(d− 4)
`3
r4
+
d(d− 1)
16(d− 6)
l5
r6
+ ...
)
One may now see that this series expansion for Ict agrees with the series expansion of I˜ct
up to the order that we could compute. One may notice that the coefficients that appear
in the series expansion are the same as those that appear in the expansion of the square
root
√
1 + x = 1 + 1
2
x− 1
8
x2 + 1
16
x3 + ... =
∑∞
n=0 cnx
n. They are given by
cn = −(−1)
n
2
√
pi
Γ(n− 1/2)
Γ(n+ 1)
Let us here conjecture that I˜ct = Ict. We will find further evidence for this conjecture
later by using the Kounterterm method.
27
It is important to notice that when the boundary is Sd for even d, the counterterm has
a simple pole at n = d/2 that is not canceled. That means that the counterterm series
expansion has to be truncated at the order n = d/2− 1 in order for it to give a sensible
result that is not just infinite. We have seen that I˜ct = Ict when this truncation is taken
into account for d ≤ 8. For d > 8 we conjecture that I˜ct = Ict will remain true.
3.2 Boundary S2k+1 ×Hd−2k−1
This class of boundaries are the most peculiar ones. The boundary is noncompact, so we
need to regularize the boundary by cutting off the hyperbolic space Hd−2k−1 by taking
η ∈ [0, η0]. There is a finite term in Jd,2k+1 and a log-divergent term in Volη0(Hd−2k−1),
Volren
(
Hd−2k−1
)
=
2pi
d
2
−k−1(−1) d2−k−1
Γ
(
d
2
− k) ln
(
1
δ
)
(Jren)d,2k+1 =
1
2
B
(
−d
2
, k + 1
)
Using the definition of the beta function
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
we get
1
Γ
(
d
2
− k)B
(
−d
2
, k + 1
)
=
Γ
(−d
2
)
Γ(k + 1)
Γ
(
d
2
− k)Γ (−d
2
+ k + 1
)
We multiply by 1 =
Γ(1+ d2)
Γ(1+ d2)
and apply the relation
Γ(x)Γ(1− x) = pi
sin(pix)
on the product of gamma functions in the numerator and denominator to get
Volren(H
d−2k−1)B
(
−d
2
, k + 1
)
= 2(−1) d2pi d2−k−1 Γ (k + 1)
Γ
(
1 + d
2
) ln(1
δ
)
Now when we multiply by Vol(S2k+1) all the k-dependence disappears and we get
Ibulk,ren =
(−1) d2pi d2−1
2GΓ
(
d
2
) ln(1
δ
)
We notice that the coefficient of this log-divergent term precisely agrees with what we got
on Sd boundary in eq (3.1).
We notice the here the logarithm is not the one that is associated with the (naive)
boundary cutoff. That logarithm is log(1/ε). Here we find the logarithm log(1/δ) that is
associated to the cutoff of the boundary.
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3.3 Boundary S2k ×Hd−2k
The volume of Hd+1 is
Vol(Hd+1) = Vol(S2k)Volη0(H
d−2k)Jd,2k
In this case we encounter a log-divergence in Jd,2k and a finite term in Volη0(H
d−2k),
Volη0(H
d−2k) = pi
d−1
2
−kΓ
(
k +
1− d
2
)
(Jren)d,2k =
2(−1)d/2
d
Γ
(
k + 1
2
)
Γ
(
d
2
)
Γ
(
k + 1−d
2
)ρ0
Inserting these renormalized values into the bulk action (2.11), we get
Ibulk,ren =
(−1) d2pi d2
2GΓ
(
d
2
) ln(1
ε
)
where we put ρ0 = ln
(
1
ε
)
. This result is independent of k.
3.4 The counterterm
In the computation above, we did not obtain the counterterm. This was because we can
obtain the counterterm for a generic boundary Sk ×Hd−k without having to distinguish
between odd and even k.
Since the counterterm lives on the boundary, let us define
Lbulk := − 8piG
Vol(bndry)
Ibulk (3.2)
By taking the boundary component at ρ = ρ0 as S
k ×Hd−k, we get
Lbulk = − d
sinhk ρ0 cosh
d−k ρ0
Jd,k
or if we define r = cosh ρ0, then
Lbulk = − d
(r2 − 1)k/2rd−kJd,k
= − d
rd
1(
1− 1
r2
)k/2Jd,k
The extrinsic curvature on this boundary component is given by
K = k
r√
r2 − 1 + (d− k)
√
r2 − 1
r
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The counterterm Lagrangian should cancel the divergences so it should be given by
L˜ct = K + Lbulk,div
This way we get
L˜ct = k r√
r2 − 1 + (d− k)
√
r2 − 1
r
− 1(
1− 1
r2
)k/2 2F˜1(−d2 , 1− k2 , 1− d2 , 1r2
)
(3.3)
where 2F˜1 is defined in Appendix B as a regularized hypergeometric function. This ex-
pression is valid for both even and odd k. But when k is odd, we can drop the tilde and
use the standard hypergeometric function.5 Now this is the counterterm that we want to
get (up to a contant shift). This counterterm (up to such a constant shift) is what the
invariance of the conformal anomaly requires. Now it remains to see if such a counterterm
is actually realized explicitly by adding intrinsic curvature invariants on the boundary.
The curvatures on Sk√
r2−1 and H
d−k
r are
RSijkl =
1
r2 − 1 (gikgjl − gjkgil)
RSik =
1
r2 − 1(k − 1)gik
RS =
1
r2 − 1k(k − 1)
RHabcd = −
1
r2
(gacgbd − gbcgad)
RHac = −
1
r2
(d− k − 1)gac
RH = − 1
r2
(d− k)(d− k − 1)
thus ingoring the fact that there is a curvature singularity at the corner (ρ0, η0). Then we
plug this into the counterterm Lagrangian expansion
Lct = d− 1 + 1
2(d− 2)
(
RS +RH
)
+
1
2(d− 2)2(d− 4)
(
RSijR
S
ij +R
H
abR
H
ab −
d
4(d− 1)(R
S +RH)2
)
+...
5In that case the expression can also be rewritten in the form
L˜ct = k 1√
1− 1r2
+ (d− k)
√
1− 1
r2
−
√
1− 1
r2
2F1
(
1,
1− d+ k
2
, 1− d
2
,
1
r2
)
But this expression can not be used when k is even where this becomes ∞ and we instead need to use
(3.3).
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and we get
Lct = d− 1 +
(
−d− 1
2
+ (k − 1)d− 1
d− 2
)
1
r2
+
(
−d− 1
8
+
k − 1
2
d2 − 3d− 2k + 2)
(d− 2)(d− 4)
)
1
r4
+ ... (3.4)
which is in exact agreement with the 1/r2 expansion of L˜ct, at least up to this order.
3.5 Pole cancelations
By looking at the counterterm expansion (1.1) at order 1/r2 we see that there is a pole at
d = 2, and at order 1/r4 there is a pole at d = 4 and so on. One would then expect that
for the dimension d = 2 we shall always truncate (1.1) before we hit that pole singularity,
and thus define the counterterm as the first term
Lct = d− 1
and similarly for d = 4 we shall always truncate at the next order and define
Lct = d− 1 + R
2(d− 2)
and so on. It is of course true that such a truncated counterterm expansion will grow as
we increase the dimension d. However, the truncation may not always give the correct
answer regardless of what dimension d < ∞ we have. In the next subsection we will
present one example where truncation gives the wrong answer. What can happen is that
there can be a cancelation of the poles at all orders in the series expansion, in which case
we shall keep the full series expansion. From (3.4) we see that if k = 1 then the terms
with poles at d = 2, 4, ... are all vanishing. The exact form of the counterterm when k = 1
is an infinite series expasion in 1/r2 whose closed form expression is given by
Lct,1 = (d− 1)
√
1− 1
r2
(3.5)
Another point where we have pole cancelations is k = d − 1 where we get the exact
counterterm
Lct,d−1 = d− 1√
1− 1
r2
(3.6)
by plugging in k = d− 1. If we define s = sinh ρ0, then (3.6) becomes
Lct,d−1 = (d− 1)
√
1 +
1
s2
(3.7)
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This unifies the two formulas (3.5) and (3.7) into one formula,
Lct = (d− 1)
√
1 +
R
(d− 1)(d− 2) (3.8)
This formula was presented in [15]. But not only is this formula not generally applicable,
it gets also quite mysterious when d = 2 and k = 1 since there one has two candidates as
k = 1 can be interpreted as either k = 1 or as k = d − 1 when d = 2 and both formulas
(3.5) and (3.6) can not be correct at that point. To see what happens at that point, one
really needs to go back to (3.3) and then one finds that (3.5) is the right one to use when
d = 2 and k = 1.
More generally we have pole cancelations for all odd k = 1, 3, ..., d− 1 where we shall
use the exact counterterm (3.3).
3.6 The conformal anomaly on S1 ×H1 revisited
We will now compute the conformal anomaly on S1×H1 boundary of H3 using truncated
counterterm renormalization. For H1 we have two boundaries, and we have the coordinate
range η ∈ [−η0, η0]. By taking this into account, the bulk and surface gravity actions
become
Ibulk =
1
2G
(
r2 − 1) ln 1
δ
Isurf = − 1
G
(
r2 − 1
2
)
ln
1
δ
where δ = e−η0 . The truncated counterterm for a d = 2 dimensional boundary is truncated
at the first term because, at least naively, the second counterterm has a pole 1/(d− 2) at
d = 2. Hence the truncated counterterm is given by
Itrunc,ct =
1
2G
√
r2 − 1r ln 1
δ
=
1
2G
(
r2 − 1
2
)
ln
1
δ
that originates from the truncated counterterm Lagrangian Lct = d − 1 = 1 for d = 2.
Then
Isurf + Itrunc,ct =
1
2G
(
−r2 + 1
2
)
+O(1/r)
and the renormalized action becomes
Itrunc,ren = Ibulk + Isurf + Itrunc,ct = − 1
4G
ln
1
δ
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This is the wrong answer.
The correct counterterm is given by
Ict =
1
4G
(
r2 − 1) ln 1
δ
which corresponds to the counterterm Lagrangian
Lct =
√
1− 1
r2
as one may infer directly from (3.3) by taking d = 2 and k = 1 in which case we can
use the ordinary hypergeomeric function since k is odd. This hypergeometric function for
d = 2 and k = 1 is equal to one, so the counterterm Lagrangian is easily computed from
(3.3). Using the correct counterterm, the conformal anomaly now comes out right as
Iren = − 1
2G
ln
1
δ
We know that this is the correct result since it matches the conformal anomaly on S2
boundary.
It is important to notice that divergent terms, i.e. those that diverge as r → ∞, are
identical in Itrunc,ct and Ict. But there is another parameter δ and another divergence
η0 = ln(1/δ) in the term that does not diverge in r that we would have otherwise called
as a finite term. Here we can not tolerate this finite term in r, which is a logarithmically
divergent term in δ, to be regularization scheme dependent as that would give us the
wrong value of the conformal anomaly.
4 The Kounterterm method
As has become clear, it is well-motivated to study alternative renormalization methods.
The counterterm expansion (1.1) is known only for the first few terms and as we have
seen, for some applications we need the exact counterterm to all orders, which is not
known.
One alternative is the Kounterterm renormalization method. In [18] it was shown that
the Kounterterm is compatible with Dirichlet boundary condition for the metric. This
suggests the Kounterterm method could be equivalent with the usual counterterm method
although so far there is no general proof.
The Kounterterm for a one-dimensional boundary is quite easy to understand and
motivate. This is because in that case the counterterm in d = 1 is necessarily very simple
since the curvature of a one-dimensional boundary is zero, and also the first term in
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the counterterm expansion is proportional to d − 1 = 0. So one should expect that the
Kounterterm is equal to the surface term when d = 1. Indeed this expectation turns out
to be correct. From the general expression of the Kounterterm (4.1) below, we get
IKt = − 1
8piG
∫
dx
√
hK = Isurf
when we put d = 1.
The renormalized gravity action when using the Kounterterm method is given by
Iren = Ibulk + IKt
In other words, the surface term is absent, and the Kounterterm is all there is. For general
odd dimension d, the Kounterterm action is given by [18]
IKt =
1
8piG
∫
ddx
√
hLKt
LKt = (−1) d+12 d
∫ 1
0
dsδ
ii1···id−1
jj1···jd−1K
j
i
(
1
2
Rj1j2i1i2 − s2Kj2i2Kj3i3
)
· · ·
(
1
2
R
jd−2jd−1
id−2id−1 − s2K
jd−2
id−2K
jd−1
id−1
)
δ
jj1···id−1
ii1···id−1 :=
1
d!
δji δ
j1
i1
· · · δjd−1id−1 ± permutations of ii1 · · · id (4.1)
We consider Hd+1 foliated with Sk ×Hd−k as
ds2 = dρ2 + sinh2 ρGijdx
idxj + cosh2 ρHabdx
adxb
where Gij and Hab denote the metrics of unit S
k and unit Hd−k respectively. For the
boundary at ρ = ρ0, we have
Rklij =
2δklij
sinh2 ρ0
, Rcdab = −
2δcdab
cosh2 ρ0
and
Kji =
cosh ρ0
sinh ρ0
δji , K
b
a =
sinh ρ0
cosh ρ0
δba
We define Lbulk in the funny way as in (3.2) whose divergent part we have found to be
given by
Lbulk,div,k = r
k
(r2 − 1)k/2 2
F1
(
−d
2
,
1− k
2
, 1− d
2
,
1
r2
)
= 1 +
d− 2k
2(d− 2)
1
r2
+
3d2 + 8k2 − 12dk + 16k − 6d
8(d− 2)(d− 4)
1
r4
+O
(
1
r6
)
where r = cosh ρ0. We define LKt by the same type of relation as
IKt =
1
8piG
∫
ddx
√
hLKt
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We want to cancel the divergences, so we want
LKt = −Lbulk,div
and this is what we would now like to check.
The Kounterterm simplifies when d is odd and k = 0 or k = d. For these cases we can
explicitly carry out all the index contractions using
1 = δi1···idj1···idδ
j1
i1
δj2j3i2i3 · · · δ
jd−1jd
id−1id
and then we descend to the following two functions for the Kounterterm,
LKt,k=0(d) = (−1)dd sinh ρ0
coshd ρ0
∫ 1
0
ds
(
1 + s2 sinh2 ρ0
) d−1
2
LKt,k=d(d) = (−1) d+12 d cos ρ0
sinhd ρ0
∫ 1
0
ds
(
1− s2 cosh2 ρ0
) d−1
2 (4.2)
These integrals can be evaluated for any complex-valued d with the results
LKt,k=0 = (−1)dd sinh ρ0
coshd ρ0
2F1
(
1
2
,
1− d
2
,
3
2
,− sinh2 ρ0
)
LKt,k=d = (−1) d+12 d cos ρ0
sinhd ρ0
2F1
(
1
2
,
1− d
2
,
3
2
, cosh2 ρ0
)
(4.3)
It can then be checked that
Lbulk,div,0 + LKt,k=0 = 0
Lbulk,div,d + LKt,k=d = 0
for any odd d. An important observation is that the Kounterterm does not destroy the
univeral finite term, it only removes the divergences and leaves the finite term untouched.
This also provides an independent confirmation that our guess for the infinite series ex-
pansion of the counterterm, for the case that the boundary is Sd, was correct.
When d is even, the Kounterterm is given by [18]
LKt = (−1)
d/2d!
2d−2
[(
d
2
− 1)!]2
∫ 1
0
ds
∫ s
0
dtδ
ii1···id−1
jj1···id−1
Kji
(
1
2
Rj1j2i1i2 − s2Kj1i1Kj2i2 + t2δj1j2i1i2
)
· · ·
(
1
2
R
jd−2jd−1
id−2id−1 − s2K
jd−2
id−2K
jd−1
id−1 + t
2δ
jd−2jd−1
id−2id−1
)
For our boundaries we find the results
LKt,k=0 = (−1)
d/2d!
2d−2
[(
d
2
− 1)!]2 sinh ρ0coshd−1 ρ0
∫ 1
0
ds
∫ s
0
dt
(−1− s2 sinh2 ρ0 + t2 cosh2 ρ0) d2−1
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LKt,k=d = (−1)
d/2d!
2d−2
[(
d
2
− 1)!]2 cosh ρ0sinhd−1 ρ0
∫ 1
0
ds
∫ s
0
dt
(
1− s2 cosh2 ρ0 + t2 sinh2 ρ0
) d
2
−1
Evaluating the integral for k = d = 2, 4, 6 gives the results
LKt,k=d=2 = −1 +O
(
1
r2
)
LKt,k=d=4 = −1 + 1
r2
+O
(
1
r4
)
LKt,k=d=6 = −1 + 3
4r2
− 3
8r4
+O
(
1
r6
)
The bulk action for k = d = 2, 4, 6 gives us the following divergent terms
Lbulk,div,2 = 1
Lbulk,div,4 = 1− 1
r2
Lbulk,div,6 = 1− 3
4r2
+
3
8r4
Namely all these terms give rise to divergent terms in Ibulk,div,d ∼ rdLbulk,div,d. We see that
the Kounterterm cancels all these divergences in the bulk action, which leaves us with a
finite term plus a log divergent term. The finite term has no significance here as it can
be absorbed into the log divergence.
One may wonder why the formulas for the Kounterterm look so different when d is even
and odd. Of course these particular vector index contractions show that it does not work
otherwise. However, we performed some studies using Mathematica by applying (4.2)
to the case when d is even in the spirit of analytic continuation in a complex parameter
d. This way we got a result for the Kounterterm that gave all the powerlaw divergences
correctly, but we also got log divergences. We found the log divergence cancels the log
divergence in the bulk action for d = 4. But it seems to us the log divergences add up for
d = 2 and d = 6 (we checked only up to d = 6). One possibility could be that these signs
could become wrong if Mathematica takes the wrong sign of some square roots.
4.1 The finite term on H3 revisited
We will now apply the Kounterterm method to compute the finite term for the H3 foliation
of H4. This is one of those examples where we failed to compute the finite term by using
the counterterm method, because for that we would need the infinite series expansion of
the counterterm that is inaccessible to us.
We have the bulk metric
ds2 = dρ2 + cosh2 ρdΞ23
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where dΞ23 = dη
2 + sinh2 ηdΩ22 is the metric of the boundary H
3. We get
Lbulk = sinh ρ0
cosh3 ρ0
(
cosh2 ρ0 + 2
)
Lρ=ρ0Kt = −
sinh ρ0
cosh3 ρ0
(
sinh2 ρ+ 3
)
where we define Ibulk :=
1
8piG
∫
H3
d3x
√
hLbulk and the superscript ρ = ρ0 means we compute
the Kounterterm on the boundary surface ρ = ρ0 which is H
3. Hence we get
Lbulk + Lρ=ρ0Kt = 0
Let us now turn to the corner at (ρ0, η0), which is where the two boundary components
η = η0 and ρ = ρ0 meet. Let us expand the metric around the corner by defining local
coordinates x and y as
ρ = ρ0 + x
η = η0 + y cosh ρ0
Then we expand the bulk metric in the vicinity of the corner6 as
ds2 = dx2 + dy2 + cosh2 ρ0 sinh
2 η0dΩ
2
2 + ...
where +... are higher order terms in a Taylor series expansion in (x, y) where the corner
is at (x, y) = (0, 0). Let us introduce polar coordinates x+ iy = reiφ. Then we regularize
the corner which is most easily done by taking r = ε to be a constant.7 Then we get the
extrinsic curvature
Kφφ =
1
ε
We have the intrinsic curvature
Rij
kl =
2δklij
cosh2 ρ0 sinh
2 η0
coming from the S2 of radius cosh ρ0 sinh η0, which is the corner submanifold. The measure
factor (that is, the square root of the determinant of metric) of the corner is
√
h =
ε cosh2 ρ0 sinh
2 η0. The Kounterterm Lagrangian from the corner is therefore
LcornKt = 3
∫ 1
0
dsδφklφijK
φ
φ
1
2
Rij
kl
6There are actually two corners, located at (±ρ0, η0).
7We may also need to translate the origin by a vector εeipi/4 but such a shift will not change the extrinsic
curvature so we may be ignorant about where exactly the origin shall be located for the regularized corner
surface.
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=
1
ε cosh2 ρ0 sinh
2 η0
and the corresponding Kounterterm action is
IcornKt =
Vol(S2)
8piG
∫ pi/2
0
dφ
√
hLcornKt
Taking into account the fact that there are two corners at (±ρ0, η0) and that we computed
just the contribution form one of them above, we finally end up with the total corner
contribution being
IcornKt =
pi
2G
which precisely agrees with (2.16) that is computed by using S3 foliation of H4. It remains
to understand what happens to the other boundary component and whether Iη=η0Kt = 0.
We will not study this question here as the metric on that boundary component is rather
complicated (see Appendix D). It is rather clear that we already found the term that is
responsible for the finite term.
To make this even more convincing, we may instead compute this corner term for
generic odd d and for simplicity, let us pick k = d − 1. For d = 3 this corresponds to a
foliation with S2 ×H1. The bulk metric is
ds2 = dρ2 + sinh2 dΩ2d−1 + cosh
2 ρdη2
There are two corners at (ρ0,±η0). We expand the metric around the corner as before
and get
ds2 = dx2 + dy2 + sinh2 ρ0dΩ
2
d−1 + ...
and we regularize the corner as before by introducing polar coordinates as r = ε and
φ ∈ [0, pi/2] (and same for the other corner). The intrinsic curvature of the corner manifold
is
Rijkl =
2δklij
sinh2 ρ0
and the extrinsic curvature of the corner has the only nonvanishing component
Kφφ =
1
ε
We then get
LcornKt = (−1)
d+1
2 d
∫ 1
0
ds
1
r
1
d
(
1
sinh2 ρ0
) d−1
2
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where
1
d
= δ
φi1···id−1
φi1···id−1
The corresponding action is
IcornKt = 2×
1
8piG
∫ pi/2
0
dφ
∫
ddx
√
hLcornKt
where the factor 2 has been inserted taking into account the fact that there are two
corners. The measure factor is
∫
ddx
√
h = Vol(Sd−1)ε sinhd−1 ρ0 canceling those factors
from LKt leaving us with
IcornKt = (−1)
d+1
2
Vol(Sd−1)
8G
which, as one can easily see8, is in exact agreement with the finite term (2.17).
5 The mass of a bulk geometry
The on-shell gravity action is a function of the boundary metric hµν that we will assume
is timelike. One can use the on-shell action to define the quasilocal stress tensor on the
boundary as
T µν(x) =
2√−h
δI(h)
δhµν(x)
(5.1)
following [1]. The original motivation for (5.1) in [1] came from an analogy with the
Hamilton-Jacobi equation of a point particle
E = −∂S
∂t
where E is the energy of the point particle, S is the on-shell action as a function of
boundary data (the position of the particle at some initial and final time), and t is the
final time. One may also notice the resemblance between the definition (5.1) and the
usual definition of the matter stress tensor in a gravity background. However, one should
notice that the sign in the definition (5.1). In a canonical stress tensor of some field φ
that sign corresponds to having the canonical stress tensor
T µν = −
(
∂L
∂∂µφ
∇νφ− gµνL
)
8To see this, we use the identity Γ(−d/2)Γ(d/2 + 1) = −pi/ sin(pid/2).
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with an extra minus sign compared to what one usually has in the definition of the
canonical stress tensor.
Following [1], we assume that the timelike boundary metric can be put in the ADM
form [19]
ds2 = −N2dt2 + σab (dxa + V adt)
(
dxb + V bdt
)
The timelike future pointing unit normal vector to constant time t hypersurfaces is
ut = −N, ua = 0
ut =
1
N
, ua =
V a
N
Indeed tangent vectors on a constant t hypersurfaces are ∂a corresponding to vectors v
µ
with vt = 0. Hence vµuµ = 0 implies ua = 0. It is future pointing because u
t > 0. It is
unit normalized, uµuµ = −1. Let us assume that
∇µT µν = 0 (5.2)
on the boundary. This is not true in general for the quasilocal stress tensor if there is
matter on the boundary. But we may assume the boundary is so far out at infinity that
there is no matter there, and then we do have (5.2). Let us assume there is a Killing vector
ξµ in the boundary surface. Then we can construct a conserved charge by considering
the following integral over the boundary surface Bd that we will assume extends from an
initial constant time t′ hypersurface Cd−1(t′) to a final time t′′ hypersurface Cd−1(t′′),
0 =
∫
Bd
ddx
√−hξµ∇νT µν
=
∫
Bd
ddx
√−h∇ν (ξµT µν)
=
∫
Bd
ddx∂ν
(√−hξµT µν)
=
[∫
Cd−1
dd−1x
√−hξµT µt
]t′′
t′
= −
[∫
Cd−1
dd−1x
√
σξµT
µνuν
]t′′
t′
In the first line we used (5.2), in the second line we used ∇µξ +∇νξµ = 0 and in the last
line we used
√−h = N√σ and ut = −N . From this we conclude that there is a conserved
charge [1]
Qξ = −
∫
Cd−1
dd−1x
√
σξµT
µνuν
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that does not change from initial to final time slices, but as those are arbitrary we conclude
that Qξ does not change over time. If λuµ is a Killing vector we have a candidate for a
conserved mass,
Mλ = −
∫
Cd−1
dd−1x
√
σλuµT
µνuν
We would now like to determine the coefficient function λ. In [1] it is assumed that
uµ is a Killing vector
9 and then we have a conserved quantity associated with λ = 1.
However, this will not correspond to the canonical mass. Let us now determine λ such
that Mλ = M is the canonical mass that corresponds to the Hamiltonian that generates
time translations. We can fix the normalization by assuming a flat boundary metric
ds2 = −dt2c + dxadxa
We then define the canonical mass as
Mtc =
∫
dd−1xT tctcutcutc
because this exactly corresponds to the Hamiltonian that generates time translations.
Here utc = −1. Now the mass Mtc is defined with respect to a particular canonical time
coordinate tc, and the invariant quantity is (t
′′
c − t′c)Mtc . If we change the metric to
ds2 = −N2dt2 + dxadxa
and define a new time coordinate t = tc/N , we shall change the mass to
Mt = N
∫
dd−1xT ttutut
where ut = −N . This generalizes to the following definition of the mass
M =
∫
Cd−1
dd−1x
√
σNuµT
µνuν
when ξµ = Nuµ is a Killing vector. This agrees with the definition of mass in [14]. We
note that in the ADM coordinates ξt = 1 and ξa = V a, and the condition that ξµ is a
Killing vector on the boundary Bd reduces to the condition that V
a is a Killing vector on
each constant time slice Cd−1 of the boundary.10 This is a much less restrictive condition
than what we get if we require uµ is a Killing vector, which puts V a = 0.
9This condition is very restrictive. The timelike Killing vector is C∂t with constant C. It corresponds
to ut = C, ua = 0 and thus we must put V a = 0.
10This can be seen by expanding ξλ∂λhµν + gµλ∂βξ
λ + gνλ∂µξ
λ using ∂tgµν = 0 and ∂µV
t = 0.
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For a Lorentzian bulk and boundary (we will not discuss spacelike initial and final
boundaries) the gravity action is given by I = Ibulk + Isurf + Ict where
Ibulk =
1
16piG
∫
dd+1x
√−g (R− 2Λ)
Isurf =
1
8piG
∫
ddx
√−hK
Ict =
1
8piG
∫
ddx
√−hLct
Here Lct is an expression contructed out of the boundary metric and its derivatives. If
we let nµ denote the unit normalized outward pointing normal vector to the timelike
boundary,
gµνnµnν = 1 (5.3)
then the boundary metric can be expressed as
hµν = gµν − nµnν
where gµν is the bulk metric. We define the projector onto the boundary as
hνµ = δ
ν
µ − nµnν
where all indices are rised by gµν . In fact hµν has no inverse. But we may define h
µν :=
gµκgντhκτ . The exterior curvature of the boundary is defined as
Kµν = h
κ
µh
τ
ν∇κnτ
By using (5.3) we then get
Kµν = ∇µnν − nµnτ∇τnν
and its trace
K = gµνKµν = ∇µnµ
The variation of the on-shell action is
δIcl =
∫
ddxpiµνδhµν
where
piµν = − 1
16piG
√−h (Kµν − hµνK)
42
Comparing with (5.1) we see that
T µνbulk =
2√−hpi
µν = − 1
8piG
(Kµν − hµνK)
This contribution to the stress tensor comes entirely from the bulk action. However, this
bulk stress tensor is divergent and needs to be renormalized. We do that by adding the
contribution coming from the counterterm, and define the renormalized stress tensor [14]
as
T µνren = T
µν
bulk + T
µν
ct
where
T µνct =
2√−h
δIct
δhµν
The boundary metric can be expressed as
hµν = σµν − uµuν
Using this, one finds that the unrenormalized bulk mass becomes
Mbulk = − 1
8piG
∫
dd−1x
√
σNKC
where
KC = σ
abKab
Here we define Kab as the pullback to a constant time slice of the extrinsic curvature Kµν
of the boundary as an embedded surface in the bulk. The counterterm Lagrangian gives
an additional contribution to the mass
Mct =
∫
Cd−1
dd−1x
√
σNuµT
µν
ct uν
The counterterm stress tensor can of course be computed by a metric variation of the
counterterm action using (5.1), but it can also be computed using the canonical formalism
as
T µνct = −
(
∂Lct
∂∂µφ
∇νφ− hµνLct
)
where φ runs over all the fields, which are comprised of the boundary metric and its
derivatives (in the absence of matter), in the counterterm Lagrangian. Now if ξµ = Nuµ
is a timelike Killing vector, then it must be proportional to ∂t and then we have ξ
ν∇νφ ∼
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∂tφ = Lξφ = 0, which is just saying that time translation is an isometry. That means
that we have
T µνξν = ξ
µLct
and by using this we get
Mct = −
∫
Cd−1
dd−1x
√
σNLct (5.4)
The minus sign comes out right by using uµuµ = −1. In the end the unusual sign
convention of the Brown-York quasilocal stress tensor is just a convention. No physical
quantity depends on this convention. We thus conclude is that the mass contribution
that comes from the counterterm Lagrangian is simply equal to minus that counterterm
Lagrangian,
Mct = −Lct
when the metric has a timelike Killing vector.
5.1 The mass of AdS
Let us illustrate this by computing the mass of AdSd+1 with the timelike boundary Bd =
R×Hd−1. The bulk metric is
ds2 = − sinh2 ρdt2 + dρ2 + cosh2 ρHabdxadxb
The boundary Bd is at some constant cutoff value ρ = ρ0 with the outward pointing
unit normal nρ = 1. The metric on a constant time slice Cd−1 on the boundary is
hab = cosh
2 ρ0Hab. We then get
Kab =
1
2
(∇anb +∇bna) = sinh ρ0 cosh ρ0Hab
and
KC = σ
abKab = (d− 1) sinh ρ0
cosh ρ0
Here the lapse function is N = sinh ρ0 so the bulk mass becomes
Mbulk = −Vol(H
d−1)
8piG
(d− 1) coshd−2 ρ0 sinh2 ρ0
To this we add the contribution from the counterterm, which is
Mct = −Lct
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The counterterm Lagrangian was obtained in (3.5) Euclidean signature for foliation of
Hd+1 by S1×Hd−1. This result carries over to Lorentzian signature with AdSd+1 foliated
by R×Hd−1 with an additional minus sign,
Lct =
1
8piG
∫
dd−1x
√
σNLct
Lct = −(d− 1)
√
1− 1
r2
Here r = cosh ρ0. It is now easy to see that the counterterm mass cancels the bulk mass.
The renormalized mass of AdSd+1, at least for this choice of boundary, is zero,
Mren = Mbulk +Mct = 0
But we may also compute the mass of AdSd+1 using the foliation with boundary Bd =
R× Sd−1. The metric is
ds2 = − cosh2 ρ+ dρ2 + sinh2 ρdΩ2d−1 (5.5)
We get
Mbulk = −Vol(S
d−1)
8piG
(d− 1) sinhd−2 ρ0 cosh2 ρ0
and from (3.6) we deduce that
Lct = −(d− 1)
√
1 +
1
s2
where s = sinh ρ0. Again we find that
Mren = Mbulk +Mct = 0
If we were to compute the mass of AdSd+1 using background subtraction, we would proceed
by choosing the background as a space determined by the asymptotic geometry, which in
this case is AdSd+1. We would next pick a boundary in this background that has as its
induced metric the same metric as the boundary metric of the original space, but since
the original space is again AdSd+1, the boundary of the reference space and the original
space will be the same. Then we compute T µνref of the reference space and find that this is
identical with T µνbulk of the original space and finally we subtract (background subtraction)
to get the result
Mren = Mbulk −Mref = 0
Hence background subtraction gives the same result as the counterterm method.
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We think it is reassuring that we get the same renormalized mass for either choice of
boundary. This is in accordance with our general philosophy that the boundary is just a
regulator surface and the renormalized bulk mass should not depend on the choice of this
boundary, as long as it is taken towards infinity, or the regulator cutoff ε is taken to zero.
However, we also notice that in the literature a different renormalized mass of AdS
is presented. One particularly interesting result is the mass of AdS5 that was shown to
match precisely with the Casimir energy of the dual 4d N = 4 SYM. All these results are
obtained using a truncated counterterm series expansion. We summarize these results in
appendix C.
We notice that the mass of AdS may be computed in a different way as the on-shell
action of thermal AdS by taking the zero temperature limit or β to infinity. In that limit
the partition function of the dual CFT is dominated by the Casimir energy E as Z ∼ e−βE
and by AdS/CFT this is idenfied with the exponent of minus the on-shell gravity action
e−I . This might help us to understand what goes wrong when one tries to identify the
Casimir energy of the dual CFT with the mass of AdS. Namely by this chain of reasoning
we might need to study thermal AdS at some intermediate step, even if we take the zero
temperature limit in the end. One may view thermal AdS as a regulator. We would now
like to argue that this might be a bad regulator and that this could be the reason we can
not use it, despite we take the zero temperature limit in the end. If the regulator is bad,
then no matter we take the limit in the end or not, we will get the wrong result. Thermal
AdS is obtained by imposing a periodic identification on time t so that the boundary
changes from H1 × Sd−1 into S1β × Sd−1. For the relevant AdS/CFT applications that
we have in mind, we also need to be concerned with supersymmetry. To preserve some
supersymmetry we need to turn on the time component of a background gauge field At in
AdS. Such a gauge field originates from a graviphoton field in the metric on AdS times a
sphere, where it appears in the metric on the form dµ2 + µ2 (dφ+ Atdt)
2 for some radial
coordinate µ and angle coordinate φ on the sphere.11 To preserve some supersymmetry,
one may want to turn on a constant gauge field At along the time direction. But that is
incompatible with the periodic identification of time coordinate t. To see this, we define a
new coordinate as φ′ := φ+Att. If t is periodic, this new coordinate φ′ will in general not
have the same periodicity as the original angle φ. So turning on a constant At will create
a conical singularity in the bulk metric at µ = 0 where the classical gravity description
breaks down.
In [35] we presented an alternative way to compute the Casimir energy on R × S5
11There is one µ and one φ for each Cartan of the isometry group of the sphere and we need to sum
over them to get the full metric.
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by relating this to the conformal anomaly of a conical deformation of Sd that in turn is
conformally related to S1 × Hd−1 which is the boundary of AdS as opposed to thermal
AdS. Here things are under much better control. There is a black hole solution that is
a deformation away from AdS in which one can turn on background gauge fields. The
resulting Casimir energy and the corresponding match with the dual CFT in [35] relied
on assuming that the mass of the black hole in AdS7 has a certain zero point value.
Interestingly, that zero point value of the mass is what we will obtain below precisely
when we compute the mass using the untruncated counterterm. We think this provides
strong evidence that the untrunctated counterterm is really the correct counterterm to
use.
5.2 The mass of a black hole in AdS7
To get a nonzero renormalized mass we may put a black hole into the AdS bulk that
deforms the interior geometry while keeping the asymptotic AdS geometry unchanged.
Let us consider a two-charged black hole in AdS7 [20]. Its mass was obtained in [35] by
partly using holographic renormalization and partly using background subtraction to fix
the zero point of the energy. It was observed in [35] that holographic renormalization did
not give the correct zero point of the energy and for that purpose a constant shift of the
energy was introduced by hand. Here we will see this problem can be avoided if we do not
truncate the counterterm. Let us begin with the background subtraction method. Then
to compute the black hole mass, we subtract the unrenormalized mass Mref of AdS7.
Using the same notations as in [35], we define
f = r2H1H2 − 1− m
r4
H1 = 1 +
q1
r4
H2 = 1 +
q2
r4
where q1, q2 are two charges of the black hole and m is a mass parameter of the black
hole. The metric of the black hole is given by
ds2 = −A2dt2 + dr
2
C2
+B2dΞ25
where dΞ25 denotes the metric on unit H
5 and
A = (H1H2)
−2/5√f
B = (H1H2)
1/10r
C = (H1H2)
−1/10√f
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Now there is a natural candidate for a reference background geometry, namely the ge-
ometry that we get by putting q1 = q2 = m = 0. The metric then becomes the above
with
A =
√
r2 − 1
B = r
C =
√
r2 − 1
which gives the metric of AdS7. Let us start by computing the mass using background
subtraction. Background subtraction has the advantage that we do not need to compute
counterterms. All we need to know is the formula for the bulk stress tensor,
Tbulk,µν = − 1
8piG
(Kµν − hµνK)
For the black hole solution we get
Tbulk,tt = − 1
8piG
(
−CAA′ − (−A2)C
(
A′
A
+
5B′
B
))
= − 1
8piG
5A2CB′
B
The corresponding mass as measured by the canonical boundary time tc = At is obtained
by integrating over space and dividing by A2,
Mbulk =
1
A2
∫
d5x
√
hTbulk,tt
Here
√
h = B5 so we get
Mbulk =
Vol(H5)
8piG
Mbulk
Mbulk = −5CB4B′
We get
Mbulk = −5r5 + 5
2
r3 +
5
8
(1− 4(q1 + q2)) r +
(
5
16
+
5
2
m− 5
4
(q1 + q2)
)
1
r
+O
(
1
r2
)
We now compute the corresponding quantity for the reference space AdS7 where we keep
the same boundary metric. Thus we take the bulk metric as
ds2 = −A2bdt2 +
dr2
C2b
+B2bdΞ
2
5
with
Ab =
√
r2 − 1
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Bb = r
Cb =
√
r2 − 1
and then we identify the boundary at some r = rb for which the boundary metric
ds2 = − (r2b − 1) dt2 + r2bdΞ25
becomes the same as above. This way we conclude that rb = B(r) and then the mass
with respect to the canonical boundary time tc = t
√
r2b − 1 becomes
Mref =
Vol(H5)
8piG
Mref
Mref = −r5b
√
1− 1
r2b
for which we have the 1/r expansion
Mref = −5r2 + 5
2
r3 +
5
8
(1− 4(q1 + q2)) r +
(
5
16
+
3
4
(q1 + q2)
)
1
r
+O
(
1
r
)
The renormalized mass, which we identify as mass of the black hole, is given by the
difference [21]
Mren = Mbulk −Mref = Vol(H
5)
8piG
(
5m
2
− 2 (q1 + q2)
)
Let us now compute this mass by using holographic renormalization. The advantage here
is that we do not need to introduce a background geometry. Instead we shall compute a
counterterm that is made up of curvature invariants of the boundary metric
ds2 = −A2dt2 +B2dΞ25
The counterterm does not feel the bulk geometry, not even the vicinity of the bulk ge-
ometry near the boundary. The counterterm is only a function of the boundary metric.
Moreover, it is universal, the same for any bulk space that shares the same boundary. We
have obtained the counterterm when we foliated H7 with S1×H5 in (3.5) and that result
can be taken over here to give us
Lct = 5
√
1− 1
B2
The Lagrangian is the space integral
Lct =
Vol(H5)
8piG
5B5
√
1− 1
B2
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This contributes to the mass as computed with respect to the boundary time tc = At that
is simply Mct = −Lct. We now see that we recover the result of background subtraction.
The counterterm mass is exactly equal to minus the mass of the reference background
geometry,
Mct = −Mref
6 Another formula for the counterterm
By combining this result with our earlier result Lct = −Mct, we are led to conjecture the
following quite general formula for the counterterm Lagrangian,
Lct = −Mref (6.1)
where
Mref = − 1
8piG
∫
dd−1x
√
σN(Kb)C
where (Kb)C := σ
ab(Kb)ab denotes the extrinsic curvature computed when the boundary
metric is kept fixed but the boundary surface is embedded in the reference AdS space.
It is not always possible to find such a surface such that its metric as induced from the
reference AdS space coincides with the original boundary metric. But for those cases we
may change the definition of (Kb)ab slightly, following the same idea as Mann and Marolf
[30] used in a flat background, and use the Gauss-Codazzi equation in an AdS background
Rµνλρ = R˜µνλρ +KµλKνρ −KνλKµρ
R˜µνλρ = − (gµλgνρ − gνλgµρ) (6.2)
as an implicit definition of (Kb)µν in terms of the intrinsic curvature Rµνλρ on the bound-
ary, from which we get (Kb)ab as its pullback to a constant time slice. Here R˜µνλρ is the
curvature of AdS. With such an implicit definition we have now (Kb)ab as an (implictly
defined) function of the intrinsic curvature of the boundary. This means that the formula
(6.1) now extends to cases when there is no embedding in AdS that gives the boundary
metric, just using the implicit form of (Kb)ab all we need to compute (6.1) is the boundary
metric itself. With such an understanding, (6.1) becomes quite general and applies to any
bulk geometry that is asymptotically AdS where the boundary surface is such that it has
a timelike Killing vector.
It would be better if we could solve (6.2) and get the explicit expression for (6.1).
Gravity simplifies at large d [29]. For large dimension d we can try to solve (6.2) by
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making an expansion in 1/d. Contracting (6.2) with the inverse boundary metric hµν , we
get
R = −d(d− 1)
`2
+K2 −KµνKµν
where we introduced the AdS radius ` and where K := hµνKµν . To leading order in 1/d
we can neglect the last term, and we can approximate K by KC . Then we can solve for
K as
K =
√
R +
d2
`2
(
1 +O
(
1
d
))
(6.3)
This result is exact in ` to leading order in 1/d. As a consistency check, when ` small, we
have the small-` and large-dexpansion
K =
d
`
+
l
2d
R + ...
which agrees with the counterterm Lagrangian as an ` expansion to leading order in 1/d.
It is also easy to get an improvement of (6.3) by matching with its known ` expansion
that is exact in d
K =
d− 1
`
+
`
2(d− 1)R +O
(
`3
)
(6.4)
This way we are led to the formula
K =
√
d− 1
d− 2R +
(d− 1)2
`2
(6.5)
whose small ` expansion agrees with (6.4) up to order `. The formula (6.5) we have seen
before, in (refhere). To get a formula that works for higher orders in ` we need to find a
closed formula for K as a function of the full Riemann tensor of the boundary metric as
well as of all its derivatives. This problem might be possible to study systematically as a
1/d expansion.
The problem of inverting (6.2) simplifies in the flat space limit ` → ∞ where the
problem reduces to inverting the Gauss-Codazzi equations [30]
Rµν = KµνK −KλµKλν (6.6)
R = K2 −KµνKµν (6.7)
This problem was solved when d = 3 [31], but the method used there does not generalize to
other dimensions. For other dimensions we can instead make a 1/d expansion to arbirary
order. We have the following leading scaling behavior with d for the various fields,
Rµνλκ ∼ 1
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Rµν ∼ d
R ∼ d2
hµν ∼ 1
From (6.6) we deduce that
Kµν ∼ 1
K ∼ d
This implies that in the large d limit Kµν ∼ hµν since that is the only way that we could
get K ∼ hµµ = d. Then we also get KλµKλν ∼ 1 and KµνKµν ∼ d << K2 ∼ d2. With
these preparations, we can solve the Gauss-Codazzi equations to leading order in 1/d,
K =
√
R
Kµν =
Rµν√
R
(6.8)
where we chose inward pointing normal vector to get positive signs, K > 0, when R > 0.
We will not address the question what happens when R < 0. We now get the 1/d
expansion by iterating
Knew,µν =
1
K
(
Rµν +KµλK
λ
ν
)
Knew =
√
R +KµνKµν
with the initial conditions (6.8). We can see how each iteration corrects terms one by one
in a power series expansion in 1/d by looking at an example where we know the exact
result. Let us write the flat reference space bulk metric in the form
ds2 = −dt2 + dr2 + r2dΩ2d−1
and let the boundary surface we the R × Sd−1 located at a constant large r. Then on a
constant time slice Sd−1, we have
Rij =
hij(d− 2)
r2
Kij = rGij
K =
d− 1
r
(6.9)
for inward pointing unit normal. Here dΩ2d−1 = Gijdx
idxj and hij = r
2Gij. One may
easily check that these satisfy the Gauss-Codazzi equation Rij = KijK−hklKikKjl. Now
let us solve this equation iteratively. Then we get
K =
d
r
(
1− 3
2d
− 1
8d2
− 3
16d3
+ ...
)
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K =
d
r
(
1− 1
d
− 1
2d2
− 1
2d3
+ ...
)
K =
d
r
(
1− 1
d
+
0
d2
− 1
2d3
+ ...
)
and we can see that by each iteration we increase the number of correct coefficients by one
order in the 1/d expansion such that we approach the exact result K = d−1
r
= d
r
(
1− 1
d
)
.
We can alternatively make a general ansatz for the infinite 1/d expansion. It is now
conventient to change our notation and let R and K represent the matrices Rµν and Kµν .
We write trR and trK for Rµµ and K
µ
µ . We introduce coefficients of the 1/d expansion
that we denote as a(n) where n is associated with the order in 1/d. These coefficients are
matrices. We use the notation trR2 = RµνR
µν and tr2R =
(
Rµµ
)2
. Our ansatz for the 1/d
expansion is
K =
1√
trR
∞∑
n=1
a(n)
(trR)n−1
Here the various quantities scale with the dimension d as
R ∼ d
trR ∼ d2
trRn ∼ dn+1
a(n) ∼ dn
tra(n) ∼ dn+1
Then we solve the Gauss-Codazzi equation
KtrK −K2 = R
with respect to K as given by the above ansatz. By organizing the expansions in powers
of 1/d, we end up with the following relations among the coefficient matrices,
a(q) +
a(1)tra(q)
trR
+ ...+
a(q−1)tra(1)
trR
− a(1)a(q−1) − ...− a(q−1)a(1) = 0
for q = 2, 3, 4, ... and we start the iteration by declaring the initial condition
a(1) = R
We may solve for a(q) as
a(q) =
q−1∑
n=1
(
a(n)a(q−n) − R
2trR
tr
(
a(n)a(q−n)
))
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+q−1∑
n=2
(
R
2(trR)2
tr
(
a(n)
)
tr
(
a(q−n+1)
)− 1
trR
a(n)tr
(
a(q−n+1)
))
By the first iteration we get
a(2) = R2 − Rtr(R
2)
2trR
We would now like to obtain trK that will be our counterterm Lagrangian. If we introduce
a fictious parameter ε = 1 that keeps track of the order n in the 1/d expansion, then we
have
trK =
√
trR
∞∑
n=1
cnε
n
where the coefficients are
cn−1 =
tr(a(n))
trnR
and can be computed using the above iterative formula with the results
c0 = 1
c1 =
trR2
2tr2R
c2 =
trR3
tr3R
− 5tr
2R2
8tr4R
c3 =
5trR3
2tr3R
− 7trR
2trR3
2tr5R
+
21tr3R2
16tr6R
c4 =
7trR5
tr5R
− 45trR
2trR4
4tr6R
− 9tr
2R3
2tr6R
+
99trR3tr2R2
8tr7R
− 429tr
4R2
128tr8R
We were hoping to be able to guess the exact formula from the 1/d expansion. This
hope did not get realized. This expansion looks rather random. The coefficients may get
somewhat nicer when we compute the square quantity
(trK)2 = trR
∞∑
n=1
Cnε
n (6.10)
Then we find the coefficients
C0 = 1
C1 =
trR2
tr2R
C2 =
2trR3
tr3R
− tr
2R2
tr4
C3 =
5trR4
tr4R
+
2tr3R2
tr6R
− 6trR
2trR3
tr5R
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C4 =
14trR5
tr5R
− 20trR
2trR4
trR6
− 8tr
2R3
tr6R
+
20tr2R2trR3
tr7R
− 5tr
4R2
tr8R
but still it looks rather random. We can make progress with exact formulas for some
special boundaries though. Let us begin by assuming the boundary is R × Sd−1. Then
we have
trRn =
1
rn+1
(d− 2)n(d− 1)
The above expansion (6.10) gives
(trK)2 = trR
(
1 +
ε
d− 1 +
ε2
(d− 1)2 + ...
)
=
(d− 1)(d− 2)
r2
d− 1
d− 2
=
(
d− 1
r
)2
Taking the square root, we get (6.9).
Let us next consider the generalization to the boundary Sk × Rd−k. Then we get
trRn =
1
rn+1
(k − 1)nk
The above expansion (6.10) now gives
(trK)2 = (trR)
k
k − 1 =
(
k
r
)2
Taking the square root, we get trK = k/r, which is the correct answer for the trace of
the extrinsic curvature for this boundary [15].
We also made the following anecdotal observation. If we assume that
trRn = trnR (6.11)
then the series expansion becomes
(trK)2 = trR
(
1 + ε+ ε2 + ε3 + ε4 +O(ε5))
= trR
1
1− ε
Taking ε = 1 gives infinity unless R = 0. The condition (6.11) is satisfied when R is a
1 × 1 matrix corresponding to d = 1 in which case R = 0, and yet trK = 0/0 can be
nonzero and finite but we can not compute it by inverting Gauss-Codazzi when d = 1.
We can also make the ansatz more restrictive, such that we may find a closed formula.
Let us make the ansatz
Kµν = Rµνf(R,Rκτ )
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K = Rf(R,Rκτ ) (6.12)
Inserting this ansatz into the Gauss-Codazzi equation
R = K2 −KµνKµν
gives us
f(R,Rκτ ) =
√
RR2 −RκτRκτ
We then get the solution
Kµν =
Rµν
√
R√
R2 −RκτRκτ
K =
R3/2√
R2 −RκτRκτ
This solution was found in a different way in [15]. But it is important to note that the
ansatz (6.12) is not general, so this formula does no work for general boundaries, but it
works for boundaries Rk×Sd−k[15]. We can see how this formula deviates from (6.10) by
expanding it out in powers of 1/d,
K = R +
RµνR
µν
R
+
(RµνR
µν)2
R3
+ ...
We now see that only the first two terms in this 1/d expansion agree with (6.10).
Note added
After the first version of this paper appeared on arxiv, we were informed that CFT’s on
Sk × Hd−k and their gravity duals had already been studied recently in [12]. However,
our results disagree with [12] in many places but for the finite term when k is odd (and
d is odd) our results agree.
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A Conventions for the Riemann tensor
We define
[Dµ, Dν ]vλ = Rµνλ
ρvρ
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Dµwνλ = ∂µwνλ − Γτµνwτλ − Γτµλwντ
Then
Rµνλ
κ = −∂µΓκνλ + ΓτµλΓκντ − (µ↔ ν)
We then define Rµν = Rµλν
λ. With these conventions, spheres have postive scalar curva-
ture.
B The integral Jd,k
In this appendix we compute the integral
Jd,k :=
∫ ρ0
0
dρ sinhk ρ coshd−k ρ
We define
r = cosh ρ
Then
Jd,k =
∫ r0
1
dr
(
r2 − 1) k−12 rd−k
Next, if we put
r =
1√
t
then
Jd,k =
1
2
∫ 1
1/r20
dt(1− t) k−12 t− d2−1
If we think on analytic continuation in d, then we may now assume that d < 1 and define
the resulting integral for positive integer d by analytic continuation. We may decompose
the integral as ∫ 1
1/r20
= −
∫ 1/r0
0
+
∫ 1
0
and get
Jd,k =
1
2
B
(
−d
2
,
k + 1
2
)
− 1
2
∫ 1/r0
0
dt(1− t) k−12 t− d2−1
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The second integral is evaluated to
−1
2
∫ 1/r0
0
dt(1− t) k−12 t− d2−1 = r
d
0
d
2F1
(
−d
2
,
1− k
2
, 1− d
2
,
1
r20
)
for d < 1. By applying analytic continuation in d we may then define the integral on the
left-hand side by the the expression on the right-hand side for d ≥ 1 where the integral on
the left side diverges. From these considerations it becomes clear that all divergences sit
in this integral, which has no finite term, and the finite term is given by the Euler beta
function.
This computation breaks down when d and k are both even, in which case both the beta
function and the hypergeometric function become infinite. The hypergeometric function
at even d has the expansion,
2F1
(
−d
2
,
1− k
2
, 1− d
2
,
1
r20
)
=
d/2∑
n=0
(−1)n
(
d/2
n
) (1−k
2
)
n(
1− d
2
)
n
1
r2n0
where (x)n denotes the Pochhammer symbol. But this expansion hits a potential singu-
larity at n = d/2 when d is even, where
(
1− d
2
)
n
= 0. The singularity is removable when
k is odd, but not when k is even. We would like to suggest that we shall remove the
point n = d/2 from the sum whenever d is even, both for even and odd k, and define a
regularized version as
2F˜1
(
−d
2
,
1− k
2
, 1− d
2
,
1
r20
)
:=
d/2−1∑
n=0
(−1)n
(
d/2
n
) (1−k
2
)
n(
1− d
2
)
n
1
r2n0
which is finite when d and k are both even. But we need to add back the point that
we removed, which will give rise to the log-divergent term. We thus claim that the final
result when d is even is given by
Jd,k =
(−1)d/2
d
(
1 + (−1)k)
B
(
d
2
, 1+k−d
2
)ρ0 + rd0
d
2F˜1
(
−d
2
,
1− k
2
, 1− d
2
,
1
r20
)
+ Cd,k (B.1)
where Cd,k is a constant. Although the formula (B.1) was not rigorously derived, we have
confirmed its correctness by comparing it with the expanded expression for Jd,k
Jd,k =
1
2d
d∑
p=0
k∑
m=0
(
k
m
)(
d− k
p−m
)
(−1)m
∫ ρ0
0
dρeρ(d−2p)
up to d = 6 for various k and found agreement, where the constant term is given by
Cd,k = − 1
2p
d∑
p 6=d/2,p=0
k∑
m=0
(
k
m
)(
d− k
p−m
)
(−1)m
d− 2p
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By performing some numerical computations it seems that Cd,k = 0 for all even k
(although we have no proof of that), but it is nonvanishing for odd k. For instance
C6,1 = 22/3. This constant does not seem to have much physical significance. After we
cancel all the powelaw divergences by a renormalization procedure, we are left with a
term proportional to ρ0 (which is the log-divergence if we write ρ0 = ln(1/ε)) plus this
constant. This constant can be absorbed into ρ0 by making a constant shift of ρ0. But
if one can match two renormalization procedures on both sides of the AdS-CFT duality,
then this constant should probably match on both sides too.
C Mass of AdS by using truncated counterterm
Here we reproduce some old results that have appeared in the literature. We consider the
expression for the bulk mass when we foliate AdSd+1 with R× Sd−1 as in (5.5),
Mbulk = −Vol(S
d−1)
8piG
(d− 1) sinhd−2 ρ0 cosh2 ρ0
Let us express this in terms of r = sinh ρ0 and N = cosh ρ0 =
√
r2 + 1 as
Mbulk = −Vol(S
d−1)
8piG
(d− 1)Nrd−2
√
r2 + 1
= −Vol(S
d−1)
8piG
(d− 1)Nrd−1
√
1 +
1
r2
We expand the square root √
1 +
1
r2
=
∞∑
k=0
ck
r2k
where
ck =
(−1)k+1Γ (k − 1
2
)
2
√
piΓ (k + 1)
Then the Casimir energy is identified as the term proportional to 1/r, which corresponds
to the term k = d/2 in the series expansion. This is the leading term that we find if we
use a truncation of the counterterm. We get
Mbulk,k=d/2 = −`
dVol(Sd−1)
8piG
(d− 1)N
r
cd/2
We will take r large and neglect 1/r corrections, in which case we get
Mbulk,k=d/2 = −`
dVol(Sd−1)
8piG
(d− 1)cd/2
59
We note that
(d− 1)cd/2 = (−1)d/2+1 [(d− 1)!!]
2
d!
and we arrive at
Mbulk,k=d/2 =
(−1)d/2Vol(Sd−1)
8piG
[(d− 1)!!]2
d!
This is the result that was obtained in [13] and reproduced in [33] using the Kounterterm
method. This result was however first obtained for the special case when d = 4 in [14]
where it yields the result
Mbulk,k=2,d=4 =
3pi
32G
Using the AdS/CFT relation 1/G = 2N2/pi it becomes Mbulk,k=2,d=4 = 3N
2/16 which
matches with the Casimir energy of the dual N = 4 SYM with gauge group SU(N) living
on the R× S3 boundary.
This kind of match does not generalize to AdS7 where we find
Mbulk,k=3,d=6 = − 5pi
2
128G
Using the AdS/CFT relation pi4/G = 32N3 we get Mbulk,k=3,d=6 = −5N3/(4pi2). But
the Casimir energy for M5 brane of type AN−1 gauge algebra on R × S5 is given by
E = −N3/6 at the supersymmetric point [35]. So here there is a mismatch by a factor of
4pi2/30 = 1.316....
D The boundary component η = η0
We have been largely ignorant about the boundary component η = η0, and we have not
understood what happens there. Somehow it seems we get the right results by simply dis-
carding counterterms from this boundary component, but we do not understand whether
this is a legitimate procedure. Perhaps for later reference we list the curvature components
on this boundary component here. The metric on this boundary is
ds2 = dρ2 + sinh2 ρdΩ2k + cosh
2 ρdΩ2d−k−1
where we let dΩ2k = Gijdx
idxj and dΩ2d−k−1 = Gabdx
adxb and ds2 = gMNdx
MdxN for
xM = (ρ, xi, xa). Then we have
Rijk
l = − (gikδlj − gjkδli)
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Rabc
d = − (gacδdb − gbcδda)(1− 1
cosh2 ρ
cosh2 η0
sinh2 η0
)
Raib
j = −δji gab
Riaj
b = −δbagij
Rρiρ
j = −δji
Raρb
ρ = −gab
Riρj
ρ = −gij
From this we can see that this boundary at η = η0 is that of unit H
d when Rabc
d = 0,
which happens when the index range for a is sufficiently small such that we foliate Hd+1
with either Sd−1×H1 or with Sd−2×H2, and for other foliations we have an infinitesimal
deviation away from Hd that is caused by the components Rabc
d.
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Figure 1: Hyperbolic space with a boundary circle.
Figure 2: Hyperbolic space with a boundary with four corners.
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