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INTRODUCTION
A modern state-of-art computational study of a molecular system is generally undertaken using classical molecular simulation or quantum chemistry methods, or a hybrid of these two methods. The methods of molecular simulation (conventional or hybrid molecular dynamics (MD), Monte-Carlo (MC), ab initio quantum-chemistry, etc.) of large molecular systems, rst proposed more than 50 years ago with the advent of computers have shown a surge of development in the last decade. With the creation of new parallel/vector supercomputers and special-purpose computer clusters, the molecular simulation methods are now a powerful tool in bioengineering, nanotechnology and material science, capable of revealing details of processes at the atomic scale and describing technologically important phenomena. Molecular simulation represents a practical tool in the development of new materials and new drugs, performing large-scale simulations of molecular complexes composed of hundreds, thousands or multi-millions of particle systems. Thus, computer molecular simulations play a fascinating role in fundamental physics, biochemical and life sciences, having an increasingly signiˇcant impact on many applied industries and modern nanotechnology. Molecular simulations (conventional and hybrid MD) exploit classical Newtonian physics laws to model the particle interaction in molecules via forceˇelds that are deˇned in advance, given empirically, or calculated by other methods. In MD studies the molecular systems are modeled deterministically by the integration of classical equations of motion and in MC by stochastic processes linked to various ensembles. The MD methods are capable of modeling atomic molecular systems up to thousands and even millions of particles, and simulating many system properties and environmental conˇgurations. The MD simulation enables to efˇcient prediction of ensemble properties and behaviors, such as PÄVÄT relations, phase equilibria, transport properties, structures of synthetic and biological macromolecules, docking of one molecule against another, etc.
Other aspects of molecular science make use of computational quantum chemistry methods. The quantum chemistry studies Å ab initio density functional theories (DFT) and others, in contrast to the conventional molecular simulations, are based on quantum mechanics. The computational quantum chemistry methods primarily serve to calculate electronic structures of atoms or molecules, yielding wave functions or probability density functionals of electron states. The quantum chemistry methods provide greater accuracy but are restricted to smaller molecular sizes because of the complexity of the models and computational costs. The quantum chemistry simulation is essential when chemical bonds are created or broken. It is also used when force parameters are unknown or not applicable. DFT methods are well established and used with increasing accuracy; high-level wave function methods with large atomic-orbital basis sets are currently standard. As a result of quantum chemistry studies, we have at hand force-ˇeld data, and are able to calculate thermochemistry, kinetics, optical properties, NMR shifts, etc. [1Ä3] .
The aim of the present work is to perform benchmark simulations on Central Information and Computing Complex (CICC), two LIT JINR computing clusters with the DL POLY code. DL POLY is a general-purpose serial and parallel molecular dynamics simulation package developed at Daresbury Laboratory by W. Smith et al. [4, 5] We have used the DL POLY package at LIT JINR under a joint collaboration agreement aimed to compare the code performance in CICC (lxpub01 Ä lxpub04) for different communication environments. At the time of testing, the CICC consisted of 70 nodes (60 HP and T-platform architecture nodes and 10 SuperBlade nodes) that employ different commu-nication tools. The communication networks that operate within computing cluster CICC are represented by the Gigabit Ethernet and InˇniBand Switch modules [6] .
Workstations that have been benchmarked include those from Hewlett Packard with the Intel 2xXeon 5150 CPUs, the former in the C2660 (2.66 GHz) [6, 7] in theˇrst case (cluster I) and SuperBlade with the Intel Xeon 5300 CPUs [8] in the second case (cluster II).
The characteristics of the computing nodes of each cluster are given in Table 1 : We should stress that our access to part of the hardware resources at CICC was not optimized to the full. The job run often involved the temporary loan or donation of the machine units as part of the hardware evaluation exercises run at the LIT cluster. In many cases the CICC machines were not optimally conˇgured in terms of either job queue or access to the high-speed disk memories. Thus, the results presented in this report should be overestimated. The following Secs.1 and 2 present results of DL POLY performance.
The DL POLY simulation programs we used are represented by the versions 2.17 and 3.07 of the code. DL POLY 2 is the original version which has been parallelized using the Replicated Data strategy and is useful for simulations of up to 30,000 atoms on 100 processors. DL POLY 3 is a version which uses Domain Decomposition to achieve parallelism and is suitable for simulations of order 1 million atoms on 8-1024 processors [4, 5] .
THE DL POLY BENCHMARK
The benchmark summarized below is designed to re ect the typical range of simulations undertaken by the molecular dynamics.
The benchmark simulations with DL POLY 2. Table 2 we present the basis parameters of these molecular systems. In Figs. 1Ä5 the snapshots of each molecular system are shown, respectively. Gigabit Ethernet Type Network. In Table 3 we present the simulation results for the code DL POLY 2.17 on cluster I. It is seen that the efˇciency of DL POLY 2.17 in cluster I is linear at 8 CPUs with Leap-Frog algorithm and 4 CPUs with Velocity-Verlet algorithm.
In Table 4 we present the simulation results for DL POLY 2.17 molecular dynamics code on cluster II. It is seen that the efˇciency of DL POLY 2.17 in cluster I behaves linearly at 8 CPUs with Leap-Frog algorithm and 4 CPUs with Velocity-Verlet algorithm. The simulation time of cluster II is a factor of two less than the simulation time of cluster I with Benchmark 3. In Fig. 6 we present the simulation results for DL POLY 2.17 code on clusters I and II, respectively. In Table 5 we present the simulation results for DL POLY 3.07 code on clusters I and II, respectively. It is seen that the efˇciency of DL POLY 3.07 in cluster II behaves linearly with the growing number of processors. In Fig. 7 we present the simulation results for DL POLY 3.07 code on clusters I and II, respectively.
InˇniBand Type Network. In Table 6 we present the simulation results for the code DL POLY 2.17 on cluster II. It is seen that the efˇciency of the code behaves linearly for 32 CPUs.
In Table 7 we present the simulation results for DL POLY 3.07 code on cluster II. In Fig. 8 we present the simulation results for DL POLY 2.17 and DL POLY 3.07 codes on cluster II with InˇniBand type network. It is seen that the efˇciency of the codes behaves linearly for 32 CPUs. 
PERFORMANCE OF MDGRAPE ARCHITECTURE
The architecture of MDGRAPE-3 is quite similar to its predecessors, the GRAPE (GRAvity PipE) systems. The GRAPE systems are special-purpose computers for gravitational N -body simulations and molecular dynamics simulations developed at University of Tokyo. Its direct predecessor MDM (Molecular Dynamics Machine) developed by RIKEN achieved 78 T ops peak performance in 2001 and MDGRAPE-3 reached 1 P ops in 2006 (see Fig. 9 ). The GRAPE systems won eight Gordon Bell prizes in total (http://sc08.supercomputing.org /?pg=awards.html).
The MDGRAPE-3 system consists of a host computer and special-purpose engines. The special-purpose engine calculates non-bonding forces (i.e., electrostatic and intermolecular forces), which dominates computational load. All other calculations are performed by a host computer. The calculation of the non-bonding forces is accelerated by dedicated LSI ®MDGRAPE-3 chip¯, which has 165 G ops peak performance at 250 MHz and 200 G ops at 300 MHz. It has 20 force calculation pipelines. A host computer will be a PC cluster with 200 CPU/100 nodes. Each node will have a special-purpose engine with 48 MDGRAPE-3 chips in total. We have tested the DL POLY 2.17 program on MDGRAPE-2 (4 chips) and MDGRAPE-3 (2 chips) machines to compare the results with JINR CICC cluster II. In Fig. 10 the test simulations are presented for the sodium chloride with Ewald sum (number of ions = 64 000; time steps = 1000). The results show the following simulation times for each machine, t 1 = 12982.830 s (MDGRAPE-2) and t 2 = 1980.842 s (MDGRAPE-3) , respectively. The JINR CICC simulations for the same number of ions (64 000) and time steps (1000) give us the simulation time t 3 = 2424.590 s for one processor. We should stress, however, that for the JINR CICC cluster II the simulations were restricted to a cutoff radii for non-bonded and Coulombian interactions (R cutoff = 12 and 24). In the sense of comparison, simulations with MDGRAPE-2 and MDGRAPE-3 computers are more exact. Using larger cutoff radii for the ionic system under consideration requires more simulation time with the JINR CICC cluster.
CONCLUSION
In summary we conclude that InˇniBand network is very efˇcient for both versions DL POLY 2.17 and DL POLY 3.07 even considering a large number of processors. The code DL POLY 2 is the original version which has been parallelized using the Replicated Data strategy and is useful for simulations of up to 30,000 atoms on 100 processors. DL POLY 3 is a version which uses Domain Decomposition to achieve parallelism and is suitable for simulations of order 1 million atoms on 8-1024 processors. The simulation time with Gigabit Ethernet varies with increasing number of processors. The obtained results show some comparison of the CICC cluster and MDGRAPE-2 and 3 special-purpose computers. While using a large cutoff, the performance of MDGRAPE-3 is signiˇcantly better than CICC and MDGRAPE-2 for simulations of large ionic system.
