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Abstract— This paper presents a new state-space model
interpolation of local estimates technique to compute linear
parameter-varying (LPV) models for parameter-dependent
systems using a set of linear time-invariant models obtained
for fixed operating conditions. The technique is based on
observability and controllability properties and has three strong
appeals, compared with the state of the art in the literature.
First, it works for continuous-time as well as discrete-time
multiple-input multiple-output systems depending on multiple
scheduling parameters. Second, the technique is automatic to
some extent, in the sense that, after the model selection, no
user interaction is required at the different steps of the method.
Third, the resulting interpolating LPV model is numerically
well-conditioned such that it can be used for modern LPV
control design. Moreover, the proposed technique guarantees
that the local models have a coherent state-space representation
encompassing existing results as a particular case. The benefits
of the approach are demonstrated on a simulation example and
on an experimental data set obtained from a vibroacoustic setup.
Index Terms— Linear parameter-varying (LPV) systems,
multiple-input multiple-output (MIMO), state-space model
interpolation, system identification.
I. INTRODUCTION
THE estimation of linear parameter-varying (LPV)models remains a challenging problem, even though it
has received a lot of attention in recent years (see, the
special issue of the IEEE TRANSACTIONS ON CONTROL
SYSTEMS TECHNOLOGY dedicated to the state of the art in
LPV modeling [1]). In the literature, typically two different
approaches can be distinguished in LPV modeling: local
[2]–[5] and global [6]–[10]. Applications of these methods
are found in [11]–[15] and references therein. In the global
modeling techniques, an experiment is performed where the
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system is excited while the scheduling parameters or operating
conditions are constantly changing. In the local modeling
techniques, on the other hand, it is assumed that linear time-
invariant (LTI) models of the system can be identified for
different fixed operating conditions or values of the scheduling
parameter. Then, in the second step, these LTI models are
interpolated to obtain the parameter-dependent model. Given
the fact that LTI identification techniques are well established,
the local modeling techniques are practical and useful for most
engineering applications. However, since the local approach
only uses data obtained for fixed operating conditions, it does
not incorporate knowledge about the rate of variation of the
scheduling parameter and therefore the resulting models are
only valid in case of slow parameter variations. This is a
well-known guideline in gain-scheduling control practice [16].
This paper presents a new state-space model interpolation
of local estimates (SMILE) technique that belongs to the class
of local modeling approaches. Like most local LPV modeling
approaches, the SMILE technique consists of the following
three steps. First, a set of local LTI state-space models is
obtained for specific fixed operating conditions. Since different
techniques can be used to obtain these LTI models and since
the state-space representation is not unique, it is not guaranteed
that the local LTI models are represented in a coherent state-
space form. Therefore, in the second step, all local LTI models
are transformed into a coherent state-space representation.
Afterward, in the third step, an LPV model is computed for the
system by interpolating the set of coherent local LTI models.
The main contribution of this paper is the introduction of a new
method based on observability and controllability properties to
transform the local LTI models into a coherent representation.
The paper is organized as follows. Section II introduces
the notation used throughout the paper. Section III gives
a thorough overview of the three steps in local modeling
techniques and discusses their advantages and disadvantages.
The proposed SMILE technique is presented in Section IV.
Afterward, in Section V, the SMILE technique is applied
to a simulation example and an experimental application.
Section VI presents the conclusions.
II. NOTATION
The set of real numbers is denoted by R. For a matrix A,
the scalar κ(A) = σmax(A)/σmin(A) represents the condition
number, defined as the ratio of the maximal and minimal
singular values σmax(A) and σmin(A) of A. For vectors and
matrices, the symbol T denotes the transpose. The Moore-
Penrose inverse of a matrix A is indicated by A†. The matrix
In represents the identity matrix of size n ×n. For a matrix A,
the notation vec (A) indicates the vector obtained by stacking
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all columns of A. The Frobenius norm of A is denoted by
‖A‖F . The standard Kronecker product is denoted by ⊗.
Throughout the paper, the following notation:
H =
[
A B
C D
]
is used to indicate the state-space model
H =
{
δ[x] = Ax + Bu
y = Cx + Du
where the operator δ[·] is the time derivative for a continuous-
time model and the forward time shift for a discrete-time
model. Moreover, it should be noted that in this paper, with
a slight abuse of notation, the summation H1 + H2 of two
state-space models should be interpreted as the summation of
their respective system matrices
H1 + H2 =
[
A1 B1
C1 D1
]
+
[
A2 B2
C2 D2
]
=
[
A1 + A2 B1 + B2
C1 + C2 D1 + D2
]
and not the parallel connection of the two state-space models.
The following notation is used in the paper to distinguish
LPV models and local LTI models: LPV models and their
parameter-dependent system matrices are denoted using the
standard font, for example, Ai , whereas local LTI models and
their system matrices are denoted using San Serif font, for
example, A. The subscript  indicates the index of the local
LTI model.
III. PROBLEM STATEMENT
This section first introduces some background on lin-
ear state-space parameter-dependent models. Afterward, an
overview of LPV modeling based on local LTI models is
presented and the existing local techniques from the literature
are briefly discussed.
A. Background
The general linear state-space representation of a
continuous-time parameter-dependent system has a so-called
dynamic dependency (see [17]) on the scheduling parameter
α ∈ RM , which means the system matrices depend not only
on the current value of scheduling parameter, but also on
its time derivatives α˙, α¨, etc. In this paper, this general
parameter-dependent representation is given as follows:
H (α, α˙, . . .) =
[
A(α, α˙, . . .) B(α, α˙, . . .)
C(α, α˙, . . .) D(α, α˙, . . .)
]
∈
[
R
nx ×nx Rnx ×nu
R
ny×nx Rny×nu
]
. (1)
It is assumed that (1) consists of two parts
H (α, α˙, . . .)
= HS(α) + HD(α, α˙, . . .)
=
[
AS(α) BS(α)
CS(α) DS(α)
]
+
[
AD(α, α˙, . . .) BD(α, α˙, . . .)
CD(α, α˙, . . .) DD(α, α˙, . . .)
]
(2)
where HS(α) is a static parameter-dependent part that only
depends on α and HD(α, α˙, . . .) is a dynamic parameter-
dependent part that depends on the time derivatives of the
scheduling parameter and vanishes whenever the scheduling
parameter is held constant, that is, HD(α, 0, . . .) = 0 for any
constant value of α. To apply a local LPV modeling approach,
local LTI models need to be available for fixed operating con-
ditions. Therefore, it is clear that the system matrices AS(α),
BS(α), CS(α) and DS(α) cannot become identically zero.
Later, in Section IV, the necessary conditions are presented.
It is well known that the state-space representation is not
unique and indeed, it is possible to define the LPV system
H (α, α˙, . . .) with respect to a different basis for the state-
space by applying a coordinate transformation to the system
states. In general, this transformation has a dependency on the
scheduling parameter α and applying the state transformation
x˜ = T (α)x (3)
where T (α) (and its inverse) is a bounded nonsingular contin-
uously differentiable matrix for all α(t), to the LPV model (2)
yields the following topologically equivalent representation:
H (α, α˙, . . .) =
[
T (α)AS(α)T (α)−1 T (α)BS(α)
CS(α)T (α)−1 DS(α)
]
+
[
T (α)AD(α, α˙, . . .)T (α)−1+ T˙ (α)T (α)−1 T (α)BD(α, α˙, . . .)
CD(α, α˙, . . .)T (α)−1 DD(α, α˙, . . .)
]
(4)
that again consists of a static and a dynamic parameter-
dependent part, which vanishes whenever α is constant.
Similar results are obtained for the discrete-time case, as
presented in Appendix A.
B. LPV Modeling Based on Local LTI Models
Local LPV modeling techniques usually consist of three
basic steps: 1) obtaining a set of local LTI models, 2) trans-
forming these models into a set of coherent LTI models, and
3) interpolating these coherent models. These three steps are
now discussed in detail.
1) Obtaining a Set of Local LTI Models: In the first step,
a set of local LTI state-space models is obtained (usually
through an experimental procedure) for m fixed values α˜, for
 = 1, . . . , m, of the scheduling parameter. This results in the
local models H˜ with state-space representation
H˜ =
[
A˜ B˜
C˜ D˜
]
, for  = 1, . . . , m
whose input-output behavior is equal to H (α˜, 0, . . .), the
evaluation of the LPV model H (α, α˙, . . .) for the scheduling
parameter α = α˜. From (2), it is clear that H (α˜, 0, . . .) =
HS(α˜). Since the state-space representation is not unique,
these m local LTI models are in general not given in a coherent
representation. However, there are unknown nonsingular LTI
similarity transformation matrices T˜, for  = 1, . . . , m, such
that
H˜ =
[
A˜ B˜
C˜ D˜
]
=
[
T˜ AS(α˜)T˜−1 T˜BS(α˜)
CS(α˜)T˜−1 DS(α˜)
]
. (5)
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2) Computing Coherent LTI Models: In the second step of
the local modeling approaches, the local LTI models H˜ need
to be transformed into a coherent representation before they
can be interpolated. In this paper, a coherent state-space rep-
resentation of a set of local LTI models is defined as follows.
Definition 1 (Coherent State-Space Representation):
Given a set of m LTI models
H =
[
A B
C D
]
obtained for the fixed operating conditions α = α˜, for
 = 1, . . . , m, from a parameter-dependent system (1). Then,
these LTI models are said to be represented in a coherent
state-space form if their system matrices A, B, C, and D,
for  = 1, . . . , m, are evaluations of (4) for some T (α) with
α = α˜
H =
[
A B
C D
]
=
[
T (α˜)AS(α˜)T (α˜)−1 T (α˜)BS(α˜)
CS(α˜)T (α˜)−1 DS(α˜)
]
.
This leads to the first problem that all local LPV modeling
approaches need to deal with.
Problem 1 (Coherence of the Local LTI Models): Find
nonsingular LTI similarity transformation matrices T, for
 = 1, . . . , m, such that, when applied to the given LTI
models (5), the transformed models
H =
[
A B
C D
]
=
[
TA˜T−1 TB˜
C˜T−1 D˜
]
=
[
TT˜ AS(α˜)T˜−1 T
−1
 TT˜BS(α˜)
CS(α˜)T˜−1 T
−1
 DS(α˜)
]
(6)
have a coherent state-space representation. In other words,
find similarity transformation matrices T, for  = 1, . . . , m,
such that the product TT˜ is an evaluation, for α = α, of
some parameter-dependent transformation matrix T (α), that is
TT˜ = T (α˜), for  = 1, . . . , m.
In the literature, several approaches have been proposed to
transform the local LTI models into a set of suitable state-
space representation. In [2], single-input single-output (SISO)
systems are considered and the control canonical form is
proposed as the state-space representation for all local models.
However, this form is ill-conditioned for medium- to high-
order models (see [18]) which strongly limits its practical
applicability, as highlighted in [19]. For LTI systems, others
canonical state-space representations are possible [20]–[23].
With the poles and zeros of the LTI models, a series connection
of low-order state-space submodels is proposed in [4]. The
method is restricted to SISO systems with a dependency on a
single scheduling parameter but has been generalized first in
[5] to systems with multiple scheduling parameters and later in
[24] to multiple-input multiple-output (MIMO) systems with
multiple scheduling parameters. Although these techniques do
not suffer from the numerical issues of [2], their drawback is
that the poles and zeros of the local LTI models need to be
manually sorted, thus requiring some intuition and experience
from the user. Another numerically interesting method based
on balanced realizations of LTI models has been suggested
in [3]. However, as pointed out in both [5] and [24], this
method requires the manual sorting of the eigenvalues of the
product of the Gramians of the local LTI models. A different
approach is proposed in [25] that uses the modal form as a
numerically interesting representation. This again, however,
calls for a manual sorting of the poles of the local LTI models.
Moreover, the modal form is not unique with respect to
scalings in the input and output matrices and does not always
exist. As a final and general remark, it should be noted that in
none of the above-mentioned articles it is actually proven that
the resulting local LTI models are transformed into a coherent
representation.
From this paper literature overview, the following desired
properties can be perceived for the method to transform the
original LTI models into a set of coherent local LTI models:
1) the method should be general, that is, applicable to SISO
as well as MIMO systems and to continuous- as well as
discrete-time systems with multiple scheduling parameters;
2) it should be automatic, meaning no user interaction should
be required after the model selection; and 3) it should be
numerically attractive, that is, the resulting set of coherent
LTI models should not yield any numerical problems in the
interpolation step and the resulting LPV model should be
useful for modern LPV control design which is usually posed
as a linear matrix inequality (LMI) problem. All existing
local LPV modeling techniques fail to comply with at least
one of these desired properties, whereas in Section IV, it
is shown that the new method proposed in this paper does
possess these properties. Furthermore, it will also be proven
that the transformed LTI models have a coherent represen-
tation. It should be emphasized that interpolation based on
LPV-IO framework does not suffer from the problem of finding
a coherent representation for the local models; however, the
produced LPV-IO model often requires a state-space realiza-
tion, which is rather a difficult problem [26].
3) Interpolating the Coherent LTI Models: In the third and
final step of the local modeling approaches, the resulting set of
coherent LTI models is interpolated by solving an optimization
problem.
Problem 2 (Interpolation of the Local LTI Models): Once
coherent local LTI models H, for  = 1, . . . , m, have been
obtained, they can be interpolated to obtain the estimate Ĥ(α)
for the parameter-dependent system. The type and size of the
resulting optimization problem that needs to be solved depends
on the choice of the parameterization for Ĥ(α) and the choice
of the cost function.
a) Choice of the Parameterization: The choice of the
interpolating LPV model parameterization produces the model
set of all possible candidates interpolating LPV models.
Several issues arise when making this choice. Ideally, the
model set should be chosen so that the actual model is
captured inside this set. However, since the actual model
and its dependency on the scheduling parameter is unknown,
it is unclear how to guarantee this. Therefore, most local
approaches propose the use of a parameterization that will give
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rise to convex optimization problems or a parameterization
that will be useful for LPV control design. Typical choices
are affine, polytopic, polynomial, or homogeneous polynomial
parameterizations. Moreover, besides the problem of choosing
the parameterization, there exists a fundamental limitation of
the local modeling approach as presented next.
Remark 1 (Fundamental limitation of the local modeling
approaches): It is an inherent limitation of the local LPV
modeling approaches that only the static parameter-dependent
part can be modeled. Indeed, since time variation of the
scheduling parameter is not considered in the data used for the
modeling (the set of local LTI models), no information about
the dynamic parameter-dependent part is available. Thus, in
case the model set is chosen properly, the interpolation yields
the following estimate for the LPV model:
Ĥ (α) =
[
T (α)AS(α)T (α)−1 T (α)BS(α)
CS(α)T (α)−1 DS(α)
]
(7)
which for all constant values of the scheduling parameters,
yields exactly the same dynamic behavior as the underlying
system, that is, Ĥ(α) = H (α, 0, . . .). For time-varying α,
however, the modeling error in the system matrices becomes[
T (α)AD(α, α˙, . . .)T (α)−1+ T˙ (α)T (α)−1 T (α)BD(α, α˙, . . .)
CD(α, α˙, . . .)T (α)−1 DD(α, α˙, . . .)
]
.
It is a common rule of thumb in interpolating
gain-scheduling modeling and control [16] to assume that the
influence of the modeling error induced by neglecting
the dynamic parameter-dependent part remains small in case
the scheduling parameter varies slowly with respect to the
dynamics of the system, since, in this case, the dynamics
associated with the static parameter-dependent part of the
system matrices is dominant with respect to the dynamic
parameter-dependent part.
b) Choice of the Cost Function: Once the parameteriza-
tion is chosen, a cost function needs to be selected to find
the most appropriate interpolating LPV model Ĥ (α) from the
model set. Typically, local modeling techniques resort to a fit
of the coefficients of the coherent representation of the local
LTI models. For example, if the coherent LTI models have full
system matrices, the problem of their interpolation basically
boils down to nx (nx + nu + ny) + nuny independent curve
fitting problems; one for each element of the system matrices
of Ĥ (α). On the other hand, when a specific canonical repre-
sentation is used for the coherent representation, the number
of independent curve fitting problems can be significantly
lower. Obviously, the vast body of approximation and fitting
literature (see, for example, [27] the references therein) can
be applied to the fitting problem to solve for the best possible
estimate (7). Moreover, as the number of available local LTI
models increases, a piecewise polynomial fit can always be
found that fits the local data sufficiently accurate, even in case
that the real model has an unknown different parameterization.
IV. SMILE BASED ON OBSERVABILITY
AND CONTROLLABILITY
This section introduces the proposed methodology. First
some background about observability and controllability is
given. Afterward a solution is presented to the problem of
the coherent representation of the local LTI models. Finally,
the choice of the parameterization of the LPV model and the
cost function are discussed.
A. Observability and Controllability of LPV Systems
Since the proposed technique is based on observability
and controllability, it is essential to highlight some of these
properties for LPV systems (see [17], [28], [29] for details).
The observability and controllability matrices for a continuous-
time state-space LPV system (1) are defined as follows.
Definition 2 (Observability and Controllability Matrix):
Define the sequences of matrices
S0(α, α˙, . . .) = C(α, α˙, . . .),
Sp+1(α, α˙, . . .) = Sp(α, α˙, . . .)A(α, α˙, . . .)
+ S˙p(α, α˙, . . .), for p = 0, 1, . . .
then the observability matrix is defined as
Op(α, α˙, . . .)
=
[
S0(α, α˙, . . .)T S1(α, α˙, . . .)T . . . Sp−1(α, α˙, . . .)T
]T
.
Likewise, define the sequences of matrices
P0(α, α˙, . . .) = B(α, α˙, . . .),
Pp+1(α, α˙, . . .) = A(α, α˙, . . .)Pp(α, α˙, . . .)
−P˙p(α, α˙, . . .), for p = 0, 1, . . . (8)
then the controllability matrix is defined as
Cp(α, α˙, . . .) =[
P0(α, α˙, . . .) P1(α, α˙, . . .) . . . Pp−1(α, α˙, . . .)
]
.
From this definition, it follows that the observability and
controllability matrices consist of a static and a dynamic
parameter-dependent part. Moreover, it is clear that the static
parameter-dependent part is given by
OS,p(α) =
⎡
⎢⎢⎢⎢⎣
CS(α)
CS(α)AS(α)
...
CS(α)AS(α)p−1
⎤
⎥⎥⎥⎥⎦
CS,p(α) =
[
BS(α) AS(α)BS(α) . . . AS(α)p−1 BS(α)
]
. (9)
Remark 2: Note that in the literature (see, for example, [28])
the recursion to compute the controllability matrix is typically
introduced as
Pp+1(α, α˙, . . .) = −A(α, α˙, . . .)Pp(α, α˙, . . .) + P˙p(α, α˙, . . .).
In this paper, however, the recursion (8) is preferred as it
emphasizes the equivalence between the evaluation of the sta-
tic parameter-dependent part of the controllability matrix (9)
for fixed operating conditions and the standard definition of
the controllability matrix for LTI systems. From a systematic
theoretical point of view, this sign change in the recursion does
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not change the fundamental properties of the controllability
matrix.
In [29], the following definition is given for constant rank
systems.
Definition 3 (Constant Rank Systems): System (1) is a
(qc, qo)-constant rank system representation of order nx if
there exist integers a and b such that A(α), B(α) and C(α)
are differentiable max(a, b) − 1, a and b times, respectively,
and such that
rank Ca(α) = rank Ca+1(α) = qc ≤ nx
rank Ob(α) = rank Ob+1(α) = qo ≤ nx , ∀t .
Throughout this paper, it is assumed that the system (1) is
structurally observable as well as controllable, which means
that (1) is a (nx , nx )-constant rank system with a = b = nx .
This implies that all local LTI models obtained by evaluating
H (α, α˙, . . .) for constant values of the scheduling parameter
are observable and controllable with order nx . When a state
transformation (3) is applied, the observability and controlla-
bility of the equivalent representation can be found to be
O˜p(α) = Op(α)T (α)−1 C˜p(α) = T (α)Cp(α)
and it follows that this equivalent representation is also an
(nx , nx )-constant rank representation. Note that for discrete-
time LPV systems similar definitions for observability, con-
trollability, and constant rank systems exist (see [17] the
references therein). Moreover, for discrete-time LPV systems
that have a dynamic parameter-dependent part that vanishes for
constant values of the scheduling parameter, the static part of
the observability and controllability matrices can be computed
following similar ideas similar to that of the continuous-time
case, see Appendix VI.
B. Proposed Methodology
First, assuming that m local LTI state-space models (5) have
been obtained, the solution to Problem III-B.2 is presented and
a proof that the obtained LTI models are defined coherently
is given. Afterward, the proposed interpolation scheme is
presented.
1) Coherency of the Local LTI Models: This section shows
how to transform the original local LTI models (5) into a set of
coherent LTI models. Choose the first similarity transformation
as the identity matrix
T1 = Inx
which implies that the state-space representation of the first
local LTI model is used as the reference for the equivalence
class. This is done as follows. First, compute the observability
matrix O˜ of all local LTI models
O˜ =
[
C˜T A˜T C˜T . . .
(
A˜T
)nx −1 C˜T
]T
.
Using (5), it follows that O˜ = OS,nx (α˜)T˜−1 . Now, define
the similarity transformation1
T = O˜†1O˜ = O˜†1OS,nx (α˜)T˜−1 (10)
where O˜1 is the observability matrix of the local LTI model
chosen as the reference for the equivalence class. Plugging
these transformation matrices into the system matrices of (6)
and using (5) yields the coherent local LTI models (11), shown
at bottom of this page.
The fact that the set of LTI models (11) is coherent,
following Definition 1, is proven as follows.
Proof: Start from the original state-space LPV model (2)
and define the parameter-dependent state transformation as
x˜ = O˜†1OS,nx (α) x . (12)
Then, applying this state transformation to the original LPV
model (2), evaluated for α = α˜, yields
H (α˜, 0, . . .)
= HS(α˜)
=
⎡
⎢⎣O˜†1OS,nx (α˜)AS(α˜)
(
O˜†1OS,nx (α˜)
)−1
O˜†1OS,nx (α˜)BS(α˜)
CS(α˜)
(
O˜†1OS,nx (α˜)
)−1
DS(α˜)
⎤
⎥⎦.
(13)
Comparing (11) and (13) reveals that the system matrices
are the same. Therefore, it can be concluded that all local
models (11) are defined with respect to a coherent state-space
representation which is related to the original LPV model
through the parameter-dependent state transformation (12).
Some remarks are in order now. First, similar results can
be obtained using the extended controllability matrices of
the local models. In this case, by defining the similarity
transformation
T = C˜1C˜† = C˜1
(
T˜CS,nx (α˜)
)† = C˜1CS,nx (α˜)†T˜−1 (14)
1Note that the result does not change by premultiplying T by any
nonsingular matrix.
H =
[
TA˜T−1 TB˜
C˜T−1 D˜
]
=
⎡
⎢⎣ O˜†1OS,nx (α˜)T˜−1 T˜ AS(α˜)T˜−1
(
O˜†1OS,nx (α˜)T˜
−1

)−1
O˜†1OS,nx (α˜)T˜
−1
 T˜BS(α˜)
CS(α˜)T˜−1
(
O˜†1OS,nx (α˜)T˜
−1

)−1
DS(α˜)
⎤
⎥⎦
=
⎡
⎢⎣ O˜†1OS,nx (α˜)AS(α˜)
(
O˜†1OS,nx (α˜)
)−1
O˜†1OS,nx (α˜)BS(α˜)
CS(α˜)
(
O˜†1OS,nx (α˜)
)−1
DS(α˜)
⎤
⎥⎦. (11)
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H =
⎡
⎢⎣ C˜1CS,nx (α˜)† AS(α˜)
(
C˜1CS,nx (α˜)†
)−1
C˜1CS,nx (α˜)† BS(α˜)
CS(α˜)
(
C˜1CS,nx (α˜)†
)−1
DS(α˜)
⎤
⎥⎦
H =
⎡
⎢⎣ O˜†2OS,nx (α˜)AS(α˜)
(
O˜†2OS,nx (α˜)
)−1
O˜†2OS,nx (α˜)B(α˜)
C(α˜)
(
O˜†2OS,nx (α˜)
)−1
D(α˜)
⎤
⎥⎦ for  = 1, . . . , m.
it can be shown that the local LTI models can be transformed
into the first equation shown at the top of the page.
Second, it can be easily shown that the method of [2] is a
special case of this technique for SISO systems. In [2], all local
LTI models are transformed into the control canonical form. In
the method proposed above this means first transforming the
reference model H˜1 into the control canonical form, in which
case the resulting controllability C˜1 is an identity matrix.
Consequently, the transformation matrices (14) become
T = CS,nx (α˜)−1T˜−1 , which will transform all local LTI
models into the control canonical form. Furthermore, if all
local models are represented in an observability canonical
form, then they will have a coherent representation. As shown
in [3], [5], [19], and [24], the technique of [2] suffers from
numerical ill-conditioning for medium- to high-order systems.
This is in contrast with the new SMILE technique presented
in this paper, which transforms the LTI models into a set of
well-conditioned coherent LTI models.
Third, the choice of the reference model has an influence on
the resulting interpolating LPV model. It is clear that choosing
H˜1 yields the coherent set (11). If, on the other hand, H˜2 is
chosen as the reference, the transformation matrix for the LTI
model H˜ is computed as
R = O˜†2OS,nx (α˜)T˜−1
which yields the coherent set of models, equation shown in
the second equation at the top of this page.
Comparison of the two different coherent sets reveals that
the transformation matrix that connects them is given by
TR−1 = O˜†1OS,nx (α˜)T˜−1
(
O˜†2OS,nx (α˜)T˜
−1

)−1
= O˜†1OS,nx (α˜)
(
O˜†2OS,nx (α˜)
)−1
which depends on . Consequently, interpolation of the second
set of consistent LTI models will lead to a fundamentally
different interpolating LPV model. If the models have only one
output, the choice of reference model is unimportant. Indeed,
in this case the two different sets of consistent models are
related through
TR−1 = O˜†1OS,nx (α˜)
(
O˜†2OS,nx (α˜)
)−1
= O˜−11 OS,nx (α˜)OS,nx (α˜)−1O˜2
= O˜−11 O˜2
which is clearly independent of . In this case, it is shown in
Theorem 1, from Section IV-B2, that the interpolation will
yield essentially the same interpolating LPV model. Note
that based on the controllability, a similar argument can be
followed for systems with one input.
To conclude, it follows that for the general MIMO case,
the chosen reference model has an influence on the resulting
interpolating LPV model and therefore the question arises
which choice is the best one. This same question applies
also to the choice between using the observability or the
controllability matrices. Unfortunately, there is no general
answer to these questions but one useful heuristic is as follows.
First, compute the transformation matrices O˜†i O˜ and C˜iC˜
†
,
for i = 1, . . . , m and  = 1, . . . , m. Then, for every possible
reference model, check for the maximum condition number
of the corresponding transformation matrices by computing
κO,i = max κ
(
O˜†i O˜
)
and κC,i = max κ
(
C˜iC˜†
)
, for
i = 1, . . . , m. For both the observability as well as the control-
lability approach, the “best” reference model can be chosen
with the minimum of {κO,1, . . . , κO,m} and {κC,1, . . . , κC,m}.
Finally, verify the variation of the elements of the system
matrices of H obtained using the “best” reference model for
both observability and controllability and check which of both
sets of coherent LTI models will be the easiest to interpolate.
2) Interpolation of the Coherent LTI Models: Next, the
interpolation approach is presented, assuming the following
parameterization for the interpolating LPV model:
Ĥ (α) =
N∑
i=1
fi (α)Ĥi (15)
where fi (α) : RM → R, for i = 1, . . . , N , are base functions
chosen a priori and where
Ĥi =
[
Âi B̂i
Ĉi D̂i
]
∈
[
R
nx ×nx Rnx ×nu
R
ny×nx Rny×nu
]
are the unknown matrix coefficients. The notation here uses the
addition operation specified in Section II. With this parameter-
ization, the interpolation of the entries of the system matrices
is performed as follows.
Solution 1 (Interpolation of the Local LTI Models):
Consider the following cost function:
E =
m∑
=1
∥∥Ĥ (α˜) − H∥∥2F =
m∑
=1
∥∥∥∥∥
N∑
i=1
fi (α˜)Ĥi − H
∥∥∥∥∥
2
F
(16)
with Ĥ(α) given by (15). Let q be the vector of variables
containing all the elements of the matrices Ĥi , for i =
1, . . . , N . Then, the cost function (16) can be rewritten as
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E = ‖F(q)‖22 with F(q) the following vector-valued function:
F(q) =
⎡
⎢⎢⎣
∑N
i=1 fi (α˜1) vec
(
Ĥi
) − vec (H1)
...∑N
i=1 fi (α˜m) vec
(
Ĥi
) − vec (Hm)
⎤
⎥⎥⎦ .
Note that F(q) is a linear function of q . With this cost
function, the optimization problem
min
q
‖F(q)‖22
is a linear least-squares (LLSQ) problem, which can be
efficiently solved.
To conclude this section, the following theorem presents a
useful result for the interpolation of a set of matrices.
Theorem 1: Let α ∈ RM . Suppose to be given the functions
fi (α) : RM → R, for i = 1, . . . , N , and the matrices H ∈
R
n×q
, obtained for the operating conditions α˜ ∈ RM , for
 = 1, . . . , m. Consider the matrix Ĥ(α) = ∑Ni=1 fi (α) Ĥ ∗i ,
where the matrices Ĥ ∗i are obtained as the optimal solution to
the fitting problem
min
Ĥi
m∑
=1
∥∥∥∥∥
N∑
i=1
fi (α˜)Ĥi − H
∥∥∥∥∥
2
F
. (17)
Then, the matrices H ∗i = Tn Ĥ ∗i Tq , for i = 1, . . . , N , with
Tn ∈ Rn×n and Tq ∈ Rq×q nonsingular matrices, are the
optimal solution to the fitting problem
min
Hi
m∑
=1
∥∥∥∥∥
N∑
i=1
fi (α˜)H i − TnHTq
∥∥∥∥∥
2
F
. (18)
The proof, presented in Appendix B, is based on the analytic
solution of the unconstrained LLSQ problem. An interesting
application of this theorem to the fitting of the coefficients of
state-space models H as presented in optimization problem
(1) is to choose the matrices Tn and Tq as follows:
Tn =
[
T¯ 0
0 Iny
]
and
Tq =
[
T¯ −1 0
0 Inu
]
with T¯ ∈ Rnx ×nx . From Theorem 1, it can then be concluded
that the interpolation of a set of LTI models, all transformed
under one fixed state transformation T¯ , yields an interpolating
LPV model, with respect to the interpolating LPV model of the
original LTI models, which is transformed through the same
similarity transformation T¯ .
V. APPLICATION
In this section, the proposed SMILE technique is applied to
two different parameter-dependent systems.
1) A numerical simulation is presented using an overhead
crane with a varying cable length.
2) The proposed technique is applied to experimental
data obtained from a vibroacoustic system that shows
temperature-dependent behavior and has two inputs and
one output.
Fig. 1. Schematic drawing of an overhead crane.
A. Overhead Crane
The system considered for the simulation example is an
overhead crane whose varying cable length induces strong
changes in the system dynamics. The overhead crane (shown
in Fig. 1) consists of a cart with mass m1 = 5 kg that is
driven by a horizontal force F(t) over a horizontal plane.
Connected to the cart is a massless cable with varying length
L(t) ∈ [0.2; 0.6] m with a load m2 = 1kg attached at the end.
It is assumed the cable is under tension during all the motion.
1) Modeling of the Overhead Crane: The angle between the
cable and a vertical is measured by θ(t) with positive rotation
in clockwise direction. Thus, given the position r1,x of the
cart in the X-direction, the position of the load in the X- and
Y -direction can be computed as{
r2,x = r1,x − L sin(θ)
r2,y = −L cos(θ).
However, using the small-angle approximation, sin(θ) ≈ θ
and cos(θ) ≈ 1. For instance, as long as θ ≤ 14°, the
approximation error is less than 1%. In this case, the position
of the load can be simplified as{
r2,x = r1,x − Lθ
r2,y = −L
and its velocity and acceleration become{
r˙2,x = r˙1,x − L˙θ − L θ˙
r˙2,y = −L˙{
r¨2,x = r¨1,x − L¨θ − 2L˙ θ˙ − L θ¨
r¨2,y = −L¨.
The viscous friction forces F1,x , F2,x , and F2,y between the
two masses and the environment are modeled as F1,x =
c1r˙1,x , F2,x = c2r˙2,x , and F2,y = c2r˙2,y , with coefficients
c1 = 2 Ns/m and c2 = 0.1 Ns/m.
From the equation of motion of the load in the Y -direction,
it is possible to derive the reaction force R transmitted through
the cable
m2 y¨2 = −m2g − c2 y˙2 + R cos(θ)
where g is the gravitational constant. Under small-angle
approximation, R = m2(g − L¨) + c2 L˙ . Now it is possible to
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write down the equations of motion for the cart and the load
in the X-direction again using the small-angle approximation
m1r¨1,x + c1r˙1,x = F − Rθ
m2r¨2,x + c2r˙2,x = Rθ.
Substituting for R and r2,x and combining both equations
yields the following equation of motion for the angle θ :
θ¨ +
(
2
L˙
L
+ c2
m2
)
θ˙ − c2 L˙ + m2 L¨ − (m1 + m2)g
m1L
θ
− c2m1 − c1m2
m1m2L
r˙1,x = F
m1L
.
In practice, the velocity r˙1 of the cart is usually controlled
through a simple P-controller K to track a chosen reference
velocity v such that F = K (v − r˙1,x). Here, the constant
is chosen as K = 500 Ns/m. Using the velocity feedback,
the following state-space model can be derived between the
reference velocity v and the position outputs r1,x and r2,x , in
the equations shown at bottom of this page.
Note that this analytical model has both a static parameter-
dependent part depending on the cable length L and a dynamic
parameter-dependent part depending in this case on L, L˙
and L¨.
2) Application of the SMILE Technique: Using the analyt-
ical state-space model derived above, five local LTI models
have been obtained for
L = {0.2, 0.3, 0.4, 0.5, 0.6} m.
Since, these models already have a coherent representation,
a random similarity transformation matrix is applied to each
individual model. Clearly, this new set of local LTI models
does not have a coherent representation and cannot be directly
interpolated. Then, the SMILE technique is now applied using
the third LTI model, obtained for L = 0.4 m, as the reference
model and by the transformation based on the observability
matrices, thus yielding five coherent LTI models. The heuristic
approach to choose between the observability and control-
lability approach and to select the “best” reference model
suggested in Section IV-B1 is used, yielding a maximum
condition number for the transformation matrices of 127.47.
To verify the influence of the choice of the parameterization
of the interpolating LPV model, two different types are con-
sidered. For the first type, indicated as ĤA(α), polynomial
parameterizations ĤA(α) = ∑gi=0 αi Ĥi of various degrees
g ∈ {0, 1, 2, 3, 4} are used, where the scheduling parameter α
TABLE I
FITTING ERROR E FOR INTERPOLATING LPV MODELS ĤA(α) OF
POLYNOMIAL DEGREE g ∈ {0, 1, 2, 3, 4}
TABLE II
AVERAGE RELATIVE DIFFERENCE IN % BETWEEN THE HANKEL
SINGULAR VALUES OF THE LTI MODELS OBTAINED BY
EVALUATING THE INTERPOLATING LPV MODELS
AND THE ANALYTIC LPV MODEL FOR 201
EQUIDISTANT VALIDATION OPERATING
CONDITIONS L ∈ [0.2; 0.6] m
TABLE III
MAXIMUM ABSOLUTE VALUE OF THE MODELING ERROR IN
THE CART AND LOAD POSITION
is simply the cable length L. Table I shows the obtained fitting
error of the system matrices E = ∑m=1 ∥∥ĤA(α˜) − H∥∥F
as a function of the polynomial degree g. It is clear that
the interpolation is exact for g = 4, yielding a final cost
E = 0. It should be noted, however, that this by no means
implies that the correct parameterization is in fact a polynomial
model of degree 4. It is a direct consequence of the fact that
a polynomial parameterization of degree 4 offers the exact
number of optimization variables for the unconstrained linear
least-squares problem.
For the second type, indicated as ĤB(α), a parameterization
ĤB(α) = ∑3i=1 fi (α)Ĥi is chosen, where the scheduling
parameter α is the cable length L and the base functions
are chosen to be f1(α) = 1, f2(α) = α and f3(α) = 1/α.
x˙ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
0
c2 L˙ + m2 L¨ − m2g
m1
−c1 + K
m1
0
0
c2 L˙ + m2 L¨ − (m1 + m2)g
m1L
c2m1 − c1m2 − K m2
m1m2 L
−2 L˙
L
− c2
m2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
x +
⎡
⎢⎢⎢⎢⎣
0
0
K
m1
K
Lm1
⎤
⎥⎥⎥⎥⎦ v
[
r1,x
r2,x
]
=
[
1 0 0 0
1 −L 0 0
]
x, with x =
[
r1,x θ r˙1,x θ˙
]T
.
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Fig. 2. Original local LTI models (black), validation local LTI models (red), and interpolating LPV model ĤB(α) evaluated for 17 equidistant values of
cable length l (gray). (a) v→x1: Amplitude. (b) v→x2: Amplitude. (c) v→x1: Phase. (d) v→x2: Phase.
TABLE IV
FITTING ERROR E FOR INTERPOLATING LPV MODELS OF
POLYNOMIAL DEGREE g ∈ {0, 1, 2, 3}
With this parameterization, the fitting error after optimization
is E∗ = 0: the same as for the polynomial model with
g = 4. However, this second parameterization uses 40% less
optimization variables to fit the data. Therefore, the second
parameterization seems to be a more appropriate choice for
the model structure. This can be asserted in the validation step.
3) Validation: First the fit of the system dynamics for
constant cable lengths is verified. To this end, 201 additional
LTI models are obtained from the analytical LPV model for
equidistant values of the cable length L ∈ [0.2; 0.6] m. Then,
the interpolating LPV models ĤA(α) (for all degrees g) and
ĤB(α) are evaluated for these same lengths. The quality of
TABLE V
HANKEL SINGULAR VALUES RELATIVE DIFFERENCE (IN %) BETWEEN
THE LOCAL LTI MODELS WITH THE LPV MODELS OBTAINED
USING [24] AND THE PROPOSED LPV MODEL
the fit of the dynamics of these 201 new LTI models is
verified by comparing the vector of Hankel singular values
of the interpolating LPV models, denoted by σˆ , with those
of the analytic LPV model, denoted by σ . Table II presents
the relative difference between the Hankel singular values,
calculated as
∥∥σ − σˆ∥∥2/‖σ‖2 · 100% and averaged over the
201 different LTI models.
The table clearly shows that the fit of the interpolating
LPV models ĤA(α) improves when the degree g increases.
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Fig. 3. Variation of the cable length for case 1 (black, solid line), case 2 (gray, solid line), and case 3 0.05 m (black, dashed line). (a) Cable length.
(b) Cable velocity. (c) Cable acceleration.
Fig. 4. Time simulation of the cart and load position of the interpolating LPV model ĤB (α) for 3 cases of cable length variation: case 1 (black, solid line),
case 2 (gray, solid line), and case 3 (black, dashed line). (a) Cart position. (b) Load position.
Fig. 5. Modeling error in the cart and load position of the interpolating LPV model ĤB(α) for 3 cases of cable length variation: case 1 (black, solid line),
case 2 (gray, solid line), and case 3 (black, dashed line). (a) Modeling error in cart position. (b) Modeling error in load position.
TABLE VI
RELATIVE DIFFERENCE (IN %) BETWEEN THE POLES OF THE LOCAL LTI
MODELS WITH THE POLES OF LPV MODELS OBTAINED USING [24]
AND OF THE PROPOSED LPV MODEL
However, the interpolating LPV model ĤA(α) of degree g = 4
still shows a small modeling error. On the other hand, the
interpolating LPV model ĤB(α) results in a significantly
lower average relative difference in the Hankel singular values.
Thus, it can be concluded that for constant cable lengths, the
interpolating LPV model ĤB(α) is a very good fit of the
system dynamics.
Fig. 6. Vibroacoustic setup.
This can also be appreciated from Fig. 2 which shows, as a
function of the cable length L, the amplitude and phase of the
five original LTI models (black), of 4 validation LTI models for
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Fig. 7. Measured FRFs (gray crosses) and estimated local LTI models (black lines), for 4 different temperatures (arrows indicate increasing temperature).
(a) w→y: Amplitude. (b) u→y: Amplitude. (c) w→y: Phase. (d) u→y: Phase.
L = {0.25, 0.35, 0.45, 0.55} m (red) and of the interpolating
LPV model ĤB(α) evaluated for 17 equidistant values of the
cable length L ∈ [0.2; 0.6] m. For the corresponding cable
lengths, the black and red curves of the analytical model
coincide with the gray curves of the interpolating model.
To verify the modeling error of the LPV model ĤB(α)
for varying cable lengths, the following time simulation is
performed. As the velocity reference input to the system,
a trapezoidal profile is chosen with a maximal velocity of
0.5 m/s and a maximum acceleration of 2 m/s2. The duration
of this velocity profile is 1.25 s and the resulting step size is
approximately 0.5 m. For the cable length, the following three
profiles, shown in Fig. 3, are considered.
Case 1) A step from 0.2 m to 0.6 m with maximum veloc-
ity 0.05 m/s, maximum acceleration 0.1 m/s2 and
duration 8.5 s, indicated with black solid lines.
Case 2) A step from 0.2 m to 0.4 m with maximum veloc-
ity 0.025 m/s, maximum acceleration 0.1 m/s2
and duration 8.25 s, indicated with gray solid
lines.
Case 3) A step from 0.2 m to 0.25 m with maxi-
mum velocity 0.00625 m/s, maximum accelera-
tion 0.1 m/s2, and duration 8.0625 s, indicated
with black dashed lines.
The cart and load position obtained by simulating the
interpolating LPV model ĤB(α) are shown in Fig. 4 for the
three cases. It is clear that the cart and the load make a move of
approximately 0.5 m, both with a residual vibration around the
end position. However, as expected, this residual vibration is
far more pronounced for the load, as can be seen by comparing
Fig. 4(a) and (b). For the three different varying cable lengths,
the modeling error between the analytical and the interpolating
LPV model can be found in Fig. 5. From the error in both
the cart position [Fig. 5(a)] and the load position [Fig. 5(b)]
it can be concluded that a faster variation of the cable length
results in a larger modeling error. This is illustrated in Table III
which shows the maximum absolute error in the cart and load
position for the three cases. Note that the difference in order
of magnitude between the error in the modeling of the cart
and that of the load position (found in Table III and Fig. 5)
is a reflection of the difference in the size of the residual
vibration.
B. Vibroacoustic Application
In this application, a vibroacoustic setup is considered
(see Fig. 6) that consists of a lexan plate clamped on a rigid
baffle in a semianechoic room. The dynamic behavior of this
system is highly sensitive to the temperature in the semiane-
choic room. For details see [30]. The vibration of the plate
is caused by a point force driven by a shaker, called the
exogenous disturbance w. A piezoelectric patch is attached to
the plate to provide a flexural moment that can counteract the
vibrations caused by the exogenous disturbance. This input,
used to attenuate the sound pressure inside the semianechoic
room is called the control input u. The measured output y is
the sound pressure measured by a single microphone located
in the semianechoic room near the plate.
For this setup, it is necessary to consider the local LPV
identification approach because of the slow rate of variation
of the ambient temperature. Indeed, since the temperature can
only be changed slowly (due to a limited heating system), a
long measurement should have to be performed to assure the
DE CAIGNY et al.: INTERPOLATED MODELING OF LPV SYSTEMS 2243
Fig. 8. Discrete-time local LTI models (black) and interpolating LPV model for g = 2 evaluated for 11 equidistant values of θ (gray line). (a) w→y:
Amplitude. (b) u→y: Amplitude. (c) w→y: Phase. (d) u→y: Phase.
conditions of persistent excitation of the scheduling parameter
typically necessary in global LPV techniques, resulting in
an intractable amount of data. Therefore, performing local
identification experiments, for different fixed values of the
ambient temperature, seems to be the most convenient option.
In this case, local identification experiments were performed at
four temperatures θ = {22.9, 23.4, 24.4, 25.4}° by measuring
frequency response functions (FRFs) from the disturbance w
and the control input u to the output y (using a sample
frequency of 2048 Hz). For each operating condition, a
10th-order discrete-time LTI state-space model is estimated
using standard identification tools in the frequency-domain
[31], [32]. For this application, the focus is on the frequency
range 120–260 Hz. Fig. 7 shows the magnitude and phase of
the experimental FRFs (gray, crosses) and of the estimated
models (black lines) in this frequency range. The arrows
indicate increasing temperature θ . The LTI models clearly
show a good correspondence to the FRFs at the resonance
frequencies. Though the match at the antiresonances is slightly
worse, the models capture the dynamics of the plant well in the
frequency range of interest. With these four local LTI models
estimated, the SMILE technique can be applied.
The SMILE technique is applied using the controllability
matrices and the second LTI model as the reference result-
ing in a maximum condition number for the transformation
matrices of 2.381. The heuristic approach to choose between
the observability and controllability approach and to select
the “best” reference model suggested in Section IV-B1 has
been used. A polynomial parameterization of degrees g ∈
{0, 1, 2, 3} is considered, such that Ĥ (α) = ∑gi=0 αi Ĥi , where
the scheduling parameter α is the temperature θ .
Performing the interpolation of the four coherent LTI mod-
els for g ∈ {0, 1, 2, 3} results in the fitting errors E shown
in Table IV. As a validation of the interpolation behavior for
fixed values, Fig. 8 compares the magnitude and phase of the
4 original LTI models (black) with the resulting interpolat-
ing discrete-time LPV model for g = 2 evaluated for 11
equidistant values of α (gray). It can be concluded from Fig. 8
that the interpolating LPV model shows a good representation
of the dynamic behavior of the system for fixed operating
conditions.
This section compares the obtained LPV model with the
interpolating LPV model previously obtained by the authors
in [24]. First, the relative difference (in %) between the
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Hankel singular values of the local LTI models and the two
LPV models evaluated at the local values of the scheduling
parameter are compared [see Table V]. Second, the relative
difference (in %) between the poles of the local LTI models
and the evaluated LPV models are compared [see Table VI].
With these two tables, the following can be concluded for
this application. Both LPV models fit the Hankel singular
values and poles quite accurately and qualitatively similar
results are obtained with the two SMILE techniques. The new
technique seems to slightly outperform the previous technique
when comparing the Hankel singular values, but the previous
technique shows a better fit of the poles. However, since the
previous technique uses a state-space representation based on
the poles this is to be expected. The main advantage of the
new technique is obviously that the interpolating LPV model
is obtained in an automated manner, whereas in the technique
of [24], a manual sort of the poles and zeros is necessary.
VI. CONCLUSION
In this paper, a new SMILE approach is presented to
compute LPV state-space models for parameter-dependent
systems using local LTI models obtained for different fixed
operating conditions. This paper introduces the problem by dif-
ferentiating between the so-called static parameter-dependent
and dynamic parameter-dependent behavior of a parameter-
dependent system and goes on to show that all local LPV
modeling techniques are fundamentally limited to modeling
the static parameter-dependent behavior only. The three main
appeals of the newly proposed local modeling technique are
as follows. The technique is general since it can be applied
to continuous as well as discrete-time MIMO systems with
multiple scheduling parameters. Moreover, the necessary trans-
formation of the local LTI models into a coherent state-space
representation is automatic to some extent and theoretically
proven. Finally, the resulting LPV models are numerically
well-conditioned using full system matrices as opposed to ill-
conditioned canonical forms. The new approach is validated
through simulation using an overhead crane with variable cable
length; a typical LPV system with both static as well as
dynamic parameter-dependent behavior. Furthermore, exper-
imental data obtained from a vibroacoustic system whose
dynamics depends on the temperature is used to demonstrate
the potential of the method on a realistic engineering applica-
tion.
APPENDIX A
REMARKS ON THE DISCRETE-TIME CASE
Similar parametrization holds for the discrete-time
case. Consider that the state-space representation of the
discrete-time parameter-dependent system is given by
H (αk, αk−1, . . .) =
[
A(αk, αk−1, . . .) B(αk , αk−1, . . .)
C(αk , αk−1, . . .) D(αk , αk−1, . . .)
]
∈
[
R
nx ×nx Rnx ×nu
R
ny×nx Rny×nu
]
.
It is assumed this representation consist of two parts
H (αk, αk−1, . . .) = HS(αk) + HD(αk, αk−1, . . .)
=
[
AS(αk) BS(αk)
CS(αk) DS(αk)
]
+
[
AD(αk, αk−1, . . .) BD(αk , αk−1, . . .)
CD(αk, αk−1, . . .) DD(αk , αk−1, . . .)
]
(19)
where HS(αk) is a static parameter-dependent part that
only depends on αk and HD(αk , αk−1, . . .) is a dynamic
parameter-dependent part that depends on finite differences
(of any order) of the scheduling parameter and vanishes
whenever the scheduling parameter is held constant, that is,
HD(αk , αk−1, . . .) = 0 for any constant value of αk = α.
Likewise the continuous-time case, it is possible to represent
this system in a new coordinate using a bounded nonsingular
matrix Tk = T (αk) for all αk
Tk xk = zk .
Applying this transformation to the LPV model (19), one has
(20) shown at bottom of this page, with 	k = Tk+1−Tk , which
for slowly parameter varying αk gives 	k ≈ 0. Thus, this
representation again consist of static and a dynamic parameter-
dependent part. This can be shown as follows. Consider the
following discrete-time parameter-dependent system:
xk+1 = Ak xk + Bkuk
yk = Ck xk + Dkuk .
In this equation, the notation Ak is an abbreviation for
A(αk, αk−1, . . .). Applying the transformation Tk , one has
Tk+1xk+1 = Tk+1 Ak T −1k Tk xk + Tk+1 Bkuk
yk = Ck T −1k Tkxk + Dkuk .
Equivalently
zk+1 =
(
Tk AkT −1k + 	k Ak T −1k
)
zk + (Tk Bk + 	k Bk) uk
yk = Ck T −1k zk + Dkuk (21)
with 	k = Tk+1 − Tk . Now, (20) is readily obtained by sub-
stituting into (21) the following partitioning: Ak = AS(αk) +
H (αk, αk−1, . . .) =
[
Tk AS(αk)T −1k Tk BS(αk)
CS(αk)T −1k DS(αk)
]
+
[
Tk+1 AD(αk , αk−1, . . .)T −1k + 	k AS(αk)T −1k Tk+1 BD(αk , αk−1, . . .) + 	k BS(αk)
CD(αk, αk−1, . . .)T −1k DD(αk, αk−1, . . .)
]
(20)
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AD(αk, αk−1, . . .), Bk = BS(αk) + BD(αk, αk−1, . . .), and so
on.
As noted before, the observability and controllability matri-
ces for discrete-time LPV system can be split into a static and
a dynamic part in a similar way as done in the continuous-
time case. For example, the observability matrix is given by
the following recursion rule:
O1(k) = Ck
Oi+1(k) = Oi (k + 1)Ak, i ≥ 1.
As done before, the last equation can be rewritten as
Oi+1(k) = Oi (k)Ak + 	k Ak
with 	k = Oi (k + 1) − Oi (k). Following this procedure,
it is clear that the observability matrix will consist of a
static and a dynamic part. Note that the static part will
depend on future values of the scheduling parameter αk+1,
αk+2,... However, whenever the parameter is held constant,
i.e., α = αk±1, αk±2, . . . , this static part tends to the observ-
ability matrix of the corresponding LTI system evaluated with
A = A(α), for fix α.
APPENDIX B
PROOF OF THEOREM 1
Proof: Using the definition of the Frobenius norm, the
fitting problem (17) can be rewritten as
min
xˆ
∥∥Rxˆ − b∥∥22
where
R = A˜ ⊗ Inq
with
A˜ =
⎡
⎢⎢⎢⎢⎣
f1(α˜1) f2(α˜1) . . . fN (α˜1)
f1(α˜2) f2(α˜2) . . . fN (α˜2)
...
...
. . .
...
f1(α˜m) f2(α˜m) . . . fN (α˜m)
⎤
⎥⎥⎥⎥⎦ ∈ Rm×N (22)
and
xˆ =
[
vec
(
Ĥ1
)T
vec
(
Ĥ2
)T
. . . vec
(
ĤN
)T ]T
b =
[
vec (H1)T vec (H2)T . . . vec (Hm)T
]T
.
It is assumed that m ≥ N and that A˜ is full rank, which implies
that R is also full rank. Then, the minimal norm solution to
this the least-squares problem is given by
xˆ∗ = arg min xˆ ∥∥Rxˆ − b∥∥22 = R†b = (RT R)−1 RT b
which, using the transpose and inversion properties of the Kro-
necker product [33], can be expressed as xˆ∗ =
(
A˜† ⊗ Inq
)
b.
Now consider the second fitting problem (18), which can
also be rewritten in the form
min
x
∥∥Rx − b∥∥22
with
x =
[
vec
(
H1
)T
vec
(
H 2
)T
. . . vec
(
H N
)T ]T
b =
[
vec
(
TnH1Tq
)T
vec
(
TnH2Tq
)T
. . . vec
(
TnHmTq
)T ]T
and R remains as given above in (22). In this case, the solution
becomes x∗ =
(
A˜† ⊗ Inq
)
b. Using the vectorization property
of the Kronecker product, it follows that:
b =
⎡
⎢⎢⎢⎢⎣
T Tq ⊗ Tn 0 . . . 0
0 T Tq ⊗ Tn . . . 0
...
...
. . .
...
0 0 . . . T Tq ⊗ Tn
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
vec (H1)
vec (H2)
...
vec (Hm)
⎤
⎥⎥⎥⎥⎦
=
(
Im ⊗
(
T Tq ⊗ Tn
))
b
and, consequently, x∗ =
(
A˜† ⊗ Inq
) (
Im ⊗
(
T Tq ⊗ Tn
))
b.
Finally, using the mixed-product property of the Kronecker
product, this becomes
x∗ =
(
IN ⊗
(
T Tq ⊗ Tn
)) (
A˜† ⊗ Inq
)
b
=
(
IN ⊗
(
T Tq ⊗ Tn
))
xˆ∗
=
⎡
⎢⎢⎢⎢⎣
vec
(
Tn Ĥ1Tq
)
vec
(
Tn Ĥ2Tq
)
...
vec
(
Tn ĤN Tq
)
⎤
⎥⎥⎥⎥⎦ .
Thus, it follows that the matrices H ∗i = Tn Ĥ ∗i Tq , for
i = 1, . . . , N , are the optimal solution of (18).
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