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ABSTRACT
One of the benefits of using digital games for education is that games can provide feedback for
learners to assess their situation and correct their mistakes. We conducted two studies to examine the
effectiveness of different feedback design (timing, duration, repeats, and feedback source) in a serious
game designed to teach learners about cognitive biases. We also compared the digital game-based
learning condition to a professional training video. Overall, the digital game was significantly more
effective than the video condition. Longer durations and repeats improve the effects on bias-mitigation.
Surprisingly, there was no significant difference between just-in-time feedback and delayed feedback,
and computer-generated feedback was more effective than feedback from other players.
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INTRODUCTION
Proponents of digital game-based learning maintain that games and simulations can facilitate learning
because they (a) cater to the digital generation of learners (Prensky, 2005), (b) allow for immersive,
active learning increasing engagement and retention, and (c) encourage new forms of knowledge
interaction unavailable in a traditional curricula (e.g., perspective-taking, slowing down or speeding
up time processes, accessing hazardous or distant environments (Jackson, 2008). Importantly, digital
games allow for immediate feedback that can help learners correct their mistakes and reward learners
for making correct decisions.
The provision of feedback generally improves learning, however there are important caveats
regarding how and when feedback is given. Digital games can provide feedback based on learners’
pace and decision making (Azevedo & Bernard, 1995). Recent studies have examined the costs and
benefits of offering feedback during instruction (Hays, Kornell, & Bjork, 2010), the timing (Butler,
Karpicke, & Roediger, 2007) and the source of feedback (e.g., a teacher, parent, peer, or a computer
agent in the game (Goldberg & Cannon-Bowers, 2015; Hattie & Timperley, 2007). We add to this
body of research by presenting two studies exploring the effects of feedback timing (immediate
vs. delayed) and feedback source (computer agents vs. human partners) in a game-based learning
environment designed to teach learners about the pitfalls of cognitive biases. To test these effects, we
created a serious game called MACBETH (Mitigating Analyst Cognitive Bias by Eliminating Task
Heuristics)1, wherein players are tasked with detecting and preventing a series of terrorist threats
by gathering and assessing intelligence data (for MACBETH development see author citation). The
game focuses on knowledge and mitigation of confirmation bias (CB) and fundamental attribution
error (FAE). The training effectiveness of the game was compared to a traditional instructional video
explaining FAE and CB, which of course excluded feedback.
Using Feedback in a Serious Game to Mitigate Cognitive Biases
Biased information processing is often caused by the over-reliance on heuristics—defined as mental
shortcuts, or simple decision rules—arising from conventional beliefs. By providing swift solutions
and minimizing cognitive effort, heuristics can benefit decision-making; however, they may often
also lead to insufficient consideration of relevant, diagnostic information, resulting in increased use
of cognitive shortcuts associated with poor decisions and biased information processing (Tversky &
Kahneman, 1974). Confirmation bias harms systematic information-processing by directing attention
toward evidence that confirms existing attitudes and beliefs (Lundgren & Prislin, 1998) at the expense
of weighing and examining pertinent available evidence that might otherwise disconfirm erroneous
assumptions. Similarly, FAE fosters a tendency to focus on internal, dispositional explanations of
others’ behaviors at the expense of external, situational factors (Harvey, Town, & Yarkin, 1981)
likewise hindering the decision-making process.
Cognitive biases are difficult to change: They are deeply embedded within natural cognitive
processes, and people rarely recognize their biased decision-making. To mitigate bias, people must
first become aware of their use of heuristics (Bornstein & Emler, 2001) for which feedback can help,
thereby leading to better-informed decisions. Feedback in game-based learning can be effective when
it provides players objective learning goals with clear criteria for success, along with methods for
improvement to attain goals (Erhel & Jamet, 2013).
Not all feedback benefits learning: Repeated negative feedback, for instance, can lead to lowered
expectations, reduced effort, and a more negative self-image (Krenn, Würth, & Hergovich, 2013).
Formative and corrective outcome feedback through suggestions and guidance can help modify
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thinking and behavior and improve learning (Shute, 2008). Yet, performance decrements are likely
to occur if too much feedback information is presented, causing overload. Thus, both timing and
quantity of feedback is critical to learning and optimal performance.
Timing has also been examined to discern the advantages of immediate versus delayed feedback,
and a meta-analysis has concluded delayed feedback is generally superior in laboratory studies, since
students are often required to explicitly consider and respond to it, whereas immediate feedback tends
to be more effective in applied studies, such as classroom settings (Kulik & Kulik, 1988; van der
Kleij, Eggen, Timmers, & Veldkamp, 2012). The amount of a “delay” varies widely in the studies
with feedback being provided following an assessment, at the end of a day, or up to a week after task
completion (van der Kleij et al., 2012). Although offering feedback during game play can enhance its
salience, allowing players to adjust their decisions, it can also be a distraction, harming enjoyment.
In-game feedback can slow game play, inhibiting goal attainment, particularly when speed of play
is a basis for advancement (Ryan & Pintrich, 1997). On the other hand, despite its potential for
slowing play, detailed feedback early in the process can lead to faster learning (Billings, 2010; Tsai,
Tsai, & Lin, 2015). Because players can use in-task “just-in-time” (JIT) feedback to improve their
performance and correct mistakes, we believe it can be more effective than feedback delayed until
after task completion. Thus, we hypothesize:
H1: JIT feedback is more effective at mitigating CB and FAE than delayed feedback.
Knowledge is entwined with practice, and learning via video games is no exception (Lave &
Wenger, 1991). Discovering how to play a new game takes time. Novice users can be overwhelmed
with game mechanics, losing focus of the training components of the game if specific guidance and
initial instruction are not provided (Serge, Priest, Durlach, & Johnson, 2013). Over time, players
become more comfortable with the controls and mechanics (Dickey, 2011), allowing them to focus
more on learning tactics. In a previous study testing the effects of the MACBETH game using implicit
or explicit instruction, repeated play and longer duration of play were more effective than shorter or
non-repeated gameplay, although the explicitness of the instruction moderated those findings (author
citation). In replicating the effect of repetition and duration in mitigating CB and FAE, we hypothesize:
H2: Longer exposure to MACBETH through (a) repeated or (b) longer duration of play is more
effective at mitigating CB and FAE relative to shorter duration.
EXPERIMENT 1 METHOD
Participants
A total of 508 participants (57.5% females; age: M = 21.30, SD = 4.94, range: 18-55) who fit our
eligibility criteria (at least 18 years old; native English speakers) were recruited from a Midwestern
university (n = 233) and a Southwestern University (n = 275) in the United States. Eleven participants
were dropped prior to analyses for failing to complete all the measures, for being given incorrect
measures by research staff, or for quitting gameplay before their time had expired. Overall, 411
participants (81% retention) completed the 8-week follow-up survey.
Design and Procedure
A 2 (feedback: JIT vs. delayed) × 2 (repetition: one-shot vs. repeated play) × 2 (duration: 30 vs. 60
minutes) mixed-model experiment with an offset control group (who watched an instructional video
provided by our funding agency) was conducted. Descriptions of the conditions are provided below.
We had no input in the design of the instructional video developed by the funding agency and did
not see it until MACBETH was nearly complete. Study materials and procedures were approved and
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determined to pose less than minimal risk by the internal review boards (IRBs) of both the universities
and the Department of Defense.
Conditions
Feedback
Participants played either a JIT or delayed feedback version of MACBETH. The JIT version has
computer mentors appearing immediately during gameplay in a box at the bottom of the screen
conveying feedback on the player’s actions. For example, if the player based a decision on a
dispositional cue, the mentor would say: “Not quite. Look for clues about the situation next time, not
dispositional cues about the suspect’s personality” (see Figure 1). In the delayed feedback condition,
players received the same feedback but at the end of the scenario.
Duration
Players were randomly assigned to 30- or 60-minute versions of the game, and a play clock was visible
on the screen. When the time expired, players were told they must submit their final hypothesis to
end the game.
Repetition
Participants in the experiment were randomly assigned to two repetition conditions: either a one-shot
game session in the lab, or a repeated-play session initially in the lab, followed by a return session
a week later.
The data were collected in two laboratories located in separate universities, with experimenters
at each location following identical procedures. Participants first completed an online questionnaire
determining their eligibility (age and English requirements) and providing their demographic and
personality data; then, upon arrival at the laboratory, completed pretest measures using the Qualtrics
online survey tool. Participants were randomly assigned to conditions in blocks and were asked to
play MACBETH once, or watch the video once, or come for two play sessions (a week apart) in the
same laboratory. Those in the game condition were also randomly assigned to duration and feedback
conditions, which were held constant across play sessions for repeat players. After the game or
Figure 1. Feedback
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video, participants completed the post-test measures and were emailed a follow-up survey 8 weeks
following their lab session. Participants were compensated $20 for each laboratory session and $30
for the follow-up survey.
Measurement
Bias Mitigation Measures
We designed and tested a new CB scale modeled after Rassin’s (2010) Test Strategy Scale in which
all the possible answers offered legitimate confirming and disconfirming questions that were relevant
to the item’s scenario. Six of these new CB measures were developed to make up two scales labeled
“NewCB”. Each of the two 3-item scales was used twice: They were used every other time period
(pretest, posttests after both play sessions, and 8-week follow up) across the four test periods. The
NewCB scale scores ranged from 0 to 28 (α = .74, .90, .92, and .90 in the four test periods).
To measure susceptibility to FAE, we began with the Ron’s Bad Day scenario (Riggio & Garcia,
(2009) and created additional scenarios to measure the degree to which individuals rely on situational
vs. dispositional attributes for understanding others’ behaviors. Participants saw two scenarios, one
positive (e.g., Alex’s successful day) and one negative (e.g., Ron’s bad day). They were asked to
evaluate what factors contributed to the events depicted and their scores were averaged across five
dispositional items (e.g., personality, skills) and five situational items related to the scenario (e.g., the
weather, contingencies). Training should result in a lower dispositional relative to situational score.
The FAE scores ranged from 1 to 11 and were reliable in the four test periods for situations (α = .67,
.75, .83, .91), and dispositions (α = .77, .78, .85, .92).
Experiment 1 Results
Three separate repeated-measures Analysis of variance (ANOVA) were conducted to test the
hypotheses. Feedback (delayed vs. JIT), Duration (30- vs. 60-minutes), Repetition (one-shot vs.
repeat-play) were entered as independent variables and the measures for CB and FAE (situation
and disposition cues) were used as three separate dependent variables. To compare the video and
non-repeat game condition to the repeat game condition, a “Latest Posttest” variable was created
using posttest 1 for participants in the non-repeat play and video conditions, and posttest 2 for repeat
play condition. Thus, the repeated measures analyses included three within-subject measures of bias
mitigation: the pretest, the latest posttest, and the 8-week posttest.
Confirmation Bias Mitigation Results
The CB analysis showed that there was a significant main effect of Test Period, F(1.90, 812.25) =
24.07, p < .001, ηp2 = .05 (Mauchly’s Test of Sphericity indicated that the assumption of sphericity
had been violated, therefore a Greenhouse-Geisser correction was used). The training improved the
participants’ CB bias mitigation ability. Pair-wise Bonferroni test showed a significant improvement
from the pretest (M = 10.22, SE = .24) to the two posttest periods (latest posttest: M = 13.01, SE =
.35; 8-week posttest: M = 13.10, SE = 33), but there was no significant difference between the latest
posttest and the 8-week posttest.
H1 which predicted that JIT feedback improves CB mitigation ability relative to delayed feedback
was not supported: The interaction between Test Period and Feedback Type was not significant,
F(1.90, 812.25) = .34, p = .700, ηp2 < .01.
H2a, predicting repeated play is more effective in mitigating CB than the single play, was supported
by a significant interaction between Test Period and Repetition, F(1.90, 812.25) = 15.41, p < .001,
ηp2 = .04. Post-hoc pairwise comparison revealed the repeat play conditions (latest posttest: M =
15.13, SE = .54; 8-week posttest: M = 14.68, SE = .55) were significantly better in CB mitigation
than single play (Latest posttest: M = 11.50, SE = .38; 8-week posttest: M = 12.39, SE = .43) both
in the latest posttest and in the 8-week posttest (see Figure 2). In addition, both repeated and single
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Figure 2. Experiment 1 results

play were significantly more effective in CB mitigation than the video condition (latest posttest: M
= 9.08, SE = 1.17; 8-week posttest: M = 9.84, SE = 1.11).
H2b which predicted longer duration of gameplay mitigates CB more effectively than shorter
duration was not supported. The interaction between Test Period and Duration was not significant,
F(1.90, 812.25) = .01, p = .990, p<.001. There was no significant difference between the longer
60-minute game duration (latest posttest: M = 13.00, SE = .39; 8-week posttest: M = 13.62, SE =
.44) and the shorter 30-minute game duration (latest posttest: M = 12.85, SE = .50; 8-week posttest:
M = 13.47, SE = .49). However, both longer and shorter gameplay conditions were significantly
more effective than the video condition (latest posttest: M = 8.98, SE = .87; 8-week posttest: M =
9.58, SE = .91) in CB mitigation.
Fundamental Attribution Error Mitigation Results
Two separate repeated-measures ANOVA were conducted to examine the hypotheses regarding FAE
mitigation. The first examined whether participants decreased their reliance on dispositional cues,
and the second whether participants increased their reliance on situational cues after training.
For dispositional cues, results showed a significant main effect for Test Periods, F(1.90, 819.01)
= 33.95, p < .001, ηp2 = .07. To further investigate the effect, we performed a post-hoc Bonferroni
test, which showed a significant reduction in reliance of dispositional cues between the pretest (M =
7.52, SE = .09) and the two posttest test periods (latest posttest: M = 6.64, SE = .12; 8-week posttest:
M = 6.63, SE = .11). There was no significant difference between latest and 8-week posttest. Results
showed across conditions participants decreased their reliance on dispositional cues after receiving
the training. However, there was no significant interaction effect between Test Period and Feedback
as posited by H1 (F[1.90, 819.01] = 2.25, p = .911), Test Period and Repetition as posited by H2a
(F[1.90, 819.01] = .06, p = .940), or Test Period and Duration as posited by H2b (F[1.90, 819.01] =
3.79, p =.217). These results suggest that, although playing the game decreased players’ reliance of
dispositional cues, neither feedback type, repetition, nor duration showed an advantage in reducing
FAE.
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For situational cues, there was a significant main effect for Test Periods, F[1.68, 724.41] =
14.82, p < .001, ηp2 = .03. Post-hoc Bonferroni tests revealed no significant increase in reliance on
situational cues immediately after playing the game (Pretest: M = 7.36, SE = .08, Latest Posttest: M =
7.35, SE = .08). Surprisingly, all the participants significantly decreased their reliance on situational
cues after eight weeks, regardless of conditions, M = 6.80, SE = .10.
Concerning situational cues, results showed a significant interaction effect between Test Period
and Feedback (H1) (F[1.68, 724.41] = 3.64, p= .034, ηp2 = .01).
However, the difference between the two feedback conditions was not significant (JIT: M =
70.70, SE = 1.03; Delayed: M = 71.84, SE= .96), and the control video condition was significantly
higher, M = 75.08, SE = 2.26). The interaction between Test Period and Repetition posited by H2a
was not significant (F[1.68, 724.41] = .59, p = .526), nor was the interaction between Test Period and
Duration posited by H2b (F[1.68, 724.41] = 1.39, p =.250), suggesting neither Feedback, Repetition,
or Duration of game play increased reliance on situational cues.
Experiment 1 Discussion
We predicted that JIT feedback would be more effective than delayed feedback in reducing CB and
FAE (reliance on dispositional cues and increase reliance on situational cues). However, we found
little difference in the timing of feedback delivery, with JIT and delayed feedback performing equally
well, and both outperforming the traditional instructional video in terms of reducing CB and use of
dispositional cues. It could be that advantages of the faster, uninterrupted play of the delayed condition
and the immediate salient feedback of the JIT conditions off-set each other. It could also be that the
delay of about 20-40 minutes while the player was engaged in the scenario was not enough of a delay
to make a difference. Players seemed to prefer the delayed feedback, as anecdotal comments on openended questions in the post survey suggested, they found the JIT feedback “annoying.”
To address this issue, we modified the feedback system before Experiment 2, and tested an altered
form of JIT feedback a second time. Players were given fewer positive comments from mentors and
the feedback focused on corrective action to improve their performance when they made errors. The
feedback quotes were also shortened wherever possible and we asked our voice actors to speed up
their speech to shorten the time spent listening to feedback.
H2a posited repeated gameplay would be superior to single game play, and this was partially
supported, players who played the game multiple times showed greater CB mitigation than players
who played only once, but this was not true for FAE mitigation. MACBETH is a complex strategy
game with a steep learning curve; players in shorter duration conditions were likely consumed with
learning to navigate game mechanics, thus pointing to the efficacy of additional repeated session.
Players with repeated exposure to the game were probably able to master game mechanics and better
absorb the training.
H2b, which posited increased exposure to the game would enhance training, was not supported.
Longer game duration provided no advantage; however, both long and short game durations were more
effective than the video control condition. Comparing even the 30-minute game without repetition to
the 30-minute video, the game was more effective at mitigating CB, but not FAE.
Experiment 2: Alternative Feedback Sources in the Mitigation of Cognitive Bias
Experiment 1 revealed the timing of the feedback appeared to make little difference in mitigation of
CB and FAE, however, it did not address the source of the feedback, which may be a pertinent issue.
Researchers have found individuals often exaggerate or understate CB when making decisions within
a group (Kerschreiter, Schulz-Hardt, Mojzisch, & Frey, 2008). Tschan et al. (2009) found that having
doctors display more explicit reasoning to a group when justifying their diagnosis decreased CB,
and Green (1990) found that simply having to answer questions about one’s decisions can eliminate
CB. Even having a computer agent question one’s decisions can reduce CB (Silverman, 1992). A
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similar mechanism may operate for FAE, although we are unaware of any studies having tested FAE
mitigation in solo vs group decision-making situations.
Michael and Chen (2006) posit that immersive collaborative virtual environments may increase
students’ understanding of abstract concepts. Multiplayer gaming environments encourage players
to “communicate and collaborate to achieve individual and collective goals” (Dickey, 2011, p. 201),
but it is unclear from the research whether multiplayer games are more conducive to learning, or
whether the group distracts from an individual’s learning.
We believe a multiplayer serious game can be a successful learning medium with the potential
to mitigate bias more effectively than single-player training. The opportunity for players to construct
their own knowledge by actively engaging with one another, beyond simply having knowledge
transmitted from a screen, should lead to higher levels of learning. The success of a multiplayer
version should depend on how players interact with partners, as well as the quality of feedback. Thus,
we created two versions of MACBETH: One in which players traded intelligence with another player
(or an artificial intelligence designed to behave like a human player, when another player was not
available), and compared it to the single-player game used in Experiment 1. In addition to H3 below,
we re-tested H2 to replicate the effects of repetition and duration, and again compared MACBETH
to the instructional video.
H3: The Multiplayer version of MACBETH is superior to the Single Player version at mitigating
CB and FAE.
Experiment 2 Method
In Experiment 2, the key variable was Player Type (single vs. multiplayer). The use of JIT feedback
was held constant, and participants played either the same Single-player-JIT version of MACBETH
tested in Experiment 1, or a multiplayer-JIT version, in which they played with either another human
participant or a computer agent when another human player was unavailable. Experiment 2 followed
the same procedures as Experiment 1 except as noted.
Participants
Participants (N = 558) were recruited by mass emails through the university registrar and departmental
email lists, and by classroom announcements at the same two large universities. The sample of 558
participants used in the analyses included 48% females, and participants ranged from 18 to 44 years
of age (M = 21.61, SD = 4.89). Of the 558 initial participants, 436 (78% retention) completed the
8-week follow-up survey. In total, 204 participants played the single-player game, and 176 played
the multiplayer game, with 56 participants watching the control video. Of those who played the
multiplayer version, 69 played with another human, and 107 played with a computer agent (AI), or
a mix of human and computer agent.
Conditions
Player Type (Single Vs. Multiplayer)
Participants played either the same single-player-JIT version of the game used in Experiment 1, or
the multiplayer-JIT version described above. Comparisons between players who played with a human
or with the AI agent were not significant, therefore the two conditions were combined. Moreover,
qualitative analyses of the player’s comments revealed they were unaware the AI agent was not human,
nor did they notice when a human player who quit was replaced by the AI.
There were several gameplay differences between the multiplayer and single player versions of
the game: The single-player game in Experiment 1 had AI agents providing information, however they
were not interactive, and it was clear to participants that they were not making decisions or hypotheses
collaboratively. For the multiplayer version in Experiment 2, players could request assistance from
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other players on even turns. The player (or agent) receiving the request had to then provide intelligence,
and would receive points for doing so, as well as receive feedback from the other player they helped
based on the type of information submitted.
Another difference was in the final hypothesis section. In both versions of the game, players
eventually have to make a guess about the person, place, and weapon used in the terrorist attack. For
the single-player version, when a player submitted a final hypothesis he or she gained points based on
correct items and a bonus for the turn in which it was submitted. If the player did not have sufficient
evidence to prove the hypothesis, they were penalized. For the multiplayer version, a player’s final
hypothesis had to be approved or rejected by the other player (or AI) they were playing with. To
reject a hypothesis, a player had to submit disconfirming intelligence. If a hypothesis was approved,
the submitting player received a bonus. If a hypothesis was rejected, the rejecting player received
points and the submitting player received a penalty. Both players shared the final approved hypothesis,
players shared points based on correct items.
Duration and Repetition
As in Experiment 1, players were randomly assigned to the 30- or 60-minute duration condition. The
players were also randomly assigned to either a single play in the laboratory, repeated-play in the
laboratory, or the instructional video condition.
Measures
The same bias mitigation measures in Experiment 1 were used in Experiment 2. For NewCB,
Cronbach’s alpha ranged from .68 to .91 for the three time periods. For dispositional FAE, alpha
ranged from .85 to .93, and for situational FAE, it ranged from .77 to .88.
Experiment 2 Results
To determine the level of interdependence between human-human dyads, we conducted a series of
intraclass correlations between individuals’ posttest bias scores and their gaming partner’s posttest
bias scores as recommended by Kenny, Kashy, and Cook (2006). Results revealed no significant
correlations, indicating participants’ posttest bias scores were not influenced by their gaming partner’s
scores. Thus, players were independent of their partners, and the assumption of independence in
parametric statistical tests was met.
For all analyses reported below, we conducted repeated measures ANOVA, in which Duration
(30 vs. 60-min.), Repetition (one-shot vs. repeat-play) and Player Type (multiplayer vs. single-player)
served as between-subject factors. To maintain comparability across conditions, the within-subjects
factor (Test Period) had three levels: pretest, latest posttest (posttest 2 for the repeat players, posttest
1 for one-shot and video players), and 8-week Posttest.
Confirmation Bias Mitigation Results
To test the overall CB mitigation effect across the test periods, we conducted a single repeatedmeasures ANOVA. There was a significant main effect on Test Period, F (2, 716) = 20.99, p < .001,
η p2 =.06. Pairwise Bonferroni comparison showed that both the latest posttest (M = 12.04, SE =
.38) and 8-weeks posttest (M = 12.32, SE = .37) were higher than the pre-test score (M = 9.70, SE
= .27), indicating, the overall trainings were effective in mitigating CB, and the mitigation effects
remained even after eight weeks.
Hypothesis 3 posited playing with other players would improve the effectiveness of the trainings
on bias mitigation, and the repeated-measures ANOVA results showed a significant interaction
between Test Period and Player Type, F (2, 716) = 9.48, p < .001, ηp2 = .03. However, contrary to
our expectation, the single-player game (M=12.61, SE=.47) was significantly more effective than the
multiplayer game (M = 10.72, SE = .36) and the video condition (M = 8.85, SE = .73). See Figure
3 for comparison.
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Figure 3. Single-player game vs. multiplayer game

A significant Test Period × Repetition interaction, F(2, 716) = 3.08, p = .046, ηp2 = .02, was
also found, suggesting the repeat condition (M = 12.16, SE = .40) to be more effective than the single
play condition (M = 11.17, SE = .43), which in turn outperformed the video condition (M = 8.85,
SE =.73), with no decline at the 8-week Posttest. There was also a significant three-way Test Period
× Repetition × Duration interaction, F(2, 716) = 3.76, p = .024, ηp2 = .01, indicating the 60-minute,
repeat game condition to be more effective than the other game conditions, which in turn were more
effective than the video, with no drop-off from Latest Posttest to 8-week Posttest.
FAE Scenario Mitigation Results
H3 posited the multiplayer feedback design would be more effective than the single-player feedback
in FAE mitigation (i.e. reduce reliance on dispositional cues and increase reliance on situational cues).
However, results showed no significant difference between the single-player (M = 6.77, SE = .17)
and the multiplayer (M = 6.75, SE = .13) conditions, nor the video condition (M = 6.85, SE = .27),
F(1.92, 688.28) = .21, p = .802 for dispositional cues. There was no significant interaction effect
between Test Period and Duration, F(1.92, 688.28)=2.99, p = .053. There was also no significant
difference in terms of Repetition (single play, repeat play, video), F(1.92, 688.28) = 1.10, p = .331.
Concerning situational cues, the goal of the study was to see if different feedback conditions
would increase participants’ reliance on situational cues. Omnibus results for analysis of reliance on
situational cues showed a non-significant main effect for Time Period, F(1.82, 652.77) = 1.07, p =
.343. No significant effects emerged for Duration (30 vs. 60-min.), F(1.82, 652.77) = .70, p = .486,
Repetition (single-play, repeat-play, take-home), F(1.82, 652.77) = .27, p = .745, or Player Type
(single-player vs. multiplayer), F(1.82, 652.77) = 1.55, p = .215. The data were not consistent with
H3 predicting multiplayer to be more effective than single-player.
Experiment 2 Discussion
Experiment 2 replicated some of the results from Experiment 1: Longer duration and repeated play
were more effective in mitigating CB than shorter duration and the single-play game, but were not more
effective in mitigating FAE. The main goal of Experiment 2 was to test H3, positing the multiplayer
game would outperform the single player game. However, this hypothesis was not supported. Instead,
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the single-player design was more effective than the multiplayer feedback design in mitigating CB,
although no differences were present for FAE. One possible explanation is that single players were
more focused on their tasks. Since participants in the multiplayer version had to wait for their partners
to respond to their requests, whereas participants in the single-player condition did not, it could be
that less waiting time for single players led to more engagement with the training materials.
GENERAL DISCUSSION
The goal of this study was to examine how different feedback designs in a serious game may influence
the effectiveness of two types of bias mitigation: confirmation bias and fundamental attribution error.
We also compared the game to a professionally produced instructional video as a separate assessment
of game design effectiveness. Since serious games can provide feedback to learners in a way that a
static instructional video cannot, we expected the games would out-perform the video overall. This
study further examined if timing and source of feedback would improve the game’s effectiveness.
Overall, the game performed significantly better than the video in terms of confirmation bias
mitigation, with some caveats. In Experiment 1, we tested whether the timing of feedback affected
bias mitigation effectiveness (H1), however results showed no significant difference between JIT and
delayed feedback, although the game did reduce CB in both conditions equally well compared to the
instructional video. In Experiment 2 we tested whether the feedback source affected bias mitigation
effectiveness. Specifically, we hypothesized feedback from another player would be more effective
than feedback from the game. Contrary to Hypothesis 3, the results showed single player feedback
was significantly more effective in mitigating CB than the multiplayer feedback design; perhaps
because players in the multiplayer condition had to wait for their partners to respond, thus were less
engaged in the content, and may have been distracted by the interaction.
In both experiments, we tested whether longer duration of gameplay and repeated gameplay
improved its effectiveness in H2a and H2b. The results were mostly consistent. The game was most
effective when played for a longer duration, and with repeated play. One of the affordances of a
serious game over a traditional lecture video is the former’s ability to engage players for a longer
duration, as well as its potential for repeat play. Through longer duration and repeated engagement,
players can experiment with different solutions and observe the outcomes, thereby practicing their
decision-making skills repeatedly while learning to minimize their biases.
CONCLUSION
Although feedback is generally considered beneficial for learning, our experiments tested whether
the timing and the source of the feedback could affect its efficacy. Overall, the various game versions
were more effective in reducing bias than the training video. The timing of the feedback—whether
just in time or delayed—appeared to play little role in improving bias mitigation. However, the singleplayer version showed greater CB mitigation relative to the multi-player version. This suggests that
in complex games with steep learning curves, like MACBETH, providing additional playing time,
especially in the form of repeated learning sessions, appears to have a greater effect on learning than
adding players, or adjusting the system of feedback.
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