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Introduction
“Jusque là, tout est clair”
Didier Bourdon
Contexte de l’étude
Les communications numériques ont connu un véritable essor ces dernières années
avec notamment une demande accrue dans le domaine de la téléphonie mobile. Le
but de tout système de communications numériques est de transmettre de l’informa-
tion d’une source en un point A vers un destinataire en un point B par l’intermédiaire
d’un canal de transmission qui peut être à support physique ou sans fil. La transmis-
sion est d’autant plus réussie que la distorsion entre le message original et le message
reçu est faible.
Dans les schémas de communications classiques, lemessage à transmettre subit d’abord
une opération de compression, afin de lui enlever le maximum de redondance pos-
sible. Puis, de la redondance structurée est ajoutée au message, afin de le rendre plus
robuste à la transmission. En effet, transmettre un message à travers un canal intro-
duit toujours une détérioration au message original. Le décodeur tente de retrouver le
plus fidèlement possible le message original, en s’aidant notamment de la redondance
structurée.
En quelque sorte, la redondance présente dans le message est initialement enlevée
du message, avant d’être ré-introduite sous une autre forme. Ces opérations ont été
motivées par un théorème de Shannon, appelé théorème de séparation. Ce théorème
énonce que les opérations de compression et d’ajout de redondance peuvent être réa-
lisées séparément sans perte d’optimalité. Cependant, ce théorème présente certaines
limites comme il est montré dans [VVS95] par exemple. Ces limites ont poussé les cher-
cheurs à entreprendre des recherches sur le codage conjoint source-canal, qui consiste
à réaliser conjointement les opérations de compression et d’ajout de redondance.
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Ainsi, les codes de source, qui réalisent la compression, ont beaucoup été étudiés
ces dernières années. De nombreux chercheurs ont notamment travaillé sur des tech-
niques visant à améliorer la robustesse de ces codes, ou des algorithmes d’estimation
permettant d’améliorer leurs performances en utilisant des informations supplémen-
taires.
Nous avons travaillé dans cette thèse sur deux types de codes de sources : les codes à
longueur variable (CLV) de type Huffman et les codes quasi-arithmétiques (QA). Ces
deux types de codes sont souvent utilisés dans les schémas de compression modernes.
Nous avons proposé et étudié un nouveau type de modèle d’état pour le décodage
souple de ces codes, ainsi que des résultats complémentaires autour de ce modèle.
Puis, dans le dernier chapitre, les codes QA ont été utilisés dans un contexte de co-
dage de source distribué. Les contributions de cette thèse, ainsi que son organisation
sont détaillées dans ce qui suit.
Organisation du document et contributions
Le premier chapitre de cette thèse présente le cadre théorique de ce travail. Les no-
tions de théorie de l’information qui seront utiles à la compréhension du document
sont présentées. La théorie de l’information a été instaurée par Shannon dans la fin
des années 1940 dans le but de donner une formulation mathématique aux systèmes
de communication.
Le chapitre 2 introduit le concept de codage de source et présente les deux types de
codes utilisés dans ce document : les CLV et les codes arithmétiques et QA. Puis, les
principales techniques de la littérature en codage et décodage conjoint source-canal
sont passées en revue. Nous insisterons notamment sur les techniques utilisant des
CLV et des codes QA. Nous nous focaliserons également sur les modèles d’état sur
lesquels le décodage de ces codes est réalisé.
Le modèle d’état pour le décodage souple des CLV proposé dans [JMG05] est rappelé
dans le chapitre3. Il est ensuite étendu aux codes QA. Ce modèle d’état permet de
réduire de façon significative la complexité du décodage par rapport aux méthodes
de la littérature, et pour un niveau de performance équivalent. Dans ce chapitre, nous
présenterons également une méthode d’ajout de redondance contrôlé pour les CLV et
codes QA. Cette redondance se présente sous la forme de contraintes de longueur par-
tielles référençant différents instants du processus de décodage. La technique propo-
sée est une solution alternative aux solutions proposées dans la littérature. Enfin, nous
verrons que les probabilités a posteriori au niveau symbole ne peuvent pas être mini-
misées directement sur le modèle d’état proposé dans le chapitre 3. Ces probabilités a
posteriori sont nécessaires lorsqu’un système itératif est mis en place, ou simplement
lorsque l’on souhaite minimiser le taux d’erreur symbole en sortie du décodage.
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Dans le chapitre 4, nous utiliserons les propriétés de resynchronisation des codes pour
analyser leurs performances sur le modèle d’état agrégé présenté dans le chapitre 3.
Pour cela, nous rappellerons d’abord les travaux de Maxted et Robinson, ainsi que
ceux de Swaszek et Di Cicco. Ces travaux permettent de calculer la longueur moyenne
de propagation d’une erreur bit, ainsi que la loi de probabilité de la différence entre
le nombre de symboles encodés et décodés lorsqu’une erreur bit se produit dans un
train binaire encodé avec un CLV. Nous verrons que la première quantité reflète les
performances des CLV lorsqu’un décodage dur est appliqué. Les travaux de ces au-
teurs sont basés sur un diagramme, appelé error state diagram permettant de calculer
les deux quantités décrites ci-dessus. Afin d’étendre ce résultat aux codes QA, nous
avons proposé un nouveau type d’error state diagram adapté à ces codes. Grâce à ce
diagramme, les résultats obtenus pour les CLV peuvent être étendus aux codes QA.
Puis, nous montrerons que la densité de probabilité de la différence entre le nombre de
symboles encodés et décodés permet d’analyser les performances des codes lorsqu’un
décodage souple est appliqué au décodeur, ainsi que les performances sur le modèle
agrégé présenté dans le chapitre 3.
Enfin dans le chapitre 5, nous présenterons un schéma de codage de source distribué
utilisant des codes QA. Nous verrons que la plupart des schémas de codage de source
distribué proposés dans la littérature sont basés sur des codes de canal. Nous propose-
rons deux approches différentes : l’une basée sur des codes QA poinçonnés et l’autre
utilisant un nouveau type de code appelé code QA avec recouvrement d’intervalle.
L’étude de ces code a été réalisée en collaboration avec X. Artigas et L. Torres de l’Uni-
versité Polytechnique de Catalogne. Ces nouveaux codes permettent de réaliser direc-
tement la compression d’un message à un taux inférieur à son entropie. Ils sont donc
très adaptés au problème de codage de source distribué. Les deux méthodes propo-
sées seront utilisées dans des structures itératives afin d’améliorer leurs performances
respectives. Nous verrons que ces solutions basées sur des codes QA sont compéti-
tives par rapport aux solutions basées sur des codes de canal, notamment lorsque l’on
utilise des courtes séquences.
En conclusion, nous ferons une synthèse des résultats obtenus et donnerons quelques
perspectives sur de futurs axes de travail.
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Chapitre 1
Introduction à la théorie de
l’information et au codage de source
“L’auteur s’écrit à lui-même pour se dire des choses qu’il ne pourrait comprendre autrement”
Carlos Ruiz Zafon
Dans ce chapitre, nous allons présenter des notions qui seront utilisées tout au long
de cette thèse. Nous détaillerons tout d’abord quelques principes de la théorie de l’in-
formation qui a été fondée par Claude Shannon vers la fin des années 1940. Le fon-
dement de cette théorie est d’analyser le système de la figure 1.1, appelée “système
de communication”. Le but premier de la théorie de l’information est de donner une
formulation mathématique à chacun des blocs de cette figure. La source est une entité
qui produit l’information à transmettre, sous forme de messages. L’encodeur associe
à chaque message issu de la source un autre message plus adapté à la transmission
(message binaire par exemple pour les communications numériques). Le canal est le
support sur lequel le message est transmis. Ce canal introduit un bruit dans le mes-
sage. La sortie du canal est fournie au décodeur, dont la fonction principale est de
reconstruire le message original. Nous détaillerons dans ce chapitre les représenta-
tions mathématiques de chacun de ces blocs. Nous nous arrêterons dans ce chapitre
à définir les notions de théorie de l’information qui nous seront utiles pour la suite,
ainsi que quelques propriétés. Il existe de nombreux ouvrages traitant de la théorie de
l’information en détail comme [CT91],[Mac03], ou encore [Gra90]. Les démonstrations
des propriétés présentées dans ce chapitre peuvent être trouvées dans ces ouvrages.
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Source Encodeur Canal Décodeur Destination
Bruit
FIG. 1.1 – Système de communication
1.1 Éléments de théorie de l’information
1.1.1 Quantité d’information d’une source
La source représentée sur la figure 1.1 émet un message S = S1, . . . , SL(S) que l’on
souhaite transmettre à un utilisateur. On va supposer que ce message est constitué
d’une suite de symboles issus d’un alphabet A = {a1, . . . , an}. Ces symboles peuvent
représenter par exemple des pixels si l’on transmet une image ou des lettres si l’on
transmet du texte. Le message S est donc constitué de L(S) réalisations d’une variable
aléatoire A à valeurs dans l’alphabet A. On note P(ai) la probabilité de l’évènement
P(A = ai). L’entité “source” de la figure 1.1 est donc définie par une variable aléatoire
A à valeurs dans un alphabet A et de loi de probabilité fixée.
Nous allons maintenant définir des notions permettant de mesurer la quantité d’in-
formation contenue dans une source (de façon équivalente dans une variable aléatoire
A). Cette quantité d’information est appelée entropie d’une source (ou entropie d’une
variable aléatoire). Il paraît assez intuitif de penser que plus un évènement est rare,
plus la quantité d’information qu’il contient est importante. Inversement, la quantité
d’information d’un évènement certain (qui ne comporte aucune incertitude) doit être
nulle. La définition de l’entropie d’une variable aléatoire est la suivante





où C est une constante et où la base du logarithme peut être n’importe quel nombre
supérieur à 1. En général, le logarithme est pris en base 2 et C est fixé comme étant
égal à 1. Ainsi, l’entropie d’une variable aléatoire binaire uniforme est égale à 1. C’est
ainsi que nous utiliserons l’entropie dans la suite de cette thèse.
D’après la définition 1.1, l’entropie d’une variable aléatoire est positive ou nulle, l’en-
tropie étant nulle si la variable représente un évènement certain. Cette quantité d’in-
formation peut également être vue comme la quantité de hasard associée à une va-
riable aléatoire. L’entropie se mesure en bits. Nous verrons par la suite qu’elle repré-
sente également le nombre moyen de bits nécessaires pour représenter les réalisations
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de la variable aléatoire associée.
En utilisant la définition 1.1, on peut également définir l’entropie conjointe de deux
variables aléatoires A1 et A2 en utilisant la densité de probabilité jointe du couple
(A1, A2). Elle représente la quantité d’information de ce couple.
Théorème 1.1 L’entropie conjointe de deux variables aléatoires A1 et A2 vérifie
H(A1, A2) ≤ H(A1) +H(A2). (1.2)
Cas d’égalité lorsque A1 et A2 sont indépendantes.
Ce théorème peut s’étendre aux n-uplets de variables aléatoires avec n ≤ 2.
On peut définir de la même façon l’entropie conditionnelle entre deux variables aléa-
toires H(A1 |A2) en utilisant la loi de probabilité conditionnelle P(A1|A2). Supposons
que l’on soit en présence de deux variables aléatoiresA1 etA2, et que l’on ne connaisse
que les réalisations deA1. Intuitivement, on peut penser que la quantité d’information
qu’il manque pour connaître celle du couple (A1, A2) est H(A2 |A1). Ceci est illustré
par le théorème suivant
Théorème 1.2
H(A1, A2) = H(A1) +H(A2 |A1) = H(A2) +H(A2 |A1). (1.3)
Ces notions d’entropie et d’entropie conditionnelle permettent également de calcu-
ler la quantité moyenne d’information partagée par deux variables aléatoires. Cette
quantité est appelée information mutuelle et est définie par
Définition 1.2 L’information mutuelle I(A1, A2) entre deux variables aléatoiresA1 etA2 est
définie par
I(A1, A2) = H(A1)−H(A1 |A2) (1.4)
L’information mutuelle I vérifie les propriétés suivantes :
{
I(A1, A2) = 0 si A1 et A2 sont indépendants.
I(A1, A1) = H(A1)
(1.5)
Ces propriétés signifient que la quantité d’information partagée entre deux variables
aléatoires indépendantes est nulle, et que celle partagée par une variable aléatoire et
elle-même est tout simplement l’information de cette variable, soit son entropie.
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1.1.2 Codage sans perte de l’information
On va maintenant s’intéresser à la représentation de l’information, appelée codage
de source. Cette opération est réalisée par l’encodeur de la figure 1.1. Le rôle de cet
encodeur est de décrire la séquence de symboles issue de la source, en utilisant des
éléments d’un alphabet A′. Pour des raisons pratiques A est souvent l’alphabet bi-
naire. L’objectif principal du codage de source est de minimiser la longueur moyenne
de représentation du message original. Cette représentation de l’information est faite
à l’aide d’un code. Un code de source peut être vu comme une fonction qui à une
séquence d’éléments de A associe une séquence d’éléments de A′. En appelant A∗,
l’ensemble des séquences formées à partir d’éléments de A, on peut représenter un
code de source C de la façon suivante :
A∗ → A′∗
S 7→ C(S) (1.6)
Le premier objectif du codage de source est de minimiser la longueur de C(S). Le
deuxième objectif, qui justifie le terme sans pertes, est de créer un code qui soit uni-
quement décodable. En d’autres termes, la fonction qui représente le code C doit être
injective. Dans ce cas, tout élément de A′∗ a au plus un antécédent dans A∗.
Dans la définition d’un code de source (équation 1.6), l’ensemble de départ de la fonc-
tion est l’ensemble A∗. Un code de source peut également être défini sur l’ensemble
A, et ainsi associer à chaque élément de A un élément de A′∗. C’est le cas par exemple
des codes de Huffman [Huf52]. Nous allons maintenant donner quelques résultats de
théorie de l’information sur les codes sources en général.
1.1.2.1 Codes uniquement décodable et codes instantanés
Nous allons considérer, pour présenter les résultats suivants, des codes de source qui
associent à chaque symbole de l’alphabet A une séquence d’éléments de A′∗. Une
séquence d’éléments de A′∗ associée à un symbole de A est appelée un mot de code.
Pour assurer le caractère uniquement décodable d’un code de source, il apparaît assez
clair que des restrictions doivent être placées sur l’affection des mots de code, comme
on peut le constater dans l’exemple suivant.







La séquence binaire 010 peut être obtenue en encodant un des trois messages a2, a3 a1
ou a1 a4. Ainsi cette séquence binaire ne peut pas être décodée correctement. Ce code
ne permet pas un codage sans perte.
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En théorie de l’information, la définition d’un code sans perte est la suivante :
Définition 1.3 Un code est dit sans perte si chaque séquence finie de mots de code correspond
à au plus une séquence de symboles
Une façon d’assurer le caractère sans perte d’un code est de former les mots de code
tels qu’aucun des mots de code ne soit un préfixe d’un autre mot de code. Un tel code
est appelé code instantané. Les codes instantanés présentent la propriété suivante :
Propriété 1.1 Un code instantané est un code uniquement décodable.
Cependant, la réciproque n’est pas vraie : un code uniquement décodable n’est pas
forcément un code instantané.
Les codes instantanés présentent l’avantage d’être plus facilement décodables. De
plus, nous verrons dans la suite de cette section que l’on peut, sans perte de géné-
ralité, se restreindre à l’étude des codes instantanés pour le problème de codage sans
perte.
1.1.2.2 Conditions d’existence des codes
Supposons que l’on souhaite construire un code de l’alphabet A vers l’alphabet A′.
On note l(ai) longueur du mot de code associé au symbole ai de l’alphabet A. La
communauté de théorie de l’information s’est attaquée dans les années 50 à trouver
des conditions sur les longueurs l(ai) afin d’assurer l’existence de codes instantanés
et/ou uniquement décodables entre A et A′. Un premier résultat a été formulé par
Kraft en 1949 par l’intermédiaire du théorème suivant
Théorème 1.3 Un code instantané dont les mots de code sont de longueurs l(a1), . . . , l(an)
existe si et seulement si
n∑
i=1
card(A′)−l(ai) ≤ 1 (1.8)
Ce résultat a été étendu par Mc Millan en 1956 aux codes uniquement décodables. Il a
montré que les longueurs des mots de code d’un code uniquement décodable vérifient
également l’inégalité de Kraft (1.8).
1.1.2.3 Théorème de codage sans perte
Nous venons d’énoncer les conditions d’existence des codes pour des alphabets don-
nés. Le résultat donné par le théorème 1.3 ne permet néanmoins pas de répondre au
problème premier du codage de source qui est de minimiser la longueur moyenne de
représentation d’une source. Considérons une variable aléatoire prenant ses valeurs
sur un alphabet A = {a1, . . . , an} de probabilités {P(a1), . . . ,P(an)} et un code C as-
socié à cette source. Nous supposerons dans cette section que l’alphabet d’arrivée du
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code est l’alphabet binaire A′ = {0, 1}. Les longueurs des mots de code de C sont
notées l(a1), . . . , l(an). Le problème du codage sans perte est de créer un code unique-
ment décodable qui minimise la longueur moyenne l =
∑n
i=1 P(ai)l(ai). Shannon a
démontré le théorème suivant :
Théorème 1.4 Soit A une variable aléatoire prenant ses valeurs dans un alphabet A =
{a1, . . . an} de probabilités P(a1), . . .P(an). Si l =
∑n
i=1 P(ai)l(ai) est la longueur de des-
cription moyenne d’un code uniquement décodable associé à la variable aléatoire A, alors
l ≥ H(A). Le cas d’égalité est obtenu si et seulement si P(ai) = 2−l(ai), pour i = 1, . . . , n.
Ce théorème est appelé théorème de codage sans perte. D’après ce résultat, on se rend
compte que l’entropie d’une variable aléatoire représente le nombre moyen minimal
de bits permettant de la représenter. On remarque également que pour construire un
code dont la longueur de description moyenne soit égale à l’entropie de la source,
il faut que les probabilités des symboles de l’alphabet soient diadiques, ce qui n’est
pas toujours le cas (les probabilités de la source sont fixées). Le théorème suivant a
néanmoins été démontré :
Théorème 1.5 Pour toute variable aléatoireA, il existe un code instantané associé àA et dont
la longueur de description moyenne l vérifie
H(A) ≤ l < H(A) + 1. (1.9)
Ainsi, il est possible de trouver des codes instantanés dont la longueur de description
moyenne est supérieure de moins de 1 bit par symbole à la borne inférieure donnée
par l’entropie de la source. Le seul point restant pour résoudre le problème de codage
sans perte est la construction de codes optimaux, dont l’existence est assurée par le
théorème 1.5. On voudrait, pour une source donnée, trouver le meilleur code en terme
de longueur de description moyenne, c’est-à-dire le code, parmi tous les codes pos-
sibles, dont la longueur de description moyenne est la plus petite. Un premier résultat
issu de la théorie de l’information sur le codage sans perte montre que l’on peut se
restreindre, sans perte de généralité, à l’ensemble des codes instantanés pour trouver
les codes optimaux. Un code optimal doit forcément vérifier les conditions données par
le lemme suivant :
Lemme 1.1 Soit C un code instantané associé à une variable aléatoire A prenant ses valeurs
dans un alphabet A = {a1, . . . , an} de probabilités P(a1), . . .P(an). On suppose que les sym-
boles de A sont rangés par ordre décroissant de probabilité (P(a1) ≥ P(a2), . . . ,≥ P (an)) et
que les groupes de symboles de mêmes probabilités sont rangés par ordre croissant en fonction
de la longueur de leurs mots de codes associés. Alors, si C est optimal, ce code doit satisfaire les
conditions suivantes :
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– les mots de code associés aux symboles les plus probables sont les plus courts
– les mots de code associés aux deux symboles les moins probables sont de même longueur
– Parmi les mots de code de longueur l(an), au moins deux mots de code doivent avoir les
mêmes l(an)− 1 premiers bits
Huffman a proposé dans [Huf52] une méthode pour construire des codes optimaux.
Il existe néanmoins d’autres codes optimaux que les codes de Huffman. Les codes
de Shannon généralisés sont également optimaux [Szp00] mais ne sont pas utilisé en
pratique car ils sont trop complexes à générer. En revanche, les codes de Huffman sont
très utilisés dans les systèmes de compression classiques. Les codes arithmétiques et
QA sont également optimaux lorsque la taille de la séquence tend vers l’infini. Ils sont
également très utilisés dans les systèmes de communications. Nous reviendrons en
détail sur les codes de Huffman et les codes QA dans le chapitre suivant.
1.1.3 Canaux et capacités de canal
Dans un système de communication, le canal est une entité qui représente le bruit
subit par le message lors de la transmission. Il peut être représenté par une fonction
qui prend un vecteur X en entrée et lui associe un vecteur Y, version bruitée de X
selon la loi de probabilité du canal P(Y |X). Les ensembles d’entrée et de sortie du
canal peuvent être finis ou continus selon l’application considérée. Dans ce document,
deux types de canaux seront principalement utilisés :
– le canal à bruit additif blanc gaussien (BABG)
– le canal binaire symétrique (CBS).
Ces deux types de canaux seront détaillés dans la suite de cette section. Ils sont lar-
gement utilisés en théorie car leur simplicité permet de prouver des résultats analy-
tiques. Il existe néanmoins des types de canaux plus complexes modélisant plus pré-
cisément les canaux réels.
Les premiers travaux en théorie de l’information sur les canaux ont été initiés par
Shannon dans [Sha48]. Il introduit la notion de capacité de canal qui représente la li-
mite supérieure de quantité d’information transmissible sur un canal avec une proba-
bilité d’erreur arbitrairement petite. Dans le cas discret, la capacité du canal est égale
au maximum d’information mutuelle entre X et Y sur toutes les distributions pos-





Nous allons maintenant présenter les deux types de canaux utilisés dans ce document
ainsi que leur capacité.

















FIG. 1.3 – Canal à effacement
1.1.4 Modèles de canaux usuels et leur capacité
1.1.4.1 Canal binaire symétrique et canal à effacement
Le canal binaire symétrique, comme son nom l’indique, prend des éléments binaires
en entrée et renvoie des éléments binaires en sortie. Il est représenté sur la figure 1.2.
Il est défini de manière unique par un paramètre p (probabilité de cross-over) qui cor-
respond à la probabilité que le symbole reçu Y soit différent du symbole émis X . Ce
canal peut ainsi être modélisé par la matrice de transition suivante :






L’information mutuelle entre X et Y (équation 1.4) vérifie
I(X,Y ) ≤ 1−H(p). (1.12)
Lorsque la distribution deX est uniforme, cette borne supérieure est atteinte. Ainsi, la
capacité du CBS est donnée par C = 1−H(p).
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X Y
N (0, σ)
FIG. 1.4 – Canal à bruit additif blanc gaussien
Le canal à effacement est un canal très proche du CBS. Il est représenté sur la figure 1.3.
L’état e représente un effacement, c’est à dire que le symbole transmis n’est pas reçu,
on le considère alors comme inconnu. La probabilité p représente la probabilité d’effa-
cement. La matrice de transition de ce canal est donnée par
P(Y = y |X = x) =





ce qui donne une capacité de C = 1− p.
1.1.4.2 Canal à bruit additif blanc gaussien
Le canal BABG est représenté sur la figure 1.4. Le vecteur X en entrée peut être à va-
leurs continues ou à valeurs discrètes. Dans ce document, les données en entrée d’un
canal BABG seront toujours discrétisées. L’ensemble des valeurs possibles de X sera
toujours l’ensemble {−1, 1}. Pour obtenir un vecteur X de données à valeurs dans
l’ensemble {−1, 1}, une modulation de type BPSK (binary phase shift keying) est appli-
quée au train binaire représentant le message à transmettre. En sortie du canal BABG,
le vecteur Y est obtenue en additionnant à chaque élément de X, un échantillon de
bruit gaussien de moyenne 0 et de variance fixée σ. La capacité du canal BABG est








Si une décision dure est prise sur les valeurs en sortie d’un canal BABG, la probabilité









Ainsi, en prenant une décision dure sur les valeurs en sortie d’un canal BABG, ce
canal est équivalent à un CBS de probabilité de transition donnée par l’équation 1.15.
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Néanmoins, on peut montrer que la capacité de ce canal est inférieure à celle du canal
BABG.
1.1.5 Décodeur
La fonction première du décodeur est d’estimer à partir des observations issues du ca-
nal la séquence émise par la source et/ou la séquence de bits issues de l’encodage de
la source selon l’application considérée. On souhaite évidemment minimiser la distor-
sion entre le message original et l’estimation faite par le décodeur. Plusieurs mesures
peuvent être minimisées :
– le taux d’erreur symbole (TES) : représente le nombre de symboles erronés entre S
et son estimée Sˆ
– le taux d’erreur bit (TEB) : représente le nombre de bits erronés entre X et son esti-
mée Xˆ
– le taux d’erreur séquence (TESQ) : l’estimation Sˆ est considérée comme fausse si au
moins un de ses symboles est faux.
Afin de minimiser ces trois critères, les deux estimateurs suivants seront considérés
dans ce document :
1. Maximum a posteriori : cet estimateur sélectionne la séquence Sˆ dont la probabilité
d’avoir été émise sachant les observations Y , c’est à dire
Sˆ = argmax
S
P(S |Y ). (1.16)
Cet estimateur minimise le TESQ. En pratique, il est implémenté en utilisant
l’algorithme de Viterbi [Vit67]. L’algorithme de Viterbi sera détaillé en annexe.
2. Maximum of posterior marginals : cet estimateur sélectionne une séquence Sˆ ou
Xˆ composée à chaque instant k du symbole Sˆk ou du bit Xˆk ayant la plus forte
probabilité d’avoir été émis, c’est à dire
∀ k, Sˆk = argmax
A
P(Sk |Y ),
∀ k, Xˆk = argmax
A′
P(Xk |Y ). (1.17)
Cet estimateur minimise le TES ou le TEB. Il est très souvent implémenté en pratique
en utilisant l’algorithme BCJR [BCJR74], également appelé forward/backward ou al-
gorithme somme/produit. Cet algorithme sera détaillé en annexe.
1.1.6 Conclusion
Dans cette première partie, nous avons présenté quelques résultats de théorie de l’in-
formation qui seront utilisés dans la suite du document : la mesure de l’information,
le codage de source, les canaux et leur capacité ainsi que des éléments d’estimation
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bayésienne. Dans le chapitre suivant, les codes de sources usuels utilisés dans ce do-
cument seront détaillés, ainsi qu’un état de l’art sur le décodage robuste et le décodage
conjoint source/canal de ces codes.
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Chapitre 2
État de l’art en décodage robuste des
codes à longueur variable et
quasi-arithmétiques
“Sur mille expériences que nous faisons, nous en exprimons tout au plus une par le langage.
Parmi toutes ces expériences muettes sont cachées celles qui donnent secrètement à notre vie
sa forme, sa couleur, sa mélodie”
Pascal Mercier
La chaîne de transmission utilisée dans les applications standards est représentée sur
la figure 2.1. Un message S représenté sous la forme d’une suite de L(S) symboles à
valeurs dans un alphabet A est tout d’abord encodé par un codeur de source. Comme
nous l’avons vu dans le chapitre 1, le codeur de source a pour but de représenter S par
un message binaire en le compressant au maximum. Cette opération est réalisée en
pratique par des codes entropiques, tels les codes à longueur variable ou codes arith-
métiques et quasi-arithmétiques. Le message issu de l’encodage de source ne compor-
tant que très peu de redondance, chaque élément binaire de ce message contient une
quantité d’information importante. Ce message est donc très sensible au bruit sur le
canal. Le rôle du codeur de canal est de rajouter de la redondance à ce message afin
de le rendre plus robuste à la transmission. Le codage de canal permet en effet de dé-
tecter et corriger les erreurs issues de la transmission, dans la limite de ses capacités
de correction. La séquence issue de ces deux opérations d’encodage sera notéeX dans
tout ce qui suit. Sa longueur, elle, sera notée L(X). Dans ce document, certaines appli-
cations ne considèrent pas d’opération de codage de canal. Dans ce cas, la séquence
X représentera la séquence issue de l’encodage de source de S. L’opération de modu-
lation vise à mettre X sous une forme plus adaptée à la transmission sur le canal. Au
29
30 État de l’art en décodage robuste des CLV et des codes QA
Canal
Codeur de source Codeur de canal Modulation
DémodulationDécodeur de canal Décodeur de source
XS
Sˆ
FIG. 2.1 – Chaîne de transmission classique
niveau du décodeur, les opérations inverses sont réalisées : démodulation, décodage
de canal et décodage de source.
Ce schéma a été motivé en grande partie par le théorème de séparation, énoncé par
Shannon. Cependant, les hypothèses de ce théorème ne sont pas vérifiées en pratique.
Ainsi, le codage conjoint source/canal, visant à optimiser conjointement les opérations
de codage de source et de codage de canal, s’est progressivement développé depuis
quelques années.
Dans ce chapitre, nous présenterons tout d’abord dans la section 2.1 les limites du
théorème de séparation de Shannon. Ces limites ont conduit les chercheurs dans le
domaine de la compression a étudier les codes de source séparément dans le but de
les intégrer dans des schémas de transmission conjoints. Nous présenterons en détail,
dans les sections 2.2 et 2.3, les deux types de codes entropiques fréquemment utili-
sés dans les schémas de transmission : les CLV ainsi que les codes arithmétiques et
QA. Enfin, dans la section 2.4, nous ferons un rapide état de l’art des méthodes de
codage/décodage conjoint source-canal de la littérature, en se focalisant particulière-
ment sur les notions en rapport avec les contributions de cette thèse.
2.1 Limites du théorème de séparation
Les travaux en théorie de l’information ont montré qu’il était possible de transmettre
des messages sur un canal bruité avec un taux d’erreur arbitrairement faible, à condi-
tion que le débit de transmission soit inférieur à la capacité du canal. Shannon a en-
suite montré qu’il était possible d’atteindre ce résultat théorique en optimisant de ma-
nière séparée le codeur de source et le codeur de canal. Cependant, ce résultat est
un résultat asymptotique qui est basé sur plusieurs hypothèses qui ne sont pas tou-
jours vérifiées dans les schémas de communications réels. Le théorème de séparation
suppose en effet que les séquences sont de longueur infinie et sont transmises sur un
canal ergodique [Sha48][CT91]. Lors des transmissions réelles, les codeurs agissent sur
des séquences de longueur finie, et les canaux de transmission ne sont pas forcément
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stationnaires. De plus, les modèles de canaux utilisés en théorie de l’information ne
reflètent pas exactement les canaux réels. Le théorème de séparation suppose en outre
que la capacité de calcul disponible est non bornée. Dans les schémas de communica-
tion réels, la complexité au niveau du codeur/décodeur doit souvent être limitée pour
assurer des contraintes en terme de délai de transmission et d’utilisation d’énergie no-
tamment.
Enfin, le théorème de séparation propose une solution à l’objectif de transmission avec
un taux d’erreur arbitrairement faible, mais ce théorème ne dit pas qu’il est nécessaire
de réaliser séparément le codage de source et le codage de canal pour atteindre cet
objectif.
Par conséquent, de nombreux travaux ont été menés ces dernières années en codage
conjoint source-canal afin de proposer des solutions optimisant conjointement le co-
dage de source et le codage de canal. Cette approche consiste à utiliser ou à ajouter
de la redondance résiduelle au niveau du codage de source afin de donner aux codes
des propriétés qu’utilise le décodeur pour améliorer les performances des codes de
sources.
Les deux types de codes sources le plus souvent utilisés dans les schémas de compres-
sion sont les CLV (dans JPEG ou H.263+ par exemple) et les codes arithmétiques ou
QA (dans JPEG2000 ou H.264 par exemple). Nous allons présenter ces deux types de
code dans le reste de ce chapitre, ainsi que les nombreux travaux qui ont été menés
sur ces codes dans le cadre de codage conjoint source-canal.
2.2 Codes à longueur variable
Les codes à longueur variable sont des codes qui à un symbole de l’alphabet de départ
A associent un mot de code constitué d’éléments de l’alphabet d’arrivée A′. Nous
allons considérer dans ce qui suit que A′ est l’alphabet binaire. Ainsi, les mots de
code formés par un CLV seront binaires. L’association entre les symboles de A et les
mots de code se fait en fonction de la probabilité d’occurrence de chaque symbole.
Cela nécessite donc que la loi de probabilité de la source soit connue au moment de
l’encodage ainsi qu’au décodage. C’est ce que nous supposerons dans le reste de ce
chapitre. On peut néanmoins noter que si les probabilités de la source ne sont pas
connues, il existe des méthodes permettant de les estimer, comme dans [MSJ06] par
exemple.
2.2.1 Codes de Huffman
Les CLV les plus utilisés dans les systèmes de compression actuels sont les codes de
Huffman. Dans [Huf52], Huffman a donné une méthode permettant de construire un
code de Huffman associé à une source de loi de probabilité donnée. La construction
de ces codes peut se résumer par l’algorithme 1.
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Algorithme 1 Algorithme de Huffman
1. Classer les symboles (en ligne) par ordre croissant de probabilité
2. Relier les deux symboles de probabilité les plus faibles à l’aide de deux ar-
rêtes. On obtient alors un noeud appelé “super-symbole” et dont la probabilité
est égale à la somme des probabilité des deux symboles qui ont permis de le
construire
3. Affecter aux deux symboles les moins probables les bits 0 et 1 respectivement
4. Réitérer l’étape 2 en considérant tous les super-symboles comme des symboles,
tant qu’il y a plus d’un symbole restant
5. Associer à chaque symbole initial un mot de code en descendant l’arbre obtenu













FIG. 2.2 – Construction de l’arbre de Huffman
Pour une source de cardinal n, la complexité de l’algorithme deHuffman est enO(n log(n)).
Exemple 2.1: Construisons le code de Huffman associé à la source composé de 3 sym-
boles a1, a2 et a3 de probabilités respectives 0.6, 0.3 et 0.1. L’arbre obtenu par l’algo-
rithme précédant est représenté sur la figure 2.2. Le super-symbole a4 a été construit
à partir des symboles a2 et a3 de probabilités les plus faibles. La probabilité de a4 est
égale à 0.1 + 0.3 = 0.4. Le code ainsi obtenu associe au symbole a1 le mot de code 1,
au symbole a2 le mot de code 01 et au symbole a3 le mot de code 00.
On remarque que d’après la construction des codes de Huffman, ces codes vérifient
bien les 3 conditions du Lemme 1.1, conditions nécessaires pour qu’un code soit opti-
mal. On appellera dans la suite lm et lM les longueurs desmots de code respectivement
le plus court et le plus long associé à un CLV.
Remarque 2.1 Nous avons considéré le cas où les symboles de la source était codés un par un.
Un code de Huffman peut également être défini pour des groupes de symboles. Il faut pour cela



















FIG. 2.4 – Automate d’encodage/décodage du code C0.
considérer toutes les séquences possibles (de la longueur désirée) de symboles de l’alphabet A.
Cette version généralisée des codes de Huffman a une complexité importante [Tja00]. Les codes
de Huffman sont donc principalement utilisé sur l’alphabet de base de la source. Il est montré
dans [BK93] que leur performances en terme de compression sont correctes lorsque l’alphabet
A est assez grand.
2.2.2 Représentation d’un CLV sous forme d’arbre binaire
UnCLV peut se représenter de façon naturelle sous la forme d’un arbre binaire. L’arbre
binaire d’un CLV comporte autant de noeuds internes que de préfixes dans les mots
de code. Le noeud racine de l’arbre est noté nε.
Exemple 2.2: On considère une source d’alphabet A = {a1, a2, a3} et le code associé
C0 = {0, 10, 11}. Ce code admet un seul préfixe : 1. L’arbre binaire associé à ce code est
représenté sur la figure 2.3.
On peut également associer aux CLV un automate d’encodage/décodage dont les
états sont les noeuds de l’arbre binaire. Les probabilités des transitions sur cet au-
tomate sont calculées à partir de la loi de probabilité de la source. L’automate associé
au code C0 est représenté sur la figure 2.4.
Un tel automate peut être utilisé pour l’encodage d’une source par un CLV ou pour
réaliser le décodage dur d’éléments binaires reçus en sortie du canal. Nous verrons
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ai a1 a2 a3 a4 a5
P(ai) = 0.4 0.2 0.2 0.1 0.1
C1 00 01 10 110 111
C2 00 01 11 100 101
C3 00 10 11 010 011
C4 01 00 10 110 111
C5 01 00 11 100 101
C6 01 10 11 000 001
C7 0 10 110 1110 1111
C8 0 10 111 1100 1101
C9 0 11 100 1010 1011
C10 0 11 101 1000 1001
C11 0 100 101 110 111
C12 0 100 110 101 111
C13 0 100 111 110 101
C14 0 101 110 100 111
C15 0 101 111 100 110
C16 0 110 111 100 101
TAB. 2.1 – Source et codes de [ZZ02] utilisés dans ce rapport.
également par la suite que cet automate est utilisé pour définir les modèles d’état
utilisés pour réaliser le décodage souple de séquences encodées par un CLV.
Les CLV utilisés dans ce document pour présenter des résultats de simulation sont
répertoriés dans le tableau 2.1. Ces codes sont définis pour une source discrète sans
mémoire de 5 symboles et de loi de probabilité
P(a1) = 0.4, P(a2) = P(a3) = 0.2, P(a4) = P(a5) = 0.1 (2.1)
L’entropie de cette source est égale à 2.12 bits. Les 16 codes du tableau 2.1 sont opti-
maux. Leur longueur de description moyenne est de 2.2 bits par symbole. Ils ont été
introduits dans [ZZ02].
2.3 Codage arithmétique et quasi-arithmétique
Récemment, les codes arithmétiques ont attiré l’attention des chercheurs dans le do-
maine de la compression par leur utilisation dans des standards de compression tels
JPEG-2000, H.264 ou MPEG4. Ces codes permettent d’atteindre des performances en
compression arbitrairement proches de l’entropie. Ils sont par contre, au même titre
que les codes de Huffman, très sensibles au bruit du canal.
Les codes QA sont une version simplifiée des codes arithmétiques permettant de tra-
vailler sur des entiers et non sur des nombres réels afin d’éviter des problèmes de
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précision numérique. Nous allons présenter ces deux types de codes dans cette sec-
tion.
2.3.1 Codes arithmétiques
Le principe de base du codage arithmétique a été évoqué en premier par Shannon
dans [Sha48]. Ce principe a ensuite donné lieu à de nombreuses mises en oeuvres pra-
tiques du codage arithmétique comme celles de Rissanen [Ris76, Ris79], Pasco [Pas76],
Langdon [Lan84], Witten [WNC87, WNC98] ou encore Howard et Vitter [HV92].
2.3.1.1 Encodeur
Contrairement au codage de type Huffman, le codage arithmétique classique réalise
une correspondance entre une séquence complète de symboles et un train binaire. Le
processus d’encodage par un code arithmétique est le suivant. Soit une source pre-
nant ses valeurs dans un alphabet A = {a1, . . . , an}, de probabilités P(a1), . . . ,P(an).
On souhaite encoder une séquence S = s1, . . . , sL(S). Le nombre de symboles L(S)
à émettre est supposé connu par l’encodeur. Un intervalle courant Ic est initialisé à
[0.0, 1.0[. Puis, pour chaque symbole non traité de S, on réalise les opérations suivantes
1. Ic est subdivisé en n sous-intervalles I1c , . . . , I
n
c correspondant à chacun des sym-
boles de A. La taille de chaque sous-intervalle Iic est proportionnelle à P(ai).
2. On sélectionne le sous-intervalle correspondant au prochain symbole de S à trai-
ter. Ce sous-intervalle devient l’intervalle courant Ic.
Lorsque tous les symboles de S ont été traités, il faut émettre un train binaire représen-
tant sans ambiguïté le dernier intervalle courant. Ce processus d’encodage est illustré
dans l’exemple suivant, ainsi que sur la figure 2.5.
Exemple 2.3: Considérons une source dont l’alphabet est A = {a, b, c} de probabi-
lité P(a) = 0.6, P(b) = 0.3, P(c) = 0.1. On souhaite encoder la séquence S = acb.
L’intervalle Ic = [0.0, 1.0[ est d’abord subdivisé en I1c = [0.0, 0.6[, I
2
c = [0.6, 0.9[ et
I3c = [0.9, 1.0[. On sélectionne l’intervalle I
1
c puisque le premier symbole de S est un
a. L’intervalle courant devient donc Ic = [0.0, 0.6[. On répète ces opérations pour le
deuxième symbole de S. L’intervalle courant devient alors Ic = [0.54, 0.6[. Enfin, après
traitement du dernier symbole de S, l’intervalle final est égal à Ic = [0.576, 0.594[. No-
tons que la taille de l’intervalle final est égal à la probabilité de la séquence à émettre.
L’écriture binaire de l’intervalle final étant Ic = [0.1000 . . . , 0.1001 . . . [, le train binaire
résultant de l’encodage est 100. Ces trois bits sont suffisants pour distinguer l’inter-
valle final de tous les intervalles obtenus en encodant d’autres séquences.



















FIG. 2.5 – Exemple d’encodage arithmétique.
2.3.1.2 Décodeur
Le décodeur arithmétique agit de manière similaire au codeur arithmétique pour re-
trouver la séquence de symboles originale à partir de l’intervalle final, que l’on note ici
If . On initialise un intervalle courant Ic = [0.0, 1.0[ divisé en sous-intervalles selon les
probabilités P(a1), . . .P(an). Puis pour chaque symbole qui n’est pas encore décodé
(on suppose ici que le nombre total de symboles est connu), le décodeur réalise les
opérations suivantes
1. Le sous-intervalle de Ic contenant entièrement If est sélectionné, permettant de
décoder le symbole correspondant à ce sous-intervalle. Ce sous-intervalle de-
vient l’intervalle courant
2. On subdivise l’intervalle courant Ic selon les probabilités de la source
Ces opérations sont répétées jusqu’à ce que le nombre de symboles décodés soit égal
au nombre de symboles transmis. Le décodage du train binaire obtenu dans l’exemple 2.3
est illustré dans l’exemple suivant ainsi que sur la figure 2.6
Exemple 2.4: L’intervalle final If est l’intervalle [0.576, 0.594[. L’intervalle Ic = [0.0, 1.0[
est d’abord subdivisé en I1c = [0.0, 0.6[, I
2
c = [0.6, 0.9[ et I
3
c = [0.9, 1.0[. If est inclus
entièrement dans le sous-intervalle I1c . Ainsi, le symbole a est décodé et l’intervalle























































FIG. 2.6 – Exemple de décodage arithmétique.
courant devient Ic = [0.0, 0.6[. La subdivision de Ic crée les sous-intervalles I1c =
[0.0, 0.36[, I2c = [0.36, 0.54[ et I
3
c = [0.54, 0.6[. A présent, If est inclus entièrement dans
I3c . Le symbole c est donc décodé et l’intervalle courant devient Ic = [0.54, 0.6[. En
répétant les mêmes opérations une dernière fois, le symbole b est décodé. La séquence
originale acb a ainsi été retrouvée.
La description que nous venons de faire d’un code arithmétique est la description
théorique, telle que cela a été présenté dans [Sha48] ou dans [Abr63]. Lors de l’implé-
mentation du procédé décrit ci-dessus, plusieurs problèmes peuvent survenir, comme
celui de la précision numérique et du délai d’encodage. En effet, lorsque la séquence
originale est longue, l’intervalle courant devient vite très petit et nous ne disposons
pas forcément de machines permettant de travailler avec une telle précision numé-
rique. De plus, on remarque que le train binaire résultant de l’encodage n’est déter-
miné qu’une fois que toute la séquence originale a été traitée. Ces problèmes ont été
résolus par Witten et al. dans [WNC87] en s’appuyant sur la représentation binaire
des nombres réels compris entre 0 et 1. En effet, lorsque l’intervalle courant est entiè-
rement inclus dans [0, 0.5[, sa représentation binaire commencera forcément par un 0.
De même, lorsque l’intervalle courant est contenu entièrement dans [0.5, 1[, sa repré-
sentation binaire commencera par un 1. Ainsi, lorsque durant le processus d’encodage
un de ces deux cas se produit, un bit peut être émis et la taille de l’intervalle courant
est doublé. Un traitement particulier doit être mis en oeuvre lorsque l’intervalle cou-
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rant chevauche 0.5 et est entièrement contenu dans [0.25, 0.75[. Dans ce cas, l’intervalle
courant ne peut être identifié par un bit unique. La taille de l’intervalle courant est tout
de même doublée, et l’on stocke le nombre de fois où cette opération est effectuée dans
un entier que l’on nomme follow. Puis, lorsqu’un bit doit être émis (lors du traitement
d’un symbole prochain), ce bit sera suivi de follow fois son complément. Lorsque ces
bits sont émis, follow est remis à zéro.
Cette mise en oeuvre pratique du codage arithmétique permet d’assurer que i <
0.25 < 0.5 ≤ s ou que i < 0.5 < 0.75 ≤ s, où i et s représentent respectivement
les bornes inférieures et supérieures de l’intervalle courant, permettant ainsi de limi-
ter les problèmes de précision numérique. Cette méthode est décrite de façon plus
détaillée dans [HV92, WNC98, Say00] par exemple.
2.3.2 Codes quasi-arithmétiques
Les codes arithmétiques présentent l’inconvénient de ne pas pouvoir être représentés
par une machine à états finis ou un automate, contrairement aux codes de Huffman
par exemple. De plus, même si la distribution de la source est connue, le nombre de
subdivisions possibles de l’intervalle courant croît de manière exponentielle avec le
nombre de symboles encodés.
Les auteurs de [HV92] ont montré qu’en réduisant la précision d’un codeur arithmé-
tique, on pouvait diminuer le nombre d’états sans une perte excessive en terme d’effi-
cacité de compression. Ce type de codes est appelé code quasi-arithmétique. Ces codes
opèrent sur l’intervalle [0, N [, oùN est un entier plutôt que sur l’intervalle [0, 1[. Ainsi,
les intervalles sont toujours des intervalles entiers, ce qui permet de limiter le nombre
de subdivisions possibles et donc éviter les problèmes de précision numériques. Sui-
vant la précision adoptée (la valeur de l’entier N ), les performances en compression
des codes QA varient entre celles des codes de Huffman et celles des codes arith-
métiques. L’avantage majeur des codes QA par rapport aux codes arithmétiques est
qu’ils peuvent être représentés par une machine à états finis. Le nombre de subdivi-
sions possibles de l’intervalle courant ne varie ainsi pas avec le nombre de symboles
à encoder. De nombreux travaux ont été réalisés ces dernières années sur les codes
QA [Lan84][Gor94][BJWK06][DHS06], pour assurer notamment la représentation des
codes QA sous forme de machine à états finis.
2.3.2.1 Construction d’un code QA
Un code QA est défini par deux paramètres : la probabilité de la source P(0) = p,
l’entier N qui représente la précision du code. Pour des raisons de simplicité de no-
tation, on supposera que l’entier N peut s’écrire N = 2k, avec k > 1. Il est montré
dans [DHS06] et [BJWK06] que l’encodeur d’un code QA pouvait se mettre sous la
forme d’une machine à états finis en définissant les états par le triplet (i, s, follow). i
et s représentent respectivement les bornes inférieures et supérieures de l’intervalle
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courant. On peut tout de même noter que cette représentation de l’encodeur a été uti-
lisée en premier dans [GG04], mais le nombre d’états pouvait ne pas être borné. En
effet, une technique a été mise en oeuvre dans [BJWK06] et [DHS06] afin de garder
le nombre d’états fini. Nous détaillerons ceci dans cette section. Tout d’abord, nous
allons définir des règles de remise à l’échelle d’un intervalle [i, s[. Ces règles ont été
proposées dans [WNC98] pour le codage arithmétique et QA. Un intervalle [i, s[ est
remis à l’échelle dans les 3 cas suivants :
1. si s < N/2, alors i→ 2× i et s→ 2× s. De plus, un bit 0 est émis, suivi de follow
fois 1. Puis follow est remis à 0.
2. si i > N/2, alors i → 2 × (i − N/2) et s → 2 × (s − N/2). De plus, un bit 1 est
émis suivi de follow fois 0. Puis follow est remis à 0.
3. si N/4 ≤ i < N/2 ≤ s < 3N/4, alors i→ 2× (i−N/4) et s→ 2× (s−N/4). De
plus, follow est incrémenté de 1.
Les règles de construction d’un code QA binaire sont les suivantes
1. L’état initial de l’automate d’encodage est l’état (0, N, 0). L’intervalle courant ini-
tial est [0, N [ et follow est initialisé à 0.
2. Ic est partitionné en deux sous-intervalles I1c = [i
1, s1[ et I2c = [i
2, s2[ selon la
probabilité p.
3. I1c et I
2
c sont remis à l’échelle si besoin (cf. règles ci-dessus), et autant de fois que
nécessaire.
4. Deux états sont obtenus : (i1, s1, follow1) et (i2, s2, follow2).
5. Les opérations 2 et 3 sont répétés pour chaque nouvel état créé.
En utilisant l’algorithme décrit ci-dessus pour construire l’automate d’encodage d’un
code QA, le nombre d’états obtenu n’est pas forcément fini. En effet, il est possible que
la valeur de follow augmente infiniment comme on va le voir dans l’exemple suivant.
Exemple 2.5: Supposons que l’on souhaite construire un code QA de précision N = 8
pour une source binaire de probabilité P(0) = p = 0.6. L’état initial est l’état (0, 8, 0).
Le partitionnement de l’intervalle [0, 8[ selon p crée les deux sous-intervalles [0, 5[ et
[5, 8[. Le sous-intervalle [0, 5[ ne nécessite pas de remise à l’échelle. Par contre, l’inter-
valle [5, 8[ est remis à l’échelle selon la deuxième règle. On obtient alors l’intervalle
[2, 8[. Les deux nouveaux états sont alors (0, 5, 0) et (2, 8, 0). On doit maintenant ré-
péter ces opérations pour ces nouveaux états. Le partitionnement de l’intervalle [2, 8[
crée les deux sous-intervalles [2, 6[ et [6, 8[. Le sous-intervalle [2, 6[ nécessite d’être re-
dimensionné selon la troisième règle en l’intervalle [0, 8[. Comme la troisième règle
de remise à l’échelle a été utilisée, follow est incrémenté de 1. Ainsi, on obtient une
transition entre l’état (0, 8, 0) et l’état (0, 8, 1) en passant par l’état (2, 8, 0). En répétant
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État Symbole État Bits
courant source suivant émis
(0, 8, 0) a (0, 7, 0) −
(0, 8, 0) b (0, 8, 0) 111
(0, 7, 0) a (0, 6, 0) −
(0, 7, 0) b (0, 8, 0) 110
(0, 6, 0) a (0, 5, 0) −
(0, 6, 0) b (0, 8, 0) 101
(0, 5, 0) a (0, 8, 0) 0
(0, 5, 0) b (0, 8, 0) 100
TAB. 2.2 – Construction de l’automate d’encodage d’un code QA pourN = 8 et p = 0.9
les mêmes opérations, on va créer une transition entre l’état (0, 8, 0) et l’état (0, 8, 2), et
ainsi de suite. L’automate d’encodage ainsi obtenu n’aura pas un nombre d’états fini.
Pour s’assurer que le nombre d’états d’un automate d’encodage de code QA soit
fini, les auteurs de [BJWK06] et [DHS06] ont introduit une valeur limite à la variable
follow. Dès que la valeur limite de follow est atteinte, on force l’encodeur à émettre
des bits (c.a.d., à suivre les règles 1 ou 2 de remise à l’échelle) et ainsi follow est réini-
tialisé à 0. Cette technique induit une très légère diminution dans les performances de
compression des codes QA, mais assure que le nombre d’états de l’automate d’enco-
dage est fini.
Exemple 2.6: La construction de l’automate d’encodage du code QA défini pour N =
8 et p = 0.9 est illustrée dans le tableau 2.2. Cet automate comporte 4 états. Il est
représenté sur la figure 2.7. Les transitions dont les sorties sont labelisées d’un − sont
dites muettes, aucun bit n’est émis le long de ces transitions. Ce code sera appelé Q9
dans le reste de ce document.
L’automate de décodage d’un code QA peut être obtenu à partir de l’automate d’enco-
dage en suivant la méthode présentée dans [BJWK06]. L’automate de décodage pour
le code QA de paramètre N = 8 et p = 0.9 est également représenté sur la figure 2.7.
2.4 Décodage robuste et codage conjoint source-canal
Les CLV et les codes QA sont très performants en termes de compression, mais ils
sont comme la plupart des codes entropiques très sensibles au bruit du canal. En ef-
fet, les erreurs de transmission sur un train binaire encodé à l’aide d’un CLV ou d’un
code QA peuvent provoquer une désynchronisation au niveau du décodeur et des
























FIG. 2.7 – Automates d’encodage et décodage du code QA Q9.
taux d’erreur très médiocres. De nombreux auteurs se sont donc penchés sur le pro-
blème du décodage robuste et codage/décodage conjoint source-canal de ces deux
types de codes. Deux approches différentes ont principalement été traitées dans la
littérature. La première approche consiste à exploiter la structure des codes pour dé-
velopper des algorithmes de décodage souple appliqués sur des treillis. La deuxième
approche consiste à insérer volontairement de la redondance dans un train binaire
encodé à l’aide d’un VLC ou d’un code QA afin d’améliorer leurs propriétés de resyn-
chronisation et donc leurs performances de décodage. Nous allons passer en revue ces
différentes techniques dans cette section.
2.4.1 Décodage souple des CLV et codes QA
De nombreux auteurs ont travaillé sur le décodage souple des CLV et codes QA afin
d’exploiter la structure particulière de ces codes et la redondance résiduelle présente
dans les trains binaires issus de l’encodage. En 1993, un algorithme a été proposé
dans [SB91] pour exploiter le redondance résiduelle pour les CLV. Cet algorithme a
été adapté dans [Say99a] et [GG04] aux codes arithmétiques et QA.
Les techniques de décodage souple de CLV ou codes QA sont principalement basées
sur des algorithmes d’estimation appliqués sur des treillis. Nous allons maintenant
décrire les deux types de treillis principalement utilisés dans la littérature.
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FIG. 2.8 – Treillis bit associé au code C0
2.4.1.1 Treillis bit
En 1997, Balakirsky a proposé un modèle d’état, appelé treillis bit, pour le décodage
souple des CLV. Ce modèle d’état permet de réaliser une estimation bayésienne au
niveau bit sur une chaîne de Markov cachée au décodeur, améliorant ainsi les per-
formances de décodage, comparativement au décodage dur. Les états du treillis bit
sont les états internes de l’arbre d’encodage d’un CLV. Ce modèle d’état est ainsi dé-
fini par la variable aléatoire Nk, représentant l’état interne de l’arbre de codage d’un
CLV à chaque instant bit k. Sur ce treillis, les algorithmes d’estimation de type BCJR
ou Viterbi peuvent être appliqués afin de réaliser l’estimation de la séquence émise.
Lorsque le nombre de bits émis L(X) est connu par le décodeur, ce modèle d’état per-
met d’intégrer une contrainte de terminaison. En effet, après le décodage du dernier
bit, le décodeur doit forcément se trouver dans le noeud racine nε de l’arbre du CLV.
Lors de l’estimation, tous les chemins dans le treillis qui ne passent pas par l’état nε
au dernier instant bit ne seront donc pas considérés. Cette contrainte de terminaison
est appelée contrainte du noeud racine. Un exemple de treillis bit associé au code C0
de la figure 2.3 est représenté sur la figure 2.8. Sur cette figure, la contrainte du noeud
racine est représentée par un cercle.
En utilisant la représentation sous forme de machines à états finis des codes QA sec-
tion 2.3.2, le treillis bit peut être adapté aux codes QA. Lemodèle d’état pour ce type de
codes est alors défini par les états internes de l’automate d’encodage ou de décodage
à chaque instant bit k. L’utilisation d’un treillis bit pour les codes QA a été proposée
dans [GG04]. Il faut noter que dans le cas des codes QA, la contrainte du noeud racine
ne peut pas être appliquée au décodeur. En effet, contrairement au CLV, le décodeur
n’est pas forcé de se trouver dans un état particulier après le décodage du dernier bit.
L’utilisation d’un treillis pour les codes QA permet donc d’exploiter uniquement la
structure du code pour améliorer les performances de décodage.
2.4.1.2 Treillis bit/symbole
Le treillis bit que nous venons de présenter permet d’intégrer une information sup-
plémentaire sur le nombre de bits émis (à condition que celui-ci soit connu). Ce mo-
dèle est optimal dans le cas où seule cette information supplémentaire est disponible.
Afin de protéger les codes entropiques contre le phénomène de désynchronisation,
de nombreux travaux dans la littérature ont traité le cas où le nombre de symboles
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émis est également disponible au décodeur [SV98][MF99] [BH00a] [GFG01][PM00]. Si
le nombre de symboles est connu, une contrainte de longueur supplémentaire peut
être intégrée au décodage. Le treillis bit de Balakirsky ne permet pas d’intégrer une
telle contrainte, car le décodeur ne garde pas de traces de l’horloge symbole durant le
processus de décodage.
Afin d’exploiter optimalement l’information sur le nombre de symboles émis, un mo-
dèle d’état pour les CLV appelé treillis bit/symbole a été proposé dans [BH00a]. Ce
modèle intègre les valeurs d’horloge symbole à l’intérieur des états permettant ainsi
d’exploiter tout type d’information supplémentaire sur le nombre de symboles. Ce
modèle est défini par le couple de variables aléatoires (Nk, Tk), où la variable Nk re-
présente comme pour le treillis bit, le noeud interne de l’arbre du CLV à l’instant bit
k, et où Tk représente les valeurs d’horloge symbole possibles à l’instant bit k. Le
treillis associé à ce modèle d’état est donc indexé à la fois par l’horloge bit et l’horloge
symbole, d’où le nom de treillis bit/symbole. Si l’on suppose que le nombre L(X) de
bits transmis ainsi que le nombre L(S) de symboles émis sont connus, l’utilisation du
treillis bit/symbole conduit à la contrainte de terminaison suivante :
(NL(X), TL(X)) = (nε, L(S)). (2.2)
Cela signifie qu’après le décodage du dernier bit, seules les séquences terminant dans
l’état (nε, L(S)) seront considérées, les autres séquences étant écartées par l’algorithme
de décodage.
Le treillis bit/symbole associé au code C0 de la figure 2.3 est représenté sur la figure 2.9.
Sur ce treillis, une contrainte de terminaison est représentée par un cercle. Sur cet
exemple, toutes les séquences de 5 bits ne correspondant pas à un message de 3 sym-
boles sont écartées par cette contrainte. On remarque sur cette figure que le nombre
de valeurs d’horloge symboles possible augmente avec le nombre de bits du message.
En fait, à l’instant bit k, l’horloge symbole peut prendre ses valeurs dans l’intervalle
entier [k/lM , k/lm].
En utilisant la représentation des codes QA sous forme de machines à états finis, un
modèle d’état de type bit/symbole peut également être utilisé pour les codes QA. Ce
type de modèle a par exemple été utilisé dans [DHS06] et [BJWK06]. Sur ce modèle,
la contrainte de longueur est différente de celle disponible sur le modèle des CLV. En
effet, après le décodage du dernier bit, l’automate de décodage du code QA peut se
trouver dans n’importe quel état. Nous aurons ainsi autant d’états finaux possibles
que d’états de l’automate de décodage : ceux dont l’horloge symbole associée est égal
au nombre de symboles transmis.
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FIG. 2.9 – Treillis bit/symbole associé au code C0
2.4.1.3 Réduction de complexité
Le treillis bit/symbole est optimal dans le sens où il permet d’exploiter de manière
optimale des informations supplémentaires sur l’horloge bit et l’horloge symbole. Ce-
pendant, il ne peut être utilisé de manière optimale en pratique à cause de sa com-
plexité prohibitive. En effet, le nombre d’états du treillis bit/symbole est quadra-
tique avec la longueur de la séquence. Ainsi, pour des longueurs de séquence ty-
pique, la complexité associée au treillis bit/symbole est trop importante. Pour faire
face à ce problème de complexité, de nombreux travaux ont été menés dans la litté-
rature. La plupart des auteurs travaillant sur ce sujet ont développé ou adapté des
algorithmes d’estimation sous-optimaux afin de réduire la complexité du décodage.
Plusieurs types d’algorithmes sous-optimaux sont utilisés. Dans [MF00] et [LP01], un
algorithme de décodage par liste ordonnée de type Stack Algorithm [Jel69, Zig66] est
considéré pour réduire la complexité du décodage. L’algorithme M [AM84] est éga-
lement fréquemment utilisé [GMO04, BKK01]. Cet algorithme conserve pour chaque
instant bit les M séquences de plus fortes probabilités. Pour calculer les probabilités
des séquences, plusieurs métriques différentes peuvent être considérées, la métrique
de Fano [Fan63] étant celle le plus souvent utilisée. L’algorithme T [Sim90] est utilisé
dans [KT05] associé à un décodage de type Max-Log-MAP. L’algorithme T ne garde
pour chaque instant bit que les séquences dont la probabilité est supérieure à un seuil
T.
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Récemment, un algorithme de regroupements de mots de CLV en un nombre minimal
de classes a été présenté dans [MKKD05]. Les algorithmes de type BCJR ou Viterbi ont
été adaptés pour travailler sur les tables de mots de code réduites. Il est montré que
les résultats obtenus en terme de performance de décodage sont équivalents à ceux
obtenus sur une table complète.
Dans le chapitre 3 de ce document, nous proposerons un nouveau modèle d’état per-
mettant le décodage souple des CLV et codes QA avec une complexité linéaire avec
la longueur de la séquence. Ce modèle d’état est basé sur l’agrégation d’états du
treillis bit/symbole. Contrairement aux méthodes de décodage séquentiel, cette so-
lution n’induit pas de sous-optimalité au niveau du décodage et permet d’atteindre
les performances optimales du treillis bit/symbole.
2.4.2 Ajout de redondance dans les trains binaires codés entropiquement
De nombreux auteurs se sont penchés sur l’ajout de redondance contrôlé dans les
trains binaires issus de CLV ou de codes QA afin de rendre ces codes plus robustes
lors de la transmission. On peut différencier deux approches. La première approche
consiste à travailler directement sur la structure du code, et la deuxième consiste à
travailler sur le train binaire, sans modifier le code en lui-même. Nous allons décrire
dans cette section les différentes techniques proposées dans la littérature permettant
de rendre plus robustes les CLV et codes QA. Il faut noter que ces techniques, ajoutant
de la redondance, ne sont plus optimales en termes de compression, mais elles visent
à améliorer les performances en terme de décodage des CLV et codes QA.
2.4.2.1 Codes à longueur variable réversibles
Les CLV classiques (de type Huffman par exemple) sont des codes prefix-free, c’est à
dire qu’ils sont uniquement décodables lorsqu’on décode le train binaire du début
vers la fin. Ces codes ne sont par contre pas suffix free. Un code suffix free présente la
particularité d’être uniquement décodable si l’on décode le train binaire de la fin vers
le début.
Les auteurs de [TWM95] ont proposé un algorithme de construction de CLV déco-
dables dans les deux sens. Ces codes admettent deux arbres de codage/décodage : un
pour chaque sens de décodage. Ils sont appelés codes à longueur variable réversible. La
structure particulière de ces codes permet souvent de détecter et de corriger de petites
rafales d’erreur. Ceci est dû au fait que ces codes ne sont pas complets, c’est à dire que
leur somme de Kraft (équation 1.8) est strictement inférieure à 1. En d’autres termes,
il y a des trous dans l’arbre de codage de ces codes (certaines branches de l’arbre ne
correspondent pas à une suite de bits valide contrairement à d’autres de la même pro-
fondeur à l’intérieur de l’arbre). Lorsqu’une erreur est détectée, le décodage est repris
dans le sens inverse, en essayant de corriger le maximum d’erreurs possible.
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Les propriétés de correction d’erreurs de ces codes font qu’ils sont largement utili-
sés dans les systèmes de compression, notamment dans les systèmes itératifs. Ils pré-
sentent en effet de bonnes propriétés lorsqu’ils sont mis en série avec un entrelaceur et
un code de canal. Des travaux continuent à être menés sur ces types de codes, notam-
ment pour essayer de trouver les meilleurs compromis entre capacité de correction et
la quantité de redondance ajoutée [TW01].
2.4.2.2 Codes QA avec symbole interdit
Dans [BCI+97], les auteurs ont proposé demodifier le processus d’encodage d’un code
arithmétique en introduisant dans l’intervalle courant un espace réservé à un symbole
interdit (SI). Une certaine probabilité ε est associée à ce SI. Ceci revient en fait à ajouter
à la source un nouveau symbole de probabilité ε. L’encodage se passe de la même
façon que pour un code arithmétique classique, le SI n’est jamais encodé mais une
subdivision de l’intervalle courant lui est toujours associée comme pour un symbole
normal. Il est montré dans [CR00] que la redondance ajoutée par un SI de probabilité
ε est de − log(1 − ε) bits par symbole. Ainsi, plus l’intervalle réservé au SI est grand,
plus la redondance ajoutée est importante.
Pendant le processus de décodage, lorsque l’intervalle sélectionné est à l’intérieur de
l’intervalle associé au SI, une erreur est détectée. Il est montré dans [BCI+97] que la
probabilité que l’erreur soit détectée n bits au moins après son occurrence est de (1 −
ε)n.
Sayir a montré dans [Say99b] qu’en variant l’emplacement de l’intervalle alloué au SI
à l’intérieur de l’intervalle courant, les codes arithmétiques avec SI peuvent être vus
comme des codes de canal. Un algorithme permettant de calculer les distances libres
des codes QA avec SI et les spectres de distance a ensuite été présenté dans [BJWK06].
Dans cet article, les auteurs considèrent également l’éclatement de l’intervalle interdit
à l’intérieur de l’intervalle courant et montrent que les propriétés de distance des codes
QA avec SI dépendent de la configuration de l’intervalle. Ils proposent également une
méthode pour calculer des bornes supérieures sur les taux d’erreur bit et symbole
après décodage souples des codes QA avec SI.
De nombreux auteurs se sont également penchés sur le décodage souple de codes
arithmétiques ou QA afin de donner à ces codes des capacités de correction d’erreurs.
Grangetto et al. ont utilisé de méthodes de décodage séquentiel au sens du Maximum
a Posteriori comme le Stack Algorithm ou l’algorithme M dans [GMO04, GCO05]. Les
auteurs de [DHS06] ont proposé un modèle de treillis en 3 dimensions en s’appuyant
sur la représentation des codes QA en machines à états finis pour le décodage souple
de ces codes. Ils appliquent sur ce treillis un algorithme de type List-Viterbi.
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2.4.2.3 Marqueurs de synchronisation
Afin d’améliorer la synchronisation tout au long de la séquence, des marqueurs de
synchronisation peuvent être ajoutés dans le train binaire. Ces marqueurs de synchro-
nisation se présentent souvent sous la forme de symboles de l’alphabet et ils sont
placés à des positions connues de l’horloge symbole. Différentes techniques ont été
proposées dans [BCI+97, DHS01, Elm99, SCW00, GG04] notamment. On peut notam-
ment répéter le dernier symbole encodé ou ajouter un symbole choisi de l’alphabet
aux positions choisies initialement. Ces marqueurs favorisent ainsi les séquences syn-
chronisées en plusieurs endroits du processus de décodage, et non uniquement à la
fin dans le cas où seule une contrainte de terminaison est disponible.
2.5 Conclusion
Cette partie a présenté tout d’abord les deux types de codes entropiques qui seront uti-
lisés dans ce document : les CLV (en particulier de type Huffman), ainsi que les codes
arithmétiques et QA. Puis, un état de l’art en décodage robuste et codage/décodage
conjoint source-canal a été présenté, en se focalisant sur les aspects qui nous intéres-
seront dans ce document : décodage souple, complexité des modèles, et ajout d’infor-
mation adjacente. Dans le chapitre suivant, un modèle d’état pour le décodage souple
des CLV est présenté. Ce modèle d’état, introduit dans [JMG05] pour le cas des CLV,
est ensuite étendu au cas des codes QA. Nous verrons que ce modèle permet d’at-
teindre les performances du treillis bit/symbole pour une complexité linéaire avec la
longueur de la séquence. Nous présenterons également un algorithme permettant de
calculer les probabilités marginales au niveau symbole sur ce modèle, ainsi qu’une
technique d’ajout d’information adjacente basée sur l’introduction de contraintes de
terminaison.
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Chapitre 3
Modèle d’état à complexité réduite
pour le décodage souple des CLV et
codes QA
“Mais tout est histoires Charles, absolument tout et pour tout le monde. Le problème, c’est
qu’on ne trouve jamais personne pour les raconter”
Anna Gavalda
Dans le chapitre 2, les deux modèles d’état principalement utilisés pour le décodage
souple des CLV et codes QA ont été présentés. Le premier modèle est appelé treillis
bit. Il a été introduit par Balakirsky dans [Bal97] pour les CLV. Il s’applique également
aux codes QA [GG04]. Ce modèle est uniquement composé des états internes du dé-
codeur (noeuds internes de l’arbre pour les CLV et états de l’automate de décodage
pour les codes QA). Ainsi, on ne peut pas intégrer, sur ce modèle, d’informations sup-
plémentaires sur l’horloge symbole (comme le nombre total de symboles du message
par exemple). Dans le cas où une contrainte de terminaison sur le nombre de sym-
boles est disponible au décodeur, le modèle d’état appelé treillis bit/symbole est plus
adapté pour prendre en compte cette information. Ce modèle d’état a été introduit
dans [BH00b] pour les CLV et dans [GG04] pour les codes QA. L’horloge symbole est
intégrée dans ce modèle d’état afin d’utiliser de façon optimale d’éventuelles informa-
tions au niveau symbole. Nous détaillerons ce modèle d’état dans ce chapitre et nous
verrons principalement que sa complexité est un obstacle à son utilisation pratique.
Des méthodes permettant de réduire la complexité du décodage ont été présentées
dans le chapitre 2. La plupart de ces méthodes sont sous-optimales, c.a.d. que les per-
formances de décodage de cesméthodes sont inférieures à celles obtenues sur le treillis
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bit/symbole.
Un nouveau modèle d’état pour le décodage souple des CLV et codes QA est pré-
senté dans ce chapitre dans la section 3.1. La complexité associée à ce modèle est li-
néaire avec la longueur de la séquence. Pour obtenir ce modèle, les états du treillis
bit/symbole distants de T valeurs d’horloge symbole sont agrégés. L’entier T est ap-
pelé paramètre d’agrégation. Nous verrons que le paramètre d’agrégation permet de
doser un compromis entre la complexité du décodage sur le modèle agrégé et les per-
formances associées. Une analyse de performance sur ce modèle, basée sur l’étude de
resynchronisation des codes, sera présentée dans le chapitre 4. Un algorithme, appelé
algorithme de décodage combiné multi-treillis, permettant une réduction supplémen-
taire de complexité est présenté dans la section 3.2. Cet algorithme permet d’atteindre
les performances d’un treillis de paramètre T1 × T2, en utilisant deux treillis de para-
mètre T1 et T2 à condition que T1 et T2 soient premiers entre eux.
Les algorithmes de Viterbi [Vit67] et BCJR [BCJR74] peuvent être appliqués sur le mo-
dèle agrégé permettant respectivement la minimisation du taux d’erreur séquence et
du taux d’erreur bit. Cependant, les probabilités marginales au niveau symbole ne
peuvent pas être directement calculée sur le modèle agrégé. Cette probabilité margi-
nale est nécessaire dans le cas où l’on souhaite minimiser le taux d’erreur symbole
en sortie du décodeur. Elle est également nécessaire lorsqu’une structure itérative
échangeant des probabilités au niveau symbole est appliquée au décodeur, comme
dans [KT02] par exemple. Nous présenterons un algorithme dans la section 3.3 qui
permet de calculer une marginale symbole sur le modèle agrégé [MJG08a].
Enfin, une solution permettant d’introduire de la redondance contrôlée sera présentée
dans la section 3.4. Cette redondance se présente sous la forme de contraintes de lon-
gueur. Cette technique est une solution alternative aux solutions classiques d’ajout de
redondance qui ont été présentées dans le chapitre 2. Nous verrons que cette solution
présente l’avantage d’être très flexible et qu’elle ne modifie pas le train binaire origi-
nal, contrairement à la solution à base de marqueurs de synchronisation par exemple.
La solution proposée sera comparée à des solutions classiques d’ajout de redondance
dans des trains binaires à longueur variable.
3.1 Agrégation d’états pour le décodage souple des CLV et codes
QA
3.1.1 Préliminaires
Les deux types demodèles d’états principalement utilisés pour le décodage souple des
CLV ou codes QA ont été présentés dans le chapitre 2. Sur le premier modèle, appelé
treillis bit, l’horloge symbole n’est pas intégrée dans les états. Ce modèle ne peut ainsi
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pas intégrer d’information au niveau symbole, comme des contraintes de longueur
par exemple. Dans le second modèle, appelé treillis bit/symbole, les valeurs d’hor-
loge symbole possibles à chaque instant bit sont intégrées. Ainsi, en présence d’une
contrainte de terminaison sur le nombre de symboles émis, ce modèle est optimal en
terme de performance de décodage. Cependant, le nombre d’états de ce modèle est
quadratique avec le nombre de symboles émis, limitant son utilisation pratique.
Sur la figure 3.1, les probabilités des états du treillis bit/symbole en sortie de l’algo-
rithme BCJR sont représentées de manière simplifiée. L’horloge bit est représentée en
abscisse, et l’horloge symbole en ordonnée. Plus la probabilité d’un état est forte, plus
claire est sa représentation sur la figure. Ces probabilités ont été obtenues pour le code
C10 et un rapport signal à bruit sur le canal Eb/N0 = 0 dB lors d’une simple transmis-
sion d’un message de L(S) = 100 symboles. On peut remarquer que, à chaque instant
bit, seul un intervalle réduit de valeurs d’horloge symbole comporte une probabilité
non nulle. La taille de cet intervalle dépend de l’instant bit considéré, du code utilisé
et du rapport signal à bruit lors de la transmission. La figure 3.2 représente les proba-
bilités de ces mêmes états lorsque le rapport signal à bruit est égal à 2 dB. On voit alors
que lorsque le rapport signal à bruit augmente, la taille de l’intervalle de probabilités
non nulles diminue.
En regardant ces figures, il paraît envisageable d’effectuer un regroupement d’états à
chaque instant bit, sans altérer les performances en sortie de l’algorithme de décodage.
Si l’on regroupe en effet chaque état dont la probabilité est non nulle, avec un ou plu-
sieurs autres état(s) dont la probabilité est nulle, l’estimation en sortie de l’algorithme
de décodage ne sera pas modifiée.
Sur la figure 3.5, un tel regroupement d’états a été réalisé. Pour obtenir cette figure, les
4 “tranches” de la figure 3.3 ont été superposées. On peut remarquer qu’en faisant cette
superposition d’états, aucune ambiguïté n’a été ajoutée. En effet, chaque nouvel état
comporte un seul état du treillis original dont la probabilité est strictement supérieure
à 0.
En superposant les tranches du treillis de la figure 3.4, on obtient le treillis de la fi-
gure 3.6. Cette fois-ci, l’agrégation d’états est trop importante pour ne pas induire
d’ambiguïté au niveau du décodeur. On a regroupé des états de probabilités non
nulles.
En analysant ces figures, il paraît donc envisageable de construire un modèle agrégé
en regroupant “intelligemment” des états du treillis bit/symbole. Le modèle agrégé
proposé est décrit de façon mathématique dans la suite de cette section.
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FIG. 3.1 – Probabilités des états sur le treillis bit/symbole pour le code C10 etEb/N0 = 0
dB.
FIG. 3.2 – Probabilités des états sur le treillis bit/symbole pour le code C10 etEb/N0 = 2
dB.
FIG. 3.3 – Probabilités des états sur le treillis bit/symbole pour le code C10 etEb/N0 = 0
dB.
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FIG. 3.4 – Probabilités des états sur le treillis bit/symbole pour le code C10 etEb/N0 = 2
dB.
FIG. 3.5 – Probabilités des états sur le treillis agrégé pour le code C10, Eb/N0 = 0 dB et
T = 25.
FIG. 3.6 – Probabilités des états sur le treillis agrégé pour le code C10, Eb/N0 = 0 dB et
T = 10.







FIG. 3.7 – Code C0
3.1.2 Présentation du modèle agrégé
Soit le modèle d’état défini par les couples de variables aléatoires (Nk,Mk), où Nk
représente l’état du décodeur à l’instant bit k (état interne de l’arbre pour un CLV
et état de l’automate de décodage pour un code QA), et où Mk est égal à Tk mod T ,
soit le reste de la division euclidienne de Tk (variable aléatoire représentant les valeurs
d’horloge possibles) par un paramètre entier T (Mk = Tk mod T ). L’entier T est appelé
paramètre d’agrégation. On peut noter que si T = 1, le modèle agrégé résultant est
équivalent au treillis bit, alors que si T > L(S), le modèle résultant est équivalent
au treillis bit/symbole. Pour les valeurs intermédiaires de T , on peut légitimement
s’attendre à un compromis entre complexité et performances de décodage. En effet,
le nombre d’états de ce modèle est linéaire avec T et il semble intuitif de penser que
les performances de décodage sur ce modèle s’améliorent lorsque T augmente. Nous
verrons néanmoins par la suite que ce n’est pas toujours le cas.
Exemple 3.1: Considérons le CLV de la figure 3.7. Ce code est adapté à un alphabet de
3 symboles. L’automate d’encodage/décodage obtenu pour T = 1 est représenté en
haut à gauche de la figure 3.8. Le treillis ainsi obtenu est représenté en haut à droite
de cette même figure. Ce treillis est équivalent au treillis bit de [Bal97]. L’automate
d’encodage/décodage et le treillis associé obtenu pour T = 2 sont représentés en bas
de la figure 3.8.
Les probabilités de transitions sur le modèle agrégé sont calculées de la façon suivante.
Soient deux états βi et βj de l’automate de décodage du code considéré, et soient mk
etmk−1 deux entiers appartenant à l’intervalle ΓT = {0, . . . , T − 1}. On appelle σi,j le
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FIG. 3.8 – Treillis agrégé obtenu pour le code C0 et T = 1.
nombre de symboles émis par la transition entre βi et betaj . On a alors :
P(Nk = βi,Mk = mk |Nk−1 = βj ,Mk−1 = mk−1) ={
P(Nk = βi |Nk−1 = βj) simk = (mk−1 + σi,j)mod T
0 sinon,
(3.1)
où les probabilités P(Nk = βi |Nk−1 = βj) sont déduites de la statistique de la source
et de la structure du code considéré.
Sur ce modèle d’état agrégé, les algorithmes classiques d’estimation tels que l’algo-
rithme de Viterbi [Vit67] ou de type BCJR [BCJR74] peuvent être appliqués en utili-
sant les probabilités de transition de l’équation 3.1. Cependant, il n’est pas possible
d’obtenir directement, en utilisant l’algorithme BCJR, la loi de probabilité marginale
au niveau symbole en sortie du décodeur. En effet, les valeurs complètes d’horloge
symbole ne sont pas inclues dans le modèle agrégé. Nous verrons dans la section 3.3
comment calculer une telle marginale en utilisant le modèle agrégé. Deux mesures
peuvent ainsi être minimisées sur le modèle agrégé : le TESQ en utilisant l’algorithme
de Viterbi, et le TEB en utilisant l’algorithme BCJR au niveau bit.
Ce modèle d’état agrégé contient les valeurs d’horloge modulo le paramètre T . Cette
information peut être exploitée à l’aide d’une contrainte de terminaison. Si l’on sup-
pose que le décodeur connaît la valeur L(S)mod T , une contrainte de terminaison
peut être définie sur ce modèle. Toutes les séquences qui ne terminent pas dans un
état tel que ML(X) = L(S)mod T sont alors écartées par l’algorithme de décodage.
Cette contrainte de terminaison est plus faible que celle qui est disponible sur le mo-
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dèle optimal de type bit/symbole. Cependant, nous verrons dans le chapitre 4, qu’en
choisissant de manière idoine le paramètre T , l’agrégation d’état n’altère pas la quan-
tité d’information apportée par la contrainte de terminaison.
3.1.3 Analyse de complexité du modèle agrégé
Le nombre d’états νT du modèle agrégé de paramètre T vérifie
νT ≤ T × L(X)× card(Ωd), (3.2)
où Ωd est l’ensemble des états de l’automate de décodage du code considéré, et L(X)
le nombre de bits transmis. L’inégalité dans l’équation (3.2) vient du fait que, pour
certains codes, des paires (nk,mk) ne sont pas accessibles d’après la structure du code.
De tels états sont situés la plupart du temps aux premiers et derniers instants bits sur
le treillis. Pour estimer la complexité du décodage sur le modèle agrégé, on considère
le cas le moins favorable, c’est à dire que l’on suppose que le nombre d’états sur le
treillis vérifie
νT ≈ T × L(X)× card(Ωd). (3.3)
Ainsi, comme le nombre d’états sur le treillis bit est égal à L(X) × card(Ωd), la com-
plexité DT du décodage sur le modèle agrégé peut s’écrire
DT ≈ T ×Dbal, (3.4)
où Dbal représente la complexité du décodage sur le modèle bit de [Bal97]. La com-
plexité du décodage sur le modèle agrégé est donc linéaire avec la longueur de la
séquence et avec le paramètre T . Rappelons que cette complexité est quadratique avec
la longueur de la séquence sur le modèle bit/symbole.
3.1.4 Résultats de simulation
Lemodèle agrégé présenté dans cette section a été utilisé en simulation dans un schéma
classique de transmission. Le train binaire issu de l’encodage du message source est
transmis sur un canal gaussien de rapport signal à bruit Eb/N0 donné. Au décodeur,
l’algorithme de Viterbi ou l’algorithme BCJR est appliqué afin d’estimer la séquence
originale.
Le TES du code C5, après le décodage souple à l’aide de l’algorithme de Viterbi, est re-
présenté en fonction de Eb/N0 sur la figure 3.9 pour différentes valeurs du paramètre
d’agrégation. Ces résultats ont été obtenus pour des séquences de L(S) = 100 sym-
boles en moyennant le TES sur 105 réalisations conjointes de la source et du canal. On
peut remarquer que les performances de ce code s’améliorent lorsque T augmente. De
plus, pour T = 10 le TES est égal à celui obtenu pour T = 100 (treillis bit/symbole)
pour Eb/N0 ≥ 2 dB. Cela signifie que les performances du treillis optimal ont été ob-
tenues avec une réduction de complexité significative. Pour Eb/N0 < 2, le paramètre
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T doit être augmenté pour atteindre les performances optimales.
Le tableau 3.1 contient le TESQ des codes C5, C7, C10 et C13 pour les mêmes conditions
de simulation que celles de la figure 3.9. On peut également remarquer grâce à ce ta-
bleau que les performances du treillis bit/symbole sont obtenues pour des valeurs de
T bien inférieures à 100. Cependant, la valeur optimale de T dépend du code utilisé et
du rapport signal à bruit du canal. Il est également intéressant de remarquer le com-
portement des performances du code C13 vis-à-vis du paramètre T . Pour ce code, les
performances ne sont pas monotoniquement croissantes avec T . Par exemple, pour
Eb/N0 = 5 dB, le TESQ pour T = 4 est supérieur à celui obtenu pour T = 3, ce qui
semble contre-intuitif. De plus, pour ce même code, les performances obtenues pour
T = 2 sont strictement les mêmes que celles obtenues pour T = 1.
Les mêmes simulations ont été réalisées pour les codes QA Q7 et Q9. La figure 3.10
représente les performances du code Q7 en fonction du rapport signal à bruit pour
différentes valeurs de T . Ces résultats sont consignés dans le tableau 3.2 avec les per-
formances du codeQ9. Les mêmes observations que pour les CLV peuvent être faites :
la valeur de T qui permet d’atteindre les performances du treillis optimal varie en
fonction du code et du rapport signal à bruit. On peut également à nouveau remar-
quer des comportements spéciaux pour certaines valeurs de T : les performances du
code Q7 pour T = 2q, q ∈ N sont moins bonnes que celles pour T = 2q − 1, et les
performances du codeQ9 pour T = 4 et T = 8 sont moins bonnes respectivement que
celles obtenues pour T = 3 et T = 7.
Un nouveau modèle d’état pouvant s’appliquer aux CLV et codes QA a été présenté
dans cette section. Ce modèle d’état présente l’avantage d’avoir une complexité li-
néaire au décodage en fonction de la longueur de la séquence, contrairement au mo-
dèle bit/symbole optimal. Nous avons remarqué sur des résultats de simulation que
ce modèle d’état permettait d’atteindre les performances du modèle optimal à partir
d’une certaine valeur de T , fonction du code et du rapport signal à bruit. Nous avons
également remarqué que les performances de certans codes ne sont pas croissantes
avec T , ce qui est assez contre-intuitif.
Dans le chapitre 4, nous utiliserons les propriétés de resynchronisation des CLV et
codes QA afin de déterminer des outils permettant d’analyser les performances de ces
codes sur le modèle agrégé. Nous verrons particulièrement qu’il est possible d’estimer
la valeur de T permettant d’approcher les performances optimales, et qu’il est possible
de prévoir les variations des performances de décodage d’un code en fonction du pa-
ramètre d’agrégation T . Cette analyse sera détaillée dans le chapitre 4.
Dans la prochaine section, un algorithme permettant de réduire davantage la com-
plexité du décodage sur le modèle agrégé, sans perte de performances, est présenté.























FIG. 3.9 – Taux d’erreur symbole en fonction du rapport signal à bruit pour le code C5
























FIG. 3.10 – Taux d’erreur symbole en fonction du rapport signal à bruit pour le code
Q7 et différents paramètres d’agrégation.
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Eb/N0 3 4 5 6 7
Code C5
T = 1 0.99120 0.92330 0.70464 0.38774 0.14558
T = 2 0.98805 0.90368 0.66193 0.34633 0.12452
T = 3 0.98698 0.89901 0.65527 0.34313 0.12388
T = 4 0.98665 0.89795 0.65457 0.34298 0.12386
T = 5 0.98652 0.89782 0.65449 0.34296
T = 10 0.98651 0.89780 0.65448
Bit/symbol(T = 100) 0.98651 0.89780 0.65448 0.34296 0.12386
Code C7
T = 1 0.99182 0.92604 0.71405 0.39372 0.14885
T = 2 0.98634 0.88506 0.59864 0.25742 0.06997
T = 3 0.98247 0.86379 0.55406 0.22571 0.06152
T = 4 0.98005 0.85387 0.53964 0.21947 0.06059
T = 5 0.97893 0.84960 0.53581 0.21866 0.06057
T = 10 0.97773 0.84731 0.53468 0.21849
T = 20 0.97772
Bit/symbol(T = 100) 0.97772 0.84731 0.53468 0.21849 0.06057
Code C10
T = 1 0.97993 0.87316 0.61783 0.31353 0.11390
T = 2 0.96917 0.82122 0.51758 0.22232 0.06832
T = 3 0.96092 0.78516 0.46126 0.18023 0.05207
T = 4 0.95331 0.75512 0.41127 0.14437 0.03718
T = 5 0.94755 0.73502 0.38403 0.12851 0.03226
T = 10 0.93238 0.68744 0.33174 0.10496 0.02631
T = 20 0.92801 0.67825 0.32560 0.10354 0.02610
T = 30 0.92791 0.67811 0.32558
Bit/symbol(T = 100) 0.92791 0.67811 0.32558 0.10354 0.02610
Code C13
T = 1 0.98973 0.91752 0.69351 0.38031 0.14431
T = 2 0.98973 0.91752 0.69351 0.38031 0.14431
T = 3 0.98369 0.88547 0.62816 0.32182 0.11644
T = 4 0.98552 0.89259 0.63858 0.32711 0.11762
T = 5 0.98286 0.88356 0.62642 0.32142 0.11638
T = 10 0.98286 0.88356 0.62642
T = 20 0.98277 0.88348 0.62638
Bit/symbol(T = 100) 0.98277 0.88348 0.62638 0.32142 0.11638
TAB. 3.1 – Taux d’erreur séquence après décodage souple (Viterbi) sur modèle agrégé
avec différents paramètres d’agrégation pour les codes C5, C7, C10 et C13.
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Eb/N0 3 4 5 6 7
CodeQ7
T = 1 0.177725 0.119088 0.066019 0.0293660 0.0099844
T = 2 0.177660 0.119029 0.065977 0.0293483 0.0099790
T = 3 0.120391 0.058873 0.020400 0.0049425 0.0008687
T = 4 0.145964 0.080466 0.031784 0.0085192 0.0014814
T = 5 0.097285 0.047133 0.016785 0.0043368 0.0008219
T = 6 0.117477 0.057001 0.019686 0.0047921 0.0008442
T = 7 0.092465 0.045490 0.016468 0.0043100 0.0008151
T = 8 0.101290 0.048256 0.016978 0.0043348 0.0008151
T = 9 0.090876 0.045029 0.016414 0.0042998
T = 13 0.090095 0.044894 0.016394
T = 15 0.089984 0.044882
T = 21 0.089963
T = 100 0.089963 0.044882 0.016394 0.0042998 0.0008151
CodeQ9
T = 1 0.089340 0.056646 0.029854 0.0127630 0.0042457
T = 2 0.078041 0.045343 0.021652 0.0083708 0.0026533
T = 3 0.067114 0.032231 0.011263 0.0027026 0.0004697
T = 4 0.064223 0.032616 0.013335 0.0045597 0.0013501
T = 5 0.055957 0.023517 0.006744 0.0013292 0.0001833
T = 6 0.050188 0.020412 0.005796 0.0011347 0.0001552
T = 7 0.049695 0.020945 0.006313 0.0014643 0.0002736
T = 8 0.054915 0.027628 0.011621 0.0041529 0.0012898
T = 9 0.049107 0.020842 0.006527 0.0014290 0.0002403
T = 15 0.032811 0.011623 0.002845 0.0005035 0.00005259
T = 20 0.025392 0.009089 0.002322 0.0004284
T = 35 0.024457 0.008826 0.0022843
T = 41 0.023951 0.008752
T = 46 0.023576
T = 100 0.023576 0.008752 0.0022843 0.0004284 0.00005259
TAB. 3.2 – Taux d’erreur symbole après décodage souple (Viterbi) sur modèle agrégé
avec différents paramètres d’agrégation pour les codes Q7 et Q9.
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3.2 Décodage combiné multi-treillis
3.2.1 Motivation
Dans cette section, un algorithme permettant une réduction de complexité supplémen-
taire sur le modèle agrégé sans altérer les performances de décodage est décrit. L’op-
timalité de cette approche est prouvée pour le taux d’erreur séquence. L’algorithme
proposé est basé sur la propriété mathématique suivante :
Propriété 3.1 Soient T1 et T2 deux entiers premiers entre eux. Alors,
L(S) mod (T1 × T2) = m
⇔
{
L(S) mod T1 = m mod T1
L(S) mod T2 = m mod T2.
(3.5)
Cette propriété va servir à démontrer la propriété suivante :
Propriété 3.2 Soient T1 et T2 deux entiers premiers entre eux et T3 =∆ T1×T2. On note Sˆ1,Sˆ2
et Sˆ3 les estimations de S fournies par l’algorithme de Viterbi sur les treillis de paramètres T1,
T2 et T3 respectivement. On a alors :
Sˆ1 = Sˆ2 ⇒ Sˆ3 = Sˆ1 = Sˆ2. (3.6)
Preuve: Il faut souligner, pour commencer, que la probabilité a posteriori d’une sé-
quence calculée par l’algorithme de Viterbi sur un treillis de paramètre T ne dépend
pas de T . On supposera que si deux séquences ont la même probabilité a posteriori,
une règle subsidiaire est appliquée pour sélectionner une des deux séquences. L’ordre
lexicographique peut par exemple être choisi comme règle. Cette hypothèse permet
d’assurer que le comportement de l’algorithme de Viterbi est déterministe vis à vis de
la séquence estimée. On appelle ST l’ensemble :
ST =∆ {s′ |L(s′)modT = L(S)modT}. (3.7)
ST est composé de toutes les séquences qui vérifient la contrainte de terminaison sur
le treillis de paramètre T . D’après (3.5), si T3 = T1 × T2 avec T1 et T2 deux entiers
premiers entre eux, on peut déduire que
ST3 = ST1 ∩ ST2 , (3.8)
ce qui signifie également que
ST3 ⊆ ST1 . (3.9)
De plus, d’après l’hypothèse Sˆ1 = Sˆ2, on obtient
Sˆ1 ∈ ST3 . (3.10)
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La séquence Sˆ1 estimée par l’algorithme de Viterbi sur le treillis de paramètre T1 véri-
fie







la règle subsidiaire pouvant être appliquée pour la sélection dumaximum a posteriori.

La propriété 3.2 signifie que si une même séquence est sélectionnée par l’algorithme
de Viterbi sur les treillis T1 et T2, alors cette séquence sera également celle estimée sur
le treillis de paramètre T3 = T1 × T2.
3.2.2 Description de l’algorithme
Nous allons maintenant décrire un algorithme appelé algorithme de décodage com-
biné multi-treillis. Cet algorithme exploite le résultat de la propriété 3.2 afin de réduire
la complexité du décodage pour un niveau de performance égal à celui obtenu sur le
treillis de paramètre T1×T2. Le principe de cet algorithme est d’utiliser deux treillis de
paramètres T1 et T2 au lieu du treillis de paramètre T1×T2. Dans ce qui suit, nous sup-
poserons que les entiers T1 et T2 sont premiers entre eux. Le décodage d’une séquence
se déroule comme suit :
1. On applique l’algorithme de Viterbi sur les treillis de paramètre T1 et T2. Ils four-
nissent respectivement les estimées Sˆ1 et Sˆ2.
2. Si Sˆ1 = Sˆ2, Sˆ1 est utilisée comme estimée de la séquence émise S.
3. Sinon, on applique l’algorithme de Viterbi sur le treillis de paramètre T1 × T2.
D’après la propriété 3.2, si une même séquence est sélectionnée sur les treillis T1 et T2,
cette séquence est aussi sélectionnée sur le treillis T1 × T2. Ainsi, les performances en
terme de décodage de l’algorithme décrit ci-dessus seront exactement les mêmes que
les performances sur un treillis de paramètre T1 × T2.
3.2.3 Complexité moyenne de l’algorithme de décodage combiné multi-
treillis
Rappelons d’abord que si T = 1, le treillis agrégé résultant est équivalent au treillis bit
de [Bal97]. Si T ≥ L(S), le treillis agrégé résultant est équivalent au treillis bit/symbole.
Les valeurs intermédiaires de T permettent de doser un compromis entre complexité
et performances de décodage. En utilisant l’approximation de la complexité d’un treillis
Décodage combiné multi-treillis 63
de paramètre T (équation (3.4)), la complexité moyenne Dm de l’algorithme de déco-
dage combiné multi-treillis est donnée par
Dm(T1, T2) = T1Dbal + T2Dbal + ρ(T1, T2)T1 T2Dbal, (3.14)
où ρ(T1, T2) = P(Sˆ1 6= Sˆ2).
L’algorithme de décodage combiné multi-treillis trouve donc son utilité en terme de
complexité si Dm(T1, T2) < T1 T2Dbal, c’est à dire si
ρ < ρ∗ = 1− T1 + T2
T1 × T2 . (3.15)
La complexité de l’algorithme proposé dépend donc de la probabilité ρ(T1, T2) que les
deux estimations qu’apporte l’algorithme de Viterbi sur les treillis T1 et T2 diffèrent.
Cette probabilité décroît lorsque le bruit sur le canal et/ou la longueur de la séquence
diminue(nt). Elle est difficilement estimable, mais on peut néanmoins la calculer empi-
riquement. La figure 3.11 illustre la complexité de l’algorithme de décodage combiné
multi-treillis pour différents CLV et pour les paramètres T1 = 4 et T2 = 5. La valeur de
ρ(T1, T2) utilisée pour calculer cette complexité a été obtenue par simulation. On peut
remarquer que l’algorithme de décodage combiné multi-treillis permet de réduire la
complexité du décodage sur une plage intéressante de rapports signal à bruit. Cet al-
gorithme est néanmoins moins adapté lorsque le bruit sur le canal est très important
puisque les deux treillis vont plus rarement estimer la même séquence.
3.2.4 Optimisation sous contrainte des paramètres T1 et T2
On suppose dans cette section que l’on cherche à atteindre un niveau de performance,
en terme de décodage, équivalent à celui obtenu sur un treillis de paramètre Tc. D’après
l’algorithme de décodage combiné multi-treillis décrit ci-dessus, il est possible d’at-
teindre ce niveau de performance en utilisant deux treillis de paramètres respectifs T1
et T2 premiers entre eux et tels que T1×T2 = Tc. Sans perte de généralité, on peut écrire
T2 sous la forme T2 = T1 +∆T et donc Tc sous la forme Tc = T1 × (T1 +∆T ). On peut
remarquer que les deux variables T1 et∆T suffisent à décrire de manière unique l’en-
semble des couples d’entiers (T1, T2) premiers entre eux et qui vérifient T1 × T2 = Tc.
La probabilité ρ étant une fonction de T1 et T2, elle est de manière équivalente une
fonction de T1 et ∆T . Sous ces conditions, la complexité moyenne de l’algorithme de
décodage combiné multi-treillis de paramètres T1 et T1 +∆T est donnée par
Dm(T1,∆T ) = ρ(T1,∆T )DTc +Dbal(2T1 +∆T ) (3.16)
La quantité ρ(T1,∆T ) représente la probabilité que les treillis de paramètre T1 et T1 +
∆T ne fournissent pas la même estimation, et DTc la complexité du décodage sur un
treillis de paramètre Tc. On suppose ici que cette quantité augmente avec ∆T . Cette




























FIG. 3.11 – Complexité de l’algorithme de décodage combiné multi-treillis en fonction
de Eb/N0 pour les codes C5, C7, C9, C11 et C13 et comparaison avec l’approche classique
pour T1 = 4 et T2 = 5.



























FIG. 3.12 – Complexité de l’algorithme de décodage combiné multi-treillis en fonction
du couple (T1, T2) pour un ρ fixé.
hypothèse peut parfois ne pas être vérifiée pour certaines valeurs de ∆T lorsque le
code considéré présente des propriétés de resynchronisation particulières. Nous ver-
rons par exemple dans le chapitre 4 que cette hypothèse n’est pas toujours vérifiée
pour le code C13. Sous cette hypothèse, nous pouvons néanmoins déduire la propriété
suivante




Dmtd = arg min
T1,T2∈Rp |T1T2=Tc
|T2 − T1|. (3.17)
D’après cette propriété, les couples (T1, T2) de la forme T2 = T1 + 1 sont optimaux en
terme de complexité moyenne de décodage pour un niveau de performance fixé. Ce
résultat est illustré sur la figure 3.12. On a supposé pour cette figure que ρ était fixé.
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3.3 Calcul de la marginale postérieure au niveau symbole sur
le modèle agrégé
Le modèle d’état présenté en début de ce chapitre permet d’approcher les perfor-
mances de décodage obtenues sur un modèle d’état optimal pour une complexité
significativement réduite. En utilisant ce modèle d’état agrégé, et en lui appliquant
un algorithme de décodage adapté, deux mesures de distance peuvent être mini-
misées : le TEB (en utilisant un algorithme de type BCJR [BCJR74] et en marginali-
sant au niveau bit les probabilités a posteriori) et le TESQ (en utilisant l’algorithme
de Viterbi). Sur un modèle d’état optimal (treillis bit symbole [BH00b] pour les CLV
et [GG04] pour les codes QA), la minimisation du TES peut s’effectuer en appliquant
l’algorithme BCJR et en marginalisant les probabilités a posteriori au niveau symbole.
Cette marginalisation s’effectue directement sur le treillis bit/symbole puisque l’hor-
loge symbole est entièrement intégrée dans le modèle. Par contre, si le modèle agrégé
est utilisé, une telle marginalisation au niveau symbole ne peut être effectuée puisque
le modèle ne contient qu’une information sur les valeurs d’horloge symbole modulo le
paramètre d’agrégation T . Le calcul de la marginale symbole a posteriori ne peut donc
être effectué directement sur le modèle agrégé. Afin deminimiser le TES, ou afin d’uti-
liser une structure itérative composée de CLV ou de codes QA (comme dans [KT02]
par exemple), une marginale symbole est nécessaire.
Dans cette section, un algorithme de décodage sur le modèle agrégé permettant de cal-
culer les probabilités a posteriori au niveau symbole est décrit. Cet algorithme procède
en deux étapes. Dans un premier temps, l’algorithme de Viterbi est appliqué sur un
treillis agrégé de paramètre T . Cet algorithme sélectionne une séquence de probabilité
a posteriori maximale. Cette séquence nous permet d’estimer les valeurs d’horloge
symbole tk associées aux différentes valeurs mk de l’horloge symbole modulo T , et
ce à chaque instant bit k. On définit ainsi un ensemble réduit de valeurs d’horloge
symbole possible à chaque instant bit. L’algorithme BCJR est ensuite appliqué sur le
modèle agrégé en assignant à chaque état l’estimation de l’horloge symbole associée.
Les probabilités marginales au niveau symbole sont directement obtenues par l’algo-
rithme BCJR.
L’algorithme permettant de calculer la probabilité marginale au niveau symbole sur
unmodèle agrégé est détaillé dans le reste de cette section. Des résultats de simulation
sont également proposés en fin de section.
3.3.1 Présentation de l’algorithme
On se place sur un treillis de paramètre T ∗η , où η ∈ [0, 1]. Le paramètre T ∗η représente
la plus petite valeur du paramètre d’agrégation T telle que la probabilité que l’algo-
rithme de Viterbi appliqué sur le modèle de paramètre T ∗η sélectionne une séquence
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de symboles de longueur L(S) (i.e., de longueur correcte) soit supérieure ou égale à
1 − η. La façon de calculer la valeur de ce paramètre T ∗η pour un code et un rapport
signal à bruit donnés est détaillée dans le chapitre 4.
La probabilité marginale au niveau symbole peut être directement obtenue à partir
des probabilités a posteriori du couple de variables aléatoires (Nk, Tk). Rappelons que
ces variables aléatoires représentent respectivement l’état du décodeur à l’instant bit
k (noeud interne de l’arbre pour les CLV ou état de l’automate de décodage pour les
codes QA) et les valeurs possibles d’horloge symbole à l’instant bit k. Ces probabilités
a posteriori ne sont pas directement disponibles sur le modèle agrégé. L’algorithme
BCJR appliqué au treillis de paramètre T permet “uniquement” de calculer les pro-
babilités a posteriori des états (Nk,Mk), où Mk représente les valeurs possibles de
l’horloge symbole modulo le paramètre d’agrégation. Afin de calculer les probabilités
a posteriori des couples (Nk, Tk) à partir de celles des couples (Nk,Mk), il est néces-
saire d’estimer les valeurs Tk que peut prendre l’horloge symbole pour chaque valeur
donnée de Mk. Une fois cette estimation réalisée, l’algorithme BCJR permet de faire
une estimation de la probabilité marginale au niveau symbole. Nous verrons dans la
section 3.3.3 que cette estimation est fiable. Plus précisément, l’algorithme proposé se
déroule de la façon suivante.
3.3.1.1 Première étape : correspondance entreMk et Tk
L’algorithme de Viterbi appliqué sur le treillis de paramètre T ∗η sélectionne une sé-
quence d’états {s∗1 = (n∗1,m∗1), . . . , s∗L(X) = (n∗L(X),m∗L(X))} maximisant la probabilité




1 ). La quantité m
∗
k représente la va-
leur prise par la variable aléatoire Mk dans la séquence sélectionnée par l’algorithme
de Viterbi (i.e., la séquence la plus probable). La séquence d’états ci-dessus corres-
pond également à une séquence estimée de bits Xˆ = Xˆ1, . . . , XˆL(X). Une estimation
Sˆ = Sˆ1, . . . , SˆL(S) de la séquence émise est obtenue à partir de Xˆ et de la structure
du code considéré. La séquence Sˆ nous permet d’obtenir une estimation des valeurs
d’horloge symbole tˆk associées à la valeur modulom∗k, et ce pour chaque instant bit k.
Exemple 3.2:
Considérons que l’on souhaite transmettre le message aabaa en utilisant le code Q7.
L’encodage de ce message produit le train binaire 0100. On se place sur le modèle
agrégé de paramètre T = 3. Ce treillis est représenté de manière simplifiée sur la
figure 3.13. Seules les valeurs d’horloge symbole modulo T (soit 0, 1, et 2) sont re-
présentées sur ce treillis. La suite d’états sélectionnée par l’algorithme de Viterbi est
représentée sur ce treillis par des flèches. La première étape de l’algorithme, décrite ci-
dessus, consiste à associer à chacun des états sélectionnés une estimation de la valeur
complète de l’horloge symbole. Pour cela, on utilise la séquence de bits déterminée
par l’algorithme de Viterbi (ici, 0100). Les valeurs estimées de l’horloge symbole pour
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FIG. 3.13 – Estimation de l’horloge symbole pour les états sélectionnés par l’algorithme
de Viterbi.
chacun des états sélectionnés sont représentées au dessus des états sur la figure 3.13.
Le même cheminement est représenté dans le tableau 3.3.
Nous avons donc obtenu pour l’instant une estimation de l’horloge symbole associée
à la valeur modulom∗k, et ce pour chaque instant bit k. Ce n’est pas suffisant pour es-
timer la probabilité marginale au niveau symbole sur le treillis agrégé. Une estimation
de l’horloge symbole pour chaque valeur modulo mk (et non pour m∗k uniquement)
est nécessaire. Pour cela, on va définir pour chaque mk entre 0 et T ∗η − 1, la valeur
ϕ(tˆk,mk) comme la valeur de l’horloge symbole la plus proche de t∗k et congrue à mk
Instants État Symboles Horloge
bit sélectionné décodés symbole estimée
0 0 − 0
1 1 a 1
2 1 a 1
3 0 aab 3
4 2 aabaa 5
TAB. 3.3 – Estimation de l’horloge symbole pour les états sélectionnés par l’algorithme
de Viterbi.
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Instants État État Horloge
bit sélectionné tˆk à traiter symbole estimée
0 0 0 1 1
0 0 0 2 2
1 1 1 0 0
1 1 1 2 2
2 1 1 0 0
2 1 1 2 2
3 0 3 1 4
3 0 3 2 2
4 2 5 0 6
4 2 5 1 4
TAB. 3.4 – Estimation de l’horloge associée aux états restants
modulo T ∗η :
ϕ(tˆk,mk) = tˆk +
⌊






















à prendre ses valeurs dans {0, . . . , T ∗η−
1}. On remarque que lorsquemk = m∗k, on a bien ϕ(tˆk,mk) = tˆk.
En résumé, l’algorithme de Viterbi appliqué sur le modèle agrégé de paramètre T ∗η
permet d’estimer la valeur d’horloge symbole tˆk associée à la valeur symbole modulo
T ∗η prise par la séquence la plus probable, à chaque instant bit de cette séquence. En-
suite, l’équation 3.18 permet de sélectionner à chaque instant bit k, un sous-ensemble
de T ∗η entiers consécutifs centré sur la valeur tˆk.
Exemple 3.3:
L’estimation de l’horloge symbole associée aux états restants, décrite ci-dessus, est re-
présentée pour les mêmes paramètres que l’exemple 3.2 sur la figure 3.14. Les valeurs
estimées de l’horloge symbole pour les états restants sont indiquées au dessus des
états. Un récapitulatif est donné dans le tableau 3.4. Ces estimations ont été obtenues
avec l’équation (3.18).
3.3.1.2 Deuxième étape : obtention de la probabilité marginale au niveau symbole
Nous allons maintenant appliquer l’algorithme BCJR sur le modèle défini par les
couples de variable aléatoire (Nk,Mk). On assigne à chacun de ces couples la valeur
d’horloge symbole ϕ(tˆk,Mk) estimée lors de l’étape 1 décrite ci-dessus. Pour chaque
70 Modèle d’état à complexité réduite pour le décodage souple des CLV et codes QA
0 0 0 0 0
1 1 1 1 1













horloge symbole modulo 3
0 / a
1 /−
0 / ab 0 / aa
0 2 3 41
FIG. 3.14 – Estimation de l’horloge symbole associée aux états restants.
n dans l’ensemble des valeurs possibles de Nk (i.e., le nombre d’états du décodeur)
et pour chaque m ∈ {0, . . . , T ∗η }, les passes avant et arrière de l’algorithme BCJR per-
mettent de calculer les fonctions de probabilité suivantes pour chaque état v = (n,m)
du treillis :
αk(v) = P(Vk = v;Yk1) (3.19)
βk(v) = P(Y
L(X)
k+1 | Vk = v), (3.20)
pour 1 ≤ k ≤ L(X).
Nous allons maintenant définir, pour chaque symbole ai de l’alphabet du code, l’en-
semble τj(ai) composé des paires d’états v = (n,m), v′ = (n′,m′) du treillis telles que
le jème symbole émis par la transition entre v et v′ est égal à ai. Cet ensemble d’états
est directement obtenu à partir de l’arbre d’un CLV ou de l’automate de décodage
d’un code QA. On peut noter que, dans le cas des CLV, les ensembles τj pour j > 1
sont vides. Ainsi, on obtient la probabilité marginale au niveau symbole par la relation
suivante :










où γk(v, v′) est obtenu à partir des observations issues du canal et où T tj (ai) est l’en-
semble des paires d’états (v, v′) dans le treillis telles que (v, v′) ∈ τj(ai) et ϕ(tˆk,m) =
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t− j.
Les deux étapes de l’algorithme proposé ont été, pour des raisons de clarté, décrites
séparément. Cependant, afin de réduire le temps de calcul associé à cet algorithme,
elles peuvent être implémentées en parallèle. En effet, l’algorithme de Viterbi (étape 1)
et la passe avant du BCJR (étape 2) peuvent être réalisées simultanément. Il faut, dans
ce cas, stocker deux mesures différentes pour chaque état du treillis à un instant bit k
donné : max(P(V1, . . . ,Vk;Y k1 )) pour l’algorithme de Viterbi et la probabilité de (3.19)
pour l’algorithme BCJR. Le calcul de la métrique de branche γ peut ainsi n’être réalisé
qu’une fois.
En sélectionnant un intervalle de T ∗η valeurs d’horloge symbole pour chaque instant
bit, certaines probabilités sont surestimées. En effet, un état dans le modèle agrégé
contient les probabilités, non seulement des séquences de longueur ϕ(tˆk,mk), mais
également des séquences de longueur ϕ(tˆk,mk) ± k × T ∗η , k ∈ Z. Cependant, d’après
la définition de T ∗η (4.30), la probabilité qu’une séquence soit désynchronisée de plus





P(∆S = i) < η, (3.22)
où∆S représente la différence entre le nombre de symboles encodés et décodés lorsque
le message original est transmis sur un canal BABG caractérisé par son rapport signal
à bruit Eb/N0. Les probabilités qui seront surestimées en utilisant l’algorithme décrit
dans cette section seront donc très faibles (en simulation, la valeur η = 10−6 est utili-
sée).
3.3.2 Analyse de complexité
Le nombre d’états d’un treillis agrégé de paramètre T ∗η est linéaire avec T
∗
η et avec
la longueur L(X) en bits de la séquence et est environ de T ∗η × L(X) × card(Ωd), où
Ωd représente l’ensemble des états du décodeur. La complexité D(T ∗η ) de l’algorithme
BCJR sur le modèle de paramètre T ∗η est proportionnelle au nombre d’états dumodèle.
Ainsi, D(T ∗η ) = ζ T ∗η × card(Ωd) × L(X), où ζ est une constante. On suppose ici que
la complexité de l’algorithme de Viterbi sur le même modèle est inférieure à celle de
l’algorithme BCJR, comme seule une passe avant est effectuée dans l’algorithme de
Viterbi. On peut donc écrire que la complexité Dpa de l’algorithme proposé dans cette
section vérifie
Dpa ≤ 2 ζ T ∗η × card(N )× L(X). (3.23)
La complexité de l’algorithme proposé est donc inférieure à celle de l’algorithme BCJR
sur le treillis bit/symbole (T = L(S)), méthode classiquement utilisée pour le calcul
de la marginale symbole) à condition que le paramètre T ∗η vérifie T
∗
η ≤ L(S)/2. Nous
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verrons dans le chapitre suivant que pour η = 10−6, le paramètre T ∗η vérifie cette
condition pour la plupart des CLV et des codes QA considérés pour Eb/N0 > 0 dB.
3.3.3 Résultats de simulation
L’algorithme permettant de calculer les probabilités marginales au niveau symbole
a été testé à l’aide de simulations. Nous l’avons appliqué à différents CLV et codes
QA. Les performances de cet algorithme au sens du taux d’erreur symbole ont été
comparées à celles de :
– l’algorithme BCJR appliqué sur le modèle agrégé de paramètre T ∗η et calculant les
probabilités marginales au niveau bit. La séquence bits transmise est estimée en
prenant une décision dure sur les probabilités a posteriori sur les bits calculées par
le BCJR. Puis, un décodeur standard CLV/QA est utilisée pour estimer la séquence
de symboles
– l’algorithme de Viterbi sur le modèle agrégé de paramètre T ∗η .
Les résultats de cette section sont donnés en terme de TES calculé avec la distance
de Hamming normalisée entre les séquences transmises et estimées. La longueur de
référence pour le calcul du TES est la longueur de la séquence transmise. Les éventuels
symboles manquants ou supplémentaires sont considérés comme erronés.
Les performances en terme de taux d’erreur symboles en fonction du rapport signal à
bruit pour le code Q7 sont représentées sur la figure 3.15. La valeur de η a été choisie
ici égale à 10−6, et le paramètre T ∗η a été ajusté en fonction. Les valeurs de T
∗
η appar-
tiennent à l’intervalle [25, 141]. Les séquences utilisées pour ces simulations sont de
longueur L(S) = 300 symboles. Les performances de l’algorithme BCJR sur le modèle
complet (T = L(S)) ne sont pas représentées sur cette figure car ce sont exactement
les mêmes que celles de l’algorithme proposé. On peut également remarquer que les
performances de l’algorithme de Viterbi correspondent à celles de la première étape
de l’algorithme proposé.
Les mêmes résultats pour les codes C5, C10 et Q9 sont représentés dans le tableau 3.5.
Ces résultats ont été obtenus pour des séquences de L(S) = 100 symboles. Pour η =
10−6, le paramètre T ∗η est optimal, c’est à dire que les performances de ces codes sur le
modèle agrégé de paramètre T ∗η sont les mêmes que celles sur le modèle optimal. Les
valeurs de ce paramètre optimal sont également reportées dans le tableau.
L’impact du paramètre d’agrégation sur les performances de l’algorithme proposé a
été également étudié. La figure 3.16 représente le TES en fonction de T pour le code C10
et un rapport signal à bruit de 5 dB. Les valeurs de T sur cette figure correspondent
à η ∈ [10−6, 10−1]. On peut donc remarquer l’impact de η sur les performances de
l’algorithme. Plus η est faible, plus précise est l’estimation de l’horloge symbole (cor-
respondant à la première étape de l’algorithme), et meilleurs seront les résultats à la
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FIG. 3.15 – Taux d’erreur symbole pour le code Q7 en fonction du rapport signal à
bruit pour différentes techniques de décodage
Eb/N0(dB) 0 1 2 3 4 5 6 7
Code C10
Viterbi 0.5896460 0.5394457 0.4613242 0.3393017 0.1829289 0.0615358 0.0124061 0.0016876
BCJR bit 0.6521376 0.6221372 0.5681771 0.4567565 0.2593654 0.0828331 0.0148831 0.0017665
Algorithme proposé 0.5096099 0.4722298 0.4129241 0.3130139 0.1741670 0.0597935 0.0123041 0.0016345
T ∗η 43 39 34 30 25 21 16 12
Code C5
Viterbi 0.3572242 0.2781811 0.1944515 0.1161866 0.057206 0.0228583 0.0074904 0.0020121
BCJR bit 0.4198277 0.336879 0.2382734 0.1409759 0.0666855 0.0250575 0.0076668 0.0020160
Algorithme proposé 0.3324591 0.2620679 0.1851243 0.1125048 0.0563842 0.0227737 0.0074707 0.0020085
T ∗η 15 12 10 9 8 6 5 4
CodeQ9
Viterbi 0.1466013 0.1326017 0.1103956 0.0773081 0.0397315 0.0140524 0.0030577 0.0004332
BCJR bit 0.1628432 0.1531363 0.1353369 0.1016360 0.0545963 0.0175466 0.0034213 0.0004613
Algorithme proposé 0.1035528 0.0931538 0.0848605 0.0674245 0.0380343 0.0133155 0.0029066 0.0004297
T ∗η 49 44 39 33 28 22 17 11
TAB. 3.5 – Taux d’erreur symbole en fonction du rapport signal à bruit pour les codes
C5, C10 et Q9 pour trois techniques de décodage différentes.
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FIG. 3.16 – Taux d’erreur symbole pour le code C10 en fonction de T pour différentes
techniques de décodage
fin de la deuxième étape. La ligne BCJR symbole optimal correspond au TES obtenu
sur le treillis complet bit/symbole.
Dans les schémas de décodage itératif, une information extrinsèque sur les probabi-
lités des symboles est échangée. Les probabilités extrinsèques sont calculées à partir
des probabilités a posteriori issues de l’algorithme de décodage. Nous avons donc
évalué la qualité des probabilités a posteriori issues de l’algorithme proposé et l’avons
comparé à celles issues de l’algorithme BCJR sur treillis bit/symbole, ainsi qu’à celles
issues de l’algorithme de Viterbi à sorties souples (SOVA) [Bat87][LC97]. L’algorithme
SOVA est une extension de l’algorithme de Viterbi afin qu’il puisse calculer les pro-
babilités a posteriori sur chacun des symboles de la séquence décodée. Pour compa-
rer ces trois algorithmes de décodage, nous avons calculé la probabilité a posteriori
moyenne des symboles de la séquence originale. On appellera cette mesure indice de
confiance moyen sur les symboles. En d’autres termes, nous avons calculé l’indice de
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Eb/N0(dB) 0 1 2 3 4 5 6 7
CodeQ7
SOVA 0.7006647 0.7372412 0.7814617 0.8303492 0.8756119 0.9088100 0.9291074 0.9415482
Algorithme proposé 0.7204538 0.7615880 0.8142597 0.8761704 0.9352687 0.9755301 0.9934656 0.9987168
BCJR symbole 0.7204547 0.7616008 0.8142599 0.8762152 0.9353449 0.9755583 0.9935396 0.9987495
TAB. 3.6 – Indices de confiance moyens au niveau symbole en fonction de Eb/N0 issus
de différents algorithmes de décodage.






P(Sk|Y L(X)1 ), (3.24)
où les termes P(Sk|Y L(X)1 ) correspondent à la probabilité a posteriori issue de l’algo-
rithme de décodage considéré. La mesure de cet indice de confiance est indiquée dans
le tableau 3.6 pour le codeQ7 et pour différentes valeurs du rapport signal à bruit. On
peut remarquer dans ce tableau que l’utilisation de l’algorithme proposé pour calculer
les probabilités marginales au niveau symbole n’affecte que très peu la qualité de la
probabilité a posteriori par rapport au décodage optimal sur le treillis bit/symbole.
On remarque également que l’indice de confiance moyen issu de l’algorithme SOVA
est bien inférieur à celui issu de l’algorithme proposé dans cette section.
3.4 Décodage souple avec information adjacente
Les codes entropiques, comme les CLV ou codes QA sont très sensibles au bruit du ca-
nal à cause de la désynchronisation que peuvent engendrer les erreurs bits. Une quan-
tité très importante de symboles peuvent être décodés en erreur à cause d’une simple
erreur bit. C’est pourquoi, comme nous l’avons vu dans le chapitre 2, de nombreux
auteurs se sont penchés sur le problème de décodage souple et d’ajout d’information
adjacente afin de rendre les codes entropiques plus robustes à la transmission. Nous
proposons dans cette section une technique d’ajout d’information adjacente pour le
décodage souple des CLV ou des codes QA. Cette information adjacente se trouve
sous la forme de contraintes de longueur, référençant de multiples instants du proces-
sus de décodage, afin de favoriser la resynchronisation du décodeur à ces instants.
Nous avons vu dans les sections précédentes que la contrainte de terminaison sur un
treillis de type bit/symbole ou agrégé permet d’améliorer les performances de déco-
dage. Cette contrainte de terminaison représente un coût en terme de débit. Sur le
treillis bit/symbole, ⌈log2(L(S))⌉ bits sont nécessaires pour représenter le nombre de
symboles émis. Sur le treillis agrégé, la contrainte de terminaison représente ⌈log2(T )⌉
bits. Nous proposons dans cette section une méthode permettant d’améliorer les per-
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formances des codes en introduisant des contraintes de longueur à différents instants
du décodage. Principalement, deux approches sont utilisées : une première approche
consiste à utiliser différemment les bits de la contrainte de terminaison et la deuxième
consiste à introduire un taux fixé d’information adjacente au décodeur. La première
approche sera comparée en termes de résultats à l’approche classique utilisant une
contrainte de terminaison à la fin du processus de décodage, alors que la deuxième
approche sera comparée à des techniques usuelles d’amélioration de la robustesse des
codes.
Dans la suite, nous appellerons contrainte de longueur une contrainte sur le nombre
de symboles décodés à un instant bit donné et nous appellerons contrainte de termi-
naison la contrainte de longueur au dernier instant bit. La contrainte de terminaison
assure la resynchronisation du décodeur aux deux extrémités du message. Par contre,
comme on peut le voir dans [KT05], celle-ci a très peu d’impact en terme de synchro-
nisation au milieu du message. Les erreurs symboles se produisent beaucoup plus
souvent au milieu qu’en ses deux extrémités.
Dans cette section, nous allons d’abord étudier l’impact de la position d’une contrainte
de longueur sur les performances en terme de décodage. Puis, nous proposerons une
stratégie pour remplacer une unique contrainte de longueur par plusieurs contraintes
plus faibles (en terme de quantité d’information), placées à différents instants bits du
processus de décodage. Ces contraintes augmentent les probabilités des séquences
synchronisées, améliorant ainsi les performances de décodage. Ensuite, nous utilise-
rons cette méthode afin d’introduire de la redondance, sous la forme d’information
adjacente, au décodeur. Cette approche est une alternative aux CLV réversibles ou au
code QA avec symbole interdit. Cependant, la redondance introduite selon l’approche
proposée n’est pas insérée dans le train binaire. La redondance peut donc être ajoutée
de façon beaucoup plus flexible.
3.4.1 Impact de la position d’une contrainte de longueur
Une contrainte de longueur sur le treillis agrégé invalide les séquences pour lesquelles
le nombre de symboles décodés modulo T (Mk) à un instant bit k donné diffère d’une
certaine valeur mk. Toutes les séquences qui ne passent pas par les états du treillis
tels que Mk = mk ne sont pas considérées. Une telle contrainte peut être exploitée à
la fin du décodage, en tant que contrainte de terminaison. Dans ce cas, la contrainte
devient ML(X) = L(S)mod T . La quantité d’information nécessaire pour la signaler
au décodeur est de l’ordre de ν = ⌈log2(T )⌉ bits d’information. Dans le reste de cette
section, nous allons optimiser l’usage de ces ν bits d’information.
Nous allons considérer le fait qu’une contrainte de longueur peut être exploitée à des
instants bits intermédiaires k = 1, . . . , L(X), aidant ainsi le décodeur à resynchroni-
ser à ces instants. Le TES dépend en fait de la position relative de la contrainte de
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FIG. 3.17 – Taux d’erreur symbole pour le code C5 en fonction de la position relative
d’une contrainte totale.
longueur sur le modèle agrégé. Le TES en fonction de la position relative d’une con-
trainte de longueur pour le code C5 est représenté sur la figure 3.17. Il a été obtenu par
l’algorithme de Viterbi appliqué sur les modèles de paramètre T = 2 et T = 8 et pour
un rapport signal à bruit de 3 dB. La position relative optimale de la contrainte de lon-
gueur se situe à 0.6 pour T = 2 et 0.79 pour T = 8. Pour ces positions de contrainte,
le TES obtenu est plus faible que lorsque la contrainte est placée à la fin. Il faut noter
que pour les CLV, la contrainte du noeud racine est utilisée à la fin. En effet, on sait
qu’après le dernier bit, le décodeur doit forcément se trouver dans le noeud racine de
l’arbre du CLV. Étant donné que la contrainte de longueur est plus forte (en terme de
quantité d’information) que la contrainte du noeud racine, la position optimale de la
contrainte de longueur est supérieure à 0.5 et augmente avec la valeur de T , comme
on peut le remarquer sur la figure 3.17. Les mêmes simulations ont été réalisées pour
le code QA Q7 pour T = 3 et T = 7 lorsque le rapport signal à bruit est égal à 5 dB.
Les résultats sont présentés sur la figure 3.18. Les positions relatives optimales sont
0.80 pour T = 3 et 0.82 pour T = 7. Globalement, les positions optimales pour les
codes QA sont toujours plus proches de 1 que pour les CLV. Ceci s’explique principa-
lement par le fait que, contrairement au CLV, les codes QA ne peuvent pas utiliser la
contrainte du noeud racine. Ainsi, seule la contrainte de longueur est disponible pour
ces codes.
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FIG. 3.18 – Taux d’erreur symbole pour le code Q7 en fonction de la position relative
d’une contrainte totale.
3.4.2 Utilisation de contraintes de longueur partielles
Une contrainte de longueur sur le modèle agrégé peut être séparée et répartie tout
au long du processus de décodage. Une contrainte est dite partielle si on ne donne au
décodeur qu’une partie de la représentation binaire de mk. Plus généralement, si on
ne donne que ω bits de la représentation de mk (ν bits), la contrainte partielle par-
titionne l’ensemble ΓT = {0, . . . , T − 1} des valeurs possibles de l’horloge symbole
modulo T en 2ω sous-ensembles de cardinal 2ν−ω. Par exemple, les partitions de ΓT=8
correspondant respectivement au premier, second et dernier bit de mk sont données
par
P1 = {{0, 1, 2, 3}, {4, 5, 6, 7}},
P2 = {{0, 1, 4, 5}, {2, 3, 6, 7}},
P3 = {{0, 2, 4, 6}, {1, 3, 5, 7}}.
Pour un taux fixé d’information adjacente, l’utilisation de contraintes partielles permet
d’augmenter la fréquence de celles-ci, afin de lutter contre la désynchronisation en
plusieurs endroits pendant le décodage.
Il faut maintenant déterminer le type de contraintes à utiliser, à quelle fréquence, et à
quels instants, afin d’obtenir un TES le plus faible possible. Une telle configuration op-
timale dépend du rapport signal à bruit, du paramètre T du modèle agrégé et du code
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considéré. Pour trouver une telle configuration optimale un algorithme de type recuit
simulé permet d’obtenir la configuration optimale pour un ensemble de paramètres
fixés.
Exemple 3.4: On suppose dans cet exemple que T = 8. On dispose de 3 bits d’informa-
tion adjacente. Nous allons utiliser le code C5 avec Eb/N0 = 3 dB et le code Q7 avec
Eb/N0 = 6 dB. Supposons que l’on place 3 contraintes partielles de 1 bit plutôt que
la contrainte totale de 3 bits. Ces trois contraintes peuvent être positionnées à diffé-
rents endroits et trois configurations sont possibles pour chacune de ces contraintes
(P1,P2 ou P3). Dans le tableau 3.7 sont reportés les TES associés à différents position-
nements et configurations de ces contraintes partielles pour le code C5. La dernière
ligne de ce tableau correspond à la solution optimale obtenue avec l’algorithme de
recuit simulé. Le TES associé à cette configuration optimale est de 0.092272. Le TES
associé au placement optimal d’une contrainte totale est de 0.111325. On obtient donc
de meilleurs performances en utilisant 3 contraintes partielles de 1 bit plutôt qu’une
contrainte totale de 3 bits à condition d’utiliser la solution optimale donnée par l’algo-
rithme de recuit simulé. Les mêmes simulations ont été réalisées pour le code QA Q7.
Les résultats sont présentés dans le tableau 3.8. L’algorithme de recuit simulé permet
cette fois encore de trouver la configuration optimale, et ainsi d’obtenir un meilleur
TES que la solution classique qui consiste à utiliser une contrainte de terminaison.
L’occurrence moyenne des erreurs symboles en fonction de leur position à l’intérieur
du message est représentée sur la figure 3.19 pour le code Q7 et pour 3 techniques
différentes d’utilisation des bits référençant des contraintes de longueur : la contrainte
de terminaison classique, une contrainte totale placée en position optimale (d’après les
résultats de 3.4.1), et la configuration optimale de 3 contraintes partielles. Ces résultats
ont été obtenus sur le modèle agrégé de paramètre T = 8 et pour un rapport signal à
bruit de 6 dB. On peut remarquer que dans le cas où une contrainte de terminaison est
utilisée, les premiers et derniers symboles du message sont rarement erronés en com-
paraison avec le reste des symboles. L’utilisation de contraintes partielles en plusieurs
endroits permet de protéger le message en ces endroits et ainsi de limiter la propaga-
tion des erreurs dues à la désynchronisation du décodeur. En utilisant des contraintes
partielles, les erreurs sont réparties de manière quasi-uniforme à l’intérieur du mes-
sage, et sont moins nombreuses qu’en utilisant les autres méthodes présentées.
3.4.3 Décodage robuste avec information adjacente
Afin d’améliorer la robustesse des CLV ou des codes QA, plusieurs techniques ont été
proposées dans la littérature, notamment l’utilisation de CLV réversibles [TWM95],
l’introduction d’un SI à l’encodage des codes QA [BCI+97] ou encore l’utilisation de
marqueurs de synchronisation à l’intérieur du train binaire [GG04]. Dans cette section,
une méthode alternative est proposée afin d’introduire de la redondance, qui peut être
vue comme de l’information adjacente sur le message à transmettre. Cette information



























Contrainte totale au meilleur positionnement (3 bits)
Contrainte de terminaison (3 bits)
Meilleure configuration pour 3 contraintes de 1 bit
FIG. 3.19 – Occurrence des erreurs symboles en fonction de leurs positions pour le
code Q7, T = 8 et Eb/N0 = 6 dB.
Positions relatives des contraintes partielles Partitions TESQ
0.45 0.70 0.90 P3 P3 P3 0.119660
0.45 0.70 0.90 P3 P3 P2 0.099410
0.45 0.70 0.90 P3 P2 P3 0.093786
0.45 0.70 0.90 P2 P2 P2 0.123442
0.45 0.70 0.90 P3 P2 P1 0.120153
0.45 0.70 1.00 P3 P3 P3 0.120066
0.45 0.70 1.00 P3 P3 P2 0.101525
0.45 0.70 1.00 P3 P2 P3 0.097617
0.45 0.70 1.00 P2 P2 P2 0.127222
0.45 0.70 1.00 P3 P2 P1 0.109124
0.40 0.65 0.95 P3 P3 P3 0.115764
0.40 0.65 0.95 P3 P3 P2 0.102030
0.40 0.65 0.95 P3 P2 P3 0.098405
0.40 0.65 0.95 P2 P2 P2 0.125231
0.40 0.65 0.95 P3 P2 P1 0.109208
0.42 0.70 0.82 P3 P2 P3 0.092272
TAB. 3.7 – Positionnements et configurations de 3 contraintes partielles de 1 bit et les
taux d’erreur séqueces associés pour le code C5, Eb/N0 = 3 dB et T = 8.
Décodage souple avec information adjacente 81
Positions relatives des contraintes partielles Partitions TES
0.40 0.64 0.88 P3 P3 P3 0.0138598
0.40 0.64 0.88 P3 P3 P2 0.0085099
0.40 0.64 0.88 P2 P3 P2 0.0057394
0.40 0.64 0.88 P3 P2 P1 0.0054139
0.40 0.64 0.88 P3 P2 P2 0.0053022
0.42 0.66 0.84 P3 P3 P3 0.0139033
0.42 0.66 0.84 P3 P3 P2 0.0057883
0.42 0.66 0.84 P2 P3 P2 0.0043527
0.42 0.66 0.84 P3 P2 P1 0.0055276
0.42 0.66 0.84 P3 P2 P2 0.0045336
0.44 0.66 0.82 P3 P3 P3 0.0144611
0.44 0.66 0.82 P3 P3 P2 0.0056628
0.44 0.66 0.82 P2 P3 P2 0.0045738
0.44 0.66 0.82 P3 P2 P1 0.0054556
0.44 0.66 0.82 P3 P2 P2 0.0047592
0.40 0.71 0.99 P2 P3 P2 0.0029031
TAB. 3.8 – Positionnements et configurations de 3 contraintes partielles de 1 bit et les
taux d’erreur symboles associés pour le code Q7, Eb/N0 = 5 dB et T = 8.
adjacente se trouve sous la forme de contraintes partielles associées au message origi-
nal. Ainsi que nous l’avons vu dans cette section, il est préférable d’utiliser plusieurs
contraintes partielles plutôt qu’une contrainte totale, à condition que la position et la
configuration des contraintes soient choisies de façon idoine.
Considérons une séquence de L(S) symboles à transmettre. Cette séquence est enco-
dée à l’aide d’un CLV ou d’un code QA de taux de compression Rc. La longueur en
bit du train binaire obtenu est notée L(X) comme précédemment. Afin d’atteindre un
taux de transmission désiré Rt (Rt > Rq), νb = ⌊(Rt − Rq) × L(S)⌋ bits d’informa-
tion adjacente sont utilisés pour générer des contraintes partielles utilisables par le
décodeur. En se basant sur les résultats de cette section, νb contraintes partielles de
1 bit sont utilisées. Ces νb contraintes sont données aux positions bits uniformément
réparties {⌊k×L(X)/νb⌋, 1 ≤ k ≤ νb}. Les bits d’information adjacente référençant les
contraintes partielles sont transmis indépendamment du message binaire, et peuvent
ainsi être protégés ou non contre le bruit issu du canal.
3.4.3.1 Comparaison en termes de performances avec des approches classiques
La méthode présentée ci-dessus permettant de fournir de l’information adjacente sous
forme de contraintes de longueur au décodeur de CLV ou de codes QA a été comparée
en termes de performances de décodage à des approches plus classiques introduisant
de la redondance dans les trains binaires à longueurs variables. Tout d’abord, deux
codes QA avec SI ont été considérés, nommés respectivement QFS7 et QFS8 . Ces codes
sont adaptés des codesQ7 etQ8 définis respectivement pour les probabilités de source
P (a) = 0.7 et P (a) = 0.8. La probabilité de l’intervalle correspondant au SI associée à
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ces codes est égale à 0.1. Les automates de ces codes ont été construits selon laméthode
présentée dans [BJWK06]. Les longueurs de description moyenne des codes Q7 et Q8
sont respectivement égales à edl7 = 0.890 et edl8 = 0.733. Celles des codes QFS7 et
QFS8 sont égales à edlFS7 = 1.074 et edlFS8 = 1.045 respectivement. Ainsi, pour compa-
rer impartialement les performances obtenues avecQ7 etQFS7 , ⌊(edlFS7 −edl7)×L(S)⌋
bits d’information adjacente ont été introduits sous la forme de contraintes partielles
de longueur . De façon similaire, ⌊(edlFS8 − edl8) × L(S)⌋ bits supplémentaires ont
été introduits pour comparer Q8 et QFS8 . Deux situations ont été considérées pour la
transmission de ces bits d’information adjacentes : ils sont soit protégés par un code
correcteur (moyennant une hausse du débit), soit ils subissent le bruit issu du canal
au même titre que le train binaire original.
Les performances de ces deux stratégies de décodage, pour les codes Q7 et QFS7 sont
représentées sur la figure 3.20, et sur la figure 3.21 pour les codes Q8 et QFS8 . Ces ré-
sultats ont été obtenus pour 105 réalisations conjointes de la source et du canal pour
des séquences de L(S) = 100 symboles. L’algorithme de Viterbi a été appliqué sur
le treillis agrégé de paramètre T = 8 pour calculer le taux d’erreur symbole moyen
en sortie du décodeur. On peut remarquer que pour ces deux séries de résultats, la
technique proposée atteint de meilleurs performances que celle basée sur un SI, et ce
même dans le cas où les bits d’information adjacente ne sont pas protégés contre le
bruit du canal. Il est intéressant de noter également que cette possibilité de protéger
les bits d’information adjacente représente une flexibilité supplémentaire qui ne peut
pas être appliquée avec un code QA utilisant un SI.
De la même façon, nous avons comparé les performances du CLV C10 avec son CLV ré-
versible CR10 associé. Le code CR10 a été crée selon la méthode présentée dans [TWM95].
La redondance apportée par le caractère réversible du code CR10 est de 0.1 bits par sym-
boles. Ainsi, pour des séquences de 100 symboles, 10 bits d’information adjacente ont
été introduits pour le décodage de C10. Les résultats sont présentés sur la figure 3.22.
Cette fois encore, la méthode proposée est plus efficace en termes de performances de
décodage.
3.5 Conclusion
Un nouveaumodèle d’état pour le décodage souple des CLV et des codes QA a été pré-
senté dans ce chapitre. Ce modèle d’état est défini par un paramètre T permettant de
doser un compromis entre la complexité et les performances de décodage. Ce modèle
permet d’atteindre les performances obtenues sur le treillis bit/symbole à condition
de choisir le paramètre d’agrégation de façon appropriée.
Un algorithme de décodage combiné multi-treillis a également été présenté. Cet al-




















1Q7 information adjacente non prote´ge´eQ7 information adjacente prote´ge´e
FIG. 3.20 – Taux d’erreur symbole en fonction de Eb/N0 pour les codes Q7 et QFS7 . Le
taux de transmission est de 1.074 bits par symbole.
de performance équivalent, en utilisant deux treillis de plus petite taille, au lieu d’un
treillis de plus grande taille.
Puis, nous avons proposé un algorithme d’estimation des probabilités marginales au
niveau symbole sur le modèle agrégé. Ces probabilités ne peuvent en effet être obte-
nues directement sur ce modèle. L’algorithme proposé se déroule en deux étapes. Une
étude de complexité a été présentée, montrant que cet algorithme est avantageux com-
parativement à un algorithme classique de type BCJR s’appliquant sur modèle d’état
complet.
Enfin, un schéma de décodage souple avec information adjacente a été présenté dans
ce chapitre. L’information adjacente se présente sous la forme de contraintes de lon-
gueur partielles référençant plusieurs instants bit dans le processus de décodage. Ces
contraintes permettent de protéger la synchronisation tout au long du décodage. Des
résultats de simulation ontmontré que cette approche permettait d’atteindre demeilleures
performances que les approches classiques d’ajout de redondance.
Dans le chapitre suivant, nous allons analyser de manière théorique les performances
des codes sur le modèle agrégé. Pour cela, nous allons utiliser les propriétés de resyn-
chronisation des codes pour quantifier la quantité d’information disponible au déco-


















2Q9 information adjacente non prote´ge´eQ9 information adjacente prote´ge´e
FIG. 3.21 – Taux d’erreur symbole en fonction de Eb/N0 pour les codes Q8 et QFS8 . Le
taux de transmission est de 1.045 bits par symbole.
deur sur un modèle de paramètre T . Nous verrons alors qu’il est possible de prévoir
les variations de performances des codes en fonction de T , ainsi que d’estimer la va-




















Rapport signal à bruit
Information adjaçente protégée
Information adjaçente non protégée
CLV reversible
FIG. 3.22 – Taux d’erreur symbole en fonction de Eb/N0 pour les codes C10 et CR10. Le
taux de transmission est de 2.3 bits par symbole.
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Chapitre 4
Lien entre les propriétés de
resynchronisation des codes et les
performances sur modèle agrégé
“Celui-là est très-très-très bon, Valérie”
Didier Bourdon
À l’intérieur d’un train binaire issu de l’encodage d’une séquence de symboles par un
CLV ou un code QA, les séparations entre les mots de code dépendent de la séquence
source originale. Ces séparations ne sont pas connues par le décodeur si aucune in-
formation supplémentaire (autre que le train binaire en lui-même) ne lui est fourni.
Cette caractéristique des codes à longueur variable les rend très sensibles aux erreurs
de transmission. En effet, même une simple erreur bit peut provoquer une désynchro-
nisation au niveau du décodeur, et de forts taux d’erreur symboles en sortie.
Prenons par exemple un code à longueur variable utilisé dans [MR85]. Ce code est
illustré sur la figure 4.1. On envoie le message constitué des symboles a1 a4 a3 a2 a3. Le
train binaire associé à ce message est 00 110 10 01 10. Si le troisième bit de ce train bi-
naire est inversé par le canal, la séquence de symboles décodés sera alors a1 a2 a2 a1 a4.
Les états de l’encodeur et du décodeur associés à cet exemple sont représentés dans le
tableau 4.1. L’encodeur et le décodeur se désynchronisent sous l’effet de l’erreur bit, et
ne se resynchronisent que 8 bits après cette erreur. L’erreur bit s’est donc propagée et
a engendré le remplacement de la séquence a1 a4 a3 a2 a3 par a1 a2 a2 a1 a4, entraînant
donc 4 erreurs symboles.
Supposonsmaintenant qu’une erreur bit se produise en septième position dans le train
binaire de ce même message. Dans le tableau 4.2, sont représentés les états de l’enco-
deur et du décodeur associés à cette transmission. Dans ce cas, la séquence a1 a4 a4 a4
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sera décodée. Ainsi, la séquence décodée comporte moins de symboles que la sé-
quence originale. La resynchronisation entre l’encodeur et le décodeur n’est, dans ce
cas, pas du même type que lors de l’exemple ci-dessus puisqu’a également eu lieu un
décalage de l’horloge symbole (on a ici “perdu” un symbole).
Ces deux exemples illustrent les deux types de resynchronisation qu’il convient de
distinguer :
– Resynchronisation forte [KN00] : l’encodeur et le décodeur sont à nouveau dans le
même état (pas de décalage de l’horloge symbole)
– Resynchronisation faible [KN00] : l’encodeur et le décodeur sont dans le même état
interne de l’arbre, mais le nombre de symboles décodés est différent du nombre de
symbole encodés.
Deux quantités apparaissent donc pour l’analyse des propriétés de resynchronisation
des CLV :
1. la longueur de propagation d’une erreur bit
2. la différence entre le nombre de symboles encodés et décodés.
Dans [MR85], les auteurs ont proposé une méthode pour calculer l’espérance de la
longueur de propagation d’une erreur bit (appelée expected error span par les auteurs).
Dans ce qui suit, nous appellerons Es la variable aléatoire représentant la longueur de
propagation d’une erreur bit. Sa moyenne sera appelée MEPL (Mean Error Propagation
Length) comme dans [ZZ02] et sa variance VEPL (Variance of Error Propagation Length).
Dans [ML87], les auteurs ont étendu la méthode de Maxted et Robinson afin de calcu-
ler le VEPL d’un code. Les auteurs de [SD95] ont ensuite adapté la méthode proposée
dans [MR85] afin de calculer la densité de probabilité (ddp) de la variable aléatoire
représentant la différence entre le nombre de symboles encodés et décodés suite à une
erreur bit. Nous appellerons cette quantité gain/loss et la représenterons par la variable
∆S dans tout ce qui suit.
Dans ce chapitre, les méthodes permettant de calculer le MEPL et la loi de probabilité
du gain/loss pour un code donné seront présentées. Ces méthodes ont été établies pour
des CLV, et dans le cas où une seule erreur bit se produit lors de la transmission. Elles
sont basées sur le calcul d’une fonction de transfert sur un diagramme d’état appelé er-
ror state diagram (ESD). Une approche alternative a été proposée dans [ZZ02], utilisant
un calcul matriciel. Ces différentes méthodes seront détaillées dans ce chapitre. Les
auteurs de [ZZ02] ont montré que le MEPL permettait de refléter les performances
des CLV lorsqu’un décodage dur est appliqué au décodeur. Plus le MEPL est élevé,
moins un CLV est robuste en termes de performances de décodage. Cependant, cette
variable n’est pas adaptée si un décodage souple avec contrainte de longueur est ap-
pliqué au décodeur.
Les méthodes de calcul du MEPL et de la loi de probabilité de ∆S ont été créées pour



















FIG. 4.1 – Code à longueur variable proposé dans [MR85]
les CLV. Afin d’analyser les performances des codes QA après décodage souple sur le
modèle agrégé, nous allons d’abord proposer une extension des méthodes de [MR85]
et [SD95] afin de calculer le MEPL et la loi de probabilité de ∆S pour les codes QA.
Cette extension a été presentée dans [MJG08b]. Pour ce faire, un nouveau type d’ESD
a été créé.
Le calcul de la ddp de ∆S selon la méthode de [SD95] n’est valable que lorsqu’une
seule erreur bit se produit. Pour évaluer les propriétés de resynchronisation des codes
sur un canal de type BABG, il est nécessaire de calculer la ddp de∆S lorsque de mul-
tiples erreurs se produisent. Nous proposons dans ce chapitre une méthode d’estima-
tion de la ddp de ∆S lorsque le train binaire est émis sur un canal binaire symétrique
(CBS).
Dans la dernière partie de ce chapitre, nous montrerons que la ddp de ∆S permet
d’analyser les performances des codes sur le modèle agrégé présenté dans le cha-
pitre 3. Cette analyse a été proposée dans [MJG07]. Nous verrons notamment que
l’on peut prévoir quelles valeurs du paramètre T d’agrégation sont à éviter pour un
code donné. Nous dériverons également une borne supérieure sur la valeur de T per-
mettant d’approcher les performances du modèle optimal.
4.1 Calcul de l’espérance de Es pour les CLV
Pour calculer l’espérance de la longueur de propagation d’une erreur bit, les auteurs
de [MR85] ont modélisé à l’aide d’un diagramme le comportement du décodeur sui-
vant une erreur bit. Ce diagramme est appelé error state diagram (ESD). Il est com-
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Symbole État interne Bit Bit État interne Symbole
émis de l’encodeur émis reçu du décodeur décodé
n0 0 0 n0
a1 nε 0 0 nε a1
n1 1 0 n0
n11 1 1 nε a2
a4 nε 0 0 n0
n1 1 1 nε a2
a3 nε 0 0 n0
n0 0 0 nε a1
a2 nε 1 1 n1
n1 1 1 n11
a3 nε 0 0 nε a4
TAB. 4.1 – Propagation d’une erreur bit avec resynchronisation forte
posé des état internes de l’arbre du CLV, ainsi que de deux états supplémentaires nl
et ns représentant respectivement la perte de synchronisation et la resynchronisation.
A l’aide de ce diagramme, sont représentées toutes les réalisations possibles de l’état
du décodeur lorsque l’encodeur est dans le noeud racine de l’arbre. L’état ns corres-
pond à un retour de l’automate d’encodage et de celui de décodage au noeud racine
nε. Lorsque cet état est atteint, le décodeur est donc resynchronisé avec l’encodeur.
Cependant, cet état ne correspond pas forcément à une resynchronisation forte. En ef-
fet, le nombre de symboles décodés pendant la désynchronisation peut être différent
du nombre de symboles encodés. Les transitions entre les états de ce diagramme cor-
respondent à l’émission d’un symbole. Les probabilités de ces transitions sont donc
calculées à l’aide de la loi de probabilité de la source.
4.1.1 Élaboration de l’error state diagram
L’état initial de l’ ESD est l’état nl. Cet état est en fait le noeud racine de l’arbre du CLV
juste avant que l’erreur bit n’intervienne dans le train binaire. Ainsi, on considère que
le mot de code associé au prochain symbole reçu comporte une erreur bit. Cette erreur
bit peut avoir deux répercussions différentes dans l’ESD :
1. l’erreur dans le mot de code du symbole courant l’a transformé en un autre (ou
d’autres) mot(s) de code valide(s)
2. l’erreur dans le mot de code courant l’a transformé en un mot de code invalide
(préfixe ou mot(s) de code suivi(s) d’un préfixe).
Le premier cas décrit ci-dessus interviendra par exemple si le deuxième bit du symbole
a1 du code C1 (Fig. 4.1) est erroné. En effet, dans ce cas le symbole a2 sera décodé à
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Symbole État interne Bit Bit État interne Symbole
émis de l’encodeur émis reçu du décodeur décodé
n0 0 0 n0
a1 nε 0 0 nε a1
n1 1 1 n1
n11 1 1 n11
a4 nε 0 0 nε a4
n1 1 1 n1
a3 nε 0 1 n11
n0 0 0 nε a4
a2 nε 1 1 n1
n1 1 1 n11
a3 nε 0 0 nε a4
TAB. 4.2 – Propagation d’une erreur bit avec resynchronisation faible
la place d’a1 et le décodeur sera dans le noeud nε (il y a eu resynchronisation). Si,
par contre, le deuxième bit du symbole a4 est erroné (les bits 1 0 1 sont transmis au
décodeur), le symbole a3 est décodé (bits 1 0) mais le décodeur sera dans l’état n1. En
effet, le bit 1 restant ne correspond pas à un mot de code valide.
Ainsi, à la suite du décodage du mot de code erroné, le décodeur sera soit dans un
des états interne de l’arbre du CLV nα1 , nα2 , . . . (cas 2 ci dessus), soit dans l’état de
resynchronisation ns (cas 1 ci dessus).
Exemple 4.1: Les transitions partant de l’état initial nl pour le code C1 sont indiquées
dans le tableau 4.3. Tous les motifs d’erreur possibles dans un mot de code ont été
considérés, ainsi que la probabilité de la transition associée. Ces probabilités sont
égales à la probabilité du mot de code sur lequel l’erreur se produit divisée par la lon-
gueur de description moyenne du code (ici 2.2). En regroupant les transitions arrivant
dans le même état, on obtient en partant de nl quatre transitions possibles décrites
dans le tableau 4.4.
Il est ensuite nécessaire de calculer les transitions partant de tous les états de l’ESD
atteints à partit de nl, hormis l’état ns qui correspond à la resynchronisation du déco-
deur. Dans un état nαi , le préfixe αi n’a pas encore été décodé. Ce préfixe précédera
donc les bits du prochain mot de code. Il y a autant de transitions possibles partant
d’un état nαi dans l’ESD que de symboles dans l’alphabet du code. Les transitions
arrivant dans un même état du diagramme sont toutefois regroupées.
Exemple 4.2: Le tableau 4.5 détaille le calcul des probabilités des transitions partant de
l’état n11. Être dans l’état n11 signifie que les bits 11 n’ont pas encore été décodés et
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Mot de code Bit erroné État atteint Probabilité de transition
00 1 ns 4/22
00 2 ns 4/22
01 1 n11 2/22
01 2 ns 2/22
10 1 ns 2/22
10 2 n11 2/22
110 1 n0 1/22
110 2 n0 1/22
110 3 ns 1/22
111 1 n1 1/22
111 2 n1 1/22
111 3 ns 1/22
TAB. 4.3 – Élaboration des transitions initiales du diagramme pour le code C1





TAB. 4.4 – Probabilités des transitions partant de nl
donc qu’ils précéderont les bits du mot de code suivant. On obtient par exemple
P(n11 → n0) = P(a1) + P(a3) = 0.6 (4.1)
Ce processus est répété pour tous les états d’erreur du diagramme. L’ESD associé au
code C1 est représenté sur la figure 4.2. Nous allons maintenant voir comment calculer
l’error span à partir d’un tel diagramme.
4.1.2 Calcul de l’espérance de Es
Chaque transition dans l’ESD correspond à l’encodage d’un symbole du message ori-
ginal. Ainsi, le nombre de transitions effectuées entre l’état nl et l’état ns est égal au
nombre de symboles source sur lesquels l’erreur s’est propagée. Pour calculer l’espé-
rance de Es, Maxted et Robinson ont multiplié chaque probabilité de transition par
une variable indéterminée z, qui correspond à l’envoi d’un symbole de source sur
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État Mot de code Train binaire Symboles État
d’erreur suivant résultant décodés suivant
11 00 1100 a4 n0
11 01 1101 a4 n1
11 10 1110 a5 n0
11 110 11110 a5a3 ns
11 111 11111 a5 n11
TAB. 4.5 – Probabilité des transitions partant de n11.
chaque transition. Ainsi la fonction de transfert du diagramme entre nl et ns est un
polynôme G de la variable z dont les coefficients de zk sont égaux aux probabilités
que le CLV considéré resynchronise exactement i symboles de source après l’erreur de






où gk = P(Es = k).




k P(Es = k), (4.3)
ce qui correspond à la longueur moyenne de propagation d’une erreur bit. Par consé-
quent, la dérivée en 1 de ce polynôme est égale à l’expected error span. Le calcul de cette
quantité nécessite donc celui de la fonction de transfert du diagramme. Cette fonction
de transfert peut se calculer en utilisant la formule de Mason [Mas56], ou par réduc-
tion de graphes. Ce calcul n’étant pas systématique, la méthode matricielle suivante
présente l’avantage d’être plus rapide et directe.
4.1.3 Méthode matricielle
La méthode matricielle de calcul de l’espérance de Es est basée sur les résultats pré-
sentés dans [ZZ02]. Elle se différencie de la méthode de [MR85] uniquement pour le
calcul de l’espérance de Es. L’ESD nécessite d’être construit de la même manière que





P(nl → nl) P(nα1 → nl) · · · P(ns → nl)





P(nl → ns) P(nα1 → ns) · · · P(ns → ns)

 (4.4)



































FIG. 4.2 – ESD associé au code C1
Notez que les probabilités de transition dans cette matrice comportent leur étiquetage
(ici z) afin de calculer l’espérance de Es. Appelons hki,j(z) l’élément placé à la ligne
i et à la colonne j de la matrice Hk. hki,j(z) représente la probabilité d’aller de l’état
nαi à l’état nαj en k étapes, i.e. après décodage de k symboles source dans le cas pré-
sent. L’élément en haut et à droite de Hk est noté hk(z). Il représente la probabilité
d’aller de nl à ns après décodage de k symboles sources. Ainsi, le polynôme G(z) de





Si la matrice (I − H), où I est la matrice identité de mêmes dimensions que H , est
inversible, alors G(z) est également l’élément situé en haut à droite de la matrice (I −
H)−1.
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Le polynôme G(z) est alors :
G(z) =
z(175− 35z + 36z2)
11(z − 5)2 (4.6)
Remarquez que G(1) = 1, ce qui signifie que la probabilité que le code C1 se resyn-
chronise après une erreur bit est égale à 1. L’espérance de Es est obtenue en dérivant
G(z) et en évaluant sa dérivée pour z = 1.
Es = 301/176 = 1.7102 (4.7)
L’espérance de la longueur de propagation d’une erreur simple est un critère de per-
formance des CLV lorsqu’un décodage dur est appliqué au décodeur[ZZ02]. Plus Es
est faible, meilleures sont les performances en terme de résistance aux erreurs (pour le
TES) du CLV considéré.
Remarque 4.1 La longueur moyenne de propagation d’une erreur bit telle que nous venons
de la calculer représente le nombre moyen de symboles source sur lesquels l’erreur se propage.
La méthode présentée ci-dessus permet également de calculer le nombre moyen de symboles
décodés sur lesquels l’erreur se propage. Pour cela, la variable z sur chacune des transitions
de l’ESD doit être modifiée en zi ou i est égal au nombre de symboles décodés par chacune des
transitions.
4.2 Calcul de la ddp de ∆S pour les CLV
Les travaux présentés dans la section précédente, initiés en grande partie dans [MR85],
ne permettent pas de calculer la ddp de la variable aléatoire∆S, représentant la diffé-
rence entre le nombre de symboles encodés et décodés. Swaszek et Di Cicco dans [SD95]
ont étendu la méthode présentée ci-dessus afin de calculer la ddp de∆S pour un CLV
donné, et dans le cas où une seule erreur bit interviendrait dans le train binaire reçu
par le décodeur. La méthode proposée dans [SD95] est détaillée dans cette section. Elle
est également basée sur la construction d’un error state diagram (ou de la représentation
matricielle de celui-ci). Cependant, afin de garder une trace d’un possible décalage
entre le nombre de symbole encodés et décodés le long du diagramme, l’étiquetage
des transitions a été modifié. En effet, ces transitions sont maintenant étiquetées par
une variable indéterminée yj , où l’exposant est égal au nombre de symboles décodés
supplémentaires (positif ou négatif) sur la transition correspondante.
Dans le tableau 4.6, l’exposant j associé aux transitions partant de n11 est indiqué.
Pour chaque transition, il est égal à 1 moins le nombre de symboles décodés sur cette
transition (le nombre de symbole encodés sur une transition est toujours égal à 1 pour
l’ESD d’un CLV).
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État Mot de code Train binaire Symboles État Exposant
d’erreur suivant résultant décodés suivant j
11 00 1100 a4 n0 j = 1− 1 = 0
11 01 1101 a4 n1 j = 1− 1 = 0
11 10 1110 a5 n0 j = 1− 1 = 0
11 110 11110 a5a3 ns j = 1− 2 = −1
11 111 11111 a5 n11 j = 1− 1 = 0
TAB. 4.6 – Calcul de l’exposant j associé aux transitions partants de n11.
En utilisant cet étiquetage des transitions, la fonction de transfert du diagramme entre







hi = P(∆S = i). (4.9)
Rappelons que ces coefficients hi représentent la ddp de ∆S dans le cas où une seule
erreur bit intervient dans le message.
Exemple 4.4: L’ESD associé au code C1 pour le calcul de la ddp de ∆S est indiqué sur
la figure 4.3. Le calcul de la fonction de transfert de ce diagramme permet d’obtenir
H(y) = 0.0992y−1 + 0.8350 + 0.0658y, (4.10)
ce qui signifie également :


P(∆S = −1) = 0.1023
P(∆S = 0) = 0.8352
P(∆S = 1) = 0.0625.
(4.11)
Par conséquent, le code C1 présente une forte probabilité de resynchronisation forte
suite à une erreur bit. Il est à noter également qu’une erreur ne peut provoquer un
décalage de l’horloge que d’au plus 1 symbole en valeur absolue.
Nous venons donc de voir les méthodes permettant de calculer la MEPL et la ddp de
la variable ∆S pour les CLV et dans le cas où une seule erreur bit intervient lors de
la transmission. Dans la section 4.3, nous allons étendre ces résultats afin de pouvoir
calculer ces deux quantités pour des codes QA.



































FIG. 4.3 – ESD associé au code C1 pour le calcul de la d.d.p de∆S
4.3 Propriétés de synchronisation des codes quasi-arithmétique
Il a été expliqué dans le chapitre 2 que les codes QA pouvaient se mettre sous la forme
d’automates (ou de machines à états finis), au même titre que les CLV. Cependant, les
méthodes proposées dans [MR85] et [SD95] pour calculer respectivement l’espérance
de la longueur de propagation d’une erreur bit et la ddp de la variable∆S ne peuvent
s’appliquer directement pour les codes QA. En effet, les arbres de CLV (de la même
façon les automates des CLV) présentent la particularité d’avoir une transition vers
le noeud racine nǫ à chaque symbole encodé (ou décodé). Cette particularité des CLV
est exploitée pour construire l’ESD qui a été présenté dans les sections 4.1 et 4.2. En
effet, chaque transition dans l’ESD correspond à une émission de symboles (et donc à
un retour de l’automate d’encodage au noeud racine de l’arbre). Il suffit donc que le
décodeur se trouve dans le noeud nǫ après décodage d’un symbole pour que l’enco-
deur et le décodeur soient resynchronisés. Les automates de codes QA ne présentent
pas cette particularité, l’automate ne revenant pas forcément dans le même état après
chaque symbole émis. Dans cette section, nous présenterons un nouveau type d’ESD
adapté pour le calcul des propriétés de resynchronisation des codes QA, ainsi que la
méthode pour calculer l’espérance de la longueur de propagation d’une erreur bit et
la ddp de∆S pour un code QA donné.
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4.3.1 Error state diagram adapté aux codes QA
Dans le chapitre 2, nous avons montré comment un code QA pouvait se mettre sous la
forme d’une machine à états finis (ou d’un automate). Plus précisément, un code QA
peut être défini par deux automates : un pour l’encodage et un pour le décodage. Dans
cette section, l’automate de décodage des codes QA sera utilisé afin de dériver un ESD
adapté à ces codes. Rappelons que l’automate de décodage d’un code QA est un en-
semble d’états Ωd = {β0, . . . , βNd−1}. Les transitions entre ces états comportent un bit
en entrée et un ou plusieurs symboles en sortie. Une transition peut également ne pas
comporter de symboles en sortie, une telle transition est appelée transition muette.
Des exemples d’automate de décodage de codes QA ont été donnés dans le chapitre 2.
Nous nous plaçons dans le cas où une seule erreur bit intervient dans le train binaire.
Nous allons considérer que les messages X et Y, correspondant respectivement au
message transmis et au message reçu, diffèrent à la position kp. Cela signifie que le




k ) le couple de variables aléa-
toires représentant l’état de l’automate de décodage après décodage des k premiers
bits de X et Y respectivement. Les réalisations de ce couple de variables aléatoires
sont notées (nXk , n
Y
k ). L’erreur bit dans le train binaire Y intervenant à la position kp,
nous avons :
∀k < kp, nXk = nYk . (4.12)
L’erreur bit en position kp dans Y peut éventuellement provoquer nXkp 6= nYkp , c’est à
dire la désynchronisation du décodeur. La resynchronisation aura lieu à la position bit
kr, kr étant défini comme
kr = min
kp≤ k≤L(X)
k |nXk = nYk (4.13)
L’ESD adapté aux codes QA représente toutes les réalisations possibles du couple
(nXk , n
Y
k ) à partir de l’erreur bit (instant bit kp − 1) jusqu’à la resynchronisation. La
resynchronisation du décodeur sera différente selon l’état dans lequel est l’automate
de décodage au moment où l’erreur bit intervient. Il est ainsi nécessaire de construire
Nd diagrammes, soit un pour chaque élément de l’ensembleΩd des états de l’automate
de décodage. L’état nl (état représentant la perte de synchronisation) qui apparaît dans
les ESD adaptés aux CLV est représenté pour les codes QA par l’état βi, βi ∈ Ωd. Les
états finaux du diagramme adapté aux codes QA (représentants la resynchronisation)
sont les états du type (βi, βi), βi ∈ Ωd. Il y a ainsi autant d’états finaux possibles dans
le diagramme que d’états dans l’automate de décodage du code QA. Quand un de ces
états finaux est atteint, le décodeur est resynchronisé.
Exemple 4.5: Les transitions de l’ESD d’état initial β0 associé au codeQ7 ainsi que leurs
probabilités sont représentées dans le tableau 4.7. L’ESD correspondant est représenté
sur la figure 4.4. On peut remarquer que si une erreur bit intervient dans l’état β0 du
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État du diagramme Bit envoyé Bit reçu État suivant Probabilité
β0 0 1 (β1, β2) p
β0 1 0 (β2, β1) 1− p
(β1, β2) 0 0 (β1, β1) p
2
(β1, β2) 1 1 (β3, β4) 1− p2
(β2, β1) 0 0 (β1, β1) p
2
(β2, β1) 1 1 (β4, β3) 1− p2
(β3, β4) 0 0 (β2, β2) p/(1 + p)
(β3, β4) 1 1 (β0, β0) 1/(1 + p)
(β4, β3) 0 0 (β2, β2) p/(1 + p)
(β4, β3) 1 1 (β0, β0) 1/(1 + p)
TAB. 4.7 – Transitions et probabilités de transitions pour l’ESD d’état initial β0
décodeur du codeQ7, la resynchronisation aura lieu aumaximum 3 bits après l’erreur.
4.3.2 Calcul de la d.d.p de ∆S pour les codes QA
En utilisant un ESD adapté aux codes QA, le calcul de la ddp de ∆S est inspiré de la
méthode proposée pour les CLV par les auteurs de [SD95]. Les probabilités de tran-
sitions sur l’ESD sont étiquetées avec la variable indéterminée yj , où l’exposant j re-
présente la différence entre le nombre de symboles encodés et décodés le long de cette
transition. Cet exposant peut être, comme pour les CLV, positif ou négatif. Sur l’ESD
de la figure 4.4, les exposants sur chaque transition sont égaux à 0. Cela signifie que,
pour le codeQ7, si une erreur bit intervient alors que le décodeur se trouve dans l’état
β0, la resynchronisation sera forte (∆S sera toujours égal à 0). Cette particularité n’est
pas forcément vraie si l’erreur intervient dans un autre état du décodeur.
En suivant la méthode expliquée ci-dessus, Nd diagrammes sont construits (un pour
chaque état du décodeur). Pour βj ∈ Ωd, la fonction de transfert entre βj et S de l’ESD







Cette fonction de transfert est calculée de la même façon que pour les CLV. La mé-
thode matricielle présentée dans la section 4.1 peut également être utilisée. D’après la
définition de l’ESD, les coefficients gβj ,k de Gβj sont égaux à P(∆S = k|NXkp−1 = βj).










kp−1 = βj). (4.15)





















FIG. 4.4 – ESD d’état initial β0 associé au code Q7
Les probabilités P(NXkp−1 = βj) sont calculées à partir du vecteur propre associé à la
valeur propre 1 de la matrice de transition de l’automate de décodage, comme expli-
qué dans le chapitre 2. D’après la définition du polynôme G, les coefficients gk sont
égaux à P(∆S = k).
Remarque 4.2 La longueur moyenne de propagation d’une erreur bit peut également être cal-
culée pour les codes QA en utilisant l’ESD présenté dans cette section. Pour cela, l’étiquetage
des transitions doit être remplacé par zj
′
, où l’exposant j′ est égal au nombre de symboles
décodés sur la transition correspondante. La méthode présentée dans le section 4.1 s’applique
ensuite afin de calculer la valeur moyenne de Es.
Nous venons donc de présenter un nouveau type d’ESD adapté aux codes QA et qui
permet de calculer leurs propriétés de resynchronisation. Nous pouvons donc main-
tenant calculer pour un code QA donné, l’espérance de la longueur de propagation
d’une erreur bit, ainsi que la densité de probabilité de ∆S suite à une erreur bit.
Afin d’analyser les performances de décodage des CLV et des codes QA sur le modèle
d’état agrégé présenté dans le chapitre 3, il nous est nécessaire d’avoir une estima-
tion de la ddp de ∆S dans le cas où le train binaire original est transmis sur un CBS,
caractérisé par sa probabilité de transition pi.
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4.4 Estimation de la ddp de ∆S sur un CBS
Dans cette section, nous proposons une méthode d’estimation de la ddp de ∆S dans
le cas où le train binaire issu de l’encodage d’un message de L(S) symboles par un
CLV ou un code QA est transmis sur un CBS de probabilité de transition pi. Pour faire
ce calcul, nous supposerons que le décodeur utilise une information dure sur les bits
reçus (de façon identique au calcul pour une erreur bit présenté ci-dessus). Ainsi, cette
estimation est également valide pour un canal BABG caractérisé par son rapport signal






Le message original, composé de L(S) symboles, est encodé par un CLV ou un code
QA en un message binaire X de L(X) bits. X est transmis sur un CBS de probabilité
de transition pi. Le décodeur dispose du message Y en sortie du CBS. On appelle E
la variable aléatoire correspondant au nombre d’erreurs bit dans le train binaire Y .
∀e ∈ N, on a :
P(E = e) =
∑
i∈N
P(E = e |L(X) = i)P(L(X) = i). (4.16)
La probabilité P(E = e |L(X) = i) est fonction uniquement de la probabilité pi de
transition du CBS et peut s’écrire :




pie (1− pi)i−e si e ≤ i
0 sie > i.
(4.17)
Pour calculer la loi de probabilité de la variable aléatoire E, il faut également calculer
les probabilités P(L(X) = i). Si un code à longueur variable est utilisé à l’encodage, la
probabilité P(L(X) = i) s’obtient directement à partir des probabilités de la source et
de la structure du code. En revanche, cette probabilité ne peut pas se calculer directe-
ment pour un code QA. Une estimation de cette probabilité est proposée ci-dessous.
4.4.1 Estimation de la ddp de L(X) pour un code QA
Le calcul de la longueur de description moyenne d’un code QA est proposé dans
[Gor94]. Nous allons l’utiliser pour estimer la ddp de L(X). On appelle, pour tout état
αi dans l’ensemble Ωe des états de l’automate d’encodage du code QA, lαi le nombre
moyen de bits émis par les transitions issues de l’état αi. lαi est égal à :
lαi = P(a)× oαi,a + (1− P(a))× oαi,b, (4.18)
où oαi,a et oαi,b représentent le nombre de bits émis par les transitions issues de αi
générées par les symboles a et b respectivement. Ainsi, la longueur de description
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Pour l’estimation de la ddp de L(X), on va supposer que cette densité de probabilité
est une densité de type gaussienne de moyenne l×L(S) et dont la variance est estimée
ci-après. En notant
v2αi =
∆ p× (oαi,a − l)2 + (1− p)× (oαi,b − l)2, (4.20)





La d.d.p de L(X) est ainsi approchée par une densité gaussienne de moyenne l×L(S)
et de variance v × L(S).
4.4.2 Estimation de la ddp de ∆S sur un CBS
Nous avons à présent tous les termes nécessaires pour calculer la densité de proba-
bilité de la variable aléatoire E (4.16). Le terme P(E = e |L(X) = i) se calcule en
utilisant (4.17) pour les CLV ainsi que pour les codes QA. Le terme P(L(X) = i) se
calcule pour les CLV en utilisant la structure du code et les probabilités de la source,
et s’estime comme expliqué précédemment pour les codes QA.
Pour estimer la ddp de ∆S sur un CBS, nous allons faire l’hypothèse que le déco-
deur se resynchronise toujours entre une erreur bit et la suivante. Cette hypothèse est
d’autant moins restrictive que l’espérance de Es du code considéré est faible et que pi
est faible. Sous cette hypothèse, la variable aléatoire∆S est indépendemment affectée






i =∆ (G(z))e, (4.22)
les coefficients gi,e de Ge vérifient :
gi,e = P(∆S = i |E = e). (4.23)
Remarque 4.3 Le polynôme Ge | e=1 correspond aux polynômes de (4.8) et (4.15)









où le terme P(E = e) est calculé à partir de (4.16), et dépend uniquement de la proba-








P(∆S = i |E = e)P(E = e) (4.26)
= P(∆S = i). (4.27)
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Une estimation de la ddp de ∆S sur un CBS peut donc être réalisée en utilisant la
méthode décrite ci-dessus. Cette méthode a été appliquée aux différents CLV et codes
QA présentés dans le chapitre 2.
Exemple 4.6: L’estimation de la d.d.p de ∆S pour le code C5 et pour un rapport signal
à bruit Eb/N0 = 5dB est la suivante :


P(∆S ≤ −4) = 0.0000002
P(∆S = −3) = 0.0000235
P(∆S = −2) = 0.0013201
P(∆S = −1) = 0.0493389
P(∆S = 0) = 0.9186664
P(∆S = 1) = 0.0301524
P(∆S = 2) = 0.0004930
P(∆S = 3) = 0.0000053
P(∆S ≥ 4) = 0.0000001.
(4.28)
Ces estimations ont été obtenues pour L(S) = 100 symboles. Les valeurs obtenues par
simulation sont très proches des valeurs estimées :


P(∆S ≤ −4) = 0.0000002
P(∆S = −3) = 0.0000207
P(∆S = −2) = 0.0012587
P(∆S = −1) = 0.0500770
P(∆S = 0) = 0.9185508
P(∆S = 1) = 0.0296306
P(∆S = 2) = 0.0004578
P(∆S = 3) = 0.0000041
P(∆S ≥ 4) = 0.0000001
(4.29)
Ces valeurs ont été obtenues en moyennant 107 réalisations conjointes de la source
et du canal. Les valeurs estimées et simulées de la ddp de ∆S pour le code Q7 et un
rapport signal à bruit Eb/N0 = 4dB sont illustrées sur la figure 4.5. L’estimation de
la ddp de ∆S est également très proche des valeurs simulées. On peut tout de même
remarquer que pour le code Q7, les probabilités que ∆S soit impaire sont nulles en
théorie (une erreur bit ne peut produire qu’un décalage paire de symboles pour ce
code). Les valeurs obtenues par simulation ne sont pas exactement nulles. Il peut se
produire un décalage impair de symboles lorsqu’une erreur bit arrive vers la fin du
train binaire. Dans ce cas là, il se peut que la resynchronisation n’ait pas lieu avant la
fin de la transmission, produisant des décalages impairs de symbole.
Nous venons donc de voir comment estimer la ddp de ∆S sur un CBS. Cette estima-
tion est valable pour les CLV (en utilisant l’ESD classique [MR85]) et pour les codes
QA (en utilisant l’ESD étendu présenté dans ce chapitre [MJG08b]).
Dans la suite de ce chapitre, nous allons montrer que la ddp de∆S est un outil qui per-
met de comparer les performances des CLV dans le cas où un décodage souple avec
contrainte de terminaison est utilisé au décodeur. Dans [ZZ02], il est montré que si un
















FIG. 4.5 – Valeurs estimées et simulées de la ddp de ∆S : Code Q7, Eb/N0 = 4 dB
décodage dur est utilisé au décodeur, la valeur moyenne de Es permet de comparer
les performances des CLV. Par contre, ces critères ne sont plus adaptés lorsqu’un dé-
codage souple avec contrainte de terminaison est appliqué au décodeur. On montrera
également que la ddp de∆S permet d’analyser les performances des CLV et codes QA
sur le modèle d’état agrégé présenté dans le chapitre 3. On verra en particulier qu’il est
possible de calculer une borne supérieure sur la valeur optimale du paramètre d’agré-
gation T , et de prévoir la pertinence du choix de T pour un code donné et un rapport
signal à bruit donné.
4.5 Pseudo-degré et critères de sélection des CLV
4.5.1 Pseudo-degré d’un code
Les polynômes issus du calcul de la ddp de ∆S peuvent être de degré infini si l’ESD
comporte des boucles modifiant le décalage symbole. Néanmoins, pour de tels poly-
nômes, les coefficients de zk et de z−k tendent vers 0 lorsque k tend vers l’infini. Nous
allons définir le pseudo-degré d’un polynôme représentant la ddp de ∆S de la façon
suivante :
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Code dη P(∆S = 0) H(∆S) MEPL[ZZ02] VEPL[ZZ02] DLN TEB TESQ
C1 3 0.9185 0.499 3.89256 34.721 0.00877 0.00193 0.34053
C2 4 0.9005 0.578 2.02273 2.003 0.00632 0.00191 0.33641
C3 4 0.8971 0.595 2.06061 2.107 0.00626 0.00192 0.33636
C4 4 0.8913 0.608 4.07692 27.800 0.00759 0.00177 0.31548
C5 3 0.9187 0.497 1.71023 1.200 0.00586 0.00194 0.34296
C6 4 0.8996 0.578 3.54546 18.854 0.00758 0.00182 0.32368
C7 5 0.7088 1.287 1.55556 0.370 0.00619 0.00154 0.21849
C8 10 0.7006 1.553 2.34861 2.045 0.00646 0.00134 0.19543
C9 9 0.6703 1.632 1.95707 1.025 0.00571 0.00123 0.16739
C10 36 0.6401 2.267 6.18182 36.231 0.00483 0.00074 0.10354
C11 8 0.8797 0.655 1.85227 2.233 0.00614 0.00183 0.32219
C12 8 0.8882 0.620 1.71678 1.506 0.00617 0.00187 0.32951
C13 8 0.8860 0.634 1.79798 1.914 0.00615 0.00182 0.32142
C14 8 0.8957 0.599 2.03104 2.952 0.00666 0.00186 0.32698
C15 8 0.8941 0.610 2.20321 4.144 0.00685 0.00189 0.33244
C16 6 0.9044 0.564 1.98086 2.615 0.00672 0.00193 0.33829
TAB. 4.8 – Pseudo-degrés dη pour η = 10−6, critères proposés, critères de [ZZ02], et
performances de décodage sur le treillis bit-symbole pour Eb/N0 = 6db, et L(S) =
100.
Définition 4.1 Soit η une probabilité. Le pseudo-degré de précision η du polynôme G˜ de coef-







g˜i < η, (4.30)
où les coefficients g˜i sont issus de (4.27).
D’après cette définition, on a :
P(∆S ∈ {−dη, ..., dη}) > 1− η (4.31)
L’intervalle Dη = {−dη, ..., dη} représente l’intervalle typique de désynchronisation
d’un code (avec une précision η). Cet intervalle dépend du code (CLV ou QA) et du
rapport signal à bruit du canal.
Exemple 4.7: En utilisant la ddp du code C5 pour Eb/N0 = 6 dB (cf exemple 4.6), le
pseudo-degré de précision η = 10−6 du code C5 est égal à dη = 3 puisque P(|∆S| ≥
3) > 10−6 et P(|∆S| ≥ 4) < 10−6. Les pseudo-degrés des CLV C1 à C16 pour un rapport
signal à bruit de 6 dB sont donnés dans la deuxième colonne du tableau 4.8.
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4.5.2 Critères de sélection des CLV en décodage souple
L’espérance et la variance de la longueur moyenne de propagation d’une erreur bit
sont de bons critères pour comparer les performances des CLV dans le cas où un dé-
codage dur est appliqué au décodeur [ZZ02]. Un CLV est d’autant plus robuste aux
erreurs issues du canal que les deux quantités MEPL et VEPL sont faibles. Nous allons
montrer dans cette section que ces deux quantités ne sont plus adaptées pour refléter
les performances des CLV lorsqu’un décodage souple avec contrainte de terminaison
est appliqué au décodeur. Par contre, nous verrons que la ddp de ∆S permet de four-
nir deux critères pour comparer les performances des CLV pour ce type de décodage.
Nous allons pour cela considérer le schéma de transmission suivant. Des séquences de
L(S) symboles issues de la source, sont encodées par un CLV. Le train binaire résul-
tant, de longueur L(X), est modulé par une modulation BPSK. Les bits sont transmis
sur canal BABG de rapport signal à bruit Eb/N0. Le décodeur réalise une estimation
du type Maximum a Posteriori sur le treillis bit/symbole présenté dans le chapitre 2.
Nous supposons de plus que le décodeur utilise une contrainte de terminaison sur la
longueur de la séquence émise. En d’autres termes, L(S) est connu par le décodeur.
Cette contrainte de terminaison élimine pendant le décodage toutes les séquences qui
ne contiennent pas L(S) symboles, c’est à dire toutes les séquences de L(X) bits qui
ne vérifient pas la contrainte ∆S = 0. En adoptant ce schéma de transmission, le dé-
codeur dispose de deux types d’information outre les observations issues du canal : la
redondance résiduelle du CLV et l’information apportée par la contrainte de terminai-
son. La redondance résiduelle du CLV est donnée par la différence entre la longueur
de description moyenne du CLV et l’entropie de la source. L’information apportée par
la contrainte de terminaison est elle donnée par l’entropie de la ddp de la variable
aléatoire ∆S. On va considérer des CLV de même longueur de description moyenne,
c’est à dire dont la redondance résiduelle n’impacte pas les différences de performance
des codes entre eux. Pour les codes C1 à C16, la redondance résiduelle est 0.0781 bits
d’information.
La ddp de ∆S nous permet de calculer les deux quantités suivantes :
– la probabilité P(∆S = 0) d’avoir une resynchronisation forte
– l’entropie H(∆S).
Si la probabilité P(∆S) = 0 est faible, le nombre de séquences désynchronisées (au
sens du nombre de symboles) qui vont être éliminées par la contrainte de terminai-
son sera élevé, augmentant ainsi la probabilité de corriger les erreurs issues du canal.
L’entropie H(∆S) représente la quantité d’information apportée par la contrainte de
terminaison sur le treillis bit/symbole. Ces deux quantités, issues du calcul de la ddp
de ∆S, représentent donc des critères pour comparer les performances des CLV lors-
qu’un décodage souple avec contrainte de terminaison est appliqué au décodeur. Les
valeurs de ces deux critères pour les codes C1 à C16 sont indiquées dans le tableau 4.8,
Pseudo-degré et critères de sélection des CLV 107
Code dη P(∆S = 0) H(∆S) TEB TESQ
L(S) = 500
C5 5 0.67565 1.39229 0.002210 0.90012
C7 9 0.30597 2.49437 0.002200 0.84090
C10 40 0.13111 4.38846 0.001687 0.64636
L(S) = 1000
C5 7 0.49590 1.91479 0.002290 0.99062
C7 14 0.19019 3.00963 0.002275 0.98422
C10 40 0.03215 4.97712 0.001899 0.92838
TAB. 4.9 – Pseudo-degrés dη pour η = 10−6, critères proposés, critères de [ZZ02], et
performance de décodage pour Eb/N0 = 6db, et L(S) = 500 et L(S) = 1000.
ainsi que les valeurs de MEPL et VEPL pour ces mêmes codes. Les performances de
décodage de ces codes sont également indiquées dans le tableau. Trois différentes
mesures de performance ont été considérées : la distance de Levenshtein normalisée
(DLN) [Lev66], le TEB au sens de la distance de Hamming et le TESQ. Parmi tous
ces codes, le code C10 est celui dont la MEPL et la VEPL sont les plus élevées. On peut
donc s’attendre à ce que ce code soit le moins performant. Cependant, cette conclusion
ne peut être tirée que lorsqu’un décodage dur est appliqué au décodeur. En effet, les
critères proposés (P(∆S = 0) et H(∆S)) sont ici mieux appropriés pour analyser les
performance des codes. Le code C10 est celui dont P(∆S = 0) est la plus faible et dont
l’entropie H(∆S) est la plus forte. C’est aussi le code qui présente les meilleurs per-
formances pour les trois mesures considérées. De façon similaire, le moins bon code
en terme de performance est le code C5. Ce code a la probabilité P(∆S = 0) la plus
élevée et l’entropie H(∆S) la plus faible. Les mêmes observations peuvent être faites
pour des séquences plus longues, comme indiqué dans le tableau 4.5.2.
La même analyse a été réalisée pour une source avec un alphabet plus grand. Nous
avons utilisé l’alphabet anglais, ainsi que trois codes qui lui sont associé dans [MR85]
et [SD95]. La source et les codes considérés sont représentés dans le tableau 4.5.2. Ces
codes ont une longueur de description moyenne de 4.1557 bits par symboles source.
Dans le tableau 4.5.2, sont indiquées les valeurs de P(∆S = 0) et de H(∆S) pour ces
trois codes, ainsi que les valeurs deMEPL et de VEPL et les performances de décodage
de ces codes. Le code C17 est le moins bon code selon les critères MEPL et VEPL, mais
le meilleur selon les critères P(∆S = 0) et H(∆S) ainsi qu’en terme de performance
de décodage.
108 Propriétés de resynchronisation - Performances sur modèle agrégé
Code ASCII Probabilité C17[MR85] C18[MR85] C19[SD95]
A 0.08833733 0000 0100 0100
B 0.01267680 011111 111101 000101
C 0.02081665 11111 11100 01100
D 0.04376834 00010 10110 01101
E 0.14878569 001 000 100
F 0.02455297 11100 11010 00011
G 0.01521216 011101 111011 001100
H 0.05831331 1000 1000 1100
I 0.05644515 1001 1001 1111
J 0.00080064 111010101 111111110 001110100
K 0.00867360 1110100 1111110 0011100
L 0.04123298 00011 10111 00100
M 0.02361889 11110 11011 01110
N 0.06498532 0110 0111 0101
O 0.07245796 0100 0101 1101
P 0.02575393 10111 11001 01111
Q 0.00080064 1110101000 1111111110 0011101010
R 0.06872164 0101 0110 0000
S 0.05537763 1010 1010 1110
T 0.09354149 110 001 101
U 0.02762209 10110 11000 00101
V 0.01160928 111011 111110 001111
W 0.01868161 011100 111010 001101
X 0.00146784 11101011 11111110 00111011
Y 0.01521216 011110 111100 000100
Z 0.00053376 1110101001 1111111111 0011101011
TAB. 4.10 – Source et codes pour l’alphabet anglais
Code P(∆S = 0) H(∆S) MEPL[ZZ02] VEPL[ZZ02] TEB TESQ
C17 0.7312 1.376 5.456 5.868 0.002082 0.53768
C18 0.8338 0.861 3.863 3.906 0.002094 0.56607
C19 0.8433 0.844 1.915 1.192 0.002105 0.56900
TAB. 4.11 – Pseudo-degrés dη pour η = 10−6, critères proposés, critères de [ZZ02],
et performance de décodage pour Eb/N0 = 6db, et L(S) = 100 pour les codes de
l’alphabet anglais
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4.6 Analyse de performances du modèle agrégé
Nous allons maintenant utiliser les propriétés de resynchronisation des CLV et QA
pour analyser leurs performances sur le modèle agrégé, et les comparer avec leurs
performances sur le modèle optimal. Les propriétés de resynchronisation des codes
vont notamment nous permettre d’estimer la valeur minimale du paramètre T d’agré-
gation pour laquelle les performances sur le modèle agrégé tendent vers les perfor-
mances optimales. Nous montrerons également comment il est possible de déterminer
les valeurs de T les plus pertinentes pour un code et un rapport signal à bruit donné.
D’après la définition (4.30) du pseudo-degré dη d’un code, la probabilité que ∆S ap-
partienne à l’intervalleDη = {−dη, ..., dη} est supérieure ou égale à 1−η. On en déduit
la propriété suivante :
Propriété 4.1 Soit le paramètre d’agrégation T tel que T ≥ dη. L’algorithme de Viterbi appli-
qué sur le treillis de paramètre T sélectionne, avec une probabilité supérieure ou égale à 1− η,
une séquence comportant le nombre correct de symboles.
Cependant, cette propriété ne signifie pas que les performances en terme de taux d’er-
reur sur le treillis agrégé de paramètre T seront les mêmes que sur le treillis optimal.
Afin d’analyser les performances respectives des codes sur les deux modèles, il nous
faut quantifier l’information apportée par la contrainte de terminaison sur chacun de
ces modèles. Cette quantité d’information est égale à l’entropie de la variable ∆S sur
le modèle optimal et à l’entropie de la variable (∆S mod T ) sur le modèle agrégé. Ces
deux quantités dépendent de la longueur L(S) de la séquence et du rapport signal à
bruitEb/N0. Nous supposerons ici qu’ils sont fixés. Nous allonsmontrer qu’en choisis-
sant T = 2dη + 1, la quantité d’information sur le modèle agrégé tend vers la quantité
d’information disponible sur le modèle optimal, et un encadrement deH(∆S mod T )
sera dérivé.
Rappelons d’abord que l’on peut représenter la ddp de la variable aléatoire ∆S pour






avec ∀i ∈ Z, g˜i = P(∆S = i). Il a été montré dans la section 4.4.2 comment calculer les
coefficients g˜i.
On définit maintenant, pour un entier T , la quantité g˜Ti par
g˜Ti =
∆
P(∆SmodT = i). (4.33)





110 Propriétés de resynchronisation - Performances sur modèle agrégé
Ainsi, la quantité d’information apportée par la contrainte de terminaison sur un
treillis agrégé de paramètre T est donnée par









g˜i log2 g˜i. (4.36)
En prenant T = 2dη + 1, (4.36) s’écrit aussi
H(∆Smod (2dη + 1) ) ≥ H(∆S) +
∑
i/∈Dη
g˜i log2 g˜i. (4.37)
On vamaintenant supposer que η < 1e . Sous cette hypothèse, la fonction x 7→ x log2(x)
est décroissante sur l’intervalle [0, η]. D’après la définition (4.30) du pseudo-degré, on
a ∀i /∈ Dη, g˜i ≤ η. Ainsi,
∑
i/∈Dη
g˜i log2 g˜i ≥ |{i /∈ Dη , g˜i > 0}| η log2 η, (4.38)
où le cardinal |{i , g˜i > 0}| de l’ensemble des valeurs non nulles de g˜i est majoré par
la longueur en bit L(X) du message. On peut donc écrire
|{i /∈ Dη, g˜i > 0}| ≤ L(X)− 2 dη − 1. (4.39)
Ainsi, pour un η donné, on a l’encadrement suivant de H(∆S mod (2dη + 1) ) :
H(∆S) + (L(X)− 2 dη − 1) η log2 η ≤ H(∆Smod 2 dη + 1) ≤ H(∆S). (4.40)
Cet encadrement signifie également que pour η suffisamment petit (de façon analogue
pour 2dη+1 suffisamment grand), la quantité d’information apportée par la contrainte
de terminaison sur le treillis agrégé tend vers celle du modèle optimal. La vitesse de
convergence deH(∆S mod T ) versH(∆S) est la même que la vitesse de convergence
des performances d’un code sur le modèle agrégé vers les performances sur le mo-
dèle optimal. Le comportement de H(∆S mod T ) est représenté pour quelques CLV
sur la figure 4.6. L’entropie H(∆S) qui correspond à l’information disponible sur le
modèle optimal est également représentée pour chacun des codes. Les valeurs de la
figure 4.6 ont été obtenues pour L(S) = 100 et Eb/N0 = 7 dB. On peut remarquer
que pour le code C10, H(∆S mod T ) n’a pas encore convergé pour T = 10, contrai-
rement aux autres codes de cette figure. Les TESQ des codes de la figure 4.6 dans les
mêmes conditions de simulations sont représentés sur la figure 4.7. On voit ici claire-
ment apparaître le lien entre le comportement de H(∆S mod T ) et les performances
des codes sur le modèle agrégé. Comme il a été expliqué dans la section 4.5, les codes
les plus performants sont ceux dont l’entropieH(∆S) est la plus élevée. Par contre, la
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valeur optimale de T pour ces codes est plus grande, puisque leur pseudo-degré est
plus élevé. On peut également remarquer que pour le code C13, on a H(∆S mod 1) =
H(∆S mod 2) = 0. Cette particularité de ce code explique pourquoi ses performances
ne sont pas améliorées en passant de T = 1 à T = 2. Pour ce même code, on a éga-
lement H(∆S mod 4) < H(∆S mod 3) et H(∆S mod 6) < H(∆S mod 5). Parallèle-
ment, les FER pour T = 4 et T = 6 sont respectivement supérieurs aux FER pour T = 3
et T = 5. Les performances des codes ont été obtenues en appliquant l’algorithme de
Viterbi sur le modèle agrégé. Cet algorithme minimise le taux d’erreur séquence. Le
parallèle entre la convergence de H(∆S mod T ) et les performances sur le modèle
agrégé est aussi observé pour les codes QA, comme indiqué sur les figures 4.8 et 4.9.
4.7 Conclusion
Dans ce chapitre, nous avons d’abord présenté les méthodes de calcul des proprié-
tés de resynchronisation des CLV. Ces méthodes ont été introduites par Maxted et al.
dans [MR85] et Swaszek et al. dans [SD95]. Elles permettent notamment de calculer la
valeur moyenne du nombre de bits sur lesquels une erreur se propage, ainsi que la loi
de probabilité de la différence entre le nombre de symboles encodés et décodés (∆S).
Le calcul de ces deux quantités est valable pour les CLV et lorsqu’une seule erreur
bit se produit dans le message original. Il a été montré dans [ZZ02] que la première
de ces deux quantités permettait de comparer les performances des CLV entre eux
lorsque l’on applique un décodage dur.
Afin de réaliser la même analyse lorsque l’on se place sur un canal BABG et lorsque
l’on réalise un décodage souple sur le modèle agrégé, nous avons proposé une mé-
thode permettant d’estimer la loi de probabilité de ∆S lorsque le message binaire est
transmis sur un CBS. En effet, cette loi de probabilité permet de calculer la quantité
d’information apportée par la contrainte de terminaison sur le modèle agrégé, et donc
d’analyser les performances des CLV sur ce même modèle (en fonction du paramètre
d’agrégation) et et de les comparer aux performances sur le modèle optimal.
Enfin, nous avons également adapté les méthodes de [MR85] et [SD95] afin d’étendre
ces résultats aux codes QA.
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FIG. 4.9 – Taux d’erreur symbole en fonction de T pour le code Q9 et Eb/N0 = 6 dB.
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Chapitre 5
Codage de source distribué à l’aide
de codes quasi-arithmétique
“Le pire n’est jamais décevant”
Claude Lelouch
Dans ce chapitre, nous nous intéresserons au codage de source distribué. Le codage
de source distribué considère une situation où deux (ou plusieurs) sources de don-
nées statistiquement corrélées sont encodées séparément par deux encodeurs qui ne
communiquent pas entre eux. Quelles performances en terme de compression peut-on
obtenir dans ce cas ? Slepian et Wolf se sont penchés sur ce problème en 1973 et ont
montré que, de façon assez surprenante, les deux sources peuvent être encodées au
même taux minimal que lorsque les deux encodeurs communiquent entre eux.
Nous présenterons d’abord le cadre théorique basée sur les travaux de Slepian etWolf.
Puis, nous détaillerons quelques solutions pratiques visant à atteindre les limites théo-
riques. Nous verrons que ces solutions sont très souvent basées sur des codes de canal,
qui sont performants dans le cas où les sources en entrée sont uniformes et lorsqu’ils
agissent sur des séquences de très grande taille.
L’utilisation des codes de source pour le problème du codage de source distribué est
motivé par le fait que ces codes présentent de très bonnes performances en terme de
compression, et sont très aptes à exploiter les statistiques de la source.
Nous présenterons dans ce chapitre deux solutions au problème du codage de source
distribué utilisant des codes QA. Nous considérerons premièrement des codes QA
dont la sortie est poinçonnée, afin d’atteindre des taux de compression inférieurs à
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FIG. 5.1 – Codage de source distribué de deux sources corrélées
l’entropie de la source. Puis, nous présenterons les codes QA avec recouvrement d’in-
tervalle (QARI), qui permettent d’atteindre sans poinçonnage des taux de compres-
sion très faibles. Ce type de codes a été mis en oeuvre en collaboration avec Xavi Ar-
tigas, doctorant à l’Université Polytechnique de Catalogne à Barcelone. Ces codes ne
sont évidemment pas uniquement décodables. Cependant, dans le cadre du problème
du codage de Slepian-Wolf asymétrique, nous verrons que l’utilisation de l’informa-
tion adjacente permet d’atteindre des résultats intéressants comparativement aux so-
lutions basées sur des codes de canal. Le schéma de codage de source distribué pro-
posé sera décrit dans ce chapitre pour les deux types de code ci-dessus. Ces schémas
seront appliqués à des sources théoriques avec et sans mémoires.
5.1 Cadre théorique
Dans [Sha48], Shannon a montré que l’on pouvait compresser sans perte deux sources
corrélées et discrètesX et Y à un tauxminimal donné par l’entropie conjointeH(X,Y )
de ces deux sources. Pour cela, les deux sources doivent théoriquement être encodées
et décodées conjointement. Le théorème de Slepian-Wolf [SW73] énonce que ce taux
minimal H(X,Y ) peut également être atteint théoriquement si X et Y sont encodées
séparément et décodées conjointement.
Ce résultat est illustré sur la figure 5.1. Même si la communication entre l’encodeur 1 et
l’encodeur 2 est coupée, un tauxH(X,Y ) est suffisant théoriquement pour compresser
sans perte X et Y , dès lors que ces deux sources sont décodées conjointement.
Pour reconstruireX et Y avec un taux d’erreur arbitrairement proche de zéro, le théo-
rème de Slepian-Wolf donne la région admissible des taux RX et RY de compression
de X et Y . Cette région est délimitée par les relations suivantes :
RX ≤ H(X|Y )
RY ≤ H(Y |X)
RX +RY ≤ H(X,Y )
(5.1)
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FIG. 5.2 – Région des taux admissibles dans le cas symétrique du théorème de Slepian-
Wolf
Cette région des taux admissiblesRs est représentée sur la figure 5.2. Les traits en gras
représentent les bornes inférieures données dans l’équation 5.1.
Le cas représenté sur la figure 5.1 est appelé communément problème de Slepian-Wolf
symétrique. Dans ce chapitre, nous nous intéresserons plus particulièrement au pro-
blème de Slepian-Wolf asymétrique. Dans le cas asymétrique, la source Y (information
adjacente) est simplement encodée à son entropie H(Y ). Elle est disponible au déco-
deur de X . Dans ce cas, l’équation 5.1 devient :
RX ≤ H(X|Y )
RY ≤ H(Y )
RX +RY ≤ H(X,Y )
(5.2)
La région des taux admissibles Ra dans le cas asymétrique est représentée sur la fi-
gure 5.3. Les limites de cette région (en gras) correspondent aux bornes inférieures de
l’équation 5.2.
Le théorème de Slepian-Wolf dans le cas asymétrique a été étendu au cas des sources
à valeurs continues Gaussiennes par Wyner et Ziv dans [WZ76]. Dans cet article, les
auteurs ont dérivé le débit minimal nécessaire pour coder la sourceX sous contrainte
que la distorsion moyenne entre X et son estimée soit égale à une certaine valeur.
Les résultats proposés par Slepian et Wolf (et par Winer et Ziv) sont des résultats
théoriques. De nombreuses propositions de mise en oeuvre concrètes afin d’approcher
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FIG. 5.3 – Région des taux admissibles dans le cas asymétrique du théorème de
Slepian-Wolf
ces bornes théoriques ont été développées ces dernières années. Nous allons, dans la
section suivante, présenter les différentes mises en oeuvre pratiques existantes à ce
jour.
5.2 État de l’art en codage de Slepian-Wolf
Les solutions pratiques en codage de source distribué sont basées soit sur des codes
de source [JAI97][ZE01], soit sur des codes de canal comme les codes en bloc [PR99,
PR00], les turbo-codes [GFZ01b, GFZ01a, AG02, BM01] ou les codes LDPC [SRP04].
5.2.1 Techniques basées sur des CLV
Dans [JAI97], les auteurs ont utilisés des codes de Huffman pour réaliser la compres-
sion des sources X et Y. Ils se sont placés dans le cadre du problème de Slepian-Wolf
asymétrique. La source Y (information adjacente) définie sur un alphabet AY est en-
codée par un code de Huffman classique à un taux très proche de son entropie. Puis,
X est encodée à un taux très proche de l’entropie conditionnelle H(X |Y ) en utilisant
un code de Huffman sur un alphabet modifié. En effet, le cardinal de l’alphabet AX
de X est réduit afin d’approcher l’entropie conditionnelle. La méthode de construc-
tion de l’alphabet modifié de X est détaillée dans [JAI97]. Nous allons ici l’expliquer
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succinctement. L’idée principale est de créer virtuellement une nouvelle source X′ dé-
finie sur un alphabetAX′ de cardinal inférieur à celui de X. Pour cela, les symboles x′i
de AX′ représentent en fait des regroupements de symboles xi de AX . Ces regroupe-
ments sont réalisés en tenant compte de la corrélation entre X et Y, représentée par la
loi de probabilité conjointe P(x, y). Les symboles x′i peuvent être représentés par des
ensembles :
∀ 1 ≤ i ≤ card(AX′), x′i = {xk1 , . . . , xkm / k1, . . . , km ∈ [1, card(AX)]}, (5.3)
et tels que pour tout élément yj de AY , la probabilité P(Y = yj |X ′ = x′i) ne soit
strictement positive que pour un seul élément de x′i. Sous cette condition, en utilisant
l’information adjacente Y , l’ambiguïté induite par le regroupement de symboles de X
peut être levée.
Cette technique de regroupements de mots de code ne peut être mise en place que si
la matrice représentant la loi de probabilité P(x, y) comporte des zéros.
Les auteurs de [YOB00] ont montré que la technique de Al Jabri et Al-Issa présentée
ci-dessus était sous-optimale. Les auteurs de [ZE01] ont proposé une technique alter-
native menant à la construction de codes optimaux. La méthode de partitionnement
de [ZE01] est plus compliquée que celle de [ZE01] et est basée sur un arbre de par-
titionnement. L’idée de base est cependant la même que pour [ZE01] : si la densité
de probabilité P(x, y) de X et de l’information adjacente vérifie certaines conditions,
des symboles de l’alphabet de X peuvent être regroupés formant ainsi une nouvelle
source virtuelle X ′ dont le cardinal est plus petit et l’entropie plus faible. L’informa-
tion adjacente est également utilisée pour lever l’ambiguïté issue du regroupement de
symboles de X.
5.2.2 Techniques basées sur des codes de canal
Les premières mises en oeuvre du codage de source distribué ont été le plus sou-
vent réalisées à l’aide de codes de sources, comme on vient de le voir par exemple
avec [JAI97]. Puis, les codes de canal ont été utilisés car les chercheurs ont établi un
lien entre la corrélation entreX et Y et les observations issues d’un canal de transmis-
sion classique. Y est alors vue comme une version bruitée de X , et les codes de canal
sont très adaptés à ce genre de situation.
5.2.2.1 Utilisation de codes en bloc
La première solution pratique au problème de Slepian-Wolf utilisant des codes de
canal a été proposée dans [PR99], où les auteurs utilisent des codes en bloc. Cette
technique est nommée DISCUS (en anglais “DIstributed Source Coding Using Syn-
dromes”). Considérons que les sourcesX et Y sont telles que la distance de Hamming
entreX et l’information adjacente Y est toujours inférieure ou égale à un entier t. Dans
ce cas, un code en bloc de type (n, k, 2t+1) est utilisé. Les mots de code deX , de taille
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n, vont être codés par leur syndrome. Ce syndrome est calculé à partir de la matrice
de parité H du code en bloc, en multipliant le mot de code par cette matrice. La taille
de ce syndrome est égale n − k. Ainsi, chaque mot de code de X peut être codé avec
n− k bits. La connaissance de l’information adjacente permet de retrouver X à partir
de son syndrome.
Exemple 5.1: Nous allons d’abord énoncer l’exemple qui a servi de support aux travaux
de Pradhan et Ramchandran, puis l’illustrerons avec un code en bloc. Considérons que
la distance de Hamming entreX et Y est d’au plus 1, et que les mots de code deX et Y
sont composés de 3 bits. La connaissance de Y permet de ne coderX avec uniquement
deux bits, puisqu’il n’y a ambiguïté que sur deux bits entreX et Y . Les 8 mots de code
de X sont répartis en 4 ensembles de deux mots de code, tels que la distance entre
les deux mots de code de chaque ensemble soit maximale. On obtient donc les quatre
ensembles
δ0 = {000, 111}, δ1 = {001, 110}, δ2 = {010, 101}, δ3 = {011, 100}. (5.4)
Chacun de ces ensembles peut être codé sur deux bits. Le décodeur reçoit ces deux bits,
et a donc un choix à faire entre les deux mots de code possibles de l’ensemble. Il va
choisir le mot de code dont la distance de Hamming à Y est la plus faible. La distance
de Hamming de 1 entre X et Y assure un décodage sans erreur, à condition que Y
soit connu par le décodeur. Supposons par exemple, que X = 100 et que Y = 110.
Le décodeur reçoit les bits 11 correspondant à δ3. La connaissance de Y lui permet de
choisir le mot de code de δ3 le plus proche de Y : 100. Cet exemple correspond au code







Les syndromes des mots de code d’un ensemble δi sont bien égaux à la représentation
binaire de i.
5.2.2.2 Utilisation de turbo-codes
Les turbo-codes [BGP93, BG96] ont été pour la première fois utilisés dans le cadre
du problème de Slepian-Wolf symétrique par Garcia-Frias et Zhao dans [GFZ01b,
GFZ01a]. Les sources X et Y sont encodées par un turbo-code. Seuls la moitié des
bits systématiques issus de X et de Y sont transmis. Des bits de parité de chacun des
turbo-codes sont poinçonnés pour atteindre le taux de compression désiré. Chacun
des décodeurs turbo utilise la corrélation entre X et Y pour faire leur estimation.
Bajcsy et Mitran ont considéré dans [BM01] un turbo-code constitué de deux codes
convolutifs (CC) réalisant directement la compression. Ces codes convolutifs prennent
plus de bits en entrée qu’en sortie. Ainsi, les trains binaires issus de ces CC sont déjà
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compressés. Le décodage se fait de façon itérative en utilisant la structure en treillis des
codes convolutifs. Un algorithme BCJR est utilisé pour chacun des décodeur convo-
lutifs, prenant en compte le train binaire issu de l’encodage, l’information adjacente
ainsi qu’une information extrinsèque venant de l’autre décodeur.
Aaron et Girod ont eux proposé dans [AG02] d’utiliser un turbo-code poinçonné pour
le problème de Slepian-Wolf asymétrique. La corrélation entre X et Y est modélisée
par un canal binaire symétrique (CBS) de probabilité de corrélation pi. Y est encodé à
un taux très proche de son entropie par un code source classique alors que X est en-
codé par un turbo-code. Les bits systématiques de ce turbo-code sont poinçonnés puis-
qu’une version bruitée de ces bits est disponible à travers l’information adjacente Y .
Seuls des bits systématiques sont ainsi transmis, après en avoir poinçonné un nombre
suffisant pour atteindre le taux de compression désiré. Un décodeur de type turbo est
utilisé pour estimer X à l’aide de Y et des bits de parité reçus.
5.2.2.3 Utilisation de codes LDPC
Plus récemment, les codes LDPC [Gal62, Gal63] ont été utilisés pour le codage de
source distribué, notamment dans [LXG02, TGFZ03, VAG05]. Ces codes permettent
d’obtenir de meilleurs résultats que les turbo-codes pour le codage de source distri-
bué. De façon similaire à la méthode de [JAI97] pour des codes en bloc, X est encodé
par son syndrome calculé à l’aide de la matrice de parité du code LDPC. Le décodage
est un décodage itératif basé sur un algorithme de propagation de confiance, très sou-
vent utilisé pour les codes LDPC dans le cadre de transmissions classiques. Il s’agit
d’un décodage itératif. Les croyances sur les bits d’information et les bits de parité
sont échangées au niveau du décodeur. Toutefois, pour le problème de Slepian-Wolf
asymétrique, l’information adjacente Y est utilisée par le décodeur pour réaliser l’es-
timation de X .
Dans la suite de ce chapitre, nous allons décrire une solution au problème de Slepian-
Wolf asymétrique utilisant des codes QA. La plupart des solutions que nous venons de
présenter sont basées sur des codes de canal, qui sont optimaux lorsque la source en
entrée est uniforme, et moins performant lorsque la source X présente une forte asy-
métrie. Les codes QA sont eux à même d’exploiter une asymétrie de la source. Nous
proposerons deux solutions utilisant des codes QA : l’une se basant sur des codes QA
poinçonnés et l’autre en utilisant un nouveau type de code, les codes QA avec recou-
vrement d’intervalle.
5.3 Schéma de codage distribué à l’aide de codes QA
Le schéma de codage de source distribué que nous proposons est illustré sur la fi-
gure 5.4. Nous considérerons que le message S = S1, . . . , SL(S) issu de la source est
binaire. Les symboles possibles seront notés a et b, pour éviter la confusion avec les












FIG. 5.4 – Schéma de codage de source distribué à l’aide de codes QA
trains binaires issus de l’encodage. La probabilité de a, P(a) est notée p. Pour des rai-
sons de simplicité, nous ne considérerons que des sources binaires, mais le schéma de
codage de source distribué proposé peut s’appliquer à des sources avec un alphabet
plus grand. Nous proposons deux méthodes différentes pour encoder la source à un
taux inférieur à son entropie. La première méthode utilise des codes QA poinçonnés
et la deuxième utilise un nouveau type de code : les codes QA avec recouvrement
d’intervalle, présentes dans [AMGT07].
L’encodage de S produit un message binaire X = X1, . . . , XL(X) qui est transmis sur
un canal idéal. Le décodeur applique un algorithme de type BCJR afin de minimiser le
TES en sortie. Il utilise le message binaire reçu X, ainsi qu’une information adjacente
Y. Cette information adjacente est corrélée à S. Pour l’obtenir, S est transmis sur un
CBS de probabilité de transition pi. En d’autres termes, la corrélation entre S et Y
s’exprime par la relation suivante
∀i ∈ {1, . . . , L(S)},P(Si = Yi) = 1− pi. (5.6)
5.3.1 Codes quasi-arithmétique poinçonnés
Nous allons utiliser la représentation des codes QA en machines à états finis, comme
expliqué dans le chapitre 2. Cependant, nous allons considérer, en plus des sources
sans mémoire, des sources avec une mémoire d’ordre 1. Une source binaire avec une
mémoire d’ordre 1 peut être définie de manière unique par la probabilité P(a) = p
ainsi qu’un coefficient de corrélation ρm (ρm ∈ [−1, 1]). Les probabilités contextuelles
se déduisent à partir de ces deux paramètres par les relations suivantes :
P(Sk = a |Sk−1 = a) = 1 + (ρm − 1)(1− p)
P(Sk = b |Sk−1 = b) = 1 + (ρm − 1)p. (5.7)
La construction de l’automate d’encodage d’un code QA, telle que cela a été décrit
dans la section 2.3.2, n’est valable que pour les sources sans mémoire. Pour tenir


















FIG. 5.5 – Automate d’encodage d’un code QA adapté à une source avec une mémoire
d’ordre 1 (N = 8, p = 0.8, et ρm = 0.3).
compte des statistiques d’ordre 1 de la source, la procédure doit être modifiée. L’état
initial est, comme pour les codes sans mémoire, composé de l’intervalle initial [0, N [ et
de l’entier follow = 0. Cet état initial est sans contexte, il ne contient pas la mémoire
du symbole précédent. Deux nouveaux états sont créés en subdivisant l’intervalle ini-
tial suivant p et 1 − p. Ces nouveaux états sont atteints respectivement si un a ou un
b est émis. Le symbole précédent est ainsi gardé en mémoire dans chaque nouvel état
créé. Puis, pour chaque état non traité, deux nouvelles transitions sont calculées à par-
tir des probabilités P(a|a) et P(b|a) si la mémoire de l’état courant contient un a, ou
a partir des probabilités P(a|b) et P(b|b) si la mémoire de l’état courant contient un b.
L’automate d’encodage est ainsi créé lorsque tous les états ont été visités.
Exemple 5.2: L’automate d’encodage du code QA associé à une source avec mémoire
de paramètres N = 8, p = 0.8 et ρm = 0.3 est illustré sur la figure 5.5. Cet automate
a été construit selon la méthode décrite ci-dessus. L’état initial de cet automate est
l’état 0, correspondant à l’intervalle initial [0, 8[ (cet état ne contient pas la mémoire du
symbole précédent). Les états 1 (a) et 2 (b) ont été obtenus en partitionnant l’intervalle
initial selon les probabilités p et 1 − p respectivement. Le symbole entre parenthèse
dans l’étiquetage d’un état correspond au symbole précédent. Ainsi, un état étiqueté
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avec un (a) ne peut être atteint que si la réalisation suivante de la source est un a. En-
suite, les probabilités P(a|a) et P(b|a) ont été utilisées pour partitionner les intervalles
des états (a) et P(a|b) et P(b|b) pour partitionner ceux des états (b).
L’encodage de S par un code QA classique produit un message binaireX de longueur
L(X) très proche de l’entropie de la source. Le taux de compression par symbole de
source d’un code QA est noté dans la suite Rq. Ainsi, la longueur moyenne de X est
égale à Rq × L(S). Afin d’obtenir un taux de compression Rt (inférieur à l’entropie de
la source), des bits de X sont poinçonnés. Plus précisément, ⌈(Rt − Rq) × L(S)⌉ bits
de X sont poinçonnés pour atteindre le taux cible Rt. Il existe différentes techniques
pour trouver les meilleures positions de poinçonnage. Par exemple, dans [HBS04], les
bits de X sont insérés ligne par ligne dans une matrice carrée et sont poinçonnés co-
lonne par colonne. Dans notre cas, la technique de poinçonnage donnant les meilleurs
résultats consiste à espacer régulièrement les positions des bits poinçonnés. Les bits
poinçonnés sont séparés de ⌊(Rt − Rq) × L(S)/L(X)⌋ − δ positions bits, où δ = 1 si
(Rt−Rq)×L(S)/L(X) ∈ N et δ = 0 sinon. Dans le cas, où le nombre de bits à poinçon-
ner est supérieur à la moitié de la longueur de X, cette méthode de positionnement
des bits poinçonnés est utilisée pour trouver les positions des bits non poinçonnés. En
utilisant cette méthode, il suffit de donner au décodeur uniquement l’intervalle entre
deux bits poinçonnés (on suppose en effet que le premier bit est poinçonné) pour re-
trouver l’intégralité des positions de poinçonnage.
5.3.2 Codes quasi-arithmétique avec recouvrement d’intervalle
Une solution au problème du codage de source distribué à l’aide de codes QA poin-
çonnés a été présentée dans la sous-section précédente. Nous proposons maintenant
une solution alternative, basée sur des codes QARI. Ces codes sont tout à fait simi-
laires aux codes QA classiques, mais ils permettent d’atteindre des taux de compres-
sion inférieurs à l’entropie de la source. Ce sont des codes avec perte : ils ne sont pas
uniquement décodables. Cependant, nous verrons qu’ils permettent d’atteindre des
performances intéressantes lorsqu’une information adjacente est disponible au déco-
deur.
Le principe de recouvrement d’intervalle est le suivant : lorsque l’intervalle courant
est subdivisé selon les probabilités de la source, les sous-intervalles obtenus sont redi-
mensionnés afin qu’ils se recouvrent partiellement. Cette procédure conduit à agran-
dir la taille de l’intervalle courant après chaque encodage de symbole et donc ainsi à
diminuer le taux de compression.
La technique de construction d’un code QARI est très semblable à celle d’un code QA
classique détaillée dans le chapitre 2. Seul le partitionnement de l’intervalle courant est
modifié à l’encodage de chaque symbole de source. L’intervalle courant est noté Ic =
[i, s[. Pour un code QA classique, le partitionnement de Ic se fait selon la probabilité















FIG. 5.6 – Code QA avec recouvrement d’intervalle de paramètres p = 0.7, N = 8 et
τ = 0.1
p = P(a) et conduit aux deux sous-intervalles suivants
{
Iac = [i , p× (s− i)[
Ibc = [p× (s− i) , s[
(5.8)
Pour un code QARI, le partitionnement de l’intervalle courant est défini par
{
Iac = [i , p× (s− i) + τN/2[
Ibc = [p× (s− i)− τN/2 , s[
(5.9)
Ainsi, les deux sous-intervalles obtenus se recouvrent sur une largeur de τN . Il faut
noter que cette technique de recouvrement d’intervalle peut s’appliquer aussi bien
aux codes arithmétiques classiques (N = 1) qu’aux codes QA (N > 1 et avec des
intervalles entiers).
En utilisant cette technique de partitionnement d’intervalle, on peut obtenir une ma-
chine à états finis représentant un code QARI.
Exemple 5.3: Sur la figure 5.6 est représenté un code QARI obtenu pourN = 8, p = 0.7
et τ = 0.1. L’automate d’encodage est tout à fait similaire à celui d’un code QA clas-
sique, mais il n’est pas uniquement décodable. On voit par exemple, que l’encodage
des séquences baa et abbmène à la même séquence de bits 101.
























p = 0.5, N = 16
p = 0.5, N = 64
p = 0.9, N = 16
p = 0.9, N = 64
p = 0.9, N = 128
τ
FIG. 5.7 – Taux de compression en fonction de τ de codes QARI pour p = 0.5 et p = 0.9.
Les performances en compression d’un code QARI peuvent être calculées de la même
façon que pour un code QA classique, comme expliqué dans la section 4.4.1. Nous
avons représenté le taux de compression des codes QARI en fonction de τ pour des
sources de probabilité p = 0.5 et p = 0.9 sur la figure 5.7. On peut remarquer sur cette
figure l’effet du paramètre τ de recouvrement ainsi que du paramètre N du code QA.
Les codes QARI permettent, comme nous venons de le constater, d’atteindre des taux
de compression inférieurs à l’entropie de la source. Cependant, ces codes ne sont pas
uniquement décodables. Nous les utiliserons dans le contexte de codage de source
distribué, lorsqu’une information adjacente est disponible au décodeur. Cette infor-
mation est utilisée pour lever l’ambiguïté induite par le recouvrement d’intervalle.
Dans la section suivante, nous montrerons comment cette information est utilisée au
niveau du décodeur.
5.3.3 Décodage souple avec information adjacente
Nous allons détailler dans cette sous-section l’algorithme de décodage souple avec
information adjacente utilisé dans le schéma de codage de source distribué proposé
dans ce chapitre.
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Pour chaque transition t(i, j) entre les états αi et αj de l’automate d’encodage d’un
code QA ou d’un code QARI, nous allons appeler bt(i, j) la séquence de bits émise par
cette transition et bt(i, j) la longueur de cette séquence. Dans le schéma de codage de
source distribué présenté sur la figure 5.4, le décodeur dispose du message binaire X,
ainsi que de l’information adjacenteY pour réaliser l’estimation de S. Afin d’exploiter
de manière optimale l’information adjacente (sur les symboles de S), nous allons uti-
liser un modèle d’état de type bit/symbole pour réaliser un décodage sur treillis. Les
états de ce modèle sont définis par les paires de variables aléatoires Vk = (Nk,Mk), où
Nk représente l’état de l’automate d’encodage du code QA etMk les valeurs possibles
d’horloge bit à l’instant symbole k. Les probabilités de transition sur ce modèle sont
données par
∀(αi, αj) ∈ Ωe × Ωe,∀(m,m′) ∈ N× N
P(Nk = αi,Mk = m
′ |Nk−1 = αj ,Mk−1 = m) ={
P(Nk = αi |Nk−1 = αj) sim′ −m = bt(i, j)
0 sinon,
(5.10)
où les probabilités P(Nk = αi |Nk−1 = αj) se déduisent à partir de l’automate du code
QA et des statistiques de la source. L’information adjacente peut aisément être inté-
grée au niveau du décodage grâce à ce modèle. Pour tenir compte de cette informa-
tion supplémentaire, la métrique de branche γk(Nk,Mk |Nk−1,Mk−1) d’une transition
déclenchée par un symbole s de l’alphabet est modifiée de la façon suivante
γk(Nk = αi,Mk = m
′ |Nk−1 = αj ,Mk−1 = m) =
P(Nk = αi,Mk = m
′|Nk−1 = αj ,Mk−1 = m)× P(Xm′m = bt)× P(Sk = s |Yk),
(5.11)
où la probabilité P(Xm
′
m = bt) est déduite de X et P(Sk = s |Yk) est déduite de la pro-
babilité pi de corrélation entre S et Y.
L’algorithme BCJR est appliqué sur le modèle (Nk,Mk) défini ci-dessus. Pour chaque
état v = (n,m), n ∈ Ωe, 1 ≤ m ≤ L(X) du treillis, les fonctions de probabilités sui-
vantes sont calculées
αk(v) = P(Vk = v;Yk1) (5.12)
βk(v) = P(Y
L(S)
k+1 | Vk = v), (5.13)
pour 1 ≤ k ≤ L(S). On définit maintenant l’ensemble Γ(s) des paires d’états (v =
(n,m), v′ = (n′,m′)) dans le treillis telles que la transition entre v et v′ soit déclen-
chée par le symbole s ∈ A. Ainsi, les probabilités a posteriori au niveau symbole sont
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FIG. 5.8 – Encodeur d’une structure itérative en série
obtenues sur le treillis par
∀k ∈ [1, L(S)], ∀s ∈ A,





′ | v), (5.14)
où γk+1(v′ | v) est calculé en utilisant l’équation 5.11. L’algorithme BCJR appliqué sur
ce modèle d’état permet ainsi de calculer les probabilités marginale postérieures au
niveau symbole, et donc de minimiser le TES en sortie du décodeur.
Nous allons maintentant présenter des structures itératives comprenant des codes QA
poinçonnés et codes QARI dans le cadre du schéma de codage de source distribué
proposé.
5.3.4 Structures itératives
Les Turbo-codes [BGP93] ont montré que des gains significatifs en terme de perfor-
mance de décodage peuvent être atteints en utilisant des structures itératives. Deux
types de structures itératives sont principalement utilisés dans la littérature : les struc-
tures en série et les structures parallèle. Nous allons détailler dans cette section les
types de structures que nous avons utilisés en codage de source distribué.
5.3.4.1 Structure en série
Le schéma d’encodage d’une structure en série classique est donné sur la figure 5.8.
Ce schéma sera utilisé avec un code QA poinçonné comme Code 1 et un CC comme
Code 2. L’utilisation de codes QARI dans une structure en série ne peut pas appor-
ter d’amélioration en termes de performances. En effet, si l’on utilise un code QARI
comme Code 1 de la figure 5.8, le train binaire X1 est connu parfaitement. Le code
2 ne pourra donc apporter aucune information supplémentaire sur X1. En revanche,
en utilisant un code QA poinçonné, le code 2 aura pour rôle, en collaboration avec le
Code 1, de retrouver au mieux les bits poinçonnés. Les codes QARI ne seront donc pas
intégrés dans des structures en série.
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FIG. 5.10 – Encodeur d’une structure itérative en parallèle
Nous utiliserons des CC récursifs systématiques dont tous les bits systématiques se-
ront poinçonnés, ainsi que le nombre de bits de parité permettant d’atteindre le taux
de compression désiré.
Le décodeur itératif associé à l’encodeur de la figure 5.8 est représenté sur la figure 5.9.
Les décodeurs 1 et 2 s’échangent leurs informations extrinsèques respectives. L’es-
timation au niveau de chaque décodeur est réalisée au moyen d’un algorithme BCJR
appliqué sur unmodèle associé au code considéré (modèle bit/symbole pour les codes
QA et modèle classique pour les CC). Il faut noter que l’information adjacente Y n’est
disponible pour cette structure qu’au décodeur 1 (décodeur QA ici). Cette information
sera utilisée de la même façon que pour un code QA poinçonné seul, comme expliqué
dans la section 5.3.3. Le terme P(Xm
′
m = bt) de l’équation 5.11 est simplement remplacé
par P(Extr(Xm
′
m ) = bt).
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Décodeur 1 Entrelaceur Décodeur 2
Désentrelaceur
Extr(S | Y )





FIG. 5.11 – Décodeur d’une structure itérative en parallèle
Code 1 Code 2
QA poinçonné QA poinçonné
QA avec recouvrement QA avec recouvrement
QA avec recouvrement CC
TAB. 5.1 – Structures parallèles testées
5.3.4.2 Structure en parallèle
Le schéma d’encodage d’une structure en parallèle classique est donné sur la figure 5.10.
Lemessage de symboles S et sa version entrelacée sont encodés par les codes 1 et 2 res-
pectivement, donnant les trains binairesX3 etX4. Les différentes combinaisons (Code
1,Code 2) qui ont été testées sont répertoriées dans le tableau 5.1.
Lorsque les codes QARI sont utilisés, le coefficient τ est choisi de façon à atteindre le
taux de compression désiré. Dans le cas des codes QA classiques, on poinçonne de
façon régulière des bits de X3 et de X4.
Il faut noter que lorsque la source est une source avec une mémoire d’ordre 1, seul le
code 1 peut tenir compte des statistiques d’ordre 1 de la source. En effet, la mémoire
est cassée dans la seconde branche de l’encodeur par l’entrelaceur. Ainsi, le code 2 ne
peut pas tenir compte des statistiques d’ordre 1 éventuelles de la source.
Le décodeur itératif associé à l’encodeur parallèle est représenté sur la figure 5.11. Les
décodeurs 1 et 2 disposent du train binaire (X3 ou X4), de l’information adjacente Y
(entrelacée ou non) ainsi qu’une information extrinsèque pour réaliser leur estimation.
L’information extrinsèque à la sortie d’un décodeur est calculée en retirant à la proba-
bilité a posteriori l’information a priori, soit la probabilité p de la source, l’information
adjacente et l’extrinsèque venant de l’autre décodeur. Une fois calculée, l’information
extrinsèque est fournie à l’autre décodeur, et utilisée comme l’information adjacente :
elle est intégrée dans la métrique de branche des transitions (équation 5.11).
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5.3.5 Résultats de simulation
Le schéma de codage de source distribué proposé sur la figure 5.4 ainsi que les struc-
tures itératives de la section précédente ont été testés en simulation sur des sources
sans mémoire et des sources avec une mémoire d’ordre 1, en utilisant l’information
adjacente Y au décodeur.
5.3.5.1 Sources binaire sans mémoire
Dans un premier temps, nous avons considéré des sources binaires sans mémoire de
probabilité P(a) = 0.9 et P(a) = 0.8. Les entropies de ces deux sources sont respecti-
vement égales à 0.4690 bits et 0.7219 bits. Nous avons appliqué les schémas proposés
pour des séquences de L(S) = 100 symboles, et moyenné le TES en sortie du décodeur
sur 105 réalisations de la source pour un taux de compression global de 0.4 bits par
symbole.
Les résultats sont donnés sur les figures 5.12 (P(a) = 0.9) et 5.14 (P(a) = 0.8) pour la
solution utilisant des codes QA poinçonnés et sur la figure 5.13 (P(a) = 0.9) pour celle
utilisant des codes QARI. Sur ces courbes, le taux d’erreur en sortie du décodeur est
représenté en fonction de la corrélationH(Y |X) entre S et Y.
Dans le cas des codes QA classiques (figures 5.12 et 5.14), nous avons considéré des
codes QA adaptés à la probabilité de la source et construits selon la méthode décrite
dans le chapitre 2 pour N = 8. Pour la source telle que P(a) = 0.9, le code QA adapté
à cette source a un taux de compression moyen de 0.48 bits par symbole source. Ainsi,
pour atteindre un taux de 0.4 bits par symbole, 8 bits ont été poinçonnés pour chaque
réalisation de la source. Le code QA associé à la source de probabilité P(a) = 0.8 a un
taux de compression de 0.72 bits par symbole. Nous avons donc poinçonné 32 bits par
message binaire issu de l’encodage de la source. Pour la structure QA-QA en parallèle,
le taux de compression issu de chaque branche a été fixé à 0.2 bits par symboles afin
d’atteindre un taux global de 0.4 bits par symboles. Enfin, le CC de la structure QA-CC
en série est un code (21,37) octal. En sortie de ce CC, les bits systématiques ont tous
été poinçonnés ainsi qu’ un nombre de bits de parité suffisant pour atteindre le taux
global désiré. Sur ces figures, nous avons également ajouté les performances obtenues
par des turbo codes parallèles classiques. Ces turbo codes sont composés de deux CC
(21,37) octal en parallèle. Nous avons appliqué ces turbo codes à des séquences courtes
(100 symboles) et à des séquences longues (5000 symboles). La probabilité stationnaire
de la source P(a) est utilisée par le turbo code, puisqu’elle l’est également par les codes
QA.
Pour les codes QARI, le coefficient de recouvrement a été adapté afin d’obtenir un
taux global très proche de 0.4 bits par symbole. Pour les structures parallèles, le taux
a été réparti sur les deux branches.
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On peut remarquer que les codes QA poinçonnés et les codes QARI sont très compé-
titifs par rapport aux turbo-codes pour des séquences courtes. Ceci peut s’expliquer
par le fait que les turbo codes sont moins performants pour des séquences courtes.
Les structures itératives proposées permettent d’améliorer sensiblement les perfor-
mances de décodage, notamment quand la corrélation entre S et Y est importante. En
revanche, pour des séquences longues, les performances des turbo sont sensiblement
améliorées.
5.3.5.2 Sources binaires avec mémoire
Enfin, nous avons appliqué les schémas proposés à une source avec une mémoire
d’ordre 1, définie par P(a) = 0.9 et ρm = 0.9. L’entropie de cette source est de 0.1164
bits. Le code QA adapté à cette source a un taux de compression de 0.125 bits par
symbole. Les résultats associés à cette source et à différents schémas de décodage sont
proposés sur la figure 5.15 pour un taux de compression de 0.09 bits par symbole. Ces
performances sont comparées à celles obtenues avec un turbo code parallèle. Il faut
noter que les statistiques d’ordre 1 de la source ne peuvent être utilisées que par le
premier constituant du turbo code (la mémoire est cassée dans la seconde branche par
l’entrelaceur).
Les mêmes conclusions peuvent être tirées dans le cas des sources avec mémoire. Les
performances des codes QA ainsi que celles de la structure QA-CC en série sont com-
pétitives par rapport aux turbo codes pour des courtes séquences. La structure QA-QA
en parallèle n’a pas été représentée ici car elle n’est pas très adaptée aux sources avec
mémoire. En effet, comme la version entrelacée de la source ne comporte plus de mé-
moire, un code QA sans mémoire doit être utilisé dans la seconde branche, nécessitant
un poinçonnage très important.
5.4 Conclusion
Nous avons présenté dans ce chapitre deux schémas de codage de source distribué
utilisant des codes QA, l’un réalisant la compression par poinçonnage et l’autre se
basant sur des codes QA avec recouvrement d’intervalles, réalisant directement la
compression. Ces deux schémas ont été intégrés dans des structures itératives afin
d’améliorer leurs performances respectives. Les résultats de simulation ont permis de
montrer que ces schémas de codage de source distribué utilisant des codes QA pré-
sentent des performances intéressantes comparativement aux schémas basés sur des
codes de canal pour des séquences courtes notamment. Nous verrons en conclusion
générale quelques perspectives qui pourraient permettre d’améliorer davantage les
performances de ces schémas de codage de source distribué utilisant des codes QA.
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Turbo Code L(S) = 5000
FIG. 5.12 – Performances de différents schémas de codage de source distribué à un
taux de 0.4 bps pour une source sans mémoire avec p = 0.9.













QA−QA recouvrement en parallèle
QA recouvrement−CC en série
Turbo Code L(S)=500
Turbo Code L(S) = 5000
FIG. 5.13 – Performances de différents schémas de codage de source distribué à un
taux de 0.4 bps pour une source sans mémoire avec p = 0.9
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Turbo Code L(S) = 5000
FIG. 5.14 – Performances de différents schémas de codage de source distribué à un
taux de 0.4 bps pour une source sans mémoire avec p = 0.8















Turbo Code L(S) = 5000
FIG. 5.15 – Performances de différents schémas de codage de source distribué à un
taux de 0.09 bps pour une source avec mémoire d’ordre 1 avec p = 0.9 et ρm = 0.9.
Conclusion
“Pour connaître l’origine et la qualité d’un vin, il n’est pas nécessaire de boire le tonneau
entier”
Oscar Wilde
L’étude menée dans cette thèse s’inscrit dans le contexte du codage conjoint source-
canal. Depuis quelques années, les chercheurs dans le domaine se sont de plus en plus
penchés sur ce problème, notamment sur la construction de codes sources robustes ou
de schémas permettant de rendre plus robustes les codes sources classiques. Dans ce
chapitre, nous synthétisons l’ensemble des contributions apportées dans ce domaine,
puis nous donnerons quelques perspectives.
Synthèse
Décodage souple des CLV et codes QA
Les codes de source, de type CLV ou codes QA présentent de très bonnes perfor-
mances en terme de compression. Ils sont de ce fait souvent utilisés dans les schémas
de compression moderne. Cependant, ils sont très sensibles au bruit de transmission,
notamment à cause du phénomène de désynchronisation. Afin d’améliorer leurs per-
formances de décodage, un modèle d’état optimal permettant le décodage souple de
ces codes a été introduit. Ce modèle prend en compte une information sur le nombre
de symboles émis. Cependant, la complexité (quadratique avec la longueur de la sé-
quence) sur ce modèle est trop importante pour qu’il soit utilisé tel quel en pratique.
Le modèle d’état agrégé pour le décodage souple des CLV proposé dans [JMG05] a été
rappelé puis nous l’avons étendu aux codes QA. Ce modèle d’état permet de rendre la
complexité du décodage linéaire avec la longueur de la séquence. Il est paramétré par
un entier T qui dose un compromis entre performances et complexité du décodage.
Le calcul des probabilités marginales au niveau symbole n’est pas directement pos-
sible sur le modèle agrégé car l’horloge symbole n’est pas gardée en mémoire tout
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au long du décodage. Cette marginale est nécessaire lorsque l’on souhaite minimiser
le taux d’erreur symbole ou réaliser un décodage itératif. Nous avons donc proposé
un algorithme permettant d’estimer ces probabilités marginales en utilisant le modèle
agrégé. Les simulations ont montré que l’estimation de ces marginales selon l’algo-
rithme proposé est très fiable.
De nombreuses techniques visant à ajouter de la redondance structurée aux CLV ou
codes QA ont été développées ces dernières années, afin d’améliorer les performances
de ces codes dans un contexte de décodage conjoint source/canal. Nous avons pro-
posé une solution alternative basée sur l’introduction de contraintes de longueur par-
tielles référençant plusieurs moments du processus de décodage. Ces contraintes per-
mettent d’aider le décodeur à se resynchroniser en tous ces moments. Cette approche
permet d’obtenir de très bons résultats en terme de performance, comparativement
aux méthodes classiques de la littérature. De plus, cette approche est très flexible dans
le sens où la redondance n’est pas ajoutée directement dans le train binaire original et
peut donc ainsi être envoyée séparément.
Analyse des propriétés de resynchronisation des codes
Les CLV (et les codes QA) sont très sensibles au bruit de transmission, notamment
à cause du phénomène de désynchronisation. De nombreux chercheurs se sont donc
penchés sur les propriétés de resynchronisation des CLV de type Huffman. Maxted et
Robinson ont notamment proposé une méthode pour calculer l’espérance de la lon-
gueur de propagation d’une erreur bit (MEPL). Cette méthode a ensuite été étendue
pour calculer la variance de cette longueur de propagation (VEPL). Des résultats ont
ensuite montré que ces deux quantités reflétaient les performances des CLV pour un
décodage dur. Plus elles sont élevées, moins le code est performant en terme de taux
d’erreur en sortie du décodeur. Swaszek et Di Cicco ont ensuite adapté la méthode
de Maxted et Robinson pour calculer la loi de probabilité du nombre de symboles
supplémentaires décodés (positif ou négatif) (variable∆S).
Nous avons dans un premier temps étendu ces méthodes afin de pouvoir calculer
ces quantités pour les codes QA. Il nous est donc possible de calculer les quantités
MEPL,VEPL et la densité de probabilité de ∆S pour les CLV et codes QA. Le calcul
de ces quantités est néanmoins valable que lorsqu’une seule erreur bit se produit dans
le train binaire. Nous avons ensuite proposé une méthode permettant d’estimer ces
quantités lorsque un message est transmis sur un canal de type BABG, caractérisé par
son rapport signal à bruit.
Nous avons montré que la loi de probabilité de ∆S permettait de quantifier la quan-
tité d’information apportée par une contrainte de terminaison sur un treillis de type
bit/symbole, et donc de refléter les performances des CLV lorsqu’un décodage souple
est appliqué sur ce modèle. Nous avons également montré que ∆S mod T pouvait
être utilisée pour quantifier l’information apportée par la contrainte de terminaison
sur un modèle agrégé de paramètre T . Nous avons donc pu analyser les performances
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des CLV et codes QA sur le modèle agrégé. On peut notamment prévoir quelles va-
leurs de T sont les plus adaptées à chaque code en fonction du rapport signal à bruit,
ainsi qu’estimer le T permettant d’atteindre les performances obtenues sur le treillis
bit/symbole.
Codage de source distribué à l’aide de codes QA
Le codage de sources distribué concerne les signaux corrélés qui sont encodés sépa-
rément et décodés conjointement. La plupart des solutions pratiques au problème du
codage de source distribué sont mises en oeuvre avec des codes de canal, notamment
de type turbo-code. Ces codes sont très efficaces lorsque les sources en entrée sont uni-
formes et lorsqu’ils travaillent sur des longues séquences, et ne sont pas bien adaptés
à travailler avec des sources très asymétriques, contrairement aux codes QA.
Nous avons proposé deux solutions pratiques au problème du codage de source dis-
tribué utilisant des codes QA. La première solution utilise des codes QA classiques
dont la sortie est poinçonnée afin d’atteindre des taux de compression très faibles. La
solution a été mise en oeuvre conjointement avec Xavi Artigas, doctorant à l’univer-
sité Polytechnique de Catalogne, dans le cadre du projet européen IST-DISCOVER.
Elle est basée sur un nouveau type de codes : les codes QA avec recouvrement d’inter-
valle. Ces codes réalisent directement la compression. Ils ne sont pas uniquement dé-
codables, mais l’information adjacente présente dans les schémas de codage de source
distribué aide à lever l’ambiguïté induite par le recouvrement d’intervalle. Ces deux
solutions ont été intégrées dans des structures itératives afin d’améliorer les perfor-
mances. Les résultats obtenus par ces deux schémas de codage de source distribué
sont très compétitifs par rapport aux solutions basées sur des codes de canal, notam-
ment lorsque la source en entrée présente une forte asymétrie.
Perspectives
Nous proposons quelques développements possibles pour un futur travail de recherche.
Étude des propriétés de resynchronisation sur canal à effacement
L’error state diagram utilisé pour le calcul des propriétés de resynchronisation des codes
lorsqu’une erreur bit se produit peut être adapté au cas où un bit serait effacé. Le calcul
desMEPL, VEPL, et de la densité de probabilité de∆S pourrait ainsi être effectué dans
ce cas. Une estimation de ces quantités sur un canal à effacement (caractérisé par une
probabilité d’effacement) pourrait ensuite être réalisée.
La connaissance de ces propriétés permettrait d’adapter le poinçonnage en fonction
du code QA dans le schéma de codage de source distribué que l’on a proposé dans le
chapitre 5. Certains états de l’automate de décodage des codes QA doivent être plus
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sensibles au poinçonnage que d’autres. Les propriétés de resynchronisation des codes
QA sur un canal à effacement permettraient de trouver les états les moins sensibles au
poinçonnage. De plus, la connaissance de l’information adjacente peut être intégrée
dans l’error state diagram afin de se placer dans la situation décrite dans le chapitre 5.
Utilisation des EXIT charts pour les structures itératives
Les performances des structures itératives présentées dans le chapitre 5 peuvent cer-
tainement être améliorées en se basant sur l’étude des EXIT charts [Bri01]. La manière
de calculer ces courbes a été modifiée dans [Jas08] afin de considérer des sources non-
uniformes en entrée. Cette méthode pourrait être utilisée dans notre cas. L’étude des
EXIT charts permettrait de prévoir la convergence des structures itératives utilisées
dans le chapitre 5. La convergence d’une structure itérative peut également être mo-
difiée par l’amoindrissement des probabilités extrinsèques en utilisant un certain co-
efficient. Cette idée a été proposée à l’origine par Claude Berrou et Alain Glavieux.
Les EXIT charts peuvent permettre notamment de prévoir si un tel coefficient peut
permettre d’améliorer la convergence des structures itératives du chapitre 5.
Annexe A
Algorithmes de Viterbi et BCJR
“Il parle tout le temps de toi. Tu l’as couché tous les soirs pendant six ans. C’est avec toi qu’il
a appris à faire des blagues, c’est avec toi qu’il a appris à parler, et à écrire. C’est idiot mais tu
connais beaucoup d’enfants qui disent : « Je vais préparer mes impedimenta » ?”
Arnaud Desplechin
Les algorithmes de Viterbi [Vit67] et BCJR [BCJR74] ont été utilisés dans cette thèse
pour réaliser les estimations bayésiennes au décodeur des différentes structures utili-
sées. Nous allons ici détailler ces deux algorithmes tels qu’ils ont été utilisés dans ce
document.
Dans cette annexe, nous supposerons qu’une séquence de symboles S = S1, . . . , SL(S)
à valeurs dans un alphabet A = {a1, . . . , an} est encodé par un CLV ou un code QA.
L’encodage de S produit le train binaire X = X1, . . . XL(X). Nous supposerons que
le décodeur reçoit une suite d’observations Y sur la séquence X qui permettent de
calculer les probabilités P(Xk|Yk), 1 ≤ k ≤ L(X).
Nous allons détailler les algorithmes de Viterbi et BCJR sur un treillis de type bit/symbole.
Ainsi, les états du treillis sont notés νk = (Nk, Tk), oùNk représente les états de l’auto-
mate représentant le code etMk les valeurs d’horloge symbole possibles à l’instant bit
k. Les transitions sur ce modèle sont étiquetées par un bit en entrée et un ou plusieurs
symboles en sortie. Les probabilités de transition sur ce modèle se calculent comme
expliqué dans le document en utilisant les statistiques de la source.
A.1 Algorithme de Viterbi
L’algorithme de Viterbi va permettre de minimiser le taux d’erreur séquence dans le
sens où cet algorithme sélectionne la séquence de bits (ou de symboles) de plus forte
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probabilité a posteriori. Ainsi, la séquence Xˆ sélectionnée par l’algorithme de Viterbi
est telle que la quantité P(Xˆ|Y soit maximisée sur l’ensemble de séquences binaires
possibles de longueur L(X).
Pour sélectionner cette séquence de probabilité a posteriori maximale, l’algorithme
procède comme suit. Une métrique µk(m) va être associé à chaque état m du treillis
de l’instant bit k. Cette métrique est initialisée pour l’instant bit 0. Dans notre cas,
la métrique de l’état initial de l’automate du code associée à l’horloge symbole 0 est
initialisée à 1, alors que les métriques des autres états du treillis sont mises à 0. Pour
chaque étatm du treillis à l’instant bit k, on va également associer un état “survivant”
que l’on note pk(m). Les “survivants” sont initialisés à 0. Ensuite, à chaque instant bit
k, les opérations suivantes sont réalisées :
1. Pour chaque état m du treillis à l’instant bit k, et pour chaque état m′ du treillis
à l’instant bit k + 1, on calcule la métrique temporaire
µtk+1(m
′) = µk(m)× P(Xk+1 = i(m,m′)|Yk+1), (A.1)
où i(m,m′) est égal au bit associé à la transition entrem etm′.
2. Si µtk+1(m
′) > µk+1(m
′), alors on met à jour la métrique µk+1(m′) = µtk+1(m
′) et
on met à jour le “survivant” pk+1(m′) = m.
Ces opérations sont répétées pour chaque instant bit. Puis, on sélectionne l’état du
dernier instant bit L(X) qui a la plus forte métrique et dont l’horloge symbole associée
est égale àL(S). On appelle cet état eL(X). On sélectionne ensuite le survivant de eL(X) :
eL(X)−1 = pL(X)(eL(X)). On remonte ainsi jusqu’à e1.
Finalement, on obtient une séquence d’états e1, . . . , eL(X) du treillis. Cette séquence
peut être convertie en une séquence binaire Xˆ, ou en une séquence de symboles Sˆ à
partir de l’automate du code. Ces séquences sont de probabilité a posteriori maximale.
A.2 Algorithme BCJR
L’algorithme BCJR permet de sélectionner une séquence de bits ou une séquence de
symboles constituées des éléments (bits ou symboles) les plus probables à chaque ins-
tant (bit ou symbole). Il repose sur deux passes : une passe avant et une passe arrière.
La passe avant permet de calculer pour chaque état m du treillis à l’instant bit k la
probabilité αk(m) = P(νk = m;Yk1). La passe arrière permet de calculer pour chaque
étatm du treillis à l’instant bit k la probabilité βk(m) = P(Y
L(X)
k+1 |νk = m).






′)× P(Xk = i(m′,m)|Yk). (A.2)





′)× P(Xk+1 = i(m,m′)|Yk+1). (A.3)
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Les probabilités α0 doivent être initialisées selon la situation. Dans notre cas, la pro-
babilité α0 associée à l’état initial de l’automate et dont l’ horloge symbole est 0 est
initialisée à 1, et 0 pour les autres états. Les probabilités βL(X) doivent de même être
initialisées. Nous fixons un βL(X) non nul à tous les états de l’instant bit L(X) dont
l’horloge symbole associée est égale à L(S).
Il faut noter que pour éviter que les probabilités αk et βk diminuent rapidement, elles
sont normalisées à chaque instant bit k.
Pour obtenir une séquence de bits composés des bits les plus probables à chaque ins-
tant, il faut calculer les probabilités a posteriori P(Xk = 0;Y) pour chaque instant bit.
Ces probabilités sont données par la relation suivante






La séquence Xˆ est donc constituée des éléments xˆk définis par
xˆk =
{
0 si P(Xk = 0;Y) > P(Xk = 1;Y)
1 sinon .
(A.5)
Cette séquence minimise bien le taux d’erreur bit.
Pour obtenir une séquence de symboles en utilisant le modèle d’état à horloge bit,
il faut utiliser la méthode décrite dans la section 3.3.1.2 de ce document. Autrement,





BABG Brut additif blanc gaussien
BPSK Binary phase shift keying
CBS Canal binaire symétrique
CC Code convolutif
CLV Code à longueur variable
ddp densité de probabilité
DLN Distance de Levenshtein normalisée
ESD Error state diagram
LDPC Low density parity check codes
MEPL Mean error propagation length
QA Quasi-arithmétique
QARI Quasi-arithmétique avec recouvrement d’intervalle
SI Symbole interdit
SOVA Soft-output Viterbi algorithm
TEB Taux d’erreur bit
TES Taux d’erreur symbole
TESQ Taux d’erreur séquence
VEPL Variance of the error propagation length
“Et quand tu m’auras lu, jette ce livre - et sors. Je voudrais qu’il t’eût donné le désir de sortir
- sortir de n’importe où, de ta ville, de ta famille, de ta chambre, de ta pensée. N’emporte pas
mon livre avec toi. [...] Que mon livre t’enseigne à t’intéresser à, toi plus qu’à lui-même, -
puis à tout le reste plus qu’à toi.
Si je cherchais tes aliments, tu n’aurais pas de faim pour les manger, si je te préparais ton lit,
tu n’aurais pas sommeil pour y dormir. Jette mon livre ; dis-toi bien que ce n’est là qu’une des
milles postures possibles en face de la vie. Cherche la tienne. Ce qu’un autre aurait aussi bien
fait que toi, ne le fais pas. Ce qu’un autre aurait aussi bien dit que toi, ne le dis pas, - aussi
bien écrit que toi, ne l’écris pas. Ne t’attache en toi qu’à ce que tu sens qui n’est nulle part
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Résumé
L’étude menée dans cette thèse s’inscrit dans le contexte du codage conjoint source-
canal. L’émergence de ce domaine depuis quelques années est dû aux limites, notam-
ment au niveau applicatif, du théorème de séparation de Shannon. Ce théorème sti-
pule que les opérations de codage de source et de codage de canal peuvent être réa-
lisées séparément sans perte d’optimalité. Depuis quelques années, de nombreuses
études visant à réaliser conjointement ces deux opérations ont vu le jour. Les codes
de source, comme les codes à longueur variables ou les codes quasi-arithmétique ont
beaucoup été étudié. Nous avons travaillé sur ces deux types de codes dans le contexte
de codage conjoint source-canal dans ce document.
Un modèle d’état pour le décodage souple des codes à longueur variable et des codes
quasi-arithmétique est proposé. Ce modèle est paramétré par un entier T qui permet
de doser un compromis entre performance et complexité du décodage.
Les performances des codes sur ce modèle sont ensuite analysées en étudiant leurs
propriétés de resynchronisation. Les méthodes d’étude de ces propriétés ont dû être
adaptées aux codes QA et au canal à bruit additif blanc gaussien pour les besoins de
cette analyse. Les performances des codes sur le modèle agrégé peuvent ainsi être pré-
vues en fonction de la valeur du paramètre T et du code considéré.
Un schéma de décodage robuste avec information adjacente est ensuite proposé. La re-
dondance ajoutée se présente sous la forme de contraintes partielles appliquées pen-
dant le décodage. Cette redondance peut être ajoutée de manière très flexible et ne
nécessite pas d’être introduite à l’intérieur du train binaire.
Enfin, deux schémas de codage de source distribué utilisant des codes quasi arith-
métiques sont proposés. Le premier schéma réalise la compression en poinçonnant la
sortie du code, tandis que le deuxième utilise un nouveau type de code : les codes
quasi-arithmétiques avec recouvrement d’intervalle. Les résultats présentés par ces
deux schémas sont compétitifs comparativement aux schémas classiques utilisant des
codes de canal.
