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Abstract
Inside-fuel-injector flow conditions, such as injection pressure and gas-liquid two-phase cavitation flow dynamics,
greatly affect fuel spray development and spray combustion performance of liquid-fuelled engine. The topic has
attracted great interest for a long time. Measurement, however, has proven difficult due to harsh testing conditions
on high pressure and flow velocity. On the other hand, computational approaches, which may play an important role
in providing a detailed picture of inside-injector flow physics, are also limited due to the complexity of the needle
movement and cavitating gas-liquid two-phase flow in the methodological framework of Navier-Stokes equations.
Over the past three decades, the mesoscopic lattice Boltzmann method (LBM) [1] has attracted great attention
due to its simple scheme, easement of dealing with complex geometry and convenience of parallel computing.
Its mesoscopic nature makes it greatly suitable for simulating multiphase and multi-species flow. LBM can also
effectively collaborate with the immersed boundary method [2, 3], since both approaches are usually discretised
on regular Cartesian mesh, to deal with moving geometries in the computational domain. The clear advantages
of the LBM over conventional approaches have motivated us to develop the approach for its applications in inner-
injector flow, and a first-stage study is reported in this paper. First, an oscillating cylinder which moves with a sine
function algorithm is simulated to model needle movement by using the immersed boundary method. Second, the
Shan-Chen multiphase flow model [4, 5, 6] is employed to model both a spinodal decomposition case and an inside-
nozzle flow in which cavitation emerges at the throating region of the model nozzle. It has been shown that both
the immersed boundary method and the Shan-Chen model produce satisfactory results. Following the first-stage
validation, we aim to further develop the LBM in collaboration with the immersed boundary method and Shan-Chen
model to investigate flow dynamics inside a fuel injector where multiphase flow interacts with moving geometry.
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Introduction
The liquid-fuel injector is a key component of diesel engine, and the internal-flow dynamics inside a fuel injector
has significant impact on the subsequent spray development and spray combustion performance including fuel
consumption and exhaust emissions [7, 8]. So, the improvement of the nozzle design has been one of the major
engine research areas over the years. Current fuel injection systems operate at very high pressures and the
whole injection process lasts for very short time intervals through fast opening and closing of the needle valve. As
the high-pressure fluid enters the nozzle discharge holes, cavitation may emerge due to sharp drop of the static
pressure. The occurrence of cavitation in the nozzle and its significant effects on spray formation have been well
known and extensively investigated [9]. However, experimental study of inside-nozzle-flow is tricky due to its small
scale (0.1-0.2mm), high pressure (up to 1800 bar) and short switch intervals (within a few milliseconds). In order
to facilitate clear visualisation of cavitation structure and laser measurement, larger-scale transparent nozzles have
been widely adopted [10, 11, 12] in experiments instead of real ones. Few tests on real-size nozzles have been
performed. Three-dimensional (3D) effects, which are believed to be important, cannot be visualised in real-size
experiments [13, 14]. Besides, real-time measurements are difficult to achieve, either. Although having contributed
valuable insights into the flow physics, these studies have, at the same time, revealed the complexity of the two-
phase flow structures in the nozzle. Our understanding of the inside-injector flow physics is still far from sufficient,
and accessing how it affects flow conditions at the nozzle exit is difficult, albeit crucial.
Numerical studies on this problem, which may play an important role in providing a detailed picture of inside-
injector flow physics, are also limited due to methodology complexities. First, cavitating flow simulation is challenging
using traditional approaches due to the presence of an interface between the liquid and vapour phases, which
quickly changes its shape and where huge variations of the fluid properties occur [15], easily leading to nonphysical
oscillations and instability without robust numerical schemes. Second, the needle movement needs to be dealt
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with properly. Although body-fitted or unstructured grid methods have been commonly adopted to simulate moving
boundary problems, the algorithms are generally complicated, in tandem with high computation costs.
Over the past three decades, the lattice Boltzmann method [1] based on mesoscopic fluid dynamics has at-
tracted great attention due to its simple scheme, easement of dealing with complex geometry and convenience of
parallel computing. From the physical essence, the kinetic behaviour of a multiphase flow system is the result of
microscopic interactions among fluid phases. Based on the theory of molecular motion, LBM is especially suitable
for simulating complex multiphase flow from first principles. In LBM computation, cavitation or phase transition
will emerge spontaneously by using a multiphase model cooperating with an appropriate non-ideal equation of
state (EOS) [16, 17]. Several multiphase LB models have been developed during the past two decades. The first
so-called R-K model [18] was proposed by Gunstensen et al. in 1991, which uses colour gradients to separate
the two fluid phases and model the interaction at multiphase interfaces. The pseudo-potential model, in which a
pseudo-potential function is introduced to account for nonlocal particle interactions, was developed by Shan and
Chen [4, 5, 6]. Other approaches such as the free energy model [19] and the mean-field model [20] were proposed
in the following years. Overall, the Shan-Chen model has been most frequently employed in cavitation study due to
its simplicity, high computational efficiency and high flexibility. It was for the first time used by Sukop and Or to sim-
ulate both homogeneous and heterogeneous cavitation with interface formation and bubble growth [21]. Falcucci
et al. coupled the two-belt approach into the original Shan-Chen model, and a flow-induced incipient cavitation
simulation was performed where cavitation bubbles emerged spontaneously [22]. Chen et al. [23] simulated the
bubble growth with a large density ratio by coupling the exact difference method and the Carnahan-Starling real-gas
equation of state into the Shan-Chen model.
Moving boundary problems can be relatively easily solved in LBM by its so-called no-slip treatment at a bound-
ary. There are two main categories of no-slip boundary treatment in LBM. The first is known as the bounce-back
scheme, which directly constructs the unknown distribution functions at boundary nodes using the known ones while
complying with hydrodynamic constraints. The second is the immersed boundary method, which was proposed by
Peskin [2, 3] in 1970s in order to simulate blood flow in the heart. This method was developed in conventional CFD
framework, and can also be effectively and easily incorporated into LBM, since both the immersed boundary and
LB methods are usually discretised on regular Cartesian mesh [24]. Both the bounce-back and immersed boundary
methods have been extensively used by the LBM community in a wide range of applications. The immersed bound-
ary method in general provides more stable solutions with an overall comparable accuracy and more convenience
when dealing with complex geometry [25].
The objective of this study is to demonstrate that LBM is a potentially valuable tool to investigate complex flow
inside a fuel injector where multiphase flow interacts with moving geometry. The immersed boundary method and
Shan-Chen model are chosen to deal with the moving needle and cavitating flow, respectively. The open-source
LB code Palabos [26] is used. Firstly, the accuracy and reliability of the immersed boundary method were tested by
simulating an oscillating cylinder in a water tank [27] using LBM. Its movement is dictated by a sine function, which
is similar to an injector needle. Then the Shan-Chen model capacity on simulating cavitating flow is assessed by
the case of Sukop and Or [21] and a model injector without a needle. The remainder of the paper is structured
as follows. In the next section, the immersed boundary method, Shan-Chen model and how they are coupled with
LBM are introduced, followed by the simulation results and their comparisons against measurements and published
numerical results [21, 28]. In the final section, the conclusions and future work are summarised.
Lattice Boltzmann Method
The LBM is based on the Boltzmann equation and simulates flow transport by the evolution of the distribution
functions. The widely used Bhatnagar-Gross-Krook (BGK) approximation [1] for incompressible flow is employed
in the present study. The BGK method is based on the development of discrete molecular velocity distribution
functions on uniform Cartesian lattices. The velocity distribution functions can be written as
fi(x + eiδt, t+ δt)− fi(x, t) = −
δt
τ



























, ν = (τ − 0.5)c2s δt, (3)
where f and feq are the distribution function and equilibrium distribution function, respectively; the index i defines
the vector of the discrete molecular velocities; ω is the weight factor for different speed vectors; τ and ν are the
relaxation time and kinematic viscosity, respectively; cs is the lattice speed of sound, and its squared value usually
equals 1/3; u and ρ are the macroscopic velocity and density, respectively; x and e are the spatial location and
base velocity in the LBM, respectively; F is the external force and determined by Guo’s scheme [29],
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Immersed boundary method
The immersed boundary method was firstly incorporated into LBM by Feng and Michaelides [30] in 2004. The basic
idea of this method is to approximate a boundary by a set of off-lattice maker points that affect the fluid via a force.
An interpolation stencil is introduced to couple the lattice and the maker points. There are several approaches of
how to calculate the force, such as the penalty feedback forcing [30], direct forcing [31] and momentum exchange
forcing [32]. Among them, the direct forcing method has been extensively used due to its simple scheme and
numerical stability, and therefore has been used in the present research. The direct forcing algorithm and its
incorporation into LBM are introduced as follows:
1. The velocity u on the Eulerian grid x is interpolated onto the Lagrangian gird X using Equation 5 to obtain the





where h3 and δh are the volume of a Eulerian grid cell and the interpolation kernel function [33], respectively. We











































where Ub(X) is the macroscopic velocity of the moving object. In our case, it is the needle velocity.





where ∆V is the control volume of a Lagrangian grid cell, which is usually given the same value of h3.
4. Compute the uncorrected (pre-collision) velocity un(x, t) from Equation 9. Then obtain Fi(x, t) in Equation 1
from fb(x) through Guo’s scheme [29] (Equation 4), and perform LB algorithms with Equations 1, 2, 3 and 4. The










5. Update the position of the moving object and perform the same cycle in the next time step.
Shan-Chen pseudo-potential method for single-component fluid
In order to introduce nonlocal interaction among particles, Shan and Chen [4, 5, 6] defined a force (FSC) which is
modelled by a sum of pseudo-potential interactions with the nearest lattice neighbours, as shown in Equation 11. We
also use Guo’s scheme to incorporate this force into Equation 1, similar to what is done in the immersed boundary
method.
FSC(x, t) = −Ψ(ρ)G
∑
i
ωiΨ(x + eiδt)eiδt, (11)
where G is a simple scalar that controls the strength of the interaction. The force is attractive for negative values and
repulsive for positive ones. Ψ(ρ) is the pseudo-potential function, for which several forms have been proposed [4,
5, 6]. Two of them are chosen in the present study, i.e.
Ψ(ρ) = ρ0[1− exp(−ρ/ρ0)], (12)
Ψ(ρ) = Ψ0 exp(−ρ/ρ0), (13)
where Ψ0 and ρ0 are arbitrary constants. Through a third-order Taylor expansion and simple merging, Equation 11
can be written as











So, the two major features of non-ideal fluids are captured, namely, a non-ideal equation of state relating to the first
term and surface tension relating to the second term on the right-hand side of Equation 14. The correction to the
ideal EOS p = ρc2s due to the introduction of this force leads to the following non-ideal EOS,
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Simulation results and discussion
Validation for immersed boundary method
The needle in a fuel injector oscillates, leading to the injector switching between opening and closing continuously.
This motivated us to validate the immersed boundary method against Dütsch’s measurements [27], in which a
cylinder oscillates according to a sine function (Figure 1).
Two dimensionless parameters, i.e. the Reynolds number and Keulegan-Carpenter number, are defined as
Re = UmaxD/ν, KC = Umax/vD, (16)
where Umax and D are the maximum velocity and cylinder diameter, respectively. And ν and v denote the kinematic
viscosity and characteristic frequency, respectively. In the present study, Re = 100 and KC = 5.





where Xcen is the x coordinate of the cylinder centre. In our simulation, a uniform Cartesian mesh is constructed for
a domain of 50D and 30D (D = 25∆x) in the x and y directions, and the initial location of the cylinder is at the centre
of the domain. The Neumann boundary condition is used at the outer boundary, i.e. zero velocity gradient. Figure 2
shows the velocity profiles at four different x locations (x = −0.6D, 0D, 0.6D and 1.2D) for three different phase
angles (a) φ = 2πft = 180◦, (b) φ = 210◦, and (c) φ = 330◦. It can be seen that the present results have overall
good agreements with the experimental data. It is expected that the velocity distribution should be symmetric and
antisymmetric for the u and v velocities, respectively, along the y direction [34]. So, discrepancies at comparisons






Figure 1. Computation sketch of oscillating cylinder.
Validation for cavitating flow
Spinodal decomposition We started our validation of cavitating flow from a simple case, which is known as the
first cavitating flow simulation by LBM and investigated by Sukop and Or [21] in 2005. The simulation was conducted
in a 200×200 domain, with periodic boundaries at the top and bottom and constant normal outflow velocity boundary
(0.005) at the left and right. This leads to the increase of tension in liquid with time until the liquid spinodal pressure
and density are reached, then the liquid cavitates catastrophically. Equation 13 is chosen as the pseudo-potential
function and the initial density in the domain is 400, which are in accordance with the setup of Sukop and Or.
Figure 3 shows the density variations at two points during the course of 12,000 time steps. As shown in the plot,
severe fluctuations occur after the onset of cavitation, and the densities at the two monitored locations eventually
reach their equilibrium, flat, free interface values, with the liquid density being 524 and the vapour density 85. The
overall agreements are good between the two results, with little discrepancy existing. The viscosity value was not
given by Sukop and Or in their paper, and we set it to be 0.25.
Cavitating flow in a model nozzle In the present study, the nozzle flow simulation was performed by using the
same model and parameters of Falcucci et al. [28], as shown in Figure 4. In our simulation, the velocity inlet
boundary condition with a magnitude of 0.13 was set, and the Neumann boundary condition was used at the outlet.
The initial conditions, which are important for the unsteady simulation and comparison, are 0.13 for velocity and
1.91 for density, respectively.
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(f) v at φ = 330◦
Figure 2. Velocity profiles for three different phase angles φ = 180◦, 210◦ and 330◦. Lines are the present simulation results,
while symbols are the experimental results of Dütsch et al. [27].
Figure 5 shows the comparisons of density contours at three time instants, and it can be seen that satisfactory
agreements have been obtained. In the nozzle, due to the sudden reduction of flow area at the sack wall corner,
the liquid flow experiences a pressure drop caused by the acceleration, which triggers cavitation eventually. The
formation of a cavitation bubble and its growth are clearly visible. It indicates that Shan-Chen model has the ability
to capture flow-induced cavitation. There are, however, inherent limitations in the original Shan-Chen model. For
instance, the maximum density ratio between liquid and vapour is about 50, which restricts the application of the
model in realistic gas-liquid two-phase flow systems. This motivates us to further develop the model in future work.
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Figure 4. Sketch of model nozzle.
Conclusions and future work
In the present study, a preliminary investigation towards better understanding flow dynamics in a model fuel in-
jector was conducted using the open-source LB code Palabos. The immersed boundary method and Shan-Chen
multiphase model were adopted and will be further developed to target on simulating the needle movement and
cavitating flow inside the injector. Both methods were validated under the framework of LBM. Firstly, the immersed
boundary method was validated by simulating the flow around an oscillating cylinder, which moves according to
a similar algorithm to a real needle, and good agreement between the numerical and experimental results was
obtained. Then the Shan-Chen model was validated against published data [21, 28], and results indicate it is a
promising model to simulate cavitating flow, although limitations, e.g. on the maximum liquid/vapour density ratio
which can be tolerated by the model, exist.
Our future work firstly aims at further development of the Shan-Chen model, making it suitable for simulating
two-phase flow with a larger density ratio and normal ambient temperature as in real fluid. Then the immersed
boundary method and Shan-Chen model will be collaboratively incorporated into LBM. Our long-term objective is
to analyse flow dynamics inside a realistic fuel injector where multiphase flow interacts with moving geometry using
LBM. Further development of the mesoscopic numerical approach can benefit a variety of engineering, materials
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and medical spraying applications in which the working-liquid injector is a key component to determine the spray
performance.
(a) EXP at t = 50 (b) EXP at t = 500 (c) EXP at t = 1000
(d) LBM at t = 50 (e) LBM at t = 500 (f) LBM at t = 1000
Figure 5. Density-contour comparisons at t = 50, 500 and 1000 between the present study (bottom row) and [34].
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Nomenclature
cs lattice sound speed
D cylinder diameter
e lattice base velocity
f distribution function
fb boundary force on Eulerian grid
feq equilibrium distribution function
F external force
Fb boundary force on Lagrangian grid
Fi force term in Guo’s scheme
FSC pseudo-potential interaction force
G interaction strength parameter
h3 volume of a Eulerian grid





u macroscopic velocity on Eulerian grid
U macroscopic velocity on Lagrangian grid
Ub macroscopic velocity of the moving object
Umax maximum velocity of cylinder
v characteristic frequency of cylinder
x spatial location on Eulerian grid
X spatial location on Lagrangian grid
Xcen x coordinate of cylinder centre
δh interpolation kernel function
δt time step
∆V control volume of a Lagrangian grid
∆x lattice grid spacing
ν kinematic viscosity
ρ density
ρ0 density parameter in pseudo-parameter function
τ relaxation time
φ(r) three-point delta function
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