Abstract. In a complex multi-developer, multi-package software environment, such as the ATLAS offline framework Athena, tracking the performance of the code can be a non-trivial task in itself. In this paper we describe improvements in the instrumentation of ATLAS offline software that have given considerable insight into the performance of the code and helped to guide the optimization work. The first tool we used to instrument the code is PAPI, which is a programing interface for accessing hardware performance counters. PAPI events can count floating point operations, cycles, instructions and cache accesses. Triggering PAPI to start/stop counting for each algorithm and processed event results in a good understanding of the algorithm level performance of ATLAS code. Further data can be obtained using Pin, a dynamic binary instrumentation tool. Pin tools can be used to obtain similar statistics as PAPI, but advantageously without requiring recompilation of the code. Fine grained routine and instruction level instrumentation is also possible. Pin tools can additionally interrogate the arguments to functions, like those in linear algebra libraries, so that a detailed usage profile can be obtained. These tools have characterized the extensive use of vector and matrix operations in ATLAS tracking. Currently, CLHEP is used here, which is not an optimal choice. To help evaluate replacement libraries a testbed has been setup allowing comparison of the performance of different linear algebra libraries (including CLHEP, Eigen and SMatrix/SVector). Results are then presented via the ATLAS Performance Management Board framework, which runs daily with the current development branch of the code and monitors reconstruction and Monte-Carlo jobs. This framework analyses the CPU and memory performance of algorithms and an overview of results are presented on a web page. These tools have provided the insight necessary to plan and implement performance enhancements in ATLAS code by identifying the most common operations, with the call parameters well understood, and allowing improvements to be quantified in detail.
Introduction
The LHC ran extremely well during Run I and, in 2012, the ATLAS trigger accepted 400 Hz of events that were promptly processed and, additionally, recorded 200 Hz [1] of delayed streams. This data was reconstructed using ATLAS offline software [2] , which also performed well and was a key part of recent physics discoveries. With the next round of data taking in 2015 a trigger rate of ∼ 1 kHz is expected and pile-up will increase. To meet this rate, the CPU performance of the software needs to be improved substantially. This paper presents briefly some of the studies that were made in order to improve the CPU performance of the software.
Performance profiling
To begin any attempt to reduce the CPU of the reconstruction software, the highest CPU consumers needed to be identified. This was done using profilers such as PerfMon [3] and GPerfTool [4] . PerfMon is a CPU and memory profiler implemented in the Athena software framework. It provides detailed information of the CPU and wall clock time, as well as the complete memory footprint of every algorithm executed and library loaded in the reconstruction software. GPerfTools is a performance monitoring tool developed by Google. For every executed function, it provides information regarding the number of calls and the classes from which it was called. In addition, it measures the individual cost of every monitored function as well as its cost relative to the total processing time.
To monitor the software performance, automatic performance tests with PerfMon run daily after the development release has been built during the night. These performance tests monitor changes in the CPU and memory performance directly. The results from PerfMon are then collected and presented graphically. Figure 1 presents the event loop CPU time vs the day for every reconstruction domain over a development time of thirty days using the 2012/2013 data taking software release. The CPU time was measured for a data sample of 500 events. Figure  1 shows that the set of algorithms for track reconstruction in the Inner Detector consumed, as expected, the most CPU time per event (5497 ms), while the other domains needed less than 1300 ms. Figure 2 illustrates the CPU time per event for every algorithm in the Inner Detector domain. Here, the main combinatorial reconstruction algorithm called InDetSiSpTrackFinder took the most time (1581 ms). GPerfTools monitors functions called inside all reconstruction algorithms. It revealed that the frequently called CLHEP functions for matrix and vector operations inside the Inner Detector algorithms contribute significantly to the total CPU time due to their visible CPU overhead. Trigonometric functions were also called frequently. The CLHEP functions had been used for linear algebra operations in ATLAS software and for trigonometric functions the GNU C Library [5] is used. The performance of reconstruction could clearly be improved by replacing CLHEP with a faster linear algebra package and the GNU C Library maths functions with a library providing faster trigonometric functions. However, making the best choices requires CPU performance comparison studies that will be described later. In the following we will introduce briefly CLHEP and other available linear algebra classes, such as Eigen, Intel Math Kernel Libraries and SMatrix. We will as well present alternative maths libraries.
3. Linear algebra libraries CLHEP (Class Library for High Energy Physics) [6] is a set of utility classes for use in high energy physics. It contains vector and matrix classes for different dimensions, linear algebra functions and geometry packages. All classes are connected to a generic interface for easy use. CLHEP offers additional functionality, such as a random number generators.
Eigen [7] is a C++ template library for linear algebra. It is pure C++ libraries and does not have any dependencies beyond libstdc++. A separate compilation of Eigen is not necessary, because it is composed of header files only and is then compiled with the application. Eigen provides different optimizations appropriate to the size of the matrices it is using. It supports SIMD vectorized instructions for basic operations such as 4 × 4 matrix multiplication. SMatrix [9] is a set of C++ template functions for matrix and vector operations and is available in the ROOT framework. These classes can also be used for vector operations and can be called with different numeric types. However, the size of the matrices and vectors need to be defined during compilation time. Furthermore, only symmetric matrices are available and not all matrix and vector operations are implemented, unlike Eigen or CLHEP.
Pin tool
Before making speed comparison studies between several linear algebra classes, it is essential to know which CLHEP operations are the most frequently used. The CPU performance can then be improved by identifying and optimizing the functions with the biggest CPU need or even replacing these with equivalents that requires less instructions. Pin tool [10] can be used to monitor the instructions of the functions used in the reconstruction algorithm as well as the number of calls, as will be explained in what follows.
Pin is a dynamic binary instrumentation tool, which allows the insertion of arbitrary code (written in C or C++) into arbitrary places in an executable. This is done while the executable is running, and therefore does not require recompiling of the source code. Pin also provides an API for abstracting the underlying instruction set idiosyncrasies and allows context information, such as registers, to be passed as parameters to the injected code. Pin saves and restores registers automatically, allowing the application to continue to execute, unaware that it is being instrumented. Pin was used to monitor function calls in ATLAS reconstruction code while processing a data sample from 2012. The results are listed in Table 1. Then in Table 2 and 3 the most three used arguments for 'HepMatrix*HepSymMatrix' and 'HepSymMatrix*HepVector' are presented respectively. The results of Pin gave us an overview of which operations are used as the most in the reconstruction algorithm. Utilising this information we set up further tests, where we measured the performance of these operations in several linear algebra libraries.
Function
Calls Table  3 . 'HepMatrix*HepSymMatrix' arguments with the highest number of calls.
PAPI
Before replacing CLHEP with a different linear algebra library, the performance of all candidates must be studied and compared to that of CLHEP. This is done by measuring the number of floating point operations for several functions in CLHEP, Eigen and SMatrix, which can be done using PAPI [11] . Further studies were made within a simple framework, where matrix operations were implemented with the different packages and their CPU times measured. These studies are discussed later in this paper. PAPI (Performance API) is a platform-independent interface for performance counters on modern microprocessors. These counters exist as a small set of registers of occurrences of specific signals related to a processor function. Measuring these events allows the performance of an application to be measured. PAPI contains low-level and high-level sets of routines for accessing the counters. The low-level interface is fully programmable, can be used to control the counters and gives access to all native counting modes and events. It handles hardware events in user-defined groups called EventSets. The high-level interface allows one to start, stop and read the counters.
The number of used floating point operations, needed by a function for an operation, determines the CPU performance of this function (a little care must be taken though, as different floating point operations can take different numbers of cpu cycles, e.g., division is more expensive than multiplication). In order to measure floating point operations for a step such as the initialization of a vector or matrix, a small test framework was setup. The tests were run each time on the same machine to be reproducible. Table 5 . Measured amount of floating point operations with PAPI for a four-dimensional vector and matrix using different math libraries. The Matrix × Vector operation is in SMatrix not directly available.
6. Performance measurements 6.1. Alternative linear algebra libraries Linear algebra operations are called very often during data processing and require the execution of many floating point operations. Another study measured the CPU time of a single matrix multiplication with CLHEP, Eigen and SMatrix. In addition to these linear algebra packages MKL was also used. The CPU time was monitored in a small framework, in which the matrix multiplication was executed many times. To compile the framework, gcc (version 4.7.2) was used. Figure 3 shows the CPU time for a multiplication of two four dimensional matrices compared to the speed of CLHEP. It shows Eigen has the best CPU performance. On top of this comparison of CLHEP with Eigen, SMatrix and MKL further tests were made with a multiplication based on arrays (BasMult). This was implemented in the test framework as follows: The optimized setup of a matrix multiplication showed the best CPU performance in respect to the other linear algebra libraries. The same tests were made with a rectangular matrix as follows: A 5×3 × B 3×5 because of its usage in the algorithm for track reconstruction and because of the library instability to use Figure 5 illustrates the same CPU time comparison, but using the following matrix operation: C 5×5 = αA 5 B 3×5 + βC 5×5 , which allows to exploit template expressions. Eigen had once again the best CPU performance. 
Transcendental math libraries
As mentioned above, Pin was also used to monitor the usage of trigonometric functions while processing data events. Table 6 shows the five trigonometric functions with the highest number of calls per event. 'cos', 'sin' and 'exp' are the functions with the highest resource consumption. The total time of all trigonometric functions per event is 2.037 s of 14.41 s for the event loop. To replace GNU C Library with a library providing faster trigonometric functions, comparison studies were also made. The additional libraries, which were used for these studies, are VDT [12] and libimf [13] . VDT is a collection of fast and inlined trigonometric functions with a single and a double precision developed by CMS. For the calculation it uses a Padé approximation. It supports auto-vectorization. These functions can be used via 'drop in' replacement with LD PRELOAD or via different API directly in the source code. Intel provides trigonometric functions on Intel processors without losing its accuracy. These functions are collected in 'libimf.so', which can be used via linking during the compilation process or via 'drop in' replacement with LD PRELOAD. Table 6 . The five trigonometric functions with highest number of calls per event loop monitored with Pin tool. The time per call was measured in a separate test framework. Table 7 lists the CPU time of VDT and 'libimf.so' compared to the GNU C Library. The tests were made on a Sandy Bridge machine while processing a data sample with a high < µ > from 2012 and the library was loaded via 'drop-in' replacement. It shows the best CPU time performance was with 'libimf.so'.
Math library Relative to glibc GNU C Library 1.000 VDT 0.923 libimf 0.919 Table 7 . CPU time of VDT and 'libimf.so' compared to the GNU C Library.
Conclusion
The data taking in 2015 will be at a higher trigger rate and requires performance improvements in the software. Profiling tools such as PerfMon and GPerfTools are used to monitor the algorithms. The results showed as expected a high frequency usage of linear algebra operations and trigonometric functions. In addition, detailed studies were made using Pin of the degree to which linear algebra operations were used with CLHEP. This was done as well for trigonometric functions. These results combined with the results of the CPU performance comparisons in a small test framework showed Eigen perfoms the fastest for linear algebra operations and 'libimf.so' for trigonometric functions. ATLAS is currently migrating track reconstruction to the Eigen linear algebra package and starting to use the Intel maths library to provide part of the speed up needed for LHC Run 2.
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