We explore the negative relation between asset growth and subsequent stock returns in light of two possible explanations: compensation for risk and costly arbitrage. We find that the ability of asset growth to explain the cross section of returns is closely related to firm idiosyncratic volatility. We find that any pattern in the time series of factor loadings that might explain the asset growth effect is also associated with idiosyncratic volatility and we find that alphas still exhibit time-series patterns consistent with mispricing for high idiosyncratic volatility firms. Finally, we show that a risk factor based on asset growth does not generate a significant risk premium. Our findings highlight the link between the asset growth effect and idiosyncratic risk, and suggest that the mispricing that can arise from high arbitrage costs plays a major role in this effect.
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Introduction
An expanding body of research explores the asset pricing implications of changes in firm asset levels. Variously referred to as an "investment effect" and tied to capital investment activity or an "asset growth effect" and tied more broadly to changes in total assets, the underlying empirical regularity is a negative correlation between growth in assets and subsequent returns.
1 This return pattern may have a traditional systematic risk-based explanation -that firms with relatively higher asset growth are associated with relatively lower risk -and there is some empirical evidence consistent with this explanation. However, there is also evidence that this effect may be related to mispricing by investors. Given the ease of executing a long-short strategy based on asset growth, any mispricing in this effect would be related to costly arbitrage.
In this paper, we provide evidence that the asset growth effect is closely linked to the existence of arbitrage costs, suggesting that mispricing is an important determinant of these return patterns.
There are a number ways that systematic risk might explain the asset growth effect (we will use the term "asset growth" to refer to all related measures and effects, though some papers focus on capital expenditures, some on the change in capital expenditures, and some on changes in asset size). 2 Berk, Green and Naik (1999) assume that growth options are inherently riskier than assets in place. When a firm exercises growth options (makes capital investments), the risky growth options are replaced with less risky assets in place and average firm risk (and therefore 1 Following the description of the "asset growth effect" in Cooper, Gulen and Schill (2008) , if one sorted U.S. stocks based on the percentage change in total assets each June 30 th from 1968 to 2006 and sold short an equal-weighting of the top asset growth quintile (mean subsequent annual return of 6.9%) and purchased an equal-weighting of the bottom asset growth quintile (mean subsequent return of 22.6%), the zero investment portfolio would earn a 15.7% mean return. Similar evidence can be found in Fairfield, Whisenant, and Yohn, 2003; Titman, Wei, and Xie, 2004; and Broussard, Michayluk, and Neely, 2005; Anderson and Garcia-Feijoo, 2006; Polk and Sapienza, 2008; Lyandres, Sun, and Zhang, 2008; Xing, 2008. 2 subsequent returns) will be lower. Alternatively, if the value of a new investment is equal to the discounted value of future cash flows, firms will make additional investments precisely when future cash flows are expected to be higher or future discount rates are expected to be lower (a prediction that arises from the q-theory framework of Tobin (1969) and Yoshikawa (1980) ). To the extent that investment levels are driven by future discount rates (risks), investments will predict future returns.
3 Finally, where the two explanations just described explain asset growth by arguing it predicts changes in risk, a related set of papers argue that the asset growth effect arises directly from an asset growth a risk factor. In other words, that the return patterns reflect changes in an underlying risk factor associated with asset growth (Lyandres, Sun, and Zhang, 2007; and Xing, 2007 ).
An alternative explanation for the asset growth effect is that the return patterns represent corrections of a previous mispricing. For example, if investors over-react to the positive information suggested by higher than anticipated firm growth, future returns will be attenuated as this mispricing unwinds (Lakonishok, Schleifer, and Vishny, 1994) . The mispricing explanation, of course, requires some limit to arbitrage or the mispricing would never arise. Pontiff (2006) suggests that idiosyncratic volatility acts as an important limit to arbitrage in that the greater the realized volatility of a trading position, the less aggressively that position will be pursued by arbitrageurs. Even with a portfolio strategy, the portfolio may have sufficient risk that the return 3 anomaly is not fully abated. Consistent with this explanation, idiosyncratic volatility has been associated with return anomalies in a number of contexts. 4 We provide new empirical evidence on the risk and the arbitrage cost explanations for the asset growth effect through a series of tests emphasizing two overlapping empirical questions.
First, we ask whether the asset growth effect is limited to stocks with high arbitrage costs as predicted by mispricing. Second, we ask whether risk factor premia and the time series patterns of risk factors loadings are consistent with explanations based on risk. Given the number of asset growth style measures, we demonstrate initially that the total asset growth measure of Cooper, Gulen, and Schill (2008) largely subsumes the explanatory power of other prevailing measures and we focus our attention on that measure in most of our tests.
We find that the asset growth effect is linked to idiosyncratic volatility. Specifically, in multivariate Fama-MacBeth style regressions, while asset growth is shown to predict returns, when we include the product of asset growth and idiosyncratic volatility as well, only the product is significant. Furthermore, in bivariate independent sorts (which impose no functional form on the relations) we find that for stocks where idiosyncratic risk is low, there are no reliable differences in returns across extreme portfolios sorted by asset growth. As idiosyncratic risk increases, the returns to high growth portfolios decline, the returns to low growth portfolios increase, and the differences become statistically reliable. Our conclusions are unchanged in series of three-way sorts that control for, among things, firm size. Taken together, these results suggest that the asset growth effect is related to arbitrage costs.
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Looking at the time-series of factor loadings for asset growth portfolio returns from a comprehensive 5-factor asset pricing model, the patterns we observe provide some evidence of increases in factor loadings in event time. 5 Specifically, asset growth portfolios appear to be associated with temporarily larger loadings after the sorting year, a result consistent with explanations based on changes in risk. However, we find that the increase in factor loadings in the time series exists only among the high idiosyncratic volatility stocks. Moreover, even with time-varying factor loadings in a 5-factor model, the portfolio alphas still manifest a strong abnormal reversal pattern that is consistent with mispricing -the alpha on the low-minus-high growth portfolio return is unusually negative prior to the asset growth sorting date and unusually positive subsequently and then declines to zero. While these results suggest changes in risk can explain a portion of the asset growth pattern, it is clear that the asset growth effect is not fully explained and that arbitrage costs are closely related to this effect.
Our final tests address the extent to which the asset growth effect might arise from changes in an asset growth risk factor. In particular, following Daniel and Titman (1997), we sort firms based on asset growth and asset growth factor loadings to determine whether the factor loadings on asset-growth are correlated with returns in the cross section. In this manner, we establish whether it is an operating characteristic of the firm (its growth) or a risk factor of the firm (a loading on an asset growth factor mimicking portfolio) that explains returns. 6 We find that even though returns are predictable based on asset growth characteristics, the return patterns 5 do not arise as a result of a systematic priced risk factor. Instead, the effect is related to firm growth itself.
Taken together, our analysis highlights the central role of arbitrage costs in explaining the asset growth effect -a result consistent with explanations for asset growth based on mispricing.
As such, our research is closely related Cooper, Gulen and Schill (2008) and Polk and Sapienza (2008) who document an asset growth effect and provide evidence consistent with a mispricing explanation.
7 They look at characteristics of high growth firms and patterns in the time series of returns for indications of mispricing while we document the necessary link to arbitrage costs.
Given the observation by Daniel, Hirshleifer and Subramanyam (2001) that the appearance of a positive risk premium might still be observed when the return patterns are generated by mispricing, the link to arbitrage costs is a needed contribution. Of course, our results do not directly link asset growth to mispricing nor do we preclude the possibility that changes in risk may play a part. The contribution of this paper is to show that the effect is largely constrained to stocks with high idiosyncratic volatility, a result most readily explained by the mispricing that can be observed with high arbitrage costs.
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Our work is also related to recent papers suggesting a link between the book-to-market and asset growth effects. Berk, Green and Naik (1999) argue that the book-to-market effect is driven by changes in risk arising from investments that convert growth options to less risky assets in place. Anderson and Garcia-Feijoo (2006) and Xing (2008) both provide evidence supporting the Berk, Green and Naik (1999) conjecture by showing that after controlling for growth in capital expenditures, the book-to-market effect is substantially diminished. In contrast, our analysis observes that the asset growth effect explains very little of the book-to-market effect and that both effects appear to be largely independent. 9 Finally, our work is also related to that of Lyandres, Sun, and Zhang (2007) and Xing (2007) , who make use of asset growth based factors to explain return patterns. We find that loadings on such factors provide little ability to explain the cross-section of returns and that it is the asset growth characteristic that explains returns rather than any asset growth risk factor loading. 10 Our results suggest the explanatory power of these factors in the Lyandres, Sun, and Zhang (2007) and Xing (2007) papers may actually arise from firm characteristics and mispricing rather than from a true risk factor.
The rest of the paper is organized as follows. In section 2 we describe our data and revisit the asset growth effect. Section 3 discusses limits to arbitrage in greater detail with a focus on the role of idiosyncratic risk, and presents cross-sectional tests based on both a Fama-MacBeth 9 Specifically, in bi-variate sorts on book-to-market against the asset growth rate, we find the book-to-market effect is little changed and in Fama-MacBeth regressions the coefficient on book-to-market is still significant and only slightly diminished in magnitude when asset growth is included. Our results do not directly contradict the results in Anderson and Garcia-Feijoo (2006) and Xing (2008) , who use measures based on changes in capital expenditures, but it is notable that we obtain different results with a measure arguably more directly related to magnitude of growth options converted to assets in place. 10 Lyandres, Sun, and Zhang (2008) create an investment factor (long in low-investment stocks and short in highinvestment stocks) and use that factor to explain the abnormal returns to firms expanding due to stock and equity issuance. Xing (2008) also shows that the asset growth effect diminishes the book-to-market effect and attributes the result to implications of q-theory. As noted in Daniel, Hirshleifer and Subramanyam (2001) , the explanatory power of these factors does not preclude the possibility they arise from mispricing and these papers simply document that explanatory power.
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analysis and portfolio sorts. Section 4 examines the degree to which asset growth may function as a risk factor, section 5 examines the time series properties of factor loadings, and section 6 provides concluding remarks.
The asset growth effect
Our sample is composed of all nonfinancial firms (one-digit SIC code not equal to 6) with data available on Compustat annual industrial files and CRSP monthly files. To mitigate backfilling biases, a firm must be listed on Compustat for two years before it is included in the dataset (Fama and French, 1993) . As in Fama and French (1992) , we consider returns from July of the sorting year through June of the following year, using Compustat annual financial statement information from fiscal year ending by at least December 31 of the year prior to the sorting year.
We define six measures of asset growth: asset growth rate (CGS) as defined by Cooper, Gulen, and Schill (2008) ; LSZ, the investment-to-asset ratio from Lyandres, Sun, and Zhang (2008 We begin by documenting the asset growth effect with Fama and MacBeth (1973) type regressions explaining cross-sectional variation in monthly returns. Based on the time series of monthly regression coefficients, our inference uses the t-tests of the mean coefficient, corrected for serial correlation. Results are tabulated in Table 2 . In our baseline regression (Regression 1),
we regress returns on log of size, and log of 1+ book-to-market. We find, consistent with previous work, that size is generally negatively related to returns, and book-to-market is positively related to returns.
We now add each of the six asset growth measures in turn to the right-hand side of the regression. These results are reported in Regressions 2 through 7. We find that all of the measures of asset growth are significantly negatively related to returns with large t-statistics ranging from -4.46 to -9.09. When we add the asset growth variables to our baseline specification, the coefficient on book-to-market declines somewhat from 0.003 (t-statistic=3.81) to the lowest value of 0.002 (t-statistic=2.92) with the CGS asset growth measure. The effect is similar for the explanatory power of size. In all cases, the asset growth rate measure fails to subsume the explanatory power of the book-to-market or size effects. Our results provide evidence that the book-to-market and size effects are mostly independent effects from that of the asset growth effects. These results contrast those of Anderson and Garcia-Feijoo (2006) and Xing (2008) , whose measures of asset growth subsume the explanatory power of the book-tomarket ratio.
Since our measures of growth are all strongly correlated with each other as reported in Table 1 , we next propose to simplify the empirical analysis by testing whether one asset growth measure subsumes the other measure's ability to explain returns. In effect we test whether there are several "asset growth effects" or just one. To do this, we add the measure with the highest tstatistic from the return regressions, the CGS measure, to each of the specifications in regressions 3 through 7. Since some of the asset growth measures are estimated over multiple years we also include the twice lagged value of the one year CGS measure. These results are reported in Regressions 8 through 12. We find that adding the CGS measure of firm asset growth dramatically reduces the explanatory power of the other measures. The t-statistics drop from -7.54 to -0.50 for the LSZ measure, from -5.93 to -2.31 for the XING measure, from -5.86 to -1.05 for the TWX measure, from -4.46 to -0.69 for the PS measure, and from -5.70 to -1.54 for the AG measure. In each of these specifications the explanatory power of the CGS measure is strong with t-statistics ranging from -7.02 to -9.15. The coefficient on the twice-lagged value of the CGS measure is also highly significant with t-statistics ranging from -2.07 to -2.92. Since it appears that the CGS measure largely subsumes the explanatory power on returns of the other measures of asset growth, we focus on the CGS measure as our proxy for the firm asset growth rate for the remainder of this section.
Do arbitrage costs explain the asset growth effect?
The costly arbitrage explanation employs the standard arbitrage logic that in a frictionless world if a security is undervalued (overvalued) then arbitrage traders costlessly buy (sell) the undervalued (overvalued) security and costlessly sell (buy) a fair-priced security that is perfectly correlated with the fundamental value of the mispriced security. Arbitrage traders costlessly hold the position until prices reflect fundamental values. The standard finance conclusion is that such arbitrage trade pressure eliminates mispricing. In a world of trading frictions, however, the incentive to eliminate mispricing may be diminished because the expected cost of initiating, holding, and terminating the position may exceed the expected benefits.
Pontiff (2006) frictions as interest on margin requirements, short sale costs (e.g., the haircut on short sale rebate rate) and the risk exposure of maintaining a position with idiosyncratic volatility when the arbitrageur has difficulty in finding a good hedge. The focus of this paper is, of course, a return effect that occurs over long periods of time (Cooper, Gulen, and Schill (2008) estimate that the effect continues for up to five years and generates return differentials of more than 80%). The holding costs would, therefore, be expected to play a prominent role with transaction costs being less important or possibly irrelevant. We include both to highlight this distinction and to control for any transaction cost effect.
Transaction costs
We consider three transaction cost measures. We use the Gibbs sampler estimate of the We use the price impact measure proposed in Amihud (2002) that is calculated as the ratio of the absolute value of the daily stock return to its daily dollar trading volume. Since volume on Nasdaq is known to be overstated as a result of trades between dealers, we divide volume on Nasdaq-listed firms by 2 (see Atkins and Dyl (1997) ). We annualize the measure by taking the simple average of the daily measure. We denote this measure AMIHUD. Since AMIHUD is the daily price response associated with one dollar of trading volume, it serves as an indicator of price impact (See Hasbrouk, 2006) .
We use a measure of total transaction costs proposed by Lesmond, Ogden and Trzcinka In effect, the idiosyncratic risk exposure of the mispriced security is important to arbitrageurs because positions in that security are difficult to hedge. Pontiff (1996) argues that arbitrageurs trade off the degree to which they profit from predictable return patterns against the degree of risk they incur to do so -and that risk is increasing in the magnitude of firm specific idiosyncratic risk. We discuss this argument, which is central to our analysis, in detail below.
Pontiff (2006) asserts that arbitrageurs' preference for mispriced assets is sensitive to the idiosyncratic volatility of the asset. Arbitrageurs prefer to hold assets with lower idiosyncratic volatility for any level of expected abnormal return. In practice, the arbitrageur has two alternative ways to reduce the idiosyncratic volatility in the arbitrage portfolio: he can increase the number of assets in the portfolio or underweight assets with high idiosyncratic volatility. A simple example illustrates the portfolio math.
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Suppose arbitrageurs hedge market risk following Pontiff (2006) such that returns on a position in asset i can be represented as
where a i is an asset specific constant, r f is the risk-free rate, and e i is the idiosyncratic noise in returns with variance equal to . Suppose that the arbitrageur observes M assets with a >0 and N assets with a i <0. The arbitrageur's expected return on a strategy that is long in the M assets and short in the N assets is equal to
where L a is the weighted average return on the M underpriced assets and S a is the weighted average returns on the N overpriced assets. The variance of the long-short portfolio return is equal to As a simple numerical example, suppose that the number of long and short assets is 100 (M=N=100) and the portfolio variance for both positions is 0.5 per year (
Substituting these values into Equation 2 and taking the square root we find that the standard deviation of the long-short portfolio return is 10%. If the expected abnormal return S L a a − is also 10% per year, the arbitrage position maintains a return over risk Sharpe ratio of 1. To reduce the standard deviation of the portfolio return by half, the arbitrageur can either increase the number of assets from 100 to 400 or decrease the weighted average idiosyncratic volatility from 0.5 to 0.25. Because of this trade-off, in the cross-section of arbitrage opportunities the idiosyncratic volatility of an asset will matter to the arbitrageur.
Following past literature we define idiosyncratic volatility as the standard deviation of the residuals from a regression of daily returns on an equal-weighted market index over a minimum of 100 days starting from July 1 through June 30 of the present year (IVOL). Although this measure only excludes market risk, we find that our results are insensitive to many alternative measures of idiosyncratic volatility. This insensitivity is due to the relative magnitudes of firmspecific return variance and factor variance. In effect the magnitude of firm-specific variance dwarfs the variance of standard factors.
Regressions
We now return to our cross-sectional regression framework and add our measures of arbitrage costs as well as variables that interact the arbitrage costs with the firm asset growth rate 14 15 to identify whether the asset growth effect is explained by arbitrage costs. If the asset growth effect is consistent with costly arbitrage, then we expect the relation between asset growth and returns to be greater when arbitrage costs are high and smaller when arbitrage costs are low.
Specifically, we expect the interaction variable to have a negative coefficient.
Our results are reported in Table 3 . As a reference, Regression 1 of Table 3 repeats from the specification of Regression 2 of Table 2 (the regression documenting the explanatory power of the asset growth effect). We note again that the t-statistic on the CGS asset growth measure is -9.09. In Regression 2 of Table 3 we add IVOL and IVOL interacted with the asset growth rate.
We find that the interaction coefficient with IVOL is statistically significant. The coefficient on the interaction with asset growth and IVOL is -0.260 [t-statistic=-3.87]. Thus, our results suggest that the asset growth effect increases significantly with our proxy for holding cost. In fact, the coefficient on the asset growth rate becomes insignificant with the inclusion of the IVOL interaction -the coefficient becomes -0.008 [t-statistic=-0.48], suggesting that the asset growth effect exists only when in conjunction with idiosyncratic volatility. Furthermore, the coefficient on idiosyncratic volatility is insignificant, suggesting that idiosyncratic volatility is not independently priced. In tests unreported in the table we find that IVOL maintains no significant explanatory power when the interaction term is excluded.
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In Regressions 3, 4, and 5 we consider the explanatory power of the three transaction cost estimates GIBBS, AMIHUD, and LOT in a similar manner to IVOL. In these regressions, we find that he AMIHUD measure is positively related to returns, which is consistent with a role as a transaction cost, but the other variables are insignificant. Thus, as expected, there is little 16 evidence that returns measured over the time period studied are related to transaction costs. As for the interaction between these measures and asset growth, the only notable effect is with the GIBBS measure. The significant negative coefficient suggests there is some relation between asset growth and this measure and it is of the sign expected if transaction costs were able to explain the asset growth effect. However, once again, if we consider all the transaction cost measures there is little evidence of this effect. In fact, when we include all the transaction measures together with IVOL in regression 6, only IVOL shows a relation to asset growth. Thus, the results in Table 3 document a link between IVOL and asset growth that is consistent with an arbitrage cost explanation.
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As in the table 2 regressions, the regressions in table 3 include a book-to-market measure and firm size. As in table 2, the book-to-market effect continues to be significant in all our specifications, once again suggesting that the asset growth effect is independent of the book-tomarket effect. The inclusion of firm size is of particular importance in the table 3 regressions since it might be argued that any relation between returns and idiosyncratic volatility may just be a reflection of firm size. In our results, there is a size effect, though it is diminished when transaction cost measures are included. More importantly, the explanatory power of idiosyncratic volatility interacted with asset growth exists even with size in the regressions.
Portfolio return tests
The cross-sectional regressions in the previous section impose a defined structure on the relation between returns and characteristics. An alternate approach is to look at portfolios sorted on the characteristics, so that no such structure is assumed. We sort the stocks into five portfolios 13 Ali et. al. (2003) establish a similar relation between idiosyncratic volatility and the book-to-market effect.
based on the asset growth rate and report summary statistics (means of annual median values) for these portfolios in Table 4 . The sorting year is set from 1968 to 2006. For the asset growth rate sort, the asset growth rate varies from -14.9% for the low growth group to 57.5% for the high growth group. To provide further detail on the characteristics of the firms within each of the five portfolios, we report the average size and book-to-market ratio across the groups. The low growth group tends to be fairly small ($30 million) and have high book-to-market ratios (0.99).
The size peaks in portfolio 4 ($167 million) and the book-to-market ratio is lowest in portfolio 5 (0.45). It appears clear that firm asset growth is correlated with the book-to-market ratio as suggested by Anderson and Garcia-Feijoo (2006) and Xing (2008) .
From Table 4 we observe that both extreme asset growth portfolios are associated with higher arbitrage costs, but particularly the low growth firms. Monthly idiosyncratic volatility ranges from 19.5% for the low asset growth group to 10.5% for the middle growth group to 14.8% for the high growth group. The GIBBS measure ranges from a high 1.5% spread for the low asset growth group to a 0.5% spread for the middle growth group to a 0.7% spread for the high growth group. The AMIHUD price impact measure ranges from a high 4.2 for the low asset growth group to 0.3 for the middle growth group to 0.4 for the high growth group. The LOT measure follows a similar pattern. We now turn to investigating the interaction of the asset growth effect with other firm characteristics in double-sorted portfolios. We start by studying the relations between book-tomarket, size, and asset growth effects. Berk, Green and Naik (1999) suggest that the book-tomarket and size effects are driven by changes in risk caused by changes in the firm's investment opportunities set. In their model, firms realize investment opportunities as they invest, and because growth opportunities are riskier than assets in place, risk declines as firms invest and transform growth opportunities into assets in place. Assuming high investment firms have low book-to-market ratios, i.e., high investment opportunities, and are smaller, then the book-tomarket and size effects documented in Fama and French (1992) should be explained by this asset growth effect. Anderson and Garcia-Feijoo (2006) conclude that the book to market and asset growth effects are the same, and therefore the book-to-market effect can be explained by the theoretical framework of Berk, Green and Naik. Xing (2008) observes similar effects.
In order to investigate to the independence of these effects we compute portfolio returns for portfolios of firms sorted independently into quintiles based on the lagged book-to-market and size measures with respect to our asset growth rate and investment-to-asset ratio quintiles.
We compute monthly portfolio returns from July of the sorting year through June of the following year. The mean portfolio returns are reported in Table 5 for book-to-market ratio (Panel A) and size (Panel B). To observe the interactions of the effects, we focus our attention on the difference in returns between the extreme portfolios, controlling for the alternative characteristic. If the asset growth effect subsumes the book-to-market and size effects, as suggested by some risk-based models, we expect the difference in returns across book-to-market ratio or size quintiles to disappear once these values are conditioned on the asset expansion quintile. We find that this is not the case.
14 At all levels of asset growth rate, the difference in returns is highly significant across the extreme quintiles for both the book-to-market ratio and firm size. Thus, size and book-to-market effects persist after sorting on asset growth, a result again inconsistent with the conclusions of Anderson and Garcia-Feijoo, and Xing. In Panel A, the differences in monthly returns between the high and low book-to-market ratio quintiles are 1.0%, 1.0%, 0.7%, 0.7%, and 1.2% across asset growth rate quintiles 1 through 5, respectively.
There is no evidence that the book-to-market disappears once firm investment policy is considered. High book-to-market ratio stocks generate 1.2% higher monthly returns than low book-to-market ratio stocks, even among the sample of firms that are growing assets at an average rate of 57% (see Table 4 ). Moreover, the asset growth effect is also robust to controlling for size and book-to-market levels. The difference in returns between extreme asset growth rate portfolios is almost identical across the five book-to-market quintiles. We do observe a relationship with size (the asset growth effect is smaller among larger firms) as already observed by Cooper, Gulen, and Schill (2008) and Fama and French (2008) , but in both cases the difference in returns across asset growth groups is still significant among the largest quintile 14 To reconcile our result with that of Xing, we repeat our portfolio tests using the Xing measure. In these tests we observe results similar to Xing, the book-to-market effect is diminished with the change in capital expenditures although the differences in quintile returns in our tests are still significant. 20 stocks at 0.7% [t-stat=3.90] . We note that these results are consistent with the cross-sectional regressions in the previous section.
Our principal objective is to evaluate the effect of arbitrage costs on returns. We therefore evaluate sorts of asset growth against arbitrage measures. In the cross-sectional return regressions, we noted the importance of idiosyncratic volatility and we shall see the same once again. We now conduct the two-way sorts for asset growth relative to measures of arbitrage
, and LOT (Panel F). We observe some increasing asset growth effect relationship across arbitrage cost quintiles that is particularly strong with IVOL. The return difference on the extreme asset growth quintiles is just 0.1% (t-stat of 1.02) for the low IVOL stocks and increases monotonically to 1.7% per month (t-stat of 7.47) for the high IVOL stocks. It appears that the asset growth effect is particularly strong among high IVOL stocks and nonexistent among low IVOL stocks.
While the advantage of portfolio sorts is their lack of assumptions regarding the functional form of relations, a disadvantage is their limited ability to control for other effects. Of particular concern in this instance would be the lack of a control for firm size, but other controls should also be addressed -such as the book-to-market effect and transaction costs. To accommodate additional controls, one can increase the number of sorts. However, one quickly runs into problems with the size of samples in each partition. While the regressions already establish that the IVOL effects we document survive in the face of other effects, we provide additional evidence in the form of three-way sorts in Table 6 .
To allow for sufficient sample sizes in the three-way sorts in Table 6 , we employ tercile sorts of the variables of interest. The table itself presents the difference between the high and low terciles for asset growth portfolios after first sorting on IVOL and then one other variable. In 21 particular, we control for the book-to-market effect, firm size, the GIBBS measure of transaction costs, the AMIHUD measure of transaction costs, and the LOT measure of transaction costs in panels A, B, C, D and E, respectively. In every case, we see that the asset growth effect continues to be increasing in the degree of idiosyncratic volatility.
To further understand the effect of IVOL on asset growth portfolios, we present summary statistics on IVOL portfolios in Table 7 . Specifically, we present for each IVOL quintile time series statistics on portfolio returns for low asset growth, high asset growth and portfolios that are long on low and short on high asset growth portfolios. For each quintile of IVOL, monthly returns for the difference between the low and high asset growth portfolios ranges from 0.1% to 1.7% as shown previously in Table 5 . We observe that the standard deviation of the difference portfolio is increasing with IVOL, and almost doubles from 2.5% per month for the lowest IVOL portfolio to 4.7% per month for the highest IVOL portfolio. Asset growth portfolios do experience some inherent risk with the 25 th and 75 th percentile monthly returns being about the same amount above and below zero. For example, among high IVOL stocks the 25 th percentile return is -2.1% while the 75 th percentile return is 2.1%. As with standard deviation, this gap increases with IVOL. These results suggest that investors are not able to diversify away idiosyncratic volatility when forming portfolios that take advantage of the asset growth effect.
The results of the portfolio sorts confirms the results in the cross-sectional regressionsthat the asset growth effect does not completely subsume the book-to-market effect and, more important, appears to be limited to those stocks with high idiosyncratic volatility.
Risk Premia
The use of zero-cost portfolio returns has become an accepted way to capture common return sensitivity (e.g., Fama and French, 1993) . Daniel and Titman (1997) emphasize that the return premia associated with loadings on such factors are consistent with both risk-based and characteristic-based explanations. Lyandres, Sun, and Zhang (2008) propose an investment factor based on the investment-to-asset ratio. Xing (2008) proposes an alternative investment factor based on investment growth rates. Although they argue that these factors are theoretically motivated by q-theory, they recognize that their results are also consistent with simple measures of systematic mispricing across firm asset growth characteristics. In effect, our goal is to differentiate these two explanations.
Regardless of whether the factor captures systematic risk or mispricing, we might expect that cross-sectional loadings on the factor to be positively correlated with returns. For example, if we sort portfolios on book-to-market, high book-to-market firms will have a higher factor loading on the HML portfolio, and low book-to-market firms will have a lower factor loading. It is known that high book to market firms yield higher future returns, and the low book to market firms yield lower future returns. If the factor loadings on book to market are positively correlated with this portfolio characteristic, the factor loadings will then, similar to returns from book to market portfolio sorts, produce a positive relation between factor loadings and returns, which would be interpreted as a risk premium.
We begin by constructing three asset growth factors based on zero-cost portfolio returns.
The construction of the first two growth factors follows the investment-to-asset ratio factor (INV) proposed Lyandres, Sun, and Zhang (2008) and the investment growth factor (IGR)
proposed by Xing (2008). We form a third measure in a similar manner based on the LGS asset growth measure. We denote the third factor as GRO. We form each of the asset growth factors by first sorting portfolios independently into growth and NYSE-size terciles as of the end of June of year t. We get 9 portfolios for each of the three asset growth measures. We then average each of the asset growth portfolios across the size terciles, to obtain three growth portfolios that are independent from size. Portfolios are resorted every year. We difference the extreme portfolios sorted on asset growth in order to calculate the zero-cost return portfolios.
We form the HML and SMB factor mimicking portfolios in an identical manner using NYSE book-to-market and size terciles, so as to form book-to-market portfolios that are independent from size, and size portfolios that are independent from book-to-market. Following
Daniel and Titman (1997), we keep the composition of all factor portfolios constant during the estimation period, using portfolio weights as of June 30 th of year t, which allows for better predictions of future factor loadings.
We first establish that the growth factor (and the related investment factors of Lyandres, Sun, and Zhang (2007) and Xing (2007)) generate "risk" premiums. We then follow Daniel and Titman (1997) and test whether the driver of this explanatory power is actually the factor loading (a true risk premium) or the underlying firm characteristics (not a risk premium). In effect, the sort on the underlying firm characteristic captures the possibility of mispricing whereas the sort on the risk factor captures the risk premium.
The general approach is to construct factor loadings from the time series of returns (regress returns over time on the factor mimicking portfolios). We then sort based on the factor loadings and measure the degree to which the loading is then related to returns from those sorts.
In other words, we evaluate whether the cross-section of loadings is, in fact, related to the crosssection of returns. If so, then the return difference reflects the risk premium associated with the given factor. Looking at each of the three growth factors in Table 8 , Panel A, we find that the loadings on the three measures generate marginally significant differences in returns across the loading quintiles with a return premium for the high investment factor loading portfolio over the low investment factor loading portfolio with t-stats of 1.99 for INV, 1.54 for IGR, and 1.93 for GRO.
In the subsequent panels, we evaluate whether the factor loading or the respective underlying firm characteristic better explains the cross section of returns. We do this with twoway sorts. We sort based on the factor loadings and on the underlying growth characteristic (asset growth (CGS), investment-to-assets (LSZ), or investment growth (XING)). If the return patterns are associated with mispricing generated by firm growth, then we would expect firm growth to better explain returns than the factor loadings. Looking at the results in Table 8 for
INV (Panel B), IGR (Panel C), and GRO (Panel D)
, we find that controlling for factor loading, the firm asset growth characteristic is significantly correlated with returns. In most cases the difference in returns across the high growth and low growth firm returns is highly significant. This is not the case for the variation in loadings. We find that controlling for firm characteristic virtually none of the factor loadings are priced at a significant level (the exceptions are GRO but for only the very low asset growth sort and the IGR factor but for only the high investment growth sorts).
Time-series of Factor Loadings and Alphas
As a last set of tests we examine the time-series characteristics of stock risks (factor loadings) and alphas over the five years prior to, and subsequent to, the sorting year. The goal is 25 to evaluate how a standard asset pricing model reflects the change in risk implied by the riskbased explanations of the asset growth effect.
In Figure 1 we plot the intercept and 5-factor model loadings using the returns for the respective event year of low asset growth, high asset growth and zero-investment portfolio formed by taking a long position in the low asset growth portfolio and a short position in the high asset growth portfolio. We observe a substantial reversal pattern in the intercept of the difference portfolio consistent with Cooper, Gulen, and Schill (2008) . The magnitude of the intercept over several years after the sorting year suggests that our crude dynamic risk adjustment model with five factors does little to diminish the magnitude of the raw return differential discussed in the introduction to this paper, even when directly controlling for an asset growth factor. If time-varying loadings are to explain the abnormal returns, we might expect the various loadings to increase after the sorting year. We find no evidence of an increase for the market or SMB loading. There is some evidence that the loading on the zero-cost portfolio increases for HML, MOM, and GRO, but this increase is fleeting.
To further understand the temporary increase in factor sensitivity, we partition the asset growth quintiles by idiosyncratic risk quintiles as in the analysis reported in Table 4 . We repeat the estimation procedure across the event window, for the low minus high asset growth zeroinvestment portfolios sorted by idiosyncratic volatility quintiles. In Figure 2 , we plot the coefficients on the difference portfolio for each of the two extreme IVOL quintiles. Examining the plot of the intercept, we observe that the time-series reversal in the abnormal return (alpha) is concentrated among the high IVOL stocks. We also observe that the temporary increase in loadings is restricted to high IVOL stocks. These figures suggest that an explanation of the asset growth effect based on time variation in risk factors must also maintain a role for idiosyncratic volatility.
Conclusions
Distinguishing whether return patterns are the result of variation in priced risk or the correction of mispriced securities is a central and ongoing question in asset pricing. us about return patterns is the focus of this paper. In particular, we look at arbitrage costs and the return patterns for the asset growth effect.
We find that firm idiosyncratic volatility, our measure of the arbitrage costs necessary to sustain mispricing, is a necessary condition for asset growth effects both in the cross section of returns and the time series patterns in factor loadings and that a factor mimicking portfolio based on asset growth does not generate a risk premium once firm growth is acknowledged. It appears that no matter how we cut the data, firm idiosyncratic risk plays a prominent role in explaining the cross-section and the time-series variation in asset growth returns. We conclude that arbitrage costs are a necessary condition for the existence of the return patterns we examine. In particular, large holding costs that we model with estimates of idiosyncratic volatility create frictions to exploiting these patterns. Our results suggest that the return patterns in asset growth are most consistent with the effects of costly arbitrage.
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Appendix. Definitions of asset growth measures
The data items referred to in this appendix are associated with the Compustat data defieintions.
CGS measure: (Compustat Data 6, t-1) / Data 6 (t-2) -1 from Cooper, Gulen, and Schill (2008), where (Data 6) is the total assets of the firm.
FF measure: the log ratio of assets per split-adjusted share at t-1 divided by assets per splitadjusted share at t-2 following Fama and French (2008) . Assets per split-adjusted share outstanding at the fiscal yearend in t-1 is computed as follows: Log{ Fama, and French (2000) where the market value is of December of the previous year and the book value of equity is the stockholders' book equity (Compustat data 216), plus balance sheet deferred taxes and investment tax credit (Compustat data35), minus book value of preferred stock (in the following order: Compustat data56 or data10 or data130) of the previous year; CGS (Asset growth), the percentage change in total assets from Cooper, Gulen, and Schill (2008); FF, the ratio of assets per split-adjusted share at the fiscal yearend divided by assets per split-adjusted share at the previous fiscal yearend following Fama and French (2008) , LSZ, the investment-to-asset ratio from Lyandres, Sun, and Zhang (2008); XING, the growth rate in capital expenditures from Xing (2008), TWX, capital expenditures divided by the average capital expenditures over the past three years from Titman, Wei, Xie (2004), PS, the ratio of capital expenditures to net property, plant, and equipment from Polk and Sapienza (2008), and AG, capital expenditures divided by capital expenditures two years previous from Anderson and Garcia-Feijoo (2006) . To minimize the effect of outliers, we winsorize the data at the 1% and 99% levels. For the correlation coefficient estimates we log transform all variables. Because asset growth rate measures can take negative values we add one before taking the logs. Table 1 . CGS (t-2) is the CGS asset growth measure lagged an extra year. To minimize the effect of outliers, we log transform and winsorize the data at the 1% and 99% levels except returns. In parentheses are t-statistics robust to serial correlation, and ** denotes significance at the 1% level, * at the 5% level. Table 5 . Portfolios are rebalanced annually. Portfolio returns are from the beginning of July of the sorting year through the end of June of the following year. The reported values are the difference between the returns on low asset growth portfolio less the return on the high asset growth portfolio. If the median number of firms in the long or short side of the asset growth portfolio is less than 10, the value is reported as N/A. The significance of asset growth spreads are reported in brackets with ** denoting significance at the 1% level, and * at the 5% level. We also present portfolio returns based on independent sorts of asset growth (CGS) with investment factor loadings GRO (Panel B), the investment-to-asset ratio (LSZ) with investment factor loadings INV (Panel C), the growth rate in capital expenditures (XING) with investment factor loadings ING (Panel D). Investment factor loadings are estimated with a four factor model for each firm-year with rolling regressions ending in December of the year prior to the sort and starting 36 months before. Loadings are estimated using a regression of firm monthly excess returns on the three Fama and French factors and on one of the three investment factors. The table presents results for two-way independent sorts based on these variables into quintiles. Portfolios are rebalanced annually. Portfolios returns are from the beginning of July of the sorting year through the end of June of the following year. For each month, we take the difference in portfolio return for the extreme quintiles. Over the sample period there are 468 monthly observations (12 months x 39 years of data). The t-statistics for the extreme quintile spreads are reported in brackets with ** denoting significance at the 1% level, and * at the 5% level. 
Asset growth rate measures
GRO
Figure 1. Asset growth portfolio return regression coefficients in event time
We sort firms at the end of each calendar year (event year 0) on asset growth quintiles, and get monthly portfolio returns for 12 months starting in July of each of the 11 years centered around the year of the sort. We run a 5factor model on each asset growth portfolio for each event year. We plot each of the regression coefficients for the highest and lowest asset growth portfolios and for the arbitrage portfolio that takes a long position in the lowest asset growth quintile portfolio and a short position in the highest asset growth quintile portfolio. 
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Figure 2. Asset growth return regression coefficients -Volatility sorted We sort firms at the end of each calendar year (event year 0) on asset growth and idiosyncratic volatility quintiles, and get monthly portfolio returns for 12 months starting in July of each of the 11 years centered around the year of the sort. We run a 5factor model on each of the asset growth/idiosyncratic volatility portfolios for each event year. We plot each of the regression coefficients for the 4 permutations of the highest and lowest asset growth and the highest and lowest idiosyncratic volatility portfolios (first two figures). The remaining figures plot the asset growth arbitrage portfolios that take a long position in the lowest asset growth quintile portfolios and a short position in the highest asset growth quintile portfolios for low and high idiosyncratic volatility quintiles.
