We study the multiserver queue with Poisson arrivals and identical independent servers with exponentially distributed service times. Customers arriving at the system are admitted or rejected according to a fixed threshold policy. Moreover, the system is subject to holding, waiting, and rejection costs. We give a closed-form expression for the average costs and the value function for this multiserver queue. The result will then be used in a single step of policy iteration in the model where a controller has to route to several finite-buffer queues with multiple servers. We numerically show that the improved policy has a close to optimal value.
Introduction
The application of Markov decision theory to the control of queueing networks often leads to models with enormous state and action spaces. Hence, direct computation of optimal policies with standard techniques and algorithms is almost impossible for most practical models. This phenomenon is also known as 'the curse of dimensionality'. Consequently, there is a need for other exact or good approximation methods that avoid this problem.
Bertsekas and Tsitsiklis [1] discuss reinforcement learning. This approximation method constructs approximations to the value function based on a certain functional form. However, choosing the initial functional form such that the resulting approximations are good is difficult. It requires a great deal of insight into the system under study, and in particular to the dynamic programming optimality equations.
Ott and Krishnan [6] introduce the idea of applying one-step policy improvement. In this case, we are required to obtain an explicit solution to the optimality equations for a fixed policy. The result will then be used in one step of the policy iteration algorithm from Markov decision theory in order to obtain an improved policy.
In this paper we study the multiserver queue with Poisson arrivals and identical independent servers with exponentially distributed service times. Customers arriving at the system are admitted or rejected according to a fixed threshold policy. The motivation for studying threshold policies stems from the fact that threshold policies are optimal or close to optimal in many
Multiserver queue
Consider a queueing system with one queue and s identical independent servers. The arrivals are determined by a Poisson process with parameter λ. The service times are exponentially distributed with parameter µ. Let state x denote the number of customers in the system. A controller decides to admit or reject customers arriving at the system according to a threshold policy with threshold level c ∈ N 0 = {0, 1, . . . }. Thus, if a customer arrives while x < c, the controller will decide to admit the customer. The controller rejects the customer when x ≥ c. Hence, when starting with an empty system, the states are limited to x ∈ {0, . . . , c}. Note that a threshold level of c = 0 rejects every customer, whereas the limiting case c → ∞ admits every customer.
Additionally, assume that the system is subject to holding, waiting, and rejection costs. Let u c t (i) denote the total expected costs up to time t when the system starts in state i under the threshold policy with level c. The Markov chain satisfies the unichain assumption and, due to Proposition 8.2.1 of [7] , the average costs ϕ c = lim t→∞ u c t (i)/t are independent of the initial state i. By the same proposition we see that the result also holds for the limiting case c → ∞ under the assumption that ρ = λ/sµ < 1. The dynamic programming optimality equations for the system are thus given by ϕ c + λV c (0) = λV c (1) ,
In this set of equations the constants h, w, and r denote the holding, waiting, and rejection costs respectively. Note that we use w(x − s + 1) instead of w(x − s), since this term is conditioned on an arriving customer. The function V c (x) is called the (relative) value function, and is the quantity that we are interested in. The function V c (x) can be interpreted as the asymptotic difference in total reward that results from starting the process in state x instead of some reference state y. Without loss of generality, we take the reference state to be y = 0. Observe that due to linearity the value function can be decomposed as
the summands of which are due to holding, waiting, and rejection costs respectively. In the same way, the average cost can be decomposed as ϕ c = ϕ h c + ϕ w c + ϕ r c . We adopt the following approach to solving the optimality equations. We first consider the optimality equations for x = 0, . . . , s − 1. Since by definition V c (0) = 0, the equations have a unique solution expressed in terms of ϕ c . The solution also holds for x = s when considering holding and rejection costs. Then the optimality equations for x = s, . . . , c − 1 are solved. In this case V c (s − 1) or V c (s) is known and again guarantees a unique solution expressed in terms of ϕ c . Finally, the equation for x = c is considered. This equation provides an expression for ϕ c , which solves the complete system explicitly.
The optimality equations are so-called linear, inhomogeneous, second-order difference equations. Mickens [5] gives a good overview of the theory of difference equations. The expression (3.112) is especially helpful since it provides the structure of the solution to secondorder difference equations when one solution is known. Before solving the optimality equations, first define the hypergeometric function F (x) by
with (x) = (x − 1)! when x is integer. Then the first step of our approach is given by the following theorem. 
with α(h) = h, α(w) = 0, and α(r) = 0.
and let k ∈ {h, w, r}. Then the optimality equations for x = 0, . . . , s when k ∈ {h, r}, and x = 0, . . . , s − 1 when k = w can be written as
with V k c (0) = 0 by definition. We check that the solution (2) satisfies this expression by substitution into this expression. First observe that (λ/µ)F (x + 1) = λ/µ + xF (x), and thus
Note that, since V k c (0) = 0, the solution is also unique.
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The first term in the value function (2) is the particular solution to ϕ k c in the optimality equation. Therefore, this term appears in V k c (x) for all k ∈ {h, w, r}. The second term is the particular solution to the costs. Since in this case no waiting or rejections occur, the second term is zero in V w c (x) and V r c (x). The terms are rather complicated due to the fact that the rates in the optimality equation are dependent on the state. This does not occur when the rates are constant. The following theorem shows this for the solution of the optimality equations for x = s, . . . , c − 1.
Theorem 2. Consider the optimality equations for
x = s, . . . , c − 1. Let ρ = λ/sµ and V k c (x) = V k c (x) − V k c (x − 1)
. Then the unique solution to this set of equations is given by
Proof. Note that the optimality equations for k ∈ {h, w, r} and x = s, . . . , c − 1 can be written as
The first term in the solution (3) is the particular solution to ϕ k c in the optimality equations. Similarly, the second term is the particular solution to the inhomogeneous term
. This fact follows directly by substitution into the optimality equations, as follows:
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The optimality equations also have two homogeneous solutions, which are given by a 1 and 
. Hence, the solution is also unique.
Theorem 1 and Theorem 2 fully characterize the solution to the dynamic programming optimality equations expressed in ϕ k c . The optimality equation for state x = c can now be used to explicitly determine ϕ k c . This will also explicitly determine the solutions to the complete set of optimality equations. The results are given by the following theorem. 
Proof. The optimality equations for x = c and k ∈ {h, w, r} can be written as
After substitution of (3) from Theorem 2 we get an equation in ϕ k c only. With some calculus, it can be shown that the solution is indeed as stated in the theorem.
The set of optimality equations is now solved, and we have derived an explicit solution expressed in the parameters λ, µ, s, and c. Note that we did not require any restriction on the parameters. However, when we consider the limiting case c = ∞, we require stability of the queueing system, i.e. ρ < 1. Assuming that the stability condition holds, we can directly obtain that
The first equation (4) follows directly from Theorem 3 when taking the limit, since we assumed that ρ < 1. Indeed, when all customers are admitted, the costs due to rejection are zero. The equation (5) is more involved and is explained as follows. The mean time spent waiting in the queue is obtained when w = 1/λsµ. Adding the mean service time 1/µ to it gives the mean sojourn time. Applying Little's formula gives the mean queue length, and thus explains (5). 
Note that we have derived in an alternative way the well-known expression for the average queue length in a multiserver queueing system with infinite buffer (see e.g. Section 2.3 of [2] ).
In the literature it is usual to try to derive the value function for a specific policy (see e.g. [3] and [6] ). However, the results of Theorems 1-3 concern a class of policies, in contrast to a specific policy. The results can therefore be used for finding the best threshold policy within the class. Observe that optimizing with respect to the threshold level c is not difficult.
Koole and Spieksma [4] obtain expressions for deviation matrices for birth-death processes, and in particular for the M/M/s/c queue. The deviation matrix is independent of the cost structure. Hence, it enables us to compute the average costs and the relative value function for various cost structures (depending on the state only) by evaluating a sum involving entries of the deviation matrix. However, the expressions they derive for the deviation matrix are very complicated. Therefore, evaluating the sum is not easy in many situations. The method adopted in this paper shows the benefit of working with costs integrated into the problem formulation. The expressions are simpler and are easier to obtain in contrast to either working with deviation matrices or equilibrium probabilities.
The results also explicitly depict the structure of the value function. This information can be fruitfully used in reinforcement learning to guess the structure or even the values of value functions for other queueing models. As will become clear in Section 3, the value function of the infinite-buffer single-server queue is a sum of linear and quadratic terms. However, the finite-buffer single-server queue also contains exponential terms. When the rates in the optimality equation depend on the states (as in the infinite-server queue), then hypergeometric terms also appear.
The results can also be directly applied to one-step policy improvement. In this setting, a policy is chosen with the property that the value function and the average costs can be computed. Then this policy will be used in one step of the policy iteration algorithm from Markov decision theory resulting in an improved policy. The improved policy will in general be sufficiently complicated to render another step of policy iteration impossible. In Section 4, we will discuss routeing to several parallel finite-buffer queues. Before doing that, we first consider special cases of the multiserver queue.
Special cases
In this section, we consider special cases of the multiserver queue. The case where s = 1 results in the single-server queue. The case with s = c results in the infinite-server queue. We will discuss both the finite-buffer (c finite) and the infinite-buffer (c = ∞ and ρ < 1) model. We first start with the treatment of the single-server queue.
Single-server queue
The single-server queue can be obtained by considering the multiserver queue with one server only, i.e. s = 1. In this case the optimality equations (1) become simpler:
The solution to this set of equations is given by Theorems 2 and 3 with s = 1. After some tedious calculus, the value function can be derived as
for k ∈ {h, w, r}, with β(h) = h, β(w) = λw, and β(r) = 0. The constants a k 1 for k ∈ {h, w, r} and the average costs are given by
The average costs and the value function for the single-server queue with an infinite buffer, or, equivalently, with no rejections, are given by
The value function of the infinite-buffer single-server queue is thus the sum of linear and quadratic terms. However, exponential terms appear in the value function when working with a finite buffer.
Infinite-server queue
The infinite-server queue is obtained by considering the multiserver queue with s = c. The optimality equations (1) then become
The solution to these equations is in fact already given in Theorem 1. However, the average costs do differ and are given by
λr, where now ρ = λ/µ. Hence, the average costs and the value function of the infinite server queue with no rejections are given by
with α(h) = h, α(w) = 0, and α(r) = 0. In this case, we observe that the infinite-server model with no rejections has a linear value function. However, rejections cause hypergeometric terms to appear in the value function. This is due to the fact that the rates in the optimality equation depend on the state.
Application to routeing problems
In this section, we illustrate the one-step policy improvement method by studying a routeing problem for parallel queues. The general idea is to start with a policy such that each queue behaves as a multiserver queue. In this way, the value function and the average costs can be determined from the results of the previous sections. Finally, one step of policy iteration can be applied to obtain a better policy without having to compute the value function in an iterative way.
Consider two parallel finite-buffer queues. For i = 1, 2, queue i has a buffer size of c i customers and has its own set of s i dedicated servers, each working at rate µ i . Furthermore, queue i has holding, waiting, and rejection costs of h i , w i , and r i respectively. An arriving customer can be either sent to queue 1 or to queue 2. The objective is to minimize the average costs. The optimality equation for this system is given by
and where x, y are the numbers of customers in queue 1 and 2 respectively. Consider the policy that splits the arrival stream into two streams such that there are arrivals to queue 1 at rate ηλ and to queue 2 at rate (1 − η)λ with η ∈ [0, 1]. We call this policy a Bernoulli policy with parameter η. The optimality equation under the Bernoulli policy is obtained by changing λ (F (x, y) ∧ G(x, y) ) into ηλF (x, y) + (1 − η)λG(x, y) . Hence, we can see that the two queues behave independently as a multiserver queue. Therefore, the corresponding value function becomes with V MS the value function of the multiserver queue of Section 2 with the corresponding parameters. Similarly, the average cost is expressed as
with ϕ MS the average costs for the multiserver queue. From numerical experiments, it follows that not all parameters of the Bernoulli policy result in an improved policy which is close to the optimal value. Therefore, we will use the optimal Bernoulli policy for deriving the improved policy in the sequel. Note that, for a specified set of parameters, the maximization with respect to η is not difficult. The one-step policy improvement step now follows from the minimizing action in (F (x, y) ∧ G(x, y) ). We start by demonstrating the relevance of rejection costs when working with finite-buffer queues. Set h 1 = h 2 = 1, w 1 = w 2 = r 1 = r 2 = 0, λ = 5, µ 1 = 2, µ 2 = 3, s 1 = 3, s 2 = 2, and c 1 = c 2 = 9. Thus, we study two parallel finite buffer queues with holding costs only. The first queue has more dedicated servers than the second, but they work at a lower rate.
The optimal Bernoulli policy yields a value of ϕ B = 2.351414, the one-step improved policy ϕ = 1.993648, and the optimal policy ϕ * = 1.993563. Table 1 shows the routeing policy for the values of x and y under the one-step improved policy and the optimal policy. We would 622 S. BHULAI AND G. KOOLE expect an increasing switching curve. However, when one of the queues becomes congested, lack of rejection costs results in routeing to that queue, and so rejections occur.
In the previous example, the one-step improved policy had a value close to the optimal value. Table 2 shows that this also holds for other parameter values. The greatest proportional extra cost (ϕ − ϕ * )/ϕ * over all experiments in Table 2 is 0.12 (the second experiment). For all the other experiments, the proportional extra cost lies within the range of about 0.01 to 0.04. Note that this method can easily be used for more than two queues. In this section, we restricted ourselves to two queues, since the computation of the optimal policy becomes numerically difficult for more than two queues. For N stations of M/M/s/c queues, the number of states is equal to (c + 1) N ; thus the complexity is exponential in the number of queues. However, a single step of policy iteration has linear complexity.
