







































































Lorsqu’un thésard franchit la porte de son laboratoire pour la première fois, il n’est initia-
lement armé que d’un sujet de trois ou quatre pages, supposé guider trois années de recherche.
Aboutir à un manuscrit de thèse complet et cohérent est un objectif paraissant alors infiniment
éloigné. Quelques semaines encore avant le terme, le point final n’est toujours pas visible à l’ho-
rizon. Fréquemment, on a le sentiment d’aller vers le Nord avec la conviction que le bout du
chemin est au Sud. Si l’on continue pourtant d’avancer, parfois sans trop y croire, c’est parce que
de nombreuses personnes sont là pour nous pousser à contourner ces montagnes infranchissables,
par ce long, très long chemin, qui est finalement celui qui permet d’arriver au bout.
Benoît Hingray est celui qui m’a ainsi accompagné sur la majeure partie du parcours. Il n’est
pas de ceux qui, à un carrefour, choisiront de courir tout droit sur le large boulevard. Il m’a
toujours encouragé à plutôt explorer chaque chemin — voire même, disons le, quelques sentiers
broussailleux — afin de détecter tous les indices me permettant de poursuivre dans une meilleure
direction.
Cette exploration minutieuse fut fort bien complétée par le routage de Laurent Terray qui,
avec le recul nécessaire, nous a parfois judicieusement sortis de certains culs-de-sac, pour mieux
repartir en direction de nos principaux objectifs.
La rédaction de ce manuscrit m’a permis de redessiner l’itinéraire suivi, épuré des quelques
allers-retours inutiles. Il a finalement été examiné en détail par les membres du jury : Florence
Habets, Robert Vautard, Vazken Andréassian, Hervé Douville, Franck Roux et Joël Gailhard.
C’est un honneur d’avoir été évalué par un tel panel d’experts dans les domaines de l’hydrologie
et du climat. J’ai particulièrement apprécié les remarques intéressantes et constructives qu’ils
m’ont formulées, sur des points que j’avais souvent identifiés comme des faiblesses dans mon
travail.
Au préalable, les réunions annuelles de mon comité de thèse ont représenté des étapes essen-
tielles dans mon avancement. J’en suis ressorti à chaque fois avec de nouvelles idées et surtout
avec une motivation renouvelée. Je suis donc très reconnaissant envers Michel Déqué, Eric Mar-
tin, Pierre Etchevers et Frédéric Hendrickx, qui y ont participé.
De façon moins formelle mais plus fréquente, j’ai également particulièrement apprécié les
visites de Charles Obled dans mon bureau, souvent porteuses de judicieuses suggestions et
références. De nombreux autres collègues du LTHE ont également contribué aux réflexions sur
mon sujet de thèse, en particulier au sein des équipes HMCI et CHyC, par exemple Abdelkader
Mezghani pour le modèle D2GEN et Anne-Catherine Favre pour les analyses statistiques des
incertitudes. Sur ce sujet, je souligne aussi la contribution de Meriem Saïd depuis l’Université
de Laval.
Au CERFACS, j’ai beaucoup appris des discussions avec Julien Boé, Emilia Sanchez-Gomez,
et Christian Pagé. Je tiens d’ailleurs à féliciter Christian du travail technique formidable qu’il a
accompli pour faciliter l’utilisation de l’outil DSCLIM, et le test de multiples configurations.
Sur l’hydrologie, les conseils qui m’ont été donnés par Aaron Boone m’ont permis d’approfon-
dir mes analyses et ont grandement amélioré la qualité de la publication incluse dans le présent
document. Mes stagiaires Marion Chelle-Michou, Delphine Mayer et Jean-Maxime Bertrand,
m’ont fourni également une matière très utile par le travail qu’ils ont accompli, mais aussi par
leur regard jeune, innocent, et parfois intrigué sur mon travail de thèse. La mise en oeuvre des
nombreuses simulations hydrologiques futures que j’ai réalisées n’aurait pas été possible sans les
conseils de Bruno Bzeznik et Laurence Viry. L’utilisation de la grille de calcul de la plateforme
CIMENT (CIGRI) m’a ouvert des possibilités que je n’aurais osé imaginer au début de ma thèse.
Pour terminer sur le plan scientifique, je citerai enfin toutes les autres personnes qui m’ont
fourni soit des données, soit une expertise avisée sur un problème particulier : Jeanne Colin,
Remerciements i
Stéphanie Faroux, Guillaume Thirel, Julien Cattiaux, Gérald Giraud, Jean-Marie Willemet,
Frédéric Gottardi, Jean-Paul Taillepied, Laurence Durand, Pierre Dumolard, Antoine Rabatel,
Benjamin Renard, Antoine Bard, Marc Dzikowski.
Dans la situation administrative pas toujours très simple qui était la mienne, une coopéra-
tion entre trois laboratoires, une inscription en thèse à Toulouse mais un bureau à Grenoble,
j’ai heureusement pu compter sur l’efficacité du pôle secrétariat du LTHE, de Delphine Charlieu
et Jean-Louis Dumas au CEN, de Laurent Jacquin et Marie-Line Valat au CNRM, de Marie-
Claude Cathala à l’école doctorale SDU2E. Je dois évidemment beaucoup aussi aux membres de
la commission des FCPLR de l’Ecole Nationale de la Météorologie qui m’ont fait confiance pour
me permettre de réaliser mon travail de thèse, une confiance qui m’a également été accordée
par les équipes de direction du LTHE et du CNRM. J’ai aussi particulièrement apprécié que le
CNRM m’ait offert l’opportunité de participer à une école d’été à l’Université de Svalbard, une
semaine riche en enseignements dans un endroit exceptionnel. C’est enfin grâce à la patience du
Centre d’Etudes de la Neige et en particulier de Samuel Morin, que j’ai pu terminé mon travail
au LTHE dans des conditions optimales, avant de débuter mes nouvelles fonctions au CEN.
Mais les plus fidèles soutiens d’un thésard sont naturellement tous ceux qui se sont embarqués
dans la même galère... Si le déjeuner quotidien peut apparaître comme un étrange rituel avec ses
codes et conventions, c’est aussi un formidable lieu d’échange d’où l’on repart souvent avec une
nouvelle astuce Latex, un éclaircissement sur un concept statistique obscur, une référence biblio
sur la question que l’on se pose depuis 3 mois, une solution pour débugger un code bloqué depuis
une semaine... Aurélien, Matthias, Rémi, Marianna, Olivier, Davide, Joris, Baptiste, Gérémy,
Cynthia, et les autres, sont donc aussi des personnalités essentielles dans mes trois ans de thèse.
Bien sûr, les moments partagés en dehors des heures d’ouverture du laboratoire y sont aussi
pour beaucoup. Sans tous les citer individuellement, je n’oublie pas non plus toute ma « bande
météo » qui est absolument indispensable à mon équilibre. Nos liens toujours intacts depuis
l’école me sont très chers, que ce soit lors de mes passages à Toulouse ou à Paris, de leur venue
à Grenoble, lors des vacances en montagne ou ailleurs. Mention spéciale à Audrey qui a eu le
courage de relire tout le document pour y traquer les fautes d’orthographe récalcitrantes, et à
Leffe dont j’ai abusé des compétences informatiques à maintes reprises, mais il faut dire qu’il
est tellement efficace...
Enfin parce qu’il est presque impossible d’empêcher sa thèse d’envahir sa vie personnelle de
façon grandissante, je terminerai en évoquant l’amour et le soutien moral ô combien essentiel de




L’impact du changement climatique sur les climats régionaux et par suite sur les ressources
en eau devrait être particulièrement prononcé en zones de relief. Les scénarios hydrologiques fu-
turs nécessaires pour les études d’impact sont habituellement obtenus par simulation en forçant
un modèle d’impact hydrologique (MH) par des scénarios météorologiques à haute résolution,
obtenus par des Modèles de Descente d’Echelle Statistique (MDES) forcés par les sorties de
modèles climatiques (GCM ou RCM). Ces MDES ont pour but de combler certaines lacunes des
GCM ou RCM (biais et résolution insuffisante) compte tenu des exigences des modèles d’impact.
Bien qu’un grand nombre de projections soit couramment réalisé à travers le monde, l’applica-
bilité de la chaîne de simuation GCM/MDES/MH en climat modifié est rarement questionnée.
Nous présentons ici un cadre d’évaluation pour illustrer les possibilités et/ou les difficultés pour
le transfert temporel de ces outils. Nous illustrons ensuite les incertitudes dans les projections
météorologiques et hydrologiques futures qui peuvent résulter de cette transférabilité imparfaite.
Les simulations et les évaluations sont réalisées pour le Haut Bassin de la Durance (3580 km2).
Le modèle hydrologique SIM de Météo-France est adapté au contexte alpin. Nous considérons
plusieurs configurations de 3 MDES développés au CERFACS, au LTHE, et à EDF, basées
sur différents prédicteurs atmosphériques. 12 expériences climatiques issues du projet européen
ENSEMBLES fournissent les champs de grande échelle pour la période 1860-2100. Dans ce
contexte, les incertitudes associées aux MDES et aux GCM sont du même ordre de grandeur.
Abstract
The impact of global change on regional climates and in turn on water resources is expected
to be especially pronounced in mountainous areas. Future hydrological scenarios required for
impact studies are usually simulated by forcing an hydrological impact model (HM) with high-
resolution meteorological scenarios, obtained from statistical downscaling models (SDMs) forced
by climate models (GCMs or RCMs) outputs. These SDMs are expected to fill the gap between
the poor resolution and the bias of climate models scenarios and the requirements of impact mo-
dels. Although a number of projections are currently performed worldwide, the relevance of the
simulation chain GCM/SDM/MH is rarely discussed. We present here an evaluation framework
to illustrate the possibilities and/or the difficulties to transfer in time these algorithms. We next
illustrate the uncertainties in future meteorological and hydrological projections that can result
from this imperfect transferability.
Simulations and evaluations are performed for the Upper Durance Basin (3580 km2). The
hydrological model SIM from Météo-France is adapted for the alpine context. We consider several
configurations of 3 SDMs from CERFACS, LTHE and EDF, based on different atmospheric
predictors. 12 climatic runs from the ENSEMBLES european project provide the large scale
fields for the 1860-2100 period. In this context, the SDMs and GCMs related uncertainties are
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En réponse à l’augmentation en cours de la concentration des gaz à effet de serre (GES)
dans l’atmosphère, une modification significative du bilan radiatif de notre planète, et par
suite de son climat, est attendue par la communauté scientifique. Les projections climatiques
présentées dans les rapports du GIEC1 s’accordent sur un réchauffement global significatif
jusqu’à la fin du siècle. Son ampleur est toutefois incertaine, en fonction des modèles et
des scénarios d’émission de GES. Si l’évolution du climat à l’échelle planétaire est d’un
intérêt scientifique majeur, ce sont surtout les modifications climatiques régionales voire
locales, qui pourront avoir des répercussions sur les populations et les écosystèmes. Qu’il soit
sociétal, économique, environnemental, ou sanitaire, la question de l’impact du changement
climatique devient incontournable dans de nombreux domaines. Or, si la réponse du climat
global aux modifications de la composition de l’atmosphère est déjà un problème complexe,
la multitude d’interactions d’échelles entre processus atmosphériques contrarie encore davan-
tage notre légitime volonté de prévoir l’évolution du climat régional ou local et ses conséquences.
Les progrès dans la compréhension du système climatique d’une part, et dans la compré-
hension des interactions entre climat et impacts d’autre part, permettent depuis une dizaine
d’années d’entreprendre des recherches dites de régionalisation de climat. Des projections
climatiques à des échelles de plus en plus réduites apparaissent dans la littérature scientifique,
permettant de réaliser des études d’impact de plus en plus ciblées. La disponibilité de l’eau
en zone de montagne est l’une de ces applications émergentes. En effet, sa sensibilité aux
fluctuations climatiques est assez intuitive, et certains secteurs d’activité sont fortement
dépendants de cette ressource : la production d’énergie hydroélectrique, l’approvisionnement en
eau des populations, l’irrigation des périmètres agricoles dans les zones aval, le tourisme, tout
comme le fonctionnement des écosystèmes. Pour gérer au mieux cette ressource, il pourrait être
nécessaire de s’adapter à d’éventuelles modifications de sa disponibilité. L’anticipation de ces
modifications permettrait de définir des stratégies optimales et durables face à cette contrainte.
Dans ce contexte de l’impact du changement climatique sur la ressource en eau en milieu
alpin, cette thèse se positionne au croisement entre la volonté des différents acteurs de pouvoir
anticiper les évolutions du régime hydrologique, et les exigences et incertitudes scientifiques
associées à notre compréhension incomplète des multiples interactions et rétroactions du système
Terre. Nous allons ainsi chercher à apporter des éléments de réponse aux questions suivantes :
– Quels scénarios météorologiques peut-on proposer pour un bassin de montagne de méso-
échelle sur la base des expériences climatiques les plus récentes et quels impacts hydrolo-
giques en résulteront ?
– Quels éléments d’évaluation peuvent permettre d’estimer la pertinence des scénarios pro-
posés ?
– Quelles incertitudes résultent de la dispersion entre les scénarios simulés ? Quelle est la
contribution respective à l’incertitude des différentes méthodes et modèles utilisés ?
Nous considérerons plus précisément le haut bassin versant de la Durance en amont du
barrage de Serre-Ponçon, qui est l’un des plus grands bassins alpins français dont le régime
hydrologique n’est quasiment pas perturbé par les activités humaines.
Dans une première partie, nous présenterons l’état actuel des connaissances sur le fonction-
nement du régime hydrologique alpin et sa sensibilité à la variabilité du climat. Nous préciserons
quels processus sont susceptibles d’être affectés par le changement climatique et dresserons un
état de l’art des études d’impact hydrologique menées sur ce type de milieu.
Dans un second temps, nous mettrons en place un modèle d’impact hydrologique afin d’être
capables de traduire des modifications météorologiques régionales en modifications des princi-
pales variables hydrologiques (e.g. couverture neigeuse, débits en rivière). Ce travail s’appuiera
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sur un modèle développé par Météo-France qui a nécessité un certain nombre d’adaptations pour
prendre en compte les spécificités d’un bassin de montagne.
L’échelle des scénarios climatiques simulés par les modèles de circulation générale (GCM)
n’étant pas compatible avec l’échelle des processus hydrologiques mis en jeu, une troisième étape
consistera à faire le lien entre les conditions atmosphériques à grande échelle et la variabilité
météorologique régionale. Nous proposerons un cadre méthodologique d’évaluation de ces mé-
thodes dites de descente d’échelle, et l’appliquerons à une analyse de sensibilité sur une méthode
existante d’une part, et à une intercomparaison de méthodes d’autre part.
Les différents outils nécessaires à l’étude d’impact ayant été évalués, nous présenterons
finalement dans la quatrième partie les résultats de projections météorologiques et hydrologiques
pour le bassin. Nous tenterons d’expliciter les incertitudes associées et d’en comprendre l’origine.
Nous verrons si des changements significatifs se dégagent ou non par rapport aux incertitudes.
Pour lever toute éventuelle ambiguïté, nous avertissons ici le lecteur que l’objectif de
cette thèse est avant tout de proposer un cadre méthodologique pour réaliser des scénarios
hydrologiques futurs en prenant en compte différentes sources d’incertitude. La compréhension
des méthodes employées et de leurs limites devrait naturellement l’amener vers une grande
prudence dans l’interprétation des scénarios présentés. Il ne s’agit en aucun cas de prévision
(ou oserai-je le mot : de prédiction) des débits futurs de la Durance.
Cette thèse a été financée par Météo-France dans le cadre d’une Formation Complémentaire
Par La Recherche. Les travaux s’inscrivent dans le cadre des recherches réalisées conjointement
par le LTHE2 et EDF3 au sein du projet RIWER20304 (http ://www.lthe.fr/RIWER2030),
financé par l’ANR5 VMCS6.
2Laboratoire d’Etude des Transferts en Hydrologie et Environnement
3Electricité de France
4Regional Climate, Water, Energy Resources and uncertainties from 1960 to 2030
5Agence Nationale de la Recherche
6Vulnérabilité : milieux, climat et sociétés
4 Introduction
Première partie





Le régime hydrologique alpin :
processus et enjeux
1.1 Généralités
L’objet d’étude de cette thèse est le régime hydrologique alpin, avec comme principale va-
riable d’intérêt les débits en rivière. La compréhension des différents processus gouvernant leur
évolution est naturellement un prérequis indispensable à une étude d’impact du changement
climatique. Nous proposons donc dans ce premier chapitre d’en décrire les principaux aspects
en s’appuyant en partie sur le chapitre 7 de Hingray et al. (2009).
Les bassins de montagne se distinguent par plusieurs spécificités des bassins de plaine d’une
même région climatique. Les précipitations y sont généralement plus abondantes en raison des
effets orographiques, largement décrits par Roe (2005). L’évapotranspiration est au contraire
plus faible en raison notamment de la diminution de la température et de la couverture végétale
avec l’altitude. La combinaison de ces deux effets engendre des débits annuels en rivière plus
importants sur un bassin de montagne que sur un bassin de plaine de surface équivalente. Les
montagnes sont ainsi qualifiées de « châteaux d’eau naturels » par Viviroli et al. (2007). Leur
contribution au débit global des grands fleuves est en effet largement plus importante que le
suggéreraient leurs surfaces, comme illustré par la figure 1.1 empruntée à Weingartner et al.
(2007).
Fig. 1.1 – Proportions de la contribution des zones montagneuses aux débits sur de grands
bassins à travers le monde et pourcentages des surfaces correspondantes (Weingartner et al.,
2007).
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Par ailleurs les débits présentent généralement en montagne une forte saisonnalité, carac-
téristique du régime hydrologique dit nival. En hiver, la majorité des précipitations se produit
sous forme de neige, provoquant l’accumulation progressive d’un épais manteau neigeux saison-
nier. L’alimentation des rivières est alors très réduite et les étiages sont longs et marqués. Au
printemps, la fonte de la couverture neigeuse provoque une onde de crue. Son intensité, sa date
et sa durée dépendent du stock de neige accumulé pendant l’hiver et des conditions météoro-
logiques de la période. On observe ensuite une décroissance des débits pendant les mois d’été.
Toutefois, pour les bassins ayant une partie de leur surface couverte de glaciers, l’ablation de la
glace peut alors entretenir des débits élevés jusqu’à ce que ceux-ci soient à nouveau recouverts
par la neige à l’automne. On parle alors de régime glaciaire ou nivo-glaciaire. Deux exemples de
régime respectivement nival et glaciaire sont présentés sur la figure 1.2. Le maximum de débit
est observé plus tardivement pour le régime glaciaire que pour le régime nival ; l’étiage est plus
intense pour le régime glaciaire. La variabilité interannuelle du régime nival est plus forte car
celle-ci est davantage soumise à la variabilité des précipitations. Il existe naturellement une large
gamme de régimes intermédiaires.
Fig. 1.2 – Différents types de régimes hydrologiques (régime moyen et fluctuations interan-
nuelles) a) bassin non glaciaire (Minster à Euthal, Rüti, altitude médiane : 1351 m, surface :
59,2 km2, période 1961-2000) ; b) bassin glaciaire (Rhône à Gletschn altitude médiane : 2719
m, surface : 38,9 km2, surface glaciaire : 52,2 %, période 1956-2000 ; extrait de Hingray et al.
(2009)
1.2 Le manteau neigeux et son évolution
1.2.1 A l’échelle locale
L’accumulation et la fonte du manteau neigeux constituent donc des processus clés dans le
régime hydrologique du milieu alpin.
1.2.1.1 Accumulation
La croissance du manteau neigeux est directement reliée à l’occurrence de précipitations
neigeuses. Les cristaux de glace — agglomérés en flocons — atteignent la surface du sol sous forme
de neige s’ils n’ont pas traversé de couche d’atmosphère suffisamment chaude pour provoquer
leur fonte. On trouvera une description détaillée des processus microphysiques dans l’ouvrage
de Pruppacher et Klett (1997). En général, les précipitations se produisent sous forme de neige
jusqu’à quelques centaines de mètres en dessous de l’altitude de l’isotherme 0˚C. En présence
de précipitations intenses ou convectives, la limite pluie-neige peut parfois s’abaisser davantage
en liaison avec le refroidissement provoqué par la sublimation d’une partie des précipitations.
Les caractéristiques de la neige fraîche (densité, température, types de grains) dépendent des
conditions de formation et de chute des cristaux, mais les conditions météorologiques de surface
pendant la chute (température et vitesse du vent) permettent d’expliquer les grandes lignes de
leur variabilité (Pahaut, 1976).
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L’évolution locale du manteau neigeux est ensuite la combinaison de processus énergétiques,
microphysiques, et mécaniques.
1.2.1.2 Echanges aux interfaces
Il existe différents types d’échanges énergétiques entre le manteau neigeux et l’extérieur
(Brun et al., 1989) :
– Le rayonnement solaire absorbé par une couche de neige S est la différence entre le
rayonnement incident S ↓, le rayonnement réfléchi S ↑, et le rayonnement transmis vers
les couches inférieures Str : S = S ↓ −S ↑ −Str. S ↓ dépend principalement de l’heure,
de l’époque de l’année, de l’exposition du site et de la couverture nuageuse. S ↑ et Str
dépendent respectivement de l’albédo αn et du coefficient d’absorption βn , eux-mêmes
fonction des propriétés microphysiques de la neige (types de grains et éléments non
aqueux, Sergent et al., 1993).
– Les échanges radiatifs de grandes longueurs d’onde sont limités à la surface. La neige étant
quasiment un corps noir dans l’infrarouge, elle absorbe presque la totalité du rayonnement
incident L ↓. Celui-ci est principalement d’origine atmosphérique, dépendant des profils
de température, d’humidité et de nébulosité de l’atmosphère. Une contribution du
rayonnement terrestre existe également sur les surfaces non planes. Le rayonnement émis
L ↑ est proportionnel à la température de la surface à la puissance 4 (loi de Stefan),
l’émissivité de la neige étant généralement très proche de 1.
– Les flux turbulents de chaleur sensible H et de chaleur latente LE sont également des
termes importants du bilan de surface, notamment en présence de vent et d’un gradient
de température et/ou d’humidité marqué entre l’air et la surface.
– L’apport de chaleur par les précipitations Qp est en général de plusieurs ordres de
grandeur inférieur aux autres termes du bilan d’énergie.
– Le flux de conduction du sol vers la neige à la base du manteau neigeux peut également
être significatif, surtout en début de saison hivernale lorsque le sol est encore chaud,
ou sur les zones où le couvert nival reste fugace et peu épais. La composante purement
géothermique (60 à 80 mW/m2 d’après les cartes du BRGM1, Bonté et al., 2010) est en
revanche négligeable.
Lorsque la somme des apports énergétiques extérieurs n’est pas nulle, l’énergie disponible
est utilisée soit pour faire varier la température de la neige, soit pour provoquer des change-
ments d’état (fonte, regel). Ainsi pour une couche de neige en surface, d’épaisseur Ds1, et à la
température Ts1, on peut écrire :
∂
∂t
(ds1cIDs1Ts1 + LwWl1) = S + L+H + LE + Js1 +Qp (1.1)
où ds1 est la densité de la couche de surface de la neige, cI la chaleur spécifique de la glace
(Jm-3K-1), Lw la chaleur latente de fusion de la glace (Jkg-1), Wl1 le contenu en eau liquide
de la couche (kg.m-2), Js1 le flux de conduction vers les couches inférieures. Les flux d’éner-
gie sont ici tous exprimés en Wm-2 et sont par convention positifs s’ils sont dirigés vers la surface.
1Bureau de Recherches Géologiques et Minières
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A l’échelle de la saison, la perte de masse par la fonte est généralement largement prépondé-
rante par rapport aux pertes par sublimation (flux de chaleur latente). Toutefois, la sublimation
est parfois importante lors d’épisodes de foehn.
1.2.1.3 Processus internes
Au sein même du manteau neigeux, d’autres processus interviennent :
– Si pendant les chutes de neige, les cristaux sont en général fortement dendritiques, ils
connaissent ensuite au sein du manteau différents types de métamorphoses microphysiques
décrits par exemple par Pahaut et Sergent (1991). La métamorphose de la neige sèche est
étroitement reliée au profil thermique du manteau neigeux. La présence d’eau liquide (fonte
ou pluie) fait rapidement évoluer les cristaux vers de gros grains arrondis et transparents
(dits grains ronds). La neige est alors plus dense, et présente un albédo plus faible.
– La conduction de la chaleur au sein du manteau sera d’autant plus efficace que le manteau
neigeux sera dense et/ou chargé en eau liquide. En effet, la grande quantité d’air contenue
dans la neige poudreuse constitue un excellent isolant thermique (Fukusako, 1990).
– En plus de la densification du manteau relatif aux métamorphoses des grains, un tassement
mécanique de la neige est également exercé par l’action du poids des couches supérieures
sur les couches inférieures.
– En présence d’eau liquide, celle-ci peut percoler au sein du manteau en suivant des
chemins de percolation plus ou moins complexes. Elle peut éventuellement regeler.
1.2.2 A l’échelle du bassin
1.2.2.1 Accumulation
A l’échelle d’un bassin versant, l’accumulation de la neige se fait de façon très hétérogène,
en raison de la variabilité de la limite pluie-neige et des gradients altitudinaux de précipitations,
de température, et de vent. Pendant et après les chutes, le vent peut provoquer une importante
redistribution spatiale de la neige fraîche, avec arrachement des versants au vent et des ruptures
de pente convexes vers les versants sous le vent et les ruptures de pente concaves. En présence
de zones de forêts, l’accumulation de neige peut également être réduite par l’interception de la
neige par les arbres et sa sublimation partielle avant sa chute vers le sol.
1.2.2.2 Ablation
A la variabilité spatiale initiale de l’accumulation du manteau neigeux, s’ajoute une grande
variabilité spatiale du bilan radiatif du manteau, et par suite de l’ablation. Les différents termes
du bilan sont en effet fortement influencés par la topographie (altitude, exposition, pente),
et par la présence éventuelle de couverture forestière (effet d’ombre du rayonnement solaire,
rayonnement infrarouge de la végétation, augmentation des flux turbulents associée à la forte
rugosité, etc.).
1.2.2.3 Contribution aux débits
Les débits de fonte sont d’autant plus importants que les apports énergétiques sont forts et
que la surface enneigée concernée par cet excédent énergétique est grande. L’intensité et la forme
de la crue de fonte sont donc largement conditionnées par l’hypsométrie du bassin versant. Plus
un bassin est élevé, plus l’onde de fonte sera tardive. Celle-ci sera plus durable sur un bassin
couvert par une large gamme d’altitudes.
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Fig. 1.3 – Zones d’accumulation et d’ablation sur un glacier alpin. Vue en coupe, saison estivale
(Hingray et al., 2009).
1.3 Les glaciers
Dans les Alpes, les glaciers présentent comme le manteau neigeux un comportement marqué
par une forte saisonnalité. Ceux-ci connaissent une période d’accumulation en hiver où ils sont
entièrement recouverts de neige. En été, les parties inférieures se déneigent (schéma 1.3), une
fonte rapide de la glace intervient alors. Les processus énergétiques sont les mêmes que ceux
exposés dans la section précédente mais les propriétés physiques de la glace sont très différentes
de celles de la neige. L’albédo de la glace est typiquement compris entre 0.2 et 0.4 (e.g. Corripio,
2004), elle absorbe donc beaucoup plus de rayonnement solaire qu’une surface enneigée, d’où une
fonte plus efficace. Dans la zone d’accumulation, la vieille neige se densifie pour se transformer
peu à peu en glace au fil des années. Pour un glacier équilibré, l’écoulement mécanique de la
glace permet de compenser l’accumulation de la partie amont du glacier et l’ablation de la
partie aval. Le bilan de masse total du glacier (accumulation - ablation) est alors nul. Toutefois,
Vincent et al. (2005) ont montré que le bilan de masse des glaciers alpins est nettement négatif
depuis la fin du petit âge glaciaire (milieu du XIXème siècle), ce qui se traduit par un recul
sensible des surfaces englacées.
La contribution de la fonte glaciaire au débit en rivière dépend de la surface, de la durée et
de l’intensité de l’ablation. Dans un contexte de retrait glaciaire (bilan de masse négatif sur une
longue durée), le déstockage de glace se traduit par une augmentation du volume d’eau écoulé
vers la rivière, jusqu’à ce que le glacier soit à nouveau à l’équilibre.
1.4 L’eau dans le sol
Lorsque l’eau issue des précipitations liquides et de la fonte du manteau neigeux atteint
le sol, elle peut alors s’infiltrer. Toutefois, cette eau n’atteindra pas en totalité la rivière. Une
part significative est ainsi relâchée vers l’atmosphère par les processus d’évaporation à la surface
du sol, d’évaporation de l’eau interceptée par les végétaux, et de transpiration des végétaux.
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L’efficacité de ces différents phénomènes, communément regroupés sous le terme d’évapotrans-
piration, dépend de l’eau disponible dans le sol et à la surface des végétaux, de la capacité de
l’air à recevoir de la vapeur d’eau (fonction de son humidité et de la température), de la vitesse
du vent, et des propriétés du sol et des végétaux (e.g. section 4.3 de Hingray et al., 2009).
L’infiltration est conditionnée par les propriétés hydrodynamiques des sols, leur texture et
leur structure. Lorsque le sol est saturé, l’eau non infiltrée peut ruisseler à la surface. Ces
processus complexes sont très hétérogènes spatialement. Il serait hors sujet de les décrire ici de
façon détaillée mais nous invitons à nouveau les lecteurs intéressés à se reporter à l’ouvrage de
Hingray et al. (2009), section 4.4.
Nous ne nous étendrons pas davantage sur le transfert de l’eau ruisselée et infiltrée vers la
rivière et la propagation de l’eau en rivière (chapitres 5 et 6 de Hingray et al., 2009). Toutes les
roches (fissurées ou fracturées ou milieu poreux) ne vont pas stocker et restituer les eaux de la
même manière. En général on peut dissocier les versants et les nappes d’accompagnement des
cours d’eau, ces dernières pouvant jouer un rôle important dans l’alimentation de la rivière en
période d’étiage. Sur les versants les zones dites décomprimées ou/et les zones fracturées peuvent
dans certains cas contenir des aquifères jusqu’à 500 mètres de profondeur (Dzikowski, 2009). La
restitution des eaux stockées est fonction de leur perméabilité ou/et de leur degré de fracturation.
Si les principales nappes souterraines identifiées par le SANDRE2 pour la France concernent les
grandes plaines alluviales (carte visible dans Habets et al. (2008)), il n’est pas exclu que de
longs stockages d’eaux souterraines existent sur des bassins montagneux. Ainsi, des traçages au
tritium sur la Dischma dans les Alpes Suisses ont mis en évidence des temps de résidence de
l’eau de près de 5 ans (Martinec et al., 1982). La présence d’eaux souterraines est également
illustrée par Caballero et al. (2002) dans les Andes Boliviennes. Le retard d’écoulement vers la
rivière va donc être fortement influencé par la présence éventuelle de ces différents aquifères et
de leurs propriétés physiques, des éléments souvent assez mal connus en raison de la complexité
des mesures à mettre en œuvre.
1.5 Le bassin de la Durance : géographie, enjeux, état de l’art
Le bassin d’étude choisi dans cette thèse est celui de la Durance en amont du lac de Serre-
Ponçon. C’est le plus grand bassin alpin français pour lequel les débits ne sont quasiment pas
perturbés par les activités humaines, ce qui est un avantage considérable lorsque l’on souhaite
s’intéresser aux processus naturels. S’intéresser à l’impact du changement climatique sur ce
bassin est également motivé par les forts enjeux économiques et environnementaux décrits ci-
dessous.
1.5.1 Le cours d’eau
La Durance est une rivière des Alpes du Sud qui prend sa source sur le versant Est du
sommet des Anges à Montgenèvre dans le département des Hautes-Alpes. Huit kilomètres en
aval, elle reçoit les eaux de la Clarée qui descend du Mont Thabor, point le plus au Nord
du bassin, par la vallée de Névache. Elle traverse la ville de Briançon où elle reçoit les eaux
de la Guisane et de la Cerveyrette et s’oriente plein Sud. La Gyronde la rejoint en amont de
l’Argentière-la-Bessée. C’est un torrent glaciaire issu des massifs des Ecrins et du Pelvoux. Tous
les glaciers du bassin sont localisés dans ce massif. Si la majeure partie d’entre eux s’écoule vers
la Gyronde, une petite portion s’écoule au contraire vers le Nord dans le bassin de la Guisane. La
surface totale des glaciers est estimée entre 35 et 40 km2 d’après la base de données CORINE3
Land Cover (Heymann, 1993). Le Guil qui draine les eaux du Queyras, rejoint ensuite la Durance
en dessous de Mont-Dauphin après la traversée de gorges profondes. La Durance s’oriente alors
vers le Sud-Ouest jusqu’au lac de Serre-Ponçon, dans lequel se confond aujourd’hui le confluent
2Service d’Administration National des Données et Référentiels sur l’Eau
3COoRdination de l’INformation sur l’Environnement
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naturel avec l’Ubaye, qui coule d’Est en Ouest dans les Alpes de Haute Provence. En aval du
lac de Serre-Ponçon, la Durance continue son cours pour finalement se jeter dans le Rhône
à proximité d’Avignon4 et constituer l’un de ses trois principaux affluents avec la Saône et l’Isère.
Cette rivière a fait l’objet de nombreux travaux dans le passé. En raison de nombreuses
crues dévastatrices au cours du XIXème siècle, Imbeaux (1892) mène une étude très poussée
du régime de la rivière et des phénomènes responsables des crues. Ces travaux constituent
le point de départ des recherches sur la Durance. Dans cet ouvrage et dans des thèses menées
depuis, on trouvera des éléments très détaillés pour décrire le bassin dans ses aspects historiques,
géologiques, géographiques, etc. (Charbonneau, 1974; Lardeau, 1977; Etchevers, 2000). Nous ne
ferons ici qu’une description plus concise du bassin.
1.5.2 Aménagements
1.5.2.1 Pont-Baldy
Fig. 1.4 – Lac et barrage de Pont-Baldy (photo : EDSB)
Sur l’amont du bassin, le premier aménagement perturbant les débits naturels est la pe-
tite centrale électrique de Pont-Baldy sur la Cerveyrette, exploitée par EDSB5. Elle permet de
répondre à la majeure partie de la demande en électricité de la ville de Briançon. Le barrage
(figure 1.4) a été mis en eau en décembre 1965. Il peut stocker jusqu’à 1 million de m3 d’eau.
Le stockage et le déstockage perturbent légèrement les débits en aval. C’est à la station hydro-
métrique de Briançon, immédiatement en aval, que les variations artificielles de débit sont le
plus visibles. Pour répondre aux variations de la demande en électricité, il existe un cycle jour-
nalier de stockage/déstockage, qui devrait être traité si les débits horaires étaient étudiés. Un
stockage/déstockage hebdomadaire est également réalisé (remplissage le dimanche et vidange
les jours de semaine, figure 1.5-a). Celui-ci est responsable d’oscillations artificielles du débit
quotidien de 1 à 2 m3/s, bien visibles sur les séries mesurées à Briançon. L’amplitude des va-
riations reste le plus souvent d’un ordre de grandeur faible devant les débits totaux, de sorte
qu’en amont du lac de Serre-Ponçon on peut généralement considérer en bonne approximation
que les débits mesurés sont naturels. Toutefois, l’influence du barrage n’est pas négligeable en
période d’étiage sur la station de Briançon puisque le débit total est alors d’environ 6 m3/s.
Enfin, aucun stockage saisonnier n’est réalisé : le cycle annuel moyen des débits à Briançon n’a































































Fig. 1.5 – a - Variation hebdomadaire moyenne de la hauteur d’eau de la retenue de Pont-Baldy
(fournie par EDSB) ; b - Débits quotidiens moyens à Briançon avant et après la mise en eau de
l’ouvrage de Pont-Baldy.
Fig. 1.6 – Lac de Serre-Ponçon (photo : Wikipedia, "Sylvain05")
1.5.2.2 Serre-Ponçon
Le lac de Serre-Ponçon (figure 1.6) est le second lac artificiel d’Europe par sa capacité (1,272
milliards de m3). Son barrage a été construit de 1955 à 1961. Ses eaux servent à l’alimentation
d’un canal assurant le fonctionnement de 15 centrales hydro-électriques en aval, l’irrigation agri-
cole et l’alimentation en eau potable d’une grande partie de la Provence. L’ensemble du système
permet la mobilisation de 2000 MWatt en 10 minutes, ainsi que la prévention de la plupart des
crues en aval. La gestion à long terme du barrage est donc un élément de grande importance
stratégique dans un contexte de changement climatique, perturbant potentiellement l’alimen-
tation du lac. Une motivation forte de cette thèse est de répondre à la question de l’ampleur
à attendre des variations des apports. L’influence de ces possibles modifications sur la ges-
tion du barrage est en cours d’étude dans le cadre du projet RIWER2030 (François et al., 2011).
4Toutefois, une part fluctuante mais longtemps dominante de la Durance a eu pour exutoire l’étang de Berre.
5Energie Développement Services du Briançonnais
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1.5.3 Autres enjeux
En dehors de la question de l’alimentation du barrage de Serre-Ponçon, le suivi des cours
d’eau du bassin répond également à un enjeu d’aménagement des rives, en raison des risques de
crue sur l’amont du bassin. La région est également devenue depuis quelques dizaines d’années
très attractive au niveau touristique. Les activités telles que les sports d’hiver ou les sports d’eaux
vives, sont respectivement influencées par le couvert nival, ou les débits des rivières. L’avenir de
ce secteur d’activités est donc aussi très sensible aux répercussions du changement climatique
sur la ressource en eau. Enfin les conséquences environnementales de ces changements suscitent
un intérêt croissant. On pense bien sûr à l’impact sur la végétation mais les applications sont
très diverses. A titre d’exemple, certaines maladies affectant des cultures agricoles sont liées à
l’existence d’une bactérie se développant dans le manteau neigeux (Monteil, 2011).
L’évolution de la ressource en eau à l’échelle du bassin complet de la Durance (y compris
en aval de Serre-Ponçon) et les impacts qui pourraient en résulter sont l’objet du projet de
recherche R2D2-20506, financé par le Ministère de l’Ecologie, du Développement Durable, des
Transports et du Logement, piloté par le CEMAGREF7, et impliquant différents acteurs de la
recherche publique et de la gestion du territoire et de la ressource en eau. Les débits en aval du
lac étant fortement influencés par l’ouvrage et par d’autres aménagements, nous avons toutefois
choisi de limiter le cadre d’étude de cette thèse au bassin amont.
1.5.4 Jaugeage
1.5.4.1 Stations de mesure
Les débits en rivière sont mesurés régulièrement en 9 points du bassin (figure 1.7). Ces
stations limnimétriques sont exploitées soit par EDF8, soit par la DIREN9 PACA10 et leurs
caractéristiques sont présentées sur le tableau 1.1. L’étude des débits pourra donc être réalisée
en ces 9 points.
Tab. 1.1 – Stations limnimétriques
Lieu Rivière Code hydro Altitude Surface (km2) Disponibilité Exploitant
Le Monêtier Guisane X0015010 1510 m 78 1978-2008 DIREN
Val-des-Prés Durance X0010010 1360 m 203 1975-2008 DIREN
Briançon Durance X0100010 1187 m 548 1955-2007 EDF
Montdauphin Guil 950 m 725 1986-2007 EDF
L’Argentière Durance X0130010 950 m 984 1952-2008 DIREN
Embrun Durance X0310010 787 m 2170 1960-2007 EDF
Barcelonnette Ubaye X0434010 1132 m 549 1958-2008 DIREN
Le Lauzet-Ubaye Ubaye X0454010 790 m 946 1960-2007 EDF
Espinasses Durance X0500010 652 m 3580 1950-2006 EDF
Au sein des périodes de disponibilité, certaines données sont tout de même manquantes,
parfois suite à des dysfonctionnements de longue durée comme à l’Argentière.
1.5.4.2 Reconstitution des débits naturels
A Espinasses, les débits naturels ont été reconstitués par EDF pour un exutoire théorique
correspondant à l’aval du lac de Serre-Ponçon.
6Risque, Ressource en eau et gestion Durable de la Durance en 2050





A Briançon et aux stations en aval, les séries de débits disponibles ne sont pas corrigées de
l’influence de l’ouvrage de Pont-Baldy (section 1.5.2.1). Le cycle hebdomadaire moyen (figure
1.5-a) n’est pas systématiquement reproduit dans la pratique. Un filtrage simple des débits
mesurés basé sur un cycle hebdomadaire moyen et les renseignements fournis par EDSB s’est
révélé infructueux. L’influence réduite du barrage sur les débits de l’aval n’a pas justifié, dans
le cadre des objectifs de cette thèse, d’investir plus de temps dans la naturalisation des débits
aval.
1.5.5 Topographie, géologie
Fig. 1.7 – Carte du relief et des stations de mesure de débit. Coordonnées LAMBERT II étendu.
La Durance et ses affluents décrits dans la section 1.5.1 sont guidés par une topographie
particulièrement accidentée comme le montre la carte du relief en figure 1.7. Le bassin est
encerclé par les hauts massifs : les Ecrins à l’Ouest culminent à une altitude de 4102 mètres
(Barre des Ecrins, figure 1.8) et une quinzaine de sommets dépassent 3500 mètres.
Au Nord, le massif du Mont Thabor atteint 3181 mètres. A l’Est, de nombreux sommets
du Queyras ont une altitude comprise entre 3000 et 3302 mètres (Bric Froid). Le bassin
de l’Ubaye culmine à 3412 mètres (aiguille de Chambeyron). Enfin au Sud, ce sont égale-
ment des hauts massifs qui séparent le bassin de l’Ubaye du Mercantour (3051 mètres au
Mont Pelat). La figure 1.9 permet d’apprécier la répartition surfacique des gammes d’altitude.
La médiane se situe vers 2100 mètres. Seulement 2% du bassin se situe au-dessus de 3000 mètres.
La géologie complexe du bassin de la Durance décrite par Imbeaux (1892) suggère qu’une
large gamme d’aquifères puisse coexister sur le bassin. Lardeau (1977) évoque par exemple
d’épaisses couches de sédiment et de grosses accumulations de moraine avec d’importantes ca-
pacités de stockage.
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Fig. 1.8 – La Barre des Ecrins depuis le Dôme de Neige (photo : Wikipedia, "Eltouristo")


















Fig. 1.9 – Courbe hypsométrique du haut bassin de la Durance
1.5.6 Description du régime hydrologique
Les spécificités climatiques du bassin seront décrites au chapitre 2.2. Précisons simplement ici
que compte tenu des altitudes élevées, plus de 80% des précipitations se produisent sous forme
de neige entre décembre et avril (d’après les données SAFRAN, cf. chapitre 5.1). Le bassin
versant de la Haute Durance est ainsi caractéristique du régime hydrologique nival de montagne
(Obled, 1980; Etchevers, 2000). Le cycle hydrologique annuel moyen sur les différentes stations
est présenté sur la figure 1.10. Il s’agit de débits spécifiques c’est-à-dire rapportés à la surface
du bassin versant, afin d’avoir des valeurs comparables entre les stations.
Le pic de la crue nivale est ainsi observé pour toutes les stations en fin de printemps
(juin). Les débits diminuent alors jusqu’en fin d’été mais des crues rapides sont régulièrement
observées à l’automne associées à une activité orageuse marquée. Les crues d’automne sont
particulièrement variables en intensité, durée, et période d’une année à l’autre. La fin d’automne


































































Fig. 1.10 – Débits spécifiques quotidiens moyens (L s-1 km-2) sur les différentes stations de la
Durance
débits en rivière. En hiver la quasi-totalité des précipitations est stockée par le manteau neigeux,
marquant une longue période d’étiage avec un débit minimal de janvier à mars, avant la reprise
de la fonte en avril.
L’influence des glaciers a généralement été considérée comme négligeable dans différents
travaux de modélisation hydrologique du bassin (e.g. Strasser et Etchevers, 2005; Paquet, 2004).
Nous verrons dans le chapitre 6 que leurs eaux de fonte via la Guisane et la Gyronde contribuent
pourtant de façon significative aux débits pendant la période estivale. Ceci est déjà visible pour
les stations du Monêtier et de l’Argentière avec le seul examen des débits spécifiques puisque la
fraction glaciaire plus importante sur ces bassins est responsable de débits spécifiques nettement
supérieurs aux autres stations en période estivale.
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Chapitre 2
Variabilité du climat alpin
Nous avons vu que les processus impliqués dans le régime hydrologique alpin sont sensibles à
la variabilité des conditions atmosphériques locales via les apports en précipitations, leur nature
(pluie ou neige), et leur influence sur le bilan radiatif du sol et du manteau neigeux.
Pour comprendre l’origine de ces fluctuations météorologiques, il est nécessaire de se placer
à une échelle plus large. Nous exposons d’abord dans ce chapitre les processus clés responsables
de la variabilité du climat à nos latitudes en s’appuyant sur l’ouvrage de Malardel (2005). Nous
verrons ensuite quelles sont les spécificités du climat alpin dans ce contexte en s’appuyant sur
des données climatiques et une courte étude bibliographique.
2.1 Le climat des moyennes latitudes
2.1.1 Quelques notions de circulation générale et de cyclogénèse
Le système Terre-atmosphère est le théâtre de deux déséquilibres énergétiques majeurs dus
au chauffage solaire différentiel entre les pôles et l’équateur d’une part, et entre la surface et la
haute atmosphère d’autre part. Si — en dehors de toute considération relative au changement
climatique — l’état thermique du système est pourtant globalement stationnaire, c’est parce que
ces déséquilibres sont compensés par des transferts énergétiques via les circulations atmosphé-
riques et océaniques. Ces circulations sont naturellement contraintes par le respect des grands
équilibres imposés par les lois de la dynamique atmosphérique. A grande échelle, les champs
de pression ou de géopotentiel, de vent et de température ne peuvent pas s’agencer indépen-
damment les uns des autres puisqu’ils doivent respecter l’équilibre hydrostatique1, l’équilibre
géostrophique2, et la combinaison des deux, l’équilibre du vent thermique3. Aux moyennes la-
titudes, ce déséquilibre énergétique et ces contraintes dynamiques se traduisent finalement par
une zone barocline de grande échelle perturbée par des ondes quasi-stationnaires à l’origine des
perturbations baroclines qui rythment la météorologie de nos régions.
Le terme de zone barocline désigne l’état moyen de l’atmosphère à nos latitudes (figure 2.1),
caractérisé par un fort gradient méridien de température (en lien avec le chauffage différentiel
pôle-équateur), des vents d’Ouest se renforçant avec l’altitude (via l’équilibre du vent thermique),
et un gradient méridien de pression (basses pressions au Nord, hautes pressions au Sud, via
l’équilibre quasi-géostrophique). L’écoulement planétaire ne peut toutefois pas être purement
zonal en raison des forçages imposés notamment par les grands reliefs et les contrastes terre-
mer. C’est la raison pour laquelle on peut voir sur des cartes de champs de pression moyens des
ondes quasi-stationnaires d’échelle planétaire. En réalité ces ondes, appelées ondes de Rossby, se
propagent d’Est en Ouest par rapport au flux général orienté lui d’Ouest en Est, d’où l’aspect
quasi-stationnaire. Le forçage des grands reliefs est à l’origine d’un large spectre d’ondes de
Rossby. Elles peuvent donc se propager par rapport au sol à des vitesses variables.
Les anomalies locales de pression sont associées à des anomalies de vent, de tourbillon et de
température, et sont maximales près de la surface et à la tropopause. Dans un environnement
1équilibre sur la verticale entre la force de gravité et la force de pression
2équilibre sur l’horizontale entre la force de pression et la force de Coriolis
3En dérivant l’équation géostrophique sur la verticale, et en introduisant l’équation hydrostatique et la loi
d’état des gaz parfaits, on montre facilement que le gradient vertical du vent horizontal est relié au gradient
horizontal de température (cf. Malardel, 2005, pour la démonstration)
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Fig. 2.1 – Schémas d’une zone barocline idéalisée extraits de Malardel (2005) : (a) champs de
vent, de température potentielle et de pression au niveau de la tropopause ; (b) coupe dans
le plan méridien représentant le champ de vent s’enfonçant dans le plan (plus les cercles sont
grands et plus le vent est fort) et la température potentielle.
Fig. 2.2 – Circulation secondaire verticale et agéostrophique maintenant l’équilibre du vent
thermique (et donc les équilibres hydrostatique et géostrophique) dans une anomalie cyclonique
au sol superposée à une zone barocline axisymétrique. Extrait de Malardel (2005).
barocline, elles sont également le théâtre d’une circulation secondaire avec des composantes
verticales et agéostrophiques pour maintenir les grands équilibres (figure 2.2). On peut démontrer
que deux petites anomalies cycloniques associées à des ondes de Rossby, l’une se propageant près
du sol et l’autre près de la tropopause, peuvent interagir pour s’amplifier l’une et l’autre, ou
au contraire s’atténuer l’une et l’autre, en fonction de leur position respective, par le biais des
vitesses verticales associées à chacune d’entre elles. Lorsque l’anomalie à la tropopause est située
en aval du flux par rapport à l’anomalie de basses couches, celles-ci s’amplifient par un système
de rétroaction positive : c’est la cyclogénèse (figure 2.3).
La déformation du champ de vent conduit à un resserrement du gradient thermique sur des
axes privilégiés. La circulation secondaire agéostrophique qui se met en place en réponse à cette
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Fig. 2.3 – Interaction barocline conduisant à l’amplification des anomalies de tourbillon : dans la
zone A l’ascendance générée par l’anomalie d’altitude augmente le tourbillon de basses couches
par étirement, dans la zone B la subsidence générée par l’anomalie de basses couches augmente
le tourbillon d’altitude par étirement. Extrait de Malardel (2005).
déformation initiale va encore renforcer le resserrement du gradient thermique. Il s’agit d’une
nouvelle boucle de rétroaction positive : la frontogénèse (figure 2.4).
Fig. 2.4 – Schéma de la rétroaction de la circulation secondaire agéostrophique sur le gradient
de température dans les basses couches. Illustration A. Joly (Météo-France), extrait de Malardel
(2005).
Les ascendances associées sont responsables de la formation de nuages et de précipitations4.
Ces perturbations baroclines sont bien visibles sur des images satellites car elles se matérialisent
par de grands systèmes nuageux d’échelle synoptique s’enroulant autour des dépressions (figure
2.5). L’essentiel de la variabilité atmosphérique des moyennes latitudes leur est imputable.
2.1.2 La convection
L’atmosphère des moyennes latitudes est également perturbée par des phénomènes d’échelle
inférieure à l’échelle synoptique. A l’échelle aérologique (quelques kilomètres), un air suffisam-
ment chaud et humide en basses couches et suffisamment froid en altitude peut provoquer une
instabilité de flottabilité des particules d’air, entraînant un mouvement ascendant et la forma-
tion de nuages. On parle alors de nuages convectifs, qui selon leur extension verticale peuvent
provoquer averses ou orages. La convection est donc le deuxième processus responsable de l’oc-
currence de précipitations à nos latitudes. Les phénomènes convectifs peuvent parfois s’organiser
4La détente et le refroidissement associés à un mouvement ascendant sont responsables de la saturation de
l’air en vapeur d’eau puis de la condensation de la vapeur d’eau.
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Fig. 2.5 – Perturbation barocline des moyennes latitudes à l’approche de la France (image
Météo-France).
à des échelles plus grandes (méso-échelle) et devenir particulièrement intenses. La théorie ac-
tuelle pour expliquer les raisons de ces organisations est basée sur des configurations particulières
du cisaillement de vent, favorisant l’intensification de la convection et son organisation selon des
structures privilégiées.
2.1.3 Variabilité météorologique
Les perturbations baroclines des moyennes latitudes et la convection, organisée ou non,
sont donc les deux principaux processus permettant d’expliquer la formation des nuages et des
précipitations. La variabilité de l’occurrence de ces phénomènes, et de leur intensité, explique
en réalité la plus grande part de la variabilité de l’ensemble des variables météorologiques (e.g.
précipitations, température, humidité, vent, rayonnements, etc.). Si l’on cherche à comprendre
la variabilité météorologique à de grandes échelles de temps (annuelle, pluri-annuelle), il nous
faut donc comprendre ce qui explique la variabilité de la fréquence et de l’intensité de ces types
de phénomènes.
L’oscillation Nord-Atlantique (NAO) est connue pour être le premier facteur de variabilité
supra-synoptique aux moyennes latitudes (voir par exemple la revue de Wanner et al., 2001).
Cette oscillation se caractérise par une phase positive (NAO+) au cours de laquelle la dépression
d’Islande et l’anticyclone des Açores s’intensifient, et une phase négative (NAO-) où ils sont
atténués. La phase positive est associée à un renforcement du flux océanique, et par suite à un
renforcement de l’activité des perturbations baroclines sur le Nord de l’Europe : plus de tempêtes,
plus de précipitations. Au contraire le bassin méditerranéen est alors plus sec que la moyenne.
Pendant la phase négative tout s’inverse : le flux océanique est affaibli, les conditions sur le Nord
de l’Europe sont plus sèches que la moyenne, et plus humides sur le bassin méditerranéen. La
variabilité des deux phases de la NAO concerne de nombreuses échelles de temps du saisonnier au
décennal (e.g. Van Loon et Rogers, 1978; Hurrell et VanLoon, 1997). Elle est souvent quantifiée
par un indice (NAOI pour NAO Index) correspondant à la différence de pression normalisée
entre deux stations, classiquement Lisbonne et Stykkisholmur en Islande (Hurrell, 1995) mais
avec quelques variations pour étendre les séries sur de plus longues périodes (e.g. entre Gibraltar
et Reykjavik pour Jones et al., 1997). De nombreux auteurs ont ainsi depuis une quinzaine
d’années étudié le rôle de la NAO dans la variabilité climatique ou météorologique à des échelles
souvent assez larges (e.g. Hurrell, 1996; Rogers, 1997; Rodo et al., 1997; Pauling et al., 2006;
Kingston et al., 2006; Pinto et al., 2009, etc.).
Si pour certaines échelles de temps, la variabilité de la NAO et des autres modes de variabilité
de l’atmosphère à cette échelle semble principalement chaotique, des mécanismes de forçage,
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interactions et rétroactions via les circulations océaniques à l’échelle décennale sont documentées
par Cassou et al. (2004) et par Grossmann et Klotzbach (2009).
2.2 Variabilité du climat alpin et interactions avec les circula-
tions de grande échelle
Fig. 2.6 – a) Carte des coefficients de corrélation de rang de Spearman entre les précipitations
hivernales et le NAOI. b) Les zones en rouge représentent les régions où la corrélation est
significative. Extrait de Bartolini et al. (2009).
Comme introduit en section 1.1, le milieu alpin présente des spécificités climatiques moyennes
par rapport aux régions de plaine, directement liées à la topographie. Sur les Alpes Françaises,
Durand et al. (2009b) estiment ainsi un gradient altitudinal de température compris entre -5 et
-5.5˚C/1000 m, et un gradient de précipitations compris entre +178 et +294 mm/1000 m. La
variabilité du climat y est de surcroît plus importante : Bartolini et al. (2009) illustrent que les
Alpes sont la région d’Europe où le coefficient de variation des précipitations est maximal.
Plus on se place à une échelle fine, plus les processus influençant la variabilité météorolo-
gique sont complexes. Si le lien entre la NAO et le climat à l’échelle du continent européen est
facilement identifiable, la part non expliquée est naturellement beaucoup plus grande à l’échelle
d’un massif montagneux. Quelques auteurs ont toutefois étudié la relation entre la NAO et
la variabilité météorologique basses fréquences sur la région. Leurs résultats sont contrastés.
Quadrelli et al. (2001) suggèrent que la NAO explique une part significative de la variance des
précipitations hivernales. Beniston et Jungo (2002); Beniston (2005) ont trouvé un lien avec les
extrêmes de température, humidité et pression. En revanche, Schmidli et al. (2002) n’obtiennent
qu’une faible corrélation entre les précipitations et le NAOI. Versant italien, Ciccarelli et al.
(2008) observent que la phase positive de la NAO serait associée à des hivers doux et secs.
Enfin, Bartolini et al. (2009) concluent à l’absence de lien entre la variabilité interannuelle des
précipitations hivernales sur les Alpes et les grands modes de variabilité atmosphérique dont la
NAO. Les Alpes se trouvent en fait dans la bande centrale de l’Europe pour laquelle l’influence
de la NAO est la plus faible (figure 2.6). L’examen de cette carte montre toutefois qu’un lien
certes assez faible (corrélation de -0.25) mais statistiquement significatif existe sur le Sud des
Alpes Françaises, avec des conditions plutôt humides en phase NAO- et sèches en phase NAO+.
Durand et al. (2009b) n’obtiennent pas non plus de corrélations très nettes pour les précipita-
tions sur les Alpes Françaises, tandis que le lien est plus clair avec la température. Les auteurs
illustrent par ailleurs que le lien dépend du pas de temps d’agrégation qui doit être supérieur
à 3 ans pour devenir significatif. Ces différentes études ne sont pas homogènes spatialement et
temporellement. On peut supposer que l’importante barrière constituée par le massif alpin est
en partie responsable de liens différents entre NAO et climat régional selon la région considé-
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rée. De plus, Casty et al. (2005) ont montré à partir de données reconstituées depuis le milieu
du XVIIème que si globalement le NAOI est plutôt corrélé positivement avec la température à
l’échelle des Alpes, et négativement avec les précipitations, ces corrélations ne sont pas du tout
stationnaires sur cette longue période. La NAO n’expliquerait donc la variabilité interannuelle
du climat que sur certaines périodes de 30 ans.
En termes de tendances, Durand et al. (2009b) constatent en moyenne sur les Alpes un
réchauffement moyen de +0.025˚C/an au cours des 50 dernières années, mais pas de tendances
significatives en termes de quantités de précipitations.
2.3 Spécificités du bassin versant de la Durance
Fig. 2.7 – Précipitations annuelles, hivernales et estivales moyennes à 1800 mètres sur les massifs
de l’analyse SAFRAN, extrait de Durand et al. (2009b)
Dans les Alpes, la variabilité spatiale du climat est également très forte d’un massif à
l’autre. Pour les massifs français, la carte issue du système d’analyse SAFRAN5 (figure 2.7,
Durand et al., 2009b, cf. section 5.1) illustre le gradient entre les climats nord-alpins et sud-
alpins. La limite entre les bassins versants de l’Isère et de la Durance constitue approximative-
ment la limite entre ces deux zones climatiques. Le haut bassin de la Durance connaît ainsi un
climat de montagne sous forte influence méditerranéenne. On relève en moyenne sur le bassin
des précipitations comprises entre 700 et 1300 mm/an, ce qui est faible en comparaison avec les
Alpes du Nord. L’ensoleillement y est également bien plus fort (2488 heures par an en moyenne à
Embrun). Les précipitations sont plus abondantes au printemps et à l’automne, plus rares en été
et en hiver. En été et en automne, les précipitations se produisent préférentiellement sous forme
d’orages, avec un caractère parfois violent (record de 116 mm en 24 heures le 15/11/1963 à Ar-
vieux). Le massif des Ecrins constitue une barrière météorologique importante. En conséquence
par régime océanique, les perturbations peuvent pénétrer sur le bassin soit par le Nord-Ouest
(col du Lautaret et Briançonnais) soit par le Sud-Ouest (Embrunais), mais leur activité a sou-
vent alors nettement diminué. Le Queyras reste parfois totalement en marge des perturbations.
En revanche, ce massif est parfois touché par d’abondantes précipitations à l’occasion de phé-
nomènes de retours d’Est en lien avec les dépressions du Golfe de Gênes. Ces retours d’Est ne
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gagnent souvent pas les autres massifs. La répartition spatiale des précipitations peut donc être
particulièrement hétérogène selon la situation météorologique synoptique. En moyenne climato-
logique, un net gradient apparaît également sur la figure 2.7 entre le massif des Ecrins (1211
mm/an à 1800 mètres) et le Queyras (831 mm/an à 1800 mètres).
La figure 2.8 donne une indication de la climatologie de trois stations de Météo-France sur
le bassin.
















Fig. 2.8 – Précipitations, températures minimales (bleu) et maximales (rouge) en moyennes
mensuelles sur la période 1971-2000 sur 3 stations de Météo-France : Arvieux la Chalp (Queyras,
1690 m), Briançon (1324m), Embrun (871 m)
2.4 Conséquences sur l’enneigement et l’hydrologie
Les différentes références des sections 2.1.3 et 2.2 suggèrent que l’influence des circulations
de grande échelle sur la variabilité climatique basses fréquences est étroitement liée à la va-
riable météorologique considérée. Le lien entre la grande échelle et les processus hydrologiques
est donc d’autant plus complexe puisqu’ils résultent d’une combinaison de différents facteurs
météorologiques (quantité et phase des précipitations, variables du bilan d’énergie de surface).
Quelques études ont néanmoins abordé les liens entre la NAO et les processus hydrologiques
alpins. Elles sont logiquement à l’image des conclusions contrastées obtenues sur la climatolo-
gie. Scherrer et al. (2004) constate que la NAO explique une part significative des variabilités
interannuelle et décennale de la durée d’enneigement sur le Sud des Alpes Suisses, mais pas
sur le Nord du massif. Sur les Pyrénées Espagnoles, Lopez-Moreno et Vicente-Serrano (2007)
explicitent un lien entre NAO et enneigement via un lien entre la NAO et l’occurrence de types
de temps favorables à l’accumulation de neige. En revanche, Durand et al. (2009a) n’obtiennent
pas de corrélation significative entre le NAOI et l’enneigement. Six et al. (2002) n’ont pas non
plus obtenu de lien fort entre cet indice et les bilans de masses annuels des glaciers alpins. Le lien
est en revanche plus fort pour les glaciers scandinaves, plus directement influencés par l’intensité
du flux océanique.
Bien sûr la NAO n’est pas le seul mode de variabilité atmosphérique à grande échelle, et
ces conclusions mitigées ne signifient pas que d’autres éléments de grande échelle ne puissent
pas aider à comprendre la variabilité de l’enneigement et de l’hydrologie alpine. Par exemple,
Scherrer et Appenzeller (2006) ont analysé les facteurs de grande échelle qui expliquent la
variabilité temporelle de différents types de structure spatiale de l’enneigement sur la Suisse.
L’occurrence de situations de type blocage avec une anomalie positive ou négative de pression
positionnée du Centre au Sud-Est de l’Europe expliquerait la variabilité globale de l’ennei-
gement. Des anomalies centrées sur l’Atlantique-Est expliqueraient la variabilité du gradient
Sud-Nord de l’enneigement. La NAO expliquerait essentiellement la variabilité du gradient
altitudinal.
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Le lien entre les oscillations de grande échelle et les débits en rivière a été étudié à l’échelle de
l’Europe (Shorthouse et Arnell, 1999; Rimbu et al., 2002; Wrzesinski et Paluszkiewicz, 2011).
Des études plus ciblées ont également été menées sur des régions où l’influence de la NAO
est particulièrement forte comme la Scandinavie (Kingston et al., 2009) ou certains bassins
méditerranéens (Trigo et al., 2004; Brandimarte et al., 2011). Ce lien a cependant été peu
étudié à notre connaissance spécifiquement dans la zone alpine. Bouwer et al. (2006) montrent
simplement que pour plusieurs bassins du Nord-Ouest de l’Europe dont le Rhône, un indice
relatif à la fréquence des circulations d’Ouest semble plus explicatif des débits hivernaux que le
NAOI, et Schmocker-Fackel et Naef (2010) suggèrent qualitativement l’influence de différents
types de flux sur la fréquence des crues en Suisse.
Dans ce contexte alpin, les spécificités climatologiques du bassin de la Durance se répercutent
logiquement sur ses processus hydrologiques. L’enneigement moyen — que ce soit en terme
d’épaisseur ou de durée d’enneigement — est ainsi nettement plus faible que dans le Nord des
Alpes, avec également de forts contrastes au sein du bassin. Les simulations de Durand et al.
(2009a) suggèrent par exemple une différence d’enneigement d’environ 40 jours à altitude égale
entre notre bassin et les massifs allant de la Chartreuse au Chablais. A 1800 mètres, la moyenne
1959-2005 du maximum annuel de hauteur de neige simulée est compris entre 50 cm sur la
Haute-Ubaye et 130 cm sur les Ecrins, contre 220 cm dans le Beaufortain. Si l’explication de la
variabilité de l’enneigement et des débits par des processus de grande échelle n’a pas fait l’objet
d’étude formelle à ce jour, les différents bulletins climatiques du CDM6 de Briançon donnent
des indications sur l’influence de certaines situations synoptiques classiques sur les conditions
de neige.
6Centre Départemental de la Météorologie
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Chapitre 3
Le changement climatique et le cycle
de l’eau en montagne : que sait-on
des processus mis en jeu ?
Nous connaissons maintenant les principaux processus hydrologiques et météorologiques im-
pliqués dans la variabilité de l’enneigement et des débits en milieu alpin. Nous avons également
aperçu certains facteurs de grande échelle comme potentiellement explicatifs d’une part de cette
variabilité pour des échelles de temps assez longues (interannuelle et décennale), même si une
part non expliquée importante reste sous-jacente dans les références bibliographiques citées et
éventuellement attribuable à une variabilité naturelle du système. Pour des échelles de temps
climatiques (i.e. supérieures à 30 ans), les causes de la variabilité sont difficiles à appréhender
en raison d’une part de la longueur limitée des séries de données disponibles, et d’autre part de
l’ampleur des changements globaux attendus par le GIEC, que nous n’avons expérimentés que
dans des proportions mineures depuis la fin du XXème siècle. L’objet de ce chapitre est donc de
considérer les impacts possibles de ces changements sur les processus-clés identifiés.
3.1 Les changements globaux
3.1.1 L’effet de serre et le réchauffement global
Fig. 3.1 – Bilan radiatif global du système Terre-atmosphère, extrait de Trenberth et al. (2009).
La principale modification du système climatique attendue par le GIEC (IPCC, 2007) est liée
à une modification du bilan radiatif global en raison de l’augmentation de la concentration de
certains types de gaz dans l’atmosphère dits à effet de serre (GES), dont les plus connus sont le
dioxyde de carbone (CO2) et le méthane (CH4). Une revue récente du bilan radiatif global de la
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Terre a été faite par Trenberth et al. (2009) (figure 3.1). Les GES absorbent une part du rayonne-
ment solaire et le rayonnement infrarouge terrestre, et émettent du rayonnement infrarouge vers
la surface Terrestre, qui l’absorbe pratiquement en totalité. La présence des GES se traduit donc
par un gain énergétique pour la surface, et en conséquence par une température d’équilibre plus
élevée. L’effet de serre est un processus naturel (le principal GES naturel étant la vapeur d’eau)
sans lequel (i.e. en l’absence d’atmosphère) la température moyenne à la surface de la Terre se-
rait de -17˚C (Malardel, 2005). Le lien entre concentration en CO2 et température globale à la
surface de la Terre a été largement mis en évidence par les paléoclimatologues (e.g. Petit et al.,
1999), ce qui confirme la conception actuelle du bilan radiatif global. Les activités humaines
(industrie, transports, etc.) sont émettrices de GES. Leur concentration dans l’atmosphère aug-
mente donc de façon significative, ajoutant un effet de serre d’origine anthropique à l’effet de
serre naturel. Celui-ci est d’après les connaissances actuelles responsable du réchauffement global
observé au cours du XXème siècle à la surface de la terre (e.g. Crowley, 2000). La longue durée
de vie de ces gaz dans l’atmosphère et la poursuite voire l’accélération d’activités anthropiques
émettrices de GES, vont très vraisemblablement engendrer une augmentation considérable de
ces concentrations au cours du XXIème siècle. Celle-ci est néanmoins difficile à quantifier étant
donné qu’elle dépend de facteurs démographiques, économiques, technologiques, et politiques,
pour la plupart peu prévisibles. En modélisation climatique, on raisonne donc en général sur
la base de scénarios futurs d’émissions de GES des plus optimistes aux plus pessimistes (e.g.
Girod et al., 2009).
Fig. 3.2 – Scénarios d’évolution des concentrations des principaux GES (ENSEMBLES, 2009)
La figure 3.2 présente un exemple de différents scénarios d’émission. Pour un scénario d’émis-
sion donné, l’ampleur du réchauffement global associée n’est pas aussi simplement quantifiable
que le suggérerait un bilan radiatif simplifié du système en raison des nombreux processus modi-
fiés, à l’échelle globale et à des échelles inférieures, qui peuvent selon le cas engendrer des effets
compensatoires ou au contraire des boucles de rétroactions positives.
28 Section 3.1
3.1.2 Les principales interactions
On se référera à Bony et al. (2006) pour une revue de l’état des connaissances sur ces diffé-
rents processus. Nous citons les principaux ici.
Un réchauffement global peut engendrer des modifications importantes des propriétés de
surface sur certaines régions du globe, qui perturbent en retour le bilan radiatif. En particulier,
la fonte d’une partie de la banquise et des calottes polaires continentales peut ainsi réduire
sensiblement l’albédo de la surface dans ces régions. Le rayonnement solaire absorbé est alors
plus important et amplifie le réchauffement global. La fonte du permafrost pourrait également
accentuer le réchauffement en libérant de nouvelles sources de C02 vers l’atmosphère. Les modi-
fications de végétation associées à de nouvelles conditions climatiques peuvent modifier à la fois
le bilan carbone et le bilan radiatif de surface.
Le cycle de l’eau à l’échelle globale peut être interprété comme une réponse au déséquilibre
radiatif entre la surface et l’atmosphère (Wild et Liepert, 2010). L’énergie en excédent à la
surface est consommée par le processus d’évaporation via le flux de chaleur latente et libérée
dans l’atmosphère par condensation. L’effet de serre accentue ce déséquilibre radiatif. A l’échelle
globale, on peut donc s’attendre à une accélération du cycle de l’eau : plus d’évaporation à la
surface des océans et des continents, et plus de précipitations. Ceci devrait donc s’accompagner
d’une augmentation du contenu en vapeur d’eau de l’atmosphère et de la couverture nuageuse.
Or ces deux éléments perturbent rétroactivement le bilan radiatif. La vapeur d’eau est en effet
le principal GES naturel, l’augmentation de sa concentration accentue donc l’effet de serre
(rétroaction positive). La rétroaction liée aux nuages est plus complexe à analyser car ils émettent
du rayonnement infrarouge vers la surface mais ont aussi un effet réfléchissant du rayonnement
solaire.
Nous avons vu également dans la section 2.1.1 que l’organisation des circulations atmo-
sphériques et océaniques est directement liée à l’état des déséquilibres radiatifs entre pôles et
équateur. La modification du bilan radiatif peut donc également profondément modifier ces
circulations, et par suite tous les processus d’échelle inférieure qui en découlent.
Des modèles de circulation générale (GCM) couplés océan-atmosphère sont donc nécessaires
pour comprendre la complexité de ces différentes interactions et envisager des projections futures.
3.1.3 Les projections globales
Les résultats des simulations sont évidemment dépendants des scénarios d’émission de GES,
mais également des limitations des différents modèles qui sont par construction des visions très
simplifiées du système. Pour réduire l’incertitude associée à ce dernier point, il est préférable
de considérer un ensemble des différents modèles développés par la communauté scientifique.
Cet effort de synthèse est réalisé par le GIEC à l’occasion de rapports publiés au fur et à
mesure des avancements (1990, 1995, 2001, 2007, le cinquième rapport est prévu pour septembre
2013). Les simulations du GIEC sont communément les plus analysées dans la communauté, en
particulier les simulations du projet CMIP3 qui ont servi de base à l’élaboration du quatrième
rapport et qui représentent la majeure partie de la littérature récente sur le sujet. Cependant, les
illustrations que nous choisissons de présenter ici sont issues des simulations du projet européen
ENSEMBLES. Ce choix est fait en cohérence avec les GCM qui seront utilisés dans la partie
IV de cette thèse, pour des raisons discutées en section 4.5.3. Nous faisons également le choix
pour l’ensemble de la thèse de ne raisonner qu’à partir d’un seul scénario : le scénario A1B
(Nakicenovic et al., 2001), qui correspond à une stabilisation des émissions à l’horizon 2050
résultant en un doublement de la concentration en C02 à l’horizon 2100 (courbes oranges sur la
figure 3.2). Ce choix peut paraître à ce stade extrêmement réducteur puisque ce scénario n’est
pas a priori plus probable qu’un autre. La limitation du cadre d’étude est pourtant nécessaire si
l’on veut explorer les différents processus affectés par ce changement climatique jusqu’à l’échelle
d’un bassin alpin. L’extension des conclusions à d’autres scénarios d’émission pourra faire l’objet
de nouvelles investigations dans le futur.
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Fig. 3.3 – Séries temporelles du changement de températures (a) ou de précipitations (b) des
modèles couplés globaux de ENSEMBLES pour les scénarios A1B (pointillés) et E1 (traits
pleins). Extrait de ENSEMBLES (2009).
3.1.3.1 Température
Le principal point d’accord entre les modèles est un réchauffement global progressif jusqu’à
la fin du siècle, compris entre 2 et 3.5˚C sous scénario A1B par rapport à la période 1980-1999,
ou 2.5 à 4 ˚C par rapport à la période pré-industrielle (figure 3.3-a). La fourchette d’incertitude
de la réponse pour un même scénario peut s’expliquer par des différences dans les schémas
radiatifs des modèles (Collins et al., 2006), mais aussi et surtout par des différences dans les
phénomènes responsables de rétroactions, en particulier les nuages (Dufresne et Bony, 2008),
et plus spécifiquement encore les nuages bas de type stratocumulus (Williams et Tselioudis,
2007). Dans tous les GCM, le réchauffement présente une forte variabilité latitudinale : il est
particulièrement fort aux hautes latitudes de l’hémisphère Nord, en particulier pendant l’hiver
boréal (figure 3.4), ce qui s’explique notamment par la rétroaction associée à la fonte de la
banquise (Holland et Bitz, 2003). Le réchauffement est également plus fort sur les continents que
sur les océans. En effet l’augmentation de l’évaporation, qui compense en partie le réchauffement,
est plus forte à la surface des océans où la quantité d’eau disponible n’est pas un élément limitant
(Joshi et al., 2008).
3.1.3.2 Précipitations
En termes de précipitations, les projections suggèrent une augmentation globale comprise
entre 1 et 6% (figure 3.3-b). Les raisons de cette augmentation ont été analysées par plusieurs
auteurs. Allen et Ingram (2002), entre autres, présentent le problème en considérant que l’évo-
lution des précipitations est une réponse à la modification des pertes énergétiques radiatives de
l’atmosphère. Ainsi, une accentuation du refroidissement radiatif de l’atmosphère de 1 Wm-2
doit être compensée par une augmentation du flux de chaleur latente de 1 Wm-2 et donc une
augmentation des précipitations de l’ordre de 1%. Plusieurs processus influent sur l’évolution du
refroidissement radiatif. Previdi (2010) les liste et les quantifie :
– L’effet direct d’un doublement de la concentration des GES est une diminution du refroi-
dissement radiatif de l’ordre de 4 Wm-2, donc une diminution des précipitations.
– Le réchauffement moyen de l’atmosphère provoque une hausse du rayonnement grandes
longueurs d’onde émis d’environ 2 Wm2K-1. Celui-ci étant plus fort en basse troposphère
qu’en haute troposphère, une seconde accentuation du refroidissement radiatif d’environ 1
Wm-2K-1 se superpose à l’effet du réchauffement moyen. Au total pour un réchauffement
de 3 K, cela correspond à une hausse du refroidissement de près de 10 Wm-2. Ce processus
serait donc dominant pour expliquer la hausse des précipitations dans les GCM.
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Fig. 3.4 – Moyenne multi-modèles du changement de températures moyennes (a) JJA, (b) DJF,
(c) annuelles, entre les périodes 2080-2099 et 1980-1999 (K). (d) Ecart-type du changement sur
les températures annuelles moyennes. Extrait de ENSEMBLES (2009).
– L’humidification de la moyenne et de la haute troposphère contrebalancerait l’effet de la
température sur le refroidissement radiatif dans une proportion de l’ordre de 40%.
– Les nuages contribueraient en moyenne à une augmentation du refroidissement radiatif de
0.15 Wm2K-1, mais cela ne fait pas l’unanimité entre les différents GCM.
La grande dispersion dans le changement global de précipitations proviendrait de plusieurs
facteurs parmi lesquels :
– la dispersion en termes de changement de température
– la prise en compte différente de l’évolution des concentrations d’aérosols. Or, elles ont un
impact important sur la composante courtes longueurs d’onde du refroidissement radiatif.
– la dispersion dans l’influence des nuages.
Le changement directement lié à la présence des GES peut être vu comme une réponse rapide
du cycle hydrologique, les rétroactions liées à la modification du climat étant des processus plus
lents notamment en raison de l’inertie thermique des océans. Par conséquent, la sensibilité du
cycle hydrologique au réchauffement devrait être plus faible pendant la période transitoire d’aug-
mentation des GES, que pendant les décennies qui suivront la stabilisation des concentrations
(Andrews et Forster, 2010).
L’étude la plus exhaustive à ce jour (multi-modèles et multi-scénarios) de la sensibilité du
cycle hydrologique à la présence des GES et aux changements climatiques est sans doute celle
de Frieler et al. (2011). Les auteurs montrent que le changement global de précipitations dans
ces différentes simulations climatiques peut être expliqué par trois prédicteurs : le changement
de température global, le forçage des GES, et les émissions de carbone suie. La sensibilité des
précipitations ainsi estimée est de -0.42 %(Wm-2)-1 en réponse au forçage des GES, de -0.07
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Fig. 3.5 – Moyenne multi-modèles du changement de précipitations moyennes (a) JJA, (b) DJF,
(c) annuelles, entre les périodes 2080-2099 et 1980-1999 (K). (d) Ecart-type du changement sur
les précipitations annuelles moyennes. Extrait de ENSEMBLES (2009).
%(Mt/an)-1 en réponse aux émissions de carbone suie, et de +2.2 %K-1, en réponse au réchauf-
fement global.
Au final, l’augmentation des précipitations globales ne semble donc pas aussi élevée que
l’augmentation du contenu en vapeur d’eau de l’atmosphère qui est plutôt de l’ordre de +7%K-1
(O’Gorman et Muller, 2010), principalement dirigée par la relation de Clausius-Clapeyron (aug-
mentation exponentielle de la tension de vapeur saturante avec la température). En effet, les
changements d’humidité relative simulés par les GCM étant faibles à l’échelle globale, la tension
de vapeur suit l’augmentation de la tension de vapeur saturante. L’augmentation du contenu en
vapeur d’eau peut alors provoquer d’autres changements dans les précipitations qu’une augmen-
tation moyenne. Trenberth (2011) suggère que la convergence d’humidité dans les perturbations
baroclines, les cellules convectives, ou les cyclones tropicaux est ainsi renforcée, expliquant ainsi
l’ augmentation de l’intensité des précipitations dans les projections climatiques, en particulier
pour les événements extrêmes, constatée par Tebaldi et al. (2006) et par Sun et al. (2007). En
revanche, selon ces mêmes auteurs, la fréquence des épisodes précipitants diminuerait. Il en ré-
sulte une structure spatiale des changements dans les modèles CMIP3 tendant à un assèchement
des zones les plus sèches et une humidification des zones les plus humides. D’autres particularités
sont aussi souvent dues à des modifications des grandes circulations.
La répartition spatiale des changements de précipitations dans les modèles de ENSEMBLES
est présentée sur la figure 3.5. Aux moyennes et hautes latitudes, les modèles s’accordent sur
une légère hausse des précipitations. Mais l’élément principal est la forte incertitude en régions
tropicales, en liaison avec la dispersion de la réponse des GCM dans l’évolution de la circulation
de Hadley (cf. section 3.1.3.3).
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Les projections des GCM en termes de précipitations sont toutefois à considérer avec pré-
caution en raison de la complexité des différentes interactions mises en jeu, et étant donné que
contrairement aux températures, les changements de précipitations simulés par les GCM ne sont
à l’heure actuelle pas confirmés par les observations (Liepert et Previdi, 2009). Une estimation
de la sensibilité des précipitations au réchauffement global à partir des observations sur les vingt
dernières années donnerait une augmentation de 7%K-1, cinq fois supérieure à la sensibilité
moyenne des GCM. Cette période est cependant trop courte pour pouvoir tirer des conclusions
car cette augmentation est dans la gamme de la variabilité interdécennale des GCM associée à
la variabilité interne du climat de type ENSO1 ou NAO, ou à des forçages externes comme les
éruptions volcaniques majeures. Ainsi en moyenne 12% des périodes de simulation de 20 ans au
XXème siècle sont caractérisées par une sensibilité hydrologique au moins aussi élevée.
3.1.3.3 Circulations
Ces considérations globales ne doivent pas faire oublier que les grandes circulations atmo-
sphériques et océaniques sont responsables de la structure spatiale des variables météorologiques
(dont les précipitations et les températures) et de leur variabilité des échelles synoptiques et
supra-synoptiques à l’échelle régionale (chapitre 2). A ces différentes échelles, la réponse au
changement climatique peut donc s’éloigner significativement des changements globaux. Ainsi,
on constate dans les GCM un affaiblissement de la circulation de Hadley (Gastineau et al., 2009;
Levine et Schneider, 2011). On observe également un réchauffement particulièrement fort de la
haute troposphère aux latitudes tropicales, et par conséquent un renforcement de la baroclinie
de la haute troposphère aux moyennes latitudes. Des considérations dynamiques permettent de
montrer qu’une telle configuration entraîne un décalage vers les pôles du jet subtropical et des
dépressions des moyennes latitudes, et l’intensification de ces dernières (Rivière, 2011). En cohé-
rence avec ces résultats, plusieurs auteurs ont mis en évidence des modifications dans les grandes
oscillations des moyennes latitudes (e.g. Rauthe et Paeth, 2004; van Ulden et van Oldenborgh,
2006; Paeth et Pollinger, 2010). Concernant la NAO, sa phase positive deviendrait ainsi plus
fréquente, au détriment de sa phase négative, nous y reviendrons au chapitre 13.
Sans entrer ici dans les détails des différents changements et processus impliqués, on peut
considérer que l’impact climatique des changements de circulation doit pouvoir être représenté
par les GCM à grande échelle. Toutefois, aux modifications globales et aux modifications asso-
ciées aux grandes circulations, s’ajouteront vraisemblablement de nombreuses spécificités à des
échelles plus réduites. Afin de comprendre les prérequis des méthodologies d’études d’impact hy-
drologique du changement climatique sur un bassin alpin, nous pouvons analyser par quelques
considérations physiques simples quels sont les principaux processus hydrologiques qui devraient
être affectés par ces changements globaux, et par leur éventuelle modulation par des processus
de plus petite échelle.
3.2 Sensibilité de la phase des précipitations au réchauffement
Le processus le plus clairement et directement impacté par le réchauffement global sur les
bassins alpins est la phase des précipitations, celle-ci étant reliée de façon très forte à la tempé-
rature. La remontée de la limite pluie-neige dépendra de l’ampleur du réchauffement à l’échelle
du bassin. Si l’on considère le réchauffement global simulé par les GCM de ENSEMBLES sur
la région sous scénario A1B (de l’ordre de 3˚C, figure 3.4) et le gradient altitudinal de tem-
pérature actuel sur la région (section 2.2), on peut estimer en première approximation que ce
réchauffement sera associé à une remontée moyenne de la limite pluie-neige d’environ 500 à 600
mètres. Cette valeur est très importante comparativement à la gamme de variabilité altitudinale
d’un bassin alpin (figure 1.9 page 17). La diminution du stockage de l’eau sous forme de neige
1El Niño Southern Oscillation
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accumulée devrait donc réduire fortement la saisonnalité des débits : étiages plus courts et moins
marqués, crue nivale plus précoce et moins intense (Hingray et al., 2009).
La phase des précipitations pouvant être estimée relativement facilement à partir de la tem-
pérature (L’Hote et al., 2005; Kienzle, 2008), la clé pour estimer plus précisément ces différents
changements est donc de disposer de scénarios de température fiables à l’échelle du bassin consi-
déré. La question est donc de savoir ce qui dirige les changements climatiques de température
à cette échelle spatiale. Malgré les liens entre les régimes de temps et la variabilité saisonnière
à décennale des températures en Europe (e.g. Philipp et al., 2007; Cassou et al., 2005) et en
particulier dans les Alpes (Plaut et Simonnet, 2001), plusieurs études ont montré l’incohérence
entre la dynamique atmosphérique (NAO) et les tendances à long terme de température observée
au XXème siècle (e.g. Vautard et Yiou, 2009). Cattiaux (2010) montre que dans les projections
futures des modèles CMIP3, la dynamique atmosphérique reste le principal mode de variabilité
de la température de l’échelle journalière à l’échelle interannuelle. Il montre aussi que le réchauf-
fement simulé est en revanche quasiment indépendant des changements de dynamique. Seule une
partie mineure ( 12%) du réchauffement hivernal peut être imputable à une augmentation de la
phase positive de la NAO. Des scénarios futurs de température prenant en compte uniquement
la dynamique atmosphérique ne seraient donc en aucun cas capables de représenter la sensibilité
de la phase des précipitations au réchauffement global, celle-ci étant semble-t-il principalement
dirigée par le forçage radiatif.
3.3 Sensibilité du bilan d’énergie
On peut s’attendre à ce qu’à la réduction de l’accumulation de neige due à la modification de
la phase, s’ajoute une modification sensible du bilan d’énergie à la surface du sol et du manteau
neigeux. Ainsi, l’augmentation du rayonnement infrarouge atmosphérique directement impu-
table à l’effet de serre sera un gain énergétique pour ces surfaces. Sur le sol cet excès d’énergie
devra être compensé par une augmentation de la température du sol (et donc du rayonnement
infrarouge terrestre) et/ou une augmentation de l’énergie consommée par évaporation. Pour le
manteau neigeux, l’échauffement étant physiquement limité à 0˚C, l’énergie excédentaire sera
disponible pour une fonte plus efficace. Le flux de chaleur sensible devrait également augmenter
avec la hausse de la température de l’air. Des rétroactions à l’échelle du bassin sont par ailleurs
probables, associées à la réduction de la couverture neigeuse qui modifiera les caractéristiques
moyennes des surfaces (e.g. augmentation de la durée de l’évaporation, de l’albédo global du
bassin, etc.).
Pour représenter correctement l’influence du changement climatique sur le bilan d’énergie
du sol et du manteau neigeux, il est donc à nouveau nécessaire de bien prendre en compte
les modifications globales de température et rayonnement imputables à l’effet de serre et aux
différentes rétroactions détaillées en section 3.1.2. Une nouvelle contrainte apparaît toutefois
ici : le modèle d’impact doit être capable de simuler correctement des processus tels que la fonte
et l’évaporation dans un contexte de bilan d’énergie sensiblement différent du bilan d’énergie
actuel. Il doit également être capable de reproduire les rétroactions induites par des modifications
climatologiques de la surface enneigée (e.g. évaporation favorisée sur sol déneigé).
3.4 Processus influençant les précipitations
Des changements en termes de précipitations auront enfin bien sûr des répercussions directes
sur le régime hydrologique des bassins. Pour la France, les modèles de ENSEMBLES suggèrent
plutôt une hausse des précipitations hivernales et une baisse des précipitations estivales (figure
3.5) mais la dispersion entre les modèles est très forte et ces projections doivent être considé-
rées avec précaution (section 3.1.3.2), en particulier lorsque l’on considère des échelles spatiales
réduites. Les processus responsables des changements globaux décrits en section 3.1.3 sont sans
34 Section 3.4
doute à prendre en compte. Toutefois, les processus décrits au chapitre 2, responsables de la
variabilité des précipitations à des échelles de temps interannuelles ou décennales, pour des
échelles spatiales allant de l’Europe au bassin alpin, suggèrent que des processus d’échelle infé-
rieure puissent provoquer des changements de précipitations d’un ordre de grandeur supérieur
à ces changements globaux. Cette idée a naturellement mené certains auteurs à envisager les
changements de précipitations sous l’angle des changements de circulation. Boé et al. (2009a)
concluent par exemple que les modifications des circulations de grande échelle dirigent la variabi-
lité inter-modèles des changements futurs de précipitations estivales sur l’Europe. Peu d’études
ont toutefois été menées jusqu’ici pour quantifier la part des différents processus responsables
de l’évolution climatique des précipitations à l’échelle régionale ou à des échelles encore plus
fines. Dans la vision simplifiée des modèles de climat et à l’échelle de l’Europe, certaines études
suggèrent au contraire que les changements de précipitations ne sont pas principalement ex-
plicables par des changements de NAO (Stephenson et al., 2006), ou bien que la corrélation
entre NAOI et précipitations n’est pas stable entre les différents scénarios d’émission de GES
(Vicente-Serrano et Lopez-Moreno, 2008). Cela suggère que la représentation de processus ther-
modynamiques non associés aux circulations est nécessaire pour capturer l’information du chan-
gement climatique.
La progression dans la compréhension des processus susceptibles d’affecter les précipitations
à des échelles de temps climatiques et des échelles spatiales régionales est donc indispensable pour
construire des stratégies adaptées d’études d’impact hydrologique du changement climatique. Les
travaux de Kendon et al. (2010) font un premier pas dans ce sens. Les auteurs se sont efforcés
d’isoler les contributions de différents processus suspectés d’être responsables de changements
de précipitations, en utilisant le modèle HadAM3P-Eur, une version à aire limitée sur l’Europe
du GCM HadAM3P et à la même résolution, et en le forçant par différents jeux de conditions
aux limites (de surface et latérales) et composition de l’atmosphère. Ceci leur permet d’isoler
les contributions :
– du réchauffement (imposé sur les bords du domaine) et de ses corollaires directs (concen-
trations en CO2, aérosols et ozone, humidité spécifique, vent thermique)
– des autres changements de grande échelle incluant les principaux changements de circula-
tion atmosphérique (composantes divergentes et rotationnelles des flux)
– de la diminution de l’humidité du sol au printemps liée à la fonte plus précoce et à l’aug-
mentation de l’évaporation
– de la rétroaction positive humidité du sol / précipitations en été via l’alimentation en
humidité de la convection
Les résultats sur les précipitations moyennes sont présentés sur la figure 3.6. Nous suggérons
au lecteur de se reporter à l’article pour les changements des autres variables. Les changements de
précipitations liés directement au réchauffement semblent expliquer la majeure partie du chan-
gement total hivernal sur la majeure partie de l’Europe. En été, la prise en compte de plusieurs
facteurs est nécessaire pour comprendre les changements (réchauffement + humidité des sols et
rétroactions). Les autres changements de grande échelle semblent en général peu influents pour
expliquer les changements simulés par le modèle. Toutefois, l’effet du réchauffement n’est pas
celui auquel on pourrait s’attendre s’il était guidé uniquement par l’augmentation du contenu
en vapeur d’eau (relativement homogène sur tout le continent). Ainsi en hiver, le réchauffement
provoque bien une augmentation des précipitations au nord du 45ème parallèle, mais pas de
changement significatif plus au Sud et même une baisse des précipitations sur le Maghreb. En
été, cette baisse concerne une large partie Sud de l’Europe. Les variations spatiales du réchauf-
fement imposé aux frontières du domaine compliquent donc l’interprétation des processus mis
en jeu dans ces changements. Ainsi, des changements significatifs des composantes zonales et
méridiennes du vent thermique sont observées. Les auteurs illustrent leur effet sur la Norvège (le
réchauffement plus intense au pôle provoque une anomalie négative du vent thermique zonal d’où
une réduction du flux océanique sur cette région qui contrebalance l’augmentation de l’humidité
spécifique). Mais des modifications importantes du vent thermique concernent en réalité de nom-
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Fig. 3.6 – Changement de précipitations moyennes saisonnières, a) en hiver b) en été, associées
1) directement au réchauffement 2) aux autres changements de grande échelle 3) à la diminution
de l’humidité du sol 4) à la boucle de rétroaction humidité du sol/précipitations et 5) changement
total ; d’après les simulations du modèle HadAM3P-Eur, Kendon et al. (2010)
breuses régions d’Europe : les circulations atmosphériques sont donc largement perturbées par ce
biais dans la simulation représentant l’effet du réchauffement seul. Interpréter les résultats de ces
travaux en considérant que les modifications des circulations ne provoquent pas de changements
de précipitations ne serait donc pas correct, car cette expérimentation représente des change-
ments plus nombreux que les simples considérations énergétiques et thermodynamiques que l’on
a coutume de faire à l’échelle globale. En outre, il résulte du contraste terre-mer du réchauffe-
ment une diminution de l’humidité relative sur l’Ouest du bassin méditerranéen (assèchement
de l’air maritime advecté sur des surfaces plus chaudes), qui peut entraîner une évolution des
précipitations opposée à celle de l’humidité spécifique. L’intérêt d’une telle démarche est donc
plutôt d’accorder un niveau de confiance aux changements simulés par le modèle, étant donné
que les changements associés au réchauffement sont supposés être plus robustes que ceux associés
aux autres processus.
Un autre élément intéressant nous est donné dans cet article : pour que les résultats ne soient
pas trop dépendants du modèle lui-même, ils sont confrontés aux changements de précipitations
des différents modèles de CMIP3. Les auteurs montrent que les résultats sont cohérents pour une
agrégation spatiale supérieure à 2000 kilomètres. En dessous de ce seuil, de grandes divergences
apparaissent entre les modèles. La séparation des différents processus ne semble alors a priori plus
valable et les auteurs suggèrent que des changements de circulation atmosphérique peuvent avoir
des conséquences sur les précipitations d’un ordre de grandeur supérieur aux changements décrits
ci-dessus. A l’échelle d’un bassin alpin (largement en dessous de ce seuil de 2000 kilomètres), rien
ne nous permet donc d’identifier a priori les processus qui seront responsables de changements
dans les précipitations à une échelle de temps climatique et dans le contexte des changements
globaux décrits en section 3.1. Nous comprenons que cette lacune risque d’être un problème




Les études d’impact hydrologique
Les chapitres précédents nous ont donné une idée des processus impliqués dans la variabilité
météorologique et hydrologique à l’échelle d’un bassin alpin, et de ceux qui pourraient être
affectées par le changement climatique. Certaines contraintes sont ainsi apparues sur la stratégie
à mettre en œuvre pour les études d’impact sur un bassin alpin, ainsi que des difficultés liées à
la limitation des connaissances actuelles sur certains aspects comme l’influence du changement
climatique sur les précipitations. Ces éléments vont nous permettre au cours de ce chapitre de
proposer une méthodologie pour répondre à notre problématique. Au préalable, il nous faut
considérer les différentes approches qui ont déjà pu être mises en œuvre au cours de la dernière
décennie afin d’exploiter au mieux les développements déjà effectués et les enseignements acquis
grâce à ces travaux antérieurs.
4.1 La méthodologie classique
La recherche de stratégies optimales et durables pour gérer au mieux la ressource en eau
nécessite de disposer, à l’échelle des hydrosystèmes, de scénarios hydrologiques correspondant
aux différents scénarios climatiques futurs possibles. Ces scénarios sont classiquement obtenus
par simulation à l’aide d’un modèle hydrologique, alimenté par des scénarios météorologiques
produits sur la base de sorties des GCM. L’alimentation directe d’un modèle hydrologique par
un GCM n’est pas envisageable pour plusieurs raisons :
– La résolution spatiale actuelle des GCM est largement supérieure à l’échelle des processus
hydrologiques que l’on considère. Les modèles hydrologiques vont donc en général néces-
siter des données de forçage à une résolution spatiale bien plus fine.
– Même à l’échelle de la résolution des GCM, ceux-ci présentent des biais importants sur
la majorité des variables météorologiques. En raison des nombreuses non-linéarités des
processus hydrologiques (typiquement la limite pluie-neige), leur injection directe dans des
modèles hydrologiques résulterait en des simulations hydrologiques pour le climat présent
parfois très éloignées du régime hydrologique observé. L’interprétation des changements
simulés serait donc particulièrement difficile.
– Les processus représentés dans les GCM sont des processus de grande échelle. Les processus
sous-maille sont paramétrisés de façon plus ou moins sommaire. Or on ne peut pas exclure
qu’ils aient un rôle tout aussi important que la grande échelle dans l’impact hydrologique
du changement climatique.
La génération des scénarios météorologiques à partir des scénarios simulés par les GCM est
donc en général effectuée par des méthodes dites de descente d’échelle qui peuvent présenter
différents niveaux de complexité.
La méthodologie classique d’une étude d’impact hydrologique du changement climatique
s’appuie sur une chaîne de simulation qui se base sur 4 éléments principaux (Xu et al., 2005) :
1. le scénario d’émission de GES considéré
2. le GCM utilisé pour simuler les forçages de grande échelle
3. la méthode de descente d’échelle (MDE) utilisée pour simuler les scénarios météorologiques
futurs
4. le modèle hydrologique utilisé pour simuler les scénarios hydrologiques futurs
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Pour chacun de ces aspects, plusieurs scénarios/modèles/méthodes peuvent être considérés dès
lors que l’on veut explorer l’incertitude associée à une ou plusieurs de ces étapes.
4.2 Des méthodes de différentes complexités
Faire un état de l’art exhaustif des études d’impact hydrologique du changement clima-
tique serait un exercice long et difficile en raison de l’abondante littérature sur la question,
légitimement motivée par l’importance de ses conséquences économiques, sociétales et environ-
nementales, comme indiqué au chapitre 1. En se limitant aux publications récentes (postérieures
à 2004) et aux bassins comportant une composante nivale importante, nous avons répertorié une
cinquantaine de travaux de projection hydrologiques futures à travers le monde (tableau 4.1), et
ce pour une large gamme d’échelles spatiales du ponctuel aux grands bassins de plusieurs cen-
taines de milliers de km2. A partir de ces exemples, nous allons maintenant donner un aperçu
des différents types de méthodes utilisées, leur différents niveaux de complexités, et les différents
niveaux d’incertitudes pris en compte.
4.2.1 Modèle hydrologique
Le modèle hydrologique a pour mission de calculer les débits d’une rivière en fonction des
conditions météorologiques sur le bassin. Il s’agit donc d’une représentation plus ou moins sim-
plifiée de l’ensemble des processus naturels conduisant en particulier à la transformation des
précipitations en débits en rivière. Selon le type de bassin versant, les processus à représenter
dans un modèle hydrologique peuvent être très différents. Nous avons vu au chapitre 1 que la
constitution du manteau neigeux et sa fonte au printemps sont les processus clés du régime
hydrologique alpin. Sa simulation doit donc être particulièrement soignée. Hock (2005) propose
un inventaire de l’état de l’art pour représenter par des modélisations plus ou moins simplifiées
le comportement complexe du manteau neigeux. Deux méthodes se distinguent principalement
dans les modèles hydrologiques : les modèles à bilan d’énergie, visant à simuler le plus expli-
citement possible les processus physiques responsables de l’évolution du couvert nival, et les
modèles conceptuels qui proposent une estimation de la lame de fonte sur la base d’un indice de
température de l’air.
4.2.1.1 Modèles degré-jour
Les modèles conceptuels de fonte sont des modèles dits degré-jour. Dans leur version la plus
simple, ils supposent que la fonte est directement reliée à la température de l’air Ta :
Fonte = Cf (Ta − T0) (4.1)
Cf est un coefficient de fonte en kg m-2K-1 jour-1, T0 est un seuil de déclenchement de la fonte
(en général 0˚C).
Cette formulation repose sur les hypothèses que le rayonnement infrarouge incident et le
flux de chaleur sensible dominent le bilan d’énergie, et que la température de l’air est un bon
indicateur de leur intensité (Ohmura, 2001). La fonte simulée est ainsi en général réaliste. Cette
approche est fréquemment utilisée à la fois pour la modélisation hydrologique et la modélisation
des bilans de masse des glaciers. Son avantage principal est sa simplicité de mise en œuvre,
et notamment la faible quantité de données d’entrée qu’elle exige, réduite à la température
de l’air. Les résultats obtenus sont souvent performants (Zappa et al., 2003). Ils se dégradent
cependant aux lieux et périodes où les hypothèses de l’équation 4.1 ne sont plus vérifiées.
Le paramètre degré-jour doit être calé selon la localisation. Il varie entre 1 et 6 mm/jour
(Hingray et al., 2009), et les résultats obtenus sont généralement moins bons sur les périodes
de validation que sur les périodes de calage. La faiblesse de cette méthode est qu’elle ne permet
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Tab. 4.1 – Projections hydrologiques futures avec composante nivale, depuis 2004. Scénarios : nombre de scénarios
d’émission/nombre de GCM/nombre total de scénarios. Downscaling : RCM (modèle régional), CB (corrections de biais),
P (perturbations), FT (fonctions de transfert), GS (générateur stochastique), TT (types de temps), RC (rééchantillon-
nage conditionné), RN (réseau de neurones). Les + indiquent des méthodes combinées. Les ; séparent plusieurs méthodes
comparées. Modèle hydrologique : schéma de neige DJ (degré-jour) ou à bilan d’énergie (BE).
Auteurs Scénarios Downscaling Neige Bassin/région km2
Sultana et Coulibaly (2011) 1/1/1 FT+GS ;RN DJ Spencer Creek (Ontario, Ca-
nada)
291
Senatore et al. (2011) 2/2/3 3RCM+CB DJ Crati (Calabre, Italie) 1332
Kerkhoven et Gan (2011) 4/7/18 P BE Athabasca et Fraser (Ro-
cheuses, Canada)
133000-230000
Kingston et al. (2011) 8/7/14 FT+GS DJ Mekong (Chine) 795000
Larson et al. (2011) 2/2/2 P DJ Ste Marie (Montana, Canada) 544
MacDonald et al. (2011) 3/3/3 P DJ Ste Marie (Montana, Canada) 544
Vicuna et al. (2011) 2/1/2 RCM+CB DJ Limarí (Chili) 238-656
Chang et Jung (2010);
Jung et Chang (2011)
2/8/16 CB+RC BE Willamette (Oregon, USA) 62-29700
Veĳalainen et al. (2010) 3/3+moy/4 P ;2RCM+P DJ Vuoksi (Finlande) 2430-61000
Tisseuil et al. (2010) 2/1/2 2FT ;FAA ;RN lien
direct GCM/débit
51 bassins, France 10-51500
Driessen et al. (2010) 3/1/3 RCM+CB DJ Ourthe (Belgique) 16
Boyer et al. (2010) 2/3/6 P DJ 5 bassins, Québec 269-22000
Liu et al. (2010) 2/1/2 P BE Tarim (Chine) 362000
Weber et al. (2010) 1/1/1 RCM+CB BE Haut Danube et affluents
(Suisse, Allemagne)
165 G - 77000
Cherkauer et Sinha (2010) 3/2/6 CB+RC BE Lac Michigan (USA) 500-2000
Bavay et al. (2009);
Magnusson et al. (2010)
2/2/4 Comb(6RCM)
+CB
BE Dischma et Inn (Valais, Suisse) 43-1945
Somura et al. (2009) 1/1/1 P DJ Hii (Japon) 920
Bethers et Sennikovs (2009) 1/7/7 RCM+P 2DJ 4 bassins, Lettonie 904-3220
Young et al. (2009) P DJ Sierra Nevada, Californie 80000
Boé et al. (2009b) 1/14/14 TT+FT+RC ;
RCM+CB
BE toute la France 500-100000
Coulibaly (2009) 1/1/1 FT ;GS ;RN 3DJ Serpent (Québec) 1760
Huss et al. (2008) 2/3/6 9RCM+P+GS DJ Zinal (Valais, Suisse) 7-18 G
Dankers et Feyen (2008) 1/1/1 RCM(12km) DJ plus de 200 bassins à l’échelle de l’Europe
Arora et al. (2008) P DJ Chenab (Inde) 22400
Minville et al. (2008) 2/5/10 P+GS DJ Chute du Diable (Québec) 9700
Li et al. (2008) 2/7/14 FT DJ Fleuve Jaune (Chine) 121000
Moore et al. (2008) 2/2/4 2RCM+P DJ Lac Mälaren (Suède) 8500
Wiley et Palmer (2008) 1/7/7 CB BE Cedar et Tolt (près de Seattle, USA)
Stahl et al. (2008) 2/1/2 TT+RC+FT DJ Bridge (Colombie Brittanique,
Canada)
152 G
Raisanen (2008) 1/20/20 enneigement à l’échelle globale
Lopez-Moreno et al. (2008) 1/1/1 9RCM+P BE Izas (Pyrénées, Espagne) loc.
Maurer (2007) 2/11/22 CB BE 4 bassins en Californie (USA) 4000-9350
Hreiche et al. (2007) P+GS DJ Nahr Ibrahim (Liban) 341
Caballero et al. (2007) 1/7/7 P BE Adour-Garonne (France) 116000
Baltas (2007) 2/1/2 P DJ Sialista (Grèce) 2700
Pohl et al. (2007) 2/7/14 P DJ Trail Valley Creek (Arctique)
Hingray et al. (2007b) 2/3/6 9RCM+P DJ Aare, Broye, Orbe (Suisse) 8300
Schäfli et al. (2007) 2/3/6 9RCM+P DJ Mauvoisin (Suisse) 169 G
Graves et Chang (2007) 1/2/2 P DJ Clackamas (Oregon, USA) 1260
Juen et al. (2007) 4/moy/4 P DJ Llanganuco (Pérou) 86 G
Horton et al. (2006) 2/3/6 9RCM+P DJ 11 bassins suisses 39-185 G
Merritt et al. (2006) 2/3/6 P BE Okanagan (Colombie Britta-
nique, Canada)
8000
Dankers et Christensen (2005) 1/1/1 RCM+CB BE Tana (Finlande) 16000
Zierl et Bugmann (2005) 4/4/7 GS BE 5 bassins suisses 44-77
Singh et Bengtsson (2004, 2005) P DJ Satluj (Inde) 22275 G
Dibike et Coulibaly (2005) 1/1/1 FT ;GS 2DJ Chute du Diable (Québec) 9700
Keller et al. (2005) P BE Säntis (Suisse) 0.25
Kunstmann et al. (2004) 1/1/1 RCM+CB DJ Ammer (Allemagne) 710
Jasper et al. (2004) 4/7/17 FT ;P DJ Thur et Ticino (Suisse) 1500
Rasmus et al. (2004) 1/1/1 RCM+CB BE 6 sites locaux en Finlande loc.
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pas d’expliquer physiquement les processus impliqués dans la fonte. En outre, son caractère de
relation statistique peut induire une dégradation des résultats en transposition spatiale ou tem-
porelle (sur des bassins ou pour des contextes météorologiques autres que ceux de la calibration).
Pour corriger une partie de leurs défauts, les formulations de ces modèles sont parfois affinées
à l’aide d’autres paramètres comme le vent ou le rayonnement net. L’amélioration qui en résulte
se fait au prix de contraintes plus fortes concernant les données d’entrée. Ils se rapprochent alors
davantage des processus physiques, mais doivent toujours être calibrés.
4.2.1.2 Modèles à bilan d’énergie
Les modèles à bilan d’énergie calculent l’énergie disponible pour la fonte du couvert nival en
simulant l’ensemble des termes du bilan énergétique du manteau neigeux (rayonnements, flux
turbulents, etc.). Selon le niveau de complexité du modèle, ce bilan d’énergie peut être limité à
la surface du manteau neigeux (Douville, 1995; Walter et al., 2005; Keller et al., 2005), calculé
sur quelques couches de neige distinctes — 2 couches pour le modèle ISNOBAL (Marks et al.,
1999), 3 couches pour ISBA1-ES2 (Boone et Etchevers, 2001, cf. section 5.2.1) —, ou résolu sur
une stratification détaillée du manteau dans les modèles les plus sophistiqués comme CROCUS
(Brun et al., 1989, 1992), SNTHERM (Jordan, 1991), ou SNOWPACK (Bartelt et Lehning,
2002). Ces trois derniers modèles incluent également une modélisation de la microphysique de
la neige.
Ces modèles sont moins fréquemment utilisés en hydrologie en raison d’une part de leurs
exigences en termes de données de forçages météorologiques, rarement disponibles à l’aide des
seules observations, et d’autre part en raison de leur coût numérique beaucoup plus impor-
tant. Toutefois, différentes applications hydrologiques ont été réalisées ces dernières années avec
succès : l’utilisation de ISNOBAL pour la simulation d’un bassin de montagne dans l’Idaho
(Garen et Marks, 2005), l’introduction du modèle SNOWPACK dans le modèle hydrologique
ALPINE-3D en Suisse (Lehning et al., 2006). Les modèles de Météo-France CROCUS et ISBA-
ES, ont également été introduits dans une chaîne de modélisation hydrologique pour des appli-
cations variées (section 4.5.1).
4.2.1.3 Utilisation dans les études d’impact
Dans le tableau 4.1, les modèles hydrologiques sont décrits par leur façon de simuler l’évolu-
tion du manteau neigeux : méthode degré-jour (DJ) ou bilan d’énergie (BE). Cette classification
simplifiée masque naturellement de grandes disparités dans la complexité des modèles utilisés.
Nous avons vu que ces deux approches peuvent se décliner de plusieurs façons. De plus, certains
modèles ont des composantes à base physique pour simuler d’autres processus (infiltration, ruis-
sellement, évaporation) bien qu’ils utilisent une approche conceptuelle pour le manteau neigeux.
A l’inverse des modèles à bilan d’énergie peuvent représenter l’eau dans le sol de façon beaucoup
plus conceptuelle.
Pour les raisons mentionnées précédemment (données de forçage, coût numérique), les mo-
dèles conceptuels de type de degré-jour sont majoritairement utilisés dans les études d’impact
récentes (34 cas sur les 50 publications recensées). En termes de performances des simulations, les
modèles degré-jour calibrés et les modèles à bilan d’énergie donnent souvent des résultats com-
parables (Singh et al., 2009; Zeinivand et De Smedt, 2009; Zhang et al., 2008). Les exigences des
modèles physiques en termes de données d’entrée amènent le plus souvent à estimer un certain
nombre de paramètres en raison du manque de données mesurées. Selon les approximations uti-




par rapport à une modélisation degré-jour (Braun et al., 2005), même si Walter et al. (2005)
suggèrent que même en reconstituant l’ensemble des paramètres du bilan d’énergie à l’aide de
la seule température, les simulations physiques peuvent présenter une meilleure qualité qu’un
modèle degré-jour.
Même si les performances des deux approches sont comparables en climat actuel, on ne
peut pas établir a priori que leur réponse face à une sollicitation de changement climatique sera
identique. La principale hypothèse que l’on fait en utilisant un modèle d’impact sous climat
modifié est que sa capacité à simuler les principales variables hydrologiques n’est pas affectée
par les modifications climatiques. Merz et al. (2011) ont fait l’exercice de calibrer les paramètres
d’un modèle conceptuel (dont le facteur de fonte) pour différentes sous-périodes de la fin du
XXème siècle. Ils ont montré que les valeurs de calibration obtenues variaient significativement
d’une sous-période à une autre, et qu’elles étaient nettement corrélées avec leurs conditions
climatiques respectives. La conclusion des auteurs est que les modèles conceptuels peuvent pré-
senter de sérieux problèmes de transférabilité temporelle pour des projections climatiques. Cette
question n’est pourtant quasiment jamais abordée dans les 34 études d’impact recensées basées
sur une approche degré-jour. Dans de rares cas (Dibike et Coulibaly, 2005; Coulibaly, 2009;
Bethers et Sennikovs, 2009), la réponse de deux ou trois modèles degré-jour différents a été
comparée. Ces auteurs ont montré que malgré des simulations très comparables en climat pré-
sent, les projections futures diffèrent significativement d’un modèle à l’autre. La comparaison
de la réponse en climat futur entre degré-jour et bilan d’énergie n’a pas a été abordée à notre
connaissance. Confronter les résultats des 50 études proposées serait un exercice complexe car la
réponse hydrologique du changement climatique est très dépendante de l’échelle du bassin, de sa
topographie et de sa localisation géographique. Même si les modèles à bilan d’énergie comportent
également un certain nombre de paramètres calibrés empiriquement (par exemple dans les lois
d’évolution de certaines propriétés physiques de la neige comme l’albédo ou la conductivité), on
peut toutefois s’attendre à ce qu’ils soient d’autant plus robustes en transférabilité temporelle
que les processus représentés respectent des lois physiques.
4.2.2 Descente d’échelle
Comme évoqué au début de ce chapitre, la descente d’échelle est rendue nécessaire pour faire
des projections hydrologiques futures par les insuffisances des GCM en termes de résolution et
de biais. Plus généralement, ce type d’approche doit être appliqué dès lors que le ou les scénarios
météorologiques dont on dispose ne sont pas disponibles à une échelle de temps et/ou d’espace
compatible avec l’impact que l’on cherche à étudier (prévision d’impact à court terme, à moyen
terme, prévision saisonnière, dimensionnement d’ouvrages, projections climatiques, etc.). Un
large éventail de méthodes a vu le jour, là encore de différents niveaux de complexité. Xu et al.
(2005); Fowler et al. (2007); Maraun et al. (2010) en font des revues très détaillées3. Nous les
résumons très succinctement dans cette section, le lecteur à la recherche des références associées
aux méthodes décrites ci-dessous se référera directement à ces revues. Des exemples d’utilisation
dans les études d’impact hydrologique sont donnés dans le tableau 4.1. Classiquement, deux
grandes familles de méthodes de descente d’échelle se distinguent : les méthodes dynamiques et
les méthodes statistiques.
4.2.2.1 Les méthodes dynamiques
L’approche dynamique consiste à utiliser des modèles atmosphériques similaires aux GCM
sur un domaine réduit mais à une meilleure résolution : souvent entre 25 et 50 km, jusqu’à 12
km pour les simulations sur la France de Colin (2011). Ces Modèles de Climat Régional (RCM)
sont forcés aux limites par les sorties d’un GCM. Grâce à leur meilleure résolution, ils décrivent
mieux les effets orographiques et les contrastes de surface (e.g. terre/mer). Ils permettent de
3voir aussi chapitre de 12 de Hingray et al. (2009) pour une revue en français
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représenter des processus physiques et dynamiques d’échelle inférieure à celle des GCM (typique-
ment les processus de méso-échelle). Comme ces simulations sont basées sur des lois physiques,
les variables simulées respectent la cohérence physique du modèle, spatialement, temporelle-
ment, et inter-variables. Néanmoins, les processus sous-maille (par exemple la formation des
précipitations) sont représentées par des paramétrisations simplifiées.
Cette méthode est la meilleure solution possible à ce jour pour modéliser de façon physique
l’influence du changement climatique à l’échelle régionale. C’est donc la méthode qui pose le
moins de problème de transférabilité temporelle, bien que la validité de certaines paramétri-
sations sous-maille en climat modifié puissent être sujette à caution. Pour évaluer leurs per-
formances, les RCM sont généralement forcés aux limites par des données issues de réanalyses
atmosphériques, au plus près des observations.
Cependant, l’utilisation de cette méthode pour des études d’impact soulève un certain nombre
de problèmes :
– Les simulations sont souvent très sensibles à la formulation des modèles (schéma numérique
et paramétrisations physiques), pouvant amener à des résultats contrastés entre différents
RCM forcés par les mêmes conditions aux limites (e.g. Hingray et al., 2007a,b). Il est donc
en général recommandé de considérer les simulations d’un ensemble de RCM.
– Le coût numérique des RCM est très élevé. Outre l’augmentation de la résolution, les
contraintes de stabilité numérique imposent des conditions sévères de diminution des pas
de temps. Les temps de calcul sont donc très importants. Les intercomparaisons de mé-
thodes (comparaison de RCM forcés par le même GCM ou comparaison de simulations
du même RCM forcé par différents GCM) sont donc possibles uniquement dans le cadre
de grands projets internationaux (e.g. pour l’Europe Christensen et Christensen, 2007;
ENSEMBLES, 2009).
– Bien qu’en progrès, la résolution des RCM reste souvent insuffisante face à la résolution
nécessaire aux études d’impact en particulier sur les petits bassins. Or, 70% des études
recensées dans la table 4.1 concernent des bassins de moins de 10000 km2, et près de
40% des bassins de moins de 1000 km2. De plus, on considère généralement que les RCM
fournissent une information pertinente à l’échelle de quelques mailles agrégées, les résultats
pouvant être très bruités à l’échelle de la maille.
– Les variables météorologiques simulées par les RCM sont souvent fortement biaisées. Une
part du biais provient du RCM lui-même, une autre part est causée par les biais du GCM de
forçage. On peut corriger en partie ce problème dans l’interprétation des scénarios simulés
si l’on raisonne en termes de changements et que l’on considère que le biais est invariant
dans le temps (une hypothèse remise en cause par Christensen et al., 2008). Toutefois,
même avec cette hypothèse, l’utilisation directe des sorties des RCM ne sera pas possible
pour une étude d’impact dès lors que la réponse aux forçages météorologiques est non
linéaire, ce qui est clairement le cas en hydrologie alpine.
4.2.2.2 Les méthodes statistiques
L’idée générale des méthodes de descente d’échelle statistiques (MDES4) est que le climat
à l’échelle locale ou régionale peut être expliqué par une ou plusieurs variables atmosphériques
de grande échelle (VAGE). Elle est motivée par les nombreuses preuves d’interactions d’échelle
entre les processus météorologiques, que nous avons illustrées au chapitre 2. Si l’on suppose
que ces variables explicatives de grande échelle sont correctement simulées par les GCM, on
peut alors envisager de générer des scénarios météorologiques à l’échelle qui nous intéresse en
s’affranchissant des problèmes de résolution et de biais des GCM. En pratique, les MDES sont
calibrées et validées à partir de VAGE fournies par les réanalyses atmosphériques, puis appliquées
sur les sorties des GCM. On peut également envisager d’appliquer un MDES sur les sorties des
4Cette abrévation est aussi utilisée pour « modèles » de descente d’échelle statistique, justifiant l’emploi fréquent
du masculin avec cet acronyme dans l’ensemble du manuscrit.
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RCM pour tirer profit des gains apportés par leur meilleure résolution (combinaison des descentes
d’échelle dynamique et statistique).
La méthode des perturbations ou du « delta » consiste à simplement considérer le chan-
gement moyen (e.g. de température, de précipitations) simulé par un GCM ou un RCM entre
une période future et une période de référence. Ce changement moyen peut alors être appliqué
à une archive d’observations disponible sur la période de référence pour générer des scénarios
futurs pouvant être injectés dans un modèle d’impact (nombreux exemples dans le tableau 4.1
comme Kerkhoven et Gan, 2011). Séduisante par sa simplicité, cette méthode repose néanmoins
sur plusieurs hypothèses très fortes :
– Le changement est homogène sur l’ensemble de la distribution de la variable considérée
(i.e. la variabilité est conservée).
– Le changement d’une variable est homogène pour l’ensemble de la distribution des autres
variables météorologiques.
– La structure spatiale des champs météorologiques de l’archive observée est inchangée.
– Le séquencement des événements météorologiques de l’archive est inchangé.
– Le biais du GCM ou du RCM est indépendant de la période considérée.
Pour relâcher ces différentes hypothèses, un certain nombre d’autres méthodes ont été déve-
loppées.
La méthode des corrections de biais consiste à calculer le biais moyen d’un GCM ou
RCM par rapport à une série d’observations sur une période de contrôle. Les scénarios futurs
sont établis en corrigeant les sorties du GCM/RCM du biais établi sur la période de contrôle (e.g.
Lenderink et al., 2007). Comme les biais des GCM/RCM ne sont souvent pas homogènes sur la
distribution des variables, on peut également établir une fonction de correction plus complexe,
par exemple pour les différents quantiles de la distribution de la variable (correction quantile-
quantile, e.g. Dequé, 2007; Piani et al., 2010). La comparaison de la distribution de la variable du
GCM/RCM avec la distribution de la variable observée se fait souvent à des échelles différentes,
la méthode de corrections de biais est donc également capable d’assurer la désagrégation spatiale
des variables (e.g. Schmidli et al., 2007). Elle suppose néanmoins que tous les changements à
l’échelle locale sont portés par des changements à la résolution du GCM/RCM. Elle est donc
plutôt utilisée pour introduire des sorties de RCM à une résolution suffisamment fine dans les
études d’impact (Maraun et al., 2010). L’introduction d’une correction de biais propre à chaque
variable météorologique est susceptible de perturber la cohérence physique entre les variables.
Une autre limitation est que les valeurs prises par les variables météorologiques dans le futur sont
par construction bornées aux valeurs observées dans le présent5. Enfin, la contrainte majeure
pour la validité de la méthode est la stationnarité temporelle des biais et par suite de la fonction
de correction.
Les fonctions de transfert consistent à établir une loi statistique entre un prédictand et un
certain nombre de prédicteurs de grande échelle sur une période d’apprentissage. Cette loi sera
alors appliquée en climat futur (ou passé pour validation) pour reconstituer le prédictand. Dans
la version la plus simple, on peut par exemple établir une loi de régression linéaire multiple entre
le prédictand (e.g. précipitations observées) et les prédicteurs (e.g. précipitations du GCM, tem-
pérature du GCM, champs de pression) (e.g. Hellstrom et al., 2001). Les fonctions de transfert
peuvent revêtir différentes formes : régression linéaire, non linéaire (e.g. Biau et al., 1999), ana-
lyse des corrélations canoniques (e.g. Widmann, 2005), réseau de neurones (e.g. Olsson et al.,
2001), etc. Les méthodes de régression sont celles qui permettent d’obtenir les meilleures corré-
lations entre les variables reconstituées et observées, mais elles sous-estiment la variance tem-
porelle. Pour y remédier, certaines méthodes superposent une perturbation stochastique à la
5à moins d’extrapoler la correction lorsque une variable prend des valeurs dans le futur en dehors de sa
distribution sur la période de contrôle
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variable simulée par la régression (e.g. von Storch, 1999). Le choix des prédicteurs utilisés est
une étape cruciale et complexe. Des analyses statistiques permettent en général de déterminer
leur pouvoir explicatif pour choisir entre différents candidats (e.g. Bergant et Kajfez-Bogataj,
2005). Dans le contexte de l’impact du changement climatique, une difficulté est que les prédic-
teurs utilisés doivent être ceux explicatifs de la variabilité climatique. Puisque l’on ne peut en
général considérer qu’une période d’apprentissage réduite (typiquement 20 à 30 ans), les ana-
lyses statistiques permettront pourtant au mieux de déterminer les prédicteurs explicatifs de la
variabilité interannuelle. Notons également que les prédicteurs ne se limitent pas nécessairement
aux variables de sortie directes des GCM. Celles-ci peuvent en effet être transformées. Typi-
quement, un champ de pression est nettement plus informatif par sa structure spatiale que par
une valeur en point de grille. Il est donc d’usage de transformer cette variable par une analyse
en composantes principales et d’utiliser ces composantes principales comme prédicteurs (e.g.
Cubasch et al., 1996). Le problème du choix des prédicteurs est rendu complexe par la quasi-
infinité de prédicteurs possibles si l’on considère tous les types de transformations envisageables,
et la multitude de domaines spatiaux sur lesquels on peut les considérer.
Les fonctions de transfert permettent de s’affranchir des hypothèses d’uniformité du chan-
gement sur toute la distribution des variables, et d’invariance du séquencement des événements
météorologiques. La structure spatiale des variables reconstituées pourrait éventuellement être
modifiée si l’apprentissage était réalisé séparément en chaque point de l’espace. Toutefois, il n’y
a aucune garantie de cohérence physique dans la structure spatiale obtenue. Pour cette raison,
on préfère parfois modéliser par une fonction de transfert une variable météorologique régionale
et la désagréger spatialement à partir de structures spatiales connues dans l’archive d’obser-
vations (Mezghani et Hingray, 2009). La cohérence physique inter-variables est également un
point critique de ces méthodes. Le problème du biais des GCM/RCM est repoussé au problème
du biais des prédicteurs, même si on espère que ceux-ci soient moins biaisés que les variables
d’intérêt. Enfin on fait l’hypothèse que la relation statistique établie sur l’archive disponible est
stationnaire en climat modifié. Il s’agit là de la principale faiblesse commune de l’ensemble des
MDES.
Les classifications en type de temps peuvent être considérées comme un cas particulier
des fonctions de transfert pour lequel le prédicteur serait l’occurrence de différents types de
temps. Ceux-ci sont souvent déterminés en dissociant les jours d’une archive en un certain
nombre de classes par des méthodes de classification subjectives ou automatiques appliquées
sur les champs de pression ou de géopotentiel à l’échelle synoptique (cf. revue de Huth et al.,
2008). Le type de temps est supposé expliquer l’ensemble des variables météorologiques locales ou
régionales. Les scénarios météorologiques générés seront donc uniquement guidés par l’occurrence
des différents types de temps dans les GCM/RCM. La constitution de scénarios pourrait être
effectuée en sélectionnant pour chaque pas de temps la moyenne climatologique des variables
météorologiques pour la classe correspondante (e.g. Saunders et Byrne, 1996). Cependant on
comprend que la variance temporelle ne serait pas du tout réaliste au pas de temps quotidien.
En pratique, un autre modèle statistique, conditionné à l’occurrence des types de temps, est
souvent utilisé pour générer des scénarios météorologiques (e.g. Enke et Spekat, 1997; Cavazos,
1999; Boé et al., 2006). Un exemple simple peut consister à rééchantillonner aléatoirement toutes
les variables météorologiques d’un jour parmi une archive de dates correspondant au même type
de temps (voir aussi section 11.1). Le principal avantage par rapport aux méthodes de régression
est la préservation de la cohérence spatiale et inter-variables. Le séquencement des événements
météorologiques et la variabilité de chaque variable peuvent être modifiés s’ils sont guidés par
l’occurrence des types de temps. La principale limitation de cette approche est un fort a priori
sur la variable explicative du changement climatique et l’exclusion de tous les autres facteurs
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potentiels (e.g. variabilité intra-classes, facteurs thermodynamiques6). On retrouve également
des difficultés communes avec les fonctions de transfert : définition des prédicteurs (choix du
domaine spatial, du nombre de classes, etc.), biais éventuel des prédicteurs, stationnarité de la
relation statistique. On peut imaginer que le problème de stationnarité soit néanmoins plus faible
que pour les fonctions de transfert, étant donné que le lien statistique repose sur des phénomènes
physiques documentés et relativement bien compris par la communauté des météorologistes (e.g.
Malardel, 2005). Cette méthode est d’ailleurs sans doute la plus intuitive et permet d’interpréter
facilement les changements simulés en termes de changements d’occurrences de types de temps
(chapitre 13).
Les méthodes de rééchantillonnage d’analogues consistent à rééchantillonner les va-
riables météorologiques d’un jour d’une archive en conditionnant le choix du jour à des critères de
proximité sur des indices de circulation générale (e.g. Zorita et al., 1995; Buishand et Brandsma,
2001). Il s’agit donc d’une extension de l’approche en type de temps (avec les mêmes avantages
et inconvénients) qui s’affranchit des discontinuités imposées par la définition de limites entre
les classes, et qui supprime le problème de la variabilité intra-classes. En revanche, le caractère
pédagogique de la méthode des types de temps est réduit. Comme pour la méthode de correc-
tion de biais, les méthodes basées sur un rééchantillonnage sont par construction bornées par
les conditions météorologiques observées dans l’archive (mais leur distribution peut changer).
Les générateurs stochastiques sont des modèles statistiques qui génèrent des séquences
aléatoires de variables météorologiques respectant les principales propriétés statistiques de la mé-
téorologie observée. Pour les précipitations, l’occurrence et l’intensité des précipitations sont sou-
vent traitées séparément (e.g. Bardossy et Plate, 1992). L’occurrence peut être simulée comme
une variable aléatoire uniforme dont la réalisation est comparée à la probabilité d’occurrence
d’un jour pluvieux ou non pluvieux. Cette probabilité est conditionnée à l’état du jour précé-
dent, parfois également à des variables atmosphériques de grande échelle (e.g. Hughes et al.,
1999). Lorsqu’une occurrence de pluie est simulée, la hauteur de précipitations est générée par
une variable aléatoire tirée dans une fonction de distribution statistique appropriée. Pour des
générations multi-sites, la méthode peut être étendue avec des variables aléatoires pilotes multi-
variées et multi-corrélées, afin de respecter la corrélation spatiale dans les champs générés (e.g.
Wilks, 1998). Lorsque les générateurs de temps sont conditionnés par les circulations atmosphé-
riques, les changements simulés sont guidés par les changements des circulations atmosphériques
dans les GCM. Lorsqu’ils sont non conditionnés, les paramètres utilisés pour décrire les distribu-
tions des variables sont modifiés en appliquant la méthode des perturbations (e.g. Kilsby et al.,
2007). Le « delta » peut alors porter non seulement sur le changement moyen mais également
sur d’autres paramètres descriptifs de la distribution (variance, dissymétrie, etc.). En dehors des
questions de stationnarité, la principale limite de cette approche est le respect de la cohérence
spatiale et inter-variables des variables simulées, qui peut vite se révéler être un problème très
complexe à traiter (Maraun et al., 2010).
4.2.2.3 Utilisation dans les études d’impact
En raison des différents avantages et inconvénients des approches proposées, les MDE pré-
sentés dans la littérature sont en réalité des combinaisons plus ou moins complexes de ces
différentes approches. Les études d’impact recensées par la table 4.1 ne donnent qu’un aperçu
partiel des combinaisons possibles. La descente d’échelle dynamique est utilisée dans 18 travaux
sur 50, mais à de rares exceptions près (Dankers et Feyen, 2008), les sorties des RCM ne sont
6Cette remarque n’est pas valable pour les classifications incluant des variables thermodynamiques. Toutefois
selon Huth et al. (2008), plus de 80% des méthodes s’appuient uniquement sur les circulations (champs de pression
ou de géopotentiel)
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Fig. 4.1 – Les différentes étapes d’une étude des impacts du changement climatique (d’après
Boé, 2007, avec modifications).
quasiment jamais introduites dans un modèle hydrologique sans une méthode statistique com-
plémentaire, généralement la méthode des perturbations (P) ou les corrections de biais (CB).
Ils peuvent aussi être combinés avec des méthodes statistiques plus élaborées. La méthode des
perturbations rencontre toujours un franc succès dans les études d’impact récentes en raison de
la simplicité de sa mise en œuvre : elle est utilisée dans plus de la moitié des travaux, et dans un
tiers des cas elle est utilisée seule sans aucune autre descente d’échelle dynamique ou statistique
complémentaire. Les autres projections ont été réalisées avec des fonctions de transfert (FT),
plus rarement avec des méthodes basées sur les types de temps (TT), le rééchantillonnage condi-
tionné d’analogues (RC), les générateurs stochastiques (GS), ou des combinaisons de tout cela.
En fonction des méthodes, un débiaisage des prédicteurs issus des GCM (ou des RCM) peut être
nécessaire. Les différentes façons d’introduire la descente d’échelle (dynamique ou statistique)
dans les études d’impact sont finalement synthétisées sur la figure 4.1.
L’étude de l’incertitude associée à la méthode de descente d’échelle dans les projections
hydrologiques futures est traitée un peu plus fréquemment que celle du modèle hydrologique,
mais cela reste minoritaire : 14 travaux sur 50 comparent les projections obtenues avec au moins
deux méthodes, dont seulement 6 avec différentes méthodes statistiques. Pourtant, les méthodes
statistiques sont toutes établies par calibration sur quelques décennies de la fin du XXème siècle,
et soulèvent donc toutes la question de leur aptitude à être transférées en climat modifié. Même
si cette évaluation est difficile à mener, une première approche est de considérer la dispersion
des réponses qui, lorsqu’elle est évaluée, s’avère souvent importante (e.g. Coulibaly, 2009).
4.2.3 GCM et scénarios d’émission
La majeure source d’incertitude traditionnellement prise en compte dans les études d’impact
hydrologique est celle des scénarios de grande échelle eux-mêmes, liée d’une part aux scénarios
d’émission et d’autre part aux GCM utilisés. Cette incertitude bien connue par la communauté et
largement relayée par le GIEC, est déjà bien visible à l’échelle globale (section 3.1.3). Les grands
projets de simulations internationales mis en place dans le cadre de la rédaction des rapports du
GIEC permettent à la communauté des impacts d’avoir accès à un grand nombre de scénarios.
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En fonction des coûts numériques des modèles d’impact et de descente d’échelle, mais aussi de
la disponibilité parfois hétérogène des variables de sorties des GCM, les études d’impact sont
menées avec un nombre de scénarios assez variable, jusqu’à 22 pour Maurer (2007). Pour ces
mêmes raisons, la combinaison des scénarios d’émission et des GCM est souvent explorée de
façon non exhaustive. Notons qu’une dizaine d’études a toutefois été menée avec seulement 1
scénario d’émission et 1 seul GCM. Bien que ce ne soit pas systématiquement explicité dans
les publications, les projections proposées sont alors à considérer avec beaucoup de précautions,
car la gamme des scénarios hydrologiques futurs possibles est alors a priori largement sous-
représentée.
4.3 Les questions associées à ces méthodes
Au chapitre 3, nous avons vu que le changement climatique est susceptible de modifier
profondément les conditions météorologiques et hydrologiques à toutes les échelles spatiales.
Cependant, nous avons remarqué que les processus qui influenceront le plus les changements
à l’échelle d’un bassin alpin sont encore mal connus, particulièrement concernant les précipi-
tations, la variable clé du cycle hydrologique. Paradoxalement, cette méconnaissance n’a pas
empêché des auteurs de plus en plus nombreux de réaliser des projections hydrologiques futures
en milieu alpin, à l’aide de la méthodologie présentée précédemment — avec sa grande diversité
de formulations. Quelles sont alors les questions à se poser pour savoir si ces projections futures
sont pertinentes ?
Les processus qui seront affectés par le changement climatique pour les différentes échelles
doivent être pris en compte. Leur représentation dans les modèles se doit d’être (1) correcte
dans le climat actuel (2) transférable en climat modifié. Lorsque l’étude d’impact s’appuie sur
une descente d’échelle statistique, ces principes généraux se traduisent par un certain nombre
de questions spécifiques :
1. Quelles sont les variables atmosphériques de grande échelle (VAGE) qui sont simulées de
façon réaliste par les GCM sous climat actuel ?
2. Quelle est l’incertitude associée à la simulation de ces VAGE en climat futur ?
3. Ces VAGE peuvent-elles expliquer la variabilité climatique à l’échelle régionale ?
4. Si oui, les liens d’échelles représentés dans les MDES, identifiés pour le climat présent,
sont-ils stationnaires en climat modifié ?
5. Les scénarios simulés par les MDES respectent-ils la cohérence spatiale, temporelle et
inter-variables des champs météorologiques ?
6. Enfin le modèle d’impact hydrologique, élaboré en climat présent, est-il transférable en
climat modifié, pour que ces scénarios puissent y être injectés ?
4.4 L’évaluation de la pertinence des scénarios simulés
Les questions ci-dessus (et a fortiori les réponses) sont malheureusement trop souvent ignorées
dans un grand nombre d’études d’impact. Une approche multi-modèles peut permettre — à
défaut d’y apporter des réponses — d’estimer une partie de l’incertitude associée aux problèmes
de transférabilité des modèles et de processus représentés de façon incomplète ou imparfaite
(Maraun et al., 2010). C’est donc sans aucun doute une piste à suivre.
Cela étant, la stratégie d’évaluation des modèles est également une étape importante pour
répondre à ces différentes questions. Conformément à la première recommandation de Vrac et al.
(2007), l’évaluation des MDES porte souvent sur leur capacité à reproduire un certain nombre
de statistiques clés des variables météorologiques sur une période de contrôle. Cette condition
est en effet nécessaire pour que les non-linéarités des processus hydrologiques ne conduisent pas
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le modèle hydrologique à simuler des débits très éloignés de la réalité en climat présent, in-
terdisant toute interprétation des changements simulés pour le futur. Cependant, une méthode
triviale de descente d’échelle qui consisterait à rééchantillonner de façon purement aléatoire les
observations d’une archive, parviendrait à reproduire la majorité de ces propriétés statistiques.
Pourtant, elle serait évidemment incapable de simuler tout changement en climat futur puis-
qu’elle ne respecte pas l’hypothèse de transférabilité. C’est la raison pour laquelle Vrac et al.
(2007) proposent une deuxième étape d’évaluation en considérant les sorties d’un RCM comme
des pseudo-observations. Elles peuvent être utilisées pour calibrer le MDES pendant une période
de contrôle. On peut alors tester sa capacité à reproduire les changements simulés par le RCM
sur une période future. La même approche peut également être appliquée avec les sorties d’un
GCM (e.g. Frias et al., 2006). C’est une approche intéressante pour tester la stationnarité des
MDES, mais les conclusions peuvent être influencées par le choix du GCM ou du RCM consi-
déré, et sa capacité à reproduire fidèlement les liens d’échelle à la fois en climat présent et en
climat futur. Une autre méthode consiste à considérer la capacité des MDES à reproduire les
variations basse-fréquence réellement observées des conditions météorologiques. En raison de la
longueur des séries disponibles, on se limite souvent au pas de temps annuel, même si Schmith
(2008) souligne qu’une bonne reproduction des variations interannuelles ne garantit pas que le
MDES soit apte à simuler la variabilité à des échelles de temps climatiques. Si l’on dispose d’ob-
servations sur des périodes suffisamment longues, des tests de transférabilité d’une sous-période
à une autre peuvent être pratiqués.
Par ailleurs, la robustesse d’un MDES lorsqu’il est forcé par des VAGE très proches de la
réalité (les réanalyses) n’implique pas qu’il soit utilisable en mode forcé par un GCM/RCM si
ceux-ci ne simulent pas correctement les VAGE explicatives. Par conséquent, le meilleur MDES
forcé par les réanalyses, ne sera pas nécessairement le meilleur modèle forcé par un GCM si leurs
variables explicatives ne sont pas d’une qualité équivalente dans le GCM. Un point important
de l’ensemble de la démarche est donc également d’évaluer la capacité des GCM à reproduire les
VAGE sélectionnées pour la descente d’échelle. Pour cela, seule une évaluation climatologique est
généralement possible. En effet l’évolution des GCM est en général totalement libre à l’exception
des forçages de GES et d’aérosols (dont les variations au XXème siècle sont faibles par rapport
aux variations attendues au XXIème siècle). Ceux-ci simulent leur propre variabilité naturelle,
mais il n’y a aucune raison a priori que ces modèles soient capables de reproduire la chronologie
réellement observée.
Enfin, il est indispensable d’analyser les raisons des changements simulés par l’ensemble de la
chaîne pour évaluer si elles sont physiquement plausibles. Cette tâche est naturellement facilitée
lorsque l’on utilise des modèles à bases physiques ou bien des modèles statistiques relativement
simples, et inspirés de processus physiques.
A ce stade, nous comprenons que réaliser une étude d’impact brutale du changement clima-
tique par enchaînement de modèles, sans s’intéresser aux questions d’applicabilité de la démarche
et d’évaluation des méthodes, ne serait pas un apport très intéressant pour la communauté scien-
tifique. Nous choisissons donc de porter cette thématique au cœur de la méthodologie adoptée
pour notre cas d’étude.
4.5 Méthodologie proposée pour le bassin de la Durance
La méthodologie que nous allons choisir pour cette thèse respecte l’approche classique pré-
sentée en section 4.1 mais elle doit tenir compte des différents éléments discutés ci-dessus à
savoir :
– La nécessité de prendre en compte les incertitudes par une approche multi-modèles
– La nécessité d’une stratégie d’évaluation permettant d’apprécier l’applicabilité des modèles
en climat futur (section 4.4)
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Naturellement, le choix des différents modèles est également fortement guidé par l’expertise
des différents laboratoires partenaires de cette thèse (le LTHE7, le CERFACS8, et le CNRM9)
et les développements déjà réalisés.
De plus, cette thèse s’est déroulée parallèlement au projet ANR RIWER2030
(http ://www.lthe.fr/RIWER2030) réunissant le LTHE et EDF10 dont les objectifs sont très
proches de ceux de cette thèse :
1. Analyser la possibilité de développer un générateur de temps capable de produire des
scénarios météorologiques pertinents pour les études d’impacts du changement climatique.
2. Réduire et prendre en compte les incertitudes associées à ces scénarios.
3. Développer et appliquer une étude d’impact sur la sensibilité et la vulnérabilité de la
ressource en eau.
Les deux bassins d’études pour ce projet sont la Loire à Gien et la Durance à Serre-Ponçon.
La méthodologie proposée pour cette thèse doit donc également tenir compte de la stratégie du
projet pour tirer le meilleur parti des développements effectués.
4.5.1 Choix du modèle hydrologique
Sur le haut bassin de la Durance, des modèles conceptuels sont utilisés opérationnellement par
EDF11 pour la gestion de l’ouvrage de Serre-Ponçon (MORDOR, Paquet, 2004, CEQUEAU).
Ces modèles sont utilisés pour les analyses d’impact du projet RIWER2030. Compte tenu des
remarques de la section 4.2.1, il nous apparaît donc intéressant que la contribution de cette thèse
consiste en une approche à bases physiques de la modélisation hydrologique. Les projections si-
mulées par une telle approche pourront ultérieurement être confrontées aux projections obtenues
par ces modèles conceptuels, ce qui permettra de mieux évaluer la robustesse des changements,
et l’incertitude associée au modèle hydrologique.
Les schémas de neige CROCUS et ISBA-ES sont utilisés par Météo-France avec les analyses
météorologiques du système SAFRAN en entrée (cf. section 5.1), et sont couplés avec le schéma
de sol-végétation ISBA (Noilhan et Planton, 1989; Noilhan et Mahfouf, 1996) et le modèle hy-
drogéologique MODCOU12 (Ledoux et al., 1989), pour simuler les débits sur les grandes rivières
françaises. On parle ainsi de la chaîne SAFRAN-ISBA-MODCOU (SIM, Habets et al., 2008),
qui sera présentée plus en détail dans le chapitre 5.
Ces modèles ont été appliqués avec succès sur différentes régions du monde :
– sur de vastes bassins versants en France (Habets et al., 1999b; Voirin-Morel, 2003;
Rousset-Regimbeau et al., 2004), et notamment le Rhône qui possède un régime nival
marqué (Etchevers et al., 2001b), et récemment en Bulgarie (Artinyan et al., 2008)
– sur le bassin de la Haute Durance qui est l’objet de cette thèse (Etchevers et al., 2001a;
Strasser et Etchevers, 2005)
– sur des bassins glaciaires ou nivo-glaciaires, alpins (Durot, 1999; Gerbaux et al., 2005) ou
tropicaux (Lejeune, 2009)
Sur la Haute Durance en particulier, Lardeau (1977) avait déjà montré l’intérêt de l’in-
troduction du bilan d’énergie dans un modèle hydrologique. Les scores obtenus à Embrun-la
Clapière par Etchevers et al. (2001a) avec la chaîne SAFRAN-CROCUS-ISBA-MODCOU sont
plutôt encourageants, bien qu’inférieurs à ceux du modèle conceptuel MORDOR. Si la finesse
des processus représentés dans des modèles comme CROCUS est utile pour la prévision du risque
d’avalanches, la précision du schéma de neige à trois couches d’ISBA-ES s’est toutefois avérée
suffisante pour les applications hydrologiques (Etchevers et al., 2004).
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La chaîne SIM a par ailleurs été validée sur l’ensemble de la France par Habets et al. (2008),
et a été utilisée à plusieurs reprises pour notre thématique d’étude de l’impact hydrologique du
changement climatique (Etchevers et al., 2002; Caballero et al., 2007; Boé, 2007). Cela n’a pour
l’instant pas été fait à l’échelle d’un bassin de montagne comme le nôtre. La chaîne SIM est
également utilisée pour développer d’autres types de scénarios hydrologiques : prévision déter-
ministe à courte échéance, prévisions d’ensemble à courte et moyenne échéance (Thirel et al.,
2008; Rousset-Regimbeau et al., 2007), prévision saisonnière (Céron et al., 2010).
La chaîne SIM est donc retenue pour cette thèse comme modèle hydrologique. Les principes
du modèle seront détaillés dans la partie II. Nous verrons que celui-ci nécessite tout de même des
adaptations au contexte alpin. Nous évaluerons le modèle sur une longue période de simulation
afin de pouvoir discuter de sa transférabilité en climat changeant.
4.5.2 Choix des modèles de descente d’échelle
Le LTHE et le CERFACS se sont investis depuis plusieurs années sur le développement de
méthodes de descente d’échelle statistique. Cette expérience, ainsi que les fortes contraintes asso-
ciées à la descente d’échelle dynamique (e.g. coût numérique et biais), et la nécessité de prendre
en compte un nombre important de GCM, nous orientent donc vers les méthodes statistiques.
Au CERFACS, Boé et al. (2006) ont développé pour le bassin de la Seine un MDES basé
sur un rééchantillonnage d’analogues conditionné par (1) une classification en type de temps et
(2) des indices de précipitations et de température basés sur des fonctions de transfert simples
pour prendre en compte la variabilité intra-classes. Ce modèle a ensuite été utilisé par Boé et al.
(2009b) pour réaliser des projections climatiques et hydrologiques pour toute la France, avec
également la chaîne SIM comme outil de modélisation hydrologique. Ce MDES, baptisé DSCLIM,
a été recodé par Pagé et al. (2009), nous permettant d’une part de l’utiliser simplement avec des
sorties de GCM plus récentes, et d’autre part d’envisager facilement des études de sensibilité à
certains choix faits initialement dans le cadre de la thèse de Boé (2007) pour — si possible —
optimiser les relations statistiques avec la climatologie du bassin de la Durance.
Par ailleurs Mezghani et Hingray (2009) ont développé, initialement à l’EPFL13, un modèle
statistique combinant des fonctions de transfert non linéaires et un générateur stochastique pour
simuler des variables météorologiques régionales, et une méthode de désagrégation spatiale par
rééchantillonnage d’analogues. Ce modèle (D2GEN) a initialement été mis en place sur le haut
bassin du Rhône en Suisse pour la génération de scénarios de crues (Hingray et al., 2006), mais
son développement se poursuit au LTHE depuis le printemps 2009 dans le cadre en particulier
du projet RIWER2030.
Enfin EDF, autre partenaire du projet RIWER2030, utilise de façon opérationnelle une
méthode statistique purement basée sur le rééchantillonnage d’analogues dans un objectif de
prévision à courte et moyenne échéance. Bien que ce modèle ne soit pas initialement développé
dans un but de projection climatique, il a été affiné au fil des années par la pratique et par divers
travaux de recherche en collaboration avec le LTHE, parmi lesquels Obled et al. (2002); Bontron
(2004); Marty (2010). Des travaux préliminaires par Gailhard (2009) ont montré que ce modèle
était également capable de reproduire une part de la variabilité météorologique basse-fréquence,
il a donc également été sélectionné comme MDES pour le projet RIWER2030.
Compte tenu de l’avancement sur ces différents modèles et de l’intérêt déjà mentionné d’une
approche multi-modèles et d’une évaluation détaillée orientée vers la transférabilité des modèles,
nous proposons donc dans le cadre de cette thèse d’utiliser les 3 modèles précités (DSCLIM,
D2GEN, ANALOG). Pour le modèle DSCLIM, nous mènerons une analyse de sensibilité détaillée
pour étudier les possibilités d’adaptation de la méthode pour notre région. Pour tous les modèles,
nous adopterons une méthodologie d’évaluation commune afin d’évaluer autant que possible
leurs performances en climat présent, et leur applicabilité en climat futur. Nous comparerons
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les projections obtenues avec les différentes méthodes pour considérer l’incertitude associée à la
descente d’échelle.
Notons que la comparaison des projections avec les résultats d’une méthode dynamique se-
rait également riche d’enseignements. Toutefois, les coûts numériques et le temps de prise en
main des outils ne permettraient pas de réaliser des expériences comparables à celles envisagées
avec les 3 MDES. Cet aspect n’est donc pas inclus dans la thèse, mais l’exercice de compa-
raison sera possible a posteriori grâce aux travaux menés dans le cadre du projet SCAMPEI
(http ://www.cnrm.meteo.fr/scampei) qui prévoit la réalisation de simulations à haute résolu-
tion (12 km) sur 3 périodes de 30 ans par les RCM de Météo-France, du LMD14 et du LGGE15,
forcés par 2 GCM (Météo-France et LMD). Ces simulations devraient être disponibles en dé-
cembre 2011.
4.5.3 Choix des scénarios climatiques
Les simulations du GIEC sont communément les plus utilisées par la communauté des im-
pacts. Pour le quatrième rapport (IPCC, 2007), une vingtaine de groupes de modélisation du
climat ont réalisé des simulations, principalement en 2005, dans le cadre du projet WRCP
CMIP316. Les prochaines simulations dans le cadre du projet WRCP CMIP5 pour le cinquième
rapport, devaient être disponibles début 2011, mais en réalité seuls quelques modèles étaient
disponibles au printemps. L’ensemble des données sera sans doute mis en ligne d’ici la fin de
l’année, mais ces simulations récentes ne pouvaient pas être utilisées pour cette thèse. En re-
vanche, d’autres simulations climatiques plus récentes ont également été mises à disposition de
la communauté dans le cadre du projet européen ENSEMBLES (2009). Ce projet a également
visé à constituer un ensemble de simulations régionales à plus haute résolution sur l’Europe
et l’Afrique. Même si le nombre de GCM utilisés y est plus réduit (6), l’évolution rapide des
modèles nous conduit à privilégier les expériences climatiques les plus récentes possibles. De
plus, les données mises à disposition suite au projet CMIP3 couvrent seulement des périodes
disjointes (1961-2000, 2046-2065, 2081-2100), donc les études d’impact menées depuis également.
Or, une durée de 20 ans paraît relativement courte pour évaluer des changements climatiques
liés aux forçages anthropiques étant donné que la variabilité naturelle du climat peut induire de
larges fluctuations à ces échelles de temps. En outre, l’intérêt des gestionnaires concernés par les
impacts du changement climatique ne se limite a priori pas à ces deux périodes futures. Pour ces
deux raisons, il paraît intéressant de réaliser des simulations continues. Cette possibilité nous
est offerte par les GCM du projet ENSEMBLES qui couvrent toute la période 1860-2100. Nous
choisissons donc de les utiliser. Toutefois, pour pouvoir faire la transition avec les études précé-
dentes principalement menées avec les modèles de CMIP3, nous ferons une rapide comparaison
des simulations issues des deux projets au chapitre 13.
Enfin comme déjà mentionné en section 3.1.3, nous choisissons de nous limiter au scénario
d’émission A1B. Bien que celui-ci puisse paraître aujourd’hui relativement optimiste, c’est le
scénario pour lequel le plus de modèles sont disponibles. Ce choix est naturellement déterminant
sur les résultats qui seront obtenus et nous devrons donc garder en mémoire que même si nous
obtenons des changements significatifs malgré les incertitudes liées aux différents modèles, ceux-
ci resteront conditionnés par le scénario d’émission choisi.
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Quelles sont les principales caractéristiques du régime hydrologique alpin ?
La majorité des rivières alpines connaissent un régime hydrologique de type nival, marqué
par une forte saisonnalité des débits en rivière. En hiver, la majorité des précipitations
sont stockées sous forme de neige, les débits connaissent un étiage marqué et prolongé. Au
printemps, le bilan énergétique du manteau neigeux saisonnier devient excédentaire, ce qui
provoque sa fonte, une onde de crue est alors observée en fin de printemps. Sa durée et son
intensité sont étroitement liées à la topographie du bassin, bien qu’elles présentent une forte
variabilité interannuelle. Le transfert de l’eau en rivière se fait par des chemins complexes,
la composante souterraine étant souvent assez mal connue. Sur les plus hauts bassins, les
rivières peuvent également être alimentées par la fonte glaciaire en été. Selon les régions, des
précipitations orageuses intenses peuvent en été ou en automne provoquer également des
crues. Le bilan hydrologique global dépend des quantités de précipitations, habituellement
plus abondantes qu’en plaine, et de l’intensité de l’évaporation, habituellement plus faible
qu’en plaine. De nombreux secteurs sont dépendants de ce régime hydrologique, en premier
lieu la production d’énergie hydroélectrique. La connaissance d’éventuelles modifications
futures de ce régime serait donc souhaitable pour anticiper la gestion de la ressource en eau.
Quelles sont les sources de variabilité du régime hydrologique alpin ?
De l’échelle quotidienne à l’échelle interannuelle voire interdécennale, la variabilité du ré-
gime hydrologique est conditionnée par la variabilité météorologique, en particulier celle
du régime des précipitations. Aux moyennes latitudes, cette variabilité météorologique est
associée à la variabilité de l’occurrence et de l’intensité des perturbations baroclines d’une
part, et des événements convectifs organisés ou non d’autre part. De nombreux travaux dans
la littérature scientifique ont cherché à expliquer ces fluctuations par des facteurs de grande
échelle. L’oscillation Nord-Atlantique est ainsi connue pour favoriser ces événements dans
sa phase positive sur le Nord de l’Europe et donc y renforcer les précipitations, tandis que
les conditions sont plus sèches sur le bassin méditerranéen. La situation s’inverse dans sa
phase négative. Sur les Alpes, le lien entre les circulations de grande échelle et la variabilité
météorologique régionale est plus complexe à établir, comme en témoignent les résultats
parfois contradictoires publiés par différents groupes de recherche. Les effets orographiques
intervenant sur ces reliefs tourmentés peuvent pourtant varier en fonction des différents
régimes de temps. Il en résulte une forte variabilité climatique spatiale en fonction des flux
dominants. Le haut bassin de la Durance est par exemple nettement plus sec que le Nord
des Alpes, les précipitations s’y produisant principalement par flux de Sud-Ouest. Le massif
du Queyras peut toutefois être occasionnellement copieusement arrosé lors de phénomènes
de retours d’Est.
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Quelle est la réponse du climat aux émissions de gaz à effet de serre ?
Les émissions anthropiques de gaz à effet de serre perturbent le bilan radiatif du système
Terre-atmosphère. Des modèles de circulation générale (GCM) couplés océan-atmosphère
ont été développés pour comprendre l’effet de cette modification du bilan radiatif sur le
climat, en incluant notamment les différentes interactions et rétroactions mises en jeu (e.g.
vapeur d’eau, surfaces, nuages). Sous le scénario d’émission A1B, ces modèles prévoient
un réchauffement global compris entre 2 et 3.5˚C à l’horizon 2100. Les précipitations
devraient également augmenter pour compenser les déséquilibres radiatifs entre la surface
et l’atmosphère par des échanges de chaleur latente. L’incertitude est toutefois plus grande
(+1 à +6%) en raison de l’intervention de nombreux processus soit amplificateurs soit
compensatoires. Les changements simulés sont en outre très variables dans l’espace, en
partie en raison de la modification de certaines grandes circulations de grande échelle.
Dans un certain nombre de projections, la phase positive de la NAO semblerait devenir
plus fréquente.
Quel est l’impact attendu du changement climatique sur les processus hydro-
logiques alpins ?
La principale conséquence attendue du changement climatique en milieu alpin est une
remontée de l’altitude de la limite pluie-neige en accord avec le réchauffement princi-
palement causé par le forçage radiatif. Il devrait en résulter une accumulation de neige
plus faible du manteau neigeux et par suite une diminution de la saisonnalité du régime
hydrologique. Le bilan d’énergie à la surface du sol et de la neige sera également perturbé
avec comme conséquences probables une fonte plus efficace et une évaporation plus
forte. Enfin, le régime hydrologique serait également directement affecté par d’éventuels
changements dans les quantités de précipitations. Cependant, la contribution des différents
processus supposés responsables de leur variabilité à de grandes échelles de temps et dans
un contexte de modification du climat (e.g. changements de circulations, changements
thermodynamiques), est en réalité très mal connue pour des échelles spatiales si réduites.
Comment procède-t-on pour quantifier les changements futurs du régime
hydrologique ?
Le régime hydrologique futur est classiquement obtenu par simulation en forçant un modèle
d’impact hydrologique par différents scénarios météorologiques futurs possibles. Toutefois,
la résolution des GCM n’étant pas compatible avec l’échelle spatiale des processus repré-
sentés dans les modèles hydrologiques, il est indispensable d’inclure une étape de descente
d’échelle. Outre la large gamme de scénarios fournis par les différents GCM développés
dans le monde pour les différents scénarios d’émission de gaz à effet de serre, de nombreuses
méthodes de différentes complexités pour les étapes de descente d’échelle et de modélisa-
tion hydrologique ont également été utilisées dans les études d’impact. Les méthodes de
descente d’échelle dynamiques sont les outils actuels représentant le plus fidèlement les pro-
cessus physiques, mais elles sont très coûteuses numériquement et leurs sorties ne sont pas
directement utilisables dans les études d’impact en raison de leurs biais importants. Les
méthodes de descente d’échelle statistiques permettent de corriger ces défauts, mais elles
soulèvent davantage de questions pour leur applicabilité en climat futur (e.g. stabilité des
liens d’échelles, respect de la cohérence spatiale et multivariée). Pour la modélisation hydro-
logique, les modèles conceptuels de type degré-jour sont majoritairement utilisés. Bien que
plus coûteux, les modèles basés sur un bilan d’énergie permettent de mieux expliquer les
raisons physiques des changements et pourraient s’avérer plus robustes en climat modifié.
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Les incertitudes associées aux différents modèles peuvent être appréhendées par une
approche multi-modèles. Si cette méthode est courante pour les scénarios climatiques
des GCM, elle n’est pas souvent appliquée pour la descente d’échelle et la modélisation
hydrologique. L’évaluation des différents modèles et de la capacité de l’ensemble de
la chaîne à produire des scénarios pertinents est rarement orientée sur la question de
l’applicabilité des méthodes dans un contexte de climat changeant. Il s’agit pourtant d’un
point clé.
Quelle est la méthodologie retenue pour cette thèse ?
Le bassin d’étude choisi pour cette thèse est celui de la Durance en amont du lac de Serre-
Ponçon, le plus grand bassin alpin non perturbé par des aménagements anthropiques. L’ave-
nir des apports en eau au lac de Serre-Ponçon revêt d’importants enjeux socio-économiques.
La méthodologie retenue prend en compte à la fois l’expertise des différents laboratoires
partenaires (LTHE, CERFACS et CNRM), le contexte des projets scientifiques récents et
en cours (ENSEMBLES, RIWER2030), et les différentes façons de limiter et de quantifier
les incertitudes associées aux outils de modélisation. En conséquence, nous considérerons
les scénarios climatiques fournis dans le cadre du projet européen ENSEMBLES sous le
scénario d’émission A1B. Ces modèles seront utilisés comme forçage de 3 méthodes de des-
cente d’échelle statistique : DSCLIM (CERFACS), D2GEN (LTHE) et ANALOG (EDF),
pour in fine alimenter le modèle hydrologique à bases physiques SIM (Météo-France). Nous
nous focaliserons en particulier sur l’évaluation des variables atmosphériques de grande
échelle simulées par les GCM, l’évaluation de la transférabilité des MDES et de leur ca-
pacité à reproduire les chronologies observées lorsqu’ils sont forcés par des réanalyses, et
enfin l’évaluation de la robustesse et de la transférabilité du modèle hydrologique lorsqu’il
est forcé par des observations météorologiques. Cette évaluation, nécessaire pour une ap-
plication des modèles en climat non stationnaire, sera cependant limitée à la fin du XXème
siècle et ne pourra donc pas garantir que les différentes combinaisons de modèles aient un
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Le modèle SAFRAN-ISBA-MODCOU a été retenu en section 4.5.1 comme outil de modéli-
sation hydrologique pour notre bassin d’étude. Dans cette seconde partie de la thèse, nous allons
voir tout d’abord comment les processus hydrologiques décrits au chapitre 1 sont représentés
dans ce modèle. Nous procéderons également aux évaluations nécessaires pour estimer son ap-
plicabilité en climat futur. Mais au préalable, nous allons voir que des défauts de simulation de
premier ordre vont nous contraindre à développer un certain nombre d’adaptations du modèle
pour le contexte d’un bassin alpin à topographie très accidentée.
5.1 SAFRAN
Le système d’analyse SAFRAN (Durand et al., 1993) a été initialement développé pour four-
nir des forçages atmosphériques en région montagneuse dans le cadre de la prévision du risque
d’avalanches. Il fournit une analyse, au pas de temps horaire, de huit variables : la tempé-
rature, l’humidité relative, la vitesse du vent, les rayonnements de courtes et de grandes lon-
gueurs d’onde, les précipitations liquides et solides, et la nébulosité. On suppose qu’au sein d’une
zone supposée climatologiquement homogène, les variables météorologiques sont seulement fonc-
tion de l’altitude et de l’exposition. Dans la version SAFRAN/Alpes, ces zones correspondent
aux massifs utilisés pour la prévision du risque d’avalanche. Dans la version SAFRAN/France,
elles correspondent aux zones SYMPOSIUM utilisées pour la prévision météorologique à courte
échéance de Météo-France (qui couvrent en moyenne une surface de 800 km2).
Sur chacune de ces zones, SAFRAN calcule au pas de temps de 6 heures des profils
de température, humidité, vitesse du vent, et nébulosité en s’appuyant sur une ébauche is-
sue des analyses d’un modèle atmosphérique : ARPEGE1(Dequé et al., 1994) ou CEPMMT2
(http ://www.ecmwf.int/research/ifsdocs/). Afin de constituer une archive climatologique plus
longue, et malgré une résolution moins précise (1.5˚), les réanalyses ERA-40 (Uppala et al.,
2005) ont été utilisées par Vidal et al. (2010), et par Durand et al. (2009b) pour rejouer res-
pectivement les analyses SAFRAN/France et SAFRAN/Alpes depuis 1958. Des archives du
CEPMMT à la même résolution prennent le relais de 2002 à 2008.
L’ébauche est ensuite affinée grâce aux observations disponibles par la méthode dite de
l’interpolation optimale (Gandin, 1965), et en vérifiant itérativement la qualité de chaque ob-
servation. La résolution verticale de cette analyse est de 300 mètres. Les valeurs ainsi analysées
sont ensuite interpolées au pas de temps horaire.
Les rayonnements de courtes et grandes longueurs d’onde sont calculés à l’aide d’un schéma
de transfert radiatif (Ritter et Geleyn, 1992) à l’aide des profils de température, humidité et né-
bulosité calculés précédemment. Certains ajustements sont ensuite réalisés pour la température
et l’humidité à 2 mètres.
Les précipitations sont analysées quotidiennement à 06h TU, l’ébauche étant constituée par
un champ climatologique, soit constant (SAFRAN/France), soit plus élaboré à l’aide d’une
1Action de Recherche Petite Echelle Grande Echelle
2Centre Européen de Prévision Météorologique à Moyen Terme
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classification en type de temps (SAFRAN/Alpes). Leur interpolation horaire est réalisée en
quatre étapes :
– Détermination de l’isotherme 0˚C horaire ;
– Détermination de la limite pluie-neige horaire en fonction de l’étape précédente, des ob-
servations, et du gradient vertical de température ;
– Détermination du ratio pluie/neige journalier en fonction des ratios observés et estimés à
l’aide de l’étape précédente ;
– Détermination des précipitations horaires et de leur phase en fonction des variations d’hu-
midité relative sous la contrainte des quantités journalières estimées par l’étape précédente.
Pour l’application hydrologique, les données SAFRAN ainsi obtenues sont alors interpolées
à la résolution 8 kilomètres, en fonction de l’altitude des points de grille.
On trouvera dans les publications spécifiques une description plus exhaustive de SAFRAN
(Durand et al., 1993), et une validation et comparaison des deux versions (Quintana-Segui et al.,
2008). Par ailleurs, Vidal et al. (2010) et Durand et al. (2009b) remarquent une amélioration de
la qualité de l’archive avec la hausse de la densité du réseau d’observations de surface à partir
des années 1990.
Une limitation importante de SAFRAN concerne, par construction, la qualité des données
de précipitations à une échelle infra-journalière. De plus, l’estimation des quantités de précipi-
tations en très haute montagne est également problématique. En effet, très peu d’observations y
sont disponibles, et les mesures de précipitations neigeuses souffrent souvent d’un fort déficit de
captation en raison d’effets aérodynamiques sur les appareils de mesure. Le système SAFRAN a
ainsi parfois montré ses limites pour des applications à des bassins glaciaires élevés. Les précipi-
tations ont ainsi été majorées de 50 % par Gerbaux et al. (2005) pour se rapprocher des mesures
d’accumulation de neige du glacier de Saint Sorlin3. D’autres travaux suggèrent que ce problème
de sous-estimation concerne l’ensemble des massifs français (Gottardi, 2009). Ils ont conduit au
développement d’une autre réanalyse visant à corriger pour partie le déficit de captation des
précipitations solides. Une analyse de sensibilité aux estimations de précipitations sera effectuée
pour illustration en section 7.1.2.
5.2 ISBA
Le schéma de surface ISBA4 (Noilhan et Planton, 1989; Noilhan et Mahfouf, 1996) est uti-
lisé par Météo-France dans ses modèles de prévision opérationnelle, de recherche, et de prévision
climatique. Il s’agit d’une simulation des transferts énergétiques et massiques entre le sol, l’atmo-
sphère, la végétation, et le manteau neigeux. Plusieurs versions ont été développées selon le type
d’applications. Nous présentons ici en détail la version utilisée dans la chaîne SIM opérationnelle.
5.2.1 Manteau neigeux
Le manteau neigeux est représenté par le schéma explicite à trois couches ISBA-ES
(Boone et Etchevers, 2001).
Le bilan massique s’écrit :
∂Ws
∂t
= Pn + pnPl −RlN − Esn (5.1)




où Ws représente l’équivalent en eau total du manteau neigeux (kg.m-2), et Pn et Pl
respectivement les précipitations solides et liquides. pn est la fraction totale de surface enneigée.
La quantité de précipitations liquides absorbées par le manteau neigeux est donc représentée
par le produit pnPl, la quantité restante étant interceptée par la végétation et le sol nu. Les
pertes pour le manteau neigeux sont l’écoulement sous le manteau neigeux RlN , et les pertes
par évaporation et sublimation à la surface, combinées dans le terme Esn. Toutes ces variables
sont en kg.m-2.s-1.
Discrétisation
Le manteau neigeux est divisé en 3 couches dont les épaisseurs Ds1, Ds2 et Ds3 sont définies
à chaque pas de temps en fonction de l’épaisseur totale Ds par :







si 0.2 m < Ds < 0.55 m
⎧⎨
⎩
Ds1 = 0.05 m
Ds2 = 0.34(Ds −Ds1) +Ds1
Ds3 = Ds −Ds1 −Ds2
(5.3)
si Ds > 0.55 m
⎧⎨
⎩
Ds1 = 0.05 m
Ds2 = 0.5 m
Ds3 = Ds −Ds1 −Ds2
(5.4)
La limitation de la couche supérieure à une épaisseur de 5 centimètres permet de mieux
représenter les échanges énergétiques qui sont essentiellement concentrés près de l’interface
neige/atmosphère.
Masse volumique
A chacune de ces couches est associée une masse volumique ρsi, qui évolue selon une loi de
tassement représentant le poids des couches supérieures et l’effet du métamorphisme des grains
(Anderson, 1976). Pour les nouvelles couches de neige, la masse volumique est paramétrée en
fonction de la température de l’air et de la vitesse du vent.
Bilan d’énergie




= Gsi−1 −Gsi − Fsi (5.5)
Par convention l’indice i désigne une couche de neige et augmente avec la profondeur (i = 1
pour la couche de neige de surface). csi est la chaleur spécifique de la couche i (J m-3K-1), Gsi
est le flux de chaleur entre les couches i et i+ 1, et Fsi représente l’absorption ou la libération
de chaleur latente dues aux changements d’état.
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A l’interface neige-atmosphère, le flux de chaleur Gs0 s’exprime par analogie à l’équation 1.1
par :
Gs0 = (1− αn)S ↓ +n(L ↓ −σT 4s1) +H + LE + pnPlcw (max(Ta, Tf )− Tf ) (5.6)
où l’on retrouve dans l’ordre les termes radiatifs courtes et grandes longueurs d’onde, les flux
turbulents de chaleur sensible et de chaleur latente, et le flux d’advection de chaleur par les
précipitations liquides. La plupart des variables ont été définies au paragraphe 1.2.1.2. σ est la
constante de Stefan-Boltzmann, n est l’émissivité de surface de la neige, cw la chaleur spécifique
de l’eau liquide (Jm-3K-1), Tf la température de fusion de la glace (K). Les lois d’évolution de
l’albédo de la surface de la neige αn formulées par Boone et Etchevers (2001) sont des fonctions
exponentielles décroissantes du temps entre deux chutes de neige successives, et prenant en
compte le degré de saturation en eau liquide de la couche de surface.
Les flux turbulents sont calculés à l’aide d’une formulation des coefficients d’échange basés
sur le nombre de Richardson (Noilhan et Mahfouf, 1996), détaillée dans l’annexe A. Ce type
de formulation tend habituellement à sous-estimer les flux turbulents à la surface de la neige
(Martin et Lejeune, 1998). Toutefois, dans ISBA-ES l’utilisation d’une longueur de rugosité
efficace sur la grille permet de corriger ce problème en prenant en compte la rugosité plus
forte d’éléments situés dans la couche limite atmosphérique au-dessus des surfaces enneigées
(végétation) (Boone et Etchevers, 2001).
Au sein du manteau neigeux, le flux de chaleur s’exprime par :
Gsi = Jsi +Qsi (5.7)
Qsi est le terme radiatif lié au rayonnement solaire qui décroît avec la profondeur suivant le
coefficient d’absorption βn. Jsi est le terme de diffusion de la chaleur. Il dépend du gradient de
température dans le manteau neigeux et de la conductivité thermique de la neige, elle-même
reliée à sa masse volumique (Anderson, 1976).
A l’interface sol-neige, la conduction de chaleur dépend du gradient de température entre le
sol et la neige et des conductivités des milieux. Ceci est simulé explicitement grâce au couplage
entre le schéma de sol et le schéma de neige.
Gestion de l’eau liquide
La résolution du jeu d’équations du bilan d’énergie permet de déterminer l’énergie dispo-
nible pour la fonte (ou inversement le regel) dans chaque couche (Fsi). L’eau liquide suit ainsi
localement la loi d’évolution :
∂Wli
∂t





où Rl représente le flux vertical d’eau liquide (kg.m-2.s-1). Le dernier terme représente la perte
par évaporation en surface (δE = 1 à la surface, δE = 0 sinon). A la surface, on a Rl0 = pnPl
(pluie). Pour une couche donnée, le flux vers la couche inférieure Rli est nul tant que son contenu
en eau liquide Wli est inférieur à la teneur en eau liquide maximale Wlimax, fonction de la masse
volumique ρsi (Anderson, 1976).
Le terme RlN est l’écoulement à la base du manteau neigeux, c’est la variable qui est in-
troduite dans le module de sol d’ISBA pour être partitionnée entre ruissellement de surface et
infiltration dans le sol.
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5.2.2 Sol et végétation
Pour la modélisation du sol, on utilise le schéma à trois couches ISBA-3L (Boone et al.,
1999), incluant le regel du sol (Boone et al., 2000).
Hétérogénéité de la surface
Le sol peut être partiellement couvert par de la végétation ou de la neige. Ainsi, on définit
veg la fraction de végétation, et les fractions de surface enneigée sur le sol nu pnsol et sur la
végétation pnveg . La fraction de surface enneigée pn est calculée à chaque pas de temps par :











où z0veg est la longueur de rugosité de la végétation, et Wscr une constante égale à 10 kg
m-2.
Bilan d’énergie et méthode Force-Restore
ISBA simule une température de surface du sol Ts résultant d’un équilibre entre le forçage
atmosphérique et un rappel vers une température profonde Tp. Pour une unité de discrétisation
spatiale donnée de la modélisation, une hypothèse simplificatrice forte est de ne calculer qu’un
seul bilan d’énergie à la surface du sol (pas de distinction entre les zones déneigées et enneigées,
couvertes ou non couvertes par la végétation). Si Ts représente réellement la température du sol
lorsque celui-ci est dépourvu de neige et de végétation, la grandeur est plus ambiguë dans le cas
d’une surface hétérogène. Il en est de même pour la température Tp. Cette méthode, appelée
« force-restore » (Deardorff, 1977), est couramment utilisée dans les modèles SVAT5.





(1− αs)S ↓ +s(L ↓ −σT 4s ) +H + LE − LfBl
)− 2π
τ






(Ts − Tp) + CGLfFpw (5.14)
CT et CG sont des coefficients d’inertie thermique, calculés en fonction de la nature du sol.
Dans l’équation 5.13, on retrouve dans le premier terme le bilan d’énergie de surface, semblable
à celui sur la neige, avec l’albédo et l’émissivité du sol (αs et s). Y est inclus un terme de
changement de phase de l’eau LfBl avec Bl = (RlN − Fsw), bilan entre l’eau fournie par la fonte
du manteau neigeux (RlN ) et le changement net de phase de l’eau déjà présente à la surface.
Les termes Fsw et Fpw correspondent à la différence entre l’eau regelée et l’eau fondue sur le pas
de temps (kg m-2), respectivement en surface et en profondeur. On trouvera les détails de leur
calcul dans l’article de Boone et al. (2000).
Le second terme de l’équation fait apparaître le terme de rappel vers la température
profonde Tp avec une constante de temps τ égale à 1 jour.
5interactions Sol Végétation Atmosphère
Section 5.2 63
Evaporation et sublimation
Les flux turbulents H et LE sont, comme pour la neige, respectivement proportionnels au
gradient de température et au gradient d’humidité entre la surface et l’atmosphère.
Le flux de chaleur latente LE se décompose en :
LE = Lv(Er + Etr + Egl) + (Lv + Lf )Egf (5.15)
Lv est la chaleur latente de vaporisation. Egl est l’évaporation à la surface du sol, Er est
l’évaporation de l’eau interceptée par la végétation, et Etr est la transpiration, eau prélevée par
les plantes dans la zone racinaire. Egf est la sublimation sur sol gelé. On se référera à l’annexe
A pour le détail des calculs des différents termes.
Gestion de l’eau
Pour la gestion de l’eau dans le sol, le modèle est donc composé de trois couches : la surface,
la zone racinaire, et le sol profond, de profondeurs d1, d2 et d3. On suit l’évolution de leurs
contenus en eau respectivement notés w1, w2, w3, et de leurs contenus en glace wI1 , wI2 et wI3 .
On suit également l’évolution du contenu en eau interceptée par la végétation Wr. La gestion





















d3 − d2 (K2 +D2)−K3 −
1

















ρw(d3 − d2)Fpw (5.22)
en respectant les contraintes :
0 <=Wr <=Wrmax (5.23)
wmin <= w1 <= wsat − wI1 (5.24)
wmin <= w2 <= wsat − wI2 (5.25)
wmin <= w3 <= wsat − wI3 (5.26)
0 <= wI1 <= wsat − wmin (5.27)
0 <= wI2 <= wsat − wmin (5.28)
0 <= wI3 <= wsat − wmin (5.29)
ρw est la masse volumique de l’eau liquide, C1 est un coefficient de transfert, Rr représente
l’eau s’égouttant de la végétation lorsque sa capacité d’interception est dépassée. Les termes I,
D1, D2, K2 et K3 sont définis ci-dessous.
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Ruissellement
Les contenus en eau du sol sont bornés par la porosité à saturation wsat. Rs est le ruissellement
de surface généré lorsque cette valeur est dépassée, et l’infiltration est ainsi définie par :
I = ((1− veg)Pl +Rr +RlN −Rs) (5.30)
Ruissellement sous-maille
Toutefois, en pratique, la saturation est rarement atteinte dans le modèle à l’échelle d’une maille
de plusieurs dizaines de kilomètres carrés. Or, quel que soit le degré de saturation moyen de la
zone considérée, une saturation locale des sols et donc une production locale de ruissellement
sont tout à fait probables sur le terrain. Il faut donc prendre en compte la variabilité sous-maille
de la saturation pour représenter le ruissellement à cette échelle. Un schéma de ruissellement
sous-maille a donc été introduit par Habets et al. (1999c), similaire au schéma VIC « Variable
Infiltration Capacity » (Wood et al., 1992). Il suppose qu’une fraction de surface est saturée et
que celle-ci dépend du contenu en eau à l’échelle de la maille :





L’eau reçue par cette fraction de la maille est donc supposée s’évacuer en ruissellement direct.
Le ruissellement sous-maille est d’autant plus fort que le paramètre de calage br est fort.
Drainage et diffusion




















d3 − d2 max(Wd, w3 − wfc) (5.35)
wgeq est le contenu en eau de la surface à l’équilibre entre gravité et capillarité, et wfc est le
contenu en eau à capacité aux champs (Noilhan et Planton, 1989).
Drainage sous-maille
Si w3 >> wfc, K3 est proportionnel à w3 − wfc. Si au contraire w3 < wfc, un drainage
minimal est imposé par la paramétrisation du drainage sous-maille introduite par Habets et al.
(1999a), supposée représenter le fait qu’une fraction de la maille peut être sujette à un écoulement
même si la valeur moyenne du contenu en eau sur la maille est en dessous de la capacité aux
champs (figure 5.1). Ainsi :








Fig. 5.1 – Eau disponible pour le drainage max(Wd, w3 − wfc) = K3Cte en fonction du contenu
en eau w3 pour différentes valeurs de wdrain, et pour un sol dont la capacité aux champs est de
wfc = 0.29 m3/m3 (taux d’argile de 30%)
wmin est un seuil numérique fixé à 0.001 m3/m3, en général jamais atteint. Le paramètre de
calage du drainage sous-maille est donc wdrain (en m3/m3).
Dans la pratique, ce terme est important dans SIM car il permet de soutenir les débits
d’étiage, en compensant l’absence de simulation explicite du stockage d’eau dans des nappes
souterraines.
5.2.3 Paramètres
Les paramètres relatifs au sol et intervenant dans les différentes équations de la section 5.2.2
(e.g. C1, C2, C3, C4, wfc, wsat, etc.) sont déterminés à partir de fonctions de pédotransfert
faisant intervenir les taux de sable et d’argile. Ces fonctions sont calibrées à partir de mesures
réalisées dans le Sud-Ouest de la France (Noilhan et Lacarrère, 1995), et appliquées ensuite en
transposition spatiale sur toute la France.
Pour décrire le sol et la végétation, SIM fait finalement intervenir les 10 paramètres suivants :
– le pourcentage de sable
– le pourcentage d’argile
– la profondeur de la zone racinaire
– la profondeur du sol
– l’albédo de la surface
– l’émissivité de la surface
– la fraction de végétation
– la longueur de rugosité de la végétation
– l’indice foliaire (LAI6)
– la résistance stomatique minimale
Ils sont extraits de la base de données ECOCLIMAP (Masson et al., 2003). Les pourcentages
de sable et d’argile sont extraits de la BDGSF7 de l’INRA8. La carte de végétation est réalisée
en croisant des nomenclatures déjà existantes — pour l’Europe la base CORINE9 Land Cover
(Heymann, 1993) — , des cartes de zonage climatique — pour l’Europe les cartes climatiques du
projet FIRS (European-Commission, 1995) — , et les profils de NDVI (Normalized Difference
6Leaf Area index
7Base de Données Géographique des Sols de France
8Institut National de Recherche Agronomique
9COoRdination de l’INformation sur l’Environnement
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Vegetation Index) du satellite NOAA/AVHRR en 2000. Le NDVI est un indice fonction des
réflectances normalisées de deux canaux satellites (rouge et proche infrarouge) qui a en effet
la propriété d’être relié à l’activité photosynthétique des couverts végétaux. 215 couvertures
homogènes ont ainsi été discriminées, et un certain nombre de paramètres primaires (comme
par exemple l’indice foliaire ou LAI) sont calculés.
Une version V2 d’ECOCLIMAP est actuellement en phase de test (Faroux et al., 2009)
mais n’a pas encore été implémentée dans la version opérationnelle de SIM en 2009. Il s’agit
d’utiliser des cartes d’occupation des sols plus récentes (GLC200010 et CORINE2000) et de
remplacer le zonage climatique et les profils de NDVI précités par une classification automa-
tique sur les séries temporelles de NDVI du satellite SPOT/VGT sur la période 1999-2005,
plus longues, et offrant une meilleure résolution spatiale. Nous y reviendrons dans la section 6.3.3.
Deux paramètres restent néanmoins des paramètres de calibration : le paramètre de ruissel-
lement sous-maille br, généralement pris à une valeur par défaut, et le paramètre de drainage
sous-maille wdrain, qui peut être calibré de différentes manières, soit pour optimiser le critère
de Nash (Etchevers et al., 2001b), soit pour soutenir un certain quantile des débits d’étiage
(Caballero et al., 2007). Nous reviendrons sur ce point dans le chapitre 6.
5.3 MODCOU
Le modèle hydrologique MODCOU11 a été développé par l’Ecole des Mines de Paris
(Ledoux et al., 1989). Il s’appuie sur un découpage en mailles carrées emboîtées, dont la ré-
solution est variable de 1 à 8 kilomètres, et sur un réseau hydrographique composé de mailles
rivière et de biefs.
Dans SIM, le ruissellement de surface Rs et le drainage K3 simulés par ISBA sont injectés
dans ce modèle pour la simulation :
– de leur transfert en rivière par la méthode des isochrones ;
– du routage dans le réseau principal, de bief à bief, également sur un principe d’isochro-
nisme ;
– des échanges entre rivière et aquifère profond.
Le temps de concentration de notre bassin étant inférieur à un jour, la simulation des
processus de transfert est en réalité quasiment transparente lorsque l’on s’intéresse à des débits
quotidiens. Par ailleurs, aucun aquifère n’est représenté sur le bassin versant de la Durance.
Seuls les aquifères de la Seine et du Rhône sont modélisés dans SIM. C’est la raison pour
laquelle nous ne détaillerons pas davantage ici la simulation de ces processus.
5.4 Performances de SIM
Le modèle SIM a été appliqué sur l’ensemble du territoire français. Les débits sont ainsi mo-
délisés en plus de 900 stations et 250 exutoires. Pour notre bassin, les simulations sont effectuées
en quatre points de la Durance (Briançon-aval, l’Argentière-la-Bessée, Embrun-la Clapière, et
Espinasses-Serre-Ponçon) et en deux points de l’Ubaye (Barcelonnette-Abattoir et Le Lauzet-
Ubaye-Rocherousse).
Les deux tiers des stations simulées présentent des résultats satisfaisants avec critère de Nash
supérieur à 0.55, et une erreur sur les débits annuels moyens inférieure à 10% (Habets et al.,
2008). Malheureusement, la région alpine apparaît comme l’une des plus mal simulées (scores
de Nash inférieurs à 0.2 sur la majorité des stations). L’absence de représentation de l’influence
























































Fig. 5.2 – Débits calendaires quotidiens observés et simulés par la version opérationnelle de SIM
à Embrun-la Clapière (moyennes sur la période 1980-2006).
Pour de nombreux bassins alpins, une simulation correcte des débits observés nécessite en effet,
quel que soit le modèle hydrologique retenu, la reconstitution des opérations de gestion de la
ressource en eau amont — stockage, vidange, dérivations, etc. C’est par exemple le cas pour
l’Isère (Claude, 2011). En revanche, le bassin de la Durance n’est pas réellement perturbé par ce
type d’opérations en amont de Serre-Ponçon. Pourtant, la superposition des courbes des débits
quotidiens moyens observés et simulés par SIM à Embrun-la Clapière (figure 5.2) fait apparaître
un certain nombre de défauts de premier ordre :
– Déphasage temporel important du pic de crue nivale (SIM trop précoce)
– Surestimation de l’intensité du pic de crue nivale
– Large sous-estimation des débits d’étiage en fin d’été, début d’automne, ainsi que pendant
les mois d’hiver
– Surestimation de l’intensité de la majorité des pics de crues d’automne
Des défauts de simulation de cette importance sont probablement causés par la mauvaise
représentation de certains processus physiques. Nous avons donc cherché à les identifier et à les
corriger. C’est l’objet du prochain chapitre.
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Chapitre 6
Adaptations au contexte alpin :
ISBA-Durance
L’identification des principaux problèmes dans l’utilisation de SIM sur la Haute-Durance, nos
propositions de modifications du modèle et leur évaluation ont fait l’objet d’un article publié
dans Journal of Hydrology (Lafaysse et al., 2011). Ce chapitre est composé d’un résumé long en
français de cette publication, puis de l’article lui-même. Ses parties introductives (sections 1, 2.1
et 2.2) pourront éventuellement être ignorées par le lecteur pressé, puisqu’elles reprennent des
point déjà discutés dans les précédents chapitres de la thèse.
6.1 Résumé
Plusieurs défauts du modèle SIM peuvent être facilement identifiés pour expliquer les défauts
de simulation mentionnés en section 5.4.
Tout d’abord, sa discrétisation en mailles de 8 kilomètres ne permet pas de représenter
convenablement la topographie très accidentée du bassin. Le maillage de la France à la réso-
lution de 8 kilomètres se justifie d’une part par les exigences élevées en temps de calcul du
modèle, et d’autre part par le fait qu’une augmentation de la résolution n’apporterait généra-
lement pas d’informations pertinentes puisque les données de forçage (SAFRAN) ne sont pas
disponibles à une échelle plus fine. Toutefois, en montagne, un tel maillage ne permet pas de
correctement représenter la forte variabilité avec l’altitude des paramètres météorologiques, et
par répercussion de l’enneigement et des autres processus hydrologiques. Plutôt que de s’imposer
des coûts numériques importants par l’utilisation d’une résolution spatiale très élevée comme le
font Garen et Marks (2005) (250 m) ou Etchevers et al. (2001a) (1 km), nous avons choisi de
modifier la discrétisation spatiale du bassin en utilisant le concept d’Unités Hydrologiques Rela-
tivement Homogènes, ou RHHU pour l’abréviation anglophone. Cette approche, classiquement
utilisée par les hydrologues (Hingray et al., 2009), permet de mieux prendre en compte la varia-
bilité des comportements hydrologiques au sein d’un bassin, liée en particulier à la topographie,
aux caractéristiques pédologiques, ou à l’occupation des sols, tout en limitant les coûts numé-
riques. Dans les travaux de Lindstrom et al. (1997); Gurtz et al. (1999); Schäfli et al. (2005), les
RHHU permettent par exemple de mieux représenter la variabilité altitudinale de l’enneigement
et des autres processus hydrologiques. Dans notre application, la méthode permet également de
prendre en compte l’effet des forts gradients de rayonnement solaire en fonction de l’exposition
des pentes, un phénomène qui, à de rares exceptions près (Verbunt et al., 2003; Lehning et al.,
2006), est souvent négligé dans les modèles.
Ensuite, nous avons vu dans la section 1.5.6 que les débits estivaux au Monêtier-les-Bains
et à l’Argentière semblent fortement influencés par la fonte glaciaire. SIM ne simule pas ce
processus. Le volume manquant à ces stations est par répercussion également manquant en
aval. Il se trouve que les débits simulés par SIM sont justement largement sous-estimés pendant
la période estivale. La simulation de la fonte glaciaire semble donc intéressante à étudier pour
corriger cela, d’autant qu’elle est relativement simple à mettre en œuvre. En effet, la classification
des types de sol CORINE1 Land Cover comprend une zone de glaciers couvrant 39 km2 sur notre
bassin. Il est donc intéressant de dissocier les surfaces englacées des surfaces non englacées dans
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la discrétisation du bassin. Finalement, les facteurs ayant conduit à la délimitation des RHHU
sont les limites topographiques des différents sous-bassins versants, l’altitude, l’exposition, et le
caractère englacé ou non englacé. Au final, nous obtenons 639 RHHU pour décrire l’ensemble
du bassin. La simulation des zones englacées est décrite dans l’article et repose sur l’utilisation
d’ISBA-ES avec une couche de glace supposée infinie.
Enfin, l’absence de représentation explicite de nappes souterraines est habituellement com-
pensée dans SIM par un paramètre de drainage sous-maille wdrain (Habets et al., 1999a), qui
force une vidange minimale du sol, même lorsque l’on est en dessous du point de flétrissement
à l’échelle de la maille (cf. dernier paragraphe de la section 5.2.2). Les différentes calibrations
de wdrain (Etchevers et al., 2001b; Caballero et al., 2007; Habets et al., 2008) restent insatisfai-
santes car elles tendent parfois à compenser d’autres défauts de simulation. Martin et Habets
(2005) ont ainsi montré que l’application d’un drainage sous-maille excessif peut amener à
simuler des humidités du sol anormalement basses. Les valeurs sont donc seuillées à 0.001
m3/m3 dans la chaîne opérationnelle. Sur le bassin de la Durance à Embrun, sans drainage
sous-maille, le modèle SIM opérationnel donne des résultats très insatisfaisants : pas de soutien
du débit d’étiage, déphasage de l’onde de crue nivale. La valeur de wdrain (0.003) utilisée par
Etchevers et al. (2001b) permet de soutenir les débits pendant l’étiage hivernal, mais elle semble
excessive, et ne permet pas un rephasage suffisant de l’onde de crue. Nous proposons donc dans
l’article de remplacer cette paramétrisation sous-maille par une simulation conceptuelle d’un
réservoir souterrain, supposé permettre de représenter les stockages souterrains répartis sur
le bassin (stockage sous pierriers, nappes de versant, nappe alluviale de fond de vallée). Bien
que conceptuel, ce modèle correspond à une solution particulière de l’équation de Boussinesq
pour le tarissement d’une nappe libre limitée par un substratum imperméable peu profond (cf.
annexe B.1). La méthode de calibration des paramètres de vidange de ce réservoir (Wittenberg,
1999) repose uniquement sur l’analyse des récessions d’automne des débits observés, elle est
donc indépendante des simulations de ISBA. Un paramètre d’infiltration de l’eau drainée par
ISBA dans ce réservoir a néanmoins nécessité une calibration par analyse de sensibilité.
Les améliorations apportées par les différentes modifications ci-dessus sont substantielles. Les
scores utilisés pour l’évaluation des séries simulées de débits quotidiens ont progressé à toutes les
stations, l’onde de fonte nivale est beaucoup plus en phase avec les observations (date, durée et
intensité). Les récessions en été et en automne sont beaucoup plus réalistes. La contribution des
différentes modifications est également analysée dans l’article par la confrontation de différentes
expériences de simulations. On note en particulier que ni la nouvelle discrétisation spatiale ni le
module souterrain ne pourraient individuellement permettre de reproduire correctement l’onde
de fonte : la contribution tardive à l’écoulement des RHHU les plus élevées et le retard du
transfert en rivière des eaux de fonte par les nappes souterraines doivent tous deux être pris
en compte. L’apport des classes d’exposition est plus sensible sur les petits bassins présentant
un déséquilibre dans les classes représentées. La contribution glaciaire n’est pas négligeable
puisque même à Embrun où les glaciers représentent seulement 2% de la surface totale du
bassin, l’écoulement glaciaire simulé représente tout de même 20% du débit au mois d’août.
La transférabilité du modèle dans l’espace et dans le temps est ensuite discutée dans l’article.
Même si l’évaluation de la robustesse du modèle dans le temps est incomplète en raison notam-
ment de l’hétérogénéité temporelle des données de forçage et de validation, plusieurs éléments
suggèrent que le modèle serait capable de produire des scénarios raisonnables en climat futur
(bases physiques, capacité du modèle à reproduire la variabilité interannuelle, test de transfert
de période, analyse des tendances).
Malgré ces progrès, deux défauts principaux de cette nouvelle configuration du modèle (ISBA-
Durance) sont identifiés. Tout d’abord, le volume global des écoulements est sous-estimé. La
sous-estimation des mesures de précipitations en montagne en est probablement en grande partie
responsable. L’introduction d’un facteur correctif (+10%) a priori inférieur à la précision de ces
données permet de corriger ce problème. Toutefois, elle ne répond pas au deuxième problème
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du modèle qui est son incapacité à soutenir l’étiage hivernal à hauteur des débits observés.
Les processus responsables de ces débits d’étiage sont mal connus. Deux hypothèses ont été
formulées : la vidange de nappes souterraines avec des temps de résidence de l’eau importants
ou une fonte continue à la base du manteau neigeux par restitution de la chaleur stockée dans le
sol pendant l’été. L’introduction de modules conceptuels pour représenter l’un ou l’autre de ces
processus peut de façon plus ou moins équivalente corriger ce défaut de simulation. Nous sommes
alors confrontés à un problème typique d’équifinalité (Beven, 2006) pour déterminer quelle est la
contribution respective des phénomènes correspondant à la production de ces débits hivernaux.
Pour affiner notre compréhension de ces mécanismes, des mesures de terrain seraient souhaitables
afin par exemple d’estimer les temps de résidence de l’eau dans les réserves souterraines. Ceci
étant complexe et coûteux, il serait plus facile dans un premier temps d’améliorer et de tester la
physique des interactions sol-neige dans le modèle hydrologique, en se basant par exemple sur
le schéma multi-couches ISBA-DF (Boone et al., 2000).
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s u m m a r y
The SAFRAN-ISBA-MODCOU hydrological model (Habets et al., 2008) presents severe limitations for
alpine catchments. Here we propose possible model adaptations. For the catchment discretization, Rela-
tively Homogeneous Hydrological Units (RHHUs) are used instead of the classical 8 km square grid. They
are defined from the dilineation of hydrological subbasins, elevation bands, and aspect classes. Glacier-
ized and non-glacierized areas are also treated separately. In addition, new modules are included in
the model for the simulation of glacier melt, and retention of underground water. The improvement
resulting from each model modification is analysed for the Upper Durance basin. RHHUs allow the model
to better account for the high spatial variability of the hydrological processes (e.g. snow cover). The tim-
ing and the intensity of the spring snowmelt floods are significantly improved owing to the representa-
tion of water retention by aquifers. Despite the relatively small area covered by glaciers, accounting for
glacier melt is necessary for simulating the late summer low flows. The modified model is robust over a
long simulation period and it produces a good reproduction of the intra and interannual variability of dis-
charge, which is a necessary condition for its application in a modified climate context.
 2011 Elsevier B.V. All rights reserved.
1. Introduction
The impact of global change on regional climates and in turn on
water resources is expected to be especially pronounced in moun-
tainous areas and in alpine domains in particular (EEA, 2009).
Future hydrological scenarios required for impact studies are clas-
sically performed with hydrological models using future meteoro-
logical scenarios based on General Circulation Model (GCM)
outputs.
For alpine catchments, some key hydrological processes are re-
lated to snow accumulation and melt. A number of climate change
impact studies have been carried out with temperature-index ap-
proaches (e.g. Jasper et al., 2004; Schäfli et al., 2007 for alpine
catchments). They usually give satisfactory validation results
(Zappa et al., 2003). Input data (i.e. air temperature and precipita-
tion) are easily available from GCM outputs and these parsimoni-
ous models are well suited for extensive uncertainties analysis
(associated with GCM and downscaling models for the develop-
ment of meteorological scenarios adapted to the scales of
hydrological impact studies). However, they do not account for
all of the physical processes involved in the snowpack evolution
(e.g. non linearity of some processes with respect to temperature).
Physical reasons for changes in snowpack space–time behaviour
and for hydrological changes cannot be tracked, and due to
their empirical nature, they also lack spatial and temporal
transposability.
These limitations are expected to be less poignant for physically
based models which compute snow accumulation and melt from
energy and mass fluxes between the atmosphere, the snowpack,
and the ground. Despite the usual difficulty of providing reliable
input data, energy balance snow schemes have been implemented
successfully in hydrological models for various hydroclimatic con-
texts (e.g. Lehning et al., 2006; Etchevers et al., 2001b over the
Swiss and French Alps). However, appropriate meteorological in-
put data are not always available for future climate scenarios.
The only hydrological applications of such models to the French
Alps in a modified climate context were carried out by Etchevers
et al. (2002) for the Rhone river basin and Boé et al. (2009) for
the entire French metropolitan territory. Both researches used
the SAFRAN-ISBA-MODCOU (SIM) hydrological model from
Météo France (Habets et al., 2008). Scenarios obtained for the
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French Alps have to be considered with caution due to the poor
performance achieved by the model for the present climate in
the region (Habets et al., 2008) (e.g. large underestimation of win-
ter and of late summer low flows, large temporal shift between ob-
served and simulated snowmelt spring flood). The present work
presents possible improvements of SIM for a more relevant simu-
lation of alpine catchment hydrological behaviour. A description
of the Upper Durance River (UDR) basin and of the SIM model prin-
ciples are given in Section 2. Adaptations of the model are exten-
sively detailed. Results are described in Section 3, with a set of
sensitivity tests which were done to evaluate the role of each mod-
el modification, and an analysis of the model transferability. A dis-
cussion of results, model limitations, and further model
improvements follows.
2. Dataset and models
2.1. The Upper Durance River (UDR) basin
The UDR basin is a mesoscale basin (3580 km2) located in the
Southern French Alps. Its outlet is at the Serre-Ponçon lake, which
is regulated by a large dam operated for hydropower production
by Electricité de France (EDF), with a key role for modulating the
water supply in Southeastern France. Contrary to most alpine ba-
sins in this region, the UDR discharges are mostly natural up-
stream of the lake. The climate is much drier than in the
Northern French Alps (Durand et al., 2009) due to the influence
of the Mediterranean and to the protection from oceanic distur-
bances by the relatively high Ecrins mountains. Rainfall and
snowfall spatial variability is usually high inside the catchment.
The Queyras region in the eastern part is the driest, but heavy
precipitation can occur when easterly winds, associated with a
low pressure system in Genoa Bay, bring humidity from Italy.
With altitudes ranging from 700 to 4100 m, the catchment pro-
duces highly seasonal flows: minimum and maximum discharges
are observed in winter and spring, respectively, mainly due to
snow accumulation and melt. Nevertheless, major floods can be
observed in fall due to thunderstorms with large liquid precipita-
tion amounts. Winter low flows are observed throughout the sea-
son and can last for 3 months or more. At the UDR basin outlet,
the corresponding volume (30 m3/s over 3 months) represent
approximately 10% of the average annual yields. Late summer
and fall river discharges have a number of marked recession se-
quences lasting several weeks after the end of the snow-covered
period, even for years with negligible precipitation during these
seasons. These recessions and winter low flows are probably sus-
tained by various aquifers, as suggested by Lardeau (1977) and
Obled (1980). 39 km2 of the UDR basin are covered by glaciers
according to the CORINE Land Cover database (Heymann, 1993).
As highlighted by previous works in similar areas (Hingray
et al., 2010; Lambrecht and Mayer, 2009), glacier melt is expected
to produce a significant contribution to late summer discharges
for some UDR subbasins. Late summer discharges observed for
right bank tributaries with an upper glacier system are propor-
tionally much higher than those observed for left bank tributaries
which are ice-free. Daily discharges measurements are available
for eight gauging stations on the Durance river and its main trib-
utaries (Ubaye, Guil, and Guisane, Table 1 and Fig. 1a). For the
Serre-Ponçon lake outlet, natural discharges have been recon-
structed by EDF for the 1950–2009 period from observed lake lev-
els and dam operations. These nine discharge time series are
further used for model evaluation.
2.2. The SIM hydrological model
SIM is used for flood forecasting, drought monitoring, water
budget, and climate change impact studies for the entire metropol-
itan French territory (Habets et al., 2008). It combines a meteoro-
logical analysis (SAFRAN), a land surface scheme (ISBA), and a
distributed hydrogeological model (MODCOU). The basic simula-
tion methodology is as follows: Meteorological surface variables
from SAFRAN are interpolated on a 8 km square grid and are used
to force ISBA at the same spatial resolution (SAFRAN and ISBA are
described in more details in the following subsections). Runoff and
drainage simulated by ISBA are used as input to MODCOU for the
simulation of the water transfer and the routing to and within
the river network (Ledoux et al., 1989). The transfer of surface
flows is simulated through a geomorphologic isochronic approach.
Routing in the river is achieved through a cascade of conceptual
reservoirs. For our study, SIM is used for the simulation of daily
discharges. As the concentration time of the UDR basin is slightly
lower than the day, the transfer and routing modules of MODCOU
show little sensitivity. The MODCOU hydrogeological module is
currently used for simulating deep underground water storage
and river-aquifer exchanges in basins with large aquifer systems,
i.e. in the Seine River and Rhône River Basins. No such aquifers
were identified and simulated for alpine basins. As a result, the
MODCOU component of SIM has no effect on simulated discharges
in the UDR basin. It was thus omitted in our study, as was also done
in Strasser and Etchevers (2005).
2.2.1. The meteorological analysis SAFRAN
The 1958–2006 SAFRAN analysis is used to provide meteorolog-
ical inputs to ISBA at an hourly time step. Initially developed for
avalanche forecasting purposes in the French Alps (Durand et al.,
1993, 2009), the SAFRAN analysis has been extended over the en-
tire French territory (Quintana-Segui et al., 2008; Vidal et al.,
2010). Temperature, humidity and wind speed profiles are pro-
vided for climatically homogeneous areas, at a 6 h time step and
at a 300 m vertical resolution: first guess fields come from the
Table 1
River flows measurements stations and main catchment characteristics.
Station River Altitude (m) Area (km2) Availability Operator
Le Monêtier Guisane 1510 78 1978–2008 DIRENa
Val-des-Prés Durance 1360 203 1975–2008 DIREN
Briançon Durance 1187 548 1955–2007 EDFb
Montdauphin Guil 950 725 1986–2007 EDF
L’Argentière Durance 950 984 1952–2008 DIREN
Embrun Durance 787 2170 1960–2007 EDF
Barcelonnette Ubaye 1132 549 1958–2008 DIREN
Le Lauzet-Ubaye Ubaye 790 946 1960–2007 EDF
Espinasses Durance 652 3580 1950–2006 EDF
a Direction Régionale de l’Environnement.
b Electricité de France.
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Fig. 1. The UDR basin and spatial discretizations for ID and SIM models. (a) ID discretization based on subbasin limits and elevation bands with bands median elevation; (c)
median elevation of the 8-km square grids in SIM discretization; (b and d) median, 5% and 95% percentiles of altitudes for each discretization unit (RHHUs in ID, grids in SIM).
Elevation is given by the 50-m DEM of IGN.
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ERA-40 reanalysis (Uppala et al., 2005), and they come from
ECMWF archives after 2002. They are corrected by observations
using an optimal interpolation method. Data are then interpolated
to a hourly time step. The Ritter and Geleyn (1992) radiation
scheme computes incident solar and atmospheric radiation from
these analysed profiles. Surface temperatures are adjusted for dif-
ferent slope aspect classes. The precipitation analysis is performed
at a daily time step (06H UTC) in order to increase the number of
available observations. The guess field for a given day is the clima-
tological field for the corresponding weather type. The snow-rain
transition level is determined from observations and the 0 C
isotherm elevation in the analysed profiles. The hourly interpola-
tion of precipitation is based on the 6 h humidity analysis.
2.2.2. ISBA
The ISBA model simulates on a 5 min time step interactions
between the soil, vegetation and the atmosphere (SVAT model).
Surface and soil temperatures are simulated from a surface energy
balance, based on the Force-Restore method (Noilhan and Planton,
1989; Noilhan and Mahfouf, 1996). Surface and soil water fluxes
are represented with a 3 layer model (Boone et al., 1999) repre-
senting the surface, the root zone, and the subroot zone (Fig. 2).
The model simulates rainfall interception by vegetation, evapora-
tion from bare soil, evapotranspiration, infiltration, surface runoff,
and soil drainage (deep percolation from the subroot zone). Tran-
spiration comes from the water content in the first two layers,
the subroot zone may provide water to the root zone by capillary
rises. The water content of each layer can freeze and melt (Boone
et al., 2000). The partition between infiltration and runoff is based
on a subgrid runoff parametrization introduced by Habets et al.
(1999b) and based on the Variable Infiltration Capacity scheme
(Zhao, 1992; Wood et al., 1992). The curvature parameter for this
parametrization is usually taken at the default value (0.5) for
France. The other soil and vegetation parameters are derived from
the ECOCLIMAP database (Masson et al., 2003), following Habets
et al. (2008). This database is available at a 1 km horizontal resolu-
tion and data are aggregated to the catchment spatial discretiza-
tion (a 8 km square grid in classical SIM applications).
The snowpack time evolution is simulated by the snow-scheme
ISBA-ES (Boone and Etchevers, 2001). It computes the energy bal-
ance for three snow layers with a thin surface layer focusing on en-
ergy exchanges with the atmosphere. The parametrization for
turbulent fluxes is the same as that for the soil surface (Noilhan
and Mahfouf, 1996). An effective roughness length is used in order
to account for an increase of turbulence relative to that for a pure
snow surface by considering subgrid effects (e.g. trees, topogra-
phy). Snow albedo varies in time according to the parametrization
described by Boone and Etchevers (2001). Each snow layer releases
Fig. 2. Water fluxes in ISBA and in the new underground module.wi andwIi: liquid and solid water content of the ith soil layer;WSi andWLi: snow water equivalent and liquid
water content of the ith snow layer; Pn and Pl: solid and liquid precipitation; Rl1, Rl2, Rl3: liquid water drainage for snow; Rs: surface runoff; I: infiltration; K2 and K3:
gravitational drainage; D1 and D2: diffusion fluxes; Esn: evaporation and sublimation from snow surface; Egl: evaporation from bare soil; Egf: sublimation from frozen bare soil;
Etr: transpiration; Er and Rr: evaporation and drainage of intercepted water by vegetation; Rr: runoff from vegetation; Fs1, Fs2, Fs3, Fsw, Fsp: freezing/melting terms; S:
underground reservoir water stock; U: underground reservoir drainage.
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melt to the lower snow or soil layer if its retention capacity for li-
quid water is exceeded. This latter is function of the snow layer
thickness and of snow density estimated following the parametri-
zation presented by Anderson (1976).
2.2.3. Performance over the alpine region and processes needing
improvement
The model has been validated by Habets et al. (2008) for France
at the regional-scale. It gives fairly good results for two thirds of
the national flow gauging network. However, results are poor over
the Alpine region. For some rivers like Isère, this performance can
be partly explained by hydrological perturbations induced by accu-
mulation reservoirs used for hydroelectricity production. However,
over the UDR basin, discharges are mostly natural and the poor
simulations suggest important defaults in the model itself.
First, the 8 km square grid discretization does not fit the rugged
topography. The elevation range covered by each 8 km square grid
is often wider than 1000 m (see Fig. 1c and d for the UDR basin). As
meteorological variables, and in turn vegetation and snow cover,
are strongly elevation dependent, the 8 km square grid can not
adequately describe the high spatial variability of the main hydro-
logical processes. Then, low flows are not expected to be well rep-
resented since the model does not include water storage and
release from aquifers nor ice melt from glaciers, although these
processes may be significant as mentioned in Section 2.1. This
can be illustrated by the significant time lag between the disap-
pearance of snowpack for all observation points and the end of
the discharge recession curve after spring flood (not shown). In




Increasing the spatial resolution (as in Etchevers et al. (2001a))
is one possible a strategy for a better description of elevation re-
lated variability and in turn for an improved model performance.
A more economical approach can be achieved by introducing ele-
vation bands (Fig. 3d), as already highlighted by numerous studies
(e.g. Schäfli et al., 2005; Jia et al., 2006). Other possibilities for
model improvement are also to explicitly account for slope as-
pects in the catchment discretization (Verbunt et al., 2003; Leh-
ning et al., 2006) and for ice melt from glaciated areas (Horton
et al., 2006; Lambrecht and Mayer, 2009). Both issues were usu-
ally neglected by models for this basin (Strasser and Etchevers,
2005; Paquet, 2004). Solar incident radiation, a main component
of the energy budget at the snow-atmosphere interface, is actually
strongly linked to aspect and has a significant influence on the
snowpack spatial variability. On the other hand, in dry summer
seasons, when the snowpack has more or less disappeared, the
contribution of ice melt to discharges may be non negligible, even
when the proportion of glaciated areas is small. We therefore con-
sidered an alternative discretization based on the concept of Rel-
atively Homogeneous Hydrological Units (RHHUs) (e.g. Hingray
et al., 2009). The UDR basin is first modelled with 9 subbasins, de-
fined according to the locations where discharge data are required
and/or available, and according to the guidelines proposed by Ob-
led et al. (2009). The ice-covered and the ice-free parts of each
subbasin are separately divided into 300 m elevation bands
(Fig. 1a and b) and further to 7 aspect classes (North, East,
South-East, South, South-West, West, and flat zones when the
slope is lower than 5, Fig. 3a). Note that these altitude and aspect
resolutions correspond to those available from the SAFRAN analy-
sis. The discretization results in 639 RHHUs where meteorological
variables and hydrological processes are assumed to be relatively
homogeneous. Elevation bands and aspect classes are obtained
from the 50-m resolution DEM from the French national geo-
graphic institute (IGN). Limits of the subbasins are determined
by the O’Callaghan and Mark (1984) algorithm. The UDR area cov-
ered by glaciers is extracted from the CORINE Land Cover data-
base (Fig. 3b). The latter is based on IGN topographic maps and
on satellite data from 1990.
Forcing meteorological data for a given RHHU are obtained by
an area weighted mean of SAFRAN analysis values available for
the SAFRAN homogeneous areas of the region. For each RHHU,
direct solar incident radiation Sdir computed in SAFRAN for flat sur-
a b
Fig. 3. (a) Aspect classes; (b) glacier extent from the CORINE Land Cover database.
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faces is projected on the RHHUmedian slope, according to hour an-
gle c, solar azimuth angle w, slope angle h, and aspect /. The pro-
jected direct incident solar radiation Sp is expressed by:
Sp ¼ Sdir  ðcos c sin/ cosðw p hÞ þ sin c cos/Þ ð1Þ
Horizon masks induced by surrounding mountains are ne-
glected here. Mean soil and vegetation parameters are estimated
for each RHHU from the ECOCLIMAP database following Habets
et al. (2008). The vertical gradient of vegetation parameters is bet-
ter accounted for with the elevation bands than with the initial
8 km square grid discretization (cf. Fig. 4a and b). Runoff series
simulated with ISBA for the different RHHUs of each UDR sub-
catchment are cumulated on a daily time step. The ISBA soil drain-
age flow supplies the groundwater submodel described in Section
2.3.3.
2.3.2. Glacier melt module
On glacier covered areas, we implemented the possibility for ice
melt using the same snow-scheme (ISBA-ES). Its bottom layer is as-
sumed to be an infinitely deep ice mass, which is similar to the ap-
proach presented by Gerbaux et al. (2005) and Lejeune (2009). The
simulated glacier does not store liquid water. When all of the sea-
sonal snowpack has melted for a given glacier elevation band, the
albedo of the surface layer is set to 0.3, a value usually observed for
glacier surfaces (Corripio, 2004; Hock, 2005). The roughness length
is also multiplied by 10 following Gerbaux et al. (2005) (this corre-
sponds to a doubling of turbulent exchanges). The UDR area cov-
ered by glaciers is assumed to be constant for the present
simulation period and thus corresponds to the state of the glaciers
during the 1990s.
2.3.3. Underground storage
As no aquifers are explicitly simulated by SIM in this catchment,
the model initially failed to reproduce long-duration low flows. In
previous works, this problemwas partly solved by the introduction
of a subgrid drainage parametrization (Habets et al., 1999a) which
allows the ISBA subroot layer to continuously release water even if
its liquid water content is lower than the wilting point. For the UDR
basin, although low flow simulations are improved with such a
scheme, the value of the subgrid drainage parameter calibrated
by Etchevers et al. (2001b) is significantly larger than those ob-
tained for other French catchments and leads to abnormally dry
soils (Habets and Martin, personal communication). Here we pro-
pose an alternative scheme based on the fact that low flows are
probably sustained by underground water storages, as mentioned
in Section 2.1. These latter may be present in the UDR basin under
rock fields downstream from glaciers and from several aquifers
along hillslopes and/or alluvial valley fillings of the basin. Without
any additional information on the existence and relative impor-
tance of these different storage possibilities, we implemented a
lumped underground reservoir for possible underground water
storages in the catchment. After a long period without any precip-
itation, snow- or ice melt, discharges observed in the river are only
induced by the release of water stored within these underground




where Q is the observed discharge and where A and B are constant
coefficients. The general solution of Eq. (2) corresponds to an
approximate or an exact analytical solution of the one-dimensional
Boussinesq equation describing the transient behaviour under
Dupuits assumption of an unconfined groundwater storage above
an horizontal impervious layer (Boussinesq (1903) in Dewandel
et al. (2003)). A quadratic recession law (when B ¼ 32) is obtained
for the long time solution (i.e. when the recession drawdown ex-
tends over the entire bed of the aquifer) in the so called case of a
fully penetrating stream draining an initially saturated aquifer with
a no-flow condition at the edge of the aquifer. An exponential reces-
sion law (B = 1) is obtained when the underground impervious sub-
stratum is located far below the stream. It is easy to show finally
that Eq. (2) is the Ordinary Differential Equation of a non-linear res-
ervoir with infinite storage capacity for which the output discharge
is a non-linear function of the storage S(t):
QðtÞ ¼ aSðtÞb ð3Þ
where b ¼ 12B and a ¼ ðAð2 BÞÞ
1
2B. In the present work, a under-
ground layer represented with such a reservoir is therefore added
for each RHHU to ISBA. This underground submodel has 2 parame-
ters: the outflow coefficient, a, and the non-linear exponent, b. It is
supplied with a fraction, j, of the drainage outflow simulated from













Fig. 4. Fraction of vegetation covered surface (%), August 1st–10th, ECOCLIMAP data aggregated: (a) on the 81 units defined by sub-catchments and elevation bands; (b) on
SIM 8 km cells.
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sumed to produce the sub-surface flow component of the river
discharges.
The first 2 parameters of the groundwater submodel (a, b) are
estimated using the method proposed byWittenberg (1999): when
discharges are only due to the contribution of aquifers and when
the recharge of aquifer is zero, an analytical expression of a as a
function of b, can be obtained by equating the total volumes of flow
estimated from observed and theoretical discharges respectively.
We therefore selected discharge series which we assumed origi-
nated from groundwater release only: recession periods with at
least 10 days after any liquid rainfall and no aquifer recharge by
snowmelt (from July to October). When initial conditions are
forced with observed discharges, recessions are best simulated
with the quadratic recession model (b = 2). The Nash and Sutcliffe
(1970) Efficiency (NSE) is higher than 0.95 for all subbasins. The
corresponding discharge coefficients a(b) show rather low inter-
basin variability. Note that residence times of water in under-
ground storages (estimated as the ratio SQ with S a function of Q fol-
lowing Eq. (3)) vary from around 1 month for high groundwater
level conditions, to around 3–4 months for low groundwater level
conditions. This highlights the high probability that underground
storages contribute within the different subbasins of the UDR
basin.
a and b were estimated from observed recessions only. Con-
versely, the calibration of j is model-dependent and requires the
outputs of ISBA. It was here achieved using classical sensitivity
analysis. Its optimal value is around 0.7. However, it varies with
season, from 0.6 in fall, to 0.8 in spring, suggesting that the aquifer
recharge efficiency decreases when the amount of water stored
within the aquifer increases. However, a time variable repartition
model where j depends on groundwater storage (e.g. Geyer
et al., 2001), did not improve the simulation performance (not
shown).
The underground reservoir outflow and the sub-surface flow
simulated for all RHHUs of a subbasin are added to produce the
low flow components of river discharge at the basin outlet. They
are cumulated at a daily time step and further added to the runoff
series from ISBA. This gives the total simulated discharge at the
subcatchment outlet.
The different parameters of the modified hydrological model
are finally summarized in Table 2.
3. Results
We first compare results obtained for the initial SIM version,
based on a 8-km square grid discretization and without an under-
ground reservoir, with those obtained for the modified model, fur-
ther called ISBA-Durance (ID). For this configuration, the UDR basin
discretization is based on the RHHUs presented in Section 2.3.1.
The differences between both models are summarized in Table 3.
We next evaluate the influence of each model modification on
model performance. We therefore test a collection of model config-
urations (summarized in Table 4) ID2 to ID6, where different com-
ponents are in turn disactivated. Note that parameter values are
not recalibrated from one configuration to the other. All simula-
tions are performed for the 1980–2006 period.
We finally discuss the spatial and temporal transferability of
our results.
3.1. Performance of the adapted model
The new model configuration (ID) significantly improves the
simulation of the mean interannual cycle of daily discharges com-
pared to the operational SIM model. Of note, a very good simula-
tion of the rising limb, peak, and recession of the snowmelt flood
is achieved (Fig. 5c). In most figures of this paper, discharges from
Embrun station (2170 km2) are plotted rather than outflow from
the entire basin (3580 km2) because data from Embrun are ob-
served and not reconstructed from reservoir levels and operations.
The time evolution of daily discharges, especially those associated
with autumn flood events (rising limb and recession), is also better
reproduced for each individual year (e.g. 1992–1993 and 1999–
2000 in Fig. 5a and b). For all basin and subbasins, the NSE scores,
estimated using the simulated and observed daily discharges, are
therefore much higher with ID than with SIM (Table 5). For the
Embrun station, the NSE score computed separately for each year
of the simulation period is very stable with time (Fig. 5d); it is low-
er than 0.6 for only 1 year out of the 26 simulated. The mean inter-
annual discharge obtained with the modified model is, however,
still slightly underestimated. Despite of this, the interannual vari-
ability of annual discharge is well reproduced (Fig. 5e).
3.2. Contribution of model adaptations to improvement of model
performance
If the 8-km square grid discretization is kept instead of the
RHHU based discretization (ID-2), or if the underground storage
is not implemented (ID-3), high flows due to snowmelt occur much
too early in the season (Fig. 6) and NSE scores are significantly de-
graded. At the Embrun station, the NSE decreases from 0.78 to 0.45
for ID-2 and to 0.32 for ID-3. Without the underground storage
submodel, the snowmelt flood intensity is also significantly over-
estimated, and the late fall low flows are significantly underesti-
mated. The underground storage shifts and dampens the
drainage signal from ISBA. It therefore delays the transfer to the
river of a part of the snowmelt flow wave and the fall soil drainage
induced by fall rainfall events. In addition, the new discretization
Table 2
List of ISBA-Durance parameters and determination/calibration method.
ISBA soil and vegetation
parameters
No calibration: parameters derived from










Deduced from b following Wittenberg (1999)
Repartition coefficient j Sensitivity analysis dependent on ISBA
simulations
Ice albedo Fixed according to literature values (Hock,
2005; Gerbaux et al., 2005)
Table 3
Differences between SIM and ISBA-Durance (ID) models.
Name SIM ID
Discretization 8-km grid RHHUs
Aspect influence on solar radiation No Yes
Glacier melt No Yes
Underground reservoir No Yes
Table 4
Description of simulations performed for sensitivity tests (differences with ID model).
ID-2 Discretization with 8 km square grid
ID-3 No underground storage
ID-4 Vegetation database interpolated from 8 km maps
ID-5 No aspect classes
ID-6 No glaciers
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accounts for high elevation bands where snowmelt begins later in
the season. These RHHUs therefore contribute later to river flows.
Model improvement induced by the new discretization is
mainly achieved thanks to a better reproduction of the altitudinal
variability of the snow pack evolution. This is mainly related to the
high altitudinal variability of the meteorological parameters. It is
also related to the variability of vegetation cover. A better descrip-
tion of this variability also allows for model improvement. To
examine this further, we tested a model configuration (ID-4) where
the RHHUs vegetation cover derived from an 8 km resolution
vegetation map (same database as ID but with a lower resolution).
Results obtained with this configuration are degraded when com-
pared to those obtained with the reference (Table 5). A comple-
mentary analysis suggests that a better representation of
vegetation altitudinal variability leads to a better temporal evolu-
tion of the simulated evapotranspiration. The percentage of vege-
tation cover within elevation bands varies significantly as a
function of the mean elevation (Fig. 4a). For low elevation bands,
with high cover fractions, this lead to large evaporation rates as
soon as the snowpack has disappeared, i.e. early in the spring sea-
son. For these bands, the aggregation of vegetation data leads to a
large underestimate of the vegetation cover. At the catchment
scale, spring evaporation is therefore underestimated (not shown).
The opposite applies for high elevation bands: the overestimation
of vegetation cover due to aggregation leads to an overestimation
of summer evaporation (not shown).














































































































































































































































































Fig. 5. Performance achieved with SIM and with the reference version of the modified model (ID) (Embrun station). (a and b) time evolution of daily discharges for
hydrological years 1991–1992 and 1999–2000; (c) mean interannual cycle of daily discharges (1980–2006); (d) yearly NSE scores for daily discharges; (e) time evolution of
mean annual flow.
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Table 5
NSE on daily discharges for each station, 1980–2006. Main models (white columns)




























































Fig. 6. Model performance achieved using a 8 km square grid discretization (ID2) or
removing the groundwater module (ID3). Mean interannual cycle of daily
discharges (1980–2006, Embrun station).

























Fig. 7. (a) Spatial variations of mean snow cover duration (days/year) for glacier free RHHUs (ID model, 1980–2006); (b) mean duration versus elevation for the seven aspect
classes.
Table 6
Comparison for calibration period P1 (1980–2006) and validation period P2 (1959–
1980) of NSE and ratio between simulated and observed mean interannual
discharges.
NSE Discharges ratio
P1 P2 P1 P2
Briançon 0.63 0.74 0.91 0.79
Barcelonnette 0.68 0.72 0.94 0.91
Le Lauzet-Ubaye 0.72 0.76 0.76 0.74
L’Argentière 0.75 0.80 0.93 0.85
Embrun 0.78 0.81 0.84 0.80
Espinasses 0.78 0.81 0.82 0.80


























Fig. 8. Model performance achieved with (simulation ID-1) and without (simula-
tion ID-6) the glacier melt module (mean summer flows from July to September,
l’Argentière-la-Bessée station).
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Simulated snowpack time evolutions are very influenced by the
aspect angle. At 1800 m, the duration of the period with snow is 50
days longer for northern aspects than for southern aspects (Fig. 7).
The influence on the discharge simulation depends on the spatial
repartition of the different slopes. Without aspect classes (configu-
ration ID-5), the model performance is significantly degraded for
small subbasins (i.e. Le Monêtier, Briançon, Montdauphin) where
slope aspect is not homogeneously distributed (Table 5). Lehning
et al. (2006) showed an even greater influence of aspect on dis-
charge for a smaller basin (43 km2) where a straight valley sepa-
rates two prevailing aspects (North-West and South-East). Model
sensitivity is lower for larger basins (i.e. Le Lauzet-Ubaye, Embrun,
Espinasses) where contributions of different slopes may tend to
offset each other.
The contribution of glacier melt is required to adequately
sustain summer discharges. When the glacier melt submodule is
discarded (configuration ID-6), the model significantly underesti-
mates these flows for all simulated years (e.g. Fig. 8). The higher
the percentage of the basin area covered by glacier, the higher
the contribution of glacier melt to discharge. However, at the Emb-
run station, despite the relatively low percentage of glaciated areas
(1.8%), ice melt simulated flow still represents 20% of total dis-
charge in August. The glacier submodel is therefore required for
the entire basin.
3.3. Transferability of results
In order for the model to reliably simulate the impact of future
climate changes on the water balance and flows, the model has to
display a good temporal transposability and a good ability for sim-
ulating observed processes for very different hydroclimatic con-
texts. For this, hydrological models with a good physical basis
are usually expected to perform better than conceptual models.
The ISBA land surface scheme has been validated using ob-
served energy fluxes during extensive field experiments in South-
western France (Calvet et al., 1999). It has been successfully
transferred to various areas from polar (LeMoigne et al., 2009;
Biancamaria et al., 2009) to tropical conditions (Delire et al.,
1997; Boone et al., 2010), including mountainous environments
(Lejeune et al., 2007). In addition, the SIM hydrological model
was successfully applied to a domain covering all of France with
the same meteorological analysis, land scheme and soil parametri-
zation (Habets et al., 2008). The model performance improvement
achieved for the 9 UDR subbasins with the adaptations presented
in this work suggests also that these modifications would be useful
for at least other mountainous basins in the Alps or the Pyrenees.
This spatial transposability can however not be assessed as the
UDR basin is the only one in the French mountains, at this scale,
where discharges are not disturbed by human activities. The model
application to ungauged and/or disturbed basins would only re-
quire the development of regional relationships between the three
new underground parameters and geological characteristics.
The temporal transferability evaluation is also difficult to per-
form: available observations usually cover only a few decades
and the quality of meteorological forcing variables may vary over
the considered period. Over the 1959–2006 period, a significant
improvement of the SAFRAN analysis has been reported due to a
significant increase in the number of meteorological stations (Vidal
et al., 2010; Durand et al., 2009). Nevertheless, we present some
tests and analyses allowing for a rough estimation of the model
applicability in a future climate. The ID model performance
obtained for the 1959–1980 validation period is similar to that ob-
tained over the period for which underground submodel calibra-
tions and adjustments were performed (1980–2006) (Table 6).
On the other hand, for both time periods, a significant interannual
variability is observed for meteorological variables, such as precip-
itation and temperature and in turn for some hydrological vari-
ables such as the mean annual discharge, the spring snowmelt
flood intensity and shape. As already mentioned in the results sec-
tion, (see Fig. 5), the model is also able to reproduce this variability
quite well.
The ability of the model to reproduce observed trends in various
hydrological variables over the last 50 years was also tested. For
this time period and this region, SAFRAN data suggest a tempera-
ture rise of 1 C (Durand et al., 2009), but no significant precipita-
tion trend. This is in good agreement with trends derived from
homogenized measured series (with a statistical detection and cor-
rection of artificial shifts in meteorological series due to changes in
the conditions of measurements). The lack of this homogenization
process in SAFRAN (Vidal et al., 2010) however requires the consid-
eration of simulated hydrological trends with caution. Trends in
SAFRAN variables result in significant trends of snow cover charac-
teristics as identified from simulations with 3 statistical tests at the
0.05 level: Mann–Kendall (Mann, 1945; Kendall, 1975) and
Spearman (Kundzewicz and Robson, 2000) tests, and the classical
test on the slope of a linear regression. Despite the high interan-
nual variability of snow cover, a high decrease in the snow cover
duration is simulated (Fig. 9). Except for North facing slopes and
very high altitudes, all tests suggest a significant negative trend.
Results are very similar for snow depths. These results are also
similar to those obtained for the same region by Durand et al.
(2009) with another snow model. These simulated trends can
unfortunately not be validated with trends identified from obser-
vations due to the lack of long-time period snowmeasurement ser-
ies at the RHHU scale. However, a modification of the snowcover
dynamics results in the modification of the hydrological regimes.
The ability of the model to simulate relevant trends in snowcover
should be also reflected in its ability to simulate relevant trends in
hydrological regimes and especially the mean interannual monthly
discharges. For the UDR basin, a global and significant decrease is










































































Fig. 9. Trends (days/year) of annual snowcover duration versus slope aspect () and
elevation (m) (resp. angular and radial coordinates of graph). Trends were
estimated from ID simulation over the 1959–2006 period. Symbol size is propor-
tional to trend estimate. Symbol aspect corresponds to the number of positive
significance tests (0.05 level): no symbol: 0; empty triangle: 1; light grey: 2; dark
grey: 3 positive tests. Statistical tests are given in Section 4.
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discharges (Fig. 10 for Embrun station). In contrast, no significant
trend is observed for the other seasons. A similar behaviour has
been noticed by Renard (2006) with a regional trend test for a
few stations in the Southern Alps. When compared to observed
ones, simulated trends are satisfactory, even if the late spring
and summer decrease are slightly underestimated, and not always
significant for simulated discharges according to the statistical
tests. We obtain similar results for stations other than Embrun
where series are long enough for trend estimation.
Observed trends in monthly discharges are globally consistent
with the simulated decrease of snow cover extent and duration.
They may, however, also result from other hydrological process
modifications. A shorter duration of snow cover is, for example, ex-
pected to increase the duration of spring evaporation, and warmer
conditions to increase evaporation rates. The model is, in theory,
also able to account for these modifications. A more striking diffi-
culty is the assumption of a constant glaciated area over such a
long simulation period (Section 2.3.1). Evidence of glacier retreat
over the past century has been presented for a number of regions
in the world and especially for the Alps (Vincent, 2002). As shown
by previous simulations, the contribution of glaciers to summer
flows proved to be significant. This contribution may however vary
according to the time evolution of their extent. Due to a negative
mass balance for the last few decades, the glacier extent in the
UDR basin has been significantly reduced. Rabatel et al. (2008) esti-
mated an ice loss of 10.8 m water equivalent between 1980 and
2005 for Glacier Blanc, the largest glacier within the basin. This
has led to a severe glaciated area retreat. In the model, the constant
surface of glaciers is estimated from relatively old data and thus
corresponds approximatively to the middle of the simulation per-
iod. The ablation surface of the glacier and next the simulated gla-
cier contribution to river discharges is therefore underestimated
for the first decades of this period and respectively overestimated
for the last ones. This may partly explain why the observed
decreasing trend in summer discharges is underestimated by the
model. A continuous adaptation of the glacier area over the simu-
lation period is thus expected to improve the reproduction of the
observed trend.
4. Discussion
The model adaptations proposed in this paper have significantly
improved the simulation of daily discharge variability (Section
3.1). The model robustness and spatio-temporal transferability
(Section 3.3) suggest that the model would be a useful tool for cli-
mate change impact studies for alpine catchments. However, two
main limitations can be identified in the simulations. First, the
mean interannual water balance of UDR subbasins is not perfectly
reproduced with the model. Secondly, this underestimation affects
mainly winter low flows, which suggests a non-optimal temporal
repartition of a fraction of available water.
The global underestimation of observed annual discharges has
potentially three main reasons: (1) evaporation and sublimation
from snow covered, ice-covered, bare soil and vegetation could
be globally overestimated, (2) precipitation or (3) the contribution
of glacier melt to discharge could be conversely underestimated.
For the UDR basin and subbasins upstream of Embrun station, a
significant contribution of glacier melt to mean interannual dis-
charges is simulated. An increased contribution could be achieved
with another parametrization of the glacier melt submodel, and
especially with lower albedo values for ice. However, it is not pos-
sible to fill all the missing volume with realistic albedo values. On
the other hand, there is no glacier in the Ubaye subbasins where
mean interannual observed discharges are also underestimated.
Glacier melt error is therefore not the reason for the identified
problem. An overestimation of evaporation fluxes is, however, pos-
sible. In the UDR basin, additional sensitivity analyses show that
simulated evapotranspiration is very sensitive to adjustments for
some land parameters such as the root zone depth (not shown,
similar results are described by Artinyan et al. (2008)). Improving
the land property database may improve model performance but
this is beyond the scope of our work. On the other hand, uncertain-
ties in precipitation input seem at least as important: as frequently
reported, estimating precipitation amount in mountainous regions
is very difficult due to the scarcity of measurement stations at high
altitudes, but also to the systematic underestimation of snowfall by
gauges during windy conditions (Sevruk et al., 2009). Therefore,
analysis systems are less reliable in the highest parts of mountain-
ous areas. For the UDR basin, the 1980–2006 mean interannual
precipitation amount from SAFRAN is 10% to 25% lower than that
obtained from 2 versions of new precipitation analysis recently
elaborated by Gottardi (2009). For the Saint Sorlin glacier (Savoie,
about 3000 m high and 25 km away from the UDR basin), Gerbaux
et al. (2005) noticed that the measured annual local snow accumu-
lation was 50% larger than SAFRAN analysis precipitation amount.
Local specificities (e.g. micro-scale orographic effects, snow trans-
port by wind) are probably not sufficient to explain such a differ-
ence. This highlights the importance of precipitation related
uncertainty on the global underestimation of annual discharges.
An underestimation of precipitation by SAFRAN is likely and also
consistent with the bias revealed by the comparison between ID
simulated snow depths (SD) and snow water equivalents (SWE)
and local measurements respectively at 44 and 5 stations in the
UDR basin (median bias of 4.6 cm for SD and 63 mm for
SWE). The SD underestimation is higher for the stations above
2000 m. As expected, a simulation of ID with a 10% increase of
SAFRAN precipitation allows to significantly reduce all these biases
as shown by Table 7.
The origin of winter low flows could be due to some deep allu-
vial aquifers with residence times much larger than those identi-
fied for the underground submodel from late fall recessions and
which would therefore be able to sustain low flows during several
months or years. Indeed, Martinec et al. (1982) showed that the
concentration of tritium in the Dischma river flows (Swiss Alps)
suggest residence time of groundwater of four to five years. A sim-
ilar water retention might exist in various other alpine basins. To
investigate the relevance of this hypothesis, we tested an alterna-
tive configuration of the model. We added to the underground sub-
model another linear reservoir assumed to represent very deep
underground water retentions in the basin. This reservoir is fed
by a time variable discharge from the underground non-linear res-
ervoir described in Section 2.3.3 (Q2 ¼ S2s2 where S2 is the storage in








Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Observation
ID simulation
Fig. 10. Linear trends for monthly river flows (m3 s1 year1), observation and ID
simulation, 1959–2006 (Espinasses station). Symbols with the same nomenclature
as Fig. 9.
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constant). It produces a flow in the river proportional to its water
storage (Q3 ¼ S3s3 where S3 is the storage in the deep underground
reservoir and s3 the associated time constant). Both time constants
s2 and s3 were estimated optimizing the correlation between sim-
ulated and observed low winter flows (s2 = 33 days, s3 = 100 days).
SAFRAN precipitation increased by 10% are also used as model in-
put for the reasons discussed in the previous paragraph. With this
configuration, the hydrological annual cycle is better simulated
and NSE is significantly improved: the larger precipitation
amounts produce sufficient discharges volumes and the second
underground reservoir allows a good seasonal repartition of these
volumes, even in winter (Fig. 11 and Table 8).
However, the real contribution of a large residence time for
underground storage could be less significant. The low winter flow
could be also partly explained by snowmelt at the ground/snow-
pack interface due to the release of heat accumulated by soils in
summer and autumn before the snowpack sets up. This ground-
melt flow is neglected in the model as often done in models for
catchments with seasonal snowpack. This simplification could be
non relevant. For two low elevation sites in Oregon, ground heat
flux was estimated to be more than 20% of the total snowpack en-
ergy balance (Mazurkiewicz et al., 2008) and a significant melting
flux was allocated to groundmelt from lysimeter measurements in
France (0.4 to 0.8 mm/day at the 1350 m high Col de Porte exper-
imental station) and in Japan (Whitaker and Sugiyama, 2005, 0.8–
1.0 mm/day for different low to medium elevation sites in a cool
temperate forest). A slight but continuous heat flux between the
soil and the seasonal snowpack could therefore exist in the UDR
basin even if it is expected to decrease with altitude because of
colder soils. This may be enough to reproduce winter low flow.
For illustration, a 0.6 mm/day groundmelt flow occurring on half
of the Embrun basin area, would represent an additional river flow
discharge of 7.5 m3/s. This corresponds roughly to the estimated
9 m3/s lacking throughout the winter period.
The model soil scheme does actually not allow for the simula-
tion of such a regular groundmelt for two main reasons: (1) it can-
not represent the slow dynamics of soil heat accumulation and
release induced by the high thermal inertia of soils (the time con-
stant value (1 day) in the Force-Restore method is too small) and
(2) it does not simulate separately the soil energy balance of the
snow-free and snow-covered fractions of each RHHU. As a result,
when a RHHU is partly covered by snow (a frequent situation in
the UDR basin for middle altitudes where vegetation is usually
high) and when the snow-free fraction is in contact with a cold
atmosphere, this latter point usually leads to a non realistic cooling
of the snow-covered soil fraction which in reality is thermally iso-
lated from atmosphere. The simulated soil temperature is conse-
quently too cold to allow for groundmelt.
In complementary studies, we tested a simple conceptual
parametrization of groundmelt requiring calibration. Such a mod-
ule can improve model performance in a similar way as the second
underground reservoir for deep water storage (not shown). As both
processes can sustain winter low flows, this inevitably leads to an
equifinality problem for both the selection of an adequate struc-
ture and the identification of relevant parameter sets (Beven,
2006). A physically correct representation of this groundmelt pro-
cess is expected to significantly reduce this equifinality problem
and to preserve the quality of other simulated hydrological vari-
ables (e.g. variables describing the snowpack). ISBA-DF (Boone
et al., 2000), a multi layer version of ISBA which is able to explicitly
simulate thermal transfers in the soil, would be an interesting can-
didate for this. It has been successfully used to simulate high heat
fluxes between soil and snow for thin snowpacks over roads
(Bouilloud and Martin, 2006) or over high tropical moraines (Leje-
une et al., 2007; Wagnon et al., 2009). In Scandinavian basins with
seasonal snowpacks, the use of ISBA-DF with high thermal inertia
at deep underground levels improved significantly the simulated
soil temperature at several depths (Habets et al., 2003). The result-
ing winter runoffs are increased. For Alpine catchments, the con-
tinuously varying snow-covered fraction requires a separated
energy balance for the snow covered and snow-free parts of each
RHHU. ISBA-DF has not been implemented in the present work be-
cause the corresponding adaptations could not be solved in a sim-
ple way. They will be needed in future model development to
allow for the reduction of uncertainties related to processes asso-
ciated to winter low flow generation.
Table 7
Sensitivity to precipitation input of SD bias, SWE bias, and mean interannual
discharge ratio between ID simulation and observations.
Score Station ID ID with 10% increase of
precipitation
SD bias Median of 44 stations 4.6 cm 0.7 cm
SD bias Median of 7 stations
>2100 m
22 cm 14 cm
SWE bias Median of 5 stations 63 mm 37 mm
Discharge
ratio



































































Fig. 11. Mean interannual cycle of daily discharges (1980–2006, Embrun station),
simulated by ID model and the modified model with 10% increase of precipitation
and second underground reservoir.
Table 8
NSE on daily discharges for each station, 1980–2006, with a 10% increase of
precipitation and second underground reservoir (to be compared to the values
obtained with the reference model ID in Table 5).
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5. Conclusion and perspectives
Physically-based hydrological models are more commonly used
with grid discretizations (Garen and Marks, 2005; Lehning et al.,
2006). Our work illustrates how the concept of Relatively Homoge-
neous Hydrological Units can be useful to better account for the
high spatial variability of land cover and hydrological processes re-
lated especially to elevation and aspect. Next, it allows using sepa-
rate parameterizations better suited to the dominant hydrological
behaviour of each discretization unit. For example, a specific glacier
melt submodel was here applied to glaciated RHHUs. These adapta-
tions, combinedwith the introduction of a conceptual underground
submodel, allow for a significant performance improvement of the
initial SIM model (Habets et al., 2008). Low flows are sustained in a
more relevant way than in previous works on this catchment
(Etchevers et al., 2001a; Strasser and Etchevers, 2005) where a
non-realistic parametrization of subgrid drainage was used.
The adapted model reproduces quite well the intra and interan-
nual variability of discharges and represents reasonably river flows
trends. Although the validation of the model robustness in time is
incomplete due to the lack of validation data and to the likely het-
erogeneity of input data, available information suggests that the
model would provide reasonable hydrological scenarios when used
in a modified climate context.
However, someother adaptations could be developed to improve
the scenarios relevancy. First, the temporal evolution of the glacier
extent for the future time period has to be represented. Relatively
simple methods, based on glacier mass balances simulated for the
modified climate, have been recently developed for this (e.g. Horton
et al., 2006;Huss et al., 2008; Farinotti et al., 2009). Such simulations
will be easily achieved with the glacier submodel presented previ-
ously. Then, the large underestimations of winter low flow simu-
lated by the model has to be corrected. Its origin is not known but
is likely due to either (1) underestimate of simulated groundmelt,
(2) release from deep aquifers with residence times larger than
those identified from autumn recessions or (3) both processes
simultaneously. Conceptual modules tested for the simulation of
bothprocesses allow improvingmodel performance. In forthcoming
works, physically based representations of them will be integrated
and tested. They would be especially expected to reduce the equifi-
nality problemencounteredwith the tested conceptualmodules. An
adapted version of the ISBA-DF scheme would be a valuable candi-
date for a better simulation of groundmelt. A physically based rep-
resentation of aquifers would however require extensive and
specific field surveys, not possible at this time. An improved simula-
tion of groundmelt is however expected to reduce the uncertainty
associated with the underground submodel parameters.
For the UDR basin and subbasins, future hydrological scenarios
will be simulated from meteorological scenarios developed from
General Circulation Models and Regional Climate Models outputs.
Uncertainties relative to future meteorological scenarios will be
considered with inputs based on a multi-model approach. The
suite of RCMs experiments available from the ENSEMBLES project
(ENSEMBLES, 2009) will therefore be used in combination with
several statistical downscaling procedures such as those recently
described by Boé et al. (2009), Mezghani and Hingray (2009). Sim-
ilarly, uncertainties related to winter low flows driving processes
will be accounted for applying different configurations of the
hydrological model corresponding to the likely hydrological behav-
iours described previously.
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6.3 Compléments méthodologiques
La concision imposée par la publication dans un journal scientifique n’offre pas la possibi-
lité de détailler la démarche mise en œuvre aussi précisément qu’un manuscrit de thèse. Nous
apportons donc dans cette section quelques éléments complémentaires qui permettront de bien
préciser les développements effectués.
6.3.1 Discrétisation du bassin
Pour obtenir le premier découpage en 9 sous-bassins versants correspondant aux
9 stations de jaugeage, on utilise le Système d’Information Géographique SAGA2-GIS
(http://www.saga-gis.org/) pour traiter le Modèle Numérique de Terrain (MNT) de l’IGN3
à 50 mètres de résolution. Le MNT est d’abord prétraité afin de combler les micro-dépressions
empêchant l’écoulement, suivant l’algorithme de Wang et Liu (2006). L’algorithme hydrologique
Parallel Processing - Deterministic 8 (O’Callaghan et Mark, 1984) permet alors de calculer les
aires drainées par chaque pixel. Dans cet algorithme, la direction de drainage est celle de la ligne
de plus grande pente entre un pixel central et ses 8 pixels voisins. On peut alors tracer un réseau
hydrographique théorique qui suit les lignes de maximum d’aire drainée. On définit la position
de l’exutoire théorique de chaque sous-bassin en se positionnant sur ce réseau hydrographique
théorique, le plus près possible de la position réelle de l’exutoire. L’ensemble des pixels drainés
par ce point représente alors le sous-bassin versant recherché. Les bandes d’altitude peuvent
ensuite être obtenues simplement par seuillage des altitudes du MNT. Les classes d’exposition
sont obtenues après avoir calculé pour chaque pixel du MNT la pente et l’exposition par la
méthode de Zevenbergen et Thorne (1987). Enfin l’intersection avec les zones englacées de la
base CORINE-Land Cover nous fournit finalement nos 639 RHHU.
6.3.2 Constitution des données de forçage
Pour constituer les données de forçage du modèle, on réalise une interpolation des données
SAFRAN en fonction de l’altitude et des surfaces des différentes zones SAFRAN qui couvrent
la RHHU.












Vi(Zinf , t) + Zelm −ZinfZinf −Zsup (Vi(Zinf , t)− Vi(Zsup, t))
))
Selm (6.1)
où Vi(z, t) représente la valeur de la variable SAFRAN sur la zone i à l’altitude z et à
l’instant t. Zinf et Zsup sont les altitudes pour lesquelles une estimation de Vi est disponible
dans les analyses (altitudes multiples de 300 mètres, immédiatement inférieure et supérieure à
Zelm, l’altitude moyenne de la RHHU considérée).
Notons que le fait de réaliser une interpolation entre deux altitudes de SAFRAN aurait pu
être évité si l’on avait envisagé de fixer l’altitude médiane de chaque RHHU à des multiples
de 300 mètres, au lieu de fixer les limites inférieures et supérieures de la RHHU. L’avantage
aurait été sans doute une meilleure validité du forçage météorologique, puisque l’interpolation
2System for Automated Geoscientific Analyses
3Institut Géographique National
de certaines variables, dont la variation avec l’altitude est fortement non linéaire, constitue une
approximation. Néanmoins, il apparaît en pratique difficile de définir un tel découpage4.
6.3.3 Constitution des paramètres de sol et de végétation
L’interpolation des paramètres de la base ECOCLIMAP sur notre nouveau découpage s’ap-
puie sur la méthode de Noilhan et Lacarrère (1995). Si une RHHU elm est couverte par Nm
mailles ECOCLIMAP sur des surfaces S1...SNm telles que
Nm∑
j=1
Sj = Selm, on obtient dans le cas






Toutefois, dans le cas d’une longueur de rugosité z0elm (sur sol nu ou sur végétation), on



















Afin de profiter des derniers progrès dans la cartographie des paramètres de sol et de vé-
gétation, la même opération peut être réalisée à partir des paramètres issus de la version V2
d’ECOCLIMAP (Faroux et al., 2009) (cf. section 5.2.3). Nous constituons ainsi deux jeux de
données de paramètres de sol et de végétation qui pourront être testés dans notre modélisation
hydrologique. La figure 6.1 donne un aperçu des différences entre les deux bases de données.
La version V2 décrit ainsi une végétation plus haute à moyenne altitude (longueur de rugosité
et LAI plus importantes), et une fraction de la surface couverte par la végétation plus grande
en haute montagne. On peut par conséquent s’attendre à des différences significatives dans la
simulation de l’évaporation.
4Conceptuellement, une telle définition poserait inévitablement un problème de bords. En effet, on peut ima-
giner de définir des bandes d’altitude en imposant les médianes de chacune, mais dans ce cas la distribution des
altitudes autour de la médiane de la bande la plus basse déterminerait en répercussion les bornes des bandes
supérieures : un classement de l’ensemble des pixels et des comptages successifs permettraient d’appliquer la règle
de la médiane imposée de proche en proche. Or, sauf cas particulier, il serait alors impossible de satisfaire à
l’imposition de la limite inférieure et de la médiane pour la bande la plus élevée, puisque sa limite supérieure
est de fait imposée par la réalité du terrain. En outre, cette méthode pourrait conduire à la définition de zones
alternativement avec beaucoup plus et beaucoup moins que 300 mètres de dénivelée, d’où une résolution inégale
de la simulation. En raison de la complexité d’une telle approche, et malgré la contrainte et les implications de
l’interpolation altitudinale des paramètres, nous avons donc choisi de conserver le découpage fixant les limites
inférieures et supérieures des bandes d’altitude à des multiples de 300 mètres. Par suite, l’altitude moyenne de
chaque RHHU est RHHU-dépendante.
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Fig. 6.1 – Variation altitudinale moyenne des paramètres de végétation pour les versions V1 et
V2 de ECOCLIMAP (résolution altitudinale : 300 mètres).
6.3.4 Ruissellement sous-maille
Pour toutes les simulations présentées dans l’article, le paramètre de ruissellement sous-maille
br (section 5.2.2 page 65) a été fixé à 0.3. La valeur par défaut utilisée dans SIM sur l’ensemble
de la France est de 0.5. Toutefois, une étude de sensibilité non présentée ici a montré que la
réactivité du bassin lors des crues d’automne était alors trop forte (pics de crue trop intenses, et
décrue trop rapide). Pour des valeurs au contraire trop faibles de ce paramètre, l’intensité des
crues deviendrait insuffisante. La valeur de 0.3 permet donc d’optimiser les simulations. Si ce
paramètre est très sensible pour la simulation des pics de crue, l’influence sur le score de Nash
global reste toutefois mineure (de l’ordre de 0.01).
6.3.5 Réservoir souterrain : théorie et calibration
Les fondements théoriques d’une représentation de la vidange des réservoirs souterrains par
une loi hyperbolique sont brièvement évoqués dans l’article. Nous invitons le lecteur intéressé
par une explication plus détaillée de ces concepts à se reporter à l’annexe B.1.
La méthode de calibration des paramètres α et b est tirée de Wittenberg (1999). Elle consiste,
pour une valeur choisie du paramètre b, à estimer le paramètre α en considérant l’expression
empirique et l’expression théorique (suivant l’équation B.7) du volume de débit de base écoulé
sur un pas de temps Δt donné :





– Expression théorique :















L’égalité des volumes empiriques et théoriques écoulés sur la période de tarissement comprise























Le paramètre b peut être estimé par une approche itérative consistant à comparer pour
différents jeux (b, α(b)) les courbes de tarissement observée et simulée pour la période considérée.
Pour appliquer cette méthode, il est donc nécessaire de construire une série temporelle de
débits supposés en tarissement pur des nappes souterraines. Il faut ainsi s’affranchir des périodes
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où les nappes et rivières connaissent une alimentation par fonte nivale. La période printanière est
donc d’emblée exclue. La période hivernale a également été éliminée en raison de l’incertitude sur
l’origine de l’eau pendant cette saison d’étiage marqué, mise en évidence dans l’article. Les débits
sont uniquement sélectionnés entre les mois de juillet et octobre. Par ailleurs, le débit en rivière,
même s’il est décroissant, ne doit pas être influencé par l’arrivée différée des ruissellements de
surface et des écoulements rapides de sub-surface. De même, il ne doit pas être influencé par
la vidange des réserves d’eaux d’infiltration contenues dans les premiers horizons du sol. Les
séquences de débits doivent donc être retenues à partir d’un certain nombre de jours Nd de
décroissance consécutive, théoriquement supérieur au temps maximal nécessaire à la percolation
en profondeur complète de l’eau infiltrée dans le sol après un épisode pluvieux. Compte tenu des
temps de réaction observés du bassin, on peut considérer que la récession des débits en rivière
résulte uniquement du tarissement des nappes dès lors qu’une dizaine de jours se sont écoulés
depuis les dernières précipitations.
Nous définissons la décroissance des débits à un instant i par la réalisation de l’une des deux
conditions suivantes :
– Qi−1 > Qi




i est le débit lissé sur n = 3 pas de temps autour de i avec des
coefficients de pondération : Q∗i =
Qi−1+3Qi+Qi+1
5 . Cette seconde condition permet de
ne pas supprimer des séquences d’étiage faiblement perturbées par une augmentation
ponctuelle et faible de débit, potentiellement liée à la précision de la mesure.
La sensibilité des résultats aux critères de sélection des périodes a été testée mais n’est pas
présentée ici. Notons que les résultats présentés sont nettement meilleurs qu’en l’absence de
la condition Nd = 10 jours. Si la méthode de détermination des valeurs de α et b peut être
entièrement automatique à partir d’une série de débits observés, les critères de sélection des
séries décroissantes de débits doivent toutefois être réfléchis selon le type, la taille, et les temps
caractéristiques de chaque bassin versant. Les critères présentés ici sont spécifiques au caractère
alpin du bassin de la Haute-Durance.
Pour estimer la meilleure valeur de b, les récessions des séquences sélectionnées sont simulées
avec le modèle de vidange suivant :
dSs
dt
= −Q = −αSbs (6.8)
avec différentes valeurs de b (1, 1.5, 2, 2.5, 3), et où le stock Ss0 au premier pas de temps de








Ceci est effectué sur l’ensemble des points de mesure du bassin, en utilisant les débits rap-
portés à la surface du bassin versant (m3s-1m-2) pour obtenir des valeurs comparables de α et b
sur les différents points.
On compare alors les séries de débits ainsi simulés avec les débits observés et leurs
logarithmes sur la base de critères statistiques simples (critère de Nash, corrélation), et on
retient la valeur de b qui optimise ces scores. Pour les étiages, les scores sont plus exigeants
sur les logarithmes des débits. Notons toutefois qu’ils ne sont pas nécessairement représentatifs
des résultats que nous obtiendrons en simulation avec le modèle hydrologique complet pour les
raisons suivantes :
– Le stock initial sera dépendant des débits simulés au cours des semaines précédentes.
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– Les nappes seront éventuellement perturbées par des apports d’eau infiltrée dans le sol
du modèle (imperfection de l’hypothèse du tarissement pur).
– L’estimation des paramètres est réalisée ici en supposant un réservoir souterrain unique
pour l’ensemble du bassin. Ceci revient à supposer que le niveau de stockage souterrain
est le même en tout point du bassin. Pour la version modifiée du modèle hydrologique
que nous présentons ici, nous avons attaché un tel réservoir souterrain à chaque RHHU.
Du fait de la grande variabilité spatiale des apports entre ces unités (en particulier entre
les bandes d’altitude), la variabilité spatiale des remplissages du réservoir souterrain est
a priori importante. Lorsque le modèle de vidange est non linéaire (b = 1), l’évolution
temporelle du débit résultant de la vidange de ces réservoirs est donc a priori différente de
celle obtenue avec un réservoir unique. Par suite, les paramètres estimés avec la méthode
ci-dessus peuvent ne pas être les paramètres optimaux pour le modèle.
De même, les paramètres peuvent ne pas être optimaux si le bassin pour lequel on les
estime comporte un sous-bassin pour lequel l’estimation a été faite par ailleurs. De façon
plus générale, l’application de la méthode en l’état n’est valable que pour des bassins
de taille relativement modeste en raison de l’hypothèse d’homogénéité des paramètres
du réservoir souterrain sur tout le bassin. Pour l’application à des bassins de taille
plus importante, l’étude devrait plutôt être effectuée sur les contributions propres de
sous-bassins versants aux débits, en y retranchant les contributions des bassins amont, et
ce afin de proposer une calibration du stockage souterrain adaptée à chaque tronçon.
Les valeurs de α obtenues pour les différentes valeurs de b et les scores associés pour les
différentes stations sont présentés dans le tableau B.1 de l’annexe B.2
Le score de Nash sur les logarithmes des débits Nlog(Q) augmente jusqu’à b = 2, il n’y a pas
d’amélioration significative ensuite, donc on retient une valeur globale de b = 2 qui correspond
sous certaines hypothèses simplificatrices au cas théorique d’un tarissement hyperbolique (aqui-
fères peu profonds). Les valeurs de α sont assez homogènes pour un b donné. Toutefois il semble
que les valeurs soient plus élevées sur le bassin de l’Ubaye que sur l’amont de la Durance. On
choisit donc d’adopter une valeur homogène de α = 2.07×10−6 en amont d’Embrun, une valeur
de α = 3.70× 10−6 en amont du Lauzet-Ubaye, et une valeur intermédiaire de α = 2.67× 10−6
sur l’aval du bassin jusqu’à Espinasses. Le temps de résidence moyen dans le réservoir souterrain
est de l’ordre de 2 mois.
Les scores de Nash et les coefficients de corrélation élevés montrent que le modèle du réservoir
conceptuel proposé est très bon pour reproduire les débits lorsque le stock initial Ss0 est forcé,
comme l’attestent également les graphes de la figure 6.2.




































Fig. 6.2 – Séquences sélectionnées des débits décroissants pour Serre-Ponçon et Barcelonnette :
observation et simulation par le réservoir conceptuel avec forçage de Ss0
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Fig. 6.3 – Scores des simulations ISBA-DURANCE à Espinasses 1980-2006, pour différentes
configurations du modèle souterrain
6.3.6 Eau non infiltrée dans le réservoir souterrain
L’introduction du réservoir souterrain conceptuel en aval d’ISBA, dans une configuration
où l’ensemble du drainage est dirigé vers le réservoir souterrain (κ = 1) permet d’améliorer le
phasage de l’onde de fonte, mais dégrade la simulation des décrues en automne. En fait, l’allure
des courbes de débits suggère que pendant les quelques jours suivant une crue, une partie de
l’eau drainée s’écoule à la rivière par un écoulement de sub-surface, subissant un stockage moins
durable que celui représenté par le réservoir souterrain. Une fraction (1− κ) du drainage simulé
par ISBA peut donc être supposée ne pas s’y infiltrer. Le réservoir est finalement alimenté par
la fraction κ du drainage , et se vidange selon l’équation B.5.
Nous avons proposé de conceptualiser l’écoulement de la fraction 1− κ du drainage par un
réservoir superficiel linéaire de constante de temps τlin de quelques jours.
Le drainage et le ruissellement simulés par ISBA sur les différentes RHHU ont été utilisés pour
l’alimentation de différentes configurations du modèle souterrain correspondant à différentes
valeurs de κ et τlin dans lesquelles α et b sont fixés comme défini en section 6.3.5. Trois critères
d’évaluation sont utilisés : le score de Nash sur les débits quotidiens de l’ensemble des séries,
et les corrélations entre débits simulés et observés au printemps (mars à juin) et en automne
(septembre à novembre), afin de juger de la qualité de simulation de l’onde de fonte et des crues
rapides d’automne. Les résultats de ces trois critères à Espinasses en fonction de la calibration
de κ et τlin sont présentés sur la figure 6.3.
Il y a une bonne cohérence des résultats présentés ici avec ceux obtenus sur les autres stations.
On constate que les simulations sont optimales lorsque τlin = 0, ce qui suggère que l’utilisation
d’un réservoir sub-superficiel linéaire n’est pas nécessaire. La valeur de κ qui optimise le score de
Nash et la corrélation au printemps est proche de 0.8. Les simulations sont très dégradées lorsque
κ tend vers 0 (absence de stockage souterrain) ce qui confirme la pertinence de l’introduction du
réservoir conceptuel. En revanche l’infiltration complète du drainage dans le réservoir souterrain
(lorsque κ tend vers 1) dégrade significativement la simulation des débits en automne, ce qui tend
à confirmer l’existence d’un écoulement de subsurface plus rapide que l’écoulement provenant
des réserves souterraines.
Le fait que la valeur optimisant les débits à l’automne soit plus proche de 0.6 suggère que
l’efficacité de la recharge des réserves souterraines pourrait varier selon la saison, en fonction de
leur niveau de remplissage en particulier. L’utilisation d’un coefficient de recharge dépendant
du taux de remplissage du réservoir (méthode employée par Geyer et al., 2001) a été testée sans
succès. Nous avons donc considéré que le choix d’un facteur de répartition κ constant et égal à




Compléments à l’article : sensibilité
du modèle et incertitudes
L’article présente un certain nombre de tests de sensibilité pour évaluer l’intérêt des diffé-
rentes modifications apportées au modèle. Dans ce chapitre, nous présentons quelques nouvelles
analyses qui permettent de compléter notre connaissance sur la sensibilité des résultats aux
forçages météorologiques et aux valeurs choisies pour les paramètres de calibration.
7.1 Sensibilité aux données de forçage
7.1.1 Influence SAFRAN/FRANCE - SAFRAN/ALPES
La version de SAFRAN utilisée dans SIM est SAFRAN/FRANCE (cf. section 5.1) qui couvre
l’ensemble du territoire français. Sur la Durance, l’analyse SAFRAN/ALPES est également
disponible. C’est la version qui a été choisie dans l’article en raison d’une part d’une analyse un
peu plus fine des précipitations (utilisation d’une ébauche fonction du type de temps), et d’autre
part pour l’inclusion d’une dépendance de certaines variables météorologiques à l’exposition des
versants. On peut toutefois se demander quelle est l’influence de ce choix sur nos simulations
hydrologiques.
Quintana-Segui et al. (2008) ont comparé les deux analyses sur le site instrumenté de Météo-
France du Col de Porte, pour deux années particulières. Pour la plupart des paramètres, les
différences sont minimes, elles sont liées seulement au découpage des zones d’analyses. Pour les
précipitations, SAFRAN/ALPES donne des résultats légèrement meilleurs sur le Col de Porte.
Cette comparaison n’a toutefois été réalisée que ponctuellement sur un site instrumenté et pour
deux années particulières, mais pas à l’échelle d’un bassin versant et sur une grande période. Le
biais entre les deux réanalyses de précipitations observé par Quintana-Segui et al. (2008) semble
en fait disparaître lorsque l’on augmente les échelles de temps et d’espace. Ainsi en moyenne
sur le bassin d’Embrun pour la période 1980-2005, SAFRAN/ALPES donne un cumul annuel
de 1092 mm/an contre 1096 mm/an pour SAFRAN/FRANCE, soit une différence négligeable.
La figure 7.1 montre que les bilans mensuels sont également en très bon accord entre les deux
systèmes d’analyse.
Finalement les débits simulés sont également très similaires, quel que soit le système uti-
lisé pour le forçage (figure 7.2). Les scores de Nash sont légèrement inférieurs avec SAFRAN-
FRANCE, peut-être grâce à l’ébauche fonction des types de temps, mais on peut toutefois
conclure que l’influence du choix du système d’analyse est assez faible sur la qualité des simula-
tions.
7.1.2 Correction des précipitations / Analyses Gottardi
Nous avons vu dans l’article qu’il s’est avéré nécessaire d’augmenter les précipitations
SAFRAN de 10% afin d’obtenir des volumes corrects. L’hypothèse de sous-estimation des
précipitations par SAFRAN paraît en effet très probable (cf. arguments dans l’article). Puisque
Artinyan et al. (2008) avaient montré que les évaporations simulées étaient très sensibles aux
valeurs de la profondeur racinaire, nous avons testé l’hypothèse de surestimation de l’évapora-
tion en divisant par 2 ce paramètre sur l’ensemble des RHHU (figure 7.3). Avec cette correction
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Fig. 7.1 – Précipitations mensuelles moyennes sur le bassin d’Embrun pour la période 1980-2005 :
précipitations totales et chutes de neige pour les analyses SAFRAN-Alpes, SAFRAN-France, et















































































































Fig. 7.2 – Débits simulés par ID forcé par SAFRAN/ALPES ou SAFRAN/FRANCE : -a- Cycle
annuel moyen à Embrun, 1980-2006 ; -b- Evolution interannuelle du score de Nash sur les débits
quotidiens ; -c- Evolution interannuelle des débits annuels moyens observés et simulés
peu réaliste, l’évaporation moyenne sur le bassin passe de 468.5 mm/an à 421.5 mm/an, une
réduction encore nettement insuffisante pour corriger le problème de sous-estimation des débits.
C’est la raison pour laquelle ce problème nous semble plus vraisemblablement attribuable
aux précipitations. Nous avons testé l’influence d’une correction simple ou chaque valeur de
précipitations est multipliée par un facteur correctif constant. Le choix de ce facteur correctif
a été effectué par une petite analyse de sensibilité illustrée par la figure 7.4-a. Lorsque la
saisonnalité des débits est correctement reproduite (grâce par exemple au second réservoir
souterrain), c’est une correction de +10% qui permet le mieux de se rapprocher des volumes
observés.
Comme indiqué dans l’article, nous avons également testé l’utilisation d’un autre système
d’analyse des précipitations (Gottardi, 2009) pour savoir si le biais serait comparable à celui de
SAFRAN. Dans un premier temps, Gottardi (2009) a constitué une ébauche climatologique à 1
km des précipitations en montagne pour 8 classes de types de temps, en s’appuyant sur un calcul
de gradient altimétrique régional des précipitations dans le voisinage du pixel considéré. Le poids
des stations utilisées pour le calcul de ce gradient est modulé suivant la distance de chaque station
au pixel et suivant qu’elle soit sur le même versant que le pixel ou non. Gottardi a ensuite calculé
un champ de précipitations quotidien en déformant l’ébauche correspondant au type de temps du
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-a- -b-
Fig. 7.3 – : Cycle annuel moyen (1980-2005) des évaporations (a) et des débits (b) à Embrun,
simulés par ISBA-Durance avec (ID-PR/2) ou sans (ID) division par deux des profondeurs
racinaires. Débits observés en grisé. Pour une meilleure lisibilité, les évaporations sont lissées
par une moyenne glissante sur 10 jours.
-a- -b-
Fig. 7.4 – : Cycle annuel moyen (1980-2005) des débits à Embrun observés (grisé) et simulés
avec (trait plein) ou sans (pointillé) second réservoir souterrain, pour différents forçages de
précipitations : a) SAFRAN, SAFRAN +10%, SAFRAN +20 % ; b) réanalyses Gottardi (2009),
sans (G1) ou avec (G2) correction des précipitations solides.
jour considéré en fonction des observations disponibles aux pluviomètres de différents réseaux de
mesures (principalement Météo-France, EDF, et réseaux étrangers). La base de données obtenue,
à une résolution spatiale kilométrique1 et au pas de temps journalier, présente de bons scores
de validation aux points de mesures. Les séries de données sont très bien corrélées à l’analyse
SAFRAN, avec toutefois des valeurs environ 10% plus faibles que celles de l’analyse SAFRAN
1Les données nous ont été transmises par EDF préalablement agrégées sur les RHHU.
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en moyenne sur les massifs français. L’origine de cette différence est imputée par Gottardi à la
prise en compte dans SAFRAN de nombreuses données issues du réseau nivologique de Météo-
France (essentiellement composé des pisteurs des stations de ski), qui permet une meilleure
description des précipitations à une gamme d’altitude souvent sous-échantillonnée par les réseaux
pluviométriques conventionnels. Les différences entre les deux analyses sont assez variables d’un
massif à l’autre, les estimations de Gottardi pouvant localement être supérieures à celles de
SAFRAN. C’est le cas sur la Durance : les cumuls annuels moyens sur le bassin de Serre-Ponçon
pour la période 1980-2005 sont en effet de 1155 mm d’après l’analyse Gottardi contre 1044 mm
d’après l’analyse SAFRAN (+10%).
La figure 7.4-b montre que l’utilisation de cette base de données comme forçage de
ISBA-Durance2 (notée G1 sur le graphique) permet d’obtenir des résultats très compa-
rables à la simulation avec les précipitations SAFRAN réhaussées de 10%. Cet élément tend à
confirmer la possibilité de sous-estimation des précipitations SAFRAN et son ordre de grandeur.
Pourtant, la simulation du manteau neigeux à partir de cette base de données via le module
de neige (degré-jour) du modèle MORDOR-SNE (Paquet, 2004), donne des équivalents en eau
sensiblement inférieurs aux mesures des nivomètres à rayonnement cosmique3 d’EDF. En outre,
Gottardi a montré que les volumes annuels écoulés sur certains petits bassins de très haute
montagne étaient parfois supérieurs aux volumes précipités annuels estimés par cette méthode.
L’une des origines possibles de ces problèmes est l’important déficit de captation des précipita-
tions solides dans les pluviomètres lors d’épisodes neigeux ventés (Sevruk et al., 2009). Même si
l’OMM4 recommande de corriger ces mesures en fonction du vent et de la température mesurés
pendant la chute (Forland et al., 1996), cette correction est rarement applicable en pratique en
raison de l’absence de mesure de la vitesse du vent sur la majorité des postes pluviométriques.
Gottardi a donc proposé d’appliquer un facteur multiplicatif moyen à l’ensemble des mesures
de précipitations lorsqu’il s’agit de chutes de neige. Ce facteur a été calibré à 1.6 en compa-
rant les données de son analyse à des mesures de nivo-pluviomètres totalisateurs (cf. page 212
de Gottardi, 2009). Les simulations du manteau neigeux avec MORDOR-SNE sont alors plus
réalistes.
Cette seconde version de l’analyse Gottardi (notée G2 par la suite) donne des précipi-
tations généralement de 15 à 20% supérieures à l’analyse SAFRAN, mais l’écart est par
construction beaucoup plus fort pendant la période hivernale. La méthode a le mérite de
s’intéresser au problème souvent négligé à tort du déficit de captation dans les pluviomètres.
Néanmoins, la calibration importante du facteur correctif peut éventuellement compenser
d’autres lacunes liées par exemple au manque de données en haute montagne, un problème
non homogène dans l’espace. Elle peut également être dépendante du choix des modèles
hydrologiques utilisés pour sa mise en œuvre. Le coefficient de 1.6 peut en effet paraître
particulièrement élevé5. La différence avec SAFRAN sur notre bassin sur la période 1980-2005
est du même ordre de grandeur que celle obtenue par Gottardi à l’échelle de la France,
mais il est important de noter que les précipitations sont majorées par Gottardi de près de
50% par rapport à SAFRAN pendant la période hivernale, ce qui est considérable (figure
2Pour constituer les forçages nécessaires à ISBA, une désagrégation des données a été nécessaire :
– La désagrégation horaire des données est réanalysée en conservant la répartition temporelle proposée par
l’analyse SAFRAN.
– La discrimination pluie/neige est réalisée sur la base de la phase de l’analyse SAFRAN.
– Lorsque qu’il y a des précipitations dans la base de Gottardi, alors qu’elles sont nulles dans l’analyse SAFRAN,
une répartition uniforme est effectuée sur les 24 heures de la journée, et la discrimination pluie/neige est
réalisée à partir de la température horaire de l’analyse SAFRAN en utilisant le seuil de 0.5 ˚C.
3Ces instruments seront décrits en section 8.1.1.
4Organisation Météorologique Mondiale
5Des analyses plus récentes menées à EDF ont montré que la valeur optimale varie beaucoup d’une région
à l’autre. Sur la Haute Durance, elle est finalement calibrée à 1.3, mais la version G2 utilisée ici repose sur un
coefficient de 1.6.
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7.1). Les débits résultant de notre modélisation forcée par l’analyse G2 (figure 7.4-b) sont
alors largement surestimés pendant la période de fonte, vraisemblablement en raison de la
constitution d’un couvert nival tout à fait excessif, lié à cette forte majoration des précipitations.
On comprend avec cette figure qu’il sera donc très difficile d’utiliser cette base de données
en forçage du modèle ISBA, la surestimation des précipitations sur notre bassin étant très claire.





















































































Fig. 7.5 – Sensibilité des simulations ISBA-Durance pour 3 cartes de végétation : ECOCLIMAP
V1, végétation ECOCLIMAP V1 dégradée à la résolution 8 km (V 8KM), ECOCLIMAP V2.
-a- Rapport moyen des débits mensuels simulés et observés à Embrun 1980-2006 ; -b- Cycle
annuel des deux principales composantes de l’évaporation (pointillé sur sol nu et trait plein sur
végétation) : moyennes glissantes par décade sur le bassin d’Embrun et sur la période 1980-2006
Les progrès acquis grâce à la nouvelle discrétisation proposée dans ISBA-Durance, sont es-
sentiellement liés à la meilleure représentation de la variabilité spatiale (et en particulier alti-
tudinale) des forçages météorologiques. Toutefois, la variabilité altitudinale de la végétation est
également mieux représentée (section 6.3.3). Pour étudier l’influence de cette meilleure représen-
tation de la végétation dans les simulations, nous avons effectué une simulation pour laquelle la
base de données de végétation d’ECOCLIMAP à 1 km de résolution a été préalablement dégra-
dée en l’agrégeant sur les mailles SIM de 8 kilomètres, avant l’interpolation sur les RHHU. Les
scores de cette simulation sont légèrement dégradés par rapport à ID en raison de la végétation
plus grossière, mais en restant tout de même largement plus performants que SIM opérationnel
(score de Nash de 0.75 à Embrun contre 0.78 pour ID). Le gain propre à la meilleure description
de la végétation est bien de moindre importance que le gain lié à la meilleure variabilité des
forçages météorologiques. Il permet toutefois d’obtenir une meilleure répartition temporelle des
débits : la simulation avec végétation dégradée surestime les débits au printemps et les sous-
estime en été (figure 7.5-a). La figure 7.5-b suggère que la végétation dégradée pourrait en effet
conduire à sous-estimer l’évaporation au printemps et la surestimer en été. Au printemps, seules
les altitudes les moins élevées sont déneigées et contribuent à l’évaporation, or l’agrégation des
données de végétation sur la grille 8 km conduit à sous-estimer la végétation — et par suite
l’évaporation sur la végétation — à ces altitudes souvent couvertes par la forêt. Au contraire en
été, les conditions sont favorables à l’évaporation jusqu’à haute altitude. L’agrégation à 8 km
surestime la couverture végétale souvent restreinte des zones élevées, une explication possible de
la surestimation de l’évaporation à cette saison.
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L’utilisation de la version 2 d’ECOCLIMAP (cf. section 5.2.3) a conduit à une dégradation des
simulations, en raison d’une évaporation globalement plus forte toute l’année (figure 7.5), liée
notamment à une hauteur de végétation plus élevée (figure 6.1 page 88), qui conduit à une
sous-estimation plus accentuée des débits. Ce résultat est assez décevant puisque la version 2
d’ECOCLIMAP se voudrait plus proche de la réalité dans l’estimation des paramètres de sur-
face, grâce à la prise en compte de nouvelles données satellites. Néanmoins, on se gardera de
conclure précipitamment quant à une meilleure qualité de la version 1 d’ECOCLIMAP. En ef-
fet, d’autres sources d’incertitudes entrent en jeu, comme la capacité du modèle à simuler une
évaporation réaliste en fonction de ces paramètres, mais aussi les quantités de précipitations
fournies en forçage du modèle. Des simulations réalisées avec des précipitations plus abondantes
que celles de SAFRAN pourraient au contraire aboutir à de meilleurs résultats avec la version
2 d’ECOCLIMAP. Il faudrait cependant majorer les précipitations SAFRAN d’un facteur supé-
rieur aux 10% identifiés en section 7.1.2. Etant donné que la version 1 d’ECOCLIMAP a pour
l’instant été plus solidement validée que la version 2, et que de surcroît les résultats obtenus
sont meilleurs avec la version 1, nous avons choisi de la conserver pour nos simulations.






























































































































































































































Fig. 7.6 – Débits simulés à Embrun par les 2 versions modifiées d’ISBA-Durance avec +10% de
précipitations et soit le module conceptuel de fonte par la base (ID-GM) soit le second réservoir
souterrain (ID-SR). a) Cycle annuel moyen 1980-2006 b) Année 1991-1992 c) Année 1999-2000
L’incertitude liée aux processus à l’origine des débits hivernaux est largement discutée dans
l’article. L’ajout de modules conceptuels pour prendre en compte soit la fonte à la base du
manteau neigeux (ID-GM6), soit des nappes souterraines avec de plus longs temps de résidence
de l’eau (ID-SR7), aboutit en effet à un problème d’équifinalité. La mise en place du module de
fonte par la base est détaillée dans l’annexe C. Le principe du second réservoir souterrain est
décrit dans l’article, le travail de calibration est présenté dans le rapport de stage de Bertrand
(2010).
Chacun de ces modules nécessite la calibration de 2 paramètres. Celle-ci pourrait être sen-
sible à des problèmes d’interdépendance avec d’autres paramètres du modèle. Toutefois, les
paramètres de l’un ou l’autre de ces deux modules n’ont aucune influence sur les volumes glo-
baux. La calibration du coefficient correctif des précipitations peut donc être réalisée en amont
et être considérée comme indépendante. Ils n’ont pas non plus d’influence sur les écoulements
rapides (principalement contrôlés par les valeurs du facteur d’infiltration κ et du paramètre de




stockage souterrain profond aboutit d’ailleurs à des valeurs optimales des paramètres très peu
variables pour d’autres valeurs de κ et de br. Enfin, les paramètres de vidange du premier réser-
voir souterrain (section 6.3.5) ont été calibrés sur les récessions observées des périodes supposées
en tarissement pur. Leur estimation se fait à l’aide d’une méthode relativement robuste limitant
les problèmes d’équifinalité éventuels.
En revanche, une calibration conjointe de la fonte par la base et du réservoir profond
serait beaucoup plus problématique. En effet, ces deux modules parviennent de manière très
comparable à corriger la saisonnalité des débits (en particulier le soutien d’étiage hivernal)
comme illustré par la figure 7.6 pour le cycle moyen et pour les deux années particulières qui
avaient été présentées dans l’article. Les scores de Nash obtenus sont comparables, légèrement
supérieurs avec le second réservoir souterrain (0.82 pour ID-GM ou 0.84 pour ID-SR). En raison
de cette limite classique des modèles conceptuels, nous suggérons dans l’article d’envisager
une modélisation plus physique des interactions sol-neige à l’aide du schéma ISBA-DIF, pour
réduire l’incertitude portée par l’équifinalité entre les deux modules.
Fig. 7.7 – Cycle annuel moyen des débits simulés par ISBA-Durance et ses différentes compo-
santes, pour les versions 3L et DIF du schéma de sol. Embrun, 1959-2006. Pour une meilleure
lisibilité, une moyenne glissante sur 10 jours est appliquée sur les débits quotidiens.
Dans cette perspective, nous avons fait un test d’utilisation de cette version d’ISBA sans
modification des paramètres de sol (3 couches inchangées). Les débits moyens simulés par les
versions 3L (version utilisée pour l’ensemble de la thèse) et DIF sont comparés sur la figure
7.7, ainsi que les différentes composantes du cycle hydrologique (évaporation, écoulement issu
du manteau neigeux, ruissellement de surface, drainage, ruissellement de subsurface (fraction
1 − κ du drainage), vidange du réservoir souterrain). Le volume global des débits observés à
Embrun est nettement sous-estimé avec DIF (ce n’est pas le cas avec 3L). Les évaporations
simulées sont en effet nettement plus fortes que celles de 3L. Cela semble pouvoir s’expliquer
par le fait que le drainage est sensiblement plus faible dans DIF. L’eau serait donc maintenue
dans le sol trop longtemps, et resterait disponible trop longtemps à l’évaporation. Un travail
sur la conductivité hydrique dans ISBA-DIF semble donc un prérequis indispensable pour
pouvoir utiliser ce schéma dans une application hydrologique. Par ailleurs, les écoulements
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issus du manteau neigeux ne sont quasiment pas modifiés en hiver. Activer DIF est donc pro-
bablement insuffisant pour simuler correctement la fonte la base. Le sol se refroidit sans doute
artificiellement par la fraction déneigée. Forcer la fraction enneigée à 1 permettrait peut-être
au sol de conserver suffisamment de chaleur. Toutefois, cette solution perturberait le calcul des
flux turbulents. Calculer des bilans d’énergie séparés entre les fractions enneigées et déneigées
serait donc une solution plus raisonnable, mais aussi beaucoup plus complexe à mettre en œuvre.
L’amélioration de la physique du modèle sur ce point nécessite donc un investissement beau-
coup plus grand que celui que nous pouvons accorder dans le cadre de cette thèse. Pour l’heure,
l’utilisation de modules conceptuels semble plus raisonnable. Une évaluation ne portant pas uni-
quement sur les débits mais également sur l’enneigement simulé, pourrait apporter de nouveaux
éléments sur la pertinence de ces deux modules. La validation des composantes nivale et glaciaire
du modèle est ainsi l’objet du chapitre 8. Quoiqu’il en soit, même si les deux modules donnent
des simulations comparables en climat présent, rien n’indique qu’ils ne puissent pas diverger
en climat futur. En effet, contrairement au soutien d’étiage par nappes souterraines, le soutien
d’étiage par fonte à la base est par définition dépendant du manteau neigeux, qui est susceptible
d’être très affecté par le réchauffement climatique (chapitre 3). Pour évaluer la sensibilité des
projections futures à cette incertitude hydrologique, les deux versions du modèle pourront être
utilisées et les réponses hydrologiques futures comparées.
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Chapitre 8
Validation des composantes nivales
et glaciaires
Dans les chapitres précédents, l’évaluation du modèle hydrologique a essentiellement porté
sur les débits aux exutoires des différents sous-bassins. Cette variable a l’avantage d’être inté-
gratrice de tous les processus du sous-bassin. Toutefois, pour s’assurer que le modèle représente
correctement certains phénomènes clés, l’évaluation peut également porter sur d’autres variables.
Ainsi dans le contexte alpin, il semble particulièrement intéressant de confronter des variables
simulées relatives à l’état du manteau neigeux à des observations. La comparaison de différentes
simulations sur ces variables peut de surcroît permettre de confirmer ou d’infirmer certaines
conclusions établies à partir de l’évaluation sur les débits. Pour réaliser ce travail, j’ai encadré
le stage de fin d’études de Chelle-Michou et Mayer (2010), dont les principaux résultats font
l’objet de ce chapitre.
8.1 Enneigement
8.1.1 Données
La variable hydrologique la plus pertinente pour décrire le manteau neigeux est son équivalent
en eau (SWE1). Elle est mesurée par EDF en 5 points du bassin à l’aide de télénivomètres avant
1998, qui ont ensuite été remplacés par des Nivomètres à Rayonnement Cosmique (NRC). Le
principe de mesure est un comptage du nombre de neutrons issus du rayonnement cosmique et
arrivant à la surface du sol. Le SWE peut en effet être relié au flux neutronique en raison de
son absorption par l’eau. On trouvera les détails de la méthode de mesure dans Willemet et al.
(2009), ainsi qu’une comparaison avec les mesures issues de sondage par battage.
Le nombre de points de mesure du SWE étant relativement limité, notre étude a également
porté sur les données de hauteurs de neige (HTN) présentes dans la BDCLIM2 de Météo-France.
Celles-ci sont le plus souvent mesurées par simple lecture sur une perche à neige (postes du
réseau nivo-météorologique comprenant notamment les pisteurs des stations de ski, postes
du Réseau Climatologique d’Etat composé d’observateurs bénévoles, centres météorologiques
avec observation humaine). Quelques stations du réseau NIVOSE sont équipées de capteurs à
ultra-sons. L’examen des données présentes dans la BDCLIM révèle qu’un nombre important
de stations présente des données très incomplètes, ou pire comporte des « 0 » même si aucune
observation n’a été effectuée. Après élimination des séries non exploitables, 44 stations de
HTN ont finalement été retenues par Chelle-Michou et Mayer (2010). Malheureusement, on
remarque que ces stations représentent assez mal la variabilité topographique du bassin :
seuls 12 postes sont situés au-dessus de 2000 mètres d’altitude. Conformément aux normes de
l’OMM, les mesures sont toujours réalisées sur sol plat, ce qui est évidemment assez éloigné de
la topographie habituellement rencontrée en montagne.
La hauteur de neige et l’équivalent en eau simulés par ISBA-Durance ont été comparés
aux observations. Pour cela, on considère la valeur simulée sur la RHHU correspondant au
sous-bassin et à la tranche d’altitude du point de mesure, et sur sol plat. On considère les
1Snow Water Equivalent
2Base de Données CLIMatologiques
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Fig. 8.1 – Stations de mesures de l’équivalent en eau (carrés noirs, indicatifs EDF) et de la
hauteur de neige (ronds rouges, indicatifs BDCLIM).
simulations obtenues par trois configurations différentes d’ISBA-Durance : la version de référence
(ID) présentée dans l’article et les versions ID-GM et ID-SR introduites en section 7.3. Les
différences entre ces trois simulations sont rappelées dans le tableau 8.1.
Tab. 8.1 – Versions d’ISBA-Durance étudiées pour la validation nivale.
Précipitations Module complémentaire pour étiage hivernal
ID SAFRAN Non
ID-GM SAFRAN + 10% Fonte par la base
ID-SR SAFRAN + 10% Second réservoir souterrain
8.1.2 Résultats généraux
Les simulations sont d’abord évaluées par le calcul d’un certain nombre de scores statistiques
sur les différents points de mesure (biais, Erreur Relative (ER), coefficient de corrélation (R),
score de Nash (N)). La médiane de ces scores parmi les différentes stations est présentée sur le
tableau 8.2.
Tab. 8.2 – Scores obtenus sur les simulations de HTN et SWE (scores médians pour l’ensemble
des stations)
Variable Simulation Biais ER R N
HTN
ID -4.6 cm 0.61 0.85 0.52
ID-GM -6.5 cm 0.64 0.85 0.45
ID-SR -0.7 cm 0.66 0.86 0.55
SWE
ID -63.5 mm 0.49 0.88 0.62
ID-GM -65.2 mm 0.57 0.88 0.62
ID-SR -36.9 mm 0.49 0.91 0.70
Il n’est pas surprenant d’obtenir de meilleurs scores sur les SWE que sur les HTN. En effet,
l’évolution des SWE est principalement dirigée par les processus d’accumulation et de fonte,
tandis que la simulation des HTN dépend aussi de la qualité de la représentation d’autres pro-
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cessus dans le modèle (densité de la neige fraîche, tassement). Quoiqu’il en soit, l’enneigement
simulé semble de façon générale plutôt bien corrélé aux observations. Nous retrouvons toutefois
ici des conclusions déjà établies dans l’article, comme la nécessité de la correction du volume des
précipitations pour réduire les biais. Si sur les débits, l’une ou l’autre des calibrations concep-
tuelles (fonte par la base, second réservoir) donnent des résultats comparables, on constate que
sur les hauteurs de neige, la simulation ID-SR obtient de meilleurs scores statistiques. Les er-
reurs relatives élevées témoignent d’une plus grande difficulté du modèle à simuler précisément
les faibles enneigements. Si l’on considère uniquement les stations en dessous de 1500 mètres, le
score de Nash perd en effet plusieurs points par rapport à la médiane globale. A ces altitudes,
l’enneigement n’est souvent que temporaire et les épisodes de pluie sont fréquents même en
hiver. On comprend donc que la simulation du manteau neigeux y soit plus difficile, puisque
très sensible à la représentation des interactions sol-neige et à la précision de l’estimation de la
limite pluie-neige. De façon cohérente, les années les moins enneigées (comme l’année 2001-2002)
sont souvent les moins bien simulées en terme d’enneigement. L’impact sur les débits n’est pas
nécessairement très fort pour ces années particulières car la contribution de l’enneigement aux
débits est alors plus faible relativement aux forts événements pluvieux. A plus haute altitude (>
2100 mètres), la dynamique de l’enneigement semble bien simulée (corrélation de 0.92 pour les
HTN), mais avec un biais plus important (- 30,2 cm). C’est dans cette gamme d’altitudes que
l’apport de la simulation ID-SR est le plus sensible. A l’inverse, la simulation ID-GM y dégrade
sensiblement les résultats. La fonte par la base simulée par notre module conceptuel est donc
sans doute trop forte à ces altitudes. La calibration du module sur les débits ne permet pas de
garantir le respect des contributions relatives de ce processus aux différentes altitudes. Finale-
ment, cette paramétrisation conceptuelle ne peut donc pas être considérée comme satisfaisante.
Ces résultats encouragent donc à nouveau à explorer la piste mentionnée dans l’article d’une
représentation plus physique de ce processus malgré les difficultés mentionnées en section 7.3.

































































































































































































































































































































Fig. 8.2 – Hauteurs de neige simulées par ID, et observées en stations du Queyras : 5007001
(Arvieux la Chalp), 5026400 (Ceillac) et 5120401 (Ristolas). Années 1981-1982 et 1982-1983.
Les résultats de la section 8.1.2 sont plutôt encourageants mais montrent également des
imperfections manifestes. Les scores de Nash sont en effet inférieurs à ceux obtenus pour les
débits. Toutefois, ces résultats reflètent-ils réellement des défauts de simulation ou ne sont-ils
















































































































































































































































































































































































































Fig. 8.3 – Différents exemples de hauteurs de neige et équivalents en eau simulés par ID, et
observés sur des stations ponctuelles.
observées ? En effet, l’enneigement simulé est supposé représentatif de l’état moyen sur la RHHU
concernée. Même si la discrétisation adoptée dans ISBA-Durance vise à réduire la variabilité
au sein d’une RHHU, celle-ci reste néanmoins relativement importante. En effet, de nombreux
effets locaux (e.g. hétérogénéité des précipitations, masques d’horizon, transport de neige par
le vent, influence de la végétation) sont fréquemment à l’origine d’une répartition extrêmement
hétérogène de l’enneigement même à des échelles spatiales très réduites (Deems et al., 2006;
Trujillo et al., 2007; Mott et al., 2011). Une mesure ponctuelle peut donc difficilement être
représentative d’une grande surface. La figure 8.2 illustre cette variabilité pour une RHHU où
nous avons la chance de disposer de 3 stations de mesure différentes. Bien qu’à des altitudes
très proches, et sur des surfaces horizontales, l’enneigement entre ces 3 stations peut varier
de façon très importante. La courbe de HTN simulée ne peut évidemment pas être en accord
avec toutes les courbes observées, d’autant que les stations connaissant une accumulation
préférentielle ne sont pas les mêmes tous les ans. Sur cette RHHU, le fait de disposer de
plusieurs stations nous permet d’identifier le fait que les scores calculés pour certaines stations
sont fortement pénalisés par la variabilité sous-maille de l’enneigement. Lorsqu’on ne dispose
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que d’une seule station, l’origine des différences entre observation et simulation ne peut pas
être aussi clairement établie. Pourtant, lorsque les simulations s’éloignent sensiblement des
observations, rien ne prouve que des erreurs de modélisation en soient l’origine. L’analyse
au cas par cas de Chelle-Michou et Mayer (2010) a mis en évidence plusieurs exemples pour
lesquels l’écart entre observation et simulation pouvait être expliqué par des considérations sur
l’emplacement du point de mesure. Finalement, on peut trouver sur le bassin des stations et
des années pour lesquelles l’enneigement semble particulièrement bien simulé, mais aussi des
cas pour lesquels l’enneigement simulé est très différent de l’enneigement observé (figure 8.3).
Ce problème de représentativité spatiale des mesures ponctuelles limite donc considérablement
les enseignements d’une validation du modèle à partir d’observations ponctuelles. La principale
perspective pour y remédier consiste à évaluer les simulations à partir de données issues de
télédétection. L’imagerie MODIS3 permet ainsi de caractériser des surfaces enneigées à une
résolution relativement fine (Hall et al., 2002; Salomonson et Appel, 2004; Dozier et Painter,
2004). Les traitements d’images sont toutefois trop complexes à mettre en œuvre pour pouvoir
entrer dans le cadre de cette thèse.
On retiendra finalement de cette analyse que la cohérence globale entre l’enneigement simulé
et l’enneigement observé est bonne, malgré une forte variabilité sous-maille non représentée dans
le modèle. Cela ne génère pas de problème de pertinence de la dynamique moyenne du manteau
neigeux à l’échelle du bassin versant, et de sa variabilité altitudinale en particulier.
8.2 Bilan de masse du Glacier Blanc
Nous suggérons également dans l’article que les écoulements d’origine glaciaire pourraient
représenter une contribution significative aux débits estivaux (à Embrun, 20% du débit en août,
et 4% du débit annuel). Les écoulements de fonte glaciaire simulés n’ont toutefois pas été vali-
dés. Les seules données dont nous disposons sur le bassin sont une série de 25 bilans de masse
annuels du Glacier Blanc (1981-2005), le plus grand glacier du massif des Ecrins, estimés par
Rabatel et al. (2008) en combinant photogrammétrie aérienne et imagerie satellite. Cette série
est complétée pour les 5 dernières années d’estimations du bilan de masse par la méthode gla-
ciologique classique (relevés de balises). Pour évaluer le module glaciaire d’ISBA-Durance, un
bilan de masse simulé du Glacier Blanc a été calculé à partir des SWE simulés sur les RHHU
concernées. La confrontation de ces trois séries de données fait apparaître que la variabilité
interannuelle du bilan de masse semble reproduite par le modèle, mais avec un biais impor-
tant (ablation surestimée de 30%, figure 8.4). Deux hypothèses peuvent être formulées pour
l’expliquer. Tout d’abord, la correction de 10% des précipitations est peut-être insuffisante en
haute montagne, ce qui aurait un effet direct sur l’accumulation, mais aussi sur l’ablation du
fait d’une durée insuffisante de la période où la glace est recouverte de neige4. Gerbaux et al.
(2005) avaient en effet dû augmenter les précipitations de SAFRAN de 50% pour obtenir des
bilans de masse cohérents sur le glacier de Saint Sorlin en Savoie. Ensuite, la surface du gla-
cier, considérée comme constante dans le modèle, est sans doute trop grande. Elle est de 7 km2
d’après les contours de la base CORINE-Land Cover. Or, la surface estimée par Rabatel et al.
(2008) à partir de photographies aériennes est de seulement 5.34 km2. A l’échelle de l’ensemble
du bassin, la surface de glaciers considérée n’est peut-être pas non plus très réaliste. Les 39 km2
de la base CORINE-Land Cover sont en effet remis en cause par Rabatel (2011) qui l’estime
pour 1985 à 26,4582 km2. Enfin, notons que ces résultats sont également sujets aux incertitudes
des méthodes d’estimation des bilans de masses, comme illustré par les différences significatives
entres les bilans estimés par télédétection et les bilans estimés par la méthode glaciologique
(figure 8.4-d).
3Moderate Resolution Imaging Spectroradiometer
4L’albédo de la neige étant nettement supérieur à celui de la glace, l’ablation est sensiblement accélérée lorsque
la surface du glacier est déneigée.
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Fig. 8.4 – Bilans de masses du Glacier Blanc observés par télédétection (TD) ou par relevé
de balises (B) et simulés par ID et ID-SR. a) bilans cumulés ; b) bilans annuels 1980-2005 ; c)
erreurs 1980-2005 ; d) bilans annuels 1999-2005
La composante glaciaire du modèle pose donc un certain nombre de problèmes et reste insuf-
fisamment validée. Bien qu’aucune tendance dans l’erreur commise sur les bilans de masse ne
soit détectable (figure 8.4-c), l’hypothèse de surface constante est de surcroît un obstacle à la
transférabilité du modèle hydrologique, comme discuté dans l’article. Par conséquent, la pre-
mière perspective de ce travail relativement à la simulation glaciaire consisterait à effectuer des
simulations avec une surface glaciaire revue à la baisse et évolutive au cours du temps, au plus
près des observations aériennes. Une telle chronique de surfaces englacées pourrait être obtenue
relativement facilement grâce à l’expérience du LGGE. Dans un second temps, une paramétri-
sation du retrait glaciaire devrait être recherchée comme dans les travaux de Huss et al. (2008)
ou Farinotti et al. (2009).
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Synthèse
Quels sont les grands principes du modèle hydrologique SIM ?
La chaîne SIM est composée du schéma d’analyse météorologique SAFRAN, du schéma de
surface ISBA et du modèle hydrogéologique MODCOU. SAFRAN repose sur une méthode
d’interpolation optimale pour combiner au mieux les observations et les analyses de modèle
météorologique. Il fournit ainsi des champs météorologiques spatialisés au pas de temps ho-
raire sur des zones supposées climatologiquement homogènes, à la résolution altitudinale de
300 mètres. Ces analyses sont interpolées sur un maillage à 8 km de résolution pour forcer
le schéma de surface ISBA. Celui-ci représente sur des bases physiques les interactions entre
le sol, la végétation, l’atmosphère, et le manteau neigeux. Un bilan d’énergie est calculé
pour 3 couches de neige afin d’estimer leur évolution thermique et la fonte le cas échéant.
Un bilan d’énergie est également calculé à la surface du sol pour simuler l’évolution de
sa température. Elle est rappelée vers une température profonde par une méthode Force-
Restore. Les transferts hydriques sont représentés en suivant le contenu en eau de 3 couches
de sol : la surface, la zone racinaire, et le sol profond. L’efficacité des différents processus
(évaporation, drainage, etc.) dépend des propriétés physiques du sol et de la végétation. Le
drainage s’évacuant à la base du sol d’ISBA ainsi que le ruissellement de surface sont trans-
férés en rivière via une méthode isochronique par le module hydrogéologique MODCOU.
Pour notre problématique, celui-ci est toutefois transparent sur le bassin de la Durance,
l’eau étant transférée rapidement à l’exutoire du bassin, conformément aux rapides temps
de transferts des eaux de surface et de subsurface observés dans ce contexte de relief marqué.
SIM est-il utilisable pour notre étude d’impact du changement climatique ?
Malgré ses bases physiques et ses bonnes performances sur les deux tiers des rivières
françaises, les simulations du modèle SIM ne sont pas satisfaisantes sur la région
alpine. Sur le bassin de la Durance en particulier, l’onde nivale simulée présente un
déphasage très important avec les débits observés. Les récessions après les différents
épisodes de crue sont mal reproduites, et le niveau de l’étiage hivernal est largement
sous-estimé. Ces erreurs de modélisation sont trop importantes pour pouvoir utiliser ce
modèle directement pour une étude d’impact du changement climatique sur un bassin alpin.
Quels développements ont été effectués pour corriger les défauts identifiés ?
Les travaux antérieurs menés sur le bassin et des considérations simples sur les processus
représentés dans le modèle ont permis de facilement identifier des pistes d’amélioration
du modèle hydrologique dans le cas d’un bassin alpin. La discrétisation sur des mailles
de 8 kilomètres a été remplacée par une discrétisation en unités hydrologiques relativement
homogènes (RHHU) basées sur les sous-bassins versants, l’altitude, l’exposition des versants,
et le caractère englacé ou non englacé. Cela a permis de nettement mieux représenter
la variabilité spatiale des processus hydrologiques au sein du bassin, sans augmentation
excessive du coût numérique. La fonte glaciaire peut alors également être représentée. Par
ailleurs, une représentation conceptuelle globale des stockages souterrains a été introduite.
Ces différentes modifications ont permis une amélioration significative de la qualité de la
simulation des débits quotidiens. Leurs rôles respectifs sont analysés en détail dans l’article
publié dans Journal of Hydrology.
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Quelles sont les principales limites du modèle hydrologique ISBA-Durance ?
Malgré ces améliorations, le modèle hydrologique présente deux principaux défauts. Tout
d’abord, le volume global des débits est sous-estimé. Ce problème est très vraisemblable-
ment causé par une sous-estimation des précipitations dans l’analyse SAFRAN. Il peut être
corrigé par l’introduction d’un coefficient correctif (+10%).
Ensuite, même lorsque le volume global est correct, et malgré l’introduction d’un réservoir
de stockage souterrain, le débit d’étiage hivernal n’est pas soutenu à la hauteur des
observations. L’origine de cette lacune est plus difficile à identifier car deux hypothèses
explicatives entrent en concurrence. Tout d’abord, une fonte à la base du manteau neigeux,
entretenue par la restitution de la chaleur emmagasinée dans le sol pendant l’été, pourrait
être suffisante pour expliquer le déficit. Ce processus ne peut pas être simulé dans la
version d’ISBA utilisée. La version ISBA-DIF serait sans doute plus adaptée à cet effet,
mais des développements conséquents seraient alors indissociablement requis (problèmes de
conductivité hydrique, bilans d’énergie séparés entre zones déneigées et enneigées). Une mo-
délisation conceptuelle a donc été proposée, nécessitant la calibration de deux paramètres.
Par ailleurs, l’existence de nappes souterraines profondes avec des temps de résidence de
l’eau suffisamment longs pour soutenir les débits pendant tout l’hiver est également une
hypothèse vraisemblable. Comme très peu d’informations à ce sujet sont disponibles, une
approche conceptuelle a de nouveau été proposée pour étudier cette possibilité. Elle com-
porte également deux paramètres à calibrer. L’une ou l’autre de ces approches permet de
simuler les débits de façon tout à fait satisfaisante. Ce problème d’équifinalité résulte de la
méconnaissance des processus responsables des débits hivernaux. Bien que l’évaluation du
modèle hydrologique sur l’enneigement soit rendue très délicate par la différence d’échelle
entre les observations ponctuelles et les simulations sur les RHHU, il semblerait toutefois
que la version du modèle avec second réservoir souterrain soit plus plausible car elle obtient
de meilleurs scores sur la majorité des points de mesure. Cependant, les deux types de pro-
cessus pourraient coexister et expliquer chacun une part du signal de débit observé en hiver.
Enfin, la pertinence de la composante glaciaire du modèle est incertaine en raison du
faible nombre de données de validation disponibles. Il semblerait toutefois que les surfaces
englacées obtenues par la classification CORINE-Land Cover soient excessives, ce qui
pourrait nous conduire à surestimer la contribution glaciaire réelle aux débits. En outre,
l’hypothèse de surface glaciaire constante n’est a priori pas valable sur une longue période.
Ce modèle hydrologique peut-il générer des scénarios hydrologiques futurs
pertinents ?
Le modèle hydrologique présenté semble robuste sur une longue période de simulation (46
ans). Il représente correctement la variabilité intra et interannuelle des débits et de l’en-
neigement, ce qui montre sa capacité à traduire la variabilité météorologique en variabilité
hydrologique. Les résultats sont stables lorsque le modèle est utilisé en dehors de sa période
de calibration, ce qui, en complément de ses bases physiques, nous donne confiance quant
à son applicabilité dans un contexte de climat modifié. Les tendances simulées en terme
d’enneigement et de débits semblent d’ailleurs plutôt réalistes, même si ce type d’évalua-
tion est toujours rendu délicat par l’hétérogénéité temporelle des séries utilisées pour le
forçage et la validation. Néanmoins, la simulation des débits hivernaux requiert une pa-
ramétrisation assez incertaine qui peut poser un problème de transférabilité du modèle si
les processus physiques qui en sont l’origine ont été mal identifiés. Les deux versions du
modèle envisagées, incluant soit le module de fonte par la base soit le stockage souterrain
profond, devraient donc être comparées dans leur réponse future afin d’évaluer l’impact de
cette incertitude sur les changements simulés. Enfin, la prise en compte du retrait glaciaire
devrait également être prise en compte pour l’application du modèle en climat futur.
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Trois modèles de descente d’échelle
statistiques
Au chapitre 4, nous avons vu que l’injection des scénarios climatiques futurs simulés par
les GCM dans un modèle d’impact hydrologique requiert une étape intermédiaire de descente
d’échelle. Celle-ci a pour objectif de générer des scénarios météorologiques futurs à une résolution
spatiale et temporelle adaptée au modèle d’impact, comme celui présenté dans la partie II de
cette thèse. Dans la section 4.2.2, un aperçu du large éventail de méthodes existantes a été
présenté. Plutôt que de développer à nouveau une nouvelle méthode, nous avons choisi en section
4.5.2 de tirer partie des développements réalisés dans ce domaine au CERFACS, au LTHE et
à EDF, en utilisant 3 modèles de descente d’échelle statistique (MDES). Ces méthodes sont
par construction des représentations très simplifiées des interactions d’échelle. Leur applicabilité
pour traduire des changements climatiques futurs en impact régional est incertaine, notamment
parce que les processus à suivre pour expliquer les changements futurs du régime hydrologique
sont mal connus, en particulier pour les précipitations. Il est donc intéressant de comparer ces
3 méthodes dans leur aptitude à reproduire la variabilité climatique observée basses fréquences,
et dans les projections futures qu’elles génèrent. Pour pouvoir interpréter leurs points communs
et leurs différences le cas échéant, nous devons tout d’abord bien comprendre les principes de
ces différents MDES. C’est l’objet du présent chapitre.
9.1 DSCLIM
Le modèle DSCLIM a été initialement développé pour le bassin de la Seine (Boé et al.,
2006) mais des modifications importantes ont été apportées par Boé (2007) pour son extension
à l’échelle de la France. DSCLIM a ensuite été recodé par Pagé et al. (2009). La description
la plus à jour de l’algorithme se trouve dans l’article soumis de Pagé et al. (2011). Le but
de DSCLIM est la génération à haute résolution spatiale et temporelle de toutes les variables
météorologiques nécessaires au forçage d’un schéma de surface (i.e. précipitations liquides et
solides, température et humidité de l’air, vitesse du vent, rayonnements incidents de courtes et
grandes longueurs d’onde), à partir de deux prédicteurs de grande échelle : la pression réduite
au niveau de la mer (PSL) et la température à 2 mètres (T2m).
L’algorithme, schématisé sur la figure 9.1, est basé sur une classification en type de temps
et sur un rééchantillonnage conditionné dans une période d’apprentissage. Il se déroule en deux
étapes :
9.1.1 L’apprentissage
Les journées d’une période d’apprentissage sont classées en types de temps, saison par
saison. Pour cela, les champs de pression quotidiens des réanalyses NCEP (Kalnay et al., 1996)
sont d’abord désaisonnalisés en y retranchant la climatologie calendaire des champs, lissée par
un filtre de Hanning sur une fenêtre de 60 jours. Ils sont ensuite transformés par une Analyse
en Composantes Principales sur le domaine défini par Boé (2007) et présenté sur la figure 9.2.
La même transformation (désaisonnalisation et ACP) est effectuée sur la racine carrée des
champs de précipitations quotidiennes sur la France des réanalyses SAFRAN (section 5.1).
Les 10 premières composantes principales (CP) de la pression et des précipitations forment un
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Fig. 9.1 – Schéma de l’algorithme de DSCLIM, extrait de Pagé et al. (2011)
espace à 20 dimensions dans lequel les jours de l’archive sont alors classifiés en différents types
de temps par l’algorithme du k-means (Michelangeli et al., 1995). Le nombre de classes Nc doit
être déterminé a priori. A partir d’une position initiale aléatoire de Nc points dans l’espace, on
établit une partition des jours dont les nouveaux Nc centres de gravité (ou centroïdes) servent
de base à la partition suivante. Les itérations se poursuivent jusqu’à minimiser la somme des
variances intra-classes. La position initiale des centroïdes introduit donc un premier processus
stochastique dans DSCLIM. L’utilisation des précipitations dans l’espace de classification
permet d’obtenir des types de temps mieux discriminants vis-à-vis de cette variable. La
racine carrée a pour effet de réduire l’asymétrie de sa distribution. Chaque type de temps est
finalement identifié seulement par son champ moyen de pression (centroïde). En plus de l’iden-
tification de sa classe d’appartenance, chaque jour est repéré par les distances euclidiennes dans
l’espace des CP entre le champ de pression du jour et les champs moyens des différents centroïdes.
Fig. 9.2 – Domaines de classification de la variable de grande échelle : J. Boé et Méditerranée
(cf. chapitre 11)
Une loi de régression linéaire est ensuite déterminée avec la racine carrée de la précipitation
régionale comme prédictand et les distances aux Nc centroïdes comme prédicteurs. Pour couvrir
l’ensemble de la France, 220 lois sont établies en 220 points de régression. L’utilisation de cette
régression permet de reproduire à la fois la variabilité des précipitations entre les différentes
classes, et la variabilité intra-type.
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9.1.2 La descente d’échelle
Une fois cet apprentissage réalisé, on peut appliquer la descente d’échelle soit sur une période
de contrôle, soit sur une période future. Les champs de pression des jours à reconstruire sont
désaisonnalisés de la même façon que les champs d’apprentissage, puis projetés dans l’espace des
CP des champs d’apprentissage. On peut alors dans cet espace calculer les distances euclidiennes
du champ du jour à chaque centroïde. Le jour appartient au type de temps dont le centroïde
est le plus proche. La loi de régression déterminée lors de l’apprentissage peut également être
appliquée pour calculer un indice de précipitation régionale.
On va alors rechercher un certain nombre de jours analogues dans l’archive appartenant au
même type de temps que le jour étudié et ayant des indices de précipitations voisins (distance
euclidienne sur les 220 indices). A certaines saisons (habituellement en été), on ajoute un critère
de proximité sur un indice de température de grande échelle pour le choix du jour analogue
(la moyenne spatiale de la température à 2 mètres sur le domaine de classification). Au final
un jour est choisi aléatoirement parmi les k1 plus proches analogues, et toutes les variables
météorologiques du jour retenu sont utilisées comme scénario météorologique pour le jour cible.
Cette étape introduit un second processus stochastique dans DSCLIM. Les valeurs des indices
de précipitations obtenus par les lois de régression ne sont donc pas utilisées directement pour
générer les précipitations finales, mais comme critère de proximité dans la recherche des jours
analogues. Précisons par ailleurs que la recherche d’analogues est restreinte à une période de
l’année de plus ou moins 10 jours autour du jour étudié, pour assurer la cohérence physique de
certaines variables très influencées par la saison (e.g. rayonnement solaire).
La variabilité ou les changements simulés par le rééchantillonnage précédemment décrit sont
principalement liés à la variabilité ou aux changements dans l’occurrence des différents types
de temps. La variabilité intra-type est prise en compte par les indices de précipitations et de
température, dans la limite de leur gamme de variabilité. Nous avons toutefois vu dans la
section 3.2 que le changement climatique associé à certaines variables comme la température est
principalement affecté par le forçage radiatif des GES. Pour le prendre en compte, on calcule
la différence entre la moyenne spatiale à grande échelle de la température du jour analogue
(également issue des réanalyses NCEP) et celle du jour reconstitué (issue soit de réanalyses pour
l’évaluation de la méthode, soit d’un modèle climatique pour les projections). Les températures
du jour analogue sélectionné sont finalement corrigées de cette différence. (Boé, 2007) appliquait
cette correction uniquement lorsque la différence était supérieure à 2˚C, une restriction levée
par Pagé et al. (2011).
Pour conserver la cohérence avec les autres variables météorologiques, la répartition
pluie/neige est corrigée en conséquence en séparant les deux phases au seuil de T *=0.5˚C.
Toutefois, l’application de cette valeur de T * sur notre bassin provoque l’apparition d’un biais
systématique sur le ratio entre les précipitations solides et les précipitations liquides. Pour choi-
sir une valeur plus appropriée, nous avons mené une rapide analyse de sensibilité sur ce modèle
sommaire de séparation pluie-neige en reconstituant au pas de temps horaire la phase des préci-
pitations à partir des températures SAFRAN pour différentes valeurs de T * (figure 9.3). C’est
avec un seuil de T *=1˚C qu’on parvient à des résultats non biaisés par rapport à l’estimation
d’origine de la phase dans SAFRAN (cf. section 5.1), à toute altitude. Cette valeur sera donc
adoptée pour notre bassin. Le rayonnement infrarouge incident est ensuite également modifié en
utilisant la formulation :
dL ↓ = 4L ↓ dT2m
T2m
(9.1)
Cette formulation empruntée à Etchevers (2000), provient de la dérivation de l’équation
de Stefan-Boltzmann pour un corps noir à la température T2m. Cette correction prend donc en
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Fig. 9.3 – Ratio précipitations solides / précipitations totales en fonction de l’altitude, dans
SAFRAN et pour des modèles discrets de séparation de phase avec différents seuils T *. Moyenne
spatiale par tranche d’altitude sur le bassin de la Durance, 1959-2006.
compte uniquement le réchauffement de surface. On peut se demander si elle est suffisante, étant
donné que le rayonnement infrarouge incident est susceptible d’être affecté par la modification
du bilan radiatif sur toute l’épaisseur de l’atmosphère.
9.1.3 Evaluations menées, choix effectués, questions spécifiques
La période d’apprentissage sélectionnée par Boé (2007) est 1981-2005, en raison du nombre
de stations utilisées dans l’analyse SAFRAN qui a significativement progressé dans les dernières
décennies. DSCLIM a ensuite été évalué sur la période 1970-2005. Boé (2007) a ainsi calculé
des corrélations entre les précipitations quotidiennes reconstruites et observées sur la France.
Elle est en moyenne sur le pays de 0.33. La corrélation calculée sur les séries interannuelles des
précipitations saisonnières varie entre 0.4 et 0.85 suivant les bassins et les saisons. Les résultats
obtenus sont meilleurs dans le Nord et l’Ouest de la France, et en hiver. A l’inverse, les résultats
se dégradent en saison estivale ainsi que sur le pourtour méditerranéen.
A l’échelle de la France, DSCLIM semble donc expliquer une part satisfaisante de la varia-
bilité des précipitations. Il a donc été utilisé par Boé et al. (2009b) pour générer des scénarios
météorologiques futurs sur toute la France, puis des scénarios hydrologiques via l’application
de SIM. L’évaluation proposée du MDES n’a jusqu’ici été effectuée que sur une seule généra-
tion particulière malgré le caractère stochastique de l’algorithme (lié à la classification et à la
sélection d’analogues). On peut toutefois se demander si la performance évaluée de la méthode
n’y est pas sensible. La génération d’un seul scénario est-elle suffisante pour évaluer DSCLIM?
Est-elle pertinente pour désagréger un modèle climatique ?
De plus, la période de validation englobe assez largement la période d’apprentissage. Confor-
mément à nos interrogations sur la transférabilité des MDES (section 4.4), une autre question
qui vient naturellement est de savoir si la performance du modèle reste inchangée sur une période
totalement distincte de l’apprentissage.
Ensuite, les différents choix effectués par Boé (2007) pour la France soulèvent un certain
nombre d’autres questions quant à son utilisation sur un bassin ciblé. En particulier, les types
de temps de Boé et al. (2007) pour toute la France peuvent-ils être redéfinis pour mieux discri-
miner les précipitations sur un bassin particulier ? (e.g. variables et domaines utilisés pour la
classification, nombre de types de temps). La même question peut être appliquée aux indices de
précipitations et à la méthode de choix du jour analogue.
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Le recodage du modèle a permis d’optimiser efficacement les coûts numériques, et repose sur
l’utilisation de fichiers de configurations facilitant les analyses de sensibilité (Pagé et al., 2011).
Ce développement plus avancé par rapport aux 2 autres modèles nous a donc encouragé à
chercher des réponses aux questions ci-dessus, de manière à rechercher la possibilité d’obtenir
une configuration plus performante et/ou plus robuste sur notre bassin d’étude.
9.2 D2GEN
Fig. 9.4 – Schéma de l’algorithme de D2GEN, extrait de Mezghani et Hingray (2009)
Le modèle D2GEN a été développé par Mezghani et Hingray (2009) pour le haut bassin
du Rhône. Des évolutions de ce modèle sont développées parallèlement à cette thèse dans le
cadre du projet RIWER2030, notamment pour le choix des prédicteurs. La méthode schématisée
sur la figure 9.4 combine fonctions de transfert, générateur stochastique et rééchantillonnage
d’analogues. Elle se compose de 3 étapes :
9.2.1 Des fonctions de transfert
La précipitation régionale (i.e. moyenne spatiale sur un domaine donné qui peut être un
bassin versant) est modélisée par une fonction de transfert non linéaire. Deux modèles linéaires
généralisés (GLM) sont déterminés pour deux prédictands : la probabilité d’occurrence et la
hauteur des précipitations. La température régionale est modélisée par un autre GLM.
Les prédicteurs utilisés par Mezghani et Hingray (2009) peuvent être distingués en deux
types : les indices de circulation et les variables thermodynamiques. Les indices de circulation
utilisés sont la pression réduite au niveau de la mer PSL et les composantes zonales et méridiennes
du vent géostrophique à 700 hPa (u700 et v700). Celles-ci sont calculées à partir des champs de
géopotentiel, plus fréquemment disponibles dans les GCM, selon un schéma numérique simple
utilisant quelques points de grille centrés sur la zone d’intérêt (cf. annexe A de la thèse de
Mezghani, 2009). D’autres indices utilisés pour le bassin du Rhône supérieur ont été considérés
pour RIWER2030 (e.g. baroclinicité, vorticité), mais n’ont finalement pas été retenus pour la
Durance. Les variables thermodynamiques sont la température de l’air, l’humidité relative, et
l’humidité spécifique à 700 hPa (respectivement T700, RH700, q700), ainsi que le flux d’humidité







Enfin, pour représenter correctement l’autocorrélation des séries, les modèles de probabilité
d’occurrence et de température sont auto-régressifs. Le premier utilise comme prédicteur l’oc-
currence de précipitations modélisée au jour précédent Oi−1. Le second utilise la température de
surface modélisée au jour précédent Tsi−1 et la température à 700 hPa du jour précédent T700i−1 .
Il n’y a pas de composante auto-régressive dans le modèle de hauteur conditionnelle.
Une assez large gamme de combinaisons de prédicteurs a été testée dans le cadre du projet
RIWER2030. Trois jeux distincts ont finalement été retenus comme synthétisé dans le tableau
9.1. Cette sélection a été faite de façon à maximiser la variance expliquée par les GLM pour les
plus grandes échelles temporelles (résultats non publiés pour l’instant). Les modèles d’occurrence
et de hauteur des précipitations les plus explicatifs sont ceux intégrant des variables d’humidité.
Celles-ci présentent cependant l’inconvénient d’être très hétérogènes dans les réanalyses. Une
version moins explicative mais peut-être plus robuste sur de longues périodes est donc aussi
proposée, excluant l’humidité (D2GEN10).
Tab. 9.1 – Liste des prédicteurs utilisés dans les GLM de D2GEN pour 3 versions du modèle
repérées par leur identifiant RIWER2030.
Occurrence Hauteur Température
D2GEN10 PSL, u700, v700, Oi−1 PSL, u700, v700 T700, T700i−1 , Tsi−1
D2GEN22 PSL, u700, v700, Oi−1, RH700 PSL, u700, v700, q700 T700, T700i−1 , Tsi−1
D2GEN32 PSL, u700, v700, Oi−1, RH700 PSL, u700, v700, Fq700 T700, T700i−1 , Tsi−1
Les prédicteurs sont communs pour toutes les saisons mais comme pour DSCLIM, les para-
mètres des fonctions de transfert sont estimés pour chaque saison.
9.2.2 La perturbation stochastique
La variable (probabilité d’occurrence d’un jour pluvieux, hauteur précipitée si jour pluvieux,
température) modélisée à l’étape précédente est l’espérance (variable d’un jour à l’autre) d’une
loi de probabilité (respectivement loi binomiale, gamma, normale) dont on va tirer aléatoirement
une réalisation. La variance de cette loi est aussi modélisée à partir de la variance des résidus des
fonctions de transfert. Cette génération stochastique des variables dégrade la variance expliquée
par rapport aux GLM mais elle permet de mieux reproduire les propriétés statistiques (en
particulier la variance) des variables observées. Toutefois, on peut générer ainsi un assez grand
nombre de scénarios (50 pour Mezghani et Hingray, 2009) à partir des mêmes prédicteurs de
grande échelle. Dans le cas d’un grand nombre de réalisations, la moyenne des valeurs générées
pour un jour donné sera égale à l’espérance simulée de la variable considérée. Cette méthode de
génération peut conduire à générer des scénarios non observés dans l’archive.
9.2.3 La désagrégation spatiale
Le scénario régional (précipitations, température) obtenu pour un jour donné va permettre
d’identifier les k journées les plus proches dans l’archive des observations (distance euclidienne sur
précipitations et température). La structure spatiale des précipitations et de la température des
scénarios générés est obtenue en utilisant celle d’un de ces analogues. La sélection du jour parmi
les k plus proches voisins est effectuée avec une probabilité de tirage inversement proportionnelle
à la distance. L’identification de jours analogues peut également permettre le rééchantillonnage
d’autres variables météorologiques non simulées explicitement. Nous le ferons pour les autres
variables météorologiques nécessaires au forçage du modèle hydrologique (rayonnements, vitesse
du vent, etc.). Par ailleurs, les ajustements sur la phase des précipitations et le rayonnement
infrarouge en fonction de la température simulée (section 9.1.2) seront également appliqués.
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9.2.4 Disponibilité des scénarios
Contrairement à DSCLIM, les scénarios météorologiques de D2GEN n’ont pas été direc-
tement produits dans le cadre de cette thèse, mais lors des travaux du projet RIWER2030
(post-doctorat d’Abdelkader Mezghani, se déroulant parallèlement à cette thèse). Notre contri-
bution propre a consisté à mener une évaluation commune des MDES, et à réaliser les scénarios
hydrologiques correspondant à ces scénarios météorologiques.
9.3 ANALOG
9.3.1 Principe
Le modèle ANALOG utilisé opérationnellement par EDF pour la prévision hydrométéorolo-
gique est une version particulière de la méthode des analogues, introduite par Lorenz (1969). Son
développement par EDF a été initié dans les années 1970. L’utilisation de cette méthode pour la
génération de scénarios climatiques a été proposée par Zorita et al. (1995). Il s’agit de constituer
une distribution des valeurs possibles pour un jour donné en rééchantillonnant dans une archive
un certain nombre de jours voisins, en termes de circulation atmosphérique à grande échelle. Les
jours sélectionnés par Gailhard (2009) minimisent la distance d’analogie de Teweles et Wobus
(1954)2, appliquée sur la forme de 4 champs météorologiques : le géopotentiel à 1000 hPa et à
700 hPa pour les échéances J et J+1. Le choix du domaine spatial et des variables (géopoten-
tiels, 2 niveaux, 2 échéances temporelles) est le fruit d’une analyse de performance approfondie
menée entre autres par Bontron (2004) dans un contexte de prévision à courte échéance des
précipitations. Une correction de température est également appliquée en fonction de l’épaisseur
de la couche 1000-700 hPa. A nouveau, nous appliquerons les ajustements de la section 9.1.2
pour la phase des précipitations et le rayonnement infrarouge.
9.3.2 Disponibilité des scénarios
Les simulations de ANALOG sont réalisées par EDF dans le cadre du projet RIWER2030.
Le forçage du modèle par les GCM a nécessité quelques adaptations du modèle pour corriger
des problèmes de biais (cf. section 14.1). Ces modifications ayant été effectuées tardivement
par rapport à nos échéances de thèse, elles ne sont toutefois pas incluses dans l’évaluation des
scénarios forcés par les réanalyses NCEP (chapitre 12).




Une méthodologie d’évaluation dans
le contexte d’un climat changeant
La stratégie d’évaluation des MDES présentés au chapitre 9 est orientée sur leur aptitude à
être utilisés pour une étude d’impact du changement climatique. Nous avons vu en section 4.4
que cela se décline en plusieurs points :
1. Leur aptitude à reproduire les caractéristiques clés de la distribution statistique des va-
riables météorologiques observées (évaluation climatologique) ;
2. Leur aptitude à reproduire la variabilité basses fréquences de ces mêmes variables (évalua-
tion chronologique) ;
3. Leur aptitude à être utilisés en dehors de la période ayant servi à l’apprentissage (trans-
férabilité temporelle) ;
4. Leur aptitude à respecter des corrélations et dépendances physiques entre les différentes
variables météorologiques générées, a minima celles requises pour l’étude d’impact (éva-
luation hydrologique).
Par abus de langage, nous confondrons « observations » avec les analyses SAFRAN. Ces
données sont en effet utilisées comme telles dans les différents modèles de descente d’échelle.
Pour notre cas d’étude, si l’on réalise une simulation hydrologique forcée par les précipi-
tations observées et par les sorties d’un MDES pour les autres variables météorologiques, les
résultats obtenus sont très proches des simulations obtenues par forçage de toutes les variables
météorologiques observées. Si au contraire on réalise une simulation hydrologique forcée par les
précipitations simulées par un MDES et par les observations pour toutes les autres variables,
on obtient au contraire des résultats très semblables à ceux obtenus en utilisant les sorties du
MDES pour toutes les variables de forçage (expériences testées mais non présentées). Dans le cas
particulier de la présente application hydrologique, il faut donc focaliser l’évaluation des MDES
sur les précipitations.
Se pose ensuite la question de l’échelle spatiale concernée par cette évaluation. Idéalement,
l’évaluation du MDES devrait être faite à la résolution du modèle hydrologique, en l’occurrence
pour ISBA-Durance sur nos 639 RHHU. Toutefois, les analyses de sensibilité suggérées par
la section 9.1.3 et l’intercomparaison de MDES recommandée en section 4.4 nécessitent une
évaluation plus synthétique. Une première solution possible serait de calculer les scores en chaque
RHHU et de considérer des moyennes spatiales. Une seconde solution consiste à considérer
les scores sur des variables météorologiques agrégées spatialement sur le bassin, et à vérifier
séparément le respect de la structure spatiale des champs. En raison du caractère intégrateur d’un
bassin versant, l’élément le plus primordial pour notre étude est l’explication de la variabilité des
précipitations de bassin. Nous choisissons donc la seconde solution, sachant que la performance
des MDES est habituellement supérieure pour des données agrégées spatialement par rapport à
une évaluation ponctuelle (Gangopadhyay et al., 2004; Mezghani et Hingray, 2009).
10.1 Evaluation climatologique
Pour le premier des quatre points ci-dessus, les distributions peuvent être comparées gra-
phiquement. Quelques diagnostics sont aussi classiquement utilisés pour mesurer la cohérence
119
des distributions : le biais et le ratio entre l’écart-type des variables reconstruites et l’écart-type
des variables observées. Le respect de la saisonnalité des variables peut également être testé. De
plus, d’autres propriétés sont également importantes pour générer des scénarios hydrologiques
pertinents, par exemple le nombre de jours secs ou humides (i.e. avec précipitations), ou encore
la persistance de périodes sèches ou humides. Pour cet aspect, nous avons repris les critères
utilisés par Boé (2007) : l’erreur relative sur le nombre de jours secs, sur le nombre de jours
secs suivant un jour sec, sur le nombre de jours humides suivant un jour humide, et sur la durée
moyenne des périodes humides.
10.2 Evaluation chronologique
Pour le second point, des séries chronologiques observées et reconstituées peuvent être com-
parées. Pour évaluer la capacité du modèle à reproduire l’occurrence des précipitations, on utilise
souvent le taux de bonne détection (POD), le taux de fausse alarme (FAR), le taux de fausse
détection (POFD), ou le True Skill Score (TSS). Pour quantifier le pouvoir explicatif du MDES
sur les hauteurs précipitées, les scores les plus utilisés sont la corrélation R, ou le score de Nash
N . Dans le cas d’un modèle non biaisé, le score de Nash peut être interprété comme le pour-
centage de variance expliquée par le MDES. Il ne doit donc pas être confondu avec le coefficient
de détermination R2 qui représente la variance expliquée par un ajustement linéaire entre une
variable reconstituée et la variable observée. Ces scores peuvent être calculés pour différents pas
de temps d’agrégation des variables. Nous sommes a priori plus intéressés par les plus grands pas
de temps d’agrégation (variabilité interannuelle), qui s’apparentent plus facilement à une sorte
de variabilité climatique naturelle (Zorita et von Storch, 1999). La performance pouvant être
variable selon les saisons, nous considérerons en particulier les séries interannuelles de précipita-
tions saisonnières pour les 4 saisons classiques (DJF, MAM, JJA, SON). Les échelles décennales
à climatiques ne peuvent pas être mesurées par ce type de scores en raison de la longueur limitée
des séries de données à notre disposition (typiquement 50 ans).
10.3 La transférabilité temporelle
Les réanalyses utilisées (NCEP pour la grande échelle, SAFRAN pour l’échelle régionale)
couvrent une période commune s’étendant de 1958 à nos jours. En conséquence, il est envisa-
geable de procéder à une évaluation du modèle sur une période dissociée de l’apprentissage. On
considérera ainsi les deux périodes suivantes : P1 pour la période 01/08/1959 au 31/07/1981,
et P2 pour la période du 01/08/1981 au 31/07/2005. Par défaut, nous réaliserons comme Boé
(2007) l’apprentissage de DSCLIM sur la période P2. Par souci d’homogénéité, la même période
d’apprentissage est utilisée dans le projet RIWER-2030 pour les modèles D2GEN et ANALOG.
Pour tester la transférabilité d’un MDES, les évaluations seront menées séparément pour les
périodes P1 et P2. Nous mènerons également l’expérience de comparer les performances sur
P1 et P2, en ayant réalisé cette fois l’apprentissage sur la période P11. Une mauvaise perfor-
mance de ces tests de transférabilité pourrait toutefois avoir deux origines : un réel problème de
transférabilité temporelle du MDES, ou une trop grande hétérogénéité temporelle des données
de forçage et de validation. Cette hétérogénéité est avérée en raison du nombre très variable
d’observations prises en compte dans les réanalyses NCEP (ou ERA-40) et SAFRAN au cours
du temps (Sturaro, 2003; Sterl, 2004; Pohlmann et Greatbatch, 2006; Vidal et al., 2010). Pour
s’en affranchir, une approche intéressante pourrait consister à réaliser l’apprentissage sur une
série d’années discontinues (par exemple un an sur deux) et la validation sur les années res-
tantes. Nous n’avons toutefois pas pris le temps de réaliser les développements nécessaires. Dans
le contexte de notre étude comparative des périodes P1 et P2, l’intérêt de l’approche multi-
1Il s’agit d’une expérience ponctuelle. Lorsque les résultats sont présentés sans précision particulière, l’appren-
tissage a toujours été effectué sur la période P2.
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modèles proposée est qu’on peut s’attendre à ce que des hétérogénéités de données affectent
les simulations quel que soit le MDES utilisé. Des différences inter-modèles seraient indépen-
dantes de l’hétérogénéité des données de validation, et pourraient donc être révélatrices soit de
différences dans la transférabilité des modèles, soit de différences dans l’homogénéité respective
des variables prédictives. Pour les mêmes raisons, les comparaisons des tendances climatiques
observées et reconstituées devront être considérées avec précaution.
10.4 La cohérence inter-variables
Pour évaluer le respect des dépendances entre variables météorologiques, autre condition
importante de l’applicabilité d’un MDES pour générer des scénarios hydrologiques futurs, la
solution choisie dans cette thèse consiste à générer des scénarios hydrologiques en forçant ISBA-
Durance par les scénarios météorologiques simulés par les différents MDES, eux-mêmes forcés
par les réanalyses NCEP. L’ensemble du cadre d’évaluation proposé dans ce chapitre (statistiques
clés, variabilité basses fréquences, transférabilité temporelle) peut ainsi être appliqué sur diffé-
rentes variables hydrologiques résultant de l’action combinée de différents forçages. Nous avons
choisi de considérer une variable intégratrice à l’échelle du bassin : les débits en rivière. Précisons
enfin que la version du modèle hydrologique utilisée pour l’évaluation inclut la majoration de
10% des précipitations et le second réservoir souterrain (version ID-SR, section 7.3).
10.5 Influence des processus stochastiques et implications pour
l’évaluation
L’un des enseignements du chapitre 9 est que les trois MDES utilisés dans cette thèse com-
portent des processus stochastiques. Leur intercomparaison ou encore la comparaison de diffé-
rentes configurations de chacun d’entre eux ne doit pourtant pas être perturbée par des évé-
nements aléatoires. En outre, si l’évaluation d’un MDES est utilisée comme critère pour son
applicabilité en climat futur, celle-ci se doit d’être également suffisamment stable. Pour le mo-
dèle DSCLIM, cet aspect a été ignoré par Boé (2007) et il est considéré comme peu significatif
par Pagé et al. (2011) à l’échelle de la France à l’exception des zones ou saisons où DSCLIM est
le moins performant. Pour préciser les choses sur notre bassin, nous avons toutefois effectué 1000
générations de scénarios en rééchantillonnant aléatoirement les jours parmi les 10 plus proches
analogues (mais en fixant la classification en types de temps, cf. section 9.1.1), et en utilisant
une configuration du modèle proche de celle de Boé (2007).
La figure 10.1 représente les séries chronologiques de précipitations saisonnières pour 100
scénarios parmi les 1000 (pour alléger le graphique, sans influence sur les conclusions). La
série observée (SAFRAN) est représentée en rouge. La courbe verte représente le scénario
médian (médiane des 1000 valeurs annuelles, pour chaque année), et la courbe bleue représente
un scénario obtenu en retenant systématiquement le premier analogue. En hiver, le signal de
la variabilité interannuelle des précipitations semble bien capté, mais la dispersion entre les
scénarios est très forte. En été, la dispersion devient trop forte pour que la variabilité soit
réellement captée par la majorité des scénarios. La figure 10.2 représente ce résultat de façon
plus synthétique sous la forme d’un diagramme de Taylor. Chaque génération est représentée
par un point en fonction d’une part de la corrélation entre précipitations saisonnières recons-
truites et observées, et d’autre part du ratio entre l’écart-type des précipitations reconstruites
et l’écart-type des précipitations observées. Une simulation idéale aurait pour coordonnées
(1,1) soit le point noté REF sur le graphique. Ainsi selon le scénario — généré aléatoirement
suivant les principes de DSCLIM— la corrélation varie entre 0.5 et 0.8 en hiver, et entre 0.1
et 0.5 en été. Une dispersion du même ordre est observée sur les écarts-types. Il n’apparaît
donc pas raisonnable d’évaluer DSCLIM sur le bassin de la Durance à partir d’une seule
génération puisque celle-ci pourrait être — aléatoirement — surévaluée ou sous-évaluée, dans
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Fig. 10.1 – Evolution interannuelle des précipitations saisonnières (hiver, été) de 100 générations
aléatoires parmi les 10 premiers analogues de DSCLIM (configuration J. Boé, 1971-2005). Courbe
rouge : observation. Courbe verte : scénario médian. Courbe bleue : premier analogue.
Fig. 10.2 – Coefficient de corrélation et ratio d’écart-type entre précipitations saisonnières re-
construites et observées (hiver, été), pour 100 générations aléatoires parmi les 10 premiers ana-
logues de DSCLIM (configuration J. Boé, 1970-2005). Point vert : scénario médian. Point bleu :
premier analogue.
des proportions considérables. Ceci pose aussi question quant à l’utilisation de DSCLIM sur
un modèle climatique. En effet une seule génération de scénario météorologique est-elle alors
suffisante pour traduire la variabilité climatique imposée par les situations synoptiques simulées
par le modèle ?
Le fait que des situations synoptiques de grande échelle quasi-identiques puissent avoir
des effets très différents en termes de climat régional a été notamment mis en évidence par
Roebber et Bosart (1998). Il est à l’origine de cette dispersion qui encourage habituellement à
considérer la distribution statistique d’un ensemble de jours dans les méthodes de prévision des
précipitations par analogues (e.g. Obled et al., 2002; Wetterhall et al., 2005).
Dès lors plusieurs méthodes peuvent être envisagées :
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1. Une génération optimale d’un seul scénario si celui-ci est suffisamment informatif sur la
variabilité climatique. La sélection d’un scénario médian pourrait ainsi être envisagée.
Si celui-ci permet en général d’obtenir de très bonnes corrélations avec les observations,
il tend naturellement à sous-estimer très fortement la variance du signal (figure 10.2,
point vert). La sélection systématique du premier analogue semble également dégrader
significativement l’information par rapport à une génération multiple, puisque celui-ci ne
correspond pas nécessairement au scénario optimal, sa position dans le nuage de points
étant également aléatoire (figure 10.2, point bleu).
2. Une réduction de la dispersion associée au rééchantillonnage stochastique par un travail
sur la définition des types de temps et sur la méthode de rééchantillonnage, de façon à
générer des scénarios avec des statistiques plus robustes.
3. La génération systématique d’un grand nombre de scénarios donnant un caractère plus
probabiliste à l’évaluation, dans le même esprit que D2GEN. Cela implique une utilisation
également probabiliste de la méthode avec les modèles climatiques. Cette solution est
beaucoup plus exigeante en termes de ressources informatiques compte tenu du grand
nombre d’expériences à mener (génération multi-scénarios pour les différents modèles
climatiques disponibles dans ENSEMBLES (2009)), et du coût numérique significatif du
modèle hydrologique mis en place. Cette approche semble toutefois inévitable si aucune
des deux options précédentes ne s’avère concluante. Ce type d’approche est recommandé
au terme de la revue de Fowler et al. (2007). L’aspect probabiliste associé au caractère
stochastique de la méthode serait alors à combiner avec les autres sources d’incertitudes.
Même si différentes pistes d’adaptation de DSCLIM vont être testées au chapitre 11 ouvrant
peut-être la perspective de réduire la dispersion associée à la génération stochastique, il est de
toute façon indispensable d’utiliser des critères de comparaison robustes entre configurations
du modèle. Les nuages de points présentés dans la figure 10.2 donnent une bonne idée de la
performance et de la dispersion associées à une configuration particulière de DSCLIM (ou
D2GEN, ANALOG). En revanche la comparaison de différentes configurations du modèle à
l’aide de cette figure est malaisée. Nous proposons donc de synthétiser l’information en retenant
uniquement les quantiles Q5, Q25, Q50, Q75, et Q95 des deux variables représentées sur ces
graphes (coefficient de corrélation et ratio d’écart-type). Différentes configurations pourront
alors être facilement comparées à l’aide de boites à moustaches ou de tableaux numériques.
L’estimation de ces quantiles est également porteuse d’incertitude selon la taille de l’échantillon
de scénarios considéré. Une étude complémentaire a montré que l’utilisation d’un échantillon
de 100 scénarios semble raisonnable. Ainsi, la précision d’estimation de la médiane de ces
deux critères est de +/-0.01, tandis que la précision d’estimation des quantiles extrêmes est de
+/-0.03. Bien que ce résultat ait été établi pour DSCLIM, nous choisissons par souci d’homogé-
néité d’évaluer les 3 MDES de cette thèse sur la génération de ce même nombre de 100 scénarios.
Un telle représentation a ainsi été utilisée sur la figure 10.3 pour estimer dans un premier
temps la dispersion associée à l’autre processus stochastique du modèle DSCLIM (i.e. la
position initiale des centroïdes dans l’algorithme de classification). Pour minimiser l’influence de
la position initiale, 50 classifications sont en réalité recherchées par DSCLIM avec 50 positions
initiales différentes des centroïdes des n classes à identifier. La classification retenue est alors
celle qui minimise le rapport variance intra-classe / variance inter-classe. Pourtant, il apparaît
que pour 15 itérations successives de l’algorithme (15 classifications retenues parmi 15×50),
la médiane du coefficient de corrélation entre observations et scénarios peut varier dans un
intervalle de longueur 0.06 en hiver, et 0.16 en été (soit une incertitude du même ordre de
grandeur que la médiane elle-même en été). Ceci complique l’évaluation du MDES puisqu’elle
s’avère sensible à cette étape de la classification. Cette variabilité ne peut hélas pas être corrigée
en augmentant le nombre de positions initiales testées (500 au lieu de 50). De la même façon
qu’il s’est avéré nécessaire de réaliser des générations multiples de scénarios, il est donc aussi
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Fig. 10.3 – Boîtes à moustaches représentant les principaux quantiles de la distribution inter-
scénarios du coefficient de corrélation et du ratio d’écart-type sur les précipitations saisonnières
(djf ou jja), pour 15 itérations de l’algorithme de classification de DSCLIM. Les points repré-
sentent les scores du scénario médian.
indispensable de générer des classifications multiples pour une même configuration, pour le
cas particulier des analyses de sensibilité de la méthode de classification de DSCLIM à une
configuration donnée. Cet aspect est évidemment sans objet pour D2GEN et ANALOG.
Conséquences
Une fois que la configuration de DSCLIM sera arrêtée, la classification pourra également être
fixée. Les trois MDES seront donc finalement évalués sur la même base de 100 scénarios. Cette
approche ensembliste s’applique aux 4 points de la méthodologie d’évaluation recensés au début
du présent chapitre (évaluation climatologique, évaluation chronologique, transférabilité tempo-
relle, évaluation hydrologique). Dans un tel contexte, le dernier point est rendu délicat par le
coût numérique relativement élevé du modèle ISBA-Durance. Pour le réduire, nous avons tout
d’abord augmenté le pas de temps d’ISBA de 5 minutes à 30 minutes. Aucune dégradation n’est
constatée sur la simulation de l’enneigement ou des débits. Ce changement de pas de temps a
simplement nécessité quelques maigres adaptations du schéma de neige (problèmes numériques
en cas de fonte intensive sur des manteaux neigeux peu épais). Malgré cela et malgré les opti-
misations classiquement effectuées par les compilateurs Intel, une exécution séquentielle des 100
scénarios hydrologiques aurait encore un coût numérique rédhibitoire. Cependant, la génération
d’un ensemble de simulations indépendantes est un problème intrinsèquement parallèle. L’ar-
chitecture numérique la plus adaptée pour le résoudre est la grille de calcul. Après avoir réalisé
les développements nécessaires au couplage DSCLIM/ISBA-Durance, D2GEN/ISBA-Durance,
et ANALOG/ISBA-Durance, nous avons donc déployé ce code sur la grille CIMENT2, une
structure interdisciplinaire des universités scientifiques grenobloises gérée par le Laboratoire
d’Informatique de Grenoble, et qui réunit une dizaine de clusters de calculs. Cette approche a
l’avantage d’autoriser l’utilisation parallèle d’un très grand nombre de ressources, sans aucune
pénalisation des utilisateurs théoriquement propriétaires des machines (par la gestion des priori-
tés). Elle permet donc d’optimiser l’utilisation des ressources. Le lecteur intéressé ou l’utilisateur
futur se référeront à l’annexe D pour plus de détails. Retenons ici que ces développements ont
rendu possibles les analyses multi-scénarios avec des temps d’exécution raisonnables, à la fois
pour l’évaluation hydrologique des MDES et pour les projections futures.
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Chapitre 11
Première application : analyses de
sensibilité sur le modèle DSCLIM
Nous avons vu en section 9.1.3 que le modèle DSCLIM a fait l’objet d’un certain nombre
de choix méthodologiques par Boé (2007), certains ayant été calibrés à l’échelle de la France,
d’autres ayant été effectués a priori. Au chapitre 10 (figures 10.1 et 10.2), nous avons eu un
premier aperçu du pouvoir explicatif du modèle sur la variabilité interannuelle des précipitations
saisonnières sur le bassin de la Durance. Les performances semblent intéressantes, mais tout de
même assez limitées. Nous allons donc utiliser la méthodologie du chapitre 10 pour comparer
différentes versions de DSCLIM et tenter d’identifier une configuration plus performante sur le
bassin de la Durance. Au minimum, nous pourrons avoir une idée de la sensibilité du modèle à
ces différents choix.
L’algorithme de DSCLIM étant relativement complexe (section 9.1), une analyse de sensi-
bilité directement sur les variables désagrégées finales ne nous a pas semblé la méthode la plus
adaptée pour comprendre les sensibilités du modèle. Nous avons donc préféré séparer cette ana-
lyse entre (1) l’efficacité de la classification, (2) la pertinence des indices de précipitations, et
(3) le choix du second prédicteur de grand échelle (la moyenne spatiale de la température pour
Boé (2007)). Notons que nous avons également travaillé sur la méthode de sélection des jours
analogues. Pour alléger le document, ces travaux sont présentés en annexe E.
11.1 La classification
11.1.1 Méthode d’analyse
Dans l’abondante littérature consacrée aux classifications en types de temps (e.g. revue de
Huth et al., 2008), on trouve de nombreuses méthodes d’évaluation différentes. Notre objectif
est d’évaluer la capacité des classifications à expliquer la variabilité interannuelle des précipi-
tations saisonnières. Pour comparer différentes configurations de l’algorithme de classification,
nous utiliserons donc les critères définis au paragraphe 10.5 (corrélation et ratio d’écart-type sur
les chroniques de précipitations saisonnières). Cela permettra ensuite de comparer directement
avec les mêmes critères le pouvoir explicatif de la classification avec celui de l’ensemble du mo-
dèle DSCLIM. Chaque jour à reconstruire est associé au type de temps dont le centroïde est
le plus proche. On choisit alors aléatoirement un jour parmi l’ensemble des jours de ce type de
temps dans la période d’apprentissage. Nous affectons les précipitations du jour choisi au jour
reconstruit. Cette opération est itérée 100 fois sur toute la série chronologique afin de générer 100
scénarios. Chacun des scénarios est comparé aux observations comme en 10.5. La médiane des
scénarios obtenus peut également être comparée à l’observation (cela est alors quasiment équi-
valent à une méthode d’évaluation fréquemment utilisée dans la littérature, consistant à attribuer
à chaque jour la précipitation climatologique du type de temps correspondant). L’avantage de
la génération de 100 scénarios est la prise en compte de la variabilité intra-classes : plus celle-ci
est faible, moins l’estimation de la corrélation sera dispersée, et plus sa médiane devrait être
élevée. Enfin, pour que les résultats obtenus soient indépendants de l’aspect stochastique lié à
la position initiale des centroïdes, nous réalisons cette opération 15 fois avec 15 classifications
différentes. Les scores finalement présentés sont les scores médians parmi ces 15 classifications.
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11.1.2 Expériences réalisées
Les principaux choix effectués par Boé (2007) pour la définition des types de temps
concernent la nature de la variable de grande échelle (PSL), le domaine spatial de classification
pour cette variable de grande échelle, le domaine spatial de classification pour les précipita-
tions, le nombre de classes et la définition des saisons. Le balayage de l’espace des configurations
possibles est évidemment complexe.
Aucun consensus ne se dégage dans la littérature sur le choix de la meilleure variable
de grande échelle à utiliser. La PSL (Buishand et Brandsma, 1997; Esteban et al., 2006;
Guentchev et Winkler, 2010) et les géopotentiels ZL à différents niveaux L (e.g. 700 hPa
(Bardossy et al., 2002), 500 hPa (Casado et al., 2009; Anagnostopoulou et al., 2009)), sont fré-
quemment utilisés sans véritable justification du choix de la variable. Boé (2007) a retenu la PSL
essentiellement pour une question de disponibilité dans les modèles climatiques utilisés, mais ce
problème ne se pose plus avec les GCM de ENSEMBLES (2009). Nous avons choisi de considérer
4 variables : PSL, Z850, Z700 et Z500.
Les domaines de classification de la variable de grande échelle choisis dans la littérature
dépendent naturellement de la région d’intérêt. L’éventail de domaines possibles est considérable.
Nous nous sommes basés sur des résultats préliminaires du projet SCAMPEI ayant montré que
les domaines trop élargis dégradaient la performance de DSCLIM et qu’un domaine légèrement
décalé vers la Méditerranée améliorerait localement les résultats dans le Sud-Est de la France
(Sanchez-Gomez et al., 2010). Nous avons donc sélectionné les 2 domaines de grande échelle de
la figure 9.2 (domaine J. Boé et domaine Méditerranée).
Pour les précipitations, nous avons choisi de tester 3 domaines (dénommés ensuite « domaines
petite échelle ») : l’ensemble de la France, le quart Sud-Est, et les mailles SAFRAN couvrant
uniquement le bassin de la Durance. Pour l’ACP, le nombre de composantes principales utilisé est
alors adapté en fonction du domaine spatial afin d’expliquer le même pourcentage de variance :
10 composantes pour la France, 6 pour le domaine Sud-Est, 3 pour le domaine Durance.
Le nombre de classes est un problème délicat qui a notamment été traité de manière ap-
profondie par Christiansen (2007). Mais là encore, une grande variété de méthodes d’esti-
mation existe dans la littérature. Le nombre de classes retenu varie de seulement quelques
classes (e.g. Boroneant et al. (2006); Sanchez-Gomez et al. (2009)) à près d’une trentaine (e.g.
Buishand et Brandsma (1997); Cannon et al. (2002)). Boé (2007) utilise entre 9 et 10 classes
par saison, mais on pourrait s’attendre à ce qu’un nombre de classes inférieur soit suffisant pour
expliquer la variabilité des précipitations à une échelle plus petite. Nous choisissons de tester 14
nombres de classes différents (entre 2 et 15).
La question de la définition des saisons est discutée en annexe E.3, nous avons décidé de
conserver les saisons standard (DJF, MAM, JJA, SON).
11.1.3 Nombre de classes
La génération multiple de classifications pour un si grand nombre de configurations (4 ×
2 × 3 × 14 = 336) conduirait à un nombre d’expériences très élevé. Nous avons donc d’abord
effectué un premier balayage des configurations en ne retenant qu’une seule classification par
configuration. Nous présentons sur les figures 11.1, 11.2 et 11.3 la sensibilité des résultats au
nombre de classes. Les résultats doivent être considérés avec précaution compte tenu du caractère
aléatoire de la classification générée. Toutefois, grâce au nombre d’expériences relativement
important, l’enveloppe formée par le nuage de boîtes à moustaches permet de se faire une idée
du nombre de classes nécessaires, indépendamment de la position initiale des centroïdes dans les
différentes exécutions de l’algorithme. La classification est ainsi clairement dégradée en dessous
de 4 types de temps. Il est en revanche très délicat d’estimer un nombre de classes optimal, qui
varie à la fois en fonction des autres éléments de la configuration, et via l’aspect stochastique
de la classification. On ne peut plus discerner de progrès réel au-delà d’une dizaine de classes.
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En l’absence d’une argumentation plus solide, nous avons choisi de fixer le nombre de classes
à 10, soit le maintien de la valeur utilisée maintenant par défaut pour toutes les saisons dans
DSCLIM (Pagé et al., 2011).
11.1.4 Variables et domaines
Cette décision permet de réduire le nombre de configurations à tester à 4× 2× 3 = 24. Pour
chacune d’entre elles, nous allons générer 15 classifications différentes, pour prendre en compte
leur variabilité pour une même configuration (24 × 15 = 360 nouvelles expériences, avec 100
générations de scénarios pour chacune d’entre elles).
Nous présentons alors pour chacune des 24 configurations la médiane des résultats obtenus
parmi les 15 classifications (tableau 11.1) sur le seul critère de la médiane du coefficient de
corrélation parmi les 100 scénarios.
Tab. 11.1 – Médiane du coefficient de corrélation sur les précipitations saisonnières
Grande échelle Domaine Boé Domaine Méditerranée
Petite échelle France Sud-Est Durance France Sud-Est Durance
djf
PSL 0.77 0.78 0.77 0.80 0.79 0.80
Z850 0.77 0.76 0.78 0.80 0.80 0.81
Z700 0.78 0.76 0.76 0.79 0.76 0.80
Z500 0.73 0.71 0.75 0.70 0.71 0.74
mam
PSL 0.38 0.39 0.40 0.41 0.37 0.38
Z850 0.37 0.41 0.43 0.38 0.37 0.39
Z700 0.40 0.44 0.45 0.50 0.43 0.45
Z500 0.42 0.40 0.48 0.50 0.49 0.57
jja
PSL 0.28 0.29 0.24 0.29 0.35 0.36
Z850 0.30 0.36 0.28 0.35 0.43 0.39
Z700 0.40 0.41 0.37 0.45 0.44 0.44
Z500 0.41 0.40 0.40 0.43 0.45 0.44
son
PSL 0.58 0.54 0.60 0.58 0.56 0.60
Z850 0.59 0.59 0.61 0.63 0.62 0.64
Z700 0.60 0.60 0.63 0.64 0.66 0.68
Z500 0.63 0.62 0.65 0.66 0.67 0.66
Il ressort les conclusions suivantes :
– Tout d’abord aucun résultat systématique ne se dégage. En effet, lorsque la modification
d’un élément de la configuration produit une amélioration des scores, les autres éléments de
la configuration et la saison étant fixés, il existe toujours un contre-exemple (dégradation
des scores) pour un autre jeu des autres éléments de la configuration ou une autre saison.
– Le fait de réduire spatialement le domaine petite échelle pour les précipitations n’améliore
en général pas significativement le pouvoir explicatif des types de temps sur la variabilité
basses fréquences des précipitations, quels que soient le domaine et la variable de grande
échelle choisis. Sanchez-Gomez et al. (2010) sont parvenus à une conclusion similaire dans
le cadre du projet SCAMPEI.
– La variable de grande échelle optimale semble varier en fonction des saisons. En hiver,
les meilleurs scores sont obtenus avec PSL ou Z850, alors qu’ils sont nettement dégradés
avec Z500. En été et en automne au contraire, l’utilisation de Z700 ou mieux, Z500, amé-
liore significativement les résultats. Ce comportement semble valable quels que soient les
domaines considérés pour la variable de grande échelle et pour les précipitations. Ce ré-
sultat peut être mis en relation avec l’origine des précipitations (majoritairement liées à
des perturbations synoptiques en hiver, majoritairement convectives en été). En effet, le
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Fig. 11.1 – Sensibilité de la classification au nombre de classes et au domaine spatial des précipi-
tations. Noir : France ; bleu : Sud-Est ; vert : Durance. Distribution du coefficient de corrélation
(à gauche) et du ratio d’écart-type (à droite) entre précipitations saisonnières échantillonnées
dans le type de temps et observées (haut : hiver, bas : été). Le point correspond au scénario




Fig. 11.2 – Sensibilité de la classification au nombre de classes, à la variable et au domaine de
grande échelle (hiver). Domaine Boé (haut) ; domaine Méditerranée (bas). Noir : PSL ; rouge :
Z850 ; turquoise : Z700 ; orange : Z500. Distribution du coefficient de corrélation (à gauche) et du
ratio d’écart-type (à droite) entre précipitations saisonnières (djf) échantillonnées dans le type
de temps et observées. Le point correspond au scénario médian. Domaine petite échelle : France.
géopotentiel à 500 hPa est plus explicatif des conditions favorables à la convection (e.g.
isolement de gouttes froides, etc) tandis que le niveau 850 hPa est davantage représentatif
du dynamisme synoptique.
– L’utilisation du domaine de grande échelle «Méditerranée » améliore en général légèrement
les résultats par rapport au domaine « Boé ». Cela est relativement cohérent avec l’empla-




Fig. 11.3 – Sensibilité de la classification au nombre de classes, à la variable et au domaine
de grande échelle (été). Domaine Boé (haut) ; domaine Méditerranée (bas). Noir : PSL ; rouge :
Z850 ; turquoise : Z700 ; orange : Z500. Distribution du coefficient de corrélation (à gauche) et du
ratio d’écart-type (à droite) entre précipitations saisonnières (jja) échantillonnées dans le type
de temps et observées. Le point correspond au scénario médian. Domaine petite échelle : France.
11.1.5 Bilan
La sensibilité à la saison de la configuration optimale, et le fait que la réponse ne soit pas
toujours homogène selon le critère d’évaluation considéré, rendent délicat un choix objectif de
configuration optimale pour la classification des types de temps. La définition d’une fonction
de coût serait envisageable mais nécessairement subjective. Par conséquent, nous retenons les
considérations suivantes :
– Le nombre de classes est maintenu à 10 pour toutes les saisons (section 11.1.3).
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– Le domaine spatial des précipitations n’influençant pas de manière claire et homogène les
résultats, nous conservons le domaine « France » pour une meilleure transférabilité de la
méthode à d’autres bassins versants.
– Le domaine méditerranéen, cohérent conceptuellement, et semblant améliorer les classifi-
cations pour le bassin, est retenu comme domaine de grande échelle.
– La variable de grande échelle est le choix le plus problématique. L’utilisation d’une va-
riable différente selon la saison ne paraît pas raisonnable si l’on ne veut pas provoquer de
ruptures dans les scénarios générés. L’utilisation de plusieurs variables conjointement dans
la classification n’apparaît pas non plus être une bonne solution en raison d’une part de la
forte covariance entre ces variables, et d’autre part parce que cela augmenterait probable-
ment le nombre de classes nécessaire pour décrire la variabilité associée aux deux champs.
Or, ce nombre doit rester limité afin de conserver une interprétation physique simple, un
argument de la validité de l’hypothèse de stationnarité du MDES selon Boé et al. (2006).
Pourtant, l’intérêt de considérer la circulation de grande échelle à différents niveaux a
montré son intérêt dans différentes méthodes : analogues EDF (e.g. Obled et al., 2002),
classification de Cannon et al. (2002). Cela se comprend facilement d’une part par la rela-
tion directe entre le phasage des centres d’action de surface et d’altitude et le dynamisme
des perturbations baroclines (section 2.1.1), et d’autre part le lien entre le profil vertical de
l’atmosphère et la stabilité de la masse d’air (Malardel, 2005). Néanmoins nous pouvons
envisager de considérer un deuxième niveau de pression à une autre étape de l’algorithme
de DSCLIM, au moment du choix du jour analogue. Nous reviendrons donc sur ce point
dans la section 11.3. Pour la classification, nous choisissons finalement de retenir le niveau
850 hPa qui, même s’il n’est pas optimal à tous les niveaux, permet le mieux d’expliquer
la variabilité des précipitations hivernales, saison où la classification en types de temps a
clairement le plus d’intérêt.
Cette nouvelle configuration de la classification est notée DSCLIM-2, et sera comparée dans
les prochaines sections à la classification DSCLIM-1 (proche de la référence de Boé (2007)) .
Leurs principales caractéristiques à retenir sont synthétisées sur le tableau 11.2. Dans les deux
cas, nous avons maintenant retenu pour chaque saison la meilleure des 15 classifications, toujours
sur le critère de la médiane inter-scénarios de la corrélation. Les résultats qui suivront ne seront
donc plus sensibles à l’initialisation aléatoire du k-means. Les cartes des champs moyens de PSL
ou de Z850 des différentes classes obtenues seront présentées lors de l’analyse de l’évolution de
leurs fréquences d’occurrence dans les GCM (chapitre 13).
Tab. 11.2 – Synthèse des deux méthodes classifications retenues dans cette thèse. Dans les deux
cas, on retient une classification propre à chaque saison (DJF, MMA, JJA, SON).
Nom Variable G.E. Domaine G.E. Domaine précip Nombre de classes
DSCLIM-1 PSL Boé France 10
DSCLIM-2 Z850 Méditerranée France 10
11.2 Les indices de précipitations
La section 11.1 montre le pouvoir explicatif de l’occurrence des différents types de temps
sur les précipitations saisonnières. La part non expliquée, la variabilité intra-type, est prise en
compte dans DSCLIM par l’utilisation d’indices de précipitations obtenus par régression linéaire
avec les distances aux centroïdes des différentes classes (section 9.1).
Ces distances semblent effectivement être de bons prédicteurs de la variabilité des pré-
cipitations, comme en témoigne la bonne corrélation entre l’indice de précipitations et les
précipitations observées sur la Durance (figure 11.4-a) pour différents pas de temps. Le fait
d’utiliser un modèle linéaire avec les distances aux centroïdes comme prédicteur n’est pas
forcément très intuitif. Néanmoins, nos tentatives de transformation de ces distances ne sont
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-a- Corrélation -b- Ratio d’écart-type
Fig. 11.4 – Evaluation des indices de précipitations obtenus par la régression pour différents pas
de temps d’intégration. Les scores sont moyennés pour les 4 points de régression correspondant
au bassin de la Durance.
pas parvenues à faire progresser la variance expliquée. L’utilisation directe du résultat de cette
régression pour simuler les précipitations ne serait pas opportune car les précipitations générées
ne respectent pas bien la distribution des précipitations observées (sous-estimation importante
de la variance aux pas de temps courts : figure 11.4-b). L’utilisation de ce critère permet en
revanche d’affiner la position du jour dans l’espace des CP du champ de grande échelle, par
rapport à la seule indication d’appartenance à une classe.
Tab. 11.3 – Performance d’un rééchantillonnage conditionné uniquement au type de temps du
jour, ou avec critère d’analogie sur l’indice de précipitations. (classification DSCLIM-2)
Rééchantillonnage aléatoire Rééchantillonnage Analogues
DJF MAM JJA SON DJF MAM JJA SON
Corrélation
Médiane 0.80 0.39 0.41 0.63 0.80 0.50 0.53 0.66
Q75-Q25 0.05 0.15 0.17 0.10 0.04 0.15 0.12 0.07
Q95-Q5 0.15 0.38 0.37 0.25 0.15 0.37 0.26 0.16
Sc.médian 0.89 0.58 0.60 0.76 0.86 0.64 0.65 0.74
Médiane 0.96 0.83 0.97 0.93 0.91 0.83 0.96 1.03
Ratio Q75-Q25 0.09 0.12 0.15 0.12 0.09 0.10 0.20 0.11
d’écart-type Q95-Q5 0.22 0.28 0.35 0.29 0.24 0.25 0.41 0.31
Sc.médian 0.87 0.58 0.61 0.78 0.84 0.62 0.78 0.94
Score de Nash Sc.médian 0.78 0.32 0.35 0.58 0.72 0.37 0.38 0.45
Dans DSCLIM, l’analogie est basée sur 220 indices de précipitations couvrant l’ensemble de
la France. Par rapport au rééchantillonnage aléatoire dans les types de temps, l’utilisation de ce
critère d’analogie n’est pas bénéfique à toutes les saisons sur le niveau des corrélations (résultats
intermédiaires non présentés, valables pour DSCLIM-1 et DSCLIM-2). Comme nous souhaitons
optimiser le positionnement du jour préférentiellement en regard des précipitations sur la Du-
rance, l’utilisation d’indices de précipitations uniquement sur le bassin (4 points de régression)
s’est avérée être nettement plus adaptée . La performance ainsi obtenue par l’ensemble de l’algo-
rithme DSCLIM (types de temps de la classification DSCLIM-2 + analogie basée sur les 4 points
de régression) est alors sensiblement meilleure que celle obtenue par simple rééchantillonnage
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dans le type de temps (tableau 11.3) : les coefficients de corrélation sont globalement plus élevés
(printemps, été, automne) et moins dispersés (hiver, été, automne). Le ratio d’écart-type pro-
gresse en automne. Une conclusion similaire peut être obtenue avec la classification DSCLIM-1.
Notons que comme à la section 10.5, le nombre d’analogues utilisé pour le rééchantillonnage est
ici fixé à 10. Nous donnons des éléments de justification de ce choix en annexe E. La dernière
ligne du tableau 11.3 donne le score de Nash calculé sur la médiane des scénarios, qui permet de
quantifier le pourcentage de variance expliquée lorsque le modèle est non biaisé. Il semble faible
du printemps à l’automne.
11.3 Le second prédicteur de grand échelle
En plus des indices de précipitations, DSCLIM permet d’utiliser à certaines ou à toutes les
saisons un deuxième critère d’analogie basé sur la moyenne du champ de température à grande
échelle (section 9.1.2). Ceci doit permettre de représenter une variabilité des précipitations
associée à l’état thermodynamique de l’atmosphère. Lorsque cette fonctionnalité est activée, la
distance à cet indice de température et la distance aux indices de précipitations sont toutes deux
normalisées, de façon à donner un poids équivalent aux deux variables dans la détermination
des analogues. Boé et al. (2007) postulent ainsi l’existence d’une relation entre température
et précipitations à l’échelle interannuelle, via la relation humidité/température associée à
l’équation de Clausius-Clapeyron. Toutefois, l’article montre que le lien entre précipitations et
température semble plus faible dans le Sud-Est de la France. Sur notre région, les résultats
obtenus avec l’utilisation de l’indice de température ne sont pas améliorés par rapport à
l’utilisation de l’indice de précipitations seul (résultats non présentés ici). Cependant, un tel
critère pourrait être important pour les projections futures, afin de représenter des changements
autres que ceux induits par les circulations (cf. section 3.4). Pour la classification DSCLIM-1,
nous avons donc choisi de considérer par la suite deux sous-versions du modèle : une utilisant
seulement les indices de précipitations (DSCLIM-10), l’autre utilisant en plus l’indice de
température (DSCLIM-11).
L’utilisation d’autres prédicteurs de grande échelle pourrait permettre de mieux expliquer la
variabilité intra-type, par exemple celle induite par les interactions surface-haute troposphère ou
par l’état thermodynamique de l’atmosphère. Les analyses de sensibilité de la section 11.1.4 ont
ainsi illustré le pouvoir informatif d’un champ de géopotentiel à un niveau assez élevé (Z500).
Cette variable est d’ailleurs souvent utilisée par les prévisionnistes pour identifier les situations
de grande échelle favorables à des profils d’atmosphère instables (typiquement, l’isolement d’une
goutte froide). Nous avons donc proposé d’utiliser comme deuxième distance d’analogie la cova-
riance spatiale entre les deux champs de Z500 du jour considéré et du jour candidat. L’utilisation
de la covariance spatiale avait déjà été implémentée dans DSCLIM pour la température, lors
d’analyses menées dans le cadre du projet SCAMPEI. Le tableau 11.4 montre que cette approche
permet de faire progresser la corrélation en été. Les résultats sont moins convaincants aux autres
saisons. Nous avons toutefois choisi de conserver ce second prédicteur, qui permet de proposer
une version de DSCLIM non limitée à des variables de surface (DSCLIM-21, cf. tableau 11.5
qui synthétise les versions retenues). Même si les différentes versions semblent avoir des perfor-
mances comparables pour reproduire la variabilité interannuelle sur la période de validation, il
sera intéressant de comparer leurs réponses en climat futur.
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Tab. 11.4 – Performance du rééchantillonnage d’analogues avec indices de précipitations, et sans
ou avec la covariance spatiale du Z 500 hPa comme deuxième critère. (DSCLIM-2)
Indice précip. Indice précip. + cov. Z500
DJF MAM JJA SON DJF MAM JJA SON
Corrélation
Médiane 0.80 0.50 0.53 0.66 0.79 0.51 0.57 0.65
Q75-Q25 0.04 0.15 0.12 0.07 0.06 0.13 0.10 0.09
Q95-Q5 0.15 0.37 0.26 0.16 0.15 0.27 0.31 0.19
Sc.médian 0.86 0.64 0.65 0.74 0.86 0.64 0.68 0.71
Médiane 0.91 0.83 0.96 1.03 0.93 0.82 1.02 1.03
Ratio Q75-Q25 0.09 0.10 0.20 0.11 0.08 0.10 0.16 0.12
d’écart-type Q95-Q5 0.24 0.25 0.41 0.31 0.21 0.27 0.40 0.29
Sc.médian 0.84 0.62 0.78 0.94 0.86 0.65 0.84 0.92
Score de Nash Sc.médian 0.72 0.37 0.38 0.45 0.73 0.35 0.42 0.40
Tab. 11.5 – Synthèse des trois versions de DSCLIM retenues dans cette thèse. Les configurations
sont homogènes à toutes les saisons.
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11.4 Principales propriétés statistiques
Fig. 11.5 – Gradient altitudinal climatologique des précipitations observées et reconstruites
(quantiles Q5, Q50, Q95), pour l’ensemble du bassin, et les sous-bassins de Montdauphin et du
Monêtier. 1959-2006.
Maintenant que nous avons réduit à 3 le nombre de configurations de DSCLIM considé-
rées, nous pouvons appliquer la méthodologie d’évaluation complète, présentée au chapitre 10.
Nous décrivons ici les résultats concernant les précipitations. Pour les autres variables météoro-
logiques, on se reportera à l’annexe F. Nous commençons d’abord par l’évaluation du respect de
la climatologie de la période 1981-2005 (i.e. une période d’évaluation identique à la période d’ap-
prentissage). Pour chaque statistique ou distribution considérée, nous présentons les quantiles 5,
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50 et 95 des 100 scénarios obtenus avec la version DSCLIM considérée, ainsi que la statistique ou
distribution correspondante estimée pour les observations (pour rappel, les analyses SAFRAN).
La figure 11.5 permet de vérifier que dans les différentes configurations, la variabilité spatiale
des précipitations moyennes est bien reproduite, à la fois en termes de gradient altitudinal
et de gradient Est-Ouest (i.e. bassin de MontDauphin - bassin du Monêtier). On remarque
toutefois un biais négatif (entre -9% pour DSCLIM-10 et -7% pour DSCLIM-21). Il provient
d’un léger déséquilibre des fréquences de rééchantillonnage des jours respectivement faiblement
ou fortement pluvieux, par rapport à leurs fréquences d’occurrence réelles. Ce déséquilibre est
introduit par l’utilisation des indices de précipitation pour sélectionner les jours analogues. En
effet, si l’on génère des précipitations par rééchantillonnage aléatoire dans les types de temps, le
biais est quasiment nul. Le fait que les indices de précipitation induisent un biais pourrait être
lié à l’hétéroscédasticité des résidus de la régression dont ils sont issus (les résidus sont positifs
pour les faibles précipitations, négatifs pour les fortes précipitations, cf. figure 11.6). C’est un
défaut important du modèle de régression linéaire entre les précipitations et les distances aux
centroïdes. Lors de l’utilisation des indices pour la sélection des jours analogues, il semblerait
que ce problème provoque un sous-échantillonnage des jours avec les plus fortes précipitations,
pour des raisons que nous ne sommes toutefois pas parvenus à comprendre avec précision.
Fig. 11.6 – Résidus de la régression pour les indices de précipitation en fonction des précipitations
observées aux points de régression. Moyenne des 4 points de régression. 1981-2005.
En dehors de ce léger biais, les distributions des précipitations quotidiennes (figure 11.7) et
mensuelles (figure 11.8) reconstruites sont proches des distributions observées, avec une rela-
tive sous-estimation des précipitations modérées. Leur saisonnalité (figure 11.9) est aussi bien
reproduite.
La figure 11.10 donne enfin quelques scores relatifs à l’occurrence de précipitations et à
la persistance de conditions humides ou sèches (sans tenir compte des volumes précipités). La
dispersion inter-scénarios de ces statistiques étant très faible, seule leur médiane est présentée. Le
ratio entre le nombre de jours secs et pluvieux est très bien reproduit (biais pratiquement nul). La
persistance des périodes sèches et humides semble légèrement sous-estimée (la probabilité d’avoir
un jour sec suivant un jour sec et la durée moyenne des périodes humides sont sous-estimées
d’environ 20%). On ne note pas de différence importante entre les trois configurations.
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Fig. 11.7 – Distribution des précipitations de bassin quotidiennes observées et reconstruites.
1981-2005.
Fig. 11.8 – Distribution des précipitations de bassin mensuelles observées et reconstruites. 1981-
2005.
Fig. 11.9 – Cycle saisonnier des précipitations de bassin mensuelles observées et reconstruites.
1981-2005.
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Fig. 11.10 – Statistiques sur le nombre et la persistance des événements secs ou pluvieux : erreur
relative sur la probabilité d’avoir un jour sec (EPD), erreur relative sur la probabilité d’avoir un
jour sec suivant un jour sec (EPDD), erreur relative sur la probabilité d’avoir un jour humide
suivant un jour humide (EPHH), erreur relative sur la durée moyenne des périodes humides
(EHD). Médiane des 100 scénarios. 1981-2005.
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11.5 Transférabilité temporelle
Dans la section précédente, la reproduction de la climatologie des précipitations a été évaluée
sur la période ayant servi à l’apprentissage. Conformément à la méthodologie décrite en section
10.3, il est aussi nécessaire d’évaluer si le MDES est capable de reproduire la climatologie d’une
période distincte de l’apprentissage.
Sur la période P1 (lorsque l’apprentissage est réalisé sur P2), le cycle saisonnier est moins
fidèlement reproduit (figure 11.11). Le biais n’est pas en accord avec celui obtenu sur la période
d’apprentissage (il est cette fois positif, entre +7% pour DSCLIM-10 et +6% pour DSCLIM-21).
Fig. 11.11 – Cycle saisonnier des précipitations de bassin mensuelles observées et reconstruites.
Apprentissage sur période P2 (1981-2005). Evaluation sur période P1 (1959-1981).
Si on réalise maintenant l’apprentissage sur la période P1, on constate que le cycle saisonnier
moyen des précipitations simulé sur les deux périodes est sensiblement modifié (figure 11.12).
Un biais important apparaît alors pour la période P2, surtout pour la version DSCLIM-10.
P1 1959-1981 P1 1959-1981 P1 1959-1981
P2 1981-2005 P2 1981-2005 P2 1981-2005
Fig. 11.12 – Cycle saisonnier des précipitations de bassin mensuelles observées et reconstruites.
Apprentissage sur période P1. Evaluation sur périodes P1 (haut) et P2 (bas).
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Cette influence de la période d’apprentissage sur les précipitations simulées suggère une
limite dans la transférabilité du modèle pour considérer la variabilité climatique. Comme évoqué
en section 10.3, il est toutefois difficile d’identifier précisément les raisons de ce problème de
transférabilité en raison de l’hétérogénéité des données de forçage et de validation.
Pour les vitesses du vent par exemple, la forte différence climatologique dans SAFRAN entre
P1 et P2 n’est reproduite par aucune des configurations de DSCLIM (annexe F.2, ni d’ailleurs
par les autres MDES). La climatologie de la période d’apprentissage est toujours conservée. Il
ne s’agit pas d’une lacune commune à tous les modèles mais d’un problème de données : une
telle modification de la climatologie est peu réaliste au vu des données de vent issues des rares
séries homogénéisées disponibles sur la France (Najac, 2008).
Pour les précipitations, le fait que la version DSCLIM-10 soit visiblement plus sensible à la
période d’apprentissage que la version DSCLIM-21 indique en revanche que certaines versions
ont probablement des problèmes de transférabilité plus flagrants, indépendants de l’hétérogénéité
des données. Nous y reviendrons avec la comparaison des 3 MDES (section 12.2).
Une autre façon d’évaluer la transférabilité d’un MDES consiste à tester la cohérence entre
les tendances des variables météorologiques simulées sur une longue période et les tendances ob-
servées. Les tendances linéaires obtenues avec DSCLIM sur la période 1959-2006 sont négatives,
un résultat non confirmé par les observations (figure 11.13). Cela pourrait suggérer un problème
de transférabilité du modèle. Cependant, une conclusion de ce type ne peut pas être établie ici
en raison d’une part du problème d’hétérogénéité des données évoqué ci-dessus, et d’autre part
de la non significativité statistique des tendances simulées et observées, compte tenu de la forte
variabilité interannuelle des précipitations. De ce point de vue, les résultats concernant les ten-
dances sont donc difficiles à interpréter. Mais indépendamment de ce problème, il est important
de remarquer l’importante dispersion dans les tendances associées à chacun des 100 scénarios
générés. C’est donc un nouvel argument en faveur de la génération d’un ensemble de scénarios
lorsque l’on s’intéresse aux tendances climatiques obtenues avec un MDES, la tendance obtenue
pour un scénario unique pouvant varier dans des proportions importantes suivant le scénario.
Fig. 11.13 – Distribution des tendances linéaires des précipitations saisonnières des 100 scénarios
DSCLIM pour les 3 configurations (vert, bleu, rouge), tendance du premier analogue (ligne
verticale pointillée), tendance du scénario médian (ligne verticale continue), tendance observée
(ligne noire). 1959-2006, 4 saisons.
11.6 Evaluation chronologique
Evaluons maintenant la capacité de DSCLIM à reproduire les variations observées des pré-
cipitations (section 10.2 de la méthodologie). Comme précédemment, nous pourrions séparer
l’évaluation sur les périodes P1 et P2. Toutefois, une telle réduction de la longueur des séries
d’évaluation limiterait les échelles temporelles pouvant être considérées (à l’échelle interannuelle,
les scores ne seraient calculés que sur 25 valeurs). Nous choisissons donc de présenter l’évaluation
chronologique sur la période complète 1959-2006. Notons simplement qu’aux pas de temps les
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plus courts, les scores obtenus sont très voisins entre les périodes P1, P2, ou P1+P2. En dehors
de la période d’apprentissage, DSCLIM conserve donc un pouvoir explicatif comparable de la
variabilité des précipitations, pour les échelles quotidiennes à pluri-mensuelles.
Fig. 11.14 – Statistiques sur la détection des événements secs et pluvieux : taux de bonne dé-
tection (POD = nhh
nhh+nhd
), taux de fausse alarme (FAR = ndh
ndh+nhh
), taux de fausse détection
(POFD = ndh
ndh+ndd
), True Skill Score (TSS = POD − FAR), avec nhh le nombre de jours
humides dans l’observation et humides dans le scénario, ndd le nombre de jours secs dans l’ob-
servation et secs dans le scénario, nhd le nombre de jours humides dans l’observation et secs dans
le scénario, ndh le nombre de jours secs dans l’observation et humides dans le scénario. Médiane
des 100 scénarios. 1959-2006.
La figure 11.14 présente tout d’abord des scores qui relèvent de la capacité du MDES à
détecter les événements secs et pluvieux. Le taux de détection voisin de 0.7 et le taux de fausse
alarme voisin de 0.3 montrent que DSCLIM est plutôt bien capable de discriminer les situations
favorables ou défavorables à des événements pluvieux.
Toutefois, nous sommes plus intéressés par l’aptitude du modèle à capturer la variabilité
des précipitations à de plus longues échelles de temps. Le résultat de la comparaison entre les
chroniques de précipitations saisonnières reconstruites et observées est synthétisé pour l’hiver et
l’été sur la figure 11.15. La variabilité interannuelle des précipitations hivernales expliquée par
DSCLIM est très comparable entre les trois versions de DSCLIM. Le scénario médian permet
d’obtenir une corrélation intéressante, supérieure à 0.8. Une part de la variabilité reste toutefois
non expliquée, elle est plus forte en été. A cette saison et dans une moindre mesure en hiver,
la version DSCLIM-21 obtient de meilleurs scores que les deux autres configurations, grâce à
l’utilisation des géopotentiels à deux niveaux.
La corrélation est aussi présentée pour différents pas de temps d’intégration sur la figure
11.16. Les résultats ne doivent pas être influencés par le choix des fenêtres d’intégration. Pour
un pas de temps d’intégration donné Δt, la corrélation est calculée n fois pour n séries de
précipitations, chacune étant intégrée sur m sous-périodes [t0 + kΔt : t0 + (k + 1)Δt], avec
k = 0, 1, ...,m − 1 pour couvrir toute la série. t0 peut prendre n valeurs strictement inférieures
à Δt. Le résultat présenté est la médiane de ces n estimations. Les scores, très semblables pour
les 3 configurations, augmentent avec le pas de temps d’intégration jusqu’à un maximum vers
100 jours. On note toutefois une chute pour les pas de temps d’intégration les plus importants
(plusieurs années). Cela peut suggérer que le modèle représenterait moins bien la variabilité très
basses fréquences (décennale à pluri-décennale, échelles non représentées sur les graphiques).
Toutefois, l’évaluation ne peut pas être menée pour de plus grandes échelles temporelles en raison
de la durée limitée des séries à disposition. On remarque aussi que la dispersion inter-scénarios
augmente sensiblement avec le pas de temps d’agrégation. Bien que les évaluations à l’échelle
quotidienne suggèrent un effet limité des processus stochastiques, un tel comportement nous
encourage de nouveau vivement à utiliser une approche multi-scénarios lorsque l’on s’intéresse
à la variabilité climatique.
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En conclusion, l’évaluation chronologique de DSCLIM a montré que la descente d’échelle per-
met d’expliquer partiellement la variabilité observée, et ce à des échelles temporelles inférieures
à nos échelles d’intérêt. L’aptitude de cette approche à représenter les changements futurs est
donc à ce stade toujours largement incertaine.
DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. 11.15 – Diagrammes de Taylor pour les précipitations hivernales (haut) et estivales (bas).
1959-2006.
DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. 11.16 – Corrélations entre précipitations observées et reconstruites pour différents pas de
temps d’intégration. 1959-2006.
11.7 Evaluation hydrologique
Nous parvenons à la dernière étape de l’évaluation (section 10.4), portant sur les débits si-
mulés par la chaîne NCEP+DSCLIM+ISBA-Durance (abrégée par DSCLIM+ID). Ils sont donc
obtenus uniquement sur la base des champs de grande échelle des réanalyses NCEP (pression,
température, géopotentiels selon la version de DSCLIM). La figure 11.17 présente les débits
quotidiens simulés pour quelques années récentes. Il est intéressant de remarquer que malgré les
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limites importantes des scénarios météorologiques générés, et malgré la forte dispersion inter-
scénarios des scénarios hydrologiques obtenus, la médiane des débits simulés reproduit plutôt
bien les chroniques observées : cycle saisonnier des débits (voir aussi figure 11.18), variabilité
interannuelle de l’onde nivale et épisodes de crues d’automne. Les scores de Nash obtenus pour
ces débits médians, en prenant pour référence les débits simulés par SAFRAN+ID, sont par
conséquent tout à fait satisfaisants (tableau 11.6). Ils sont du même ordre de grandeur que les
scores de Nash entre débits simulés par SAFRAN+ID et débits observés, ce qui suggère que
l’incertitude apportée par la descente d’échelle est finalement comparable à l’erreur intrinsèque
du modèle hydrologique.
Ces bons scores s’expliquent d’abord par la forte saisonnalité des débits, qui est par construc-
tion bien reproduite puisqu’une contrainte calendaire est imposée sur les jours rééchantillonnés.
Ils s’expliquent aussi par le caractère intégrateur du bassin. La variabilité quotidienne des débits
est influencée par la variabilité des précipitations à des échelles temporelles plus grandes. Or,
nous avons vu en section 11.6 que le pouvoir explicatif de DSCLIM augmente sensiblement avec
le pas de temps. De plus, l’intensité de l’onde nivale est fortement liée à la variabilité des préci-
pitations hivernales, qui est plutôt bien expliquée par DSCLIM. On remarque toutefois que les
scores sont sensiblement plus élevés pour DSCLIM-21, probablement grâce à une meilleure re-
présentation de la variabilité des forçages aux autres saisons (en particulier en été). La variabilité
des débits annuels est finalement également assez bien captée (figures 11.19 et 11.20).
Si la bonne reproduction des débits est sans doute un objectif moins difficile à atteindre que
la bonne reproduction des précipitations, elle est néanmoins le témoin du respect de la cohérence
multivariée des forçages météorologiques reconstruits. Si, par exemple, les précipitations simulées
étaient biaisées positivement pour les températures les plus élevées et biaisées négativement pour
les températures les plus froides, aucun biais ne serait décelable sur les forçages météorologiques
pris indépendamment les uns des autres, mais les débits seraient par contre très mal simulés. Ce
n’est clairement pas le cas ici. Même si les évaluations météorologiques ont principalement porté
sur les variables météorologiques à l’échelle du bassin, on constate qu’il n’y a pas de dégradation
de performance de la méthode à l’échelle des différents sous-bassins, un résultat à rapprocher
du bon respect de la structure spatiale des forçages (figure 11.5).
Pour terminer, remarquons que les résultats concernant le ratio d’écart-type entre débits an-
nuels DSCLIM+ID et débits annuels SAFRAN+ID (figure 11.20) diffèrent des résultats concer-
nant les ratios d’écart-type sur les précipitations. Cela peut s’expliquer par les non-linéarités
hydrologiques. Par exemple, les années avec sous-estimation des précipitations hivernales, la
durée plus courte de l’enneigement simulé va provoquer une évaporation plus forte. La sous-
estimation des débits est finalement amplifiée. Inversement, lorsque les précipitations hivernales
sont surestimées, l’enneigement plus durable limite l’évaporation simulée. Les débits sont alors
d’autant plus surestimés. Cette amplification des erreurs par le modèle hydrologique peut être à
l’origine d’une augmentation artificielle de la variance. Il en résulte aussi une amplification des
problèmes de biais, en particulier en transférabilité temporelle lorsque la validation est effectuée
sur la période P1 (tableau 11.6 et figure 11.18).
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DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. 11.17 – Débits quotidiens simulés par NCEP+DSCLIM+ID (scénario médian en vert, Q5
et Q95 en rouge), ou simulés par SAFRAN+ID (noir) et débits observés (aire grisée), pour 5
années hydrologiques consécutives contrastées (2000/2001 à 2004/2005).
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Tab. 11.6 – Scores de Nash pour les débits quotidiens simulés par NCEP+DSCLIM+ID. (Ré-
férence : SAFRAN+ID). Apprentissage sur P2. Evaluation sur période P1 et P2.
Station DSCLIM-10 DSCLIM-11 DSCLIM-21
P1 P2 P1 P2 P1 P2
Le Monêtier 78.5 km2 0.73 0.63 0.78 0.79 0.80 0.82
Val-des-Prés 203 km2 0.57 0.71 0.55 0.72 0.60 0.75
Briançon 548 km2 0.69 0.70 0.68 0.74 0.72 0.78
Barcelonnette 549 km2 0.70 0.70 0.68 0.71 0.65 0.75
Montdauphin 725 km2 0.70 0.62 0.72 0.75 0.76 0.79
Le Lauzet-Ubaye 946 km2 0.71 0.67 0.70 0.68 0.72 0.72
L’Argentière 984 km2 0.70 0.66 0.69 0.68 0.66 0.73
Embrun 2170 km2 0.72 0.67 0.72 0.73 0.75 0.77








Fig. 11.18 – Cycle saisonnier interannuel moyen des débits quotidiens simulés par
NCEP+DSCLIM+ID (scénario médian en vert, Q5 et Q95 en rouge), ou simulés par SA-
FRAN+ID (noir) et débits observés (aire grisée) pour les périodes P1 et P2.
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DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. 11.19 – Débits annuels simulés par NCEP+DSCLIM+ID (scénario médian en vert, Q5 et
Q95 en rouge), ou simulés par SAFRAN+ID (noir) et débits observés (aire grisée)
DSCLIM-10 DSCLIM-11 DSCLIM-21





intercomparaison de modèles de
descente d’échelle statistiques
La méthodologie du chapitre 10 est maintenant appliquée à deux versions de D2GEN (section
9.2) et au modèle ANALOG (section 9.3). Les résultats sont également comparés avec ceux du
chapitre 11 sur DSCLIM.
12.1 Principales propriétés statistiques
Fig. 12.1 – Gradient altitudinal climatologique des précipitations observées et reconstruites
(quantiles Q5, Q50, Q95), pour l’ensemble du bassin, et les sous-bassins de Montdauphin et du
Monêtier. 1981-2005.
Comme pour DSCLIM, la structure spatiale moyenne des précipitations (figure 12.1), la
distribution des précipitations de bassin quotidiennes et mensuelles (figures 12.2 et 12.3), et leur
cycle saisonnier moyen (figure 12.4), sont plutôt bien respectés par D2GEN et ANALOG. Sur
la période d’apprentissage, les biais sont très faibles (0 à 2%). Pour D2GEN, la moyenne des
précipitations de bassin est issue uniquement des lois de régression (le générateur stochastique
et la désagrégation spatiale ne perturbent pas la moyenne globale). Il n’est donc pas surprenant
d’obtenir de faibles biais avec ce modèle, puisque la méthode des moindres carrés pour estimer
les coefficients de régression donne par construction des modèles linéaires non biaisés. Un
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Fig. 12.2 – Distribution des précipitations de bassin quotidiennes observées et reconstruites.
1981-2005.
Fig. 12.3 – Distribution des précipitations de bassin mensuelles observées et reconstruites. 1981-
2005.
biais serait toutefois possible en raison du caractère non linéaire de ce MDES (la simulation
séparée de l’occurrence et de la hauteur des précipitations). Si le modèle de hauteur présentait
un biais non homogène en fonction de la probabilité d’occurrence simulée, l’espérance des
précipitations pourrait éventuellement être légèrement biaisée. Ce n’est visiblement pas le cas.
Pour ANALOG, le respect de la moyenne globale n’est pas intrinsèque au modèle. Il est donc
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Fig. 12.4 – Cycle saisonnier des précipitations de bassin mensuelles observées et reconstruites.
1981-2005.
satisfaisant d’obtenir de si faibles biais malgré de forts déséquilibres dans les fréquences de
rééchantillonnage des jours de l’archive. Notons que Gailhard (2009) a mis en évidence des biais
parfois plus importants sur d’autres régions.
En terme d’occurrence de précipitations (figure 12.5), les modèles D2GEN et ANALOG sont
comme DSCLIM très peu biaisés. Pour D2GEN, ce comportement est imposé par construction
dans le modèle : la probabilité d’occurrence est explicitement simulée par un modèle linéaire
non biaisé. Il est par ailleurs intéressant de noter que les erreurs sur la persistance des périodes
humides (EPHH ou EHD) et des périodes sèches (EPDD) sont au contraire plus faibles avec
D2GEN qu’avec DSCLIM et ANALOG. Ce résultat est probablement la conséquence du ca-
ractère auto-régressif du modèle d’occurrence de précipitations. Les erreurs sont plus faibles
pour les versions utilisant l’humidité relative, qui est un prédicteur puissant de l’occurrence des
événements pluvieux.
Fig. 12.5 – Idem figure 11.10 (page 137), pour les différents MDES.
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12.2 Transférabilité temporelle
Le respect par les différents modèles des principales propriétés statistiques des précipitations,
mis en évidence en section 12.1, est-il toujours valable en dehors de leur période de calibration ?
Sur la période P1, des biais importants apparaissent pour le modèle D2GEN, en particulier
D2GEN-22 et D2GEN-32. Ils sont illustrés sur le cycle saisonnier moyen des précipitations (figure
12.6), mais seraient visibles aussi pour tous les diagnostics présentés dans la section précédente.
Cela montre qu’une évaluation climatologique des MDES limitée à leur période d’apprentissage
peut masquer d’importants problèmes de transférabilité temporelle.
Ce défaut semblait moins fort pour DSCLIM (section 11.5) qui utilise également des fonc-
tions de transfert mais de second ordre par rapport aux types de temps, et il est très peu
sensible pour ANALOG (pas de fonctions de transfert). Même si on prendra garde de ne pas
faire de généralisation hâtive à partir de résultats établis pour un bassin particulier, on peut
être tenté de penser que la calibration de fonctions de transfert sur des périodes d’apprentissage
présente le risque de proposer des relations statistiques fortes seulement en apparence, mais peu
transférables car représentant mal les processus physiques. Leur utilisation pour extrapoler des
évolutions futures sous des conditions climatiques largement modifiées peut donc être particu-
lièrement problématique. Le lien entre les circulations et la météorologie locale (seul phénomène
représenté dans ANALOG) est en revanche un processus relativement bien compris et expliqué,
qui apparaît naturellement plus robuste. Cela suggère que le plus grand soin doit être apporté
dans le choix des variables explicatives pour les MDES en général et en particulier pour ceux
basés sur des fonctions de transfert. L’utilisation des RCM, orientés avant tout sur les processus
physiques, peuvent être un outil complémentaire pour nous aider dans ces choix.
Cependant, le choix de variables représentant au mieux les processus physiques n’est pas
une garantie d’obtenir de bons résultats dans de tels tests de transférabilité. En effet, la prise
en compte de variables thermodynamiques telles que l’humidité en complément d’indices de
circulation, semble physiquement plutôt cohérente et conduit pourtant à une dégradation de
notre évaluation. En réalité, la principale cause de cette apparente limite de transférabilité
est sans doute fortement reliée à la grande hétérogénéité de cette variable dans les réanalyses
atmosphériques, en raison de l’explosion du nombre de données assimilées depuis l’apparition
des satellites. Des tests statistiques permettent en effet de mettre en évidence de fortes ruptures
dans les variables d’humidité au début des années 1980. En conséquence, on observe dans NCEP
une baisse de -13% de l’humidité relative à 700 hPa RH700 et de -6% de l’humidité spécifique
q700 entre les périodes P1 et P2. Les valeurs sensiblement plus élevées de RH700 sur la période
P1 expliquent la surestimation des probabilités d’occurrence de précipitations par D2GEN-22 et
D2GEN-32 sur cette période, et par suite la surestimation des cumuls annuels. On se reportera
pour plus de détails à l’article en préparation de Mezghani et al. (2011) qui détaille avantages
et inconvénients de la prise en compte de telles variables.
En gardant à l’esprit les difficultés d’interprétation des résultats relatifs aux tendances sur la
seconde moitié du XXème siècle, déjà évoquées en section 11.5, on remarque que les trois MDES
simulent des tendances de précipitations négatives non confirmées par les observations (figure
12.7). Toutefois, le problème est beaucoup plus sensible pour D2GEN (en particulier D2GEN-22
et D2GEN-32) que pour ANALOG. Ces résultats sont cohérents avec la sensibilité à la période
d’apprentissage de ces modèles. Les causes de cette sensibilité pour D2GEN (transférabilité
ou hétérogénéité des données) sont donc sans doute aussi responsables des différences sur les
tendances.
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Fig. 12.6 – Cycle saisonnier des précipitations de bassin mensuelles observées et reconstruites.
Apprentissage sur période P2 (1981-2005). Evaluation sur période P1 (1959-1981).
Fig. 12.7 – Distribution des tendances linéaires des précipitations saisonnières des 100 scénarios
pour les différents MDES, tendance du scénario médian (ligne verticale continue), tendance
observée (ligne noire). 1959-2006, 4 saisons.
12.3 Evaluation chronologique
Les capacités respectives des MDES à détecter les événements pluvieux observés sont globa-
lement du même ordre de grandeur (figure 12.8). Les scores que nous présentons sont légèrement
supérieurs pour ANALOG, et légèrement inférieurs pour D2GEN-10. Rappelons cependant que
c’est à de plus longues échelles de temps que l’évaluation chronologique est intéressante dans le
contexte d’utilisation des MDES pour des études d’impact du changement climatique.
Les séries chronologiques de précipitations saisonnières simulées par D2GEN et ANALOG
présentent une dispersion comparable à celle de DSCLIM. La corrélation entre précipitations
reconstruites et observées est donc à nouveau très variable d’un scénario à l’autre (figure 12.9),
tout en restant dans les mêmes ordres de grandeur que DSCLIM aux différentes saisons. La
baisse de performance des trois modèles statistiques en été est un problème intrinsèquement lié
à l’origine des précipitations, les circulations de grande échelle étant plus clairement influentes
sur les perturbations baroclines d’hiver, que sur les situations convectives d’été.
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Fig. 12.8 – Idem figure 11.14, pour les différents MDES.
Fig. 12.9 – Diagrammes de Taylor pour les précipitations hivernales et estivales. 1959-2006.
DSCLIM-21, D2GEN-10, D2GEN-22, D2GEN32, ANALOG.
Nous remarquons également sur la figure 12.9 que le ratio d’écart-type entre précipitations
reconstruites et observées est plus ou moins centré sur 1 pour DSCLIM et ANALOG, tandis qu’il
est surestimé par D2GEN en hiver (ainsi qu’au printemps et en automne, non présenté). Une
surestimation de la persistance des périodes sèches ou humides aurait pu l’expliquer, mais nos
diagnostics à ce sujet ne font apparaître un tel phénomène (section 12.1). Une autre explication
possible est la simulation par le générateur stochastique de quelques valeurs journalières trop
fortes qui bien que relativement rares, peuvent suffire à influer sur les valeurs saisonnières. Enfin,
le problème de transférabilité de D2GEN présenté en section 12.2 est également au moins en
partie responsable de cette surestimation de la variance interannuelle.
Pour les 3 modèles, la considération du scénario médian permet d’obtenir des corrélations
plus élevées que les scénarios individuels (mais ne respectant pas bien les principales propriétés
statistiques, par exemple la variance interannuelle mais aussi la variance à des pas de temps plus
courts). Nous allons maintenant comparer la corrélation du scénario médian pour différents pas
de temps d’intégration (figure 12.10). Pour bien comprendre le comportement des différentes
courbes, il est important de remarquer que ce type de représentation graphique n’intègre pas
seulement la capacité du modèle à capturer la variabilité interannuelle mais aussi son aptitude
à respecter la saisonnalité de la variable. En effet, le simple fait que le MDES soit capable de
simuler que les précipitations sont par exemple plus faibles en juillet et plus fortes en novembre
explique une part importante de la corrélation pour certains pas de temps d’agrégation (en par-
ticulier entre 60 et 180 jours). L’information sur la saisonnalité dans la variable agrégée utilisée
pour calculer la corrélation ne disparaît qu’aux pas de temps d’exactement 1 an, 2 ans, 3 ans
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(hors graphique), etc. Ce phénomène est encore plus sensible pour les variables météorologiques
présentant un cycle saisonnier très marqué (température, humidité, rayonnement solaire ou in-
frarouge). Une chute spectaculaire des niveaux de corrélation est observée aux pas de temps de
1 an et 2 ans sur les figures F.21 à F.24 en annexe. Pour certaines variables (rayonnements), les
très forts niveaux de la corrélation aux pas de temps courts ne sont donc pas du tout révélateurs
de la véritable capacité des MDES à capturer la variabilité interannuelle de ces variables, qui
est en fait médiocre.
Sur cette figure, on observe une légère hiérarchisation des MDES avec par ordre décrois-
sant de performance ANALOG, D2GEN, et DSCLIM-21. Aux pas de temps courts, les ver-
sions D2GEN-22 et D2GEN-32 présentent des corrélations équivalentes à ANALOG, mais qui
chutent de façon importante pour les pas de temps les plus longs. Or c’est la variabilité basses
fréquences qui nous intéresse pour évaluer un modèle dans sa capacité à reproduire des fluctua-
tions climatiques. D’autres versions de D2GEN non retenues pour RIWER2030 obtenaient des
scores supérieurs à ANALOG au pas de temps quotidien, mais très inférieurs à ANALOG et
DSCLIM au pas de temps annuel. Cela montre qu’une évaluation portant uniquement sur des
pas de temps courts serait inappropriée, un modèle bien explicatif de la variabilité quotidienne
ne l’est pas nécessairement pour la variabilité basses fréquences. Le fait que DSCLIM présente
des corrélations légèrement inférieures à ANALOG et D2GEN, alors qu’elles étaient du même
ordre de grandeur pour la variabilité interannuelle des précipitations saisonnières (figure 12.9),
peut s’expliquer par deux aspects :
– La saisonnalité est un peu moins bien respectée par DSCLIM. D’ailleurs, au pas de temps
de 1 an où l’effet de la saisonnalité disparaît, il n’y a plus de différence entre D2GEN et
DSCLIM sur la figure 12.10.
– Par ailleurs, les relations statistiques sont optimisées saison par saison dans DSCLIM
et D2GEN, tandis que ANALOG ne présente pas de discontinuité aussi franche1 Cela
pourrait en partie expliquer pourquoi ANALOG se détache sensiblement de DSCLIM
et D2GEN sur la figure 12.10 au pas de temps annuel, alors sa performance saison par
saison semblait équivalente sur la figure 12.9.
Pour comparer le pouvoir explicatif des MDES par rapport à celui d’un modèle dynamique,
nous avons également considéré les champs de précipitation issus du modèle ALADIN-Climat,
forcé aux limites par les réanalyses ERA-40. 3 expériences sont considérées :
1. une simulation à 25 kilomètres de résolution réalisée pour le projet ENSEMBLES, forcée
sur un domaine assez large (approximativement entre 25N et 70N et entre 30W et 50E),
notée « ALADIN-25km-E » ;
2. une simulation à 50 kilomètres de résolution réalisée par Colin (2011), forcée sur un do-
maine resserré autour de la France, notée « ALADIN-50km-F » ;
3. une simulation à 12 kilomètres de résolution réalisée par Colin (2011), forcée sur un do-
maine resserré autour de la France, notée « ALADIN-12km-F ».
La comparaison des MDES avec ce RCM souffre de quelques différences : les MDES sont for-
cés par les réanalyses NCEP tandis que ALADIN est forcé par les réanalyses ERA-40 ; en consé-
quence la période de disponibilité des simulations ALADIN est limitée à 1958-2000. Pour chacune
de ces trois expériences, nous avons considéré la moyenne spatiale des précipitations quotidiennes
simulées sur les mailles correspondant au bassin de la Durance. Nous l’avons également débiaisée
par (1) une correction quantile-quantile classique ou (2) une correction quantile-quantile propre
à chaque mois. Dans les deux cas, la correction est faite au pas de temps quotidien. Elle se
base sur la période d’apprentissage 1981-2000, de façon à se rapprocher au mieux de la période
d’apprentissage des trois MDES (1981-2005).
1La distance d’analogie est la même pour tous les jours de l’année. La fenêtre de recherche des jours analogues
est centrée sur la date du jour cible et évolue donc continûment d’un jour à l’autre.
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Fig. 12.10 – Corrélations entre précipitations observées et scénario médian des précipitations
reconstruites pour différents pas de temps d’intégration et différents MDES et pour le RCM
ALADIN avec différentes résolutions, différents domaines de forçage (E : ENSEMBLES ou
F : France), données brutes ou débiaisées par correction quantile-quantile (QQ) ou correction
quantile-quantile mensuelle (MQQ). Période d’évaluation : 1959-2006 pour DSCLIM, D2GEN
et ANALOG ; 1959-2000 pour ALADIN.
La simulation forcée sur le domaine large (ALADIN-25km-E) présente des scores très faibles,
même lorsqu’elle est débiaisée (figure 12.10). L’utilisation de sorties de RCM forcés sur de tels
domaines pour des études d’impacts à l’échelle d’un bassin alpin semble donc problématique
car elles peinent à reproduire la variabilité basses fréquences. En revanche, lorsque le RCM est
forcé sur un domaine comparable à celui des MDES (simulations de Colin, 2011), la variabilité
expliquée devient du même ordre de grandeur que celle des MDES, même pour une résolution
spatiale du RCM relativement grossière (50 kilomètres). Un débiaisage assez avancé (correction
quantile-quantile mois par mois) est toutefois nécessaire pour maintenir la corrélation à de bons
niveaux pour les échelles de temps comprises entre le mois et la saison. A ces pas de temps,
la corrélation est fortement influencée par le respect de la saisonnalité des précipitations, qui
est plus ou moins imposé pour les méthodes statistiques et pour la correction quantile-quantile
mensuelle, mais qui présente visiblement de sérieuses imperfections dans les sorties brutes de
ALADIN. Il est d’ailleurs intéressant de remarquer que sans un débiaisage imposant le respect
de la saisonnalité, les trois simulations ALADIN sont plus performantes au pas de temps annuel
qu’au pas de temps de 3 mois, un comportement très différent de celui des MDES. Le progrès lié
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à la haute résolution de la simulation à 12 kilomètres est également bien visible sur ces courbes.
Compte tenu des différences dans les réanalyses utilisées, notre objectif n’est pas ici d’établir de
hiérarchie précise entre la descente d’échelle dynamique et la descente d’échelle statistique. Nous
retenons simplement que les RCM parviennent à expliquer globalement autant de variabilité que
les MDES par des méthodes beaucoup plus physiques, ce qui est un net avantage. Cela est toute-
fois conditionné à l’utilisation d’un domaine de forçage suffisamment resserré, et à l’application
d’un débiaisage adapté. La condition sur le domaine de forçage est particulièrement pénalisante
puisqu’en raison des coûts numériques très élevés, les jeux de simulation actuellement disponibles
dans le cadre de grands projets internationaux, et utilisant un spectre de GCM/RCM suffisant
pour couvrir l’incertitude associée, n’ont été réalisés que pour des domaines de forçage plutôt
vastes. La nécessité d’une correction quantile-quantile mensuelle est également assez contrai-
gnante dès que l’on souhaite effectuer une analyse d’impact hydrologique (cf. section 4.2.2.2).
De plus, l’hypothèse de transférabilité temporelle de cette correction conduit à un problème
similaire à celui identifié pour les MDES.
12.4 Evaluation hydrologique
Les résultats de l’évaluation météorologique des trois MDES étant relativement comparables,
on ne sera pas surpris que les débits simulés par les chaînes NCEP+D2GEN+ISBA-Durance ou
NCEP+ANALOG+ISBA-Durance présentent un certain nombre de traits communs avec ceux
basés sur DSCLIM. Les débits quotidiens (figure 12.11) présentent une dispersion comparable. Le
scénario médian représente plutôt bien leurs principales caractéristiques malgré les performances
relativement faibles des modèles en termes de précipitations quotidiennes, pour les mêmes raisons
que celles discutées au paragraphe 11.7. Sur la période d’apprentissage (P2), le cycle saisonnier
interannuel moyen des débits est très bien reproduit (figures 12.14 et 12.15). Les scores de Nash
(tableau 12.1) sont légèrement meilleurs pour le modèle ANALOG, ce qui est également cohérent
avec l’évaluation météorologique.
En revanche, on constate une nette dégradation des simulations en dehors de la période
d’apprentissage pour le modèle D2GEN, et a fortiori pour les versions incluant des prédicteurs
d’humidité (D2GEN-22 et D2GEN-32). L’amplification par l’hydrologie des erreurs du MDES
(problème évoqué en section 11.7), s’applique ici sur les problèmes de transférabilité de D2GEN
(section 12.2). Il peut en résulter une onde de fonte beaucoup trop forte sur la période 1959-1981
(figures 12.12 et 12.13) ou au contraire trop faible sur la période 1981-2005 si l’apprentissage
était réalisé sur la période 1959-1981 (non présenté).
A l’échelle des débits annuels (figures 12.14 et 12.15), c’est à nouveau avec le modèle ANA-
LOG que les débits simulés obtiennent les meilleurs scores (corrélation de 0.84 et Nash de 0.55
pour le scénario médian). On remarque que la légère sous-estimation du ratio d’écart-type des
précipitations par ce modèle est gommée par le filtre hydrologique. Pour le modèle D2GEN la
surestimation de ce paramètre pour les précipitations est nettement amplifiée lorsqu’on consi-
dère les débits. Cette augmentation de la variance par l’hydrologie avait déjà été constatée et
expliquée pour DSCLIM (section 11.7).
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D2GEN-10 D2GEN-20 ANALOG
Fig. 12.11 – Débits quotidiens simulés par NCEP+D2GEN-10+ID, NCEP+D2GEN-22+ID ou
NCEP+ANALOG+ID (scénario médian en vert, Q5 et Q95 en rouge), ou simulés par SA-
FRAN+ID (noir) et débits observés (aire grisée), pour 5 années hydrologiques consécutives
contrastées (2000/2001 à 2004/2005).
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Tab. 12.1 – Scores de Nash pour les débits quotidiens simulés par NCEP+DSCLIM+ID. (Ré-
férence : SAFRAN+ID). Apprentissage standard sur P2. Validation sur période P1 et P2.
Station DSCLIM-21 D2GEN-10 D2GEN-22 D2GEN-32 ANALOG
P1 P2 P1 P2 P1 P2 P1 P2 P1 P2
Le Monêtier 78.5 km2 0.80 0.82 0.80 0.83 0.80 0.84 0.80 0.83 0.84 0.86
Val-des-Prés 203 km2 0.60 0.75 0.55 0.78 0.54 0.77 0.56 0.79 0.74 0.80
Briançon 548 km2 0.72 0.78 0.68 0.81 0.67 0.80 0.69 0.82 0.80 0.82
Barcelonnette 549 km2 0.65 0.75 0.66 0.78 0.62 0.79 0.61 0.74 0.78 0.81
Montdauphin 725 km2 0.76 0.79 0.72 0.83 0.65 0.76 0.66 0.78 0.82 0.84
Le Lauzet-Ubaye 946 km2 0.72 0.72 0.68 0.77 0.63 0.77 0.62 0.71 0.79 0.79
L’Argentière 984 km2 0.66 0.73 0.66 0.76 0.70 0.82 0.72 0.83 0.78 0.80
Embrun 2170 km2 0.75 0.77 0.71 0.81 0.68 0.81 0.70 0.81 0.81 0.83






Fig. 12.12 – Cycle saisonnier des débits quotidiens simulés par NCEP+D2GEN-10+ID ou
NCEP+D2GEN-22+ID (scénario médian en vert, Q5 et Q95 en rouge), ou simulés par SA-







Fig. 12.13 – Cycle saisonnier des débits quotidiens simulés par NCEP+D2GEN-32+ID ou
NCEP+ANALOG+ID (scénario médian en vert, Q5 et Q95 en rouge), ou simulés par SA-




Fig. 12.14 – Débits annuels simulés par NCEP+D2GEN+ID ou NCEP+ANALOG+ID (scénario









Quels sont les enseignements de l’analyse de sensibilité menée sur le modèle
DSCLIM ?
Des tests de sensibilité ont été pratiqués sur plusieurs aspects du modèle DSCLIM, notam-
ment les variables et domaines utilisés pour la classification, le nombre de classes, les indices
de précipitations, le second prédicteur de grande échelle, la méthode de rééchantillonnage
du jour analogue. Pour cela, il a été indispensable de prendre en compte les processus
stochastiques de l’algorithme par des générations multi-scénarios et multi-classifications.
Aucune configuration optimale ne s’est véritablement dégagée : le choix d’un élément de
configuration est souvent dépendant du choix des autres éléments de configuration et les
résultats sont souvent hétérogènes selon les saisons. Nous avons finalement proposé de
retenir 3 configurations différentes (DSCLIM-10, DSCLIM-11, DSCLIM-21) synthétisées
dans le tableau 11.5. Celles-ci ont des performances comparables en climat présent, mais
en raison des différences de variables explicatives, elles pourraient réagir différemment à
des modifications du climat. La version DSCLIM-21 permet toutefois d’expliquer un peu
mieux la variabilité des précipitations estivales.
Les MDES sont-ils capables de reproduire les principales caractéristiques
statistiques des variables reconstruites ?
En général, les MDES étudiés dans cette thèse reproduisent bien la structure spatiale des
précipitations, leur saisonnalité, et la distribution statistique des cumuls à différents pas de
temps. Ils sont néanmoins construits de façon à respecter ces objectifs, ce n’est donc pas
une condition suffisante pour leur applicabilité dans des études d’impact du changement
climatique. Des biais peuvent parfois apparaître sur des périodes distinctes des périodes
d’apprentissage.
Les MDES sont-ils capables d’expliquer la variabilité météorologique et à
quelles échelles de temps ?
Evaluer la variabilité expliquée par un unique scénario simulé par un MDES est insuffisant
car elle varie fortement d’un scénario à l’autre via les processus stochastiques des algo-
rithmes de génération, en particulier lorsqu’on s’intéresse à des pas de temps élevés. Un
ensemble de scénarios doit donc être considéré pour cette évaluation. De plus, la médiane
des scénarios est nettement plus explicative qu’un scénario unique. La corrélation entre
la médiane des précipitations reconstruites et les précipitations observées varie autour de
0.5 à 0.6 au pas de temps quotidien, et atteint au maximum 0.8 à l’échelle de la saison
(100 jours). Les scores du modèle ANALOG sont légèrement supérieurs à ceux des autres
modèles. Ces corrélations, significatives mais à des niveaux moyens, montrent que les mo-
dèles sont capables d’expliquer une part, mais une part seulement, de la variabilité des
précipitations pour les échelles de temps journalières à interannuelles. C’est un élément en-
courageant vis-à-vis de l’aptitude des MDES à capter la variabilité climatique des variables
météorologiques de surface. Celle-ci ne peut toutefois pas être démontrée en raison de la
longueur limitée des séries. De plus, la baisse de la corrélation pour certains modèles pour
les pas de temps d’agrégation les plus élevés suggère que certains processus responsables
d’une variabilité très basses fréquences pourraient être ignorés dans les MDES.
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Les MDES sont-ils transférables en dehors de leur période d’apprentissage ?
Pour répondre à cette question, nous avons calibré les MDES soit sur la période 1959-1981
soit sur la période 1981-2005 et évaluer les modèles sur les deux périodes séparément.
L’obtention de moins bons résultats en dehors de la période d’apprentissage peut avoir
deux causes : une mauvaise transférabilité du MDES ou une forte hétérogénéité temporelle
des données de forçage ou de validation. Considérer plusieurs MDES peut aider à estimer
la part de l’une et de l’autre. Aucun MDES n’est ainsi capable de reproduire les différences
climatologiques de vitesse du vent entre les deux sous-périodes dans l’analyse SAFRAN.
Ces différences sont vraisemblablement un artefact de l’hétérogénéité de l’analyse SA-
FRAN. Pour les précipitations, le modèle ANALOG est beaucoup moins sensible à la
période d’apprentissage que DSCLIM et D2GEN. Cela suggère que le lien statistique
représenté dans ANALOG serait plus robuste. Les versions D2GEN-22 et D2GEN-32
sont les plus biaisées hors période d’apprentissage. Dans ce cas, l’hétérogénéité de l’hu-
midité relative dans les réanalyses NCEP peut probablement l’expliquer au moins en partie.
Les scénarios générés par les MDES sont-ils adaptés pour réaliser des simula-
tions hydrologiques ?
Les débits simulés en forçant le modèle ISBA-Durance par les sorties des MDES, eux-
mêmes forcés par les réanalyses NCEP, reproduisent raisonnablement les débits simulés par
ISBA-Durance avec le forçage SAFRAN. L’erreur associée à cette étape est du même ordre
de grandeur que l’erreur propre du modèle hydrologique dans sa reproduction des débits
observés. La variabilité intra et interannuelle des débits semble bien captée, ce qui témoigne
d’une certaine cohérence physique entre les variables des scénarios météorologiques générés.
L’évaluation sur les débits est moins exigeante que sur les précipitations grâce au caractère
intégrateur du bassin et à la forte saisonnalité des processus hydrologiques. Lorsque les
MDES sont évalués par l’intermédiaire du modèle hydrologique, les non-linéarités des
processus peuvent amplifier certains défauts (par exemple les biais) ou au contraire les
atténuer (par exemple le ratio d’écart-type pour ANALOG).
Quel bilan peut-on dresser de l’applicabilité des MDES en climat futur ?
L’évaluation menée sur les MDES forcés par les réanalyses NCEP est encourageante sur
certains points : respect des principales propriétés statistiques, de la cohérence spatiale et
multivariée des variables reconstruites, explication d’une partie de la variabilité basses fré-
quences, scénarios hydrologiques pertinents. Toutefois, notre stratégie d’évaluation orientée
vers les grandes échelles de temps est limitée par la longueur des séries disponibles (réana-
lyses atmosphériques, analyses SAFRAN, débits observés) et par leur hétérogénéité tempo-
relle. Au final, de sérieuses interrogations persistent donc sur la transférabilité temporelle
des algorithmes. Il n’est pas possible d’affirmer que les MDES représentent correctement
les processus responsables de la variabilité climatique sur un bassin alpin. A ce stade, la
comparaison de la réponse en climat futur des différents MDES et de différentes configu-
rations de certains d’entre eux, paraît donc absolument nécessaire. La cohérence entre les
projections futures ainsi obtenues serait un élément rassurant (mais non une preuve) sur
la pertinence des scénarios simulés. Elle serait de surcroît consolidée par la cohérence entre
les résultats issus des MDES et des RCM.
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Comment la démarche statistique se positionne-t-elle par rapport aux mé-
thodes dynamiques ?
La modélisation dynamique permet d’expliquer la variabilité des précipitations dans
des proportions comparables aux MDES, à condition que le domaine de forçage soit
suffisamment resserré, et que ses sorties soient débiaisées par une méthode imposant
le respect des distributions statistiques des variables aux différentes saisons. Son coût
numérique très important rend difficile les approches multi-modèles (GCM/RCM), et les
corrections pratiquées, appliquées de façon indépendante aux différentes variables d’intérêt,
ne peuvent pas garantir la fourniture de forçages physiquement réalistes et cohérents
entre variables pour les modèles hydrologiques. Par conséquent, les MDES constituent
une alternative intéressante pour les études d’impact, en particulier pour la génération de
scénarios hydrologiques, et malgré les questionnements sur leur transférabilité temporelle
(un problème qui concerne aussi les corrections de biais appliquées aux RCM). Notons
toutefois que lorsque le coût numérique du modèle d’impact est élevé, le forçage par des
sorties multi-scénarios de méthodes statistiques peut devenir beaucoup plus contraignant
qu’un forçage unique issu d’un RCM.
La complémentarité des deux approches réside dans le fait que les méthodes statistiques res-
pectent les exigences des modèles d’impact, tandis que les méthodes dynamiques expliquent
mieux les raisons physiques des changements météorologiques futurs. Des allers-retours
entre ces deux démarches sont peut-être le principal espoir de progrès dans la pertinence
des scénarios futurs générés. Ainsi l’utilisation des RCM pour des analyses de processus
semblables à celle de Kendon et al. (2010) (section 3.4), mais à l’échelle d’un bassin alpin,
pourrait permettre de mieux comprendre les processus clés dans la variabilité climatique et
donc de mieux choisir les variables explicatives et la structure des algorithmes des modèles




Du scénario d’émission de gaz à effet
de serre à l’impact hydrologique :




Les régimes de temps dans les
modèles de circulation générale
Nous connaissons maintenant les points forts et les limites du modèle hydrologique et des mo-
dèles de descente d’échelle statistiques pour générer des scénarios hydrologiques futurs. Comme
évoqué en section 4.4, le dernier point important à évaluer est la qualité de la simulation
des variables atmosphériques de grande échelle par les GCM. Plusieurs auteurs abordent cette
question par des classifications des circulations synoptiques (revue de Sheridan et Lee, 2010).
Sur les régions étudiées, les GCM évalués semblent en général plutôt bien reproduire les fré-
quences d’occurrence des différentes classes sur une période de contrôle, avec parfois quelques
lacunes spécifiques (Demuzere et al., 2009; Anagnostopoulou et al., 2009; Schoof et Pryor, 2006;
Cassano et al., 2006). Les résultats concernant leur évolution dans les projections futures sont
plus contrastés. Nous proposons également d’utiliser cette approche pour évaluer les GCM uti-
lisés dans cette thèse et pour apprécier les changements de circulation simulés. Elle présente
le double avantage d’être facilement interprétable, et de représenter directement les variables
de grande échelle prises en compte dans DSCLIM. On pourra donc en tirer des éléments de
compréhension des changements de précipitations simulés, au moins pour ce MDES. Plusieurs
questions peuvent être formulées. Les régimes de temps, en tant qu’état préférentiel de l’at-
mosphère, sont-ils les mêmes sur la période de contrôle dans les GCM et les réanalyses ? Les
fréquences d’occurrence simulées des différents régimes sont-elles en accord avec les fréquences
observées ? A quelle échelle spatiale les conclusions sont-elles valables ? Quelle est l’évolution des
régimes préférentiels et des fréquences d’occurrence en climat futur ?
13.1 Les GCM de ENSEMBLES
Conformément à la discussion de la section 4.5.3, les GCM utilisés dans cette dernière partie
sont les GCM du projet ENSEMBLES correspondant à l’expérience STREAM2, pour le scénario
d’émission A1B. Les simulations couvrent la période 1860-2100 avec le même forçage de GES
(figure 3.2 page 28). Aucun autre forçage naturel (d’origine solaire ou volcanique) n’est appliqué.
Les variations simulées entre différentes sous-périodes proviennent donc uniquement des forçages
de GES et de la variabilité naturelle du climat. Les données au pas de temps quotidien sont
disponibles pour 12 runs parmi 5 GCM (tableau 13.1).
Tab. 13.1 – Liste des GCM utilisés dans cette thèse et issus du groupe d’expériences STREAM-2
sous scénario A1B du projet ENSEMBLES. Résolution atmosphérique (RA) et océanique (RO).
Institut Modèle Run Acronyme RA RO Référence
CNRM (France) CNRM-CM3.3 1 CNCM33-1 T63L31 2˚L31 Salas et al. (2005)
DMI (Danemark) ECHAM5-C 1 DMIEH5C-1 T31L19 3˚L40 May (2008)
2 DMIEH5C-2
3 DMIEH5C-3
FUB (Allemagne) EGMAM2 3 EGMAM2-3 T30L39 0.5/2.8˚L20 Huebener et al. (2007)
IPSL (France) IPSL-CM4_v2 1 IPCM4-1 N72L19 2˚L31 Dufresne et al. (2005)
2 IPCM4-2
3 IPCM4-3
METO-HC (Roy. Uni) HadGEM2-AO 1 HADGEM2-1 N96L38 1˚L40 Johns et al. (2006)






Fig. 13.3 – Régimes MPEH5C-3, idem figure 13.1
13.3 Identification des régimes préférentiels à l’échelle France
élargie
On se place maintenant dans une situation plus proche des types de temps4 utilisés dans
DSCLIM, en utilisant le domaine spatial de Boé (figure 9.2 page 112), et les 4 saisons SON, DJF,
MAM, JJA. On considère toutefois seulement 4 types de temps, car l’utilisation de 10 classes
donne des centroïdes trop instables (types obtenus par différentes itérations de l’algorithme
non appariables entre deux itérations). Les composites des centres de classes obtenus pour les
réanalyses ERA-40 sont présentés sur la figure 13.4.
Concernant les GCM de CMIP3, le nombre de modèles sélectionnés (i.e. avec types de temps
appariables aux types ERA-40) par la méthode de Cattiaux est cette fois significativement plus
grand, entre 10 et 15 sur 15 selon les saisons, avec en outre de bonnes corrélations spatiales,
souvent supérieures à 0.90. Pour plusieurs modèles, les types de temps peuvent être appariés
à toutes les saisons. Le résultat est similaire avec les modèles de ENSEMBLES : les types
peuvent être appariés pour entre 9 et 12 modèles sur 12, avec également de forts niveaux de
corrélation spatiale (table 13.2). Ces types de temps peuvent également dans la majorité des cas
être appariés à ceux obtenus en réalisant la classification sur des périodes futures de simulation.
Les différences par rapport à l’analyse sur le domaine Nord-Atlantique illustrent simplement que
la méthode est par construction moins exigeante sur un domaine spatial plus réduit. Finalement,
cette méthode semble donc limitée pour l’évaluation des GCM. On retiendra simplement que les
modèles peuvent développer leurs propres régimes préférentiels à grande échelle, sans que cela
ne se traduise par des différences majeures à l’échelle de la France.
Tab. 13.2 – Corrélation spatiale moyenne entre les types de temps ENSEMBLES et les types
de temps ERA-40 (DJF,MAM,JJA,SON), lorsqu’ils sont appariables. Domaine Boé. 1961-2000.
CNCM33-1 DMIEH5C-1 DMIEH5C-2 DMIEH5C-3 EGMAM2-3 HADGEM2-1
SON 0.90 0.97 0.93 0.99
DJF 0.91 0.96 0.91 0.96 0.99
MAM 0.94 0.96 0.94 0.96 0.95 0.98
JJA 0.92 0.93 0.91 0.90 0.95
IPCM4-1 IPCM4-2 IPCM4-3 MPEH5C-1 MPEH5C-2 MPEH5C-3
SON 0.96 0.94 0.92 0.96 0.96
DJF 0.91 0.94 0.96 0.95 0.94
MAM 0.97 0.94 0.96 0.97 0.97 0.95
JJA 0.92 0.96 0.94 0.93
4Pour respecter la terminologie employée par Boé (2007) et Najac (2008), on parlera de « régime » de temps
à l’échelle Nord-Atlantique, et de « type » de temps à l’échelle France élargie.
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Fig. 13.4 – Anomalies de PSL des composites des types de temps ERA-40 (SON, DJF, MAM,
JJA). Domaine Boé. 1961-2000.
13.4 Fréquences d’occurrence des régimes à l’échelle Nord-
Atlantique
Une autre évaluation possible des GCM, plus classique, consiste à évaluer leur capacité à
reproduire les fréquences d’occurrence observées des régimes ERA-40. Pour cela, sur l’ensemble
de la période 1860-2100, les champs de PSL des GCM sont désaisonnalisés avec leur propre
climatologie sur la période 1961-2000, et non pas avec la climatologie ERA-40. Ces champs
désaisonnalisés sont ensuite projetés dans l’espace des composantes principales des champs
ERA-40. Les coordonnées des champs dans cet espace sont normalisées par leur moyenne et
leur variance sur la période 1961-2000 (comme cela est fait également quand on utilise les CP
issues des réanalyses). Chaque journée du scénario GCM peut être ensuite affectée au régime
ERA-405 dont le centroïde est le plus proche (cf. section 9.1.2). Ceci permet de calculer les
5Dans l’analyse des sections 13.2 et 13.3, les composantes des champs ERA-40 et des GCM avaient été calculées
en appliquant des facteurs d’échelle pour tenir compte de la variation de la surface des mailles avec la latitude.
Dans le code de DSCLIM que nous utilisons ici, il n’est toutefois pour l’instant pas possible de projeter un champ
de PSL sur des composantes principales en utilisant des facteurs d’échelle variables dans l’espace. Par conséquent,
pour des raisons purement techniques, et bien que ce ne soit pas cohérent avec les sections précédentes, l’analyse
qui va suivre a été faite en accordant un même poids à toutes les mailles du domaine lors du calcul des composantes
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fréquences d’occurrence des régimes ERA-40 pour chaque GCM, pour le contrôle et les périodes
futures.
Sur les figures 13.5 et 13.6 (hiver et été), on représente, pour la période de contrôle 1961-
2000, les erreurs relatives des fréquences d’occurrence de chaque régime pour chaque GCM de
CMIP3, par rapport aux fréquences d’occurrence de référence obtenues avec les réanalyses ERA-
40. Pour deux périodes futures (2046-2065, et 2081-2100), on représente le changement relatif des
fréquences d’occurrence de chaque régime pour chaque GCM, par rapport aux fréquences d’oc-
currence du GCM sur la période 1961-2000. Les erreurs relatives des fréquences d’occurrence sur
la période de contrôle sont le plus souvent relativement faibles (dans la gamme [−10%,+10%]).
En hiver, il n’y a pas de cohérence du signe de l’erreur entre les modèles. En été, les modèles
semblent légèrement surestimer l’occurrence de NAO+ et NAO-, au détriment de BL et AR.
Pour la majorité des modèles, ces erreurs restent sensiblement inférieures aux changements si-
mulés entre les périodes futures et la période de contrôle. Il semble donc pertinent d’estimer
des changements futurs sur la base de ces changements de fréquences, pour les variables météo-
rologiques sensibles à l’occurrence de ces régimes. Toutefois, rappelons que l’obtention de ces
faibles niveaux d’erreurs est subordonné au débiaisage des champs de PSL des GCM, comme
mentionné au début de cette section. La pertinence des changements présentés est donc soumise
à la validité du débiaisage en climat futur.
Sur les périodes futures, on constate à la fois en hiver et en été, un accord de la majorité
des modèles pour simuler une augmentation du régime de type NAO+ (anomalie de pression
négative vers l’Islande, et positive vers les Açores), et une diminution du régime de type NAO-
(anomalie de pression positive vers l’Islande, et négative vers les Açores). Toutefois, l’amplitude
de ces changements varie dans des proportions très importantes (de 0 à 60% !). Certains modèles
minoritaires simulent une évolution opposée en hiver. Pour les autres régimes, il n’y a pas d’ac-
cord entre les modèles. Quelques modèles simulent des évolutions parfois significatives (jusqu’à
+/- 30%), d’autres modèles ne proposent pas d’évolution majeure. Ces résultats sont cohérents
avec les analyses de Boé (2007) ou Najac (2008).
Les mêmes diagnostics sont représentés pour le jeu de simulations du projet ENSEMBLES
sur les figures 13.7 et 13.8. Contrairement aux simulations CMIP3, les simulations ENSEMBLES
sont des runs continus de 1860 à 2100. Par conséquent, plutôt que de se restreindre à ces deux
périodes, nous pouvons également représenter l’évolution des fréquences d’occurrence au cours
de la période. Les fréquences d’occurrence ont ainsi été calculées tous les 5 ans sur des périodes
glissantes de 20 ans.
Sur la période 1961-2000, les erreurs de fréquences sont globalement comparables à celles
obtenues avec les modèles CMIP3. L’analyse des courbes sur toute la période 1860-2000 montre
également l’existence d’une variabilité naturelle de ces fréquences d’occurrence pour un modèle
donné, qui est du même ordre de grandeur que l’écart entre les fréquences des réanalyses et
des différents GCM sur la période 1961-2000. Au cours de la période de contrôle, on constate
d’ailleurs une variabilité significative pour les réanalyses. On comprend donc qu’il serait vrai-
semblablement abusif de discriminer les différents GCM sur la base des erreurs de fréquences
d’occurrence sur une période donnée unique (classiquement 1961-2000), puisque ces erreurs res-
tent du même ordre de grandeur que la variabilité naturelle d’occurrence de ces régimes.
Concernant les changements, on remarque que l’évolution proposée par les modèles CMIP3
est globalement confirmée en été, et marque une nette rupture par rapport aux 150 dernières
années. En hiver, en revanche, le signe des changements (augmentation de NAO+ et diminution
de NAO-) est conservé mais dans une amplitude nettement amoindrie (de l’ordre de 0 à 30%).
Pour certains modèles, ce changement devient alors d’une amplitude comparable à la variabilité
simulée sur la période passée. Comme pour CMIP3, quelques modèles minoritaires (3 sur 12)
principales. Ceci a très peu d’influence lorsque nous travaillons sur le domaine Boé. En revanche sur le domaine
Nord-Atlantique, les régimes obtenus sans facteurs d’échelle (figures 13.5 et 13.6) sont significativement différents
de ceux obtenus avec facteurs d’échelle (figure 13.1).
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Fig. 13.6 – Fréquences d’occurrence des régimes de temps ERA-40 d’été (MJJAS) en climat présent et
futur dans les GCM CMIP3. Classification 2 saisons domaine Nord-Atlantique. Détails de légende :
idem figure 13.5.
les variations associées des précipitations sur le bassin. Dans le détail, on remarque qu’en été les
régimes NAO- et NAO+ sont tous les deux globalement plus secs que la normale. L’évolution
contraire de l’occurrence de ces régimes dans le futur devrait donc avoir un effet compensatoire
sur notre bassin. Néanmoins, l’anomalie sèche étant plus marquée pour le régime NAO+ qui
devient significativement plus fréquent dans le futur, cela pourrait globalement se traduire par
un relatif assèchement. En hiver le régime NAO+ qui augmente a des précipitations proches
de la normale, tandis que le régime NAO- qui diminue est globalement plus humide. L’effet
des changements d’occurrence de ces régimes pourrait donc là aussi contribuer plutôt à une
diminution des précipitations. Bien sûr, d’autres causes possibles de changements ne sont pas
ici prises en compte (i.e. variabilité intra-régimes, effets thermodynamiques).
Ces résultats peuvent globalement être retrouvés pour une classification en 4 saisons au
lieu des 2 saisons étendues (en annexe, figures G.1 à G.8, d’abord pour CMIP3 puis pour
ENSEMBLES). La tendance des modèles à simuler d’une part une augmentation de la fréquence
du régime s’apparentant à la phase positive de la NAO, et d’autre part une diminution du régime
s’apparentant à la phase négative de la NAO, se vérifie à toutes les saisons et pour les deux
groupes de modèles, à quelques nuances près :
– En automne, pour les modèles CMIP3, l’augmentation de NAO+ est partagée avec une
augmentation du régime de blocage dans les modèles CMIP3. En revanche pour les mo-
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dèles ENSEMBLES, c’est plutôt une forte augmentation de NAO+ qui est simulée et peu
d’évolution pour le régime BL.
– Les modèles de CMIP3 ne sont pas tous en accord sur cette tendance pour la saison du
printemps, alors que les modèles de ENSEMBLES le sont davantage. A l’inverse, si les
modèles de CMIP3 sont plutôt en accord sur DJF, les modèles de ENSEMBLES ne le sont
plus du tout.
L’impact de ces changements sur les précipitations de la Durance semble se dessiner dans
le même sens de l’assèchement aux différentes saisons. Toutefois comme précédemment on re-
marque que les régimes à cette échelle sont peu discriminants. En été (JJA), les distributions
des précipitations sont même quasiment identiques pour les différents régimes. Par conséquent,
la forte inversion de fréquences des régimes NAO+ et NAO- pourrait ne pas avoir d’impact sur
les précipitations de cette région en été. Une descente d’échelle basée sur les régimes de temps
à cette échelle ne serait donc pas pertinente pour estimer les changements de précipitations




13.5 Fréquences d’occurrence des types de temps à l’échelle
France élargie
Reprenons à présent l’étude avec une classification des types de temps établie sur le petit
domaine (Boé), et non plus sur le domaine Nord-Atlantique. Les résultats sont présentés en
annexe entre les figures G.9 et G.12 pour les modèles CMIP3 et dans le corps du document
entre les figures 13.9 et 13.12 pour les modèles ENSEMBLES. Les types de temps obtenus sont
relativement similaires aux différentes saisons :
– un type de temps caractérisé par une anomalie positive de pression centrée sur la Grande-
Bretagne, que l’on notera HGB ;
– un type de temps caractérisé par une anomalie négative de pression centrée sur la Grande-
Bretagne, que l’on notera LGB ;
– un type de temps caractérisé par une anomalie négative de pression vers l’Espagne, que
l’on notera LE ;
– un type de temps caractérisé par une anomalie positive de pression vers l’Espagne, que
l’on notera HE.
La première chose qu’il est intéressant de noter est qu’à cette échelle, les types de temps sont
beaucoup plus discriminants sur les précipitations du bassin de la Durance que ne l’étaient les
régimes sur l’Atlantique-Nord. Ainsi, le type LGB est clairement une classe humide sur notre
bassin quelle que soit la saison. A l’inverse le type HGB est nettement plus sec que la normale.
Le type HE est également plutôt sec mais dans une moindre mesure. Enfin, les journées du
type LE ont une distribution de précipitations proches de la normale. Pour étudier l’impact
des changements de circulation sur notre bassin, cette échelle semble donc plus pertinente.
Malheureusement, à cette échelle, les GCM présentent beaucoup moins d’accord que sur les
régimes de l’Atlantique-Nord.
Concernant les erreurs relatives de fréquences d’occurrence par rapport aux réanalyses sur
la période de contrôle, elles sont maintenant plutôt dans la gamme [−25%,+25%]. Toutefois,
ces erreurs restent du même ordre de grandeur que la variabilité simulée par l’un ou l’autre des
GCM sur la période 1860-2000, ce qui nous amène aux mêmes conclusions que dans la section
précédente.
Concernant les changements futurs, un examen saison par saison est nécessaire :
En automne, à l’exception d’un modèle (FGOALS), les autres modèles CMIP3 s’accordent
sur une augmentation du type HGB (sec) et sur une diminution du type LGB (humide), ce
qui suggérerait un assèchement sur notre bassin. Toutefois, cette évolution n’est simulée que
par 3 modèles de ENSEMBLES (CNCM33-1, DMIEH5C-2, HADGEM2-1). Les autres modèles
simulent parfois une évolution opposée. Le plus souvent, l’évolution des 4 types de temps dans
ENSEMBLES reste dans la gamme de variabilité naturelle simulée par le passé.
En hiver, les modèles CMIP3 et ENSEMBLES s’accordent sur une diminution de la fréquence
du type LE, à l’exception notable du modèle de l’IPSL qui se comporte en sens opposé à la fois
dans CMIP3 et dans ENSEMBLES. Néanmoins, il se trouve que la distribution des précipitations
sur notre bassin est conforme à la normale pour ce type de temps. Par conséquent, cette évolution
pourrait ne pas avoir de répercussion majeure sur les précipitations de notre bassin. La majorité
des modèles CMIP3 suggère également une légère hausse de la fréquence des deux types secs, mais
ce n’est pas confirmé par les simulations ENSEMBLES, qui ne simulent que des changements
inclus dans la gamme de la variabilité naturelle du siècle dernier.
Au printemps, les modèles CMIP3 et ENSEMBLES s’accordent en majorité sur une légère
augmentation de la fréquence du type HGB (sec) et sur une légère diminution des types LE
(normal) et LGB (humide). Cette évolution pourrait alors se traduire par une diminution des
précipitations sur le bassin de la Durance. L’amplitude des changements n’est toutefois impor-
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tante que pour certains des modèles (+/-30%), et reste beaucoup plus modeste pour d’autres
(donc peu significative par rapport aux erreurs sur la période de contrôle).
En été, une évolution beaucoup plus sensible est proposée par les modèles CMIP3 et EN-
SEMBLES à savoir une nette diminution du type HE et une nette augmentation du type LE.
Le type HGB semble également diminuer pour certains modèles de ENSEMBLES (CNCM33-1
fait exception). Toutefois, à cette saison, le lien d’échelle est plus faible et ces types de temps
ont leurs précipitations proches de la normale. Même si ce sont globalement deux types plutôt
secs qui diminuent, il est donc très délicat de traduire cette évolution de fréquences en une
évolution des quantités de précipitations. Le type LGB qui est le plus discriminant en termes
de précipitations ne présente d’ailleurs pas d’évolution future majeure dans les GCM.
En conclusion, l’analyse de l’évolution des fréquences d’occurrence montre que les modèles
s’accordent sur certains changements mais qui ne devraient pas avoir d’impact fort sur les
précipitations de notre bassin. C’est au printemps que l’accord entre les modèles semble
le meilleur, et celui-ci suggère plutôt un assèchement. La dispersion entre les modèles sur
l’évolution de certains types de temps bien discriminants en termes de précipitations pourrait
en revanche avoir un impact sensible sur les précipitations qui seront simulées par DSCLIM.
Par exemple, en automne, on peut s’attendre à ce que la chaîne HADGEM2-1 + DSCLIM
simule une nette baisse des précipitations associée à la diminution du type LGB, tandis que la
chaîne MPEH5C-3 + DSCLIM simulera plutôt une évolution opposée, et de faible amplitude.
Dans DSCLIM, ce ne sont pas 4 mais en fait 10 types de temps qui sont utilisés pour
effectuer le downscaling sur les GCM. L’analyse des évolutions de ces types de temps (pour
ENSEMBLES en annexe, figures G.13 à G.16) est évidemment plus complexe. L’utilisation des
10 classes permet d’identifier des types de temps bien discriminants en termes de précipitations
sur notre bassin. En revanche, l’évaluation des fréquences d’occurrence de ces classes dans les
GCM est naturellement beaucoup plus exigeante, comme en témoignent les erreurs relatives
des fréquences d’occurrence qui atteignent parfois 50% pour certains types de temps et certains
modèles (voire plus sur l’un des types d’été). L’accord entre les modèles sur les changements
futurs est par suite encore moins fréquent. On peut néanmoins tenter de synthétiser comme suit
les changements simulés pour cette classification :
En automne, il se dégage que les types de temps WT7 et WT0 sont très humides. Le type
WT0 correspond à des flux de Sud-Ouest qui sont effectivement connus pour favoriser les pré-
cipitations sur cette région. Il s’agit d’une classe relativement rare (environ 5% des jours) mais
particulièrement humide (moyenne de 12 mm/jour). Les GCM s’accordent sur une diminution
de la fréquence de ce type de temps dans le futur. En revanche, ils divergent sur l’évolution de
WT7 qui est une classe plus fréquente. WT3, WT4 et WT9 sont au contraire des classes très
sèches (près de 90% des jours sans précipitations). Certains modèles suggèrent des évolutions,
mais pas toujours dans le même sens. De plus ces évolutions pourraient parfois se compenser
entre les différents types de temps.
En hiver, les types WT0, WT1, WT3 sont très secs, tandis que les types WT9 et surtout
WT5 (flux de Sud-Ouest) sont très humides. Or, aucune évolution claire de ces différents types
ne peut être mise en évidence dans les GCM.
Au printemps, les types WT0, WT2 et WT5 sont les plus secs et semblent devenir plus
fréquents pour la majorité des GCM. Au contraire les flux de Sud-Ouest très humides (WT3)
deviennent moins fréquents. Ce résultat est en accord avec ceux de la classification en 4 classes,
et semble suggérer une diminution possible des précipitations à cette saison, dans une amplitude
très variable entre les modèles.
Enfin en été, les distributions des précipitations sont à nouveau moins distinctes entre les
différents types de temps qu’aux autres saisons, mais on peut tout de même identifier les types
préférentiellement secs ou pluvieux plus facilement qu’avec la classification en 4 classes. Trois
types plutôt secs semblent devenir moins fréquents (WT1, WT6, WT8). Le type WT5, assez
humide devient plus fréquent. Toutefois ce résultat est à considérer avec précaution, puisque
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Fig. 13.9 – Fréquences d’occurrence des types de temps ERA-40 d’automne (SON) en climat présent
et futur dans les GCM ENSEMBLES. Classification 4 saisons domaine Boé. Détails de légende : idem
figure 13.7.
180 Section 13.5
Fig. 13.10 – Fréquences d’occurrence des types de temps ERA-40 d’hiver (DJF) en climat présent et
futur dans les GCM ENSEMBLES. Classification 4 saisons domaine Boé. Détails de légende : idem
figure 13.7.
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Fig. 13.11 – Fréquences d’occurrence des types de temps ERA-40 de printemps (MAM) en climat
présent et futur dans les GCM ENSEMBLES. Classification 4 saisons domaine Boé. Détails de légende :
idem figure 13.7.
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Fig. 13.12 – Fréquences d’occurrence des types de temps ERA-40 d’été (JJA) en climat présent et futur
dans les GCM ENSEMBLES. Classification 4 saisons domaine Boé. Détails de légende : idem figure
13.7.
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WT5 apparaît beaucoup trop fréquemment dans la période de contrôle pour tous les GCM. Les
flux de Sud-Ouest qui sont là encore les plus humides (WT4) présentent une évolution contra-
dictoire (en nette diminution pour CNCM33-1, en nette augmentation pour les runs DMIEH5C).
Finalement, on retient que l’analyse en 10 classes ne contredit pas l’analyse en 4 classes. Ces
types de temps sont bien discriminants pour les précipitations sur notre bassin et il y a bien
des changements simulés par certains modèles dans l’occurrence de certaines classes. Toutefois,
l’impact sur les précipitations est plus difficile à identifier a priori en raison de l’existence de
plusieurs types secs et de plusieurs types humides. En outre, il y a souvent peu d’accord entre les
différents GCM sur ces changements. L’analyse en 10 classes n’apporte donc pas d’information
majeure par rapport à l’analyse en 4 classes, et elle est sans doute trop détaillée pour identifier
facilement des changements dans les GCM. En revanche, elle correspond mieux au comportement
réel de DSCLIM et il pourra éventuellement être utile de s’y reporter si les changements simulés
de DSCLIM ne sont pas directement interprétables par l’analyse en 4 classes.
13.6 Bilan sur l’évaluation des GCM
Dans les sections 4.3 et 4.4, nous avons vu que la pertinence de l’ensemble de la chaîne de
modélisation mise en œuvre dans les études d’impact est soumise à la qualité de la simulation par
les GCM des Variables Atmosphériques de Grande Echelle (VAGE) utilisées comme forçage des
MDES. Nous avons également précisé que seule une évaluation climatologique est possible (et pas
une évaluation chronologique). Comme les MDES utilisés dans cette thèse sont principalement
basés sur les circulations de grande échelle (pas uniquement pour D2GEN et DSCLIM-11),
nous avons mis en œuvre dans ce chapitre deux méthodes d’évaluation des GCM utilisées dans
la littérature et basées sur une approche en régimes (ou types) de temps : la première teste la
capacité des GCM à reproduire sur une période de contrôle les régimes préférentiels observés dans
les réanalyses ERA-40 ; la seconde évalue leur aptitude à reproduire les fréquences d’occurrence
des régimes ERA-40. Deux échelles spatiales différentes ont été considérées.
Les erreurs obtenues sur la période de contrôle sont en général du même ordre de grandeur
que la variabilité naturelle des GCM simulée sur la période 1860-2100. Elles sont souvent d’une
amplitude inférieure aux changements simulés pour les périodes futures. Cela suggère que les
MDES basés sur les circulations de grande échelle devraient pouvoir simuler de façon pertinente
la météorologie locale sur la période de contrôle (moyenne et variabilité), ainsi que l’impact des
changements futurs de circulation sur le climat régional.
Toutefois, plusieurs limites peuvent être identifiées dans ces méthodes d’évaluation :
– Dans la première méthode (appariement des régimes entre GCM et réanalyses), la dépen-
dance des résultats à l’échelle spatiale est plus un artefact de la métrique utilisée qu’une
réalité sur la dynamique des modèles.
– Dans la seconde méthode (fréquences d’occurrence des régimes), la nécessité de débiaiser
les champs de PSL (via l’étape de normalisation) perturbe l’interprétation des résultats,
puisqu’elle ajoute une interrogation sur la transférabilité temporelle de la correction.
– La dissociation de l’erreur intrinsèque des GCM et des fluctuations liées à la variabilité
naturelle est un problème très complexe qui n’est pas traité par les deux méthodes consi-
dérées.
– Enfin, la capacité des GCM à reproduire la climatologie sur la période de contrôle n’est
en aucun cas une preuve de leur aptitude à simuler les changements futurs.
La question de l’évaluation des GCM n’est donc traitée que de façon incomplète dans cette





Nous avons dans les précédents chapitres évalué la pertinence et les limites des différents
modèles nécessaires pour générer des projections hydrologiques futures (GCM au chapitre 13,
MDES aux chapitres 11 et 12, modèle hydrologique aux chapitres 6 à 8). La dernière étape de
notre travail consiste à mettre en œuvre l’ensemble de la chaîne de simulation en considérant
des projections multi-modèles, comme recommandé au chapitre 4. Dans l’idéal, les 12 runs de
ENSEMBLES (parmi 5 GCM, section 13.1) devraient être utilisés pour forcer les 3 versions de
DSCLIM (tableau 11.5 page 134), les 3 versions de D2GEN (tableau 9.1 page 116), et le modèle
ANALOG1.
Toutefois, en raison de problèmes de données (variables manquantes ou fichiers incomplets
sur la plate-forme de téléchargement) ou de délais, les scénarios futurs n’ont pas pu être simulés
pour l’ensemble des combinaisons GCM/MDES. Celles qui ont finalement pu être intégrées à la
thèse2 sont présentées table 14.1.
Tab. 14.1 – Combinaisons MDES*GCM des scénarios réalisés.
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 X X X X X
DMIEH5C-1 X X X X X X X X
DMIEH5C-2 X X X X X
DMIEH5C-3 X X X X X
EGMAM2-3 X X X X X X
HADGEM2-1 X X
IPCM4-1 X X X X X
IPCM4-2 X X
IPCM4-3 X X
MPEH5C-1 X X X X X X X X
MPEH5C-2 X X X X X
MPEH5C-3 X X X X X
Le forçage des MDES par les GCM nécessite par ailleurs certains prétraitements des données,
qu’il est important de mentionner. En effet, les biais des GCM concernent aussi les Variables
Atmosphériques de Grande Echelle (VAGE) utilisées comme prédicteurs dans les MDES. Sans
l’utilisation de méthodes de correction des VAGE simulées par les GCM, les scénarios météoro-
logiques générés par les MDES seraient fortement biaisés sur la période de contrôle. Cette étape
de débiaisage des VAGE est donc incontournable et peut être traitée par des méthodes diverses.
Cela revient à ajouter un modèle en soi à la chaîne de simulation, qui est lui aussi soumis aux
questionnements sur sa pertinence et sa transférabilité temporelle. Les prétraitements effectués
pour les 3 MDES étudiés dans cette thèse sont l’objet de la première section de chapitre (14.1).
1Bien que nous n’ayons évalué qu’une seule version de ANALOG au chapitre 12, une seconde version sera
considérée, cf. section 14.1.3
2Comme dans la partie III, notre contribution propre consiste en la génération des scénarios d’un bout à l’autre
de la chaîne pour DSCLIM. Pour D2GEN et ANALOG, les scénarios météorologiques sont générés par différents
membres du projet RIWER-2030. Sur ces deux MDES, notre contribution a donc consisté à analyser les scénarios
météorologiques produits et à réaliser les simulations hydrologiques correspondantes.
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Leur validité en climat futur est malheureusement très difficile à évaluer. Ce point ne sera pas
abordé dans cette thèse, bien qu’il soit probable que les transformations effectuées aient un
impact significatif sur les changements météorologiques et hydrologiques simulés.
Finalement, les MDES étant stochastiques, chaque combinaison de GCM/MDES permet de
générer un ensemble de réalisations. Cent scénarios météorologiques ont été produits et considé-
rés par la suite pour chaque couple de GCM/MDES. En raison de la forte variabilité des régimes
de temps sur la période 1860-2000, ces scénarios sont produits sur une période continue de 240
ans (1860-2099) afin de pouvoir comparer les changements simulés à la variabilité intrinsèque
avant 2000. Ils sont présentés dans la section 14.2, en se focalisant sur les changements de pré-
cipitations saisonnières. Nous y décrivons d’abord les évolutions sur 240 ans de la médiane des
100 scénarios pour chaque combinaison de GCM/MDES. Nous présentons ensuite la variabilité
inter-scénarios3 des changements entre deux périodes futures (2046-2065, 2080-2099) et une pé-
riode de référence (1980-1999). Enfin, nous effectuons une analyse de variance pour comparer
les différentes sources d’incertitude dans les changements simulés.
Le modèle ISBA-Durance — la version ID-SR (section 7.3), comme dans la partie III —
est ensuite forcé par ces 5800 scénarios météorologiques. La réalisation d’un tel ensemble de
simulations a été rendue possible par la méthode numérique du calcul sur grille (section 10.5 et
annexe D). Les changements en termes de débits et d’enneigement sont étudiés dans la section
14.3, en suivant la même présentation que pour les variables météorologiques. Le nombre de
projections étant particulièrement important, seul un échantillon des résultats est inclus dans
ce chapitre. Les autres graphiques produits sont visibles dans l’annexe H.
14.1 Prétraitements et ajustements
14.1.1 DSCLIM
Pour le forçage de DSCLIM, les champs (PSL ou Z850) regrillés des GCM sont désaisonnalisés
à partir d’une climatologie sur la période 1961-2000 (comme mentionné en section 13.4). Les
coordonnées des champs dans l’espace des composantes principales sont par ailleurs normalisées
par leur moyenne et leur variance sur la période correspondant à l’apprentissage de DSCLIM
(1981-2005). Comme cette opération est effectuée à la fois sur les CP extraites des réanalyses et
sur celles extraites des GCM, cela revient à effectuer un débiaisage simple de ces variables.
Les températures de grande échelle (intervenant d’une part dans le choix des jours ana-
logues pour DSCLIM-11, et d’autre part dans la correction de la température de surface et
les ajustements associés pour les 3 configurations) doivent également être débiaisées, comme
en témoignent les courbes d’évolution des données brutes (figure 14.1-a). Après débiaisage en
fonction de la moyenne et la variance sur la période d’apprentissage (figure 14.1-b), on constate
que la dispersion de la réponse en température au XXIème siècle des différents GCM est im-
portante et viendra s’ajouter à la dispersion en termes de fréquences d’occurrence des types de
temps. Cependant, les différents runs d’un même GCM simulent des changements de tempéra-
ture très proches. L’incertitude sur cette variable provient donc principalement de différences de
modélisation et non de la variabilité naturelle intrinsèque des GCM.
Pour la configuration DSCLIM-21, se pose également un problème lié à la hausse du géo-
potentiel moyen (figure 14.2) associée au réchauffement, dont le niveau médian atteint dans
le futur le niveau actuel du quantile Q75. Sur la période d’apprentissage, le niveau moyen du
géopotentiel est fortement corrélé avec sa forme. Les anomalies négatives de géopotentiel sont
par exemple généralement associées à des circulations cycloniques. Dans les classifications de
DSCLIM, le niveau et la forme du champ sont donc intrinsèquement liés. L’augmentation du
niveau moyen sous l’effet du réchauffement peut en conséquence perturber l’interprétation des
3Dans ce chapitre on parlera de variabilité inter-scénarios pour décrire la dispersion associée au caractère





Fig. 14.1 – Evolution de la température de surface dans les différents GCM (-a- données brutes,
-b- données débiaisées) et dans les réanalyses NCEP (moyenne spatio-temporelle sur le domaine
Boé et sur des périodes de 20 ans, par pas de 5 ans)
Fig. 14.2 – Evolution de l’anomalie de géopotentiel à 850 hPa (par rapport au niveau moyen
dans les données NCEP, 1961-2000) dans les différents GCM (données débiaisées) et dans les
réanalyses NCEP. Moyenne spatio-temporelle sur le domaine (20N à 80N et 60W à 60E) et sur
des périodes de 20 ans, par pas de 5 ans. Les barres horizontales représentent les quantiles Q5,
Q25, Q75, et Q95 du niveau du géopotentiel dans les réanalyses NCEP.
régimes. Un niveau de géopotentiel donné dans le futur ne sera en effet pas associé aux mêmes
circulations que le même niveau de géopotentiel en climat actuel. Si on exécute l’algorithme
sans transformation du géopotentiel, on observe une augmentation importante de l’occurrence
des régimes anticycloniques (et donc secs), seulement liée à la hausse du niveau moyen, mais qui
ne traduit pas une réelle augmentation de ce type de circulations. Or, nous savons que c’est avant
tout la forme des champs (gradients, tourbillons) qui permet d’expliquer la genèse des perturba-
tions et donc des précipitations (chapitre 2). Il est par conséquent préférable de détendancer les
champs de géopotentiel. Plusieurs méthodes seraient envisageables. Nous choisissons de retran-
cher une valeur spatialement homogène afin de ne pas perturber la forme des champs simulés
par les GCM. Nous pourrions par exemple retrancher une évolution lissée (e.g. sur une fenêtre
temporelle mobile de 20 ans) de la moyenne spatiale sur le domaine de classification. Toutefois
dans DSCLIM, le niveau moyen du champ peut également être informatif en renseignant sur
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la forme de la circulation à plus grande échelle (hors domaine de classification). C’est la raison
pour laquelle nous avons choisi de retrancher l’évolution lissée de la moyenne spatiale sur un
domaine plus vaste (20N à 80N et 60W à 60E). Il faut avoir à l’esprit que cette transformation
de la variable Z850 fait partie intégrante du MDES, et n’est en aucun cas un choix anodin (la
réponse des précipitations simulées est sensible à la méthode de transformation, résultats non
présentés).
14.1.2 D2GEN
Pour D2GEN, un débiaisage quantile-quantile pour chacun des prédicteurs (tableau 9.1 page
116) a été utilisé. Les biais (et donc les corrections appliquées) s’avèrent très contrastés en
fonction des modèles, des saisons, des variables et des quantiles considérés.
Malgré ces corrections, l’extrapolation des fonctions de transfert sur des périodes où les
valeurs prises par les prédicteurs s’éloignent sensiblement de celles observées sur la période
d’apprentissage conduit parfois à la simulation d’une espérance de hauteur de précipitations
aberrante (surtout avec D2GEN-32).
Ce défaut illustre un problème beaucoup plus général de cette étape de correction des sorties
des GCM dès lors que la correction doit être appliquée à plusieurs variables distinctes ou à des
variables spatiales. La correction variable par variable permet d’assurer que la distribution de
chaque variable pour le modèle corrigé correspond à celle de la réanalyse. En revanche, rien
ne garantit que les distributions multivariées observées soient reproduites par cette opération.
C’est ce qui explique les valeurs aberrantes obtenues pour l’espérance des précipitations avec
D2GEN-32.
Ce problème est ici encore amplifié par le générateur stochastique. Bien que relativement
rares, ces valeurs aberrantes peuvent perturber les projections par leur forte influence sur les
moyennes simulées. Il a donc été nécessaire de les seuiller. Pour laisser néanmoins la liberté à
D2GEN de simuler des valeurs différentes de celles observées en climat présent (l’un des intérêts
des fonctions de transfert par rapport aux méthodes basées sur un rééchantillonnage), le seuil
choisi pour l’instant est volontairement encore très élevé (300 mm/jour). Lorsque l’obtention
de valeurs supérieures à ce seuil provient du générateur stochastique, on rééchantillonne une
nouvelle valeur jusqu’à ce qu’elle soit en dessous du seuil. Lorsque cela n’est pas possible parce
que l’espérance simulée est déjà très élevée, la valeur simulée est remplacée par la valeur du
seuil. La nécessité de ce type d’ajustement est évidemment une limite du modèle D2GEN. Elle
n’est toutefois nécessaire que dans un nombre de cas très limité (au maximum une dizaine de
jours sur l’ensemble de la période 1860-2099 avec D2GEN-32 pour un GCM donné). Quoiqu’il
en soit, les valeurs extrêmes simulées par D2GEN devront être considérées avec précaution.
14.1.3 ANALOG
Pour ANALOG, un débiaisage de la moyenne spatiale des champs de géopotentiel a d’abord
été testé par Gailhard (2011). Cette correction a eu peu d’effet sur les valeurs de précipitations
générées, du fait en particulier que la méthode identifie des scénarios en comparant des formes
de champs et que la correction n’est pas de nature à restituer la climatologie observée de ces
formes. Les scénarios météorologiques générés se sont avérés fortement biaisés sur la période de
contrôle (jusqu’à 100% pour certains modèles et saisons). Un débiaisage quantile-quantile des
champs de géopotentiel en chaque point de grille a donc été retenu. Cette correction modifie la
forme des champs simulés par les GCM (comme celle appliquée pour DSCLIM). Malgré cela, les
biais des scénarios obtenus avec la version de ANALOG évaluée au chapitre 12 restent encore
importants. ANALOG peut en effet être plus sensible que DSCLIM à des différences dans les
champs de forçage car les fréquences de rééchantillonnage des jours de l’archive sont fortement
déséquilibrées dans ce modèle (résultats non présentés).
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Pour réduire ce déséquilibre, les scénarios réalisés pour RIWER2030 sont générés en tirant
aléatoirement parmi 50 analogues au lieu de 10. Cette version est référencée « ANALOG-10 »
dans les scénarios RIWER2030. Les biais sont ainsi en partie réduits (Gailhard, 2011), mais la
performance du modèle (e.g. variance expliquée) est sans doute plus faible que ce qui a pu être
estimé au chapitre 12. Par ailleurs, une deuxième version avec des modifications plus profondes
a également été utilisée (ANALOG-20). Tout d’abord la formulation de la distance d’analogie de
Teweles et Wobus (1954) a été légèrement modifiée de façon à moins privilégier les jours avec les
plus forts gradients que dans la formulation originale. Ensuite, l’algorithme de rééchantillonnage
est modifié de telle sorte que la probabilité de rééchantillonnage d’un jour analogue soit d’autant
plus forte que sa sélection parmi les 50 plus proches analogues est un événement rare dans la
série chronologique. Ces deux modifications ont pour effet de mieux équilibrer les fréquences
de rééchantillonnage des différents jours de l’archive, et par suite de réduire les biais lorsque
ANALOG est forcé par un GCM. Gailhard (2011) a établi que les performances de ANALOG-
10 et ANALOG-20 sont équivalentes lorsque les réanalyses NCEP sont utilisées comme forçage.
14.2 Impacts et incertitudes sur le climat régional
14.2.1 Précipitations saisonnières moyennes
14.2.1.1 Analyse descriptive
Les précipitations générées en forçant DSCLIM-10 par les différents GCM sont visibles sur
la figure 14.3. Sont représentés les erreurs et les changements de la moyenne climatologique du
scénario médian sur les périodes 1980-1999, 2046-2065 et 2080-2099, ainsi que l’évolution sur
l’ensemble de la période 1860-2100 de la climatologie sur 20 ans des précipitations par pas de 5
ans. Cette dernière permet d’avoir une idée qualitative de l’importance des changements vis-à-vis
de la variabilité naturelle des précipitations, telle qu’elle est simulée par la chaîne GCM/MDES
pour la période 1860-2100. Puisque DSCLIM-10 utilise uniquement une classification en types
de temps et des indices de précipitations basés également sur les seules circulations, ces ré-
sultats peuvent être interprétés comme la réponse en termes de précipitations aux erreurs et
changements sur l’occurrence des types de temps décrits dans la section 13.5.
En automne, on obtient pour 3 modèles une baisse assez marquée des précipitations dans
le futur (-20%) : CNCM33-1, DMIEH5C-2, HADGEM2-1. Ce sont justement les 3 modèles
pour lesquels une augmentation de la fréquence du type HGB (sec) et une diminution du type
LGB (humide) avaient été constatées par l’analyse en 4 classes. La majorité des autres modèles
suggèrent une baisse plus modérée des précipitations, pas nécessairement très significative par
rapport à la variabilité naturelle obtenue sur les 150 dernières années. Ce résultat pourrait être à
rapprocher de la diminution du type WT0 de la classification en 10 classes (régime très humide
mais assez rare d’où un impact limité).
En hiver, les changements simulés ne sont pas toujours cohérents en signe et sont de faible
amplitude, alors qu’à cette saison la variabilité naturelle simulée sur le passé est très forte. Le fait
qu’il y ait peu de changements significatifs est tout à fait cohérent avec l’analyse de l’évolution
des types de temps, puisque les types de temps qui voient leurs fréquences modifiées dans le
futur ont une pluviométrie proche de la normale (par exemple la classe LE), alors que les types
de temps bien discriminants évoluent peu. Le modèle qui simule le plus de changements est
DMIEH5C-3 (-20% des précipitations). C’est effectivement le modèle qui simule la plus forte
diminution du type LGB dans la classification en 4 types ou de WT5 (flux de Sud-Ouest) dans
la classification en 10 types.
Au printemps, la relativement bonne cohérence de signe dans les changements de fréquences
des types de temps se retrouve sur les précipitations simulées par DSCLIM avec une diminution
pour 11 modèles sur 12, qui atteint 25% pour certains modèles. On observe un lien assez clair
entre l’amplitude de ce changement et l’amplitude de la diminution de la classe LGB et de
l’augmentation des classes HGB et HE.
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Enfin en été, sans surprise, aucune évolution notable des précipitations simulées n’est visible.
Le lien d’échelle étant faible, les évolutions de régimes, qui sont pourtant très marquées à cette
saison, ne se traduisent pas dans DSCLIM par des modifications des quantités de précipitations.
La particularité des simulations obtenues avec HADGEM2-1 (hausse des précipitations) est assez
difficile à expliquer, peut-être par une diminution de fréquence de certains types assez secs (WT1
et WT9).
Fig. 14.3 – Précipitations saisonnières simulées par la chaîne ENSEMBLES+DSCLIM-10. Pre-
mière ligne : erreur relative du scénario médian sur la période 1980-1999. Deuxième et troisième
lignes : changements relatifs du scénario médian par rapport à la période de contrôle (2046-2065
et 2080-2099). Quatrième ligne : évolution temporelle de la moyenne sur 20 ans des précipitations
saisonnières, par pas de 5 ans. De gauche à droite : SON, DJF, MAM, JJA.
La même figure est proposée en annexe pour les 7 autres descentes d’échelle (figures H.1 à
H.7). Le même mode de représentation est également possible en fixant le GCM et en considérant
les différentes descentes d’échelle étudiées. Par exemple, pour le modèle DMIEH5C-1 (figure
14.4), nous voyons que les changements entre deux périodes données sont très variables selon
la descente d’échelle choisie (histogrammes). En revanche, il est intéressant de constater que
les variations décennales des précipitations simulées sont très homogènes (courbes). Elles sont
donc pilotées par le forçage synoptique des circulations du GCM puisque c’est le seul élément
commun à toutes les projections.
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Fig. 14.4 – Précipitations saisonnières simulées par les 8 MDES forcés par le même GCM
(DMIEH5C-1). Légende : idem figure 14.3.
Pour synthétiser les résultats obtenus et comparer les différentes sources d’incertitude, la
figure 14.5 représente les distributions (résultant des 100 scénarios) des changements entre 2080-
2099 et 1980-1999 pour chaque GCM (les différentes couleurs) et chaque configuration d’un
MDES (les différentes lignes). La même représentation est donnée en annexe pour la période
2046-2065 (figure H.8). La dispersion inter-scénarios des changements est relativement impor-
tante. Ainsi, pour une combinaison de GCM/MDES donnée, nous obtenons une différence de
l’ordre de 20% entre le changement minimal et le changement maximal des 100 scénarios. Ce
résultat confirme qu’il est bien nécessaire de considérer des scénarios multiples, en prenant en
compte l’aspect stochastique de la descente d’échelle, afin de simuler un changement robuste
pour une chaîne GCM/MDES donnée.
Pour un MDES donné, la dispersion associée aux différents GCM est très forte. Elle s’ex-
plique, a minima pour DSCLIM, par la dispersion des changements de circulation dans les GCM.
On remarque d’ailleurs que la dispersion entre différents runs d’un même GCM semble aussi forte
que la dispersion entre les différents GCM. Les écarts simulés ne sont donc pas nécessairement
liés à des différences de modélisation, mais peuvent aussi être associés à la variabilité naturelle
du climat.
La dispersion associée aux MDES pour un GCM donné est également importante. Ainsi,
le fait d’introduire la température comme second prédicteur de grande échelle (DSCLIM-11)
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Fig. 14.5 – Distributions inter-scénarios des changements de précipitations (moyennes saison-
nières) entre les périodes 2080-2099 et 1980-1999, pour les différents GCM et MDES.
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atténue très nettement la baisse des précipitations simulée par DSCLIM-10. Cela suggère que
les changements de précipitations associés aux changements de circulations pourraient être du
même ordre de grandeur que des changements liés à la thermodynamique à grande échelle.
Toutefois si tel est le cas, on peut craindre que la façon de représenter ces processus dans
DSCLIM soit beaucoup trop simplifiée. La réponse de DSCLIM-21 qui prend en compte les
géopotentiels à deux niveaux est également nettement moins pessimiste que le fort assèchement
de DSCLIM-10.
Pour les scénarios D2GEN, on observe que les versions utilisant les prédicteurs d’humidité
(D2GEN-22 et D2GEN-32) simulent des précipitations plus élevées dans le futur que la version
ne les prenant pas en compte (D2GEN-10). Cela confirme la conclusion suggérée par DSCLIM
selon laquelle des changements d’origine thermodynamique puissent être au moins aussi impor-
tants que des changements liés aux circulations. Les projections sont en revanche sensiblement
différentes entre DSCLIM et D2GEN. Ainsi, en prenant en compte seulement les circulations,
on n’observe pas de changement dans un sens très clair avec D2GEN. Lorsque l’on prend en
compte l’humidité, D2GEN simule en revanche une hausse très marquée des précipitations en
hiver (+ 50% avec certains GCM), avec toutefois une forte dispersion inter-GCM.
Contrairement aux différentes versions de DSCLIM ou de D2GEN, ANALOG-10 et
ANALOG-20 utilisent exactement les mêmes prédicteurs de grande échelle (Z1000 et Z700). Ces
deux versions ne se distinguent que par une différence d’algorithme, qui influe fortement sur
les valeurs moyennes simulées et donc sur les biais4 (cf. figures H.6 et H.7), mais qui est sans
grande conséquence sur les changements de précipitations simulés. Dans les deux versions, les
précipitations sont plutôt en baisse en été et en automne, et plutôt en hausse en hiver.
Si les différents MDES et leurs différentes configurations semblaient avoir des performances
équivalentes en climat présent, et si les hétérogénéités de données n’ont pas permis de dresser de
conclusions précises quant à leur transférabilité temporelle, nous comprenons maintenant que les
réponses futures sont en fait très sensibles aux choix des variables explicatives, et que la question
de transférabilité des MDES est incontournable. Certains d’entre eux présentent probablement
des lacunes dans les processus qu’ils prennent en compte. A défaut de pouvoir les identifier en
climat présent, il est donc nécessaire de pouvoir estimer les changements futurs pour différents
MDES.
14.2.1.2 Analyse de variance
Pour évaluer de façon plus objective la contribution des différentes sources d’incertitudes à
l’incertitude globale sur les changements de précipitations estimés, nous avons mené une analyse
de variance classique (ANOVA) sur les changements moyens simulés (e.g. Saporta, 2006). On se
limite ici aux changements de précipitations hivernales entre les périodes 2080-2099 et 1980-1999.
Les résultats pour les autres saisons et pour la période 2046-2065 sont disponibles en annexe,
tables H.1 à H.14. Par ailleurs, nous considérons seulement le changement médian des 100
scénarios associés à chaque combinaison de GCM/MDES. En effet, la variabilité inter-scénarios
ne peut pas être considérée comme un facteur explicatif du changement simulé au même titre
que le choix du GCM ou du MDES, puisqu’il s’agit d’un processus stochastique dont l’effet
moyen doit être nul.
Si l’on cherche à expliquer les ni+nj changements de précipitations saisonnières moyennes du
scénario médian (y) en fonction des modalités i = 1, ...ni et j = 1, ...nj de deux facteurs (GCM
et MDES), on se place dans le cadre d’un modèle d’ANOVA à deux facteurs, sans répétition :
yij = μ+ αi + βj + ij (14.1)
4Malgré le rééchantillonnage de 50 analogues au lieu de 10, les biais de ANALOG-10 sont encore importants
par rapport aux autres MDES.
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où yij est l’estimation du changement étudié pour la chaîne GCMi/MDESj , μ le changement
moyen pour toutes les chaînes considérées, αi l’effet du GCMi, βj l’effet du MDESj et ij un
terme d’erreur.
Les hypothèses fondamentales de l’ANOVA sont l’indépendance des différentes observations
yij , et la normalité et l’homoscédasticité des résidus ij . La formule de décomposition de la
variance permet d’écrire la variance σ2 du changement y comme :





On teste la significativité de l’influence des facteurs sur la réponse y en comparant la variance
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R avec un test de Fisher-




suit une loi de Fisher-Snedecor à (ni−1, N−ni)
degrés de liberté. Ce cadre permet d’évaluer l’incertitude globale sur y ainsi que les contributions
respectives des GCM et des MDES.
Toutefois, la technique classique d’ANOVA ne permet pas de travailler sur des plans d’expé-
riences incomplets. L’effet d’un MDES donné sur le changement simulé n’est pas indépendant
de l’échantillon de GCM utilisé lorsqu’il n’est pas complet, l’inverse est vrai également. Estimer
les contributions à l’incertitude des GCM et de la descente d’échelle n’est donc pas possible en
considérant l’ensemble des combinaisons réalisées. On peut cependant s’appuyer sur des sous-
ensembles complets des expériences du tableau 14.1.
Considérons tout d’abord uniquement le groupe de 24 expériences composé des 12 GCM et
des MDES DSCLIM-10 et DSCLIM-11. Nous obtenons la table d’ANOVA 14.2.
Tab. 14.2 – Table d’ANOVA des changements de précipitations (djf) entre 2080-2099 et 1980-
1999, pour le plan constitué des 12 GCM et des MDES DSCLIM-10 et DSCLIM-11. Facteur,
Somme des Carrés des Ecarts (SCE), Degrés De Liberté (DDL), Variance, Pourcentage de Va-
riance (PV), valeur de Fisher (F), probabilité d’obtenir une valeur supérieure à F si le facteur
n’a pas d’effet (p-valeur).
Facteur DDL SCE Variance PV F p-valeur
GCM 11 2743.9 249.4 15.8 20.4 9.79e-06
MDES 1 1316.8 1316.8 83.4 107.4 5.16e-07
Résidus 11 134.8 12.3 0.8
Les p-valeurs sont très faibles, ce qui montre que l’effet du choix du GCM et du MDES est
statistiquement très significatif sur le changement simulé. Pour ce sous-ensemble particulier, plus
de 80% de la variance du changement simulé provient du choix de la version de DSCLIM (i.e. de
l’inclusion ou non de la température comme prédicteur). Cela renforce donc les conclusions déjà
établies précédemment, selon lesquelles les changements d’origine thermodynamique seraient au
moins aussi importants que les changements liés aux circulations.
Considérons à présent le groupe de 18 expériences composé des 3 GCM (DMIEH5C-1,
EGMAM2-3, MPEH5C-1) pour lesquels les 6 descentes d’échelle sont disponibles (table 14.3).
Tab. 14.3 – Table d’ANOVA des changements de précipitations (djf) entre 2080-2099 et 1980-
1999, pour le plan constitué de 3 GCM (DMIEH5C-1,EGMAM2-3,MPEH5C-1) et de 6 MDES
(3 versions de DSCLIM et 3 versions de D2GEN). Légende : cf. table 14.2
Facteur DDL SCE Variance PV F p-valeur
GCM 2 1591.2 795.6 51.1 52.6 4.95e-06
MDES 5 3725.2 745 47.9 49.2 1.01e-06
Résidus 10 151.4 15.1 1
Les p-valeurs sont à nouveau très faibles. Si l’on retient d’autres sous-espaces parmi l’en-
semble d’expériences du tableau 14.1, nous obtenons toujours comme conclusion que les mo-
194 Section 14.2
dalités des deux facteurs (GCM et MDES) ont des effets très significatifs sur les changements
simulés. Pour ce sous-espace, les choix du GCM ou du MDES ont une contribution relativement
équivalente à l’incertitude totale (51 et 47% de la variance). Ce résultat est assez différent du
sous-espace précédent, notamment parce que certaines versions des MDES ont des réponses rela-
tivement similaires (DSCLIM-11 et DSCLIM-21 ou D2GEN-22 et D2GEN-32). Une estimation
numérique précise de la part d’incertitude associée aux GCM et aux MDES est donc fortement
dépendante du choix du sous-espace d’expériences considéré. Elle n’est par conséquent pas pos-
sible dans le contexte d’un plan d’expériences incomplet. En outre, nos résultats doivent être
considérés avec précaution étant donné que l’indépendance des yij n’est en pratique pas vérifiée.
Par exemple, les effets des différents runs du même GCM sont liés entre eux par le GCM. De
même l’effet de différentes sous-versions du même MDES ne devrait pas être considéré au même
plan que le MDES lui-même.
Nous retiendrons néanmoins de cette analyse de variance les conclusions suivantes :
1. Le choix d’un modèle de climat ou d’un modèle de descente d’échelle influe de façon
statistiquement significative sur la valeur des changements de précipitations simulés.
2. L’incertitude apportée par la descente d’échelle est d’un ordre de grandeur comparable à
l’incertitude apportée par les modèles de climat.
Ces deux conclusions restent valables aux autres saisons, ainsi que pour les changements
entre les périodes 2046-2065 et 1980-1999 (cf. tables H.1 à H.14).
Par ailleurs, ces deux sources d’incertitude sont largement prépondérantes sur l’incertitude
associée au caractère stochastique des MDES. La variance inter-scénarios moyenne (parmi les
différentes combinaisons de GCM/MDES) des changements de précipitations hivernales simulés
est en effet de 32.1, une valeur d’un ordre de grandeur nettement inférieur à la variance associée
aux GCM ou MDES (tableaux 14.2 et 14.3). Cela peut d’ailleurs également être démontré
par une ANOVA à deux facteurs avec répétitions (comparaison de la variance inter-GCM ou
de la variance inter-MDES à la variance inter-scénarios, non présenté). Pour autant, cela ne
signifie pas que la génération d’un scénario unique pour une combinaison de GCM/MDES donnée
soit pertinente. En effet, la plage d’incertitude inter-scénarios est suffisante pour qu’un tirage
« malchanceux » puisse aboutir à une simulation significativement différente de l’espérance du
changement. La comparaison de différents GCM ou de différents MDES serait alors beaucoup
plus difficile.
14.2.1.3 Significativité des changements
L’analyse de variance qui précède permet d’évaluer l’influence des GCM, des MDES et des
processus stochastiques sur les changements simulés. En revanche, elle ne permet pas de déter-
miner la significativité de ces changements, par rapport à la forte variabilité des précipitations
simulées sur la période 1860-2000. En première approche, nous pouvons envisager d’effectuer
un test statistique très simple. Supposons que le climat soit stationnaire sur la période 1860-
2000. Sous cette hypothèse, on peut considérer qu’une moyenne climatologique sur 20 ans des
précipitations est une réalisation aléatoire, selon la variabilité naturelle du climat. Pour chaque
combinaison de GCM/MDES, il est donc possible de constituer un échantillon de n = 7 valeurs
de changement entre climat futur et climat présent en calculant la différence entre la moyenne
des précipitations sur une période future (e.g. 2080-2099) et la moyenne sur l’une des n = 7
périodes de 20 ans de la période 1860-2000 (i.e. 1860-1879, 1880-1899, 1900-1919, 1920-1939,
1940-1959, 1960-1979, 1980-1999). On supposera que les valeurs de cet échantillon sont indé-
pendantes. Cette hypothèse est admissible sur des périodes distinctes, bien que des fluctuations
climatiques d’échelle décennale, du type de l’oscillation Nord-Atlantique, puissent éventuelle-
ment être une source d’autocorrélation dans les séries.
Soit y le changement de précipitations entre le climat futur et le climat 1860-2000. Pour
évaluer sa significativité, nous testons l’hypothèse :
(H0) : E(y) = 0
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par les deux tests suivants (e.g. Meylan et al., 2008) :
1. Test de Student : On calcule l’estimateur non biaisé de la variance de y : S2. On suppose
que l’échantillon est issu d’une population normale. Cette hypothèse paraît raisonnable





alors une loi de Student à n−1 degrés de liberté. On rejette H0 au seuil α si |t| est supérieur
au quantile 1− α de la loi de Student.
2. Test de Wilcoxon : On détermine les rangs respectifs Ri des n valeurs absolues de chan-
gement |y|. La variable à tester est W =
n∑
i=1
δiRi avec δi = 0 si y < 0 et δi = 1 si y > 0.





est supérieur au quantile 1− α de la loi normale centrée réduite.
L’avantage du test de Wilcoxon par rapport au très classique test de Student est qu’il ne
nécessite pas l’estimation du paramètre S2, qui est porteuse d’une forte incertitude compte
tenu de la taille très réduite de notre échantillon (N = 7). Il ne nécessite pas non plus que la
population étudiée soit gaussienne.
Avant d’analyser les résultats, soulignons les faiblesses des tests statistiques proposés :
– La taille de l’échantillon est extrêmement réduite (7 membres), et choquera n’importe quel
statisticien consciencieux.
– Le changement est calculé de façon asymétrique : la variabilité naturelle est échantillon-
née seulement pour le climat 1860-2000, tandis qu’une seule réalisation est considérée en
climat futur. Or, celle-ci est également empreinte d’un caractère aléatoire via la variabilité
naturelle.
– L’hypothèse d’indépendance des membres de l’échantillon n’est pas totalement exacte : le
climat n’est pas réellement stationnaire sur la période 1860-2000, et il existe dans l’atmo-
sphère des phénomènes responsables d’une certaine persistance des conditions climatiques
à l’échelle pluri-annuelle, voire décennale ou pluri-décennale.
Tab. 14.4 – P-valeurs du test de Student de significativité du changement de précipitations (djf,
période 2080-2099). Rouge : hausse significative au seuil 0.05. Bleu : baisse significative au seuil
0.05.
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0109 0.00108 0.000373 0.00311 0.000972
DMIEH5C-1 0.409 0.000541 0.0308 0.00387 1.9e-05 1.83e-05 0.00167 0.00201
DMIEH5C-2 0.0606 0.0238 0.843 0.542 0.134
DMIEH5C-3 0.899 0.00142 0.00554 0.00133 0.000978
EGMAM2-3 0.00146 0.084 0.315 0.202 0.012 0.0132
HADGEM2-1 0.00245 0.0409
IPCM4-1 0.133 9.35e-05 0.00774 1.55e-05 2.1e-05
IPCM4-2 0.0364 0.000179
IPCM4-3 0.000126 0.746
MPEH5C-1 0.492 0.0131 0.601 0.0063 4.04e-05 1.67e-05 0.00352 0.00309
MPEH5C-2 0.073 0.0106 0.449 0.14 0.00619
MPEH5C-3 0.211 0.00323 0.000975 0.00192 0.00114
Sans oublier ces importantes limites, analysons les résultats des deux tests pour les change-
ments de précipitations hivernales sur la période 2080-2099 (seuils α de rejet de l’hypothèse H0
— ou p-valeurs — sur les tables 14.4 pour le test de Student et 14.5 pour le test de Wilcoxon).
Les tests pour les 2 périodes 2046-2065 et 2080-2099, pour les 4 saisons ou pour les précipitations
annuelles sont présentés en annexe (tables H.19 à H.32).
Les résultats des deux tests sont globalement en bon accord. Il n’est pas surprenant qu’ils
soient contrastés entre les différents GCM et les différents MDES puisque nous avons vu que
ces deux facteurs sont très influents sur les changements simulés. Si ces derniers sont parfois
effectivement très significatifs (très faibles p-valeurs pour D2GEN-22 ou D2GEN-32 en hiver qui
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Tab. 14.5 – P-valeurs du test de Wilcoxon de significativité du changement de précipitations
(djf, période 2080-2099). Rouge : hausse significative au seuil 0.05. Bleu : baisse significative au
seuil 0.05.
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0313 0.0156 0.0156 0.0156 0.0156
DMIEH5C-1 0.469 0.0156 0.0781 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-2 0.0781 0.0469 0.688 0.688 0.156
DMIEH5C-3 0.938 0.0156 0.0156 0.0156 0.0156
EGMAM2-3 0.0156 0.109 0.375 0.297 0.0156 0.0156
HADGEM2-1 0.0156 0.0469
IPCM4-1 0.156 0.0156 0.0156 0.0156 0.0156
IPCM4-2 0.0156 0.0156
IPCM4-3 0.0156 1
MPEH5C-1 0.297 0.0313 0.297 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-2 0.0781 0.0156 0.469 0.156 0.0156
MPEH5C-3 0.297 0.0156 0.0156 0.0156 0.0156
simulent une hausse très marquée des précipitations), il est intéressant de remarquer que nos
tests jugent les changements simulés non significatifs dans un nombre non négligeable de cas, (par
exemple en hiver et pour le test de Wilcoxon, 55% des combinaisons de GCM/MDES étudiées
pour la période 2046-2065, et 31% pour la période 2080-2099). Cela confirme donc les conclusions
de l’analyse descriptive des évolutions temporelles des précipitations (section 14.2.1.1), . Malgré
la sans doute trop grande simplicité de nos tests statistiques, cela suggère qu’il est indispensable
de considérer une longue période de simulation pour juger de la significativité des changements
simulés en prenant pleinement la mesure de la variabilité naturelle du climat (associée en grande
partie à la variabilité des circulations). Une analyse réduite à la période 1961-2000 par exemple
(comme dans la majorité des études d’impact qui ont été menées avec les modèle CMIP3) sous-
estimerait fortement cette variabilité.
Tester la significativité des changements est un point particulièrement important pour faire la
part des choses entre le changement imputable au forçage des GES et les fluctuations naturelles.
Par conséquent, il serait très souhaitable d’améliorer le cadre statistique de cette analyse, en
particulier la taille de l’échantillon et l’asymétrie du traitement des climats actuel et futur. Saïd
(2011) nous propose par exemple la méthode suivante :
1. On constitue N = 1000 échantillons de n = 20 valeurs de précipitations annuelles par un
échantillonnage aléatoire sans remise sur la période 1860-1999.
2. On constitue N = 1000 échantillons de n = 20 valeurs de précipitations annuelles par un
échantillonnage aléatoire sans remise sur la période 2070-2099.
3. On teste N fois l’égalité des médianes des climats actuel et futur par un test de Wilcoxon,
ce qui fournit N p-valeurs.
4. On définit δj tel que δj = 1 si la p-valeur du jème test est inférieure au seuil α, et δj = 0




(1 − δj) → 1. Au contraire, si
le signal est fort, pˆ → 0. On rejette donc l’hypothèse d’égalité des médianes au seuil α si
pˆ < α
Cette approche réduit le problème d’asymétrie du traitement (sans toutefois le corriger to-
talement), et augmente la taille des échantillons considérés. En revanche elle suppose l’indépen-
dance des valeurs annuelles de précipitations, et gomme le rôle de la persistance pluri-annuelle
ou décennale dans la variabilité entre différentes périodes de 20 ans. Selon les premières analyses
effectuées par Saïd (2011), ce test conduit à accepter plus fréquemment l’hypothèse de nullité du
changement qu’avec les tests que nous avons présentés ci-dessus (dans 2 à 3 fois plus de cas selon
les saisons et les périodes). Cela renforcerait donc d’autant plus nos conclusions et l’importance
de considérer la significativité des changements. Toutefois par manque de temps, nous n’avons
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pu ni présenter en détail les résultats du test proposé par Saïd (2011), ni approfondir davantage
la réflexion sur la méthodologie d’analyse.
Par ailleurs, les tests évoqués ici ne concernent qu’une seule expérience GCM/MDES à la fois.
Un cadre global serait nécessaire, avec les difficultés supplémentaires mentionnées précédemment
pendant l’ANOVA.
14.2.2 Variabilité des précipitations
Les changements sur la moyenne globale des précipitations ne sont pas les seuls à pouvoir
affecter le régime hydrologique. Il est donc important d’analyser également l’évolution de la va-
riabilité des précipitations pour différentes échelles de temps. Nous avons vu en section 3.1.3.2
que selon certains auteurs, l’intensité des précipitations pourrait augmenter et leur fréquence
diminuer, ce qui renforcerait la variabilité spatiale et temporelle des précipitations. Dans nos
projections, la variance interannuelle (sur 20 ans) des précipitations saisonnières semble cepen-
dant peu évoluer lorsque l’on considère l’ensemble des GCM (figure 14.6), y compris dans les
descentes d’échelle supposées inclure des prédicteurs thermodynamiques (annexe, figures H.9 à
H.13).
Fig. 14.6 – Evolution temporelle de l’écart-type sur 20 ans des précipitations saisonnières simu-
lées par ENSEMBLES+DSCLIM-10. De gauche à droite : SON, DJF, MAM, JJA.
Comme précédemment, la figure 14.7 (ou H.16) nous permet d’évaluer la dispersion des
changements simulés entre les sous-périodes 2080-2099 (ou 2046-2065) et 1980-1999. La dis-
persion inter-GCM et inter-MDES est à nouveau marquée. Une analyse de variance sur des
sous-ensembles des combinaisons testées peut à nouveau montrer que ces facteurs ont un rôle
significatif sur les changements simulés (tables 14.6 et 14.7 pour les changements d’écart-type en
hiver entre 2080-2099 et 1980-1999), malgré les limites de validité de notre analyse évoquées en
section 14.2.1.2. Les résultats sont similaires aux autres saisons, ainsi que pour les changements
entre 2046-2065 et 1980-1999 (non présenté). On remarque que par rapport aux changements
sur la moyenne, la dispersion liée au caractère stochastique de l’algorithme est beaucoup plus
marquée. La variance inter-scénarios du changement (232.2 en hiver) est d’un ordre de grandeur
presque comparable à celui de la variance inter-GCM et la variance inter-MDES. Toutefois, ces
résultats sont à relativiser par le fait que ces changements sont parfois jugés non significatifs
par nos tests simplifiés (tables 14.8 et 14.9 pour les changements d’écart-type en hiver entre
2080-2099 et 1980-1999). Le nombre de combinaisons de GCM/MDES où les tests sont positifs
est indiqué pour les différentes saisons et périodes en annexe sur le tableau H.33.
Dans un contexte plus large que celui de l’évolution de la ressource en eau, il serait égale-
ment intéressant d’étudier l’évolution de certains quantiles de la distribution des précipitations
quotidiennes. Ces analyses, bien que non présentées dans cette thèse, sont tout à fait possibles à
partir des projections que nous avons effectuées (et sauvegardées). Toutefois, on prendra garde
de ne pas faire d’interprétation abusive sur les précipitations extrêmes pour les deux raisons
suivantes :
– DSCLIM et ANALOG ne sont par construction pas capables de simuler des valeurs de
précipitations qui n’ont jamais été observées dans l’archive.
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Tab. 14.6 – Table d’ANOVA des changements d’écart-type interannuel des précipitations (djf)
entre 2080-2099 et 1980-1999, pour le plan constitué des 12 GCM et des MDES DSCLIM-10 et
DSCLIM-11. Légende : cf. table 14.2
Facteur DDL SCE Variance PV F p-valeur
GCM 11 5292.7 481.2 23.6 18.3 1.67e-05
MDES 1 1527.4 1527.4 75.1 58.1 1.03e-05
Résidus 11 289.1 26.3 1.3
Tab. 14.7 – Table d’ANOVA des changements d’écart-type interannuel des précipitations (djf)
entre 2080-2099 et 1980-1999, pour le plan constitué de 3 GCM (DMIEH5C-1,EGMAM2-
3,MPEH5C-1) et de 6 MDES (3 versions de DSCLIM et 3 versions de D2GEN). Légende :
cf. table 14.2
Facteur DDL SCE Variance PV F p-valeur
GCM 2 5150.5 2575.3 60.3 21.3 0.000249
MDES 5 7884.4 1576.9 36.9 13 0.000411
Résidus 10 1210.4 121 2.8
Tab. 14.8 – P-valeurs du test de Student de significativité du changement de l’écart-type inter-
annuel des précipitations (djf, période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0074 0.0533 0.164 0.632 0.788
DMIEH5C-1 0.00763 0.000808 0.00149 0.00218 6.27e-06 1.53e-05 0.0177 0.00289
DMIEH5C-2 0.00562 7.67e-06 0.0014 0.0208 0.0105
DMIEH5C-3 0.0397 0.000205 0.000108 0.0827 0.000287
EGMAM2-3 0.151 0.914 0.817 0.574 0.0396 0.0218
HADGEM2-1 0.00197 0.862
IPCM4-1 0.478 0.0162 0.36 0.393 0.0804
IPCM4-2 0.936 0.00541
IPCM4-3 0.00565 0.393
MPEH5C-1 0.0159 0.761 0.0682 0.205 0.00674 0.00195 0.0327 0.111
MPEH5C-2 0.355 0.00304 0.00118 0.0861 0.00316
MPEH5C-3 0.937 3.46e-05 0.00134 0.0468 0.0868
Tab. 14.9 – P-valeurs du test de Wilcoxon de significativité du changement de l’écart-type
interannuel des précipitations (djf, période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0156 0.0781 0.156 0.938 0.578
DMIEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0313 0.0156
DMIEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-3 0.109 0.0156 0.0156 0.109 0.0156
EGMAM2-3 0.156 1 1 0.578 0.0781 0.0313
HADGEM2-1 0.0156 0.937
IPCM4-1 0.297 0.0313 0.375 0.578 0.109
IPCM4-2 0.688 0.0313
IPCM4-3 0.0156 0.375
MPEH5C-1 0.0156 0.813 0.0781 0.375 0.0313 0.0156 0.0156 0.0781
MPEH5C-2 0.375 0.0156 0.0156 0.0781 0.0156
MPEH5C-3 0.938 0.0156 0.0156 0.0469 0.156
– Les valeurs extrêmes simulées par D2GEN semblent peu réalistes. D’une part, la validité
des fonctions de transfert est a priori d’autant plus faible que l’on s’approche de l’extrémité
de la queue de distribution des prédictands. D’autre part, la pertinence de l’extrapolation
avec des valeurs des prédicteurs très différentes de celles observées sur la période d’ap-
prentissage n’est pas assurée.
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Fig. 14.7 – Distributions inter-scénarios des changements d’écart-type interannuel des préci-




Les changements de température simulés par DSCLIM sur le bassin de la Durance (figure
14.8 pour DSCLIM-10) sont très largement dominés par l’application de la correction de la
température et sont donc étroitement reliés aux changements de température à grande échelle
simulés directement par les GCM (figure 14.1). Ils sont en revanche peu influencés par les chan-
gements de circulation. Le réchauffement simulé varie ainsi de 2 à 4 ˚C selon les GCM. La
dispersion inter-MDES est plus faible mais reste sensible (une fourchette d’incertitude de l’ordre
de 1˚C pour un GCM donné, comme illustré sur la figure 14.9 pour le modèle DMIEH5C-1). Les
courbes d’évolution de la température pour l’ensemble des combinaisons GCM/MDES sont dis-
ponibles en annexe, figures H.17 à H.21. Comme précédemment, les changements de l’ensemble
de nos simulations sur deux sous-périodes futures par rapport aux températures moyennes de la
période 1980-1999 sont synthétisés sur les figures 14.10 (2080-2099) et H.22 (2046-2065).
Fig. 14.8 – Evolution temporelle de la moyenne sur 20 ans des températures saisonnières simulées
par ENSEMBLES+DSCLIM-10. De gauche à droite : SON, DJF, MAM, JJA.
Fig. 14.9 – Evolution temporelle de la moyenne sur 20 ans des températures saisonnières simulées
par les 8 MDES forcés par le même GCM (DMIEH5C-1). De gauche à droite : SON, DJF, MAM,
JJA.
La dispersion associée aux processus stochastiques est cette fois très faible. La quantification
des incertitudes par une ANOVA sur les mêmes plans d’expériences que ceux utilisés pour
les précipitations n’est pas possible. En effet, l’hypothèse d’indépendance yij n’est cette fois
plus du tout raisonnable puisqu’il est très visible sur nos graphiques que les différents runs
d’un même GCM simulent un changement quasiment identique. De même, les sous-versions
d’un même MDES sont par construction trop proches dans leur simulation du changement
de température pour pouvoir être considérées comme indépendantes (pour les 3 versions de
D2GEN, les modèles de température sont même rigoureusement identiques). Les combinaisons
de GCM/MDES traitées dans cette thèse sont telles qu’il semble difficile de constituer un plan
d’expériences s’affranchissant de ces deux problèmes. Par conséquent, nous choisissons de ne pas
présenter d’analyse de variance pour cette variable. La définition d’un meilleur cadre statistique
pourra être envisagé d’ici à la fin projet RIWER2030. Compléter les combinaisons du tableau
14.1 facilitera ce travail. L’analyse de variance devra intégrer davantage de facteurs explicatifs, ou
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Fig. 14.10 – Distributions inter-scénarios des changements de températures (moyennes saison-
nières) entre les périodes 2080-2099 et 1980-1999, pour les différents GCM et MDES.
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prendre explicitement en compte les corrélations entre les yij comme par exemple dans l’article
de Hingray et al. (2007a).
La significativité du changement pour chaque combinaison de GCM/MDES peut en revanche
être traitée comme pour les précipitations. Nos tests (tables 14.10 et 14.11) confirment ce que
l’on pourrait intuitivement déduire des courbes des figures 14.8 et 14.9 : les changements de
température annuelle sont significatifs pour toutes les combinaisons de GCM/MDES sans ex-
ception, avec des p-valeurs très basses pour le test de Student. Ce résultat reste valable pour les
températures saisonnières des 4 saisons (non présenté) et les changements sont déjà significatifs
pour la période 2046-2065 (en annexe, tables H.34 et H.35). Notons également que la même
conclusion est obtenue par le test proposé par Saïd (2011) (section 14.2.1.3).
Tab. 14.10 – P-valeurs du test de Student de significativité du changement de températures
(annuelles, période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 3.99e-07 5.04e-07 3.94e-07 2.72e-07 2.89e-07
DMIEH5C-1 9.14e-09 2.2e-08 1.91e-09 2.5e-10 2.65e-10 2.64e-10 1.11e-09 9.58e-10
DMIEH5C-2 1.01e-08 2.58e-08 7.57e-09 1e-08 8.91e-09
DMIEH5C-3 4.13e-08 1.05e-07 2.32e-08 2.13e-08 1.92e-08
EGMAM2-3 1.23e-06 1.55e-06 1.19e-06 8.15e-07 8.1e-07 8.23e-07
HADGEM2-1 8.28e-08 1.65e-07
IPCM4-1 1.47e-09 3.41e-09 1.51e-09 1.46e-09 1.42e-09
IPCM4-2 9.67e-08 1.59e-07
IPCM4-3 2.31e-08 3.89e-08
MPEH5C-1 1.31e-08 2.67e-08 1.67e-08 1.01e-08 1.03e-08 1.03e-08 1.56e-08 1.46e-08
MPEH5C-2 3.31e-07 7e-07 2.5e-07 3.16e-07 3.14e-07
MPEH5C-3 1.44e-07 2.18e-07 1.05e-07 1.05e-07 9.83e-08
Tab. 14.11 – P-valeurs du test de Wilcoxon de significativité du changement de températures
(annuelles, période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
EGMAM2-3 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
HADGEM2-1 0.0156 0.0156
IPCM4-1 0.0156 0.0156 0.0156 0.0156 0.0156
IPCM4-2 0.0156 0.0156
IPCM4-3 0.0156 0.0156
MPEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
14.2.4 Phase des précipitations
Comme attendu en section 3.2, la principale conséquence de ce réchauffement est une élé-
vation de la limite pluie-neige qui conduit à une très nette diminution de la proportion de
précipitations neigeuses (figure 14.11-a pour DSCLIM-10 forcé par tous les GCM, figure 14.11-b
pour DMIEH5C-1 comme forçage de tous les MDES, et annexes H.23 à H.25 pour les autres
combinaisons). Les chutes de neige représentent ainsi environ 45% des précipitations sur le bas-
sin à la fin du XXème siècle, mais seulement 21 à 33% à l’horizon 2100 dans nos projections. La
fourchette d’incertitude est directement reliée à la dispersion du réchauffement parmi les GCM
et les MDES. Ce changement est donc très significatif comme logiquement indiqué par les tests
de Student, 14.12, ou de Wilcoxon, table 14.13 (ou respectivement tables H.36 et H.37 en annexe
pour la période 2046-2065 où le changement est déjà significatif pour toutes les combinaisons de
GCM/MDES).
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-a- ENSEMBLES + DSCLIM-10 -b- DMIEH5C-1 + MDES
Fig. 14.11 – Evolution temporelle de la moyenne sur 20 ans du ratio neige/précipitations, simulé
par -a- ENSEMBLES+DSCLIM-10 ; -b- tous les MDES forcés par DMIEH5C-1.
La diminution des précipitations neigeuses affecte des gammes d’altitude différentes en fonc-
tion de la saison (non présenté). A l’échelle du bassin, l’ensemble de l’année est donc affecté par
cette diminution, comme illustré par la figure 14.12 pour DSCLIM-10 forcé par tous les GCM
et par la figure 14.13 pour DMIEH5C-1 forçant tous les MDES.
Tab. 14.12 – P-valeurs du test de Student de significativité du changement de ratios
neige/précipitations totales (période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 4.53e-07 6.74e-07 8.99e-07 1.01e-06 1.97e-06
DMIEH5C-1 4.6e-08 1.92e-08 1.46e-08 2.4e-07 2.49e-07 4.58e-07 4.2e-08 1.2e-07
DMIEH5C-2 2.13e-07 1.27e-07 1.11e-07 2.02e-07 1.22e-07
DMIEH5C-3 1.84e-07 2.76e-07 9.25e-08 1.91e-07 2.06e-07
EGMAM2-3 1.63e-06 2.05e-06 8.92e-06 2.18e-05 2.46e-05 2.62e-05
HADGEM2-1 6.04e-07 3.6e-07
IPCM4-1 5.73e-08 3.51e-08 1.6e-07 1.31e-07 1.36e-07
IPCM4-2 1.47e-07 1.48e-07
IPCM4-3 1.72e-08 3.07e-08
MPEH5C-1 4.44e-09 6.41e-09 2.36e-09 3.5e-07 1.02e-07 1.05e-07 8.04e-08 3.59e-08
MPEH5C-2 2.64e-06 3.17e-06 6.65e-07 1.16e-06 1.19e-06
MPEH5C-3 3.77e-07 2.37e-07 7.22e-08 1.16e-07 1.92e-07
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Tab. 14.13 – P-valeurs du test de Wilcoxon de significativité du changement de ratios
neige/précipitations totales (période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
EGMAM2-3 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
HADGEM2-1 0.0156 0.0156
IPCM4-1 0.0156 0.0156 0.0156 0.0156 0.0156
IPCM4-2 0.0156 0.0156
IPCM4-3 0.0156 0.0156
MPEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
Fig. 14.12 – Cycle saisonnier des ratios neige/précipitations simulés à Serre-Ponçon par
ENSEMBLES+DSCLIM-10+ID-SR pour les 3 périodes 1980-1999, 2046-2065, 2080-2099.
Courbe noire : référence SAFRAN+ID-SR 1980-1999.
Fig. 14.13 – Cycle saisonnier des ratios neige/précipitations simulés à Serre-Ponçon par
DMIEH5C-1+MDES+ID-SR pour les 3 périodes 1980-1999, 2046-2065, 2080-2099. Courbe
noire : référence SAFRAN+ID-SR 1980-1999.
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14.3 Impacts et incertitudes sur l’hydrologie régionale
14.3.1 Débits
Pour évaluer l’impact des changements climatiques régionaux simulés par les différentes com-
binaisons de GCM et MDES sur l’hydrologie du bassin de la Durance, considérons tout d’abord
le cycle saisonnier moyen des débits quotidiens simulés sur 3 périodes de 20 ans (1980-1999,
2046-2065, 2080-2099, figure 14.14 pour DSCLIM-10 forcé par tous les GCM, figure 14.15 pour
tous les MDES forcés par le même GCM (DMIEH5C-1), autres combinaisons en annexe H.26 à
H.32). Les MDES étant peu biaisés, et les variables atmosphériques de grande échelle utilisées
dans les algorithmes étant débiaisées sur la période de contrôle, le cycle hydrologique simulé par
l’ensemble de la chaîne GCM+MDES+ISBA-Durance est finalement également peu biaisé (sauf
pour ANALOG-10 qui présente des biais importants lorsqu’il est forcé par les GCM). Sur les
périodes futures, on constate une très forte diminution de l’onde de fonte nivale, en particulier
à la fin du siècle. Ce signal, associé à la remontée de la limite pluie-neige, semble donc robuste,
même si la dispersion entre les scénarios (inter-GCM et inter-MDES) est forte, en raison des
incertitudes sur l’évolution des précipitations et de la température. Dans les configurations où
le volume global des précipitations évolue peu (DSCLIM-11, DSCLIM-21, ANALOG), cette di-
minution des débits au printemps est partiellement compensée par une augmentation des débits
hivernaux (plus de précipitations liquides). Toutefois, dans la configuration DSCLIM-10, les pré-
cipitations liquides plus abondantes en hiver, en lien avec la remontée de la limite pluie-neige,
sont compensées par la baisse des précipitations en automne. Au final, le débit reste stable en
hiver pour cette version du MDES. Les résultats obtenus avec D2GEN diffèrent sensiblement
de ceux de DSCLIM avec notamment des hausses importantes de débit en novembre-décembre.
Dans certaines combinaisons (par exemple IPCM4-1+D2GEN-32), on obtient des pics peu réa-
listes pour des hydrogrammes moyens, qui semblent influencés par des valeurs extrêmes. Celles-ci
proviennent probablement de la production de valeurs très fortes et irréalistes de précipitations
journalières, déjà évoquée aux paragraphes 14.1.2 et 14.2.2. Le seuillage appliqué, comme indiqué
en section 14.1.2, semble donc insuffisant.
Fig. 14.14 – Cycle saisonnier des débits simulés à Serre-Ponçon par ENSEMBLES+DSCLIM-
10+ID-SR pour les 3 périodes 1980-1999, 2046-2065, 2080-2099. Courbe noire : référence
SAFRAN+ID-SR 1980-1999.
Outre ces aspects saisonniers, on constate également que le volume global des débits diminue
sensiblement dans les projections (figure 14.16 et annexes H.33 à H.37, et figure 14.18). D’ici
la fin du siècle, cette baisse est comprise entre -20 et -35% selon les GCM pour DSCLIM-10
et entre -10 et -30% pour DSCLIM-11 et DSCLIM-21. Les GCM pour lesquels la baisse est la
plus forte sont ceux pour lesquels la diminution de fréquence du type de temps LGB (favorable
aux événements précipitants, section 13.5) est la plus marquée. Cette diminution est toutefois
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Fig. 14.15 – Cycle saisonnier des débits simulés à Serre-Ponçon par DMIEH5C-1+MDES+ID-SR
pour les 3 périodes 1980-1999, 2046-2065, 2080-2099. Courbe noire : référence SAFRAN+ID-SR
1980-1999.
nettement accentuée par rapport à la diminution des précipitations (figure 14.18 ou figure H.40
pour 2046-2065). Cela s’explique par une augmentation de l’évaporation dans l’ensemble des
simulations (figure 14.17 et annexes H.33 à H.37). Elle est comprise entre +10 et +25% en
fonction de l’intensité du réchauffement dans les GCM. En revanche la variabilité inter-MDES de
l’évaporation est beaucoup plus faible que pour les précipitations. L’évolution de l’évaporation est
ainsi comparable avec D2GEN, mais comme les précipitations tendent plutôt à augmenter avec
ce MDES, les changements de débits sont plus faibles (surtout pour D2GEN-22 et D2GEN-32).
Nous observons également sur la figure 14.18 que la variabilité inter-scénarios de l’évaporation
pour un MDES et un GCM donné est plus faible que pour les précipitations. La variabilité
inter-scénarios des débits simulés est au contraire plus forte que pour les précipitations, ce qui
est cohérent avec l’augmentation de la variabilité des scénarios par l’hydrologie, constatée aux
chapitres 11 et 12.
Pour les raisons évoquées en section 14.2.3, l’analyse statistique des contributions à l’incerti-
tude nécessite la définition d’une méthodologie plus complexe que celle qui a été sommairement
proposée pour les précipitations. Nous ne traiterons donc pas cet aspect pour les projections hy-
drologiques. Ce travail pourra sans doute être réalisé prochainement par les différents acteurs du
projet du RIWER-2030. Il sera également intéressant de considérer la significativité des chan-
gements de débits et d’évaporations simulés. En première approche, nos deux tests estiment
que la hausse de l’évaporation est toujours significative pour l’ensemble des combinaisons de
GCM/MDES (tables 14.14 et 14.15 pour 2080-2099, tables H.38 et H.39 pour 2046-2065). La
diminution du débit annuel moyen qui en résulte, parfois associée à une baisse des précipitations,
est également significative pour les projections réalisées avec DSCLIM, D2GEN-10 et ANALOG
(tables 14.16 et 14.17 pour 2080-2099, tables H.40 et H.41 pour 2046-2065). Elle ne l’est en géné-
ral pas pour D2GEN-22 et D2GEN-32 qui simulent souvent une forte hausse des précipitations
hivernales compensant largement l’augmentation de l’évaporation liée au réchauffement.
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-a- ENSEMBLES + DSCLIM-10 -b- DMIEH5C-1 + MDES
Fig. 14.16 – Evolution temporelle de la moyenne sur 20 ans des débits simulés à Serre-Ponçon
par -a- ENSEMBLES+DSCLIM-10+ID-SR ; -b- tous les MDES forcés par DMIEH5C-1 +ID-
SR. Courbe noire : SAFRAN+ID-SR, courbe noire étoilée : NCEP+DSCLIM-10+ID-SR, courbe
grise : débits observés
-a- ENSEMBLES + DSCLIM-10 -b- DMIEH5C-1 + MDES
Fig. 14.17 – Evolution temporelle de la moyenne sur 20 ans des évaporations simulées à Serre-
Ponçon par -a- ENSEMBLES+DSCLIM-10+ID-SR ; -b- tous les MDES forcés par DMIEH5C-1
+ID-SR. Courbe noire : SAFRAN+ID-SR, courbe noire étoilée : NCEP+DSCLIM-10+ID-SR.
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Fig. 14.18 – Distributions inter-scénarios des changements de précipitations moyennes, évapo-
ration moyenne, et débits moyens entre les périodes 2080-2099 et 1980-1999, pour les différents
GCM et MDES.
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Tab. 14.14 – P-valeurs du test de Student de significativité du changement de évaporations
(période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 5.67e-06 4.55e-06 3.44e-06 1.67e-06 2.22e-06
DMIEH5C-1 6.39e-08 2.68e-08 1.22e-07 3.27e-08 6.68e-07 1.68e-06 1.59e-08 8.42e-08
DMIEH5C-2 6.97e-08 1.19e-07 8.57e-08 1.99e-07 1.19e-07
DMIEH5C-3 2.79e-07 2.06e-07 3.83e-08 1.54e-07 1.92e-07
EGMAM2-3 9.99e-06 1.27e-05 3.28e-05 2.74e-05 9.92e-06 1.95e-05
HADGEM2-1 1.73e-07 1.65e-07
IPCM4-1 3.53e-08 8.12e-08 1.17e-07 1.07e-07 1.85e-07
IPCM4-2 7.32e-07 6.14e-07
IPCM4-3 9.64e-08 1.46e-07
MPEH5C-1 2.37e-09 2.1e-09 1.07e-09 1.23e-08 3.99e-08 9.05e-08 4.46e-08 4.4e-08
MPEH5C-2 5.77e-06 7.16e-06 2.5e-06 4.6e-06 3.4e-06
MPEH5C-3 2.18e-06 1.41e-06 1.03e-06 4.94e-07 9.05e-07
Tab. 14.15 – P-valeurs du test de Wilcoxon de significativité du changement de évaporations
(période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
EGMAM2-3 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
HADGEM2-1 0.0156 0.0156
IPCM4-1 0.0156 0.0156 0.0156 0.0156 0.0156
IPCM4-2 0.0156 0.0156
IPCM4-3 0.0156 0.0156
MPEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
Tab. 14.16 – P-valeurs du test de Student de significativité du changement de débits (période
2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 2.24e-05 0.000363 0.00626 6.8e-05 0.000202
DMIEH5C-1 2.86e-05 3.65e-05 0.000132 0.0151 0.537 0.827 5.03e-05 4.54e-05
DMIEH5C-2 3.86e-05 0.00013 0.000281 0.000255 0.000214
DMIEH5C-3 5.44e-06 9.32e-05 0.000111 6.75e-05 4.64e-05
EGMAM2-3 1.06e-05 4.86e-06 0.000117 3.49e-05 0.00143 0.00307
HADGEM2-1 2.02e-06 9.2e-06
IPCM4-1 2.42e-06 0.00329 4.61e-05 0.0529 0.642
IPCM4-2 4.32e-06 1.03e-05
IPCM4-3 5.44e-05 0.00394
MPEH5C-1 9.89e-06 0.00259 6.05e-05 0.0802 0.00588 0.0039 2.08e-05 1.71e-05
MPEH5C-2 0.000272 0.0066 0.00181 0.000481 0.000819
MPEH5C-3 9.72e-05 0.000705 0.000404 0.000195 0.000317
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Tab. 14.17 – P-valeurs du test de Wilcoxon de significativité du changement de débits (période
2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0156 0.0156 0.0313 0.0156 0.0156
DMIEH5C-1 0.0156 0.0156 0.0156 0.0156 0.578 0.813 0.0156 0.0156
DMIEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
EGMAM2-3 0.0156 0.0156 0.0156 0.0156 0.0156 0.0313
HADGEM2-1 0.0156 0.0156
IPCM4-1 0.0156 0.0156 0.0156 0.109 0.297
IPCM4-2 0.0156 0.0156
IPCM4-3 0.0156 0.0313
MPEH5C-1 0.0156 0.0156 0.0156 0.109 0.0156 0.0156 0.0156 0.0156
MPEH5C-2 0.0156 0.0313 0.0313 0.0156 0.0156
MPEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
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14.3.2 Enneigement
La forte réduction des débits printaniers constatée en section 14.3.1 témoigne d’une réduction
de l’enneigement associée en grande partie aux changements de phase des précipitations (figure
14.11), mais également à l’augmentation de plusieurs termes du bilan énergétique du manteau
neigeux. Nous avons vu en section 1.5 que les principaux enjeux de l’impact du changement
climatique sur le bassin de la Durance concernent les apports en eau pour le lac de Serre-
Ponçon. Néanmoins, il est également intéressant de considérer l’impact sur l’enneigement, d’une
part en raison des enjeux liés au tourisme hivernal, et d’autre part pour bien comprendre les
processus hydrologiques modifiés. C’est l’objet de cette dernière section.
Fig. 14.19 – Evolution de la durée d’enneigement en jours/an (moyenne glissante sur 20 ans)
entre 1860 et 2100, en fonction de l’altitude, pour les différents GCM et les 3 versions de DSCLIM.
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La figure 14.19 présente, en fonction de l’altitude, l’évolution sur les 240 ans de simulation de
la durée moyenne (20 ans, 100 scénarios) de l’enneigement simulé pour différentes combinaisons
GCM/MDES (pour D2GEN et ANALOG, se reporter aux annexes H.41 et H.42). Pour
l’ensemble des combinaisons testées, une rupture est constatée dans les années 2000 avec
une réduction rapide de l’enneigement au cours du XXIème siècle. A 2000 mètres, la durée
d’enneigement est réduite d’environ 2 mois à l’horizon 2100. Sous 1500 mètres, l’enneigement
devient quasiment inexistant. Les conditions d’enneigement à une altitude donnée à la fin du
XXème se retrouvent dans nos projections à une altitude plus élevée d’environ 600 mètres à la
fin du XXIème. Cette élévation est comparable à l’estimation que nous avions pu faire en section
3.2 de l’élévation de la limite pluie-neige pour un réchauffement de 3˚C. Si l’enneigement
devient moins durable, il devient également moins épais. L’équivalent en eau maximal accumulé
au cours d’une saison évolue en effet de façon tout à fait similaire à la durée d’enneigement
(figure 14.20).
Pour évaluer les incertitudes inter-GCM, inter-MDES, et inter-scénarios, nous reprenons la
représentation graphique déjà introduite en sections 14.2.1 et 14.3.1 (figures 14.21 et H.43). Les
changements entre deux périodes distinctes portent cette fois sur la durée d’enneigement et le
maximum annuel de SWE sur les RHHU de la tranche 1500/1800 mètres et sur les RHHU de
la tranche 2400/2700 mètres.
A basse altitude, la dispersion inter-GCM est importante mais clairement guidée par la dis-
persion relative aux changements de température à grande échelle. Un classement des GCM par
ordre croissant de la réduction de l’enneigement simulé serait identique à un classement par
ordre croissant de l’augmentation de température. La dispersion inter-scénarios est en consé-
quence assez faible, et les résultats varient peu en fonction de la configuration de DSCLIM. En
revanche, la réduction de l’enneigement est sensiblement atténuée avec D2GEN, ce qui s’explique
notamment par la hausse importante des précipitations hivernales avec ce MDES.
A haute altitude, la dispersion reste fortement guidée par la variabilité des changements
de température. Toutefois, l’influence de la dispersion des changements de précipitations
est un peu plus sensible, en particulier sur l’accumulation annuelle maximale d’équivalent
en eau. Ainsi, on observe avec une réduction plus forte du SWE pour DSCLIM-10 que
pour DSCLIM-11, ou au contraire une réduction plus faible pour le modèle MPEH5C-2,
le seul modèle pour lequel les précipitations simulées avec DSCLIM tendent plutôt à aug-
menter. La hausse des précipitations de MPEH5C-2 parvient en effet à compenser le fait que
son réchauffement soit plus fort que celui de CNCM33-1 (en terme d’évolution de l’enneigement).
Compte tenu de l’ampleur des changements simulés, on ne sera pas surpris du résultat
de nos tests statistiques de significativité des changements qui sont toujours positifs, avec
des p-valeurs très basses (cf. tables 14.18 et 14.19 pour la durée d’enneigement en moyenne
montagne sur la période 2080-2099. Les tests de Student des autres variables sur les deux
périodes sont présentés en annexe de la table H.42 à la table H.48). Les tests de Wilcoxon
ne sont pas présentés, ils sont tous significatifs avec la même p-valeur (0.0156), soit sa borne
minimale pour un échantillon de 7 membres.
Pour les enjeux touristiques, un critère parfois utilisé pour estimer la viabilité économique
des infrastructures de ski est le niveau d’enneigement minimum pendant les 100 jours les mieux
enneigés de l’hiver (Durand et al., 2009a). On considère que l’enneigement est suffisant pour
un seuil de hauteur de neige de 30 cm, bon au-dessus de 50 cm, et excellent au-dessus de
70 cm. Avec un tel critère, on jugerait en moyenne sur le bassin et sur la période 1959-2005
que l’enneigement est suffisant à partir de 1600 mètres en versant Nord et 1900 mètres en
versant Sud. La hauteur de neige n’a pas été sauvegardée comme variable de sortie dans nos
projections. On peut toutefois estimer que le seuil 100 mm d’équivalent en eau pendant 100
jours correspond assez bien au niveau de HTN de 30 cm (enneigement suffisant). Etant donné
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Fig. 14.20 – Evolution du maximum annuel d’équivalent en eau du manteau neigeux (moyenne
glissante sur 20 ans) entre 1860 et 2100, en fonction de l’altitude.
que les changements relatifs à l’enneigement semblent plus robustes que les changements relatifs
aux précipitations et aux débits, nos projections peuvent être un outil intéressant pour estimer
l’impact du changement climatique sous scénario A1B dans le contexte du tourisme hivernal.
Ainsi le niveau de l’enneigement « suffisant » remonterait en moyenne vers 2100 à 2200 mètres
en versant Nord et 2400 à 2500 mètres en versant Sud d’ici la fin du siècle (illustration figure
14.23 pour DSCLIM-10 forcé par les différents GCM et figure 14.23 pour DMIEH5C-1 comme
forçage des différents MDES), soit environ 500 à 600 mètres plus haut que ces dernières années.
Des analyses complémentaires devraient être menées pour affiner l’estimation des niveaux et
estimer la gamme d’incertitudes. Cette première approche permet d’illustrer que nos projections
peuvent probablement être exploitées au-delà des analyses présentées dans cette thèse (dont les
214 Section 14.3
Tab. 14.18 – P-valeurs du test de Student de significativité du changement de durées d’ennei-
gement (1500-1800 mètres) (période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 2.23e-07 3.02e-07 8.44e-07 1.14e-05 1.11e-05
DMIEH5C-1 4.14e-07 2.98e-07 1.68e-07 6.29e-07 9.32e-07 1.07e-06 2.46e-07 9.9e-07
DMIEH5C-2 2.78e-07 1.86e-07 1.96e-07 1.57e-06 1.21e-06
DMIEH5C-3 1.48e-07 3.19e-07 1.58e-07 6.46e-07 1.22e-06
EGMAM2-3 3.75e-06 4.69e-06 5.07e-06 4.6e-06 5.02e-06 5.95e-06
HADGEM2-1 3.55e-06 2.77e-06
IPCM4-1 5.07e-08 7.02e-08 1.17e-07 2.06e-07 1.9e-07
IPCM4-2 7.37e-07 7.44e-07
IPCM4-3 3.5e-07 3.75e-07
MPEH5C-1 1.47e-08 9.87e-08 2.12e-08 6.45e-07 6.63e-07 6.98e-07 2e-07 1.23e-07
MPEH5C-2 2.96e-06 3.75e-06 2.18e-06 2.85e-06 3.66e-06
MPEH5C-3 1.56e-06 1.39e-06 6.8e-07 2.39e-06 8.4e-06
Tab. 14.19 – P-valeurs du test de Wilcoxon de significativité du changement de durées d’ennei-
gement (1500-1800 mètres) (période 2080-2099).
DSCLIM D2GEN ANALOG
10 11 21 10 22 32 10 20
CNCM33-1 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
DMIEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
EGMAM2-3 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
HADGEM2-1 0.0156 0.0156
IPCM4-1 0.0156 0.0156 0.0156 0.0156 0.0156
IPCM4-2 0.0156 0.0156
IPCM4-3 0.0156 0.0156
MPEH5C-1 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-2 0.0156 0.0156 0.0156 0.0156 0.0156
MPEH5C-3 0.0156 0.0156 0.0156 0.0156 0.0156
objectifs concernent principalement les apports en eau moyens à Serre-Ponçon). Les variables
disponibles pour d’éventuelles analyses ultérieures sont rappelées en annexe (tableau D.1).
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Fig. 14.21 – Distributions inter-scénarios des changements de durée d’enneigement et de maxi-
mum annuel d’équivalent en eau sur les tranches 1500/1800 mètres et 2400/2700 mètres, entre
2080-2099 et 1980-1999, pour les différents GCM et MDES.
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Fig. 14.22 – Altitude à partir de laquelle l’équivalent en eau minimum des 100 jours les
mieux enneigés de l’année est supérieur à 100 mm (enneigement « suffisant ») : évolution tem-
porelle de la moyenne glissante sur 20 ans pour deux classes d’exposition (Nord, Sud) pour
ENSEMBLES+DSCLIM-10.
Fig. 14.23 – Altitude à partir de laquelle l’équivalent en eau minimum des 100 jours les mieux
enneigés de l’année est supérieur à 100 mm (enneigement « suffisant ») : évolution temporelle de
la moyenne glissante sur 20 ans pour deux classes d’exposition (Nord, Sud) pour DMIEH5C-1
comme forçage de tous les MDES.
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14.3.3 Incertitude associée à la modélisation hydrologique
Dans les évaluations précédentes, nous avons analysé les scénarios hydrologiques simulés en
considérant la dispersion induite par les différents GCM, les différents MDES, et l’aspect sto-
chastique des MDES. Il existe toutefois une autre source potentielle d’incertitude : l’incertitude
associée au modèle hydrologique. Conformément à la méthodologie présentée au début de la
thèse (section 4.5.1), les projections obtenues avec ISBA-Durance seront comparées aux projec-
tions d’autres modèles hydrologiques dans le cadre du projet RIWER2030, en dehors du cadre de
cette thèse. Néanmoins, les analyses de la partie II ont mis en évidence deux causes d’incertitude
possible dans les projections avec le modèle hydrologique ISBA-Durance :
1. L’incertitude sur les processus à l’origine des débits hivernaux (fonte par la base, stockage
souterrain de longue durée).
2. L’absence d’un module de retrait glaciaire.
Pour évaluer la sensibilité des projections à ces deux sources d’incertitude, nous avons choisi
une combinaison particulière de GCM/MDES : EGMAM2-3+DSCLIM-11, qui se situe dans la
moyenne des changements simulés.
La figure 14.24 compare les débits moyens simulés par trois configurations de ISBA-Durance :
– ID-SR incluant la fonte glaciaire et le second réservoir souterrain pour soutenir les étiages
hivernaux, la configuration utilisée dans l’ensemble de ce chapitre comme référence ;
– ID-SRNG qui exclut la fonte glaciaire ;
– ID-GM pour laquelle le soutien d’étiage hivernal est assuré par le module conceptuel de
fonte à la base à la place du second réservoir.
La saisonnalité des débits est évaluée pour la période de contrôle et les périodes futures sur
la figure 14.25.
Fig. 14.24 – Evolution temporelle de la moyenne sur 20 ans des débits simulés à Serre-Ponçon
par EGMAM2-3+DSCLIM-11+ trois versions de ISBA-Durance (ID-SR, ID-SRNG, ID-GM).
Courbe noire : SAFRAN+ID-SR, courbe grise : débits observés.
Le choix du module conceptuel de soutien d’étiage hivernal n’a pas d’influence sur les débits
globaux. Les différences de saisonnalité entre les simulations ID-SR et ID-GM ne sont pas plus
fortes en climat futur qu’en climat présent. Par conséquent, on peut conclure que l’incertitude
associée à ce processus a un effet mineur dans nos projections, relativement à la très forte dis-
persion associée aux GCM ou à la descente d’échelle. En revanche, lorsqu’on exclut la fonte
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Fig. 14.25 – Cycle saisonnier des débits simulés à Serre-Ponçon par EGMAM2-3+DSCLIM-
11+ trois versions de ISBA-Durance (ID-SR, ID-SRNG, ID-GM), pour les 3 périodes 1980-1999,
2046-2065, 2080-2099. Courbe noire : référence SAFRAN+ID-SR 1980-1999.
glaciaire, la diminution des débits globaux est plus forte. Bien sûr, un modèle excluant com-
plètement les glaciers du bassin est tout aussi irréaliste qu’un modèle les maintenant à surface
constante malgré le réchauffement simulé sur l’ensemble du siècle. Cette analyse de sensibilité
permet toutefois de montrer que nos projections ont probablement tendance à surestimer les
débits entre juillet et octobre, en particulier sur la seconde moitié du XXème siècle. En effet,
les surfaces glaciaires déneigées gagnent de plus hautes altitudes et la fonte est accélérée par
le réchauffement (d’où une augmentation de la contribution glaciaire dans nos simulations). En
réalité ce processus devrait être largement compensé par la réduction des surfaces englacées
aux plus basses altitudes. Même sur ce bassin pourtant faiblement englacé, la mise en place
d’un module pertinent de retrait glaciaire serait donc souhaitable pour affiner les estimations de
l’évolution du débit dans le futur. Cependant, l’erreur causée par cette lacune du modèle reste




Les GCM reproduisent-ils correctement les circulations en climat présent ?
Peut-on discriminer les différents GCM avec ce type d’évaluation ?
Deux approches ont été abordées pour comparer les circulations entre les GCM et les ré-
analyses. Tout d’abord, nous avons reproduit la méthodologie de Cattiaux (2010) pour
comparer les régimes obtenus pour chaque GCM avec les régimes obtenus pour les réana-
lyses à l’échelle Nord-Atlantique. Que ce soit pour le groupe de modèles de CMIP3 ou pour
les expériences de ENSEMBLES, les régimes préférentiels des modèles sont en général si-
gnificativement différents des régimes des réanalyses. En revanche, les régimes des GCM
sont appariables à ceux des réanalyses si l’on réduit l’échelle spatiale considérée. Ce résultat
est lié à la méthode d’évaluation et ne permet pas de tirer de conclusion sur la dynamique
des modèles. Quelque soit le domaine de classification utilisé, les modèles pour lesquels les
régimes peuvent être appariés avec ceux des réanalyses sont différents selon les saisons et
périodes considérées. Il ne nous a par conséquent pas semblé possible de sélectionner les
GCM les plus performants sur cette base.
Dans un second temps, nous avons comparé les fréquences d’occurrence des différents
régimes entre les GCM et les réanalyses. A l’échelle des régimes Nord-Atlantique, les
erreurs relatives des fréquences d’occurrence sont généralement inférieures à 10%. A
l’échelle des types de temps sur le domaine de Boé, elles peuvent atteindre 25%. Dans
les deux cas, ces erreurs restent toutefois du même ordre de grandeur que la variabilité
des fréquences d’occurrence entre différentes sous-périodes de 20 ans de la période
1860-2000. Les forçages des GCM étant quasiment constants sur ces 140 ans, ces fluc-
tuations proviennent de la variabilité naturelle du climat telle qu’elle est simulée dans
chaque GCM. Les fréquences d’occurrence réellement observées sur la période 1960-2000
peuvent être interprétées comme une réalisation aléatoire parmi cette variabilité naturelle.
Tant que les différences entre les fréquences d’occurrence obtenues avec les GCM et
les réanalyses sont du même ordre de grandeur que la variabilité naturelle, elles ne
peuvent finalement pas être considérées comme des erreurs proprement dites. Par consé-
quent, il n’est pas non plus possible de discriminer les différents GCM avec cette évaluation.
Comment évoluent les régimes de temps en climat futur ?
Dans la plupart des modèles de CMIP3 et à l’échelle Nord-Atlantique, nous avons retrouvé
un résultat déjà présenté dans la littérature qui est une forte augmentation de la phase
positive de la NAO, et une diminution de sa phase négative. Ces changements sont si-
gnificatifs par rapport à la variabilité naturelle. Ce résultat se retrouve avec les modèles
de ENSEMBLES, mais l’amplitude du changement est nettement atténuée en hiver. L’in-
fluence de ces modifications sur le climat de la Durance est toutefois difficile à établir car
ces régimes sont peu discriminants sur les précipitations du bassin.
Les types de temps définis sur le domaine de Boé sont mieux discriminants et permettent
donc de mieux relier les changements de fréquences d’occurrence à des changements
du climat local. En revanche leur évolution future est beaucoup plus contrastée entre
les différents GCM. Les principaux points d’accord portent sur des types de temps peu
discriminants en termes de précipitations. Les classes plus discriminantes connaissent
parfois des changements significatifs, mais sans accord entre les modèles sur le signe des
changements.
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Les projections climatiques sur la Durance : quels changements, quelles incer-
titudes ?
La variabilité inter-GCM des évolutions des fréquences d’occurrence des types de temps
se répercute directement sur les projections climatiques simulées par DSCLIM forcé par
les différents GCM de ENSEMBLES. Par exemple, un assèchement plus marqué est
simulé par les modèles simulant une diminution du type de temps favorable aux flux de
Sud-Ouest. Notons que les différences entre deux runs d’un même GCM sont souvent aussi
importantes que les différences entre deux GCM distincts. Lorsque l’on prend en compte
seulement les changements de circulations (DSCLIM-10), la tendance générale est plutôt
à un assèchement. En revanche, la prise en compte d’indices thermodynamiques (e.g. la
température de l’air) dans la descente d’échelle peut conduire à des résultats sensiblement
différents. Finalement, la dispersion dans les changements de précipitations simulés par les
différentes combinaisons de GCM/MDES est très forte. Les analyses de variance pratiquées
montrent que le choix du GCM et du MDES a dans chacun des cas une influence très
significative sur les changements obtenus. Les incertitudes associées à ces deux étapes de
la modélisation semblent donc comparables. Il faut toutefois noter que les changements
simulés par une combinaison donnée de GCM/MDES ne sont pas toujours significatifs
compte tenu de la grande variabilité naturelle simulée sur la période 1860-2000.
Les changements en termes de température sont plus cohérents avec un réchauffement
compris entre 2 et 4˚C à l’horizon 2100. Ils se répercutent sur la phase des précipitations.
Les précipitations neigeuses ne représentent plus que 20 à 35% des précipitations totales
dans nos projections (contre environ 45% sur la période de contrôle).
Les projections hydrologiques : quels changements, quelles incertitudes ?
La modification des conditions d’enneigement sur le bassin — induite par les changements
de la répartition pluie/neige d’une part et des conditions de fonte d’autre part — est à
l’origine des principaux changements projetés pour le régime hydrologique du bassin. La
réduction des durées et des volumes d’enneigement est telle que les conditions moyennes
d’enneigement observées actuellement pour une altitude donnée devraient être rencontrées
à la fin du siècle à une altitude plus élevée d’environ 500 à 600 mètres, en moyenne pour
l’ensemble des projections. Il en résulte une très nette modification de la saisonnalité des
débits (diminution de l’onde nivale), qui se retrouve dans l’ensemble des projections malgré
la forte dispersion dans nos scénarios de précipitations.
Une autre caractéristique commune des projections est une augmentation de l’évaporation,
d’autant plus forte que le réchauffement simulé par le GCM est important. Finalement,
la dispersion associée aux débits annuels moyens est le résultat de la dispersion dans les
précipitations, associée aux changements de circulations dans les GCM et aux processus
représentés dans les MDES, et de la dispersion dans l’intensité de l’évaporation, associée
à la variabilité du réchauffement dans les GCM. La fourchette d’incertitude qui en résulte
est particulièrement large puisque les changements simulés par nos scénarios s’étendent de
-40% à +20%. A nouveau, les analyses de variance pratiquées suggèrent que les incerti-
tudes associées aux GCM ou à la descente d’échelle sont d’un ordre de grandeur comparable.
L’incertitude associée aux principaux défauts identifiés du modèle hydrologique (processus
responsables des débits hivernaux, retrait glaciaire) semble en revanche largement infé-
rieure. Toutefois, cet aspect sera approfondi ultérieurement en comparant nos projections
avec les simulations réalisées avec les autres modèles hydrologiques du projet RIWER2030.
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Peut-on espérer réduire l’incertitude ?
L’incertitude associée aux GCM ne semble pas pouvoir être réduite par une sélection des
« meilleurs » GCM sur la base de leur évaluation sur une période de contrôle. En effet,
leurs erreurs sont du même ordre de grandeur que la variabilité naturelle du climat. Rien
ne permet donc d’affirmer a priori que les projections simulées par un GCM sont plus ou
moins probables que celles simulées par un autre GCM. Les progrès dans la modélisation
du climat (liés à la fois aux progrès dans la compréhension des différents processus et à
l’amélioration des puissances numériques disponibles) peuvent permettre d’espérer une
réduction de la dispersion des projections dans les années à venir. Toutefois, notre capacité
à évaluer la significativité réelle des changements projetés est fortement conditionnée
à notre capacité à intégrer dans cette évaluation la variabilité naturelle du climat,
pour partie seulement captée par la variabilité propre des modèles climatiques. A ce titre,
la significativité des changements de précipitations semble difficile à établir pour le moment.
L’incertitude associée à la descente d’échelle s’est révélée très importante. La forte dispersion
associée aux différents MDES utilisés dans cette thèse montre a minima qu’il est impossible
de considérer seulement les scénarios résultant d’une unique descente d’échelle, comme il est
habituellement reconnu qu’il est non pertinent de ne considérer que les scénarios résultant
d’un seul GCM. En d’autres termes, ignorer la sensibilité des études d’impact au MDES
choisi serait une erreur méthodologique majeure.
Il serait sans doute possible de développer des méthodologies de descente d’échelle plus
robustes et mieux transférables en climat futur. L’incertitude associée à la descente
d’échelle nous semble cependant difficile à réduire du fait d’abord de la difficulté à évaluer
cette robustesse et cette transférabilité, du fait ensuite que les processus susceptibles de
provoquer des modifications climatiques ne sont pas bien identifiés. Il est donc urgent de
poursuivre les efforts pour le développement d’une méthodologie d’évaluation objective
et adaptée à ces méthodes. Il est urgent aussi et surtout de chercher à mieux identifier
les processus à suivre dans le contexte du changement climatique. Malgré les biais
importants interdisant leur utilisation directe dans des études d’impact, les RCM nous
semblent l’outil le plus adapté pour ces recherches sur les processus. Des analyses de
sensibilité détaillées, des jeux d’expériences avec différents forçages et couplages comme
dans Kendon et al. (2010), mais à l’échelle du bassin cible, pourraient peut-être permettre
de mieux comprendre l’influence possible du changement climatique sur les précipita-
tions à cette échelle. La construction de MDES plus pertinents pourrait alors être envisagée.
Pour l’heure et pour le contexte particulier de cette étude, il semble difficile d’identifier une
méthode ou une combinaison de méthodes qui soit suffisamment robuste et fiable pour per-







Rappel de la problématique
Les projections du GIEC montrent que l’augmentation des concentrations de gaz à effet
de serre (GES) à l’échelle planétaire devrait modifier significativement le système climatique
au cours du XXIème siècle. Les impacts de ce changement global sur le régime hydrologique
à l’échelle d’un bassin versant seront le résultat d’une grande diversité de processus qui inter-
agissent et rétroagissent à différentes échelles spatiales et temporelles. Leur compréhension par
la communauté scientifique a considérablement progressé depuis quelques dizaines d’années :
La « communauté climatologique » développe des Modèles de Circulation Générale (GCM)
qui permettent d’étudier comment l’augmentation des concentrations de GES modifie le bilan
d’énergie du système Terre-atmosphère, la répercussion de cette modification sur les principaux
éléments du climat, et les boucles de rétroaction qui peuvent se mettre en place entre les phé-
nomènes climatiques et le bilan énergétique (vapeur d’eau, nuages, modifications de la surface,
etc.).
La « communauté météorologique » étudie depuis plus d’un siècle, à l’origine dans un souci
de prévision météorologique à courte échéance, les liens entre la variabilité des circulations
synoptiques et les conditions météorologiques locales ou régionales. Les outils et méthodes sont
divers : modèles atmosphériques à bases physiques, méthodes statistiques.
Enfin, la « communauté hydrologique » travaille sur la réponse d’un bassin versant à la
variabilité météorologique. A nouveau, une grande variété de modèles hydrologiques a été
développée pour simuler l’évolution du manteau neigeux, de l’eau dans le sol ou des débits
en rivière. Par ailleurs, cette communauté a aussi proposé un grand nombre de méthodes
statistiques pour adapter les sorties des modèles météorologiques ou climatiques aux exigences
des modèles d’impact, en particulier celles relatives aux résolutions spatiales et temporelles
requises pour la simulation du comportement des bassins.
Les frontières entre ces communautés sont évidemment perméables puisque les processus ou
phénomènes naturels qu’elles étudient interagissent fortement entre eux. Si leurs progrès récents
sont considérables, chaque communauté est confrontée à des difficultés propres et à un certain
nombre d’incertitudes. Les différents modèles utilisés sont des représentations simplifiées des
systèmes étudiés, entachées d’erreurs parfois difficiles à évaluer.
Estimer l’impact hydrologique possible du changement climatique est d’un intérêt majeur
pour permettre une anticipation des adaptations souhaitables, que ce soit pour des questions
de gestion de la ressource et de l’environnement, des populations et secteurs d’activité qui
en dépendent, ou pour des questions de gestion des risques. Cette problématique propose un
défi majeur puisqu’elle nécessite de réunir les connaissances et les outils de modélisation des
différentes communautés.
De nombreux travaux visant à simuler des projections hydrologiques futures ont été publiés
depuis plus de deux décennies. Ces projections sont classiquement obtenues par simulation à
l’aide d’un modèle hydrologique alimenté par des scénarios météorologiques futurs, construits
sur la base de variables atmosphériques obtenues en sortie des GCM. Les modèles hydrologiques
utilisés dans ce cadre sont divers et variés allant de modèles conceptuels globaux relativement
simples, voire simplistes, à des modèles spatialisés à bases physiques très détaillés, parfois même
peut-être trop sophistiqués au regard des incertitudes associées aux forçages futurs et aux éven-
tuelles modifications du bassin considéré. Pour fournir au modèle hydrologique des forçages plus
réalistes (en climat présent, et on l’espère en climat futur) que ceux disponibles directement en
sortie des GCM, la construction des scénarios météorologiques locaux nécessite une étape dite
de descente d’échelle.
Les méthodes de descente d’échelle dynamique consistent à forcer un modèle météorologique
à bases physiques à aire limitée (ou RCM pour Modèle Climatique Régional) par les simulations
d’un GCM aux frontières du domaine. L’utilisation de ces simulations comme forçage direct d’un
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modèle hydrologique n’est toutefois pas possible. Elle nécessite au préalable l’application d’une
méthode statistique de débiaisage.
L’origine des méthodes de descente d’échelle statistiques (MDES) provient de l’idée que les
GCM simuleraient un certain nombre de Variables Atmosphériques de Grande Echelle (VAGE)
plus fidèlement que la météorologie locale et qu’il est possible de construire un modèle statistique
pour représenter les liens entre ces VAGE et les variables météorologiques à l’échelle d’intérêt.
Ces MDES sont calibrés et évalués à partir de VAGE issues de réanalyses atmosphériques. En
pratique un débiaisage des VAGE simulées par les GCM est toutefois nécessaire pour que les
variables générées par les MDES respectent les propriétés statistiques des variables observées
aussi bien que lorsqu’ils sont forcés par les réanalyses. Par ailleurs, les MDES peuvent aussi être
appliqués sur les sorties des RCM.
La pertinence de l’ensemble de la méthodologie d’estimation des impacts est liée à la satis-
faction de deux contraintes majeures :
1. la transférabilité de l’ensemble des modèles utilisés : GCM, RCM, MDES (y compris
méthodes de débiaisage), modèles hydrologiques ;
2. la cohérence physique (spatiale, temporelle, multivariée) des forçages utilisés à chaque
étape, et issus de l’étape en amont.
Si des simulations de scénarios hydrologiques futurs ont été fréquemment effectuées sur de
nombreuses régions et par un grand nombre de groupes de recherche, l’évaluation de la pertinence
de ces simulations et en particulier des deux points ci-dessus est rarement traitée. C’est l’objet
de cette thèse, et cela peut être abordé de deux façons :
– la mise en place d’une méthodologie d’évaluation des modèles sur une période de contrôle,
traitant en priorité ces deux questions ;
– la comparaison des scénarios simulés par différents modèles.
La cohérence entre les différentes simulations ne serait pas une preuve de leur pertinence. En
revanche, leurs différences peuvent illustrer les lacunes de certains modèles, et permettre de
quantifier une partie de l’incertitude associée aux projections.
Travail effectué
Nous nous sommes appuyés sur un cas d’étude : le bassin versant de la Haute-Durance qui
possède un régime nival marqué. Les GCM utilisés sont ceux de l’expérience STREAM2 du pro-
jet européen ENSEMBLES, pour le scénario d’émission A1B. Il s’agit de 12 runs climatiques sur
la période 1860-2100, basés sur 5 GCM (plusieurs exécutions du même GCM). Pour la descente
d’échelle, nous avons choisi de considérer 3 MDES développés respectivement au CERFACS, au
LTHE et à EDF : DSCLIM, D2GEN et ANALOG. Un travail a été mené sur le modèle DSCLIM
afin de tenter de proposer une configuration plus performante pour notre région d’étude. L’op-
timisation de D2GEN et ANALOG a été menée par les partenaires du projet RIWER2030.
Pour la modélisation hydrologique, le modèle SIM de Météo-France a été choisi pour ses bases
physiques, mais ses faibles performances sur la région alpine en climat présent ont nécessité
des adaptations importantes qui ont conduit à la mise en place d’une nouvelle configuration du
modèle, baptisée ISBA-Durance.
Outre les adaptations de SIM et de DSCLIM, le travail présenté dans cette thèse est une
évaluation du modèle hydrologique, des 3 MDES, et des 12 runs de GCM considérés, dans l’op-
tique de répondre à la question de leur applicabilité en climat futur. Un ensemble de projections
météorologiques et hydrologiques futures a finalement été généré, de façon à estimer la sensibilité
des changements simulés aux choix des modèles utilisés.
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Modèle hydrologique : adaptations, transférabilité, incertitudes
associées dans les projections
La version opérationnelle du modèle SIM présente des défauts trop importants sur notre
bassin d’étude pour qu’il puisse être utilisé pour une étude d’impact du changement climatique.
Les modifications proposées sont :
– l’utilisation d’une discrétisation spatiale plus adaptée à la topographie du bassin et basée
sur le concept des Unités Hydrologiques Relativement Homogènes ;
– la prise en compte de la fonte glaciaire ;
– une représentation conceptuelle des stockages d’eaux souterraines
La nouvelle version du modèle ISBA-Durance reproduit ainsi bien mieux les débits quotidiens
observés à l’exutoire des différents sous-bassins versants.
Les bases physiques du modèle hydrologique ISBA-Durance (schéma de surface à bilan d’éner-
gie) sont un atout pour sa transférabilité en climat modifié. Les scores des simulations ne sont pas
dégradés sur une période distincte de celle utilisée pour la calibration des modules conceptuels
introduits pour la représentation des stockages d’eaux souterraines. Le modèle capture correc-
tement la variabilité interannuelle de l’enneigement et des débits. Il est robuste sur une longue
période de simulation. Il simule raisonnablement les tendances observées sur la seconde moitié
du XXème siècle, même si une hétérogénéité temporelle des données de forçage et de validation
est possible, limitant les possibilités d’évaluation. Ces différents arguments sont favorables à une
bonne transférabilité du modèle en climat modifié.
En revanche, les processus à l’origine des débits pendant l’étiage hivernal sont mal connus.
Ils pourraient résulter par exemple de la vidange progressive de stockages souterrains profonds
et/ou de la fonte à la base du manteau neigeux par restitution de la chaleur accumulée dans le
sol avant que le couvert neigeux se constitue. C’est en tout cas ce que suggèrent les résultats
obtenus pour deux versions supplémentaires du modèle représentant chacune de façon grossière
l’un des deux phénomènes incriminés. Ce défaut de compréhension aboutit donc à un problème
classique d’équifinalité qui limite par conséquent la transférabilité du modèle en climat modifié.
Cette dernière est aussi sujette à caution pour d’autres raisons, liées notamment à l’hypothèse
de stationnarité que l’on fait sur le comportement du bassin versant entre le climat présent et le
climat futur. Cette hypothèse n’a aucune raison d’être valable. Il est par exemple probable que les
surfaces glaciaires se réduisent au cours des décennies futures, limitant par suite la contribution
de la fonte glaciaire aux débits estivaux. De même, le couvert végétal devrait se modifier, les
espèces végétales pouvant potentiellement coloniser des tranches d’altitude plus élevées du fait du
réchauffement attendu. Cela pourrait avoir des effets importants sur les pertes évaporatives et le
bilan hydrologique du bassin. Toutefois,la comparaison des projections obtenues avec différentes
versions du modèle hydrologique suggère que deux de ces problèmes (processus impliqués dans
l’étiage hivernal et retrait glaciaire) sont mineurs par rapport aux incertitudes associées aux
autres maillons de la modélisation (descente d’échelle et GCM).
Descente d’échelle statistique : adaptations, transférabilité, in-
certitudes associées dans les projections
Le travail préliminaire mené sur le modèle DSCLIM a montré que lorsqu’un MDES s’appuie
sur des processus stochastiques, ceux-ci doivent impérativement être pris en compte dans les
méthodes d’évaluation, par exemple par la génération d’un ensemble de scénarios. En se plaçant
dans ce contexte, nous avons comparé un grand nombre de configurations de DSCLIM en jouant
sur les variables de grande échelle considérées, les domaines spatiaux, le nombre de types de
temps. Les marges de progrès autorisées par ces différents aménagements se sont révélées minces
et les différentes configurations testées ont des performances globalement similaires. Malgré ces
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difficultés, nous avons proposé une version alternative à la configuration initiale retenue par
Boé (2007). Elle utilise les géopotentiels à deux niveaux de pression (850 hPa et 500 hPa). Ce
choix n’est pas seulement issu de la comparaison de scores d’évaluation, il est aussi basé sur des
considérations physiques. Cette nouvelle version du modèle explique un peu mieux la variabilité
interannuelle des précipitations estivales que la version initiale. Cela dit, le principal intérêt
de considérer d’autres variables prédictives est de comparer l’influence de ces choix dans les
projections futures.
Finalement, 3 versions différentes de DSCLIM, 3 versions de D2GEN (avec également diffé-
rents jeux de prédicteurs) et le modèle ANALOG sont évalués. Ces MDES ont une performance
tout à fait équivalente sur la période ayant servi à leur apprentissage. Par construction, ils re-
produisent relativement bien les propriétés statistiques des variables observées. Ils expliquent
une part intéressante de la variabilité interannuelle observée (illustrée essentiellement pour les
précipitations dans cette thèse). La part non expliquée est toutefois plus forte en été qu’en hi-
ver. La cohérence spatiale, temporelle et multivariée semble bien respectée, comme illustré par
la relativement bonne qualité des simulations hydrologiques forcées par les sorties de l’un ou
l’autre des MDES.
Les évaluations sont en revanche beaucoup plus contrastées lorsqu’on considère une période
distincte de la période d’apprentissage. Certains modèles (DSCLIM et surtout D2GEN) accusent
en effet une baisse de performance sensible. Toutefois, la détermination de la transférabilité tem-
porelle est rendue complexe par la possible hétérogénéité des données de forçage et de validation.
Par exemple, l’utilisation de l’humidité comme prédicteur dans certaines versions de D2GEN est
très pénalisante dans cette évaluation en raison de la présence de ruptures dans les séries chro-
nologiques de cette variable issues des réanalyses. Ces hétérogénéités de données rendent donc
difficile l’identification des MDES les plus pertinents pour une étude d’impact du changement
climatique. Cependant, les résultats contrastés de l’évaluation de la transférabilité des modèles
suggère tout de même que leurs comportements dans un contexte climatique modifié puissent
être altérés par des défauts de stationnarité des liens d’échelle représentés.
En effet, le choix de la méthode de descente d’échelle s’avère être un facteur très significatif
des changements simulés dans nos projections futures. L’inclusion de prédicteurs thermodyna-
miques par exemple (température ou humidité) conduit à simuler des précipitations plus élevées
dans le futur que si ces prédicteurs sont exclus. Une telle sensibilité est évidemment probléma-
tique et plaide de nouveau pour une meilleure compréhension des processus responsables de la
variabilité des variables météorologiques d’intérêt. Par ailleurs, une incertitude non négligeable
dans les changements simulés est également portée par le caractère stochastique des algorithmes
de descente d’échelle. Elle justifie la génération multiple de scénarios météorologiques et hy-
drologiques, même si cette source d’incertitude est moins forte que celle associée au modèle de
descente d’échelle lui-même ou aux variables explicatives choisies.
GCM : transférabilité, incertitudes associées dans les projections
L’évaluation des VAGE simulées par les GCM sur une période de contrôle est beaucoup plus
difficile que pour les MDES ou le modèle hydrologique. En effet, le seul forçage imposé est celui
des concentrations de gaz à effet de serre. Hormis cette contrainte, les GCM sont libres d’évoluer
librement et de développer leur propre variabilité naturelle. On peut donc attendre d’un GCM
qu’il soit capable de reproduire la climatologie observée des VAGE (moyenne et variabilité), mais
on ne peut en aucun cas leur demander de reproduire les séquences chronologiques observées,
quel que soit le pas de temps considéré. Une évaluation chronologique, telle que celle proposée
dans cette thèse pour évaluer le modèle hydrologique et les MDES, n’est donc pas applicable pour
les GCM. Même une évaluation climatologique (capacité du GCM à reproduire les statistiques
globales observées des variables sélectionnées) sur une période de contrôle (1961-2000) est un
exercice délicat. En effet, la climatologie d’un GCM pour une période donnée peut être considérée
comme une réalisation aléatoire parmi la variabilité naturelle. La présence de biais entre GCM et
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observations n’est donc pas nécessairement représentative d’un défaut du modèle. Nous l’avons
illustré dans cette thèse en nous intéressant aux fréquences d’occurrence des régimes de temps à
plus ou moins grande échelle. Celles-ci font preuve d’une variabilité basse fréquence très marquée
entre 1860 et 2000, alors que les concentrations de gaz à effet de serre n’évoluent que faiblement
dans les GCM sur cette période. De plus, une forte variabilité apparaît également entre différents
runs du même GCM, qui ne diffèrent que par une faible perturbation des conditions initiales.
Les différences entre les fréquences d’occurrence des régimes de temps dans un GCM donné et
les fréquences estimées pour les réanalyses sont du même ordre de grandeur que la variabilité
naturelle de cette variable, telle que simulée par les modèles. Nous ne pouvons donc pas assimiler
ces différences à des erreurs de modélisation. Evaluer la performance des GCM est donc un
problème à part entière qui nécessite la mise en place de stratégies d’évaluations spécifiques à
développer.
Du fait de ces difficultés, et malgré la forte demande pour pouvoir pondérer les scénarios
futurs en fonction de la performance obtenue par les GCM pour le climat présent, il n’est donc
souvent pas possible de faire autrement que de considérer les projections des différents GCM
comme équiprobables. C’est le cas pour notre étude.
On notera aussi que même lorsque qu’un GCM offre une performance climatologique accep-
table, il présente des biais en distributions pour la quasi-totalité des VAGE requises en entrée
des modèles de descente d’échelle. Ces modèles étant essentiellement non linéaires, l’utilisation
des sorties de GCM sans correction préalable conduirait à simuler des scénarios peu pertinents.
On se heurte alors à deux problèmes majeurs. Tout d’abord, comment effectuer des corrections
pertinentes et cohérentes physiquement ? Cette question est en particulier critique pour la cor-
rection multivariée ou pour des variables spatialisées. Ensuite, est-il possible d’appliquer ces
corrections en climat modifié ? Il est en effet nécessaire là aussi de supposer la stationnarité
des corrections effectuées en climat présent. Or, leur pertinence en climat futur est loin d’être
assurée.
Dans notre étude, la dispersion des projections futures en termes de circulations ou de tem-
pérature est particulièrement importante. Il en résulte une forte dispersion de nos projections
météorologiques et hydrologiques, pour un MDES donné. Pour le cas de DSCLIM, il est possible
de comprendre la dispersion des changements à partir de la dispersion dans l’évolution future
de certains types de temps. Une quantification plus précise de la part d’incertitude propre aux
GCM et de la part propre aux MDES pourrait être appréhendée par une analyse de variance.
Toutefois, les conclusions sont fortement influencées par la sélection du groupe de GCM et de
MDES considérés. Le fait que l’ensemble des combinaisons de GCM/MDES n’ait pas pu être
traité est une première source de difficulté. Au-delà de ce problème, les influences respectives
des différents MDES et des différentes sous-versions de MDES ne peuvent pas nécessairement
être traitées au même plan, tout comme les influences respectives des différents GCM et des
différents runs d’un même GCM. Par ailleurs, la dispersion des projections associée aux GCM
est aussi en partie causée par la variabilité naturelle du climat. Il est par conséquent souhaitable
de tester la significativité des changements par rapport à la variabilité naturelle, qui peut être
estimée par les simulations sur la période 1860-2000.
Bilan et perspectives
A l’issue de la lecture de ce manuscrit, il serait légitime de ressentir une certaine frustration
du fait que cette thèse a sans doute soulevé davantage de questions qu’elle n’en a résolues. Pour le
bassin supérieur de la Durance, bien qu’un fort signal de réduction de l’enneigement et de l’onde
nivale apparaisse dans nos projections, la dispersion des précipitations, de l’enneigement et des
débits simulés en climat futur est beaucoup trop importante pour pouvoir prévoir précisément
l’évolution du régime hydrologique au cours du XXIème siècle, et donc pour pouvoir répondre aux
attentes des gestionnaires de la ressource en eau. L’ampleur des enjeux et l’intensité de la pression
sociale nous incitent à fournir des scénarios chiffrés pour diverses variables hydrométéorologiques.
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Nos outils actuels permettent de générer de tels scénarios. En revanche, les incertitudes qui leur
sont associées sont difficilement quantifiables. Leur pertinence même ne semble pas pouvoir être
assurée. La communauté scientifique se doit de traiter ces questions avec rigueur pour pouvoir
évaluer la valeur des scénarios générés.
Nous avons illustré l’importance de certaines sources d’incertitude (en particulier les GCM
et la descente d’échelle). D’autres ont été écartées mais ne sont pourtant pas moins importantes
(par exemple les scénarios d’émission de GES). L’évaluation de la transférabilité des modèles
utilisés et l’analyse de la dispersion d’un ensemble de projections devraient selon nous constituer
le socle commun de toutes les études d’impact hydrologique du changement climatique, sur
les différentes régions du monde. Nos résultats sur la Durance suggèrent que dans un certain
nombre de travaux récents, l’incertitude est souvent très sous-estimée.
Bien sûr, les évaluations menées dans cette thèse sont largement incomplètes. Les premières
perspectives de notre travail sont donc purement méthodologiques :
– La méthodologie d’évaluation des GCM est pour l’instant beaucoup moins aboutie que
celle des autres étapes de la chaîne de simulation. La définition de méthodologies plus
avancées est nécessaire. Un tel travail doit se faire en étroite collaboration avec les
modélisateurs du climat.
– Notre évaluation de la transférabilité des MDES s’est révélée fortement limitée par
l’hétérogénéité temporelle des données à notre disposition. L’emploi d’une autre méthode
d’évaluation parfois rencontrée dans la littérature pourrait compléter utilement notre
compréhension de cette transférabilité. Elle consiste à considérer les simulations d’un
GCM (ou mieux d’un RCM) comme des pseudo-observations, et à tester si le MDES est
capable de reproduire les variations entre les pseudo-observations d’une période future
et les pseudo-observations d’une période passée. Pour ne pas être trop liée aux éventuels
défauts du GCM/RCM étudié, cette méthode d’évaluation devrait être appliquée à un
ensemble de modèles. Même si les échelles spatiales considérées sont limitées par la
résolution des modèles, la méthode présente l’avantage de s’affranchir des problèmes
d’hétérogénéité des observations utilisées. Elle permet en outre de considérer des variations
beaucoup plus importantes que celles qui ont pu être mesurées au XXème siècle, pendant
lequel le climat était encore relativement stationnaire (par comparaison aux changements
attendus au XXIème siècle).
– L’évaluation de la significativité des changements simulés dans nos projections et l’analyse
de la contribution des différentes sources d’incertitude ont été, faute de temps, abordées
assez succinctement et par des outils statistiques perfectibles. La définition d’un cadre
statistique plus robuste est donc nécessaire. Nos simulations n’ont sans doute pas encore
révélées tous leurs secrets, l’analyse des changements simulés doit donc se poursuivre. En
outre, de nouvelles simulations seront réalisées d’ici la fin du projet RIWER2030 (notam-
ment avec d’autres modèles hydrologiques) et pourront être incorporées dans cette analyse.
Ces différentes perspectives méthodologiques représentent un travail non négligeable, mais
qui peut être raisonnablement envisagé à court terme. Plus délicates sont les perspectives
d’amélioration des modèles utilisés :
– L’amélioration des GCM est en dehors de notre cadre de compétence. La réduction des
biais, l’amélioration de la résolution spatiale et des paramétrisations sous-maille sont
toutefois des défis scientifiques majeurs qui s’ils sont relevés permettront d’une part une
meilleure compréhension du système climatique, et d’autre part une meilleure simulation
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des variables de forçage pour les méthodes de descente d’échelle nécessaires à l’aval.
– L’amélioration de la performance et de la robustesse des MDES est également sans doute
possible. Toutefois, la variabilité météorologique locale explicable par des liens d’échelle
est intrinsèquement limitée. Les processus de très petite échelle ou certaines interactions
locales avec la surface sont responsables d’une part de cette variabilité qui restera toujours
non expliquée par des MDES basés sur des variables atmosphériques à grande échelle. En
outre, l’amélioration de la transférabilité des méthodes est très difficile, non seulement en
raison de la difficulté déjà évoquée d’évaluer cette transférabilité, mais aussi et surtout
parce que les changements simulés par les GCM (en termes de température ou d’humidité
par exemple) sont tels que montrer une transférabilité des MDES sur le XXème siècle n’est
pas une preuve de leur transférabilité au XXIème siècle. L’une des clés de l’amélioration
des MDES réside donc probablement dans la construction d’algorithmes capables de
jouer leur rôle de descente d’échelle (respect des distributions statistiques des variables
observées, désagrégation spatiale) tout en respectant le plus raisonnablement possible les
processus physiques impliqués dans les éventuels changements futurs à l’échelle locale.
Une identification plus claire des processus concernés est donc indispensable. Pour cela,
nous suggérons de mener des analyses de sensibilité détaillées à l’aide par exemple de
RCM, voire de modèles météorologiques plus complexes (e.g. non hydrostatiques), à
l’échelle d’un bassin alpin.
– Enfin, dans le contexte particulier de notre bassin d’étude et du modèle hydrologique
ISBA-Durance, les principales perspectives d’amélioration concernent l’amélioration de la
représentation des interactions sol-neige, de la variabilité sous-maille de l’enneigement, et
du retrait glaciaire. Compte tenu de leur relativement faible contribution à l’incertitude
dans les projections sur notre bassin, par rapport aux incertitudes liées aux GCM et aux
MDES, de telles améliorations n’apporteront probablement pas un gain très significatif
dans la qualité des projections. Cependant, ces améliorations du modèle hydrologique sont
à nouveau plus faciles à envisager à court terme que l’amélioration des MDES et des GCM.
Elles permettront en outre une meilleure transférabilité spatiale du modèle hydrologique,
par exemple sur des bassins de moyenne montagne où les interactions sol-neige sont fortes,
ou encore sur des bassins fortement englacés où le retrait glaciaire aura une forte influence
sur les régimes hydrologiques futurs.
Le mot de la fin
Le bassin de la Durance a déjà mobilisé au cours des décennies passées de nombreuses
équipes d’ingénieurs et de chercheurs pour comprendre son fonctionnement hydrologique et le
représenter par le biais de modèles adaptés. A l’origine, l’enjeu était principalement la nécessité
de prévoir en temps réel les crues. Aujourd’hui, il s’oriente vers des questions de projections de
la ressource en eau pour les décennies futures. Les premiers travaux majeurs datent de plus
d’un siècle avec par exemple ceux consignés par Imbeaux dans son rapport de 1892. Il est
à ce titre intéressant de constater que près de 120 ans plus tard, nos préoccupations et nos
recommandations ne sont pas très éloignées de celles de ces pionniers de l’hydrométéorologie
scientifique, et ce malgré les progrès réalisés et autorisés par de considérables ressources en calcul
numérique qui ont remplacé les règles à calcul de l’époque. On citera ainsi les recommandations
par lesquelles Imbeaux concluait son rapport, en suggérant de les relire à la lumière de notre
problématique actuelle :
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Si donc on essaie, conformément aux indications de notre travail, de prévoir le devenir du
régime hydrologique1, il faudra bien se garder d’assumer une trop grande responsabilité au sujet
de la précision des indications. [...] Malheureusement, la solution complète du problème paraît
encore bien éloignée [...].
Cependant, ces difficultés ne doivent pas décourager nos successeurs. En continuant et
multipliant les observations conformément au programme que nous avons indiqué, nous ne
doutons pas qu’ils arrivent peu à peu à se rapprocher de la véritable solution. Pour nous, qui
devons nous contenter de l’avoir entrevue, nous avons tenu, en quittant la Provence, à faire
connaître nos efforts, dans l’espoir qu’ils ne seront pas inutiles à ce beau pays et qu’ils seront
poursuivis dans l’avenir.
Imbeaux, La Durance, 1892
1« d’organiser un premier système d’annonce des crues » dans le texte original
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α, b Paramètres du réservoir souterrain conceptuel
αn Albédo de la surface de la neige
αs Albédo de la surface du sol
βn Coefficient d’absorption par la neige du rayonnement solaire
Δt Pas de temps hydrologique s
n Emissivité de la surface de la neige
s Emissivité de la surface du sol
κ Facteur d’infiltration du drainage d’ISBA dans le réservoir souterrain
Oi−1 Occurrence locale de précipitations du jour précédent 0 ou 1
Si Surface commune entre une RHHU et la zone d’analyse SAFRAN i m2
Sj Surface commune entre une RHHU et la maille ECOCLIMAP j m2
Selm Surface d’une RHHU m2
Vi Paramètre météorologique de l’analyse SAFRAN sur la zone d’analyse i
Velm Paramètre quelconque de forçage météorologique sur une RHHU
Zelm Altitude médiane d’une RHHU m
Zinf ,Zsup Altitudes minimale et maximale d’une RHHU m
μ Coefficient pour le calcul de CH
ρa Masse volumique de l’air kg m-3
ρw Masse volumique de l’eau liquide kg m-3
ρsi Masse volumique de la ième couche de neige kg m-3
σ Constante de Stefan-Boltzmann 5.67 10-8 Wm-2K-4
τ Constante de temps (un jour) s
τlin Constante de temps du réservoir superficiel s
τprof Constante de temps du modèle avec force de rappel de l’indice de chaleur du sol profond
s
A(w2) Fraction de surface saturée
br Paramètre de courbure du ruissellement sous-maille
C1,C2,C3,C4 Coefficients de transfert pour l’humidité du sol
Cf Facteur de fonte du modèle degré-jour m-2K-1 jour-1
CH Coefficient d’échange de la chaleur pour le calcul des flux turbulents
Ch Coefficient pour le calcul de CH
C∗h Coefficient pour le calcul de CH
cI Chaleur spécifique de la glace Jm-3K-1
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Cp Capacité thermique massique de l’air J kg-1K-1
CT Coefficient d’inertie thermique de la surface m2K J-1
cw Chaleur spécifique de l’eau liquide Jm-3K-1
CDN Coefficient pour le calcul de CH
csi Chaleur spécifique de la ième couche de neige J m-3K-1
D1,D2 Termes de diffusion verticale
di Profondeur de la ième couche de sol m
Ds Epaisseur totale du manteau neigeux m
Dsi Epaisseur de la ième couche de neige m
dsi Densité de la ième couche de neige
Er Evaporation de l’eau interceptée par la végétation kg m-2s-1
Egf Sublimation à la surface du sol kg m-2s-1
Egl Evaporation à la surface du sol kg m-2s-1
Esn Pertes par évaporation et sublimation à la surface de la neige kg.m-2s-1
Etr Transpiration kg m-2s-1
Fh Coefficient pour le calcul de CH
Fbase Fonte simulée conceptuellement à la base du manteau neigeux par restitution de chaleur
du sol kg m-2jour-1
Fpw Terme de changement de phase en profondeur kg m-2s-1
Fsi Absorption ou libération de chaleur latente dues aux changements d’état dans la ième
couche de neige Wm-2
Fsw Terme de changement de phase en surface kg m-2s-1
Gsi Flux de chaleur dans la ième couche de neige Wm-2
H Flux turbulent de chaleur sensible Wm-2
I Infiltration d’eau dans le sol kg m-2s-1
Jsi Terme radiatif pour le flux de chaleur dans la ième couche de neige Wm-2
K Constante de Von-Karman
k Facteur de fonte à la base du manteau neigeux par restitution de chaleur du sol kg
m-2K-1jour-1
K2,K3 Termes de drainage gravitationnel
L ↓ Rayonnement infrarouge incident Wm-2
L ↑ Rayonnement infrarouge émis par la surface Wm-2
Lf Chaleur latente de fusion de la glace J kg-1
Lv Chaleur latente de vaporisation de l’eau J kg-1
Lw Chaleur latente de fusion de la glace Jkg-1
LE Flux turbulent de chaleur latente Wm-2
Nm Nombre de mailles ECOCLIMAP couvrant une RHHU
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Nz Nombre de zones d’analyse SAFRAN couvrant une RHHU
Nlog(Q) Score de Nash sur les logarithmes des débits quotidiens
pj Paramètre ISBA de sol ou de végétation de la maille ECOCLIMAP j
Pl Précipitations liquides kg.m-2s-1
Pn Précipitations solides kg.m-2s-1
pn Fraction totale de surface enneigée
pelm Paramètre ISBA de sol ou de végétation sur une RHHU de simulation
pnsol Fraction de sol nu recouvert de neige
pnveg Fraction de végétation recouverte de neige
PSL Pression réduite au niveau de la mer Pa
Q Débit d’étiage m3s-1
Q0 Débit initial à l’instant t = t0 m3s-1
Qi Débit au pas de temps i m3s-1
Q∗i Débit lissé sur 3 pas de temps autour de i m
3s-1
Qp Flux de chaleur apporté par les précipitations Wm-2
q700 Humidité spécifique à 700 hPa kg.kg-1
Qsi Terme de diffusion pour le flux de chaleur dans la ième couche de neige Wm-2
r2Q Coefficient de corrélation entre une série de débits quotidiens observés et simulés
Rr Excédent d’eau s’écoulant de la végétation kg m-2s-1
Rs Ruissellement de surface kg m-2s-1
r2log(Q) Coefficient de corrélation sur les logarithmes des débits quotidiens
Rli Flux vertical d’eau liquide de la ième couche de neige kg.m-2s-1
RlN Ecoulement sous le manteau neigeux kg.m-2s-1
Rsminj Résistance stomatique minimale de la maille ECOCLIMAP j m
Rsminelm Résistance stomatique minimale sur une RHHU m
RH700 Humidité relative à 700 hPa %
S Rayonnement solaire absorbé Wm-2
S ↓ Rayonnement solaire incident Wm-2
S ↑ Rayonnement solaire réfléchi Wm-2
Ss Stock d’eau du réservoir souterrain m
Str Rayonnement solaire transmis vers les couches inférieures Wm-2
T0 Température de déclenchement de la fonte du modèle degré-jour K
t0 Temps initial s
Ta Température de l’air K
Tf Température de fusion de la glace K
Tp Température du sol profond K
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Ts Température de surface du sol K
T2m Température à 2 mètres moyennée sur le domaine spatial de DSCLIM K
T700i−1 Température de l’air du jour précédent à 700 hPa K
T700 Température de l’air à 700 hPa K
Text Température extérieure de rappel pour le sol profond K
Tprof Indice de chaleur du sol profond K
Tsi−1 Température locale à 2 mètres du jour précédent K
Tsi Température de la ième couche de neige K
u700 Vent géostrophique zonal à 700 hPa m.s-1
Va Vitesse du vent m s-1
v700 Vent géostrophique méridien à 700 hPa m.s-1
Vobsi Volume d’eau écoulé sur le pas de temps i (observé) m
3
Vsimi Volume d’eau écoulé sur le pas de temps i (simulé) m
3
wi Contenu en eau de la ième couche de sol m3 m-3
Wp Bilan en eau liquide de la couche de surface de la neige kg.m-2s-1
Wr Eau interceptée par la végétation kg m-2
Ws Equivalent en eau total du manteau neigeux kg.m-2
wdrain Paramètre de drainage sous-maille m3 m-3
Wd Drainage minimal m3 m-3
wfc Contenu en eau à capacité aux champs m3 m-3
wgeq Contenu en eau de la surface à l’équilibre entre gravité et capillarité m3 m-3
wIi Contenu en glace de la i
ème couche de sol m3 m-3
Wlimax Teneur en eau liquide maximale de la ième couche de neige kg.m-2
Wli Contenu en eau liquide de la ième couche de neige kg.m-2
wmin Seuil minimal de contenu en eau du sol m3 m-3
wsat Porosité à saturation m3 m-3
Wscr Constante dans le calcul de pnsol 10 kg m
-2
z Altitude m
z0 Longueur de rugosité pour la quantité de mouvement m
za Hauteur de mesure de la température de l’air m
zu Hauteur de mesure de la vitesse du vent m
z0j Longueur de rugosité du sol nu ou de la végétation de la maille ECOCLIMAP j m
z0elm Longueur de rugosité du sol nu ou de la végétation sur une RHHU m
z0h Longueur de rugosité pour la chaleur m






Modélisation des flux turbulents
Les flux turbulents à la surface sont simulés dans ISBA à partir des équations proposées par
Noilhan et Mahfouf (1996).
A.1 Flux de chaleur sensible
Le flux de chaleur sensible est défini par :
H = ρaCpCHVa(Ts − Ta) (A.1)
ρa est la masse volumique de l’air (kg m-3). Cp est la capacité thermique massique de l’air
(J kg-1K-1). Va est la vitesse du vent (m/s). Ts et Ta sont les températures de la surface (du sol
ou de la neige selon le cas) et de l’atmosphère (K).
.
Le coefficient d’échange de la chaleur s’exprime par :





































) si Ri > 0
(A.4)
K est la constante de Von Karman, zu et za respectivement les hauteurs de mesure de la
vitesse du vent et de la température de l’air (m) , z0 la longueur de rugosité pour la quantité de
mouvement (m), z0h la longueur de rugosité pour la chaleur (m).
La longueur de rugosité z0 désigne ici la longueur de rugosité efficace de la maille ou de
l’élément de simulation. Elle intègre donc l’hétérogénéité de la rugosité des différentes surfaces
(sol nu, végétation, couverture neigeuse). Pour les flux turbulents sur la neige, cela permet de
représenter implicitement l’effet de la rugosité de la végétation haute (couvert forestier) sur la
surface de la neige. Le rapport z0
z0h
est généralement pris égal à 10.



















C∗h = 3.2165 + 4.3431μ+ 0.5360μ
2 − 0.0781μ3 (A.6)
ph = 0.5802− 0.1571μ+ 0.0327μ2 − 0.0026μ3 (A.7)
A.2 Flux de chaleur latente
Nous avons vu en section 5.2.2 que le flux de chaleur latente LE pour le sol déneigé se
décompose en :
LE = Lv(Er + Etr + Egl) + (Lv + Lf )Egf (A.8)
A.2.1 Evaporation sur sol nu
Le flux d’évaporation sur le sol nu s’exprime par :
Egl = (1− veg)ρaCHVa(huqsat(TS)− qa) (A.9)
qsat(TS) est l’humidité spécifique à saturation pour la température de la surface TS , qa est
l’humidité spécifique de l’atmosphère au niveau za. L’humidité relative à la surface du sol hu est












si w1 < wfc
1 si w1 ≥ wfc ou si qsat(TS) < qa(flux de rosée)
(A.10)
A.2.2 Evaporation sur végétation
Le flux d’évaporation sur la végétation s’exprime par :
Ev = vegρaCHVahv(qsat(TS)− qa) (A.11)
Le coefficient de Halstead hv permet de prendre en compte l’évaporation directe Er depuis la








hv = (1− δ) Rst
Ra +Rsc
+ δ (A.13)













Rsmin est la résistance stomatique minimale (paramètre ECOCLIMAP).










Slim est une valeur limite de rayonnement global dépendant des espèces.




1 si w2 > wfc
w2−wwilt
wfc−wwilt si wwilt ≤ w2 ≤ wfc
0 si w2 < wwilt
(A.18)
wfc est le contenu en eau à capacité aux champs et wwilt est le contenu en eau au point de
flétrissement. Ces variables sont déduites de la texture du sol (Noilhan et Mahfouf, 1996).
F3 représente l’effet du déficit de vapeur d’eau dans l’atmosphère :
F3 = 1− γ [ew(Ta)− ea] (A.19)
où ea et ew(Ta) sont respectivement la tension de vapeur de l’air et la tension de vapeur
saturante à la température Ta. γ est un paramètre empirique.
Enfin F4 représente la dépendance à la température de la résistance stomatique :
F4 = 1− 0.0016(298− Ta)2 (A.20)
A.2.3 Sublimation sur sol gelé




(1− veg)ρaCHVa(huqsat(TS)− qa) (A.21)
A.2.4 Sublimation sur la neige








D’après Boone et Etchevers (2001), le flux d’évaporation et de sublimation à la surface de
la neige s’exprime par :




Compléments sur la modélisation des
réservoirs souterrains
B.1 Base théorique
En l’absence prolongée de précipitations ou d’apports liés à la fonte (neige, glace), les débits
en rivière sont liés uniquement à la vidange des réserves souterraines. Ils suivent une décroissance
qui peut souvent être représentée par une loi de tarissement simple, hyperbolique ou exponentielle
(Hingray et al., 2009).
Sous certaines hypothèses, la loi hyperbolique simple :
Q(t) =
Q0
(1 + α (t− t0))2
(B.1)
correspond à la décroissance des débits d’une nappe libre limitée par un substratum imper-
méable peu profond. Q représente le débit d’étiage à l’instant t, Q0 le débit initial au temps t0,
α est un coefficient de tarissement.
Plus précisément, elle correspond dans ce contexte à la solution exacte à long terme de
l’équation de Boussinesq sous les hypothèses de Dupuit (Szilagyi et Parlange, 1999). La solution
court terme (au début de la vidange) est en 1/
√
t ; la solution long terme (après une certaine
durée de vidange, lorsque la nappe s’est abaissée sur tout le domaine) est hyperbolique.
La loi exponentielle simple :
Q(t) = Q0 exp (−α (t− t0)) (B.2)
correspond à la décroissance des débits d’une nappe libre sur un substrat imperméable situé
très profondément en dessous du lit de la rivière.
Il est facile de montrer que l’équation du tarissement exponentiel correspond à la vidange
d’un réservoir linéaire, dont le stock en eau souterraine Ss est relié au débit dans le cours d’eau
Q par l’équation suivante :
Q = αSs (B.3)
De même, l’équation du tarissement hyperbolique correspond à la vidange d’un réservoir
pour lequel le débit sortant est proportionnel au carré du volume stocké :
Q = αS2s (B.4)
Coutagne (1948) a proposé une expression plus générale du tarissement en suggérant que
celui-ci était le résultat de la vidange d’un réservoir non linéaire ayant pour loi de vidange :
Q = αSbs (B.5)
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où b est un paramètre renseignant sur le degré de non-linéarité de la vidange. La combi-
naison de l’équation B.5 à l’équation de continuité du réservoir donne l’équation régissant le





Cette expression est en fait valide pour différentes autres solutions des équations de Boussi-





b et en résolvant l’équation par séparation
de variables, on obtient l’expression du tarissement résultant de cette représentation, lorsque
b = 1 :
Q(t) = Q0
(







B.2 Résultats de la calibration
268 Annexe B.2
Tab. B.1 – Analyse de sensibilité des débits d’étiage au paramètre b, et valeur de α obtenue
avec la méthode présentée. Les valeurs de α et b correspondent à Q en m/s et Ss en m. Les
scores portent uniquement sur les séries décroissantes sélectionnées selon les critères présentés
en section 6.3.5. NQ : score de Nash sur les débits quotidiens, r2Q : coefficient de détermination
sur débits quotidiens, Nlog(Q) : score de Nash sur les logarithmes des débits quotidiens, r2log(Q) :
coefficient de détermination sur les logarithmes des débits quotidiens.
b 1 1.5 2 2.5 3
α
Espinasses 4.71 10-7 1.21 10-6 2.67 10-6 5.21 10-6 9.22 10-6
Embrun 4.19 10-7 9.65 10-7 1.90 10-6 3.31 10-6 5.24 10-6
Le Lauzet 4.64 10-7 1.29 10-6 3.11 10-6 6.65 10-6 1.29 10-5
L’Argentière 4.59 10-7 1.05 10-6 2.05 10-6 3.54 10-6 5.56 10-6
Barcelonnette 5.35 10-7 1.62 10-6 4.28 10-6 1.01 10-5 2.15 10-5
Briançon 5.38 10-7 1.21 10-6 2.33 10-6 3.95 10-6 6.09 10-6
Val-des-Prés 4.19 10-7 9.88 10-7 2.01 10-6 3.63 10-6 5.94 10-6
Le Monêtier 3.36 10-7 5.46 10-7 7.57 10-7 9.35 10-7 1.04 10-6
NQ
Espinasses 0.959 0.971 0.974 0.974 0.974
Embrun 0.965 0.976 0.978 0.978 0.977
Le Lauzet 0.970 0.983 0.983 0.981 0.978
L’Argentière 0.886 0.898 0.899 0.897 0.896
Barcelonnette 0.942 0.936 0.921 0.907 0.897
Briançon 0.928 0.915 0.904 0.896 0.891
Val-des-Prés 0.996 0.997 0.996 0.996 0.995
Le Monêtier 0.993 0.995 0.995 0.995 0.995
r2Q
Espinasses 0.973 0.978 0.979 0.979 0.979
Embrun 0.972 0.980 0.981 0.981 0.981
Le Lauzet 0.977 0.984 0.984 0.983 0.982
L’Argentière 0.930 0.929 0.927 0.925 0.923
Barcelonnette 0.955 0.949 0.939 0.931 0.924
Briançon 0.952 0.938 0.929 0.923 0.918
Val-des-Prés 0.974 0.973 0.969 0.965 0.962
Le Monêtier 0.955 0.959 0.960 0.959 0.959
Nlog(Q)
Espinasses 0.887 0.945 0.959 0.964 0.967
Embrun 0.930 0.957 0.964 0.966 0.967
Le Lauzet 0.923 0.970 0.978 0.979 0.979
L’Argentière 0.722 0.803 0.822 0.830 0.833
Barcelonnette 0.806 0.903 0.916 0.918 0.918
Briançon 0.856 0.888 0.893 0.893 0.892
Val-des-Prés 0.986 0.993 0.994 0.994 0.995
Le Monêtier 0.988 0.993 0.994 0.994 0.995
r2log(Q)
Espinasses 0.954 0.970 0.975 0.976 0.977
Embrun 0.955 0.967 0.970 0.972 0.972
Le Lauzet 0.962 0.979 0.982 0.982 0.982
L’Argentière 0.867 0.881 0.883 0.883 0.883
Barcelonnette 0.900 0.932 0.936 0.936 0.935
Briançon 0.925 0.930 0.928 0.926 0.924
Val-des-Prés 0.938 0.956 0.959 0.960 0.960




Module conceptuel pour la fonte à la
base du manteau neigeux
C.1 Limites actuelles du schéma ISBA pour simuler la fonte à
la base
Pendant toute la période hivernale, l’écoulement à la base du manteau neigeux simulé par
ISBA (RlN ) est nul. Or, nous avons mentionné dans l’article du chapitre 6 qu’une fonte faible
mais régulière à la base du manteau est bel et bien observée en montagne moyenne, y compris
en l’absence de conditions propices à la fonte en surface. L’origine de cette fonte est vraisem-
blablement liée au stock de chaleur emmagasiné dans le sol profond pendant la période estivale,
qui est restitué lentement vers l’interface sol-neige au cours de l’hiver, et représente un apport
énergétique suffisant pour y entretenir une fonte continue, au moins en moyenne montagne.
On pourrait attendre d’un modèle à bases physiques comme ISBA qu’il représente fidèlement
ce processus, puisqu’un flux énergétique sol-neige est simulé. Avec la version ISBA-DF1, ce
flux permet effectivement de simuler l’impact de la chaleur du sol sur les manteaux neigeux
éphémères comme à la surface des routes (Bouilloud et Martin, 2006) ou sur les moraines des
glaciers tropicaux (Lejeune et al., 2007; Wagnon et al., 2009). En revanche, avec la version
ISBA-3L utilisée pour l’hydrologie, le flux simulé ne permet pas de reproduire une restitution
saisonnière de la chaleur sur les manteaux neigeux alpins. La cause est imputable directe-
ment à la construction du modèle. Nous invitons le lecteur à s’en remémorer les principes, en
section 5.2.2 page 63. La fonte à la base du manteau neigeux n’est pas simulée pour trois raisons :
1. La constante de temps τ dans les équations 5.13 et 5.14 est de 1 jour. La température dite
du sol « profond » Tp a donc une inertie thermique tout à fait insuffisante pour reproduire
le stock saisonnier de la chaleur à des profondeurs plus importantes.
2. ISBA simule un seul bilan d’énergie pour le sol quelle que soit la surface qui le recouvre.
Or dans le modèle, à l’échelle d’une RHHU, la fraction de surface recouverte par le
manteau neigeux n’est jamais égale à 1. Elle reste même relativement faible en moyenne
montagne où la hauteur de végétation est souvent importante (cf. équation 5.11 page 63)
en raison du couvert forestier. Dans la description du modèle, une fraction non négligeable
de la surface est donc en contact avec une atmosphère froide. La chaleur stockée dans
le sol peut par conséquent s’évacuer de façon rapide par la fraction déneigée. Or dans la
réalité, le sol est thermiquement isolé de l’atmosphère sous un manteau neigeux épais, ce
qui empêche son refroidissement, et garantit un stock de chaleur toute la saison.
3. La discrétisation du manteau neigeux du schéma ISBA-ES vise logiquement une des-
cription fine des couches supérieures du manteau, où a lieu la majorité des échanges
énergétiques (cf. section 5.2.1 page 61). La couche de neige la plus basse est la plus
épaisse puisque les deux premières couches sont respectivement seuillées à 5 et 50 cm. Par
conséquent, même si le flux de chaleur à l’interface sol-neige était correctement simulé —
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ce qui implique la résolution des deux problèmes précédents — celui-ci serait peut-être
insuffisant pour provoquer une fonte sur une couche de neige aussi épaisse, avec une
grande inertie.
Le traitement de ces trois problèmes est indispensable pour espérer faire une simulation à
bases physiques de la fonte à la base du manteau neigeux par restitution de la chaleur du sol.
Le point 3 pourrait être résolu relativement facilement, puisqu’il suffit d’ajouter une couche
d’épaisseur bornée à la base du manteau neigeux, le modèle pouvant alors fonctionner sur le
même principe. Le point 1 pourrait être résolu par l’utilisation de la version multi-couches
ISBA-DF (Boone et al., 2000) permettant une description d’un grand nombre de couches de sol
— les plus basses pouvant donc avoir une grande inertie thermique — et simulant explicitement
la diffusion de la chaleur dans le sol en fonction du profil de conductivité thermique. Toutefois,
le modèle ISBA-DF présente encore des difficultés pour la simulation de l’écoulement de l’eau
dans le sol (Martin, 2009), il est pour l’instant peu utilisé dans un contexte hydrologique. Enfin,
le point 2 est très délicat à corriger puisqu’il s’agit du traitement de deux bilans d’énergie
distincts sur des unités dont les surfaces évolueraient à chaque pas de temps (cf. équations
5.10, 5.11 et 5.9 de l’évolution temporelle de la fraction de surface enneigée). La complexité du
problème sort largement du cadre de nos objectifs de thèse. Par conséquent, il n’est à ce stade pas
envisageable de réaliser, à l’aide d’ISBA ou d’une adaptation simple d’ISBA, une modélisation à
bases physiques de la fonte à la base du manteau neigeux par restitution de chaleur du sol. Pour
néanmoins évaluer l’intérêt potentiel de la prise en compte de ce processus pour la reproduction
des débits hivernaux, nous avons proposé une modélisation conceptuelle de type Force-Restore
permettant une représentation grossière des flux de chaleur par conduction entre les couches
profondes du sol et l’interface sol-neige.
C.2 Concepts de modélisation
Par analogie aux équations 5.13 et 5.14 de ISBA page 63, on peut considérer que la tempé-
rature du sol profond évolue en fonction d’une force de rappel vers une sollicitation extérieure.








où τprof est une constante de temps qui augmente avec la profondeur considérée, et Text
la température de la sollicitation extérieure (la température de l’air si le sol est déneigé, ou la
température des couches inférieures du manteau neigeux sinon).
Il s’agit bien sûr d’une équation conceptuelle puisqu’en toute rigueur on pourrait reprendre
la formulation d’ISBA basée sur un bilan d’énergie.
Par ailleurs on peut considérer en bonne approximation que la température à la base du
manteau neigeux est toujours voisine de 0˚C :
Text =
{
Ta si sol déneigé
273.15K sinon
(C.2)
Le calcul de Tprof revient donc à un indice de la chaleur stockée dans le sol qui évolue à
chaque pas de temps par :
Tprof (t+ Δt) = βprofTprof (t) + (1− βprof )Text(t) (C.3)
avec βprof = exp( −Δtτprof ).
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On peut alors considérer que, comme pour un modèle degré-jour (section 4.2.1.1), la fonte à
la base du manteau neigeux Fbase est proportionnelle à cet indice de chaleur stockée dans le sol :
Fbase = k(Tprof − T0) (C.4)
avec T0 = 273.15K. Deux paramètres de calage interviennent dans ce modèle conceptuel : k et
τprof .
La fonte à la base introduite Fbase constitue donc une masse de neige prélevée au manteau
neigeux qui ne sera plus disponible pour une fonte ultérieure. Nous choisissons de prélever cette
quantité de neige dans la troisième couche à température constante. En effet, on cherche
à minimiser la perturbation de l’équilibre énergétique de l’ensemble de la couche, dont seule
une infime partie à sa base est concernée par cette fonte. La quantité de chaleur rapportée à la
masse pour la couche restante est donc inchangée. La chaleur ayant servi à faire fondre la partie
inférieure de la couche est supposée avoir été abusivement évacuée au préalable par le modèle
sous forme de flux de chaleur sensible dans la partie déneigée. Le bilan énergétique du sol n’est
donc pas modifié.
Par ailleurs, étant donné que le bilan énergétique du sol d’ISBA est mal représenté en hiver
sous le manteau neigeux, il nous apparaît préférable de ne pas injecter l’eau prélevée dans
le sol d’ISBA puisque cette quantité pourrait être regelée par ce sol anormalement froid, voire
évaporée dans la partie déneigée. La quantité Fbase est donc directement injectée dans le réservoir
souterrain conceptuel. Ce court-circuit du sol d’ISBA peut conduire à un temps de transfert trop
rapide, mais considérant que le paramètre Fbase est relativement continu tout au long de la saison
et que le temps de résidence de l’eau dans les trois couches d’ISBA n’est généralement que de
quelques jours, cette approximation nous apparaît très raisonnable compte tenu des incertitudes
sur la formulation conceptuelle de ce module.
Remarquons que par rapport à une paramétrisation très sommaire de cette fonte qui aurait
pu être l’emploi d’un terme constant, l’emploi d’un indice de chaleur présente les avantages
suivants :
– Il permet de simuler une fonte diminuant au cours de la saison avec épuisement progressif
du stock de chaleur dans le sol.
– Il permet de reproduire une fonte par la base plus faible aux altitudes plus élevées (ennei-
gement persistant, températures fraîches même en été) qu’à basse et moyenne altitude.
– Il permet de traduire la variabilité interannuelle des conditions météorologiques estivales
et automnales en une variabilité de la quantité de chaleur disponible pour la fonte en hiver.
C.3 Calibration
Les paramètres k et τprof ont fait l’objet d’une méthode de calibration semblable à celle
utilisée en section 6.3.6 page 91 pour les paramètres κ et τlin du module souterrain. Un grand
nombre de simulations à moindre coût est ainsi réalisé en forçant l’enneigement, le ruissellement
et le drainage simulés par ISBA-Durance, et en introduisant le module de fonte par la base et
celui du réservoir souterrain pour calculer les débits. Les paramètres obtenus ne sont pas néces-
sairement optimaux puisque cette démarche simplifiée de calibration n’inclut pas la rétroaction
de la fonte par la base sur le stock nival et par suite sur les écoulements printaniers. Par consé-
quent, la calibration ne peut être réalisée que sur des critères liés aux débits hivernaux, et en
aucun cas sur l’onde de fonte. Les paramètres ainsi estimés sont toutefois apparus adaptés dans
le contexte complet de modélisation.
Les résultats obtenus sont cohérents entre les stations les plus en aval (Serre-Ponçon, Embrun,
Le Lauzet-Ubaye, L’Argentière). La figure C.1 illustre bien la gamme de jeux de valeurs (k, τprof )
qui optimisent la simulation. Les scores de Nash restent faibles plus en amont et l’étiage hivernal




Fig. C.1 – Scores hivernaux (décembre à février) des simulations ISBA-DURANCE 1980-2006,
pour différentes calibrations du module de fonte par la base. βprof = exp( −Δtτprof ) correspond à un
pas de temps Δt = 1h, k est exprimé en kg m-2K-1jour-1
Parmi cette gamme de valeurs possibles, nous choisissons d’éliminer les valeurs trop excessives
de τprof qui reviendraient à simuler un indice de chaleur quasiment constant sur l’année. Une
valeur de βprof de 0.9997 pour Δt = 1h, correspondant à une constante de temps τprof de 139
jours, nous paraît raisonnable pour représenter le stock de chaleur saisonnier aux différentes
altitudes (figure C.2).
La valeur de k optimale aux différentes stations pour cette constante de temps est fixée à
0.12 kg m-2K-1jour-1.
C.4 Contribution
La figure C.3 représente les écoulements moyens simulés à la base du manteau neigeux grâce
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Fig. C.3 – Ecoulement moyen (1980-2006) simulé sur le bassin par le module de fonte à la base
(mm/jour), en fonction de l’altitude et de la saison.
de saison quand les sols sont plus chauds, et elle est surtout sensible en moyenne montagne.
A haute altitude, les sols sont sensiblement plus froids. A basse altitude, cette contribution est
plus irrégulière puisque l’enneigement est intermittent. L’ordre de grandeur de la fonte simulée
en moyenne montagne semble plausible, en regard des mesures du Col de Porte ou des quelques




Le déploiement sur grille de
ISBA-Durance
Pour un même forçage de grande échelle, il s’est avéré nécessaire de générer un ensemble de
100 simulations hydrologiques par la chaîne MDES/ISBA-Durance. Cette annexe a pour but de
donner quelques informations sur les solutions techniques utilisées face au fort coût numérique
de cette approche, en particulier à propos du déploiement sur grille.
D.1 Les avantages et les contraintes du calcul sur grille
Le principe de la grille CIMENT1 est une mutualisation des ressources numériques greno-
bloises destinées au calcul scientifique. Elles se composent de différents clusters de calcul ayant
été financés par des laboratoires ou groupes de laboratoires bien distincts. Les différents clusters
ont des architectures différentes, la machine dédiée aux laboratoires d’environnement (dont le
LTHE) en 2011 regroupe par exemple 16 noeuds de calcul comprenant chacun 2 processeurs, et 4
cœurs par processeur. Les temps de calcul disponibles sur les différents clusters sont prioritaire-
ment réservés aux chercheurs membres des organismes financeurs. Toutefois, les différents clus-
ters sont en pratique rarement tous saturés simultanément, ce qui conduit à une sous-utilisation
des ressources. L’idée de la grille CIMENT consiste à mettre à disposition l’ensemble des res-
sources à l’ensemble de la communauté scientifique grenobloise pour des jobs non prioritaires.
Pour les gestionnaires des ressources, cela permet une optimisation de leur utilisation. Pour le
chercheur, cela donne l’opportunité d’accéder à une architecture massivement parallèle avec un
nombre de processeurs considérable, ce qui ouvre des possibilités nouvelles pour la résolution de
certains problèmes. Concrètement, l’utilisateur découpe son travail en un grand nombre de jobs,
qui sont distribués sur n’importe quelle machine de la grille en fonction des disponibilités par le
gestionnaire CIGRI. Ces jobs doivent toutefois respecter un certain nombre de contraintes :
– Les jobs ne peuvent pas communiquer entre eux. C’est la principale différence avec une
parallélisation à mémoire distribuée classique par MPI.
– Les jobs sont totalement non prioritaires (mode best-effort). Si un autre utilisateur de-
mande des ressources pour des calculs classiques (i.e. sans passer par CIGRI), certains
jobs seront immédiatement interrompus par CIGRI pour libérer les ressources nécessaires.
Il n’y aucune sauvegarde de l’état du job permettant de le reprendre au point d’interruption
(sauf en cas de codage explicite par l’utilisateur). Par défaut, tous les jobs interrompus sont
relancés depuis le début par CIGRI dès lors que des ressources sont à nouveau disponibles.
– Les principaux corollaires du statut best-effort sont que les jobs doivent dans la mesure
du possible utiliser individuellement un faible nombre de ressources, et avoir un temps
d’exécution relativement court (typiquement sans excéder 30 minutes). En effet, plus le
nombre de ressources propres à un job est faible, et plus le temps d’exécution est court,
plus il est probable que le job arrive à son terme sans être interrompu.
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D.2 Les contraintes propres à ISBA-Durance et les solutions
retenues
La contrainte de non-communication entre jobs n’est pas un problème pour distribuer un
ensemble de nos scénarios hydrologiques sur la grille puisque ceux-ci sont complètement indépen-
dants les uns des autres. Le code d’ISBA-Durance n’étant pas parallélisé au sens strict (OpenMP
ou MPI), le nombre de ressources nécessaire à un job devrait a priori être minimal. Le mode de
forçage consiste en une lecture à chaque pas de temps des différents fichiers de forçage. Compte
tenu du nombre relativement faible d’éléments de discrétisation (639 RHHU × [3 couches de sol
+ 3 couches de neige] ), le volume de données stocké dans la RAM est donc faible. Il n’y a donc
pas là non plus d’exigence particulière en termes de ressources. En revanche, l’expérience montre
que dans ISBA-Durance, les accès mémoire sont le principal élément limitant, interdisant une
utilisation multi-cœurs. Les différents cœurs d’un processeur se partagent le même bus mémoire,
qui semble saturé par une seule simulation. Chaque job doit donc être exécuté sur un processeur
complet. Ensuite, malgré la réduction du pas de temps d’ISBA (section 10.4) et les optimisations
effectuées par le compilateur Intel, l’exécution de très longues périodes de simulation reste trop
longue par rapport à la contrainte de temps liée au mode best-effort décrite ci-dessus. Le décou-
page des simulations en différentes sous-périodes serait problématique si l’on souhaitait assurer
une continuité (c’est-à-dire initialiser les variables de la période n par l’état des variables à la
fin de la période n − 1). En effet, cela induirait une dépendance entre les jobs qui empêcherait
leur distribution massive et simultanée sur la grille. La modélisation hydrologique de ce bassin
a toutefois une particularité intéressante : les temps de mémoire du bassin sont relativement
faibles et on peut considérer en très bonne approximation qu’au bout d’un an de simulation, les
débits simulés sont indépendants des conditions initiales. Par conséquent, on peut envisager de
découper les simulations en différentes sous-périodes, avec à chaque intersection de périodes la
resimulation de la dernière année de la période n−1 pour le démarrage de la période n. Comme
cela revient à simuler certaines années en double, il faut trouver le meilleur compromis pour
réduire suffisamment la durée de chaque job sans trop augmenter le nombre d’années simulées.
Nous avons ainsi choisi un découpage en périodes de 20 ans. Le temps moyen d’exécution est
alors d’environ 25 minutes par job (variable toutefois selon les machines), ce qui permet d’obtenir
des taux de resoumission des jobs généralement assez faibles.
D.3 La gestion des entrées-sorties et de l’espace disque
Pour faciliter l’accès, l’écriture et le post-traitement des entrées-sorties, nous les avons mo-
difiées pour utiliser uniquement des fichiers Netcdf. Classiquement, ISBA est forcé à chaque
pas de temps par la lecture du fichier de forçage correspondant au jour et à l’heure donnée.
On aurait donc pu concevoir d’utiliser les MDES pour générer des fichiers de forçage horaire
pour chaque scénario, et d’utiliser ces fichiers en entrée d’ISBA-Durance. Cependant, le volume
correspondant aux 7 variables SAFRAN sur les 639 RHHUs est d’environ 4 Go par scénario et
par période de 25 ans. Cela représenterait alors environ 4 To pour 1 ensemble de 100 scénarios
sur 240 ans, ou encore près de 300 To pour l’ensemble des GCM et des MDES que nous avons
traités. Clairement, la génération de tels volumes de données n’est pas envisageable. DSCLIM
et ANALOG reposent sur un rééchantillonnage d’analogues avec perturbation des températures
et ajustements correspondants. Pour D2GEN, le problème peut également être ramené à un ré-
échantillonnage d’analogues avec perturbation des précipitations et de la température : il suffit
de transformer les espérances simulées par les GLM et le générateur stochastique en perturba-
tions si l’on connaît les valeurs associées aux jours analogues. Le système de couplage retenu
entre les MDES et ISBA-Durance est donc un fichier de dates analogues et de perturbations
ΔT (et ΔP pour D2GEN). Au sein du modèle hydrologique, on va ainsi lire les variables SA-
FRAN correspondant aux jours analogues. Tous les scénarios utilisent ainsi les mêmes fichiers
de forçage, ce qui réduit considérablement l’espace disque nécessaire (4 Go).
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Tab. D.1 – Variables de sorties sauvegardées dans les projections hydrologiques, pour chaque












Evaporation sur sol nu
Evaporation sur sol enneigé
Sublimation sur sol enneigé
Sublimation sur sol nu
Stock du réservoir R1
Vidange du réservoir R1
Stock du réservoir R2
Vidange du réservoir R2
Fonte à la base du manteau
Equivalent en eau du manteau 639 RHHU
Par ailleurs, le grand nombre d’expériences réalisées est naturellement très contraignant
relativement aux volumes de sortie. Pour étudier dans le détail les processus impliqués dans
les changements futurs, on pourrait être tenté de sauvegarder un grand nombre de variables
sur toutes les RHHUs. L’espace disque à notre disposition nous impose toutefois de faire des
choix. Nous avons préféré privilégier le nombre de simulations au nombre de variables de sorties
pour couvrir de façon plus exhaustive l’incertitude. Par conséquent, les variables sauvegardées
dans nos projections hydrologiques futures sont limitées à celles présentées dans le tableau D.1.
Cela représente un volume d’environ 2 To. Notons par ailleurs que la solution du calcul sur
grille ne permet pas d’augmenter le nombre de variables de sortie en retenant des variables
synthétiques relativement à la distribution des 100 scénarios, puisque chaque scénario est simulé
indépendamment des 99 autres.
D.4 Performance
Les temps globaux obtenus pour chaque génération de 100 scénarios sur une période
complète de 240 ans (= 1200 jobs avec le découpage proposé) sont tout à fait efficaces. Pour
donner un ordre d’idée, une telle campagne peut durer une douzaine d’heures sur la base d’une
moyenne de 50 processeurs disponibles. Lorsque la charge de la grille est la plus faible, les
meilleurs temps d’exécution que nous avons pu obtenir sont de l’ordre de 5 à 6 heures, soit un
rapport 100 par rapport à une exécution séquentielle avec le même pas de temps et les mêmes
options d’optimisation.
Le principal défaut que l’on pourrait identifier est la saturation d’un processeur par chaque
job en raison des accès mémoire, sans profiter des performances de calcul offertes par l’architec-
ture multi-cœurs. Au sein du modèle hydrologique, il serait sans doute possible d’introduire une
parallélisation à mémoire partagée (OpenMP) pour l’appel d’ISBA étant donné que les simula-
tions du sol et du manteau neigeux sont unidimensionnelles (les RHHUs sont indépendantes les
unes des autres). Une synchronisation serait nécessaire seulement pour le calcul des débits. L’ar-
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chitecture actuelle du code ne permet toutefois pas de procéder à cette adaptation rapidement,
elle n’a donc pas été implémentée pour le moment. C’est néanmoins la perspective principale
d’amélioration des temps de calcul.
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Annexe E
La sélection des jours analogues dans
DSCLIM
Le modèle DSCLIM représente la variabilité météorologique par une approche en types de
temps, et prend en compte la variabilité intra-types par l’identification d’un certain nombre
de jours analogues au sein du type de temps, sur la base d’indices de précipitations et d’un
second prédicteur de grande échelle. La méthode de sélection des jours analogues utilisés pour la
génération de scénarios est un rééchantillonnage aléatoire parmi les 10 plus proches analogues.
Cette annexe documente quelques tests de sensibilité effectués sur la méthode de sélection des
jours.
E.1 Nombre de jours analogues
La génération multi-scénarios par rééchantillonnage de chaque jour parmi les k plus proches
analogues est motivée par plusieurs éléments. Tout d’abord, le scénario correspondant pour
chaque jour au plus proche analogue n’est pas nécessairement le plus explicatif de la variabilité
météorologique observée (e.g. figure 10.2 page 122). En outre, l’utilisation d’un seul analogue ren-
drait les différents résultats obtenus (variance expliquée, tendances, changements) plus sensibles
à l’archive utilisée, ce qui n’est a priori pas souhaitable. Enfin, le rééchantillonnage stochastique
permet d’empêcher le même jour analogue d’être sélectionné plusieurs jours d’affilée, ce qui
générerait une chronique peu réaliste, y compris en regard des autres variables météorologiques.
Pour estimer la sensibilité de DSCLIM au nombre de jours analogues utilisé pour le rééchan-
tillonnage, nous avons généré des scénarios de précipitations saisonnières en utilisant entre 1
et 20 analogues. Les figures E.1 et E.2 synthétisent respectivement les résultats obtenus pour
les configurations DSCLIM-10 et DSCLIM-21. Comme pour les différentes analyses du chapitre
11, on s’aperçoit qu’il est à nouveau difficile de choisir une calibration optimale valable pour
les différentes saisons et configurations. Généralement, le ratio d’écart-type entre précipitations
reconstruites et observées diminue avec le nombre d’analogues. En revanche, le pouvoir explicatif
de DSCLIM (corrélation, score de Nash) sur la variabilité interannuelle des précipitations saison-
nières progresse lorsqu’on considère plusieurs analogues (bien qu’il y ait quelques exceptions).
Il tend à se stabiliser au-delà de 5 à 10 analogues selon le critère, la saison, et la configuration.
Choisir 10 analogues nous a semblé un bon compromis, tout en restant dans l’ordre de grandeur
des autres applications de DSCLIM (15 pour Boé (2007), 11 pour Pagé et al. (2011)). L’utilisa-
tion d’un nombre un peu plus réduit aurait toutefois été envisageable, notamment pour essayer
de corriger la sous-estimation de la variance par DSCLIM à cette échelle temporelle.
Une approche intéressante pourrait également consister à choisir parmi N analogues
en donnant une probabilité de choix de chacun inversement proportionnelle à son rang
(Buishand et Brandsma, 2001; Mezghani et Hingray, 2009). Cette méthode a également été
testée et comparée au rééchantillonnage sans pondération (tableau E.1). Les différents scores
(corrélation, ratio d’écart-type, et score de Nash) évoluent très peu. La variance des précipita-
tions estivales semble surestimée par cet algorithme. Cette méthode n’a donc finalement pas été
activée dans DSCLIM.
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Fig. E.1 – Distribution parmi 100 scénarios aléatoires du coefficient de corrélation, du ratio
d’écart-type, et du score de Nash, entre précipitations saisonnières reconstruites et observées
aux différentes saisons, en fonction du nombre d’analogues utilisé pour le rééchantillonnage. Les
points noirs correspondent au scénario médian. Configuration DSCLIM-10. 1970-2005.
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Fig. E.2 – Idem figure E.1, configuration DSCLIM-21.
E.2 Historique de la situation météorologique
Un rééchantillonnage purement aléatoire des précipitations journalières provoque une sous-
estimation importante de la variance totale des précipitations saisonnières. Cela illustre le fait
que les précipitations quotidiennes sont autocorrélées. En effet le rééchantillonnage fait perdre
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Tab. E.1 – Performance du rééchantillonnage parmi 10 analogues avec ou sans pondération de
la probabilité du choix du jour selon son rang. DSCLIM-21. 1970-2005.
Sans pondération Avec pondération
DJF MAM JJA SON DJF MAM JJA SON
Corrélation
Médiane 0.79 0.51 0.57 0.65 0.80 0.50 0.57 0.66
Q75-Q25 0.06 0.13 0.10 0.09 0.05 0.13 0.12 0.07
Q95-Q5 0.15 0.27 0.31 0.19 0.14 0.31 0.27 0.17
Sc.médian 0.86 0.64 0.68 0.71 0.86 0.64 0.68 0.72
Ratio d’écart-type
Médiane 0.93 0.82 1.02 1.03 0.93 0.84 1.12 1.02
Q75-Q25 0.08 0.10 0.16 0.12 0.09 0.09 0.19 0.13
Q95-Q5 0.21 0.27 0.40 0.29 0.23 0.27 0.40 0.28
Sc.médian 0.86 0.65 0.84 0.92 0.86 0.67 0.95 0.94
Score de Nash Sc.médian 0.73 0.35 0.42 0.40 0.73 0.37 0.40 0.42
l’information liée à la persistance, responsable d’une partie de la variabilité interannuelle des
précipitations. L’utilisation de la classification en type de temps, ainsi que des indices de préci-
pitations, permet de prendre en compte dans DSCLIM la persistance des circulations de grande
échelle. Toutefois, certains MDES utilisent plus directement l’historique de la situation météoro-
logique dans leur recherche d’analogues (Matulla et al., 2008). D’autres modèles comme D2GEN
sont explicitement auto-régressifs (cf. section 9.2.1). La sous-estimation de la variance par un
rééchantillonnage purement basé sur la classification nous suggère que renforcer l’autocorrélation
par la prise en compte de l’historique de la situation météorologique pourrait avoir un intérêt.
Pour l’évaluer, nous avons comparé les scores obtenus par un rééchantillonnage conditionné uni-
quement au type de temps du jour J et par un rééchantillonnage conditionné à la fois au type
de temps du jour J et au type de temps de la veille J-1 (tableau E.2). Comme attendu, les ratios
d’écart-type augmentent sensiblement à toutes les saisons. En outre, un tel modèle est également
plus prédictif, notamment au printemps, en été, et en automne.
Tab. E.2 – Performance du rééchantillonnage aléatoire conditionné soit uniquement au type de
temps du jour J, soit à la fois aux types de temps des jours J-1 et J. Classification DSCLIM-2.
1970-2005
Type J Types J-1 et J
DJF MAM JJA SON DJF MAM JJA SON
Corrélation
Médiane 0.80 0.39 0.41 0.63 0.82 0.48 0.48 0.67
Q75-Q25 0.05 0.15 0.17 0.10 0.06 0.11 0.13 0.09
Q95-Q5 0.15 0.38 0.37 0.25 0.12 0.30 0.35 0.23
Sc.médian 0.89 0.58 0.60 0.76 0.89 0.59 0.65 0.78
Ratio d’écart-type
Médiane 0.96 0.83 0.97 0.93 1.01 0.91 1.01 1.02
Q75-Q25 0.09 0.12 0.15 0.12 0.11 0.11 0.15 0.11
Q95-Q5 0.22 0.28 0.35 0.29 0.30 0.29 0.39 0.35
Sc.médian 0.87 0.58 0.61 0.78 0.93 0.70 0.72 0.89
Score de Nash Sc.médian 0.78 0.32 0.35 0.58 0.77 0.33 0.42 0.59
Cependant, l’implémentation d’une telle démarche dans DSCLIM requiert une réflexion plus
approfondie. En effet le nombre de jours respectant une double condition sur les types de temps
des jours J et J-1 est considérablement réduit. Une nouvelle réduction du nombre d’analogues
candidats, basée sur les indices de précipitations et le second prédicteur de grande échelle,
n’aurait alors plus beaucoup de sens. La prise en compte de toutes ces informations nécessiterait
donc de repenser l’algorithme. En outre, l’utilisation des indices semble suffisante pour que la
variance interannuelle des précipitations saisonnières soit correctement reproduite. Nous n’avons
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pas donc pas approfondi cette question au cours de cette thèse. Ce serait néanmoins une piste
à explorer si l’on souhaitait construire un MDES basé uniquement sur des types de temps
E.3 Définition de saisons, fenêtre de recherche du jour analogue
DSCLIM utilise la définition de 4 saisons pour la classification en types de temps. Les régres-
sions pour les indices de précipitations sont donc propres à chaque saison, et le rééchantillonnage
des jours analogues peut se faire uniquement dans leur saison d’appartenance. En pratique, la fe-
nêtre de recherche du jour analogue est même restreinte à une période de l’année de +/- 10 jours
autour du jour considéré, pour conserver le cycle annuel de certaines variables très influencées
par la saison comme le rayonnement solaire. La définition de saisons a l’avantage de permettre
d’associer à deux circulations de grande échelle identiques mais de saisons différentes, une ré-
ponse différente sur les précipitations régionales. Elle garantit aussi une meilleure cohérence
physique de certaines des variables rééchantillonnées. En revanche, cette définition est arbitraire
et pose le problème de la transférabilité de DSCLIM en climat modifié, car les saisons seront-elles
équivalentes dans le futur ? En outre cette restriction de la fenêtre de recherche réduit consi-
dérablement le nombre de jours candidats pour le rééchantillonnage. Cela peut éventuellement
empêcher de rééchantillonner des jours ayant une circulation de grande échelle plus proche de
celle du jour considéré. Nous avons donc testé l’effet de la suppression de la définition de saisons
sur la performance de DSCLIM. Cette suppression des saisons autorisant un élargissement de la
fenêtre de recherche, nous avons également testé l’influence de la suppression de cette fenêtre de
recherche (et donc l’augmentation du nombre de jours candidats). Les résultats sont présentés
sur le tableau E.3, uniquement pour la médiane de la corrélation, et la corrélation du scénario
médian.
Tab. E.3 – Performance de DSCLIM-21 en fonction de la définition ou non de saisons, et
du retrait ou du maintien de la fenêtre de recherche de +/- 10 jours. 1970-2005. Médiane du
coefficient de corrélation des 100 scénarios (MCC) /Coefficient de corrélation du scénario médian
(CCSM).
DJF MAM JJA SON
MCC
Avec saisons 0.79 0.51 0.57 0.65
Sans saisons, avec fenêtre 0.80 0.53 0.43 0.60
Sans saisons, sans fenêtre 0.77 0.56 0.51 0.65
CCSM
Avec saisons 0.86 0.64 0.68 0.71
Sans saisons, avec fenêtre 0.85 0.65 0.61 0.67
Sans saisons, sans fenêtre 0.84 0.65 0.60 0.73
La suppression de la définition des saisons dégrade légèrement la capacité de DSCLIM à
expliquer la variabilité interannuelle des précipitations saisonnières, mais dans des proportions
suffisamment modestes pour qu’on préfère privilégier les questions de transférabilité. La dégra-
dation est toutefois plus sensible en été. L’influence de la suppression de la fenêtre de recherche
n’est pas homogène à toutes les saisons. En général, les scores obtenus restent inférieurs à la
configuration classique de DSCLIM. L’augmentation par ce biais du nombre de jours candidats
au rééchantillonnage ne semble donc pas opportune. Par conséquent, les seuls arguments en
faveur ou en défaveur du maintien des saisons et de la fenêtre de recherche se réduisent à :
– la question de la transférabilité en climat modifié, favorable à leur suppression ;
– le respect du cycle annuel de certaines variables comme le rayonnement solaire, favorable
à leur maintien.
Pour notre application hydrologique et en l’absence d’un modèle capable de reproduire la
saisonnalité des différentes variables météorologiques sans une contrainte calendaire, il n’est pas
raisonnable d’envisager de modifier la fenêtre de sélection des jours analogues. Conserver les sai-
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sons utilisées dans les autres applications de DSCLIM n’ajoute donc finalement pas de véritable
contrainte supplémentaire. Aucune modification n’a donc été effectuée, mais nous devons garder
en mémoire que la date calendaire peut finalement être considérée comme un prédicteur indirect
des MDES (cela est vrai aussi pour D2GEN et ANALOG), ce qui constitue une limite pour leur
transférabilité en climat modifié.
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Annexe F
Evaluation de DSCLIM pour les
autres variables météorologiques
Aux chapitres 11 et 12, l’évaluation des MDES a porté sur les précipitations, variable clé
du cycle hydrologique. La performance des MDES pour les autres variables météorologiques est
habituellement au moins égale, sinon supérieure. Cette annexe reprend les mêmes diagnostics
pour ces différentes variables.
F.1 Principales propriétés statistiques
F.1.1 Température
Fig. F.1 – Gradient altitudinal climatologique des températures observées et reconstruites, pour
l’ensemble du bassin, et les sous-bassins de Montdauphin et du Monêtier. 1981-2005.
Fig. F.2 – Distribution des températures de bassin quotidiennes observées et reconstruites.
1981-2005.
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Fig. F.3 – Distribution des températures de bassin mensuelles observées et reconstruites. 1981-
2005.
F.1.2 Humidité spécifique
Fig. F.4 – Gradient altitudinal climatologique des humidités spécifiques observées et recons-
truites, pour l’ensemble du bassin, et les sous-bassins de Montdauphin et du Monêtier. 1981-
2005.
Fig. F.5 – Distribution des humidités spécifiques de bassin quotidiennes observées et recons-
truites. 1981-2005.
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Fig. F.6 – Distribution des humidités spécifiques de bassin mensuelles observées et reconstruites.
1981-2005.
F.1.3 Rayonnement solaire global
Fig. F.7 – Gradient altitudinal climatologique des rayonnements solaires observés et reconstruits,
pour l’ensemble du bassin, et les sous-bassins de Montdauphin et du Monêtier. 1981-2005.
Fig. F.8 – Distribution des rayonnements solaires de bassin quotidiens observés et reconstruits.
1981-2005.
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Fig. F.9 – Distribution des rayonnements solaires de bassin mensuels observés et reconstruits.
1981-2005.
F.1.4 Rayonnement infrarouge
Fig. F.10 – Gradient altitudinal climatologique des rayonnements infrarouges observés et recons-
truits, pour l’ensemble du bassin, et les sous-bassins de Montdauphin et du Monêtier. 1981-2005.
Fig. F.11 – Distribution des rayonnements infrarouge de bassin quotidiens observés et recons-
truits. 1981-2005.
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Fig. F.12 – Distribution des rayonnements infrarouge de bassin mensuels observés et recons-
truits. 1981-2005.
F.1.5 Vitesse du vent
Fig. F.13 – Gradient altitudinal climatologique des vitesses du vent observées et reconstruites,
pour l’ensemble du bassin, et les sous-bassins de Montdauphin et du Monêtier. 1981-2005.
Fig. F.14 – Distribution des vitesses du vent de bassin quotidiennes observées et reconstruites.
1981-2005.
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Fig. F.15 – Distribution des vitesses du vent de bassin mensuelles observées et reconstruites.
1981-2005.
F.2 Transférabilité temporelle







Fig. F.16 – Cycle saisonnier des températures de bassin mensuelles observées et reconstruites.
Apprentissage sur période P2. Evaluation sur période P1 ou P2.
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Fig. F.17 – Cycle saisonnier des humidités spécifiques de bassin mensuelles observées et recons-
truites. Apprentissage sur période P2. Evaluation sur période P1 ou P2.







Fig. F.18 – Cycle saisonnier des rayonnements solaires de bassin mensuels observés et recons-
truits. Apprentissage sur période P2. Evaluation sur période P1 ou P2.
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Fig. F.19 – Cycle saisonnier des rayonnements infrarouges de bassin mensuels observés et re-
construits. Apprentissage sur période P2. Evaluation sur période P1 ou P2.
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App. P1 ; Eval. P1 App. P1 ; Eval. P1 App. P1 ; Eval. P1
App. P1 ; Eval. P2 App. P1 ; Eval. P2 App. P1 ; Eval. P2
App. P2 ; Eval. P1 App. P2 ; Eval. P1 App. P2 ; Eval. P1
App. P2 ; Eval. P2 App. P2 ; Eval. P2 App. P2 ; Eval. P2
Fig. F.20 – Cycle saisonnier des vitesses du vent de bassin mensuelles observées et reconstruites.









Fig. F.22 – Corrélations entre humidités spécifiques observées et reconstruites pour différents
pas de temps d’intégration. 1959-2006.
F.3.3 Rayonnement solaire global
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DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. F.23 – Corrélations entre rayonnements solaires observés et reconstruits pour différents pas
de temps d’intégration. 1959-2006.
F.3.4 Rayonnement infrarouge
DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. F.24 – Corrélations entre rayonnements infrarouges observés et reconstruits pour différents
pas de temps d’intégration. 1959-2006.
F.3.5 Vitesse du vent
DSCLIM-10 DSCLIM-11 DSCLIM-21
Fig. F.25 – Corrélations entre vitesses du vent observées et reconstruites pour différents pas de
temps d’intégration. 1959-2006.
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