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Microarray data is a key source of experimental data for modelling gene regulatory interactions from expression levels. With the rapid
increase of publicly available microarray data comes the opportunity to produce regulatory network models based on multiple datasets.
Such models are potentially more robust with greater conﬁdence, and place less reliance on a single dataset. However, combining datasets
directly can be diﬃcult as experiments are often conducted on diﬀerent microarray platforms, and in diﬀerent laboratories leading to
inherent biases in the data that are not always removed through pre-processing such as normalisation. In this paper we compare two
frameworks for combining microarray datasets to model regulatory networks: pre- and post-learning aggregation. In pre-learning
approaches, such as using simple scale-normalisation prior to the concatenation of datasets, a model is learnt from a combined dataset,
whilst in post-learning aggregation individual models are learnt from each dataset and the models are combined. We present two novel
approaches for post-learning aggregation, each based on aggregating high-level features of Bayesian network models that have been gen-
erated from diﬀerent microarray expression datasets. Meta-analysis Bayesian networks are based on combining statistical conﬁdences
attached to network edges whilst Consensus Bayesian networks identify consistent network features across all datasets. We apply both
approaches to multiple datasets from synthetic and real (Escherichia coli and yeast) networks and demonstrate that both methods
can improve on networks learnt from a single dataset or an aggregated dataset formed using a standard scale-normalisation.
 2008 Elsevier Inc. All rights reserved.
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Microarrays are the major source of data for gene
expression levels, allowing the expression of thousands of
genes to be measured simultaneously. Gene regulatory net-
works (GRNs) describe how the expression level of genes
aﬀect the expression of the other genes. Modelling GRNs
from expression level data is a topic of great interest in cur-
rent bioinformatics research [1–3]. In this paper we seek to
take advantage of publicly available gene expression data-
sets generated by similar biological studies. Drawing1532-0464/$ - see front matter  2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2008.01.011
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E-mail address: emma.steele@brunel.ac.uk (E. Steele).together a richer and/or broader collection of data has
the potential to produce GRN models that are more
robust, have greater conﬁdence and place less reliance on
a single dataset.
When learning from multiple datasets, there is a choice
for when to aggregate knowledge within the datasets.
Essentially, there are two alternative approaches, which
we refer to as pre- and post-learning aggregation. In pre-
learning aggregation, data is combined prior to learning,
and a model is learnt from the combined dataset. In
post-learning aggregation individual models are learnt
from each dataset, and these are combined after learning.
In this paper we compare a simple pre-learning aggregation
approach of concatenating datasets after scale-normalisa-
tion with two novel post-learning aggregation approaches
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generated from a number of microarray datasets.
Microarray datasets often come from diﬀerent platforms
[4]. This means that the data can contain diﬀerent biases
and it is diﬃcult, or sometimes impossible, to compare
the datasets since measurement units may vary. For exam-
ple two common expression proﬁling technologies are
cDNA microarrays and oligonucleotide microarrays,
which measure gene expression in diﬀerent ways. Oligonu-
cleotide microarrays give estimates of the absolute value of
expression whereas cDNA technology measures relative
diﬀerences in expression between genes. Additionally, stud-
ies come from diﬀerent laboratories meaning that data is
collected with diﬀerent measurement biases under diﬀerent
atmospheric conditions. Previous research has established
that comparing between datasets using standard normali-
sation techniques is diﬃcult and not straightforward [5–
7]. A post-learning aggregation framework can combine
microarray datasets generated by diﬀerent platforms,
research groups and laboratories without requiring nor-
malisation. In this framework, learnt models that are gen-
erated from each dataset are aggregated, producing a
combined model that represents prominent features which
occur in all, or a subset of, the individual dataset models.
Bayesian networks [8] have become a popular method
for computational modelling of GRNs from expression
data since they are able to represent the network qualita-
tively (with a network graph) and quantitatively (probabil-
ity distributions quantify the strength of inﬂuences and
dependencies between nodes/variables in the network
graph) and thus are relatively easy to interpret by non-stat-
isticians (e.g. biologists). We use Bayesian networks to
model GRNs in our pre- and post-learning aggregation
methods. In post-learning aggregation we combine Bayes-
ian network models generated from each dataset using
two diﬀerent approaches. The ﬁrst of our methods is a Con-
sensus approach that identiﬁes the intersections—that is,
common edges—amongst the networks generated from dif-
ferent datasets. Only consistent features and dependencies
appear in the ﬁnal Consensus network, reducing the occur-
rence of spurious relationships. The second technique is
based on Meta-analysis, an established ﬁeld of research
for combining the statistical outcomes of medical studies
[9]. We use an inverse-variance weighting Meta-analysis
method to combine statistical conﬁdences that are attached
to each network edge.
Whilst comparing and combining microarray expression
datasets is a popular topic of research in bioinformatics
[10,11], Wang et al. [12] are the ﬁrst (to our knowledge)
to address the issue with regards to modelling GRNs and
use a post-learning aggregation framework that combines
the models for each dataset into an overall, consistent solu-
tion. However, their method is based on linear program-
ming where GRNs are represented using non-linear
diﬀerential equations. In our work we consider their chosen
application of a yeast heat-stress sub-network to evaluate
our approaches. Our approaches identify a greater numberof documented interactions and are evaluated on a more
diverse set of studies obtained from diﬀerent platforms.
The remainder of the paper is organised as follows. In
Section 2 we describe the Consensus and Meta-analysis
approaches in more detail. Section 3 details our experimen-
tal results on synthetic and real Escherichia coli and yeast
gene expression datasets. Finally, in Section 4 we discuss
our ﬁndings and outline directions for future research.
2. Methods
2.1. Bayesian networks
Bayesian networks (BNs) are graph-based models of
probability distributions that capture properties of condi-
tional independence between variables. A BN consists of
two components—a Directed Acyclic Graph (DAG) con-
sisting of edges between nodes that represent variables in
the domain, and a set of conditional probability distribu-
tions associated with each node. If there is an edge from
node A to another node B, then A is said to be a parent
of B, and B is a child or descendant of A. The directed edges
between nodes indicate the existence of inﬂuences and
dependencies, the strength of which are quantiﬁed by the
conditional probabilities. BNs have become a popular
method for computational modelling of GRNs from
expression data since they are relatively easy to interpret
by biologists. The expression level of genes are represented
by nodes in the network and inﬂuences between genes rep-
resented by the directed edges.
We use a score-based search method to learn a BN that
represents a GRN from microarray expression data. Since
the ﬁrst research by Friedman et al. [1], search-and-score
BNs have been used frequently in learning gene networks.
This approach performs a search through the space of pos-
sible networks and scores each structure. The aim is to
identify the network with the maximum score. A variety
of search strategies can be used, the simplest being a greedy
hill-climb. We use a simulated annealing approach in order
to limit local maxima. The search begins with an empty
network. At each stage of the search, networks in the cur-
rent neighbourhood are found by applying operators such
as add edge, remove edge and reverse edge to the current
network.
We use the Bayesian Information Criterion (BIC) for
scoring candidate networks. The BIC function is a combi-
nation of the model log-likelihood and a penalty term that
favours less complex models—as such it is similar to the
minimum description length:
BIC ¼ 2 log P ðhjDÞ þ k logðnÞ
where h represents the model, D is the data, n is the number
of observations (sample size) and k is the number of
parameters. logP(h|D) is the log-likelihood while the term
k log(n) is a penalty term, which helps to prevent overﬁtting
by biasing towards simpler, less complex models. The BIC
is part of a family of Information Criterion scoring func-
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penalty terms [13]. For example, the Akaike Information
Criterion (AIC) [14] has a penalty term of 2k (twice the
number of parameters), whereas the BIC has the penalty
term k log(n) that depends on the number of model param-
eters but also the number of samples. Since the BIC’s pen-
alty term takes the number of samples into account it is
more appropriate for dealing with microarray datasets,
which commonly contain only a small number of sample
points.
It is important to mention that more than one DAG
may represent the same set of dependencies amongst vari-
ables. A set of such DAGs belong to the same equivalence
class. It has been shown that equivalent graphs agree on
the same underlying undirected structure, but the direction
of some edges may vary [15]. Therefore, the equivalence
class of a set of DAGs can be represented using a partially
directed acyclic graph (PDAG), where only some edges are
directed. Chickering [16] derived an algorithm for con-
structing the PDAG representing the equivalence class
for any DAG; we use this to convert the learnt BNs to their
equivalence classes.
Friedman et al. [17] devised a method for computing a
statistical conﬁdence of features within a BN, based on a
well-known statistical method, Efron’s bootstrap [18].
Given a dataset D containing N observations, a new data-
set is created by re-sampling N times, with replacement
from D. A BN is learnt from the re-sampled dataset. This
process is repeated m times, resulting in m learnt BNs.
An estimate of conﬁdence for each feature is computed
by the proportion of networks (or their equivalence classes)
that contain that feature. Friedman et al. [1] used this
method to calculate statistical conﬁdences for GRN
features.
We make use of the bootstrapping method to generate
more robust network structures for each microarray data-
set. When computing conﬁdence estimates, we deﬁne a fea-
ture as the existence of an edge between two nodes in the
network. The BNs learnt from each re-sampled dataset
are converted to PDAGs in order to ensure equivalence
classes are represented, and then conﬁdence estimates for
each edge are calculated on this set of PDAGs. Thus, the
bootstrapped network has a conﬁdence estimate assigned
to each network edge. It is important to note that the edge
i? j may have a diﬀerent conﬁdence estimate to the edge
i j. Where directed edges are present in a PDAG, they
contribute only to the conﬁdence estimate for the edge in
that direction, whereas undirected edges contribute to the
conﬁdence estimate for an edge in both directions.
We can obtain a PDAG from a bootstrapped network
by thresholding. If an edge has a conﬁdence above the
threshold, it is included in the PDAG (and if edges are
found in both directions—e.g. from node i? j and i j,
then the edge is undirected). Thus, if directional dependen-
cies have enough support in the bootstrapping process they
will be captured and represented in the ﬁnal thresholded
PDAG. Note that this method of thresholding does presentthe possibility that the extracted PDAG may not be a
PDAG—that is, the network structure could be cyclic. In
our experiments, this did not occur. However, if it was
the case, the network can be converted to acyclic by undi-
recting an edge in the cycle. The edge to be undirected can
be selected by ﬁnding which one has the least support to be
directed (that is, it has the smallest diﬀerence between the
conﬁdences in each direction).
2.2. Scale-normalisation of microarray data
Normalisation is the transformation of microarray data
to adjust for systematic variations (arising from variation
in the technology rather than biological variations). There
can be substantial scale diﬀerences between microarrays—
for example, because of changes in the photomultiplier
tube settings of the scanner or for other reasons [19].
Scale-normalisation is a commonly used method for a
simple scaling of the log ratios from a series of arrays so
that each array has the same median absolute deviation
[20]. Each log ratio is transformed using the following
formula:
M 0ij ¼
Mij mediani
MADi
whereMij is the log ratio of the jth gene in the ith array and
the median absolute deviation MADi is deﬁned as the med-
ian of absolute deviations from the median: MADi =
mediani{jMij  medianij}.
Whilst scale-normalisation has the beneﬁt of making the
arrays within a dataset comparable, theoretically it also
means that arrays between datasets are comparable. Thus,
we can use scale-normalisation to combine multiple micro-
array datasets into one, allowing the generation of a single
BN from multiple studies. In practise however, bias and
artefacts may still remain in the data after scale-normalisa-
tion. In our experiments, we use scale-normalisation in pre-
learning aggregation, in order to concatenate a number of
datasets and we also use it to normalise between arrays
within individual datasets for post-learning aggregation.
Whilst it is not necessary to perform normalisation for
post-learning aggregation, it will allow us to directly com-
pare the two approaches and investigate if scale-normalisa-
tion is enough to combine datasets, or whether
post-learning aggregation can obtain more successful
results.
2.3. Combining Bayesian network structures
Our post-learning aggregation approaches are based on
combining BN models. This has been addressed in previous
research in two main ways—qualitatively and quantita-
tively, which refer to the focus of combination. Quantita-
tive combination is based on aggregating probability
distributions [21], whereas qualitative combination is based
on combining the graph structures [22]. We focus on qual-
itative combination as we are concerned with the depen-
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new methods for the qualitative combination of BNs—
Consensus Bayesian networks and Meta-analysis Bayesian
networks.
2.3.1. Consensus Bayesian networks
Our Consensus approach (see Fig. 1) is based on the
identiﬁcation of consistencies across a set of networks—
edges that appear in all, or a certain proportion of the net-
works in the set are included in the aggregate Consensus
network structure. We use a bootstrapping approach to
learn the individual PDAGs with edge conﬁdence estimates
for each input dataset. We use thresholding (as described in
Section 2.1) to obtain a ﬁnal PDAG from each boot-
strapped network. Whilst bootstrapped Bayesian networks
and thresholding have been used previously to learn more
robust gene regulatory networks [1,23], we use the threshol-
ded bootstrapped networks as inputs to the Consensus
algorithm in order to ﬁnd consistencies across networks
that have been generated from multiple datasets.
The basic Consensus algorithm is fairly simple. Each
pair of nodes in each input PDAG is considered in turn
and an edge between them in the Consensus network is cre-
ated if such an edge exists in a proportion of the input
PDAGs that exceeds the Consensus threshold. Assigning
the edge direction is a little more complex. If there is no
conﬂict regarding that edge’s direction in the input net-
works then its direction/undirection remains the same in
the Consensus network. However, if there is conﬂict, this
introduces some uncertainty regarding the edge direction.
In the current implementation of Consensus BNs, if there
is a majority in the input networks regarding edge direc-
tion, then the edge is assigned the majority direction in
the Consensus network. Thus, directed edges with enoughFig. 1. Consensus Bayesiasupport will appear in the Consensus network. If there is
no majority then the edge is left as ‘unknown direction’.
Note that we make a distinction in the Consensus network
between edges that are undirected and those that are
‘unknown’. An edge that is undirected can be reversed, as
in equivalent graphs. However uncertainty exists over the
direction of an ‘unknown’ edge, or whether it can be
reversed. We ﬂag up ‘unknown’ edges in the graphs by
using edges that are directed both ways, whereas undi-
rected edges have no arrowheads.
Topological fusion [22] is a similar method for combining
the graphical structures of multiple networks using graph
union. This means that the ﬁnal network structure links
nodes if they are linked in any of the networks. Since graph
union can introduce cycles into the network structure, edge
reversal is used. This is where an edge A? B is reversed
and then edges are added between the parent nodes of A
to B, and from the parent nodes of B to A. This maintains
the underlying relationships between variables under the
principle that it preserves the ﬂow of information. The ﬁnal
fused graph contains all edges (some reversed) and nodes
that are in the input DAGs, plus those edges that are intro-
duced from edge reversals.
In previous research we have compared the Consensus
algorithm to topological fusion [24]. At the Consensus
threshold 1n (that corresponds to every edge from each of
the n networks appearing in the combined structure), the
Consensus approach is equivalent to graph union. How-
ever, we have found that the topological fusion network
does not do as well as a 1n Consensus network, as it is liable
to the inclusion of misdirected edges. The key diﬀerence is
that the Consensus method represents networks using
equivalence classes—so if edges are reversible they are left
undirected.n networks algorithm.
Fig. 2. Bayesian networks Meta-analysis algorithm.
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Meta-analysis refers to a set of statistical methods for
combining the result of several studies that address a set
of related research hypotheses. Meta-analysis originated
in medical statistics [9] but recently has been used to
identify highly expressed genes across multiple micro-
array datasets [11]. In medical statistics, Meta-analysis
is used to combine outcome measures such as incidence
rates (e.g. the rate at which new cases of a disease occur
in a population) from multiple medical studies.
We have developed an approach called Bayesian net-
works Meta-analysis1 (see Fig. 2) that uses the ﬁxed-eﬀects
Meta-analysis method to combine the statistical conﬁ-
dences for each edge over a set of bootstrapped networks,
producing a single network that has an aggregated conﬁ-
dence attached to each edge. The ﬁxed-eﬀects model
assumes no heterogeneity between study results. Whilst this
is obviously a Naı¨ve assumption, we ﬁnd that it produces
better results for this application than the more compli-
cated random-eﬀects model that accounts for study
heterogeneity.
The general ﬁxed-eﬀect model for Meta-analysis is the
inverse-variance weighted method [25]. Each study out-
come measure is given a weight that is inversely propor-
tional to its variance. For n independent studies, let Ti be
the observed outcome measure with variance vi and weight
wi. Then, an estimate of an aggregate outcome measure,
given all studies, is calculated as follows:
T ¼
Pk
i¼1wiT iPk
i¼1wi
where wi ¼ 1vi
In BN Meta-analysis, we deﬁne the study outcome mea-
sure as the conﬁdence estimates that are attached to each
network edge. Thus, the ﬁxed-eﬀect Meta-analysis model
is applied to every network edge to obtain its combined
conﬁdence estimate. We treat the statistical conﬁdence as
an incidence rate (i.e. the proportion of networks in which1 Bayesian network Meta-analysis should not be confused with Bayesian
Meta-analysis, which involves using Bayesian models to perform the
Meta-analysis.a particular network edge exists). If the bootstrap approach
is run m times resulting in m networks, then the statistical
conﬁdence, or incidence rate, for a particular edge eij that
runs from node i to node j is
dij
m where dij is the number
of networks where eij exists. Then, we deﬁne the outcome
measure as the log incidence rate and its approximate var-
iance [9] as:
logðT ijÞ ¼ logðdij=mÞ; varðlogðT ijÞÞ ¼ 1dij
This means that the Meta-analysis weight is deﬁned as:
wij ¼ 1vij ¼ dij
This type of Meta-analysis is essentially a weighted-
averaging technique where edges are weighted using
their own statistical conﬁdence. Thus, edges with high
conﬁdences are strongly weighted and more likely to
have a high conﬁdence in the ﬁnal Meta-analysis
network.
Similarly to Consensus Bayesian networks, bootstrap-
ping is used to generate the input individual networks
that have conﬁdences attached to each edge. In contrast
to the Consensus method, Bayesian network Meta-analy-
sis does not require thresholding of the input networks to
obtain PDAGs, since it directly combines the statistical
conﬁdences attached to each edge. However, the output
Meta-analysis network can be thresholded (using the
same method that is described in Section 2.1 for boot-
strapped networks) to obtain a PDAG—and this is what
we do to evaluate our Meta-analysis networks.3. Results
In this section we report on the experiments performed
to evaluate the use of the Consensus and Meta-analysis
approaches on multiple microarray datasets and compare
them to the use of a single dataset and standard scale-nor-
malisation to combine the datasets. Initial experiments
were carried out on a set of four datasets for a synthetic
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cations: E. coli and yeast sub-networks.
For each application, every dataset was scale-norma-
lised and a network with statistical conﬁdences attached
to each edge was learnt (using a bootstrapping approach
with m = 50 iterations). A collection of aggregate networks
were generated based on the individual dataset networks
using the Meta-analysis and Consensus approaches. A sin-
gle Meta-analysis network was constructed, where each
edge has an attached statistical conﬁdence. Multiple sets
of Consensus networks were generated, each set corre-
sponding to a diﬀerent bootstrap statistical conﬁdence
threshold (0.1–0.9, at steps of 0.1) for the input networks
generated from each dataset. This means that the input
bootstrapped networks were all thresholded at the same
value to form PDAGs, and these formed the input to the
Consensus method. Each set of Consensus networks
contains networks generated for each Consensus threshold
from 0 to 1, at steps of 1/n (where n is the number
of datasets). Additionally, for comparison purposes, a
bootstrapped network was learnt from a combined scale-
normalised dataset (the Normalisation Only network).
We evaluate the learnt networks by comparing them to
documented gene interactions. These were obtained from
various sources according to the application. Whilst the
synthetic network was fully known, E. coli regulatory inter-
actions are documented in the online database RegulonDB
[26] and yeast interactions (both conﬁrmed and potential)
are listed in the YEASTRACT database [27]. The learnt
networks are compared to the true network in terms of true
and false positives and negatives. A true positive (TP) is an
edge that is present in both the learnt and true networks. A
false positive (FP) is an edge that is present in the learnt
network but not in the true network. A false negative
(FN) is an edge that is in the true network but not in the
learnt network, whilst a true negative (TN) is an edge that
is not in the true or learnt network. In terms of the direc-
tionality of edges in the learnt network, if the direction con-
ﬂicts with that in the true network, then the edge is counted
as a FP. If the learnt network contains an undirected or
unknown edge that is directed in the true network we count
this as a TP. Whilst we do not want to ‘miss’ documented
interactions (i.e. a low FN rate is desirable), a low FP rate
is more important as FPs are signiﬁcantly more costly to
biologists. However the online databases from which our
‘true’ networks are extracted are limited to interactions
that have been conﬁrmed by biological studies. For exam-
ple, RegulonDB contains regulatory information for only
about 25% of the genes in the E. coli genome [28]. There-
fore the proportion of FP interactions recorded in our
learnt networks is likely to be higher than in reality.
In order to compare diﬀerent approaches, it is common
practice to use Receiver Operator Characteristic (ROC)
curves. A ROC curve allows one to view graphically the
performance of a classiﬁer by plotting the TP rate (the pro-
portion of true interactions that are identiﬁed) against the
FP rate (proportion of incorrectly identiﬁed interactions):TP rate ¼ TP
TPþ FN FP rate ¼
FP
FPþ TN
In a ROC space, a perfect network (i.e. identical to the true
network) would have a TP rate of 1 and a FP rate of 0,
which would sit at the top-left corner of the plot. For
our experiments we plot a ROC curve where each point
corresponds to a statistical conﬁdence or a Consensus
threshold. For Meta-analysis each point of the ROC curve
refers to the TP and FP rates of the PDAG extracted from
the Meta-analysis network at diﬀerent bootstrap conﬁ-
dence thresholds (from 0 to 1 at steps of 0.1). For Consen-
sus, each point of the ROC curve refers to the TP and FP
rates of the Consensus network at diﬀerent Consensus
thresholds (from 0 to 1, at steps of 1/n). This means there
are multiple ROC curves for the Consensus approach, each
one constructed for a set of input networks obtained from
a diﬀerent bootstrap threshold. Since the Meta-analysis ap-
proach directly combines bootstrap conﬁdences, and there
is no initial thresholding step as for the Consensus ap-
proach, it has one ROC curve only.
A global measure of the classiﬁer performance, often
used in classiﬁcation problems, is the Area Under the
ROC Curve (AUC). AUC is a value between 0 and 1.
We use the AUC to compare the networks generated by
the various methods. In general, the closer the AUC is to
1 (and further away from 0.5) the better the overall perfor-
mance of the network. The AUC measures discrimination,
that is, the ability of the model to correctly classify
instances (in this case, an instance is whether an interaction
between a pair of genes exists). The AUC also speciﬁes the
probability that when we draw one positive and one nega-
tive example at random, a higher value is assigned to the
positive than to the negative example. This direct interpre-
tation of the AUC originates from the use of the ROC in
applications where instances can be assigned a value or
score that can be used to rank instances from most to least
likely positive. For example, in medical studies where
patients are classiﬁed into diseased and healthy and
assigned a score based on the severity of their disease [29].
In order to obtain statistical estimates on the signiﬁ-
cance of the results, we ran this process several (15) times
for each dataset. Thus, mean TP and FP rates (in order
to estimate a mean ROC curve) and AUC measurements
were obtained for each method. We use a paired t-test to
compare the relative performances of the diﬀerent
approaches and measure whether the diﬀerences between
their mean AUCs are statistically signiﬁcant.3.1. Synthetic network
The synthetic regulatory network consists of 13 genes as
shown in Fig. 3. Four time-series expression datasets were
generated for the network using diﬀerential equations to
mimic a transcriptional network. The change of the expres-
sion of each gene is determined by a function composed of
three parts: activation by a single other gene, repression by
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parameter, which is (uniformly) randomly selected from a
predeﬁned range. Each dataset generated varies because
the parameters for activation, inhibition and decay are cho-
sen randomly for each gene, the predeﬁned range of these
parameters may vary, the perturbations vary and other
parameters of the simulation (such as the length of the time
lag) may also vary. Each dataset had a varying number of
samples ranging from 200 to 600, as detailed in Table 1.
Fig. 4 compares the diﬀerence in the mean AUC for
each aggregation approach against each other and against
the mean AUC of each individual dataset network (that are
shown using horizontal lines). We also compare the combi-
nation of all datasets against the combination of a subset of
the datasets (where the subset is chosen based on the per-
formance of the networks). We refer to the networks gen-
erated by datasets 1–4 as Data1, Data2, Data3 and
Data4, respectively, whilst the datasets themselves are
referred to as dataset 1, dataset 2, dataset 3 and dataset 4.
Fig. 4 shows that the Consensus approach performs best
on the set of individual PDAGs extracted using a bootstrap
threshold of 0.1. In this case the approach obtains a meanTable 1
Summary of synthetic datasets
Dataset Number of observations
1 200
2 400
3 600
4 600AUC of 0.76 (for a ROC curve that is obtained from set of
Consensus networks, for Consensus thresholds from 0 to 1,
at steps of 1/4 since there are n = 4 datasets). According to
the paired t-test, this Consensus network set outperforms
three of the four individual networks (Data1, Data2 and
Data4), as well as the Normalisation Only and Meta-anal-
ysis networks with statistical signiﬁcance (p < 0.01). Meta-
analysis, which obtains a mean AUC of 0.68, and Normal-
isation Only (obtaining a mean AUC of 0.70) only signiﬁ-
cantly outperform Data2 and Data4.
By selecting a Consensus threshold we can obtain a sin-
gle network structure from a set of Consensus networks.
For example, a bootstrap threshold of 0.1 for the input net-
works, with a Consensus threshold of 1.0 (where every edge
in the Consensus network must appear in all input net-
works) provides the best TP and FP rates, which are 0.50
and 0.07, respectively (network not shown). In other
words, it is able to identify half of the edges in the true net-
work with a fairly low FP rate.
For the Consensus and Meta-analysis approaches, the
robustness of an interaction can be identiﬁed using the
conﬁdence or Consensus threshold attached to its edge.
The ‘robustness’ of an edge in a Consensus network
indicates in how many datasets it is found. Thus we
can view a set of Consensus networks as a single net-
work with each edge having a Consensus threshold, or
as a set of networks, each generated at a diﬀerent Con-
sensus threshold. The ‘robustness’ attached to a Meta-
analysis edge is slightly diﬀerent, as it incorporates the
original bootstrapped conﬁdences. In this case it repre-
sents the strength of the edge’s conﬁdence over all the
individual dataset networks. This is particularly useful
for visualisation of the learnt networks. Fig. 5 shows
the learnt Consensus network (obtained from input net-
works thresholded at a conﬁdence threshold of 0.1) with
edges shaded according to their Consensus threshold. It
can be seen by eye there is a correlation between the
more robust edges and the true network (shown in
Fig. 3).
12
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5
10 11
3
6
78
12
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13
Fig. 5. Synthetic Consensus network, obtained from all input networks
thresholded at a bootstrap conﬁdence of 0.1. Edges are shaded or marked
according to robustness—bold edges obtain a high Consensus threshold
(P0.75). Bold and dashed edges have 0.50 6 Consensus < 0.75, whereas
the dashed (only) edges have Consensus 6 0.25.
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closer to the true network than Data4, which we found
contained many edges that were FPs. Upon closer
inspection of dataset 4, we ﬁnd that its randomly
selected time lag length parameter is much larger than
for the other datasets, perhaps explaining why Data4
performance is weaker. To eliminate the inﬂuence of
dataset 4 we ran the Normalisation Only, Meta-analysis
and Consensus approaches on datasets 1–3 only. Over
the three datasets, Normalisation Only and Meta-analy-
sis perform much better, their mean AUC increasing to
0.82 and 0.74, respectively. In fact, Normalisation Only
outperforms all other networks with statistical signiﬁ-
cance p < 0.01, whereas the Consensus and Meta-analy-
sis approaches are still unable to signiﬁcantly
outperform Data2. The diﬀerence between the perfor-
mance of the Consensus and Meta-analysis approaches
is no longer statistically signiﬁcant. Since Data4 con-
tains FP edges with high bootstrap conﬁdences, Meta-
analysis and Normalisation Only perform far more reli-
ably when dataset 4 is removed from the input. By
comparison, the Consensus approach is not so greatly
aﬀected by the removal of Data4 (see Fig. 4). Since
the Consensus approach identiﬁes consistencies across
the set of individual dataset networks, it is able to dis-
card the false positives introduced by Data4.3.2. Escherichia coli SOS response network
We consider an example of a single transcriptional mod-
ule in E. coli—an SOS repair system. The module consists
of approximately 30 genes and one transcriptional repres-
sor, LexA. UV irradiation and other DNA damaging
agents are known to trigger the induction of the stress-
related SOS response, a coordinated increase in the level
of expression in the set of genes, which is negatively regu-
lated by LexA [30]. We selected a number of these genes
(based on data availability) to form a sub-network (see
Fig. 6). Table 2 provides a summary of the four selected
datasets, which are all focused on experiments related to
SOS response. The datasets each originate from diﬀerent
research groups and microarray platforms including cDNA
microarray technology and Aﬀymetrix oligonucleotide
microarrays. For the Aﬀymetrix data, in order to create
an equivalent to cDNA microarray log ratio values, we
subtracted the average log expression level of a gene from
one experiment from the log expression level for that gene
in a given experiment, allowing comparisons of diﬀerent
genes to each other.
Fig. 7 compares the diﬀerence in the mean AUC for
each aggregation approach against each other and against
the mean AUC of each individual dataset network (that are
shown using horizontal lines). We also compare the combi-
nation of all datasets against the combination of a subset of
the datasets (where the subset is chosen based on the per-
formance of the networks).
Fig. 7 shows that the Consensus networks generated
from sets of input networks thresholded at lower bootstrap
conﬁdences perform most successfully of the aggregation
approaches (the best results are obtained with a bootstrap
conﬁdence threshold of 0.1). In this case the Consensus
approach obtains a mean AUC of 0.58, outperforming
three of the four individual dataset networks and the Nor-
malisation Only and Meta-analysis approaches (with statis-
tical signiﬁcance p < 0.01). The low bootstrap threshold
may be explained by the fact that there are very few edges
with a high conﬁdence (e.g. over 0.5 or 0.6) and these only
occur in the Faith and Sangurdekar networks, for which
the datasets contain a larger number of observations.
Meta-analysis obtains a mean AUC of 0.52 (signiﬁcantly
outperforming only one of the four individual networks),
whilst the mean AUC for Normalisation Only is just 0.47
and it is signiﬁcantly outperformed by two of the individual
dataset networks.
We believe that the nature of the SOS module plays a
part in the high number of FP edges and relatively low
AUC, in comparison to the results on synthetic data. It is
a sparse network—in fact a Naı¨ve Bayes model—and so
all variables are correlated, becoming independent condi-
tional on the regulator LexA. This makes it more diﬃcult
to identify spurious interactions. Fig. 8 shows a Consensus
network (with a Consensus threshold of 1.0 and generated
from input PDAGs calculated at bootstrap conﬁdence
threshold of 0.1). Whilst interactions between LexA and
dinF dinG dnaG
lexA
polB recA recN rpoD rpsU ruvA ruvB ssb sulA umuC umuD uvrA uvrB uvrC uvrD uvrY
Fig. 6. Escherichia coli SOS response transcriptional module.
Table 2
Summary of E. coli datasets
Dataset Description Platform Number of
observations
Courcelle et al. [31] UV irradiation cDNA 15
Faith et al. [28] Various Aﬀymetrix 254
Khil et al. [32] DNA damage cDNA 8
Sangurdekar et al. [33] Various inc. UV
irradiation
cDNA 240
Norm. Meta 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.45
0.5
0.55
0.6
M
ea
n 
AU
C
All datasets
2 datasets
Consensus bootstrap threshold
Faith
Sang.
Cour.
Khil
Fig. 7. Mean AUC of learnt E. coli networks.
dinF
polB
recN
rpsU
dinG
uvrC
dnaG
uvrD
lexA
recA
rpoD ruvA
sulA
ssb
umuCumuD
ruvB
uvrBuvrY
uvrA
Fig. 8. Escherichia coli Consensus network generated from the Faith and
Sangurdekar datasets (each input network thresholded at a bootstrap
conﬁdence of 0.1) with a 1.0 Consensus threshold (all edges appear in both
input networks).
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actions—e.g. the UVR family are obviously related. In pre-
vious experiments on the Courcelle dataset we were able to
identify the regulator LexA consistently from a group of
candidate transcription factors (regulator genes) for each
target gene using BNs [34]. However, identifying the regu-
lator when choosing from within a group of correlated
genes is far more challenging. This of course also has a
bearing on the calculation of FP edges between the learnt
models and the ‘true’ network. In addition, it is likely that
the ‘true’ network is in fact incomplete, which assists in
explaining why the absolute performance of all networks
is much lower in comparison to the synthetic data
experiments.
Similarly to the synthetic data, some datasets perform
better than others. In this case, the networks generated
from datasets with relatively small numbers of observa-
tions—Courcelle and Khil—perform more weakly, their
networks obtaining AUCs of 0.49 and 0.44, respectively.
We ran Normalisation Only, Meta-analysis and Consensuson the Faith and Sangurdekar networks only. This
improved the results for the Consensus approach, increas-
ing the mean AUC to 0.62. It outperforms both the Faith
and Sangurdekar networks with p = 0.025. Meta-analysis
also makes an improvement, the mean AUC increasing
from 0.52 to 0.57, but is unable to outperform the Faith
network.
On synthetic data (especially on the three ‘best’ data-
sets), the simple Normalisation Only approach produced
one of the best-performing networks. However on the
E. coli data, the Normalisation Only approach does not
obtain such successful results. In fact, the Normalisation
Only networks are the worst-performing networks, and
do worse in terms of AUC than three of the individual
dataset networks. However, the synthetic data are not gen-
erated to contain any experimental or platform biases
whereas these are inherent in the real E. coli data.3.3. Yeast heat-stress network
We take the example of nine transcription factors (TFs)
related to heat-shock response from Wang et al. [12] in
order to evaluate the algorithm on a sub-network of a man-
ageable size and make a comparison between the two meth-
Table 3
Summary of yeast datasets
Dataset Description Platform Number of
observations
Beissbarth
et al. [35]
Heat-shock response cDNA 12
Eisen et al.
[36]
Cold-shock and heat-shock
response
cDNA 14
Gasch et al.
[37]
Environmental changes inc.
heat-shock response
cDNA 173
Grigull et al.
[38]
Heat-shock response cDNA 27
Spellman
et al. [39]
Cell-cycle cDNA 73
REB1
RPN4
SKN7
SIP4
YAP1
TYE7
ROX1
HSF1
SFL1
Fig. 9. Yeast true network according to the YEASTRACT database
(including conﬁrmed and potential interactions).
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known to be directly involved in heat-shock response and
are documented as regulating four TFs among the nine.
The sub-network is shown in Fig. 9. We use microarray
datasets that are publicly available on the YeastBASE
expression database. Most selected are from studies that
include heat-shock response experiments—see Table 3.
Fig. 10 compares the diﬀerence in the mean AUC for
each aggregation approach against each other and against
the mean AUC of each individual dataset network (that are
shown using horizontal lines). We also compare the combi-
nation of all datasets against the combination of a subset of
the datasets (where the subset is chosen based on the per-
formance of the networks).
Once again, the Consensus network set (generated
from input networks at a low bootstrap conﬁdence
threshold of 0.1) obtain the best results of the aggregat-
ing approaches, outperforming all individual dataset net-
works, obtaining a mean AUC of 0.53. Using the paired
t-test, we ﬁnd this network set outperforms three of the
ﬁve individual dataset networks with statistical signiﬁ-
cance p < 0.01. The Meta-analysis and Normalisation
Only networks obtain mean AUCs of only 0.46 and
0.47, respectively. They are signiﬁcantly outperformed
by the Consensus network set and three of the ﬁve indi-
vidual dataset networks.
Comparison of the AUC for each individual dataset net-
work shows that three of the datasets perform noticeably
poorly. If we remove these datasets from the input to the
algorithms we ﬁnd a marked improvement for all aggrega-
tion approaches (see Fig. 10). The Consensus approach
obtains the best results, with a mean AUC of 0.55 whilst
the individual networks for the Gasch and Spellman data-
sets obtain mean AUCs of 0.53—a statistically signiﬁcant
diﬀerence with p = 0.10. In this case, we ﬁnd the best Con-
sensus networks are generated when the input PDAGs
have been obtained by thresholding the boostrapped net-
works at relatively higher thresholds of 0.3–0.4. This is
because the Gasch and Spellman networks have higher
conﬁdences attached to their edges than the networks gen-
erated from the other three datasets. The Meta-analysis
and Normalisation Only approaches also show an
improvement, so much so that there is no statistically sig-
niﬁcant diﬀerence in the AUC for the networks generated
by them and the Consensus approach.
In Fig. 10, we ﬁnd that there is a signiﬁcant dip in AUC
at the 0.2 bootstrap threshold Consensus network. This is
explained by that fact that there is a peak in edge conﬁ-
dences between 0.1 and 0.2 in the individual yeast networks
(data not shown). Whilst a 0.2 thresholded individual
PDAG includes the same edges as a 0.3 PDAG, a lower
threshold means that more FP edges may be included,
causing the AUC to decrease. Similarly, lowering the2 In [12] they use a network of 10 TFs. We remove the gene SOK2 due to
the many missing values in some of the datasets.threshold from 0.2 to 0.1, more edges are included, but in
this case they are TP edges, causing an increase in AUC.
In comparison to the work by Wang et al. [12], both the
Consensus and Meta-analysis networks are more successful
based on our performance criteria. The Wang et al. net-
work obtains a TP rate of 0.17 and a FP rate of 0.75. In
comparison, our Consensus networks (from all datasets
with a bootstrap threshold of 0.1) obtain a mean TP and
FP rates of 0.58 and 0.54, respectively, at a 0.8 Consensus
threshold and 0.16 and 0.09 at a 1.0 Consensus threshold.
Fig. 11 shows such a Consensus network (0.8 threshold)
that contains 13 TP edges and 7 FP edges. This network
shows which edges are more robust (i.e. found in more
individual dataset networks). We should also point out that
Wang et al. only use some of the time-series in the Gasch
dataset to generate their Consensus network, whereas our
REB1
RPN4
SKN7
SIP4
YAP1
TYE7
ROX1
HSF1
SFL1
Fig. 11. Consensus network (from all yeast datasets, each individual
dataset network thresholded at a bootstrap conﬁdence of 0.1). Dashed
edges obtain 0.8 Consensus whilst bold edges have a 1.0 Consensus.
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Fig. 10. Mean AUC of learnt yeast networks.
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studies.4. Conclusions
The purpose of this paper has been to investigate
whether post-learning aggregation for generating GRNs
from multiple microarray datasets (that is, learning modelsfrom each dataset and combining the models) can produce
better results than concatenating the datasets after scale-
normalisation and then learning the model—a simple pre-
learning aggregation method. We have presented two novel
post-learning aggregation approaches for combining multi-
ple microarray datasets to generate GRNs and compared
them against scale-normalisation.
Each of our new approaches is based on aggregating
high-level features of BN models that have been generated
from a set of individual microarray datasets. Thus, they
possess the beneﬁts of post-learning aggregation
approaches, meaning they can be used to combine datasets
generated by diﬀerent platforms, research groups and lab-
oratories and do not necessarily require normalisation of
the datasets, which can be complicated on cross-platform
microarray datasets. Meta-analysis BNs combine statistical
conﬁdences attached to network edges using an inverse-
variance weighted method whilst Consensus BNs identify
regulatory interactions that are found consistently across
all datasets. Both methods produce networks with a mea-
sure of ‘robustness’ attached to each edge, which in a Con-
sensus network indicates in how many datasets it is found.
The ‘robustness’ attached to a Meta-analysis edge is
slightly diﬀerent, as it incorporates the original boot-
strapped conﬁdences. In this case it represents the strength
of the edge’s conﬁdence over all the individual dataset
networks.
We compared pre- and post-learning aggregation
approaches with each other as well as against the perfor-
mance of the individual dataset networks. On clean, unbi-
ased synthetic data a simple Normalisation Only approach
performs very well—signiﬁcantly outperforming both Con-
sensus and Meta-analysis networks and the individual
dataset networks. However, on real data that is biased
and generally noisier, this did not hold. In fact, Normalisa-
tion Only often performed worse than many of the net-
works generated from a single dataset. On E. coli data,
we found that Meta-analysis and Consensus networks both
provided a signiﬁcant improvement over Normalisation
Only. In particular, the Consensus approach increased
the AUC by over 0.1. On the yeast sub-network, the abso-
lute increase in AUC was not as great, but was still statis-
tically signiﬁcant. Thus, on the basis of the experiments
presented in this paper, post-learning aggregation does
provide an advantage over concatenating normalised data-
sets for learning from multiple real microarray datasets.
Whilst Consensus and Meta-analysis outperform Nor-
malisation Only when learning from multiple microarray
datasets, we also found that unless the worst-performing
datasets were removed, the networks produced by post-
learning aggregation approaches did not always outper-
form all the individual dataset networks. This leads to
the question, is there a beneﬁt to learning from multiple
microarray datasets if the combined models do not outper-
form all individual dataset models? We believe so. When
little is known about the datasets, post-aggregation learn-
ing can be used to identify the more robust and persistent
E. Steele, A. Tucker / Journal of Biomedical Informatics 41 (2008) 914–926 925interactions across datasets and ﬁlter out noisy and spuri-
ous relationships. The Consensus approach identiﬁes con-
sistencies amongst the collection of datasets and so it is
least aﬀected by poorly performing input networks. On
the other hand, since Meta-analysis is a weighted-averaging
technique, where edges with a high statistical conﬁdence
are given more inﬂuence, it can work well with only one
well-performing dataset as the inﬂuence of lower conﬁ-
dence edges is weak. Conversely, however, its performance
can be easily inﬂuenced by a single dataset that contains
false positives and negatives with high statistical
conﬁdences.
We found that the datasets which generated the weakest
performing networks were generally those with a small
number of samples (at least, in the case of real data).
Including these datasets with a small number of samples
can actually have a negative eﬀect by shifting focus from
a larger dataset. Therefore it may be advantageous to only
accept datasets with a larger number of samples, or at least
to lessen the inﬂuence of datasets with a smaller number of
samples.
It would also be desirable to reduce the number
of parameters on the better-performing Consensus
approach. When it is used in conjunction with bootstrap-
ping to learn the input networks, the user is required to
choose a bootstrap and a Consensus threshold (although
the ﬁnal network can be viewed with edge ‘robustness’ as
shown in the ﬁgures in this paper rather than choosing a
Consensus threshold). Meta-analysis is relatively simpler
and ‘parameter-free’, since the bootstrap conﬁdences are
directly used to compute the aggregated network (how-
ever, if the user wishes to extract a PDAG, a threshold
must be chosen).
Thus, there is room for improvement in the post-learn-
ing aggregation methods. A hybrid approach between Con-
sensus and Meta-analysis is worth investigating. For
example, the Meta-analysis approach could be modiﬁed
to incorporate a Consensus term in the calculation of the
combined outcome measures. Extra weighting could be
applied to edges that have consistent conﬁdences across
all datasets, increasing their aggregated statistical conﬁ-
dence. This would assist in countering the problems of
occasional high conﬁdence FPs negatively inﬂuencing the
ﬁnal network in Meta-analysis and the large number of
parameters in the Consensus approach.
Additional further work will also involve extending
the modelling techniques in a number of ways. Tempo-
ral information can be incorporated through the use of
time nodes and dynamic BNs (this should improve the
directionality of learnt interactions and allow cyclic
behaviour to be introduced). Hidden nodes can be used
to model unobserved variables. Furthermore, in these
experiments we used datasets that were relevant to the
network under consideration (for example, we used
E. coli datasets from DNA damage experiments for
the SOS response module). However we intend to inves-
tigate whether more diverse datasets could be combinedby using additional nodes to represent the experiment
type.
Since our approach is based on combining networks, it
has the potential to integrate many heterogeneous types
of data—provided that GRN models can be built from
these datasets. We plan to look at the incorporation of
other data sources or expert knowledge such as transcrip-
tion factor binding sites, protein–protein interaction data
and textual information extracted from scientiﬁc literature.Acknowledgments
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