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ABSTRACT
Many websites offer the opportunity for customers to rate
items and then use customers’ ratings to generate items rep-
utation, which can be used later by other users for decision
making purposes. The aggregated value of the ratings per
item represents the reputation of this item. The accuracy of
the reputation scores is important as it is used to rank items.
Most of the aggregation methods didn’t consider the fre-
quency of distinct ratings and they didn’t test how accurate
their reputation scores over different datasets with different
sparsity. In this work we propose a new aggregation method
which can be described as a weighted average, where weights
are generated using the normal distribution. The evaluation
result shows that the proposed method outperforms state-
of-the-art methods over different sparsity datasets.
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1. INTRODUCTION AND BACKGROUND
People are increasingly dependent on information online
in order to decide whether to trust a specific object or not.
Therefore, reputation systems are an essential part of any e-
commerce or product reviews websites, where they provide
methods for collecting and aggregating users’ ratings in or-
der to calculate the overall reputation scores for products,
users, or services [1].
One of the challenges that face any reputation model is
its ability to work with different datasets, sparse or dense
ones. Within any dataset some items may have rich rating
data, while others, especially new ones, have low number
of ratings. Sparse datasets are the ones that contain higher
percentage of items which do not have many ratings or users
who didn’t rate many items. However, with the increased
popularity of rating systems on the web particularly, sparse
datasets become denser by time as ratings build up on the
dataset. On the other hand, most of the existing reputa-
tion models don’t consider the distribution of ratings for an
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item, which should influence its reputation. In this paper,
we propose to consider the frequency of ratings in the rating
aggregation process in order to generate reputation scores.
The purpose is to enhance accuracy of reputation scores us-
ing any dataset no matter whether it is dense or sparse. The
proposed methods are weighted average methods, where the
weights are assumed to reflect the distribution of ratings in
the overall score. An important contribution of this paper
is a method to generate the weights based on the normal
distribution of the ratings, other weighting factors can be
easily combined into our proposed methods.
Many methods used weighted average as an aggregator
for the ratings, where the weight can represent user’s repu-
tation, time when the rating was given, or the distance be-
tween the current reputation score and the received rating.
Shapiro [2] proved that time is important in calculating rep-
utation scores; hence, the time decay factor has been widely
used in reputation systems [2, 3, 4, 5]. On the other hand,
Riggs and Wilensky [6] performed collaborative quality fil-
tering, based on the principle of finding the most reliable
users. Lauw et al. introduced the Leniency-Aware Quality
(LQ) Model [7] which is a weighted average model that uses
users’ ratings tendency as weights. Using fuzzy models are
also popular in calculating reputation scores because fuzzy
logic provides rules for reasoning with fuzzy measures [8,
9]. Jøsang and Haller introduced a multinomial Bayesian
probability distribution reputation system based on Dirich-
let probability distribution [4]. This model is probably the
most relevant method to our proposed method because this
method also takes into consideration the count of ratings.
2. NORMAL DISTRIBUTION BASED REP-
UTATION MODEL (NDR)
In this section we will introduce a new aggregation method
to generate product reputation scores. In this paper we use
arithmetic mean method as the Na¨ıve method. Our initial
intuition is that rating weights is the frequency of rating
levels, because the frequency represents the popularity of
users’ opinions towards an item. Another fact we consider
in deriving the rating weights is the distribution of ratings.
Like many “natural” phenomena, we can assume that the
ratings fall in normal distribution. In our case, it will provide
different weights for ratings, where the more frequent the
rating level is, the higher the weight the level will get.
Suppose that we have n ratings for a specific product P ,
represented as RP = {r0, r1, r2, . . . , rn−1} where r0 is the
smallest rating and rn−1 is the largest rating, i.e., r0 ≤ r1 ≤
r2 ≤ · · · ≤ rn−1 . In order to aggregate the ratings, we
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need to compute the associated weights with each rating,
which is represented as WP = {w0, w1, w2, . . . , wn−1}. The
weights to the ratings will be calculated using the normal
distribution density function given in Equation (1), where
ai is the weight for the rating at index i, i = 0, . . . , n− 1, µ
is the mean, σ is the standard deviation, and xi is supposed
to be the value at index i; the basic idea is to evenly deploy
the values between 1 and k for the rating scale [1, k] over
the indexes from 0 to n− 1. k is the number of levels in the
rating system.
ai =
1
σ
√
2pi
e
− (xi−µ)
2
2σ2 , where xi =
(k − 1)× i
n− 1 + 1 (1)
We deploy the values of xi between 1 and k, where x0 = 1
and xn−1 = k. In Equation (1), the value of the mean
is fixed, i.e., µ = (k+1)
2
. However, the value of σ is the
actual standard deviation value extracted from the ratings to
this item; hence, each item in the dataset will have different
flatness for its normal distribution curve. The generated
weights in Equation (1) is then normalized so the summation
of all weights is equal to 1, hence, we create the normalized
weights vector WP = {w0, w1, w2, . . . , wn−1} using Equation
(2).
wi =
ai∑n−1
j=0 aj
, where
n−1∑
i=0
wi = 1 (2)
In order to calculate the final reputation score, which is af-
fected by the ratings and the weights, we need to sum the
weights of each level separately. We partition all ratings
into groups based on levels, Rl = {rl0, rl1, rl2, . . . , rl|Rl|−1},
l = 1, 2, . . . , k, for each rating r ∈ Rl, r = l. The set of
all ratings to item p is RP =
⋃k
l=1R
l. The correspond-
ing weights for the ratings in Rl are represented as W l =
{wl0, wl1, wl2, . . . , wl|Rl|−1}. The final reputation score is cal-
culated as weighted average for each rating level using Equa-
tion (3), where LW l stands for level weight.
NDRp =
k∑
l=1
(
l × LW l
)
, where LW l =
|Rl|−1∑
j=0
wlj (3)
We will do a slight modification to our proposed NDR
method by combining uncertainty principle, introduced by
Jøsang and Haller Dirichlet method [4]. This enhancement
is important to deal with sparse dataset, because when the
number of ratings is small, the uncertainty is high. Inspired
by the Dirichlet method in [4], the NDRU reputation score is
calculated using Equation (4) which takes uncertainty into
consideration. C is a priori constant which is set to 2 in our
experiments, and b = 1
k
is a base rate for any of the k rating
values.
NDRUp1 =
k∑
l=1
(
l ×
(
n× LW l + C × b
C + n
))
(4)
3. EXPERIMENT AND DISCUSSION
The dataset used in this experiment is the MovieLens
dataset which is publicly available and widely used in the
area of rec-ommender systems. The dataset contains about
1 million anonymous ratings of approximately 3, 706 movies.
In this dataset each user has evaluated at least 20 movies,
and each movie is evaluated by at least 1 user. Three new
Table 1: MAE results for the 5 fold rating prediction
experiment
Dataset Na¨ıve LQ Dirichlet NDR NDRU
4RPM 0.556 0.5576 0.5286 0.5614 0.5326
6RPM 0.561 0.5628 0.5514 0.5608 0.5498
8RPM 0.5726 0.5736 0.5705 0.5693 0.5676
ARPM 0.7924 0.7928 0.7928 0.7851 0.7853
datasets were extracted from the original dataset (ARPM)
in order to test the different reputation models for different
levels of sparsity. The sparsest dataset created has only 4
ratings per movie randomly selected from users’ ratings to
this movie(4RPM). For the second and the third datasets,
each movie has 6 (6RPM) and 8 (8RPM) randomly selected
ratings, respectively.
The experiment is to predict an item rating using the item
reputation score generated by reputation models. The hy-
pothesis is that the more accurate the reputation model the
closer the scores it generates to actual users’ ratings. For
one item, we will use the same reputation score to predict
the item’s rating for different users. In this experiment we
use the training dataset to calculate a reputation score for
every movie. Secondly we will use these reputation scores
as rating prediction values for all the movies in the testing
dataset and will compare these reputation values with users’
actual ratings in the testing dataset. The Baseline methods
we will compare with include the Na¨ıve method, Dirichlet
reputation system proposed by Jøsang and Haller [4], and
the Leniency-aware Quality (LQ) model proposed by Lauw
et al. [7]. The mean absolute error (MAE) is used to mea-
sure the accuracy of rating prediction. Equation (5) shows
how to calculate the MAE.
MAE =
∑n
i=1 |pi − ri|
n
(5)
The experiment is done as a five-fold cross validation,
where every time a different 20% of the dataset is used for
testing. This method ensures that each user’s data has been
used five times; four times in training and one time in test-
ing. We record the MAE in each round for all the imple-
mented methods, and at the end we calculate the average of
the five MAE values recorded for each reputation model. We
have tested the ratings prediction accuracy using the four
previously described datasets. From the results in Table 1,
we can see that the NDR method produces the best results
when we use it with dense datasets, and that the Dirichlet
method is the best with sparse datasets. Most importantly,
the NDRU method, provides good results in any case, and
can be used as a general reputation model regardless of the
sparsity in datasets.
4. CONCLUSIONS
In this work we have proposed a new aggregation method
for generating reputation scores for items or products based
on customers’ ratings, where the weights are generated using
a normal distribution. The method is also enhanced with
adding uncertainty part by adopting the idea of the work
proposed by Jøsang and Haller [4]. The results of our ex-
periments show that our proposed method outperforms the
state-of-the-art methods in ratings prediction over a well-
known dataset.
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