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Abstract 
Everyday an enormous amount of information is stored, processed and transmitted digitally around the world. Neural Networks 
have been rapidly developed and researched as a solution to image processing tasks and channel error correction control. This paper 
presents a deep neural network (DNN) for gray image compression and a fault-tolerant transmission system with channel error-
correction capabilities. First, a DNN implemented with the Levenberg-Marguardt learning algorithm is proposed for image 
compression. We demonstrate experimentally that our DNN not only provides better quality reconstructed images but also less 
computational capacity compared to DCT Zonal coding, DCT Threshold coding, Set Partitioning in Hierarchical Trees (SPIHT) 
and Gaussian Pyramid. Secondly, a DNN with improved channel error-correction rate is proposed. The experimental results 
indicate that our implemented network provides a superior error-correction ability by transmitting binary images over the noisy
channel using Hamming and Repeat-Accumulate coding. Meanwhile, the network’s storage requirement is 64 times less than the 
Hamming coding and 62 times less than the Repeat-Accumulate coding. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction
Methods of compressing and transmitting data efficiently and securely are becoming of significant practical and
commercial interest. Image compression techniques make it possible to provide a tradeoff between good quality digital 
images and to minimize the bandwidth and storage space requirements. Error Correction codes help us to communicate 
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perfectly over not so perfect communication channels by adding a controlled form of redundancy to the original data. 
An artificial neural network (ANNs) is an information processing system that can be used in image compression and 
channel error correction control that is inspired by the biological nervous system. Recently, researchers have achieved 
some success by training deep neural networks (DNNs) which are artificial neural networks with many hidden layers 
between the input and output layers. Previous research has shown that multi-layer ANNs have better performance 
compared to single layer ANNs [1-3]. 
Neural networks have been used to address image compression problems for many decades. A good review of 
image compression by using neural networks has been presented in [4]. The authors in [5, 6] propose a neural network 
with a single hidden layer for image compression. In [7], the authors describe a comparison of different deep neural 
network transfer functions for image compression implementation. However, they all concluded that there is still a 
long way to go before neural networks provide substantial improvement over non-neural network based image 
compression algorithms such as the Discrete Cosine Transform (DCT) and the Set partitioning in Hierarchical Trees 
(SPIHT) algorithm. Discrete Cosine Transform (DCT) is the most commonly used image process algorithm for 
compress image for over past years.  Discrete Wavelet Transform (DCT) plays major role in JPEG2000 image 
compression algorithm and set partitioning in Hierarchical Trees (SPIHT) is a world–winning wavelet-based image 
compression method for years. In [8] [9], the authors apply the DCT, DWT and Gaussian pyramid algorithms to image 
compression and reconstruction. In their work, high frequency information was removed during the DCT, DWT and 
Gaussian Pyramid compression process. Meanwhile, SPIHT compression method isn’t developed for artificially 
generated images. 
There are also various technique proposed to address the error correction control problem by using the artificial 
neural networks (ANNs), and these techniques can be divided into two groups.  In the first group, neural network that 
implement error correction technique do not have any self-testing ability. In [10] the proposed neural networks without 
self-testing ability can only correct a limited numbers of faults. In the second group, neural network with self-ability 
is used implement error correction technique. Self-testing Error correction classical methods are usually based in 
hamming distance and repeat-accumulate techniques. Two commonly used error correction methods, hamming and 
repeat-accumulate codes, are compared in [11], Hamming coding has more superior result over repeat-accumulate 
coding. Three types of Neural network models are presented in [12] as alternative way to solve error correction 
problem. However, the paper didn’t really compare error correction results between three neural network models and 
hamming codes. The author in [13] proposed a Hopfield neural network by combining heuristic algorithms to increase 
error correction capacity and storage capability of the network. However, this technique is only tested in a small 
network and the error correction rate relatively low compare with hamming coding. 
In this paper, there are two different problems that we address.  First, we focus on developing a DNN implemented 
using the Levenberg-Marquardt learning algorithm designed for gray image compression and decompression without 
compromising the image quality and storage requirement. We demonstrate experimentally using 4 different learning 
algorithms and by varying the number of hidden layers that the compression for images is better while requiring less 
storage compared to DCT zonal and threshold coding, SPIHT and Gaussian pyramid methods. Second, we propose a 
DNN also implemented using the Levenberg-Marquardt learning algorithm for image error correction control over a 
noisy channel. Our DNN implemented by the Levenberg-Marquardt learning algorithm and constructed with two 
hidden layers provides more efficient results when number of hidden layers changes and for different learning 
algorithms and provides a superior quality image and less storage requirement over hamming coding and repeat-
accumulate coding. The remainder of this paper is organized as follows. In Section 2, the image compression by using 
DNN is proposed. Section 3 introduces a method for error correction control by using DNN’s. Section 4 and 5 reports 
experimental results and compares with commonly used methods. Section 5 presents the conclusion of this paper. 
2. Deep Neural Network Image Compression and Decompression 
Digital images are extremely data intensive and hence require large amounts of memory for storage and are very 
time consuming to transmit. By using image compression techniques, it is possible to remove some of the redundant 
information contained in images, requiring less storage space and less time to transmit. Figure 1 provides a block 
diagram of the DNN image data compression process. The image compression system consists of a compression 
module and a decompression module. S represents the original image, C represents the compressed image and S’ 
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represents the decompressed image. The size of the compressed image, M x M bits, is much less than the size of 
original image N x N bits. All image compression techniques can be divided into two broad categories: lossless and 
lossy. In this paper, we are focusing on the lossy image compression technique which compromises the accuracy of 
the reconstructed image in exchange for maximum compression ratio. On the other hand, lossless image compression 
techniques can rarely achieve more than a 3:1 compression ratio. [1] 
Fig.1. Block Diagram of image data compression system 
2.1. Structure 
Our DNN architecture designed to solve the image compression problem is illustrated in Fig. 2. This structure includes 
one input layer, multiple hidden layers and one output layer. Both input and output layer neurons are fully 
interconnected with the hidden layers and contains the same amount of neurons: n. The image compression process 
can be achieved by designing the number of neurons from the hidden layer, k, to a smaller value than the number of 
neurons from input and output layers. In this type of neural network architecture, a large number of input neurons 
would feed into a smaller number of neurons in the hidden layer which works as the compressor. The decompressor 
then reconstructs the compressed image back to the output layer neurons with same weights from compressor. Such a 
network is referred to as bottleneck type network. The idea of this network structure is the original image presented 
to the network as an input would be processed into a compressed image which works as a compressor and then appears 
the exact same as the original image at the output layer which works as a decompressor.  
Fig.2. Deep Neural Network Structure 
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2.2 Training Procedure 
To train the network, 256x256 input images are first divided into individual blocks, normalized and reshaped into 
vectors and arranged into a 64x1024 matrix. Finally, to feed the matrix into the DNN’s 64 neurons input layer, it is 
loaded column by column with a total of 1024 input patterns to compress from one hidden layer to another. During 
the training operation, input images are compressed into smaller sized images by the neural network and decompressed 
back to the original sized images. The input and output layers both have 64 neurons to recover the compressed input 
image. The hidden layers consist of fewer neurons than the input layer in terms of the implemented compression 
operation. The Levenberg-Marquardt learning algorithm was then employed as the training algorithm to get the 
optimal values of the weights and biases after being randomly initialized. The Levenberg-Marquardt (LM) Algorithm 
is often consider one of the fastest backpropagation algorithms and also highly recommended as a first choice 
algorithm for supervised neural networks since it is a robust method for solving nonlinear optimization problems by 
incorporating the advantages of the steepest descent method and the Gauss-Newton method. The DNN’s target output 
is set equal to the given input. Ideally, the decompressed image is the same as the input image. Lastly, we compare 
the difference between the output values with the target values and calculate the MSE.  
3. Deep Neural Network Binary Image Error Correction System 
                                               Fig. 3.  Block diagram of error correction system 
The channel encoder and decoder play important roles in the overall channel error correction system when the channel 
is noisy. The channel error correction system consists of an error correction encoder before the noisy channel and an 
error correction decoder after the data is received. Error correction code is defined as inserting ‘controlled redundancy’ 
to the source data to reduce the impact of transferring data over a noisy channel in terms of improving the reliability 
of transmission channels.[1] The process of image error correction codes can be formulated as designing an error 
correction encoder and decoder as shown in the Fig. 3. S represents the original image, t represents the encoded image 
that will be transmitted over the noisy channel, and r represents the received image after added noise during the noisy 
transmission channel.           
3.1. Architecture
The DNN architecture suitable for the channel error correction coding problem is illustrated in Fig. 4. This structure 
includes one input layer, two hidden layers, one noisy channel and one output layer. Both input and output neurons 
are fully interconnected with the hidden layers and contains the same amount of neurons: n. The channel error 
correction coding process functions by designing the numbers of neurons from the hidden layer: k to a larger value 
than the number of neurons from input and output layers. In this type of neural network architecture, a small number 
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of input neurons in the input layer would be first fed into a large number of neurons in the hidden layer which works 
as the encoder. The encoded image is then transferred through a noisy channel. The decoder then reconstructs the 
noisy encoded image back to the output layer neurons with same weights from encoder. The idea of this structure is 
that the original image presented to the network inputs is processed into a larger size encoded image to improve the 
channel reliability. Ideally, the output image should closely match the input image. 
                                            Fig. 4. Neural Network Error Correction Coding 
3.2. Training Procedure 
To train the network, the training images are initially processed into a normalized matrix and fed into the input 
layer of the DNN. During the training operation, the original image is encoded into a larger sized image and decoded 
back to the original image in order to improve channel reliability from noise. The input and output layers both have 
16 neurons. We then set the target matrix equal to input matrix for training purpose. Next, we set the DNN’s first 
hidden layer size to 21 neurons to match the hamming code encoded size and 28 neurons to match the repeat-
accumulate code encoded size.  In order to evaluate the DNN’s fault tolerance, errors are randomly generated and 
added during transmission. To simulate the transmission error, certain percentages of encoded images from the hidden 
layer are randomly selected and swapped from ‘0’ to ‘1’ or from ‘1’ to ‘0’. The Levenberg-Marquardt learning 
algorithm was also employed as the training algorithm to get the optimal value of the weights and biases after being 
randomly initialized. Lastly, we compare the difference between the output and target image and calculate the MSE. 
4. Results for Deep Neural Network Image Compression and Decompression 
In order to evaluate the quality and efficiency of our proposed deep neural network system, the following provides 
simulation results which are tested on Windows 7 with an Intel Xeon 3.2 GHz and 8 GB of RAM. There are total 30 
tested images. The tested images are all sized 256 by 256 pixels and are benchmarked gray images which are classified 
into two types: low/moderate frequency gray images and high frequency gray images. The first two experimental input 
images, baboon and Lena, are used to simulate images with low and moderate frequencies. Three additional images, 
paint, book text and finger print, are used to represent high frequency images. The measurement used to evaluate the 
performance of our DNN is called Mean Square Error (MSE). Mean Square Error (MSE) is widely used in measuring 
the average of the square of the errors, which is the difference between the reconstructed image and original image. 
The MSE calculation can be computed with the following equation: ܯܵܧ ൌ σ σ ሾܫைሺ݅ǡ ݆ሻ െ ܫோሺ݅ǡ ݆ሻሿଶ௡ିଵ௝௠ିଵ௜ Ȁ݉݊ [1] where m and 
n denotes the horizontal and vertical size of the reference image respectively. IR represents the reference image and IT
represents the reconstructed image. For this paper, image compression ratio (CR) is computed using the following 
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equation: ܥܴ ൌ ௢ܰ ௖ܰΤ   [1] where No is the number of pixels in the original image and Nc is the number of pixels in the 
compressed image.  
According to the experimental results indicated in Table 1, the Levenberg-Marquardt (LM) training algorithm contains 
superior reconstructed image quality over BFGS Quasi-Newton (BFG) training algorithm, Resilient Backpropagation 
(RP) training algorithm and Scaled Conjugate Gradient Backpropagation (SCG) training algorithm when the image 
compression ratio is from 4 to 64. Meanwhile, a three hidden layer DNN contains better reconstruct image over one 
and five hidden layer neural networks and also requires less computational time compared to a five hidden layer DNN 
when the image compression ratio is from 4 to 64. Therefore, we chose the DNN with three hidden layers and 
implemented with the Levenberg-Marguardt learning algorithm to the perform image compression operation. 
Table.1. MSE performance comparison between various Neural Network training algorithm and hidden layers. 
The experimental results are shown in Table 2. The results indicate our implemented DNN contains superior 
reconstructed image quality over DCT zonal, threshold coding, Set Partitioning in Hierarchical Trees (SPIHT) and 
Gaussian pyramid coding when using high frequency images. When the tested images are medium or low frequency, 
our DNN is superior when the compression ratio is 16 or higher. This is expected since our DNN integrates the whole 
image simultaneously and can adapt to sudden changes in the image which allows our DNN to interpret high frequency 
changes in an image. On the other hand, DCT zonal, threshold coding, Set Partitioning in Hierarchical Trees (SPIHT) 
and Gaussian pyramid coding preserves the low frequency components but removes the high frequency portions of 
the image during the compression process. During the reconstruction stage, the other four methods recover the pixels 
via approximation using preserved pixels. However, the retained pixels may not been accurately picked since the 
neighboring pixel’s intensity levels change greatly in high frequency images. 
Table.2. MSE performance and comparison between Deep Neural Network and various method. 
Storage requirement is another criteria that is used to compare between our DNN and other four methods.  It denotes 
the amount of information that is required to reconstruct the compressed images. For our DNN, the only information 
required to store the reconstructed image are the weights. On the other hand, the other image compression methods 
all need to store all their transform coefficients for reconstruction which is extremely data intensive. As indicated in 
Table 3, we can determine the storage requirements for all other methods requires 3 to 8 times more storage capacity 
CompressionRatio TrainingAlgorithms OneHiddenLayer ThreeHiddenLayers FiveHiddenLayers
4:1 LM 113.32 15.46 16.74
BFG 150.49 83.56 91.19
RP 115.56 33.75 34.33
SCG 116.57 25.87 39.57
16:1 LM 118.04 22.78 31.95
BFG 143.83 90.51 101.86
RP 118.72 39.15 47.27
SCG 124.55 40.71 56.85
64:1 LM 136.46 45.48 48.73
BFG 155.08 105.06 128.03
RP 142.10 98.91 54.28
SCG 177.82 94.63 52.46
CompressionRatio TestingImages DCTThresholdcoding DCTZonalcoding GaussianPyramid SPIHT DeepNeuralNetwork
4:1 Baboon 23.97 41.83 59.19 23.20 18.98
Lena 6.53 13.39 30.51 7.13 15.46
BookText 66.61 79.68 62.08 198.71 45.73
FingerPrint 49.14 60.79 68.62 79.35 46.15
Paint 86.64 103.69 102.50 517.57 79.89
16:1 Baboon 52.21 61.00 73.93 160.14 20.06
Lena 24.20 30.54 52.67 29.72 22.78
BookText 94.18 103.33 70.27 2069.73 58.00
FingerPrint 63.46 74.87 82.88 1196.56 57.12
Paint 112.69 124.49 108.11 2949.62 91.41
64:1 Baboon 72.94 72.94 85.42 334.267 39.00
Lena 49.57 49.57 76.77 141.00 45.48
BookText 131.45 131.45 76.76 1464.74 71.49
FingerPrint 80.81 80.70 83.17 4126 70.67
Paint 131.80 131.78 109.39 5020.38 106.65
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than the DNN. 
Table 3. Comparison of storage requirement by using deep neural network and variable methods. 
5. Results for Deep Neural Network Error Detection and Correction. 
The tested images are all 128 by 128 pixel benchmark binary images: Cameraman and Lena.  In order to evaluate 
and compare the fault tolerant capability we simulate the channel transmission error. Certain percentages of encoded 
images from our DNN, Hamming and Repeat-Accumulate codes are randomly selected and swapped from ‘0’ to ‘1’ 
or from ‘1’ to ‘0’. The transmission channel noise ratio (NR) is computed as the following equation: ܴܰ ൌ ௡ܰ ௧ܰΤ ൈ
ͳͲͲΨ [1] where Nn is the number of noise pixels from the encoded image and Nt is the total number of pixels from 
the encoded image. Mean Square Error (MSE) is also used to evaluate and compare the performance of our DNN with 
Hamming and Repeat-Accumulate codes. 
Table.4. MSE performance comparison between various Neural Network training algorithm and hidden layers. 
According to the experimental results indicated in Table 4, the Levenberg-Marquardt (LM) training algorithm 
contains superior reconstructed image quality over BFGS Quasi-Newton (BFG) training algorithm and Resilient 
Backpropagation (RP) training algorithm when the flipped noise ratio is from 1/32 to 1/2. Meanwhile, the two hidden 
layer DNN contains better reconstruct image over the four hidden layer DNN for all three training algorithms when 
the flipped noise ratio is from 1/32 to 1/2. Therefore, we chose the DNN which is constructed with two hidden layers 
and implemented with the Levenberg-Marguardt learning algorithm to perform image compression operation. 
Table 5. Neural Network vs. Hamming coding                         Table 6. Neural Network vs. Repeat-Accumulate Coding
The experimental results are shown in Tables 5-8. For the comparative performance analysis, hamming coding and 
repeat-accumulate coding are set up to compare with the neural network separately since the sizes of the encoded 
images are different. According to the experimental results in Tables 3 and 4, our implemented neural network 
contains a superior quality reconstructed image over hamming coding and accumulate-repeat coding when sending 
the encoded image over a noisy channel. Overall, the comparison between the reconstructed and original images show 
CompressionRatio DCTThresholdcoding DCTZonalcoding GaussianPyramid SPIHT DeepNeuralNetwork
64:1 8192bits 8192bits 8192bits 8192 bits 8320bits
64:4 32768bits 32768bits 32768bits 32768 bits 8704bits
64:9 73728bits 73728bits 73728bits 73728 bits 9344bits
64:16 131072bits 131072bits 131072bits 131072 bits 20480bits
EncodedOutput
FlippedNoiseRatio
TrainingAlgorithms TwoHiddenLayer FourHiddenLayers
1/32 LM 0.0013 0.7055
RP 0.0072 1.2102
BFG 0.1152 2.2043
1/16 LM 0.0069 0.1078
RP 0.0183 2.1683
BFG 0.1243 3.2220
1/8 LM 0.0316 2.2192
RP 0.0521 3.4973
BFG 0.1485 4.3265
1/4 LM 0.1201 3.5059
RP 0.1545 4.5712
BFG 0.2112 5.6903
1/2 LM 0.4295 4.7204
RP 0.4350 5.9788
BFG 0.4867 6.4724
Encoded Output 
Flipped Noise Ratio 
Neural Network Hamming Coding 
Cameraman Lena Cameraman Lena 
0 1.32e-9 8.026e-8 0 0 
1/32 0.0102 0.0120 0.0115 0.0129 
1/16 0.0405 0.0314 0.0557 0.0742 
1/8 0.0930 0.0834 0.1538 0.2070 
1/4 0.2169 0.2070 0.3848 0.4685 
1/2 0.4693 0.4617 0.8174 0.9688 
Encoded Output 
Flipped Noise Ratio 
Neural Network Repeat-Accumulate Coding 
Cameraman Lena Cameraman Lena 
0 5.74e-9 2.47e-7 0 0 
1/32 0.0023 0.0013 0.0037 0.0021 
1/16 0.0082 0.0069 0.0098 0.0114 
1/8 0.0365 0.0316 0.0444 0.0425 
1/4 0.1448 0.1201 0.1542 0.1548 
1/2 0.4438 0.4295 0.5023 0.4971 
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that our neural network system has superior error correction ability when the transmission channel is noisy. 
Additionally we compare the storage requirements between neural networks, hamming and repeat-accumulate 
coding. For this experiment, storage requirement is also defined as the amount information that is required to be stored 
between the encoding and decoding stages. For our neural network, the only information required to store and 
reconstruct the encoded images are the weights. On the other hand, the other two error correction codes need to store 
additional bits to decode. As indicated in Table 5, we determined that the storage requirements for repeat-accumulate 
coding is 64 times more than the storage requirement for Deep Neural Network. As indicated in Table 6, we 
determined the storage requirements for hamming code is 62 times more than our Neural Network. 
Table 7. Neural network vs. repeat-accumulate coding                   Table 8. Neural Network vs. hamming coding 
6. Conclusion and Further Work. 
This paper presents two different DNNs for image compression and a channel fault-tolerant DNN which are both 
trained by the Levenberg-Marquardt algorithm. As a general conclusion from our experimental results, our 
implemented DNN allows for a high compression ratio (i.e. CR=64) and better quality reconstruction with high 
frequency images when compared to DCT, Gaussian Pyramid and SPHIT methods. Meanwhile, the computational 
storage requirement is 3 to 8 times less than the other methods. Secondly, our implemented DNN contains higher fault 
tolerance over hamming and repeat-accumulate error correction coding while requiring 64 times less storage than the 
hamming coding and 62 times less than the repeat-accumulate coding. Future work entails implementing the neural 
network in audio compression and decompression and encoding multiple images simultaneously.  
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 Hamming Coding Neural Network 
Storage Requirement (bits) 174816 2816 
 Repeat-Accumulate Coding Neural Network 
Storage Requirement (bits) 393216 6144 
