Almost 30 years ago, Zhang and Shasha (1989) published a seminal paper describing an efficient dynamic programming algorithm computing the tree edit distance, that is, the minimum number of node deletions, insertions, and replacements that are necessary to transform one tree into another. Since then, the tree edit distance has been widely applied, for example in biology and intelligent tutoring systems. However, the original paper of Zhang and Shasha can be challenging to read for newcomers and it does not describe how to efficiently infer the optimal edit script.
Introduction
The tree edit distance (TED, Zhang and Shasha 1989) between two treesx andȳ is defined as the minimum number of nodes that need to be replaced, deleted, or inserted inx to obtainȳ. This makes the TED an intuitive notion of distance, which has been applied in a host of different application areas (Pawlik and Augsten 2011) , for example to compare RNA secondary structures and phylogenetic trees in biology (Akutsu 2010; S. Henikoff and J. G. Henikoff 1992; McKenna et al. 2010; Smith and Waterman 1981) , or to recommend edits to students in intelligent tutoring systems (Choudhury, Yin, and Fox 2016; Freeman, Watson, and Denny 2016; Nguyen et al. 2014; Rivers and Koedinger 2015) . As such, the TED has certainly stood the test of time and is still of great interest to a broad community. Unfortunately, though, a detailed tutorial on the TED seems to lack, such that users tend to treat it as a black box. This is unfortunate as the TED lends itself for straightforward adjustments to the application domain at hand, and this potential remains under-utilized.
This contribution is an attempt to provide a comprehensive tutorial to the TED, enabling users to implement it themselves, adjust it to their needs, and compute not only the distance as such but also the optimal edits which transformx intoȳ. Note that we focus here on the original version of the TED with a time complexity of O(m 2 · n 2 ) and a space complexity of O(m · n), where m and n are the number of nodes inx andȳ respectively (Zhang and Shasha 1989) . Recent innovations have improved the worst-case time complexity to cubic time (Pawlik and Augsten 2011; Pawlik and Augsten 2016) , but require deeper knowledge regarding tree decompositions. Furthermore, the practical runtime complexity of the original TED algorithm is still competitive for balanced trees, such that we regard it as a good choice in many practical scenarios (Pawlik and Augsten 2011) .
Our tutorial roughly follows the structure of the original paper of Zhang and Shasha (1989) , that is, we start by first defining trees (section 2.1) and edit scripts on trees (section 2.2), which are the basis for the TED. To make the TED more flexible, we introduce generalized cost functions on edits (section 2.3), which are a good interface to adjust the TED for custom applications. We conclude the theory section by introducing mappings between subtrees (section 2.4), which constitute the interface for an efficient treatment of the TED.
These concepts form the basis for our key theorems, namely that the cheapest mapping between two trees can be decomposed via recurrence equations, which in turn form the basis for Zhang and Shasha's dynamic programming algorithm for the TED (section 3). Finally, we conclude this tutorial with a section on the backtracing for the TED, meaning that we describe how to efficiently compute the cheapest edit script transforming one tree into another (section 4).
A reference implementation of the algorithms presented in this work can be found at https://openresearch.cit-e
Theory and Definitions
We begin our description of the tree edit distance (TED) by defining trees, forests, and tree edits, which provides the basis for our first definition of the TED. We will then revise this definition by permitting customized costs for each edit, which yields a generalized version of the TED. Finally, we will introduce the concept of a tree mapping, which will form the basis for the dynamic programming algorithm.
Trees
Definition 1 (Alphabet, Tree, Label, Children, Leaf, Subtree, Parent, Ancestor, Forest). Let X be some arbitrary set which we call an alphabet. We define a treex over the alphabet X recursively as x(x 1 , . . . ,x R ), where x ∈ X , andx 1 , . . . ,x R is a (possibly empty) list of trees over X . We denote the set of all trees over X as T (X ).
We call x the label ofx, also denoted as ν(x), and we callx 1 , . . . ,x R the children ofx, also denoted as̺(x). If a tree has no children (i.e. R = 0), we call it a leaf. In terms of notation, we will generally omit the brackets for leaves, i.e. x is a notational shorthand for x().
We define a subtree ofx as eitherx itself, or as a subtree of a child ofx, i.e. as the transitive closure over the child relation, including the tree itself. Conversely, we callx the parent ofȳ ifȳ is a child ofx, and we callx an ancestor ofȳ ifx is either the parent ofȳ or an ancestor of the parent of x, i.e. the transitive closure over the parent relation. We call the multi-set of labels for all subtrees of a tree the nodes of the tree.
We call a list of treesx 1 , . . . ,x R from T (X ) a forest over X , and we denote the set of all possible forests over X as T (X ) * . We denote the empty forest as ǫ.
As an example, consider the alphabet X = {a, b}. Some example trees over X are a, b, a(a), a(b), b(a, b), and a(b(a, b), b).
An example forest over this alphabet is a, b, b (a, b) . Note that each tree is also a forest. This is important as many of our proofs in this paper will be concerned with forests, and these proofs apply to trees as well. 
Tree Edits
Next, we shall consider edits on trees, that is, functions which change trees (or forests). In particular, we define:
Definition 2 (Tree Edit, Edit Script). A tree edit over the alphabet X is a function δ which maps a forest over X to another forest over X , that is, a tree edit δ over X is any kind of function δ : T (X ) * → T (X ) * . In particular, we define a deletion as the following function del. del(ǫ) := ǫ del(x 1 , . . . ,x R ) :=̺(x 1 ),x 2 , . . . ,x R We define a replacement with node y ∈ X as the following function rep y .
rep y (ǫ) := ǫ rep y (x 1 , . . . ,x R ) := y(̺(x 1 )),x 2 , . . . ,x R And we define an insertion of node y ∈ X as parent of the trees l to r − 1 as the following function ins y,l,r .
ins y,l,r (x 1 , . . . ,x R ) :=     x 1 , . . . ,x R if r > R + 1, l > r, or l < 1 x 1 , . . . ,x l−1 , y,x l , . . . ,x R if l = r ≤ R + 1 x 1 , . . . ,x l−1 , y(x l , . . . ,x r−1 ),x r , . . . ,x R if 1 ≤ l < r ≤ R + 1
We define an edit scriptδ as a list of tree edits δ 1 , . . . , δ T . We define the application of an edit scriptδ = δ 1 , . . . , δ T to a treex as the composition of all edits, that is:δ(x) := δ 1 • . . . • δ T (x), where • denotes the contravariant composition operator, i.e. f • g(x) := g(f (x)).
Let ∆ be a set of tree edits. We denote the set of all possible edit scripts using edits from ∆ as ∆ * . We denote the empty script as ǫ.
As an example, consider the alphabet X = {a, b} and the edit rep b , which replaces the first node in a forest with a b. If we apply this edit to the example tree a(b, a), we obtain rep b (a(b, a)) = b(b, a). Now, consider the edit scriptδ := del, rep a , ins a,1,3 , which yields the following result for the example tree a(b, a).δ Note that tree edits are defined over forests, not only over trees. This is necessary because, as in our example above, deletions may change trees into forests and need to be followed up with insertions to obtain a tree again.
Based on edit scripts, we can define the TED.
Definition 3 (Edit Distance). Let X be an alphabet and ∆ be a set of tree edits over X . Then, the TED according to ∆ is defined as the function
In other words, we define the TED between two treesx andȳ as the minimum number of edits we need to transformx toȳ.
Our definition of tree edit is very broad and includes many edits which are not meaningful in most tasks. Therefore, the standard TED of Zhang and Shasha (1989) is restricted to the three kinds of special edits listed above, namely deletions, which remove a single node from a forest, insertions, which insert a single node into a forest, and replacements, which replace a single node in a forest with another node. Up to now, we have only defined versions of these edits which apply to the first node in a forest. We now go on to define variants which can be applied to any node in a given forest. To this end, we need a way to uniquely identify and target single nodes in a forest. We address this problem via the concept of a pre-order. The pre-order just lists all subtrees of a forest recursively, starting with the first tree in its forest, followed by the pre-order of its children and the pre-order of the remaining trees. More precisely, we define the pre-order as follows.
Definition 4 (Pre-Order). Letx 1 , . . . ,x R be a forest over some alphabet X . Then, we define the pre-order ofx 1 , . . . ,x R as the list π(x 1 , . . . ,x R ) which enumerates all subtrees ofx 1 , . . . ,x R as follows.
where ⊕ denotes list concatenation. 
Figure 1: Left: The treex = a(b(c, d), e) with pre-order indices drawn next to each node. Right: A table listing the subtreesx i , the nodes x i , the parents px(i), and the child indices rx(i) for all pre-order indices i ∈ {1, . . . , 5} for the treex = a(b(c, d), e).
As a shorthand, we denote the ith subtree π(X) i asx i . We define x i as the label ofx i , i.e.
We define the size of the forest X as the length of the pre-order, that is |X| := |π(X)|. Further, we define px(i) as the pre-order index of the parent ofx i , that is,x px(i) is the parent of x i . If there is no parent, we define px(i) := 0.
Finally, we define rx(i) as the child index ofx i , that is,x i =̺(x px(i) ) rx(i) . If px(i) = 0, we define rx(i) as the index ofx i in the forest, that is, the rx(i)th tree in X isx i .
Consider the example of the treex = a(b(c, d), e) from Figure 1 (left). Here, the pre-order is Figure 1 (right) lists for all i the subtreesx i , the nodes x i , the parents px(i), and the child indices rx(i).
Based on the pre-order, we can specify replacements, deletions, and insertions as follows:
Definition 5 (Replacements, Deletions, Insertions). Let X be some alphabet. We define a deletion of the ith node as the following function del i .
We define a replacement of the ith node with y ∈ X as the following function rep i,y .
Finally, we define an insertion of node y ∈ X as parent of the children l to r − 1 of the ith node as the following function ins i,y,l,r .
We define the standard TED edit set ∆ X for the alphabet X as the following set: ∆ X := {del i |i ∈ N} ∪ {rep i,y |i ∈ N, y ∈ X } ∪ {ins i,y,l,r |i ∈ N 0 , l, r ∈ N, y ∈ X }. Note that in all three cases we leave X unchanged if i < 1 or if i > |X| (except for insertions, where we only leave the forest unchanged if i < 0 or i > |X|).
In the remainder of this work, we focus on the TED according to the standard TED edit set d ∆X . An example of a shortest edit script according to these edits is shown in Figure 2 . In particular, the scriptδ = rep 1,f , del 2 , del 2 , rep 2,g , del 3 transforms the treex = a(b(c, d), e) into the treeȳ = f(g). Because there is no shorter script to transformx toȳ, the tree edit distance betweenx andȳ is 5. Note that the deletion of b in the tree f(b(c, d), e) results in the tree f(c, d, e), meaning that the children of b, namely d and e, are now children of the parent of b, namely f. Deletions can also lead to trees becoming forests. In particular, a deletion of f in the tree f(c, d, e) would result in the forest c, d, e.
Conversely, an insertion takes (some of) the children of a tree and uses them as children of the newly inserted node. For example, the insertion of b in the tree f(c, d, e) in Figure 2 uses the children c and d of f as children for the new node b. Insertions can also be used to transform forests to trees by inserting a new node at the root. For example, the insertion ins 0,f,1,4 applied to the forest c, d, e would result in the tree f(c, d, e).
Cost Functions
Up until now we have defined the edit distance based on the length of the script required to transform x intoȳ. However, we may want to regard some edits as more costly than others, because some elements may be easier to replace. This is reflected in manually defined cost matrices, such as the PAM and BLOSUM matrices from bioinformatics (S. Henikoff and J. G. Henikoff 1992) . In general, we can express the cost of edits in terms of a cost function.
Definition 6 (Cost function). A cost function c over some alphabet X with − / ∈ X is defined as a function c : (X ∪ {−}) × (X ∪ {−}) → R, where − is called the special gap symbol.
Further, we define the cost of any edit δ in δ X as zero if δ(X) = X, i.e. if the edit does not change the input forest, and otherwise as follows. We define the cost of a replacement rep i,y with respect to some input forest X as c(rep i,y , X) := c(x i , y); we define the cost of a deletion del i with respect to some input forest X as c(del i , X) := c(x i , −); and we define the cost of an insertion ins i,y,l,r with respect to some input forest X as c(ins i,y,l,r , X) := c(−, y).
Finally, we define the cost of an edit scriptδ = δ 1 , . . . , δ T with respect to some input forest X recursively as c(δ, X) := c(δ 1 , X) + c((δ 2 , . . . , δ T ), δ 1 (X)), with the base case c(ǫ, X) = 0 for the empty script.
Intuitively, the cost of an edit script is just the sum over the costs of any single edit in the script.
As an example, consider our example script in Figure 2 . For this script we obtain the cost:
Based on the notion of cost, we can generalize the TED as follows.
Definition 7 (Generalized Tree Edit Distance). Let X be an alphabet, let ∆ X be the standard TED edit set over X , and let c be a cost function over X . Then, the generalized TED over X is defined as the function
As an example, consider the cost function c(x, y) = 1 if x = y and 0 if x = y. In that case, every edit (except for self-replacements) costs 1, such that the generalized edit distance again corresponds to the cost of the shortest edit script. If we change this cost function to be 0 for a replacement of a with f, our edit distance between the two example trees in Figure 2 decreases from 5 to 4. If we set the cost c(a, a) = −1, the edit distance becomes ill-defined, because we can always make an edit script cheaper by appending another self-replacement of a with a.
This begs the question: Which properties does the cost function c need to fulfill in order to ensure a "reasonable" edit distance? To answer this question, we first define what it means for a distance to be "reasonable". Here, we turn to the mathematical notion of a metric.
Definition 8 (Metric). Let X be some set. A function d : X × X → R is called a metric if for all x, y, z ∈ X it holds:
All five of these properties make intuitive sense: We require a reasonable distance to not return negative values, we require that every object should have a distance of 0 to itself, we require that no two different objects can occupy the same space, we require that any object x is as far from y as y is from x, and we require that the fastest route from x to y is a straight line, that is, there is no point z through which we could travel such that we reach y faster from x compared to taking the direct distance.
Interestingly, it is relatively easy to show that the generalized TED is a metric if the cost function is a metric. Proof. Note that we require non-negativity as a pre-requisite for any of the metric conditions, because negative cost function values may lead to an ill-defined distance, as in the example above.
We now prove any of the four statements in turn:
Non-negativity: The TED is a sum of outputs of c. Because c is non-negative, d c is as well.
Self-Equality: The empty edit script ǫ transformsx tox and has a cost of 0. Because d c is nonnegative, this is the cheapest edit sequence, therefore d c (x,x) = 0 for allx.
Discernibility: Letx =ȳ be two different trees and letδ = δ 1 , . . . , δ T be an edit script such that δ(x) =ȳ. We now definex 0 =x andx t recursively as δ t (x t−1 ) for all t ∈ {1, . . . , T }. Accordingly, there must exist an t ∈ {1, . . . , T } such thatx t =x t−1 , otherwisex =ȳ. However, in that case, the costs of δ t must be c(x, y) for some x = y. Because c is discernible, c(x, y) > 0. Further, because c is non-negative, c(δ,x) is a sum of non-negative contributions with at least one strictly positive contribution, which means that c(δ,x) > 0. Because this reasoning applies for any script δ withδ(x) =ȳ, it holds:
Symmetry: Letδ = δ 1 , . . . , δ T be the cheapest edit script which transformsx toȳ. Now, we can inductively construct an inverse edit script as follows: Ifδ is the empty script, then the empty script also transformsȳ tox. Ifδ is not empty, consider the first edit δ 1 :
• If δ 1 = rep i,y , we construct the edit δ • If δ 1 = ins i,y,l,r , we construct the edit δ
′ is the index of the newly inserted node in the forest δ 1 (x). Therefore, we obtain δ 1 • δ −1 1 (x) =x. Further, for the cost it holds: c(δ 1 ,x) = c(−, y) = c(y, −) = c(δ
• If δ 1 = del i , we construct the edit δ −1 1 = ins px(i),xi,rx(i),rx(i)+|̺(xi)| . That is, we construct an insertion which re-inserts the node that has been deleted by δ 1 , and uses all its prior children. Therefore, we obtain δ 1 • δ
It follows by induction that we can construct an entire scriptδ −1 , which transformsȳ tox, becausex =δ •δ −1 (x) =δ −1 (ȳ). Further, this script costs the same asδ, because c(δ
Becauseδ was by definition a cheapest edit script which transformsx toȳ we obtain:
Then, there is an edit scriptδ = δ 1 , . . . , δ T ′ which transforms y tox and is cheaper than d c (x,ȳ). However, using the same argument as before, we can generate an inverse edit scriptδ −1 with the same cost asδ that transformsx toȳ, such that
Triangular Inequality: Assume that there are three treesx,ȳ, andz, such that d c (x,z)+ d c (z,ȳ) < d c (x,ȳ). Now, letδ andδ ′ be cheapest edit scripts which transformx toz andz toȳ respectively, that is,δ(x) =z,δ ′ (z) =ȳ, c(δ,x) = d c (x,z), and c(δ ′ ,z) = d c (z,ȳ). The concatenation of both scriptsδ ′′ =δ ⊕δ ′ is per construction a script such thatδ
which is a contradiction. Therefore, the triangular inequality holds.
As an example of the symmetry part of the proof, consider again Figure 2 . Here, the inverse script forδ = rep 1,f , del 2 , del 2 , rep 2,g , del 3 isδ −1 = ins 1,e,2,2 , rep 2,d , ins 1,c,1,1 , ins 1,b,1,3 , rep 1,a . For the cost we obtain:
Mappings
While edit scripts capture the intuitive notion of editing a tree, they are not a viable representation to develop an efficient algorithm. In particular, edit scripts are highly redundant, in the sense that there may be many different edit scripts which transform a treex into a treeȳ and have the same cost. For example, to transform the treex = a(b(c, d), e) to the treeȳ = f(g), we can not only use the edit script in Figure 2 , but we could also use the script del 5 , del 3 , del 2 , rep 2,g , rep 1,f , which has the same cost, irrespective of the cost function. To avoid these redundancies, we need a representation which is invariant against changes in order of the edits, and instead just counts which nodes are replaced, which nodes are deleted, and which nodes are inserted. This representation is offered by the concept of a tree mapping.
Definition 9 (Tree Mapping). Let X and Y be forests over some alphabet X , and let m = |X| and n = |Y |.
A tree mapping between X and Y is defined as a set of tuples M ⊆ {1, . . . , m} × {1, . . . , n}, such that for all (i, j), (i ′ , j ′ ) ∈ M it holds:
1. Each node of X is assigned to at most one node in Y , i.e.
2. Each node of Y is assigned to at most one node in X, i.e. j = j
3. The mapping preserves the pre-order of both trees, i.e.
4. The mapping preserves the ancestral ordering in both trees, that is: if the subtree rooted at i is an ancestor of the subtree rooted at i ′ , then the subtree rooted at j is also an ancestor of the subtree rooted at j ′ , and vice versa.
The four constraints in the definition of a tree mapping have the purpose to ensure that we can find a corresponding edit script for each mapping. As an example, consider again our two trees Figure 2 . The mapping corresponding to the edit script in this figure would be M = {(1, 1), (4, 2)} because node x 1 = a is replaced with node y 1 = f and node x 4 = d is replaced with node y 2 = g. All remaining nodes are deleted and inserted respectively. The mapping M = {} would correspond to deleting all nodes inx and then inserting all nodes inȳ, which is a valid mapping but would be more costly.
The set M = {(1, 1), (1, 2)} would not be a valid mapping because the node x 1 = a is assigned to multiple nodes inȳ and thus we can not construct an edit script corresponding to this mapping. For such an edit script we would need a "copy" edit. For the same reason, the set M = {(1, 1), (2, 1)} is not a valid mapping. Here, the node y 1 = f is assigned to multiple nodes inx. M = {(1, 2), (2, 1)} is an example of a set that is not a valid tree mapping because of the third criterion. To construct an edit script corresponding to this mapping we would need a "swap" edit, i.e. an edit which can exchange nodes x 1 = a and x 2 = b inx. Finally, the set M = {(3, 1), (5, 2)} is not a valid mapping due to the fourth criterion. In particular, the subtreeȳ 1 = f(g) is an ancestor of the subtreeȳ 2 = g inȳ, but the subtreex 3 = c is not an ancestor of the subtreex 5 = e. This last criterion is more subtle, but you will find that each edit we can apply -be it replacement, deletion, or insertion -preserves the ancestral order in the tree. Conversely, this means that we can not make a node an ancestor of another node if it was not before. This also makes intuitive sense because it means that nodes can not be mapped to nodes in completely distinct subtrees. Now that we have considered some examples, it remains to show that we can construct a corresponding edit script for each mapping in general. Proof. The three constraints are fulfilled because we iterate over all entries (i, j) and create one replacement per such entry, we iterate over all i ∈ I and create one deletion per such i, and we iterate over all j ∈ J and we create one insertion per such entry. It is also clear that O(m + n) because we iterate over all i ∈ {1, . . . , m} and over all j ∈ {1, . . . , n}. Assuming that I and J permit insertion as well as containment tests in constant time, and that the list concatenations in num-descendants are possible in constant time, this leaves us with O(m + n).
It is less obvious thatδ M (X) = Y . We show this by an induction over the cardinality of M . First, consider M = ∅. In that case, we obtain I = {1, . . . , m}, J = {1, . . . , n}, and R 0 = . . . = R n = 0. Therefore, the resulting script isδ M = del m , . . . , del 1 , ins p(1),ν(ȳ1),r1,r1 , . . . , ins p(n),ν(ȳn),rn,rn . This script obviously first deletes all nodes in X and then inserts all nodes from Y in the correct configuration. Now assume that the theorem holds for all mappings M between X and Y with |M | ≤ k, and consider a mapping M between X and Y with |M | = k + 1.
Let (i, j) be the entry of M with smallest j, let
We observe that I ′ = I ∪ {i} and J ′ = J ∪ {j}, so our resulting script δ M will not delete node i and not insert node j, but otherwise contain all deletions and insertions of scriptδ M ′ . We also know that node x i will be replaced with node y j , such that all nodes of Y are contained after applyingδ M . It remains to show that node y j is positioned correctly inδ M (X), such thatδ M (X) = Y .
Let P J (j) be a set that is recursively defined as
In other words, P J (j ′ ) contains all ancestors of j ′ , until we find an ancestor that is not inserted. Now, consider all inserted ancestors of j, that is,
, and for all other nodes we obtain R j ′ = R ′ j ′ . In other words, all ancestors of j which are inserted use one more child compared to before, but no other node will. This additional child is j, such that the ancestral structure is preserved and we obtainδ M (X) = Y .
Algorithm 1 An algorithm to transform a mapping M into a corresponding edit scriptδ M according to Theorem 2.
function map-to-script(Two forests X and Y , a tree mapping M between X and Y .)
⊲ the number of children for each inserted node for j ∈ J in ascending order dō δ ←δ ⊕ ins p(j),ν(ȳj ),rj,rj +Rj , ⊲ insertions end for returnδ. end function function num-descendants(A forest Y =ȳ 1 , . . . ,ȳ R , an index j, and an index set J) R ← ǫ. R ← 0. ⊲ The number of mapped descendants of this forest
As an example, consider again the mapping M = {(1, 1), (4, 2)} between the treesx = a(b(c, d), e) andȳ = f(g) from Figure 2 . Here we have the non-mapped nodes I = {2, 3, 5} and J = {}. Therefore, Algorithm 1 returns the script rep 1,f , rep 4,g , del 5 , del 3 , del 2 . Note that deletions are done in descending order to ensure that the pre-order indices in the tree do not change for intermediate trees.
For the inverse mapping M = {(1, 1), (2, 4)} betweenȳ andx we have I = {} and J = {2, 3, 5}. Further, the output of num-descendants is (n = 5, R 0 = 1, R 1 = 1, R 2 = 1, R 3 = 0, R 4 = 0, R 5 = 0). Therefore, we obtain the script rep 1,a , rep 2,d , ins 1,b,1,2 , ins 2,c,1,1 , ins 1,e,2,2 .
Our next task is to demonstrate that the inverse direction is also possible, that is, we can find a corresponding mapping for each script.
Theorem 3. Let X and Y be forests over some alphabet X , and letδ be an edit script such that δ(X) = Y . Then, the following, recursively defined set Mδ, is a mapping between X and Y :
where R j is the number of children ofx j .
Proof. We prove the claim via induction over the length ofδ. M ǫ obviously conforms to all mapping constraints. Now, assume that the claim is true for all scriptsδ with |δ| ≤ T and consider a scriptδ = δ 1 , . . . , δ T +1 . Letδ ′ = δ 1 , . . . , δ T . Due to induction, we know that Mδ′ is a valid mapping between X andδ ′ (X). Now, consider the last edit δ T +1 . First, we observe that, if Mδ′ fulfills the first three criteria of a mapping, Mδ does as well, because we never introduce many-to-one mappings and respect the pre-order. The only criterion left in question is the fourth, namely whether Mδ respects the ancestral ordering of Y . If δ T +1 is a replacement, the tree structure of δ(X) is the same as forδ ′ (X). Therefore, Mδ = Mδ′ is also a valid mapping between X and Y . If δ T +1 is a deletion del j , then node y j inδ ′ (X) is missing from Y and all subtrees with pre-order indices higher than j decrease their index by one, which is reflected by Mδ. Further, Mδ only removes a tuple, but does not add a tuple, such that all ancestral relationships present in Mδ were also present in Mδ′ . Finally, a deletion does not break any of the ancestral relationships because any ancestor of y j remains an ancestor of all children ofȳ j in Y . Therefore, Mδ is a valid mapping between X and Y . If δ T +1 is an insertion ins p(j),yj ,rj,rj +Rj , then y j is a new node in Y and all subtrees with preorder indices as high or higher than j inδ ′ (X) increase their index by one, which is reflected by Mδ. Further, Mδ leaves all tuples intact, such that all ancestral relationships of Mδ′ are preserved. Finally, an insertion does not break any ancestral relationships becauseȳ p(j) is still an ancestor of all nodes it was before, except that there is now a new node y j in between. Therefore, Mδ is a valid mapping between X and Y .
As an example, consider the edit scripts shown in Figure 2 . For the scriptδ = rep 1,f , del 2 , del 2 , rep 2,g , del 3 , which transforms the treex = a(b(c, d), e) into the treeȳ = f(g), we obtain the following mappings M t after the tth edit:
rep 1 For each edit of the script, the mapping is updated to be consistent with all edits up until now. In particular, the mapping starts as a one-to-one mapping, is left unchanged for all replacements, and is shifted for all deletions and insertions Conversely, for the scriptδ −1 = ins 1,e,2,2 , rep 2,d , ins 1,c,1,1 , ins 1,b,1,3 , rep 1,a , which transformsȳ intō x, we obtain the following mappings.
The influence of the different kinds of edits on the mapping is also illustrated in Figure 4 . Now that we have shown that edit scripts and mappings can be related on a structural level, it remains to show that they are also related in terms of cost. To that end, we need to define the cost of a mapping:
Definition 10 (Mapping cost). Let X and Y be forests over some alphabet X , and let c be a cost function over X . Further, let M be a mapping between X and Y , let I = {i ∈ {1, . . . , |X|}|∄j : (i, j) ∈ M }, and let J = {j ∈ {1, . . . , |Y |}|∄i :
The cost of the mapping M is defined as:
For example, consider the mapping M = {(1, 1), (4, 2)} between the trees in Figure 2 . This mapping has cost
Note that this is equivalent to the cost of the edit scriptδ = rep 1,f , del 2 , del 2 , rep 2,g , del 3 . However, the cost of an edit script is not always equal to the cost of its corresponding mapping. In general, we may have corresponding mappings which are cheaper then the scripts. For example, consider the two treesx = a andȳ = b and the scriptδ = rep 1,c , rep 1,b , which transformsx toȳ. Here, the corresponding mapping is M = {(1, 1)} with the cost c(M,x,ȳ) = c(a, b). However, the cost of the edit script is c(δ,x) = c(a, c) + c(c, b), which will be at least as expensive if the cost function conforms to the triangular inequality.
In general, we obtain the following result: 
If c is non-negative, self-equal, and conforms to the triangular inequality, the corresponding mapping Mδ forδ according to Theorem 3 is at most as expensive asδ, that is
Proof. Let m = |X| and n = |Y |, let I = {i ∈ {1, . . . , m}|∄j : (i, j) ∈ M }, and let J = {j ∈ {1, . . . , n}|∄i : (i, j) ∈ M } 1. Due to Theorem 2 we know that the scriptδ M for M contains exactly one replacement rep i,yj per entry (i, j) ∈ M , exactly one deletion del i per unmapped index i ∈ I and exactly one insertion ins p(j),yj ,rj ,r+Rj per unmapped index j ∈ J. Therefore, the cost ofδ M is:
which is per definition equal to c(M, X, Y ).
2. We show this claim via induction over the length ofδ. First, consider the caseδ = ǫ. Then,
Because c is self-equal, we obtain for the cost of Mδ:
Now, assume that the claim holds for allδ ′ with |δ ′ | ≤ T , and consider a scriptδ
. Then, we consider the last edit δ T +1 and distinguish the following cases:
we obtain for the cost:
In case there is no i ∈ {1, . . . , m} such that (i, j) ∈ Mδ′, we obtain for the cost:
If δ T +1 = del j , consider first the case that there exists some i such that (i, j) ∈ Mδ′. Then, we obtain for the cost:
If there exists no such i, we obtain for the cost:
Finally, if δ T +1 = ins p(j),yj ,rj ,rj+Rj , we obtain for the cost
This concludes our proof by induction.
It follows directly that we can compute the TED by computing the cheapest mapping instead of the cheapest edit script.
Theorem 5. Let X and Y be forests over some alphabet X and c be a cost function over X that is non-negative, self-equal, and conforms to the triangular inequality. Then it holds:
Proof. First, we define two abbreviations for the minima, namely: (X, Y ). Then, we know due to Theorem 4 that the corresponding mapping Mδ is at most as expensive asδ, i.e. c(
Then, we know due to Theorem 4 that the corresponding edit scriptδ M has the same cost as M , i.e.
This concludes our theory on edit scripts, cost functions, and mappings. We have now laid enough groundwork to efficiently compute the TED.
The Dynamic Programming Algorithm
To compute the TED between two treesx andȳ efficiently, we require a way to decompose the TED into parts, such that we can compute the distance between subtrees ofx andȳ and combine those partial TEDs to an overall TED. In order to do that, we need to define what we mean by "partial trees".
Definition 11 (subforest). Let X be a forest of size m = |X|. Further, let i, j ∈ {1, . . . , m} with i ≤ j. We define the subforest of X from i to j, denoted as X [i, j] , as the first output of Algorithm 2 for the input X, i, j, and 0. Note that X[2, 4] =x 2 , that is: The subforest ofx from 2 to 4 is exactly the subtree rooted at 2. In general, subforests which correspond to subtrees are important special cases, which we can characterize in terms of outermost right leafs.
Definition 12 (outermost right leaf). Let X be a forest of size m = |X|. Further, let i ∈ {1, . . . , m}. We define the outermost right leaf of i as:
Algorithm 2 An algorithm to retrieve the subforest from i to j of a forest X. function subforest(A forest X =x 1 , . . . ,x R , a start index i, an end index j, and a current index Figure 2 . For this tree, we have rlx(1) = 5, rlx(2) = 4, rlx(2) = 4, rlx(3) = 3, rlx(4) = 4, rlx(5) = 5.
For the outermost right leafs it holds:
Theorem 6. Let X be a forest of size m = |X|. For any i ∈ {1, . . . , m} it holds:
Proof. First, note that the pre-order algorithm (see definition 4) visits parents before children and left children before right children. Therefore, the largest index within a subtree must be the outermost right leaf. Second, note that the pre-order algorithm visits all nodes in a subtree before leaving the respective subtree. Therefore, the outermost right leaf rl X (i) must be the index i plus the size of the subtree rooted at i, which proves the first claim.
The second claim follows because the subforest Algorithm 2 visits nodes in the same order as the pre-order algorithm and therefore
Now, we can define the edit distance between partial trees, which we call the subforest edit distance:
Definition 13 (Subforest edit distance). Let X and Y be forests over some alphabet X , let c be a cost function over X , letx k be an ancestor ofx i in X, and letȳ l be an ancestor ofȳ j in Y . Then, we define the subforest edit distance between the subforests
It directly follows that:
Theorem 7. Let X and Y be trees over some alphabet X of size m = |X| and n = |Y | respectively. For every i ∈ {1, . . . , m} and j ∈ {1, . . . , n} we have:
Proof. From Theorem 6 we know that X[i, rl
which corresponds exactly to the definition of d c (x i ,ȳ j ).
Finally, we can go on to prove the arguably most important theorem for the TED, namely the recursive decomposition of the subforest edit distance:
Theorem 8. Let X and Y be non-empty forests over some alphabet X , let c be a cost function over X that is non-negative, self-equal, and conforms to the triangular inequality, letx k be an ancestor of x i in X, and letȳ l be an ancestor ofȳ j in Y . Then it holds:
Further it holds:
Proof. We first show that an intermediate decomposition holds. In particular, we show that:
Now, because we require that c is non-negative, self-equal, and conforms to the triangular inequality, we know that Theorem 4 holds, that is, we know that we can replace the cost of a cheapest edit script with the cost of a cheapest mapping. Let M be a cheapest mapping between the subtrees
. Regarding i and j, only the following cases can occur:
1. i is not part of the mapping. In that case, x i is deleted and we have
2. j is not part of the mapping. In that case, y j is inserted and we have c(−,
3. Both i and j are part of the mapping. Let j ′ be the index i is mapped to and let i ′ be the index that is mapped to j, that is, (i, j ′ ) ∈ M and (i ′ , j) ∈ M . Because of the third constraint on mappings we know that
In that case we know that j ′ < j. However, in that case, j ′ is not part of the subforest
, because j is per definition the smallest index within the subforest. Therefore, (i, j ′ ) can not be part of a cheapest mapping between our two considered subforests.
Conversely, consider the case i ′ < i. This is also not possible because in that case i ′ is not part of the subforest X[i, rl X (k)]. Therefore, it must hold that i ′ = i. However, this implies by the first constraint on mappings that j ′ = j. Therefore, (i, j) ∈ M . So we know that x i is replaced with y j , which implies that
However, if (i, j) ∈ M , the fourth constraint on mappings implies that all descendants ofx i are mapped to descendants ofȳ j . More specifically, for any (i ′ , j ′ ) ∈ M wherex i is an ancestor ofx i ′ it must hold thatȳ j is also an ancestor ofȳ j ′ . Therefore, the subforest edit distance further decomposes into:
Because we required that M is a cheapest mapping, the minimum of these three options must be the case, which yields Equation 17.
Using this intermediate result, we can now go on to prove Equations 15 and 16. In particular, Equation 16 holds because we find that: 
. Therefore, we obtain:
Further, we observe that
because this is only one of the three cases in Equation 16 . Now, note that the first two cases in Equations 15 and 17 are the same. Finally, consider that the last case of Equation 17. In that case, we can conclude that:
which implies that Equation 15 holds.
As an example, consider the treesx = a(b(c, d), e) andȳ = f(g) from Figure 2 For an efficient algorithm for the TED, we are missing only one last ingredient, namely a valid base case for empty forests. This is easy enough to obtain: Theorem 9. Let X and Y be forests over some alphabet X , let c be a cost function X that is nonnegative, self-equal, and conforms to the triangular inequality, letx k be an ancestor ofx i in X, and letȳ l be an ancestor ofȳ j in Y . Then it holds: Proof. Because c non-negative and self-equal, the cheapest script to transform an empty forest into an empty forest is to do nothing. Further, because c conforms to the trinagular inequality, the cheapest script to transform a non-empty forest into an empty forest is to delete all nodes. Finally, the cheapest script to transform an empty forest into a non-empty one is to insert all nodes. Now, we are able to construct an efficient algorithm for the TED. We just need to iterate over all possible pairs of subtrees in both input trees and compute the TED between these subtrees. For this, we require the subforest edit distance for all pairs of subforests in these subtrees. We store intermediate results for the subforest edit distance in an array D and intermediate results for the subtree edit distance in an array d. Finally, the edit distance between the whole input trees will be in the first entry of d. Proof. Each computational step is justified by one of the equations proven before (refer to the comments in the pseudo-code). Therefore, the output of the algorithm is correct. Finally, the algorithm runs in O(m 2 · n 2 ) because two of the nested for-loops run at most m times and two of the loops run at most n times. Note that this bound is tight because the worst case does occur for the trees shown in Figure 6 . Regarding space complexity, we note that we maintain two matrices, d and D, each with O(m · n) entries.
As Zhang and Shasha (1989) point out, we can be even more efficient in our algorithm if we re-use already computed subforest edit distances. In particular, we can re-use the subforest edit distance whenever the outermost right leaf is equal:
Theorem 11. Let X and Y be forests over some alphabet X , let c be a cost function over X , let x k be an ancestor ofx i in X such that rl X (k) = rl X (i), and letȳ l be an ancestor ofȳ j such that rl Y (l) = rl Y (j). Then it holds for all i such thatx k is an ancestor ofx i and all j such thatȳ l is an ancestor ofȳ j :
Proof. Because we required that rl X (k) = rl X (i) and rl Y (l) = rl Y (j), this follows directly.
Algorithm 3 An efficient algorithm for the TED. Note that this algorithm is not yet the most efficient one, but a proto-version of the actual TED algorithm of Zhang and Shasha (1989) which is shown later as Algorithm 5. The algorithm iterates over all subtrees ofx andȳ and computes the tree edit distance for them based on the forest edit distances between all subforests of the respective subtrees. function tree-edit-distance(Two input treesx andȳ, a cost function c.) m ← |x|, n ← |ȳ|. d ← m × n matrix of zeros. . . . Therefore, we can make our algorithm faster by letting the two outer loops only run over nodes for which we can not re-use the subforest edit distance. Those nodes are the so-called keyroots of our input trees. Definition 14 (keyroots). Let X be a forest over some alphabet X and letx i be a leaf in X. We define the keyroot ofx i as k
We define the keyroots of X, denoted as K(X) as the set of keyroots for all leaves of X.
For example, if we inspect treex = a(b(c, d), e) from Figure 2 our leaves arex 3 = c,x 4 = d, and x 5 = e. The corresponding key roots are kx(3) = 3, kx(4) = 2, and kx(5) = 1. Accordingly, the set of keyroots K(x) is {1, 2, 3}.
Computing the keyroots is possible using Algorithm 4.
Algorithm 4 An algorithm to compute the key roots of a forest.
This yields the TED Algorithm 5 of Zhang and Shasha (1989) . Proof. The runtime proof is simple: Because we use a subset of outer loop iterations compared to Algorithm 3, we are at most as slow. Still, the runtime bound is tight, because the set of keyroots is per definition as large as the set of leaves of a tree, and the number of leaves of a tree can grow linearly with the size of a tree, as is the case in Figure 6 . The space requirements are the same as for Algorithm 3.
Further, Algorithm 5 still computes the same result as Algorithm 3, because according to Theorem 11 the same subforest edit distances are computed as before.
As an example, consider the treesx = a(b(c, d), e) andȳ = f(g) from Figure 2 . The TED algorithm first considers the edit distance between the subtreesx 3 = c andȳ 2 = f(g), which can be computed based on the subforest edit distances
Note that this calculation also yields the edit distance between the subtreesx 3 = c andȳ 2 = g as an intermediate result (also refer to Figure 7 , middle). Next, we compute the subtree edit distance betweenx 2 = b(c, d) andȳ 1 = f(g), which also yields the subtree edit distances d c (x 4 ,ȳ 2 ), d c (x 4 ,ȳ 1 ), and d c (x 2 ,ȳ 2 ) as intermediate results (see Figure 7 , middle). Finally, we can compute the subtree edit distance betweenx 1 =x andȳ 1 =ȳ (see Figure 7 , bottom), which turns out to be 5.
This concludes our description of the edit distance itself. However, in many situations it is not only interesting to know the size of the edit distance, but also which mapping (and which edit script) corresponds to the edit distance. This is the topic of backtracing.
Algorithm 5
The O(m 2 · n 2 ) TED algorithm of Zhang and Shasha (1989) . The algorithm iterates over all subtrees ofx andȳ rooted at key roots and computes the TED for them based on the forest edit distances between all subforests of the respective subtrees. Refer to our project web site for a reference implementation.
function tree-edit-distance(Two input treesx andȳ, a cost function c.) 
Backtracing and Co-Optimal Mappings
Now that we have computed the TED, the next question is: Which edit script corresponds to the TED? We have answered this question in part in Algorithm 1, which transforms a mapping into an edit script with the same cost. Therefore, we can re-phrase the question: Which mapping corresponds to the TED? Zhang and Shasha (1989) only hint at an answer in their own paper. Here, we shall analyze this question in detail. We start by phrasing more precisely what we are looking for:
Definition 15 (Co-Optimal Mappings). Let X and Y be forests over some alphabet X and let c be a cost function over X . We define a co-optimal mapping M as a tree mapping between X and Y such that c(M, X,
For example, all co-optimal mappings for the trees in Figure 7 are shown in Figure 8 . Unfortunately, listing all co-optimal mappings is infeasible in general, as the following theorem demonstrates: Proof. Because c is metric, we have c(a, a) = 0 and c(a, −) > 0. Therefore, we want to replace as many a with a as possible to reduce the cost. At most, we can replace m/2 a with a, because |ā(m/2)| = m/2. Therefore, this corresponds to choosing m/2 nodes fromx which are mapped to the m/2 nodes fromȳ. As we know from combinatorics, there are
ways to choose m/2 from m elements. Using Stirling's approximation, we then obtain the following lower bound:
While it is therefore infeasible to list all co-optimal mappings, it is still possible to return some of the co-optimal mappings. In particular, it turns out that constructing a co-optimal mapping corresponds to finding a path in a graph which we call the co-optimal edit graph. First, we define a general graph as follows:
Definition 16 (Directed Acyclic Graph (DAG)). Let V be some set, and let E ⊆ V × V . Then we call G = (V, E) a graph, V the nodes of G and E the edges of G. We call G a directed acyclic graph (DAG) if there exists a total ordering relation < on V , such that for all edges (u, v) ∈ E it holds: u < v, i.e. edges occur only from lower nodes to higher nodes in the ordering.
We then define our co-optimal edit graph as follows.
Definition 17 (Co-optimal Edit Graph). Let X and Y be forests over some alphabet X and let c be a cost function over X . Then, we define the co-optimal edit graph between X and Y according to c as the graph G c,X,Y = (V, E) with nodes V and edges E as follows.
If X = ǫ and Y = ǫ we define V := {(1, 1, 1, 1)} and E := ∅. If X = ǫ but Y = ǫ we define V := (1, 1, 1, j) j ∈ {1, . . . , |Y |+1} and E := (1, 1, 1, j), (1, 1, 1, j+ 1) j ∈ {1, . . . , |Y |} .
If X = ǫ but Y = ǫ we define V := (1, i, 1, 1) i ∈ {1, . . . , |X| + 1} and E := (1, i, 1, 1), (1, i + 1, 1, 1) i ∈ {1, . . . , |X|} .
If neither forest is empty, we define:
As this definition is quite extensive, we shall explain it in a bit more detail. The nodes of the cooptimal edit graph are, essentially, the entries of the dynamic programming matrix D of Algorithm 5. Given that this matrix needs to be computed for every combination of keyroots The remaining edges cover special cases. In particular, Equation 29 covers the case where all options, deletion, insertion, and replacement are co-optimal, and Equations 31, 32, and 33 cover cases where we are at the end of the dynamic programming matrix for a subtree and need to continue the computation in the dynamic programming matrix for a larger subtree which includes the current subtree.
As an example, consider the co-optimal edit graph between the treesx = a(b(c, d), e) andȳ = f(g) from Figure 2 . An excerpt of this graph is shown in Figure 9 .
An important insight regarding the co-optimal edit graph is that it is acyclic.
Theorem 14. Let X and Y be forests over some alphabet X , let c be a cost function over X , and let G c,X,Y be the co-optimal edit graph with respect to X, Y , and c. Then, G c,X,Y is a directed acyclic graph with the ordering relation (k, i, l, j) < (k
Proof. Follows directly from the definition of the edges.
The ordering for the example graph in Figure 9 is displayed as blue indices.
Each edge in the co-optimal edit graph corresponds to an edit which could be used in a co-optimal edit script. Accordingly, we should be able to join edges in the co-optimal edit graph together, such that we obtain a complete, co-optimal edit script. This notion of joining edges is captured by the notion of a path.
Definition 18 (path). Let G = (V, E) be a graph. A path p from u ∈ V to v ∈ V is defined as a sequence of nodes p = v 0 , . . . , v T , such that v 0 = u, v T = v, and for all t ∈ {1, . . . , T } :
If a path from u to v exists, we call v reachable from u.
Note that our definition permits trivial paths of length T = 0 from any node to itself. Next, we define the corresponding mapping to a path in the co-optimal edit graph:
Definition 19 (corresponding mapping). Let X and Y be forests over some alphabet X , let c be a cost function over X , and let G c,X,Y = (V, E) be the co-optimal edit graph with respect to X, Y , and c. Further, let v 0 , . . . , v T be a path from 1 to |V | in G c,X,Y . Then, we define the corresponding mapping M X,Y (v 0 , . . . , v T ) for path v 0 , . . . , v T as M = ∅ if X or Y are empty and as follows otherwise:
Consider the example path p = (1, 1, 1, 1), (1, 2, 1, 2), (1, 3, 1, 2), (3, 4, 1, 3), (2, 4, 1, 3), (2, 5, 1, 3), (1, 5, 1, 3), (1, 6, 1, 3) in Figure 9 . The corresponding mapping M a(b(c,d),e),f (g) (p) would be {(1, 1), (3, 2)}, corresponding to the replacement edges on the path.
Given these definitions, we can go on to show our key theorem for backtracing, namely that the corresponding mapping for every path through the co-optimal edit graph is a co-optimal mapping, and that every co-optimal mapping corresponds to a path through the co-optimal edit graph. 2. For all co-optimal mappings M between X and Y , there exists at least one path p from (1, 1, 1, 1)
Proof. As a shorthand, we will call a path from (1, 1, 1, 1) to (1, |X| + 1, 1, |Y | + 1) in a co-optimal edit graph G c,X,Y a path through that graph. We start by considering the trivial cases of empty forests. If X = ǫ or Y = ǫ, the only co-optimal mapping is M = ∅. It remains to show that, in these cases, the co-optimal edit graph contains only paths which correspond to this mapping. X = ǫ and Y = ǫ: In this case, we obtain V = {(1, 1, 1, 1)} and E = ∅. Accordingly, the trivial path p = (1, 1, 1, 1) is the only possible path through G c,X,Y and it does indeed hold M p = ∅.
X = ǫ and Y = ǫ: In this case, we obtain V = (1, 1, 1, j) j ∈ {1, . . . , |Y | + 1} and
Accordingly, the only possible path through G c,X,Y is p = (1, 1, 1, 1), (1, 1, 1, 2) , . . . , (1, 1, 1, |Y | + 1). And indeed it holds M p = ∅.
X = ǫ and Y = ǫ: In this case, we obtain V = (1, i, 1, 1) i ∈ {1, . . . , |X| + 1} and
Accordingly, the only possible path through G c,X,Y is p = (1, 1, 1, 1), (1, 2, 1, 1) , . . . , (1, |X| + 1, 1, 1). And indeed it holds M p = ∅.
It remains to show both claims for the case of non-empty forests. For both claims, we apply an induction over the added size of both input forests, for which the base case is already provided by our considerations above. For the induction, we assume that both claims hold for inputs forests X and Y with |X| + |Y | ≤ k. Now, we consider two input forests X and Y with m + n = k + 1, where m = |X| and n = |Y |.
Regarding the first claim, let p = v 0 , . . . , v T be a path through G c,X,Y , let
, and consider the following cases regarding v 1 .
′ is empty, then p must have the form p = (1, 1, 1, 1), (1, 2, 1, 1), (1, 2, 1, 2) , . . ., (1, 2, 1, |Y | + 1), and ∅ must be a co-optimal mapping between X ′ and Y . Accordingly, ∅ = M p must also be a co-optimal mapping between X and Y , because c(∅, X, Y ) = c(
If X ′ is not empty, then the path v 1 , . . . , v T is isomorphic to a path from (1, 1, 1, 1) to (1,
, which means that M p is co-optimal, as claimed.
′ is empty, then p must have the form p = (1, 1, 1, 1), (1, 1, 1, 2), (1, 2, 1, 2), . . ., (1, |X| + 1, 1, 2), and ∅ must be a co-optimal mapping between X and Y ′ . Accordingly, ∅ = M p must also be a co-optimal mapping between X and Y , because c(
If Y ′ is not empty, then the path v 1 , . . . , v T is isomorphic to a path from (1, 1, 1, 1) to
Accordingly, by virtue of our induction hypothesis, M p ′ is a co-optimal mapping between X and Y ′ . Further, we obtain per construction
. Now, if X ′ is empty, then p must have the form p = (1, 1, 1, 1), (1, 2, 1, 2) , . . . , (1, 2, 1, |Y | + 1), and ∅ must be a co-optimal mapping between X ′ and Y ′ . Accordingly, {(1, 1)} = M p must also be a co-optimal mapping between X and Y , because c({ (1, 1) 
If Y
′ is empty, then p must have the form p = (1, 1, 1, 1), (1, 2, 1, 2), . . . , (1, |X| + 1, 1, 2), and ∅ must be a co-optimal mapping between X and Y ′ . Accordingly, {(1, 1)} = M p must also be a co-optimal mapping between X and Y , because c({ (1, 1) 
If neither X ′ nor Y ′ are empty, then the path v 1 , . . . , v T is isomorphic to a path from (1, 1, 1, 1)
Accordingly, by virtue of our induction hypothesis, M p ′ is a co-optimal mapping between X ′ and Y ′ . Further, we obtain per construction
Other cases can not occur such that our induction is concluded. Regarding the second claim, let M be a co-optimal mapping between X and Y , i.e. c(M, X, Y ) = D c (X, Y ), and distinguish the following cases.
′ is a co-optimal mapping between X ′ and Y . Otherwise, we would obtain
, which in turn implies that (1, 1, 1, 1), (1, 2, 1, 1 ) ∈ E. Now, if X ′ = ǫ, M must be ∅, and we can construct the path p = (1, 1, 1, 1), (1, 2, 1, 1), . . . , (1, 2, 1, |Y | + 1), which is a path through G c,X,Y such that M p = ∅.
If X
′ is not empty, our induction hypothesis implies that there exists a path p ′ from (1, 1, 1, 1) to
Therefore, we can construct an isomorphic pathp between (1, 2, 1, 1) and (1, |X| + 1, |Y | + 1) in G c,X,Y . Accordingly, p := (1, 1, 1, 1) ,p must be a path through G c,X,Y , and per construction it must hold that M p = M .
′ is a co-optimal mapping between X and Y ′ . Otherwise, we would obtain
, which in turn implies that (1, 1, 1, 1), (1, 1, 1, 2 ) ∈ E. Now, if Y ′ = ǫ, M must be ∅, and we can construct the path p = (1, 1, 1, 1), (1, 1, 1, 2) , . . . , (1, |X| + 1, 1, 2), which is a path through G c,X,Y such that M p = ∅.
In this case, i = j, which we can show as follows. Consider the case j > 1. In that case, i < 1, which is impossible. Similarly, if i > 1, it must hold j < 1, which is impossible. Therefore i = 1 and j = 1.
In this case it holds
, which in turn implies that (1, 1, 1, 1), (1, 2, 1, 2) ∈ E. Now, if X ′ = ǫ, M must be {(1, 1)}, and we can construct the path p = (1, 1, 1, 1), (1, 2, 1, 2), . . . , (1, 2, 1, |Y | + 1), which is a path through G c,X,Y such that M p = {(1, 1)}.
If Y ′ = ǫ, M must be {(1, 1)}, and we can construct the path p = (1, 1, 1, 1), (1, 2, 1, 2), . . . , (1, |X| + 1, 1, 2), which is a path through G c,X,Y such that M p = {(1, 1)}.
If neither X
′ nor Y ′ is empty, our induction hypothesis implies that there exists a path p
Therefore, we can construct an isomorphic pathp between (1, 2, 1, 2) and (1, |X| + 1, |Y | + 1) in G c,X,Y . Accordingly, p := (1, 1, 1, 1),p must be a path through G c,X,Y , and per construction it must hold that M p = M .
As no other cases can occur, this concludes the proof. Now that we have proven that finding a co-optimal mapping is equivalent to finding a path through the co-optimal edit graph, it is relatively simple to construct an algorithm which identifies one such mapping. Proof. Algorithm 6 starts at (1, 1, 1, 1) and then travels along the co-optimal edit graph, implicitly constructing it as needed. In particular, lines 5-10 cover the edges defined in Equations 28 and 29, and lines 12-32 cover the edges defined via Equation 30. Lines 34-35 cover the egdes defined via Equation 26, and lines 36-38 cover the edges defined via Equation 27. The backwards connections defined via Equations 31, 32, 33 are automatically taken via the keyroot update in line 13.
Further note that Algorithm 6 directly constructs a co-optimal mapping from the path via line 7 which adds a tuple (i, j) to the mapping whenever we use a replacement edge, as suggested by Theorem 15.
Regarding space complexity, we maintain only the matrices D and d from before, which results in O(m · n) space complexity. Regarding runtime, we note that the main while loop of Algorithm 6 runs at most O(m + n) times because in each loop iteration, i or j (or both) are increased, or k and l are updated, such that i or j (or both) are increased in the next iteration. Within each iteration, the worst case is that we need to update a section of D. Each of these updates takes at worst O(m · n) operations, such that we obtain O((m + n) · m · n) overall.
As an example, consider the co-optimal edit graph in Figure 9 , corresponding to the subforest edit distances in Figure 7 . We begin by considering the entire treesx = a(b(c, d) , e) andȳ = f(g) by setting i = j = k = l = 1. Our initial mapping is empty, i.e. M = ∅. In this situation we observe that 5 = D 1,1 = D 2,2 + c(x 1 , y 1 ) = 4 + 1, that is: replacing a with f is part of a co-optimal mapping. Therefore, we add (1, 1) to the mapping and increment both i and j. Now, we find that 4 = D 2,2 = D 5,3 + d 2,2 = 1 + 3, that is: replacing the subtree b(c, d) with the subtree g is part of a co-optimal mapping. Therefore, we update D with the entries
for all i ∈ {2, 3, 4, 5} and j ∈ {2, 3}. In this example, this only changes the entry D 5,2 which would be set to D c (x [i, 4] ,ȳ[j, 2)+D c (e, ǫ) = 1+1 = 2. Notice that we also update the current keyroots to k = 2 and l = 2.
In the next iteration, we find that 4 = D 2,2 = D 3,3 + c(x 2 , y 2 ) = 3 + 1, that is: replacing b with g is part of a co-optimal mapping. Therefore, we add (2, 2) to the mapping increment both i and j. Now, 3 = j > n = 2. Therefore, the algorithm stops and returns the mapping M = {(1, 1), (2, 2)} which is indeed a co-optimal mapping betweenx andȳ.
Note that Algorithm 6 always prefers replacements if multiple edits are co-optimal. As such, Algorithm 6 will prefer to map the nodes close to the root of both trees to each other, and delete/insert nodes closer to the leaves. The other possible co-optimal mappings for this example are {(1, 1), (3, 2)}, {(1, 1), (4, 2)}, {(1, 1), (5, 2)}, {(2, 1), (3, 2)}, and {(2, 1), (4, 2)} (also refer to Figure 8 ), all of which correspond to exactly one path in Figure 9 .
As we have already seen, it is infeasible to list all co-optimal mappings in general (see Theorem 13). Interestingly, though, we can still count the number of such mappings efficiently. We will first consider the problem of counting the number of paths in a general DAG, and then return to the co-optimal edit graph specifically.
Theorem 17. Let G = (V, E) be a DAG with ordering relation < and let v 1 , . . . , v n be the nodes in V as ordered according to <. Then, Algorithm 7 returns a n × 1 vector α, such that α i is exactly the number of paths leading from v 1 to v i . Further, Algorithm 7 runs in O(n) time and space complexity.
Proof. To prove this result, we first show two lemmata:
1. Algorithm 7 visits all reachable nodes from v 1 in ascending order, and no other nodes.
2. When Algorithm 7 visits node v i , α i contains exactly the number of paths from v 1 to v i .
We call a note visited, if it is pulled from Q. We proof both lemmata by induction over i.
1. Our base case is v 1 , which is indeed visited first. Now, assume that the claim holds for all reachable nodes ≤ v. Consider the smallest node u > v which is reachable from 1. Then, there is a path u 0 , . . . , u T with u 0 = v 1 and u T = u. Because G is a DAG, u T −1 < u. Further, because u 0 , . . . , u T −1 is a path from v 1 to u T −1 , u T −1 is reachable from v 1 . Because u is per definition the smallest node larger than v which is reachable from v 1 , it must hold u T −1 ≤ v. Therefore, per induction, u T −1 has been visited before. This implies that u ∈ Q. Because we select the minimum from Q in each iteration, and because all elements smaller than u have been visited before (and are not visited again due to the DAG property), u will be visited next. Therefore, still all reachable nodes from v 1 are visited in ascending order, and all nodes that are visited are reachable nodes.
2. Again, our base case is v 1 , which is visited first. As it is visited, α 1 = 1. Indeed, there is only one path from v 1 to v 1 , which is the trivial path.
Now, assume that the claim holds for all reachable nodes ≤ v. Then, consider the smallest node v i > v which is reachable from v 1 . Further, let v i1 , . . . , v im be all nodes which are reachable from v 1 , such that (v ij , v i ) ∈ E. Because G is a DAG, v ij < v i . Further, because v ij is reachable from 1 and v i is per definition the smallest node larger than v which is reachable from v 1 , it Algorithm 6 A backtracing algorithm for the TED, which infers a co-optimal mapping between the input treesx andȳ. Refer to our project web site for a reference implementation.
1: function backtrace(Two treesx andȳ, the matrices d and D after executing Algorithm 5, and a cost function c)
2:
M ← ∅.
3:
4:
⊲ replacement is optimal 8:
i ← i + 1, j ← j + 1.
9:
continue.
10:
end if 11:
⊲ subtree replacement is optimal; update D.
14: 21 16:
end for 17: 22 19: end for 20:
.
24:
else 25:
26: Finally, because of the first lemma, we know that all v ij have been visited already (without duplicates), and that on each of these visits, α ij has been added to α i . Therefore, we obtain α i = m j=1 α ij .
Because Lemma 1 implies that we do not visit any node smaller than v i after v i has been visited, the value α i does not change after v i is visited. Therefore, α i still contains the number of paths from v 1 to v i at the end of the algorithm.
Regarding runtime, it follows from the first lemma that, per iteration, exactly one reachable node is processed and will not be visited again. In the worst case, all nodes in the graph are reachable, which yields O(n) iterations. In each iteration we need to retrieve the minimum of Q and insert all v into Q, for which (u, v) ∈ E. Both is possible in constant time if a suitable data structure for Q is used. If one uses a tree structure for Q, the runtime rises to O(n · log(n)). The space complexity is O(n) because α has n entries and Q can not exceed n entries.
Algorithm 7 An algorithm to count the number of paths between v 1 and v i in a DAG G = ({v 1 , . . . , v n }, E) with ordering relation <.
function count-paths-forward(A DAG G = ({v 1 , . . . , v n }, E) with ordering relation <.)
As an example, consider the DAG in Figure 9 with the ordering indices shown in blue. Assuming a sorted set for Q, Algorithm 7 would initialize α 1 ← 1 and Q ← {(1, 1, 1, 1)} and would then behave as follows. 14. v i = v 14 = (1, 6, 1, 3), Q ← ∅.
The resulting α-values for all nodes are indicated in Figure 10 .
Interestingly, we can also invert this computation to compute the number of paths which lead from any node v to the last node in a DAG.
Theorem 18. Let G = (V, E) be a DAG with ordering relation < and let v 1 , . . . , v n be the nodes in V as ordered according to <. Then, Algorithm 8 returns a n × 1 vector β, such that β i is exactly the number of paths leading from v i to v n . Further, Algorithm 8 runs in O(n) time and space complexity.
Proof. Note that the structure of this proof is exactly symmetric to Theorem 17.
To prove this result, we first show two lemmata:
1. Algorithm 8 visits all nodes from which v n is reachable in descending order, and no other nodes.
2. When Algorithm 8 visits node v i , β i contains exactly the number of paths from v i to v n .
We call a note visited, if it is pulled from Q. We proof both lemmata by induction over i in descending order.
1. Our base case is v n , which is indeed visited first. Now, assume that the claim holds for nodes ≥ v such that v n is reachable from v. Consider now the largest v i , such that v > v i and v n is reachable from v i . Then, there is a path u 0 , . . . , u T with u 0 = v i and u T = v n . Because G is a DAG, u 1 > v j . Further, because u 1 , . . . , u T is a path from u 1 to v n , v n is reachable from u 1 . Because v i is per definition the largest node smaller than v from which v n is reachable, u 1 ≥ v. Therefore, per induction, u 1 has been visited before. This implies that v i ∈ Q. Because we select the maximum from Q in each iteration, and because all elements larger than v i have been visited before (and are not visited again due to the DAG property), v i will be visited next. Therefore, still all nodes from which v n is reachable are visited in descending order, and all nodes which are visited are nodes from which v n is reachable.
2. Again, our base case is v n , which is visited first. As it is visited, we have β n = 1. And indeed there is only one path from v n to v n , namely the trivial path. Now, assume that the claim holds for all nodes ≥ v from which v n is reachable. Then, consider the largest node v i < v from which v n is reachable. Further, let v i1 , . . . , v im be all nodes from which v n is reachable, such that (v i , v ij ) ∈ E. Because G is a DAG, v ij > v i for all j. Further, because v n is reachable from v ij and v i is the largest node smaller than v from which v n is reachable, it must hold v ij ≥ v. Therefore, per induction, β ij is the number of paths from v ij to v n . For any such path p, the concatenation v i ⊕ p is a path from v i to v n . Conversely, we can decompose any path p ′ from v i to v n as p ′ = v i ⊕ p where p is a path from v ij to v n for some j. Accordingly, the number of paths from v i to v n is exactly m j=1 β ij . Finally, because of the first lemma, we know that all v ij have been visited already (without duplicates), and that on each of these visits, β ij has been added to β i . Therefore, we obtain
Because Lemma 1 implies that we do not visit any node larger than v i after v i has been visited, the value β i does not change after i is visited. Therefore, β i still contains the number of paths from v i to v T at the end of the algorithm.
Regarding runtime, it follows from the first lemma that, per iteration, exactly one reachable node is processed and will not be visited again. In the worst case, all nodes in the graph are reachable, which yields O(n) iterations. In each iteration we need to retrieve the maximum of Q and insert all u into Q, for which (u, v) ∈ E. Both is possible in constant time if a suitable data structure for Q is used. If one uses a tree structure for Q, the runtime rises to O(n · log(n)). The space complexity is O(n) because β has n entries and Q can not exceed n entries.
Algorithm 8 An algorithm to count the number of paths between each node v i and node v n in a DAG G = ({v 1 , . . . , v n }, E), where v 1 , . . . , v n is the ordered node list according to the DAGs ordering relation <.
function count-paths-backward(A DAG G = ({v 1 , . . . , v n }, E), an ordering relation <.) β ← n × 1 vector of zeros.
As an example, consider the DAG on the right in Figure 9 . The resulting β-values for all nodes are indicated in Figure 10 .
Beyond the utility of counting the number of paths in linear time, the combination of both algorithms also permits us to compute how often a certain edge of the graph occurs in paths from v 1 to v n .
Theorem 19. Let G = (V = {v 1 , . . . , v n }, E) be a DAG with ordering relation < where v 1 , . . . , v n are ordered according to <. Further, let α be the result of Algorithm 7 for G, and let β be the result of Algorithm 8 for G. Then, for any edge (v i , v j ) ∈ E it holds: α i · β j is precisely the number of paths from v 1 to v n which contain v i , v j , that is, paths p = u 1 , . . . , u T such that an t ∈ {1, . . . , T − 1} exists for which u t = v i and u t+1 = v j . Proof. Let (v i , v j ) ∈ E and let m be the number of paths from v 1 to v n which traverse (u, v) . Further, let u 1 , . . . , u T ′ be a path from v 1 to v i and let u T ′ +1 , . . . , u T be a path from v j to v n . Then, because (v i , v j ) ∈ E, u 1 , . . . , u T is a path from v 1 to v n in G which traverses (v i , v j ). We know by virtue of Theorem 17 that the number of paths from v 1 to v i is α i , and we know by virtue of Theorem 18 that the number of paths from v j to v n is β j . Now, as we noted before, any combination of a path counted in α i and a path counted in β j is a path from v 1 to v n , and any of these combinations is unique. Therefore, we obtain m ≥ α u · β v .
Further, we note that we can decompose any path from v 1 to v n as illustrated above, such that m ≤ α u · β v .
For the example DAG from Figure 9 we show all possible paths from (1, 1, 1, 1) to (1, 6, 1, 3) in Figure 10 . For every edge in this DAG you can verify that, indeed, the number of traversing paths is equivalent to the α value of the source node times the β value of the target node.
Note that the number of paths which traverses a certain edge reveals crucial information about the co-optimal mappings. In particular, if we consider an edge of the form (k, i, l, j), (k ′ , i + 1, l ′ , j + 1) , the number of paths from (1, 1, 1, 1) to (1, |X| + 1, 1, |Y | + 1) which traverse this edge is an estimate of the number of co-optimal mappings which contain the tuple (i, j). Unfortunately, this estimate is not necessarily exact, because there may be multiple paths through the co-optimal edit graph which correspond to the same co-optimal mapping.
In particular, excessive paths occure whenever c(x i , −) + c(−, y j ) = c(x i , y j ). In these cases, deletion, replacement, and insertion are all co-optimal, and thus there exist three paths from (k, i, l, j) to (k, i + 1, l, j + 1), one which uses a deletion first and then an insertion, one which uses only a replacement, and one which uses an insertion first and then a deletion. The first and last of these paths correspond to the same co-optimal mapping, leading to overcounting. We can avoid this overcounting by covering this special case explicitly. This results in a new forward-countingAlgorithm 9, a new backward-counting-Algorithm 10, and a forward-backward Algorithm 11 which characterize the number of co-optimal mappings rather than the number of co-optimal paths.
Theorem 20. Letx andȳ be trees over some alphabet X and let c be a cost function that is nonnegative, self-equal, and conforms to the triangular inequality. Further, let Gx ,ȳ,c = (V, E) be the co-optimal edit graph corresponding tox,ȳ, and c. Then, the first output argument of Algorithm 11 is a |x| × |ȳ| matrix Γ such that Γ i,j is exactly the number of co-optimal mappings which contain (i, j). Further, the second output argument of Algorithm 11 is the number of co-optimal mappings. Finally, Algorithm 11 has O(|x| 6 · |ȳ| 6 ) time and O(|x| 2 · |ȳ| 2 ) space complexity.
Proof. For the technical details of this proof, refer to my dissertation . Here, I provide a sketch of the proof. First, we observe that Algorithm 9 is analogous to Algorithm 7, and that Algorithm 10 is analogous to Algorithm 8. The latter analogy holds because we just postpone adding the contributions to β i to the visit of β i itself, but all contributions are still collected. We further speed up the process by considering only cells of the dynamic programming matrix which are actually reachable from (1, 1, 1, 1) . Another non-obvious part of the analogy is that we go into recursion to compute the number of cooptimal paths for a subtree replacement. In this regard, we note that we can extend each path from (1, 1, 1, 1) to (k, i, l, j) to a path to (k, rlx(i) + 1, l, rlȳ(j) + 1) by using one of the possible paths in the co-optimal edit graph corresponding tox i andȳ j . However, this would over-count the paths which delete the node x i or insert the node y j , which we prevent by setting D ′ 1,2 = D ′ 2,1 = ∞. The same argument holds for the backwards case: We can extend any path from (k, rlx(i) + 1, l, rlȳ(j) + 1) to (1, |x| + 1, 1, |ȳ| + 1) to a path from (i, j) to (|x| + 1, |ȳ| + 1) by using one of the possible paths in the co-optimal edit graph corresponding tox i andȳ j .
Finally, algorithm 11 computes the products of α and β-values according to Theorem 19. The only special case is, once again, the case of subtree replacements. In that case, we can again argue that, for any combination of a path which leads from (1, 1, 1, 1) to (k, i, l, j), and a path which leads from (k, rlx(i) + 1, l, rlȳ(j) + 1) to (1, |x| + 1, 1, |ȳ| + 1), we can construct a path from (1, 1, 1, 1) to Table 1 : The forward matrix A, the backward matrix B, and the matrix Γ for the treesx = a(b(c, d), e) andȳ = f(g) from Figure 7 , as returned by Algorithms 9, 10, and 11 respectively. The color coding follows Figure 7 .
Algorithm 9 A variation of the forward path-counting Algorithm 7 for the TED. Initialize A as a (|x| + 1) × (|ȳ| + 1) matrix of zeros.
3:
A 1,1 ← 1, Q ← {(1, 1)} 4:
C ← ∅.
5:
while Q = ∅ do 6:
(i, j) ← min Q. ⊲ Lexicographic ordering
7:
Q ← Q \ {(i, j)}.
8:
C ← C ∪ {(i, j)}.
9:
if i ≤ |x| ∧ D i,j = c(x i , −) + D i+1,j then
10:
A i+1,j ← A i+1,j + A i,j .
11:
Q ← Q ∪ {(i + 1, j)}. A i,j+1 ← A i,j+1 + A i,j .
15:
Q ← Q ∪ {(i, j + 1)}. if D i,j = D i+1,j+1 + c(x i , y j ) then
22:
A i+1,j+1 ← A i+1,j+1 + A i,j
23:
Q ← Q ∪ {(i + 1, j + 1)}. 
30:
A rlx(i)+1,rlȳ(j)+1 ← A rlx(i)+1,rlȳ(j)+1 + A ′ |x i |+1,|ȳ j |+1 · A i,j .
31:
Q ← Q ∪ {(rlx(i) + 1, rlȳ(j) + 1)}. Initialize B as a (|x| + 1) × (|ȳ| + 1) matrix of zeros.
3:
B |x|+1,|ȳ|+1 ← 1.
4:
while C = ∅ do 5:
(i, j) ← max C. ⊲ Lexicographic ordering
6:
C ← C \ {(i, j)}. return B. 30: end function Interestingly, the matrix Γ has further helpful properties. By considering the sum over all columns and subtracting it from the total number of co-optimal mappings we obtain the number of co-optimal mappings in which a certain node inx is deleted. In our example, a is deleted in 2 co-optimal mappings, b in 3 co-optimal mappings, c in 4 co-optimal mappings, d in 4 co-optimal mappings, and e in 5 co-optimal mappings. Conversely, by summing up over all rows and subtracting the result from the total number of co-optimal mappings we obtain the number of co-optimal mappings in which a certain node ofȳ is inserted. In this example, neither f nor g are inserted in any co-optimal mapping.
Another interesting property is that the matrix Γ represents the frequency of certain pairings of nodes in co-optimal mappings, if we divide all entries by the total number of co-optimal mappings. This version of the matrix also offers an alternative view on the tree edit distance itself.
Theorem 21. Letx andȳ be trees over some alphabet X , and let c be a cost function over X . Further, let Γ and k be the two outputs of Algorithm 11 forx,ȳ, and c, and let P c (x,ȳ) := Proof. Per construction, Γ is equivalent to the number of co-optimal mappings M , such that (i, j) ∈ M , and k is equivalent to the number of co-optimal mappings overall. The cost of each co-optimal mapping is per definition d c (x,ȳ). Therefore, summing over the cost of all these mappings and dividing by the number of mappings is also equal to d c (x,ȳ).
