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Abstract
Automotive components are tested extensively in wind tunnels by automotive man-
ufacturers and race teams. This is usually achieved using an accurate scale model
representation of the component within the wind tunnel.
Automotive heat exchangers, however, are comprised of numerous intricate ge-
ometries and are therefore impractical to produce at model scale. Instead they are
simply modelled as pressure drops, achieved using a thin mesh or honeycomb of
known porosity. Most commercial computational fluid dynamics solvers ignore the
geometry of the heat exchanger and instead model it as a discontinuity with a known
pressure drop and heat transfer.
The pressure drop across an automotive heat exchanger, however, was found to
vary with both the coolant temperature and the angle of inclination of the heat
exchanger. This thesis initially presents a relationship between the pressure drop
coefficient and the inclination angle for varying media porosities. Mathematical
relationships for inclination angles of 0°, 15°, 30° and 45° were derived relating
this pressure drop coefficient to the porosity of the media. Weighted least squares
is proposed over ordinary least squares when obtaining the Forchheimer equation
coefficients from experimental measurements.
Investigation extends into the thermo-fluid effects on a full scale automotive heat
exchanger when inclined at 0°, 15°, 30° and 45°. It was found, depending on the
angle, that there was a difference in the pressure drop of up to 10% between the
unheated and heated (100 ◦C) heat exchanger. Based on the proposed mathematical
relationship, this correlated to a 4% decrease in porosity in order to accurately model
the automotive heat exchanger at subscale.
The thesis concludes with experimental and numerical investigation into the heat
transfer on a hydrodynamically and thermally developing flow within a radiator
channel. Laser doppler anemometry measurements recorded a 1.5% increase in the
centreline velocity compared to 0.8% obtained from numerical simulation.
Keywords: automotive heat transfer, wind tunnel radiator modelling, subscale
radiators, developing radiator matrix channel flow, thermally developing flow.
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Chapter 1
Introduction
1.1 Types of Heat Exchangers
Heat transfer between two fluids or a fluid and solid is one of the most common
physical phenomenon. It can be easily seen in our daily lives with examples such
as the heating system or refrigerator within our homes. The devices that use heat
transfer are broadly termed heat exchangers. They come in various shapes and sizes
and are commonly classified by the flow arrangement or the type of construction.
The simplest heat exchanger is one with a two fluid circular tube bundle as shown
in Fig. 1.1a. A key disadvantage of this construction is that the only way surface
area density can be increased is to decrease the diameter of the tubes. This poses
severe limitations on what can be constructed since fabrication and cost usually limit
the minimum tube diameter to no less than a quarter of an inch (approximately
6 mm) [1].
An effective way to increase the surface area density is therefore through the
use of channel fins as an additional, secondary surface. Figure 1.1b shows an ex-
ample of finned circular tubes where circular fins have been attached to the outside
of the circular tubes [1]. The fins can be placed on either side of a gas-to-liquid
heat exchanger or even used in a liquid-to-liquid one. If placed on the liquid side
an important consideration must be taken into account. Due to the relatively high
thermal conductivity of liquids, high convection heat transfer rates must be con-
ducted along the fins and thus the conduction resistance may destroy the advantage
of the extra surface area gained. Another variation of the finned-tube arrangement
is shown in Fig. 1.1c. The tubes can be either flat or circular.
A large area density on both fluid sides can be achieved in a similar manner
as shown in Figs. 1.1d and 1.1e. This fin and plate arrangement is assembled as
a sandwich of flat plates bonded by interconnecting fins. The two fluids are car-
ried between alternate pairs of plates and can be arranged in either counterflow or
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crossflow which provides an additional degree of flexibility.
(a) (b) (c)
(d) (e)
Cold air Cold air
Cold air
Cold air
Cold air
Hot
fluid
Hot
fluid Hot
fluid
Hot
fluid
Hot
fluid
Figure 1.1 Geometries of typical heat exchangers [1].
As mentioned earlier, heat exchangers can be classified in a variety of ways. A
further classification can occur based on their flow arrangement. In the parallel
flow arrangement, the hot and cold fluids enter at the same end, flow in the same
direction and exit at the same end. In the counter flow arrangement, however, the
fluids enter at opposite ends, travel in opposing directions and leave at opposite
ends. Alternatively a third arrangement is possible. Known as a cross-flow arrange-
ment, the two fluids enter nominally perpendicular to each other. Heat exchanger
classification can be extended further to take into account the number of passes the
fluid makes. Automobile radiators, which are the main topic of this research, have
historically had a cross-flow single-pass arrangement. This was primarily due to the
location of the heat exchanger between the front grill and engine block.
Recent concern over climate change has forced automotive and race car manufac-
turers to focus on improved fuel efficiency in an effort to reduce the overall emissions
from their vehicles. This has resulted in renewed interest in the drag characteristics
of automotive cooling systems. This has prompted investigation into the optimum
2
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location and geometry of the heat exchanger(s). The use of decorative grills and
modern active vane systems have made it necessary to investigate heat exchanger
behaviour when the air is not perpendicular to the coolant flow. In addition, race
car manufacturers are restricted on the geometry and size of the overall vehicle,
these restrictions often change between racing seasons, resulting in changes of both
the location and geometry of the heat exchanger. An example of a race car radiator
from a 2004 Ferrari Formula 1 car is shown in Fig. 1.2. There has therefore been an
increase focus in correctly assessing the cooling capabilities of inclined radiators.
Figure 1.2 A 2004 Ferrari Formula 1 side panel with radiator [2].
Current heat exchanger performance is measured using either wind tunnel test-
ing, numerical simulation or a combination of both. For both scaled wind tunnel
testing and computational simulation, it is impractical to use a detailed radiator
geometry. For scaled wind tunnel testing, laminations of porous sheets and hon-
eycombs are used to mimic the flow through the core of a heat exchanger. For
computational simulations, heat exchangers are usually represented as a discontinu-
ity with a known pressure drop and heat transfer coefficient.
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1.2 Engine Cooling Systems
Though highly optimised, modern internal combustion engines (ICE) generally only
have a thermal efficiency of around 35-45% [3]. Thermal efficiency is defined as the
ratio between useful mechanical power and the resultant unwanted heat generated.
As a result, typically between 55-65% of the energy from the fuel is converted into
heat and it is the job of the cooling system to dissipate this unwanted heat. Tem-
peratures in the combustion chamber of an engine can reach up to 2500 ◦C, therefore
if the engine goes without cooling even for a short period, the metal components
can exceed their melting point [4]. This would result in serious consequences for the
engine. Two approaches have been adopted to address this problem: liquid-cooled
and air-cooled systems.
Heater hoses
Pressure
cap Thermostat
Upper hose
Radiator
Fan
Water pump
Transmisison
cooler
Lower hose
Reserve tank
Heater core
Figure 1.3 A typical liquid cooled internal combustion engine arrangement [5].
The air-cooled system can typically be found on older cars, with only a few
modern motorcycles still using it. The engine is typically covered with fins to con-
duct the heat away from the cylinder. In addition, a powerful fan forces air over
these fins, cooling the engine by transferal of heat to the air (forced conduction).
Since most modern cars are liquid-cooled, this type of cooling system will be the
main focus within this thesis. In a liquid-cooled system, the cooling fluid circulates
through pipes and passageways in the engine as shown in Fig. 1.3. As this liquid
passes through the engine it absorbs and removes the extra heat, thus cooling the
engine. After the fluid leaves the engine, it passes through the radiator (the heat
exchanger) which transfers the heat from the fluid to the ambient air.
Vehicles powered by internal combustion engines are designed to operate in a
wide variety of conditions including extreme ambient temperatures. These tem-
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peratures can vary from well below freezing to well over 38 ◦C. This leads to the
need for a cooling fluid that has a very low freezing and a very high boiling point.
Furthermore, the liquid needs to possess optimal thermal capacitance.
One such fluid is water, it is one of the most effective heat transfer fluids, however,
its freezing point is too high for it to be used in ICE engines. For this reason the
fluid used in most practical applications is a mixture of water and ethylene glycol
(C2H6O2), popularly termed as antifreeze. By adding ethylene glycol to water, the
boiling and freezing points are changed significantly, as shown in Table 1.1.
Table 1.1 Boiling and freezing points of antifreeze at 1 atm (101.325 kPa) [6].
C2H6O2/H2O
Pure Water 40/60 50/50 60/40 70/30
Freezing Point 0 ◦C −24 ◦C −37 ◦C −52 ◦C −64 ◦C
Boiling Point 100 ◦C 106 ◦C 108 ◦C 111 ◦C 114 ◦C
Even though addition of ethylene glycol can significantly increase the perfor-
mance of the cooling fluid, the peak system temperature can still be between 121 ◦C
and 135 ◦C and thus cause the fluid to boil. In order to raise the boiling point the
cooling system can be pressurized. Most modern ICE cooling systems have a pres-
sure limit of 14-15 pounds per square inch (psi) (96.5–103.4 kPa, respectively) which
raises the boiling point by approximately another 25 ◦C [4].
1.3 Automotive Radiators
Radiators are the heat exchangers most often used for cooling internal combustion
engines but they can also be used for cooling auxiliary systems. It is sometimes
necessary for a car to be equipped with a second radiator to increase the cooling
capacity when the size of the original radiator cannot be increased. Additionally,
some engines have an oil cooler (a separate, smaller radiator) to cool the engine oil.
Cars with an automatic transmission often connect with additional pipework
to the main radiator. This allows the transmission fluid to transfer its heat to the
coolant in the radiator whilst preventing the mixing of the transmission and radiator
fluids. Less commonly, power steering fluid, brake fluid, and other hydraulic fluids
may be cooled by auxiliary radiators on the vehicle. Turbocharged or supercharged
engines have an intercooler, which is an air-to-air or air-to-water radiator used to
cool the incoming air charge, not to cool the engine.
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The invention of the first automotive radiator is attributed to Karl Benz (the
patent is shown in Fig. 1.4), while Wilhelm Maybach [7] is credited for designing
the first honeycomb radiator for the Mercedes 35 hp. Early construction methods
for the honeycomb radiators used round tubes swaged (typically through extrusion
by force into a confining die) into hexagons at their ends, then stacked together and
soldered [1]. As they only touched at their ends, this formed what became in effect
a solid water tank with many air tubes through it.
Figure 1.4 Karl Benz patent application for an automotive heat exchanger [7].
Modern radiators save money and weight by using either plastic or aluminium
headers in conjunction with an aluminium core. They are constructed of a pair of
header tanks, linked by a core with many narrow passageways (shown in Fig. 1.5),
giving a high surface area relative to volume.
Figure 1.5 A typical aluminium automotive radiator [8].
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This core is usually made of stacked layers of metal sheet, pressed to form chan-
nels and soldered or brazed together. The radiator transfers the heat from the fluid
inside to the air outside, thereby cooling the fluid, which in turn cools the engine.
Radiators are typically mounted in a position where they receive airflow from the
forward movement of the vehicle, such as behind a front grill. Where engines are mid
or rear-mounted, it is common to mount the radiator behind a front grill to achieve
sufficient airflow, even though this requires long coolant pipes. Alternatively, the
radiator may draw air from the flow over the top of the vehicle or inside specifically
designed air ducts.
1.4 Wind Tunnel Testing of Automotive
Radiators
The primary function of the automotive radiator is to dissipate the heat produced
by the vehicle’s engine. This has to be achieved under a wide range of operating
conditions in order to maintain the engine temperature within its optimal operating
range. Failure to do so would lead to overheating problems and thus vehicle man-
ufacturers carry out extensive testing prior to final production. Their evaluation
methods are usually a combination of on-road and wind tunnel testing.
On-road testing offers direct assessment of the cooling performance under real
road conditions. The repeatability of such tests, however, is often hard to achieve
due to the constantly changing atmospheric conditions (wind velocity and air tem-
perature) as well as variations in the terrain. On the other hand, wind tunnel testing
of automotive radiators can be conducted in a predictable and controlled environ-
ment that provides a reasonable approximation to on-road conditions. In such cases,
the primary requirement is to accurately reproduce the required pressure drop and
flow deviation due to the heat exchanger element.
Perforated plates have been used to simulate the blockage effects of heat exchang-
ers in wind tunnels, however, their characteristics have been found to be significantly
different to those of full scale radiators [9]. Currently, the most common method of
modelling a sub-scale radiator core is by use of a wire grid and honeycomb ‘sand-
wich’ [10]. The honeycomb core is important because it forces the flow to pass
through the block in a purely axial direction as it would in an actual radiator core.
For a more detailed modelling of the radiator core flow it would be necessary to
account for the difference in pressure drop arising due to thermal effects. This would
require radiator testing with ambient and heated coolant. The addition of heat to
the test models has been shown to play a significant role in the accurate replication
of the full scale automotive radiator [11].
7
CHAPTER 1
1.5 Project Aims and Objectives
The aim of this thesis is to investigate the thermo-fluid effects associated with mod-
elling a subscale heat exchanger. This aim is divided into the two main areas of
interest. Firstly, the use of porous materials to represent the pressure drop (∆P )
associated with a heat exchanger and secondly, the effect of heat transfer on this
pressure drop.
The associated objectives derived from the aims of the project were separated
into experimental and numerical objectives as follows:
Experimental
 To determine the relationship between the pressure drop (∆P ) and porosity
(β) for porous media as a function of the angle of inclination (α).
 To investigate the relationship between pressure drop (∆P ) and inclination
angle (α) for a full scale radiator and the effect of heat transfer on this rela-
tionship.
 To determine the effective porosity (βeff.) required to account for the change
in the pressure drop (∆P ) due to heat transfer.
 To investigate the heat rejection performance of the radiator as a function of
the inclination angle (α).
 To calculate the pressure drops (∆P ) and heat transfer coefficients (h) required
for numerical simulation.
 To investigate the mechanisms behind the increase in pressure drop (∆P ) due
to heat addition.
Computational Fluid Dynamics
 To use the relationship between pressure drop (∆P ) and porosity (β) obtained
from the experimental data to simulate porous media.
 To investigate the numerical methodology of simulating inclined porous media.
 To accurately simulate the aerodynamic and thermal properties of a full scale
radiator.
 To simulate the effects of inclination on the numerical model.
 To simulate simultaneously developing hydrodynamic and thermal channel
flow associated with a matrix channel within an automotive radiator.
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1.6 Thesis Structure
The thesis is divided into six chapters and they are organised as follows:
Chapter 1 presents an introduction into the various types of heat exchangers and
the methods used to wind tunnel test them.
Chapter 2 presents an overview of current published literature on automotive heat
exchangers.
Chapter 3 investigates the effects of porosity and inclination on the pressure drop
across gauzes and honeycombs.
Chapter 4 investigates the pressure drop and heat transfer properties of a full scale
generic automotive heat exchanger.
Chapter 5 investigates the effect of heat transfer within a simplified channel from
the matrix of an automotive heat exchanger.
Chapter 6 draws the overall conclusions of the thesis and provides scope for pos-
sible future work.
The references are located at the end of Chapter 6, with the appendices located
at the end of the thesis. The appendices and are organised as follows:
Appendix A covers the governing heat exchanger equations used within the thesis.
Appendix B contains information on the experimental measurement techniques
presented within the thesis.
Appendix C provides the mathematical background on the turbulence models
used in the numerical simulations.
Appendix D contains additional material relating to the porous media used within
Chapter 3.
Appendix E holds additional data on the full scale radiator used within Chapter 4.
Appendix F contains additional material relating to the radiator matrix channel
flow experiment used within Chapter 5.
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cients for Computational Fluid Dynamics simulation of heat exchangers, SAE In-
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Literature Review
2.1 Analytical Methods
There are a limited number of publications [12–16] that use analytical approaches
to determine the performance of automotive heat exchangers. This is mainly due to
the fact that these methods assume a uniform velocity distribution through the face
of the radiator when, in fact, the distribution is rather complex and importantly,
non-uniform.
There are two main approaches available for determining the performance of a
heat exchanger:
 Log-Mean Temperature Difference (LMTD)
 Effectiveness-NTU method (ε-NTU)
A detailed explanation of these methods is given in Sections 2.1.1 and 2.1.2,
respectively.
2.1.1 Log Mean Temperature Difference (LMTD)
The Log Mean Temperature Difference (LMTD) method is used to determine the
temperature of the driving fluids within an internal combustion engine (ICE) ve-
hicle radiator, assuming a constant flow rate and fluid thermal properties. It is a
logarithmic average of the temperature difference between the hot and cold fluids at
each end of the exchanger. The larger the LMTD, the more heat is transferred, the
equation for LMTD is shown in Eq. (2.1), further details of this method have been
presented in Section A.1 of Appendix A.
∆θlmtd = US
∆θ2 −∆θ1
ln ∆θ2
∆θ1
. (2.1)
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After a series of publications on temperature differences within multipass heat ex-
changers [17, 18], Bowman et al. [12] published an overview paper. They attempted
to present a simplified method for determining the true mean temperature difference
from the log mean temperature difference for various flow and surface arrangements
encountered in heat exchangers. They achieved this by means of correction factor
plots.
Beard et al. [13] applied LMTD to the calculation of heat dissipation performance
of different types of radiator core designs. The radiators were presented as cross-
flow heat exchangers as suggested by Bowman et al. [12]. The authors compared
their calculated values with those obtained from experiments. The results showed a
maximum error of approximately 10% between experimental and calculated results.
2.1.2 Effectiveness-NTU (ε-NTU)
The LMTD method for heat exchanger analysis is applicable when the fluid inlet
and outlet temperatures are both known. If this is not the case, then the LMTD
method becomes iterative. In order to avoid this, the effectiveness-NTU (ε-NTU)
approach can be used. This method involves the calculation of the Number of Heat
transfer Units (NTU), effectiveness (ε) and the heat capacity ratio (Cr). Further
details of this method have been presented in Section A.2 of Appendix A.
Emmenthal et al. [14] used the effectiveness (ε) operating characteristic in their
method for designing liquid cooling systems. Furthermore, they deduced a crite-
rion for rating different radiator matrix designs. Chiou [15] presented the effect of
two-dimensional nonuniformity of the inlet temperature of the cooling air flow. The
effectiveness of the engine radiator was calculated for a variety of designs and operat-
ing conditions. Relations between the correction factor for heat transfer effectiveness
and NTU of the engine radiator were presented.
Eichlseder et al. [16] used the ε-NTU approach to investigate the influence of the
size and type of radiator for their cooling system evaluation program. Fellague et
al. [19] instead applied the NTU method for a subdivided heat exchanger where the
radiator was divided into smaller cells which are effectively micro heat exchangers
and the NTU method was applied to each cell.
2.2 Performance Assessment Methods
2.2.1 Air-to-Boil (ATB)
The Air-to-Boil parameter (ATB) has been widely used by automotive manufactur-
ers as an indicator of the temperature limitations of the fluid in a cooling system
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at a given operating condition. It is benchmarked by the Society of Automotive
Engineers’ (SAE) standards J819 [20] and J814 [21]; further details of this method
are presented in Section A.3 of Appendix A.
The earliest work using the ATB parameter was in the Chevrolet Research De-
partment. They developed a computer program for predicting engine cooling per-
formance for a chosen radiator [22, 23]. The system’s ATB temperature was used
as the primary dependent variable for the mathematical model. Mosier et al. [24]
applied a similar approach to multi-component systems consisting of: a radiator, oil
cooler and condenser. Costelli [25] plotted ATB levels for each transmission gear,
thus plotting a diagram known as an ATB gird.
Williams [26] studied the grille open area as a design parameter. By correlating it
to the ATB he showed the grille area to be a poor predictor of ram airflow and cooling
drag. Chapman et al. [27] measured the effect of the ram air velocity variation on
the ATB values of a cooling system. The measurements showed an increase in the
ATB values with an increase of ram air velocity.
Emmelmann et al. [28] outlines the relationship between an increase in frontal
area opening and the ATB temperature. A very specific optimum front opening area
was found, where no further improvements on the ATB could be made by simply
increasing the openness of the frontal area. Ecer et al. [29] presented a methodology
for predicting ATB temperatures. The velocity distribution over the radiator was
found to be crucial in determining ATB. Additionally, the assumption of constant
inlet air temperature appears not to produce significant errors in predicting ATB
temperatures.
2.2.2 Specific Dissipation (SD)
The specific dissipation parameter (SD) initially appeared in publications by Strat-
ton et al. [30] and later by Paish et al. [31]. In both publications the authors use it
to express the heat transfer ability of a radiator matrix. No further publications be-
came available until the late 80’s and early 90’s when the parameter was reinvented
by independent research at the Royal Melbourne Institute of Technology (RMIT).
Several studies carried out by Hird et al. [32] were aimed at investigating the effec-
tiveness of the parameter for engine cooling system evaluation. Further details on
the specific dissipation parameter are presented in Section A.4 of Appendix A.
Lin et al. [33] carried out a series of experiments in order to compare the perfor-
mance parameters ATB and SD. The tests were performed at three different wind
tunnel facilities: RMIT’s closed-circuit wind tunnel, Monash University’s full-scale
(shown in Fig. 2.1) wind tunnel and Ford Australia Environmental Wind Tunnel.
They found the SD to be insensitive to the variation of the air and coolant tem-
peratures, thus enabling the SD to be used in both stable and slightly varying test
13
CHAPTER 2
conditions.
mc
.Tci
Tco
Tai
Control room
Computer Datalogger
Magnetic
flowmeter
Heat
bench
Pump
Valve
Turntable
Wind
Radiator
Condenser
Number 
plate Car
Coolant
29
20
26
00
58
00
20°
45°
45° 45°
40
60
69
70
12830
2900
7800
3900
44
27419
0
11
40
0
12°
Nozzle
Wind tunnel
Collector
Vehicle test section 
Car engine cooling system test layout
Vehicle test section
Turntable
Figure 2.1 Monash University’s vehicle test section and cooling system layout [33].
In other publications Lin et al. [34, 35] used SD to indicate the effect of cross
wind, changes in ambient air temperature, coolant radiator inlet temperatures and
coolant flow rates on the engine cooling of a full scale vehicle. As a result a theoretical
model for the calculation of specific dissipation was developed.
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Ng et al. [36] carried out series of on-road and wind tunnel tests to validate the
process of evaluating vehicle cooling system performance. Comparisons were drawn
between the SD measures on the road with those measured in the wind tunnel at
high blockage (30%). Additionally, Ng et al. [37] also studied the influence of airflow
distribution and different average core velocities on the Specific Dissipation.
2.3 Experimental Methods
Since there is a wide variety of experimental techniques available, for ease they have
been split into velocity and pressure measurement approaches. Techniques that do
not fit into these two classifications have also been included. Detailed description of
the used experimental equipment is presented in Appendix B.
In terms of industry standards [38] it is useful to note that most North Ameri-
can manufacturers favour the use of propeller anemometers. Siemens NA, General
Motors and Ford all use a variety of four, six or eight bladed anemometers with the
exception of Chrysler-Jeep who use hot film probes.
European manufacturers on the other hand primarily use pressure measurement
techniques. Mercedes-Benz uses a combined pitot-static pressure probe. The Motor
Industry Research Association (MIRA) uses a technique based on a fixed array pitot
and reverse-pitot tubes embedded inside the radiator core. Volvo uses micro-orifices
to measure pressure differences.
2.3.1 Pressure Based Techniques
Oler et al. [39] investigated the factors affecting the cooling opening mechanical
energy losses. In order to isolate this effect the design of the wind tunnel models
used represented only the front portion of a car. A loss coefficient based on the
change in total pressure between freestream conditions and the front face of the
heat exchanger was established. Additionally, they found a relationship between
the front end losses, cooling air flow rate, vehicle speed and the size and location of
the openings.
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Figure 2.2 Experimental arrangement for the testing of a scale model heat ex-
changer [40].
Ruijsink [41] developed a microprobe system consisting of 48 pitot-static probes
mounted inside the radiator matrix. The key advantage of the system was that it
didn’t protrude the front face of the radiator and thus had no influence on the inflow
towards the radiator. He found that the gap between the radiator matrix and the
tanks that exists in most radiators can account for up to 10% of air spill.
Using a 5-hole pitot tube Lyu et al. [42] investigated the flow rate and nonuni-
formity of the axial flow velocity entering a radiator. They found that the incoming
flow splits into two around the upper and lower bumper. The flow interacting with
the radiator is primarily from the lower opening under the bumper. Furthermore,
Christoffersen et al. [40], using the same probe type (shown in Fig. 2.2), conducted
flow angularity measurements. They found that the flow behind a heat exchanger
consisted of multiple shear layers and wakes from the fins.
Both Schaub et al. [43] and Takahashi [44] used total pressure probes to measure
16
EXPERIMENTAL METHODS
the total pressure on the exit face of a radiator. They demonstrated that the solid
blockage created in wind tunnel testing differs significantly from the data obtained
in free air experiments.
Browand et al. [45] experimentally determined the air flow through a cooling
module consisting of: an air-conditioning condenser and engine radiator. They
measured the stagnation pressure by means of small kiel probes located at a total of
32 points. They found a unique relationship between pressure drop and local flow
velocity expressed as an exponential function.
2.3.2 Velocity Based Techniques
Olson [46] was the first to developed a testing technique using a rake of multiple
vane anemometers for the purpose of determining the total airflow and airflow dis-
tribution through a cooling system heat exchanger. The test resulted in providing
an objective measurement capability of airflow and allowed for the quantification of
the airflow distribution as a function of various components (e.g. bumper, grille, fan
and shroud).
Schaub [43] measured the flow velocities through a radiator with a 2 inch (50.8 mm)
diameter vertical bank of six propeller anemometers. This was traversed horizon-
tally to 8 positions across the exit face of the radiator core, giving an array of 48
sampling stations. They found that the indicated velocities were 6% larger than the
average velocities and hence needed compensation.
Berneburg [47] used eleven air vanes capable of detecting reverse flow. He went
on to note the importance of being able to detect the flow direction. According to
his research, if the car was in a stop-and-go or hot-idle traffic there would be no ram
airflow and thus the fans would be sucking back in hot air from the region around
the engine.
In order to measure the air velocity across a radiator, Ap [48] employed five
micro-propellers of 10 mm diameter fixed on an aluminium bar. Using this set-up,
he scanned the radiator’s surface and revealed that the air velocity distribution
is rather nonuniform. Williams et al. [49] measured the radiator airflows using a
radiator instrumentation package consisting of twelves vane anemometers (shown in
Fig. 2.3), 4.5 inch (114 mm) in diameter. The obtained data was used to construct
ram curves.
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Figure 2.3 Vane anemometer mountings on mechanical and electrically cooled ra-
diators [49].
Shimonosono [50] used a hot-wire probe to obtain an accurate picture of the flow
state behind the cooling fan. They observed a slightly spiraling flow immediately
behind the cooling fans. In this region the flow velocity is approximately 10 m s−1
compared to a 3 m s−1 flow velocity through the radiator. It was concluded that the
fan rotation accelerates the flow velocity behind the radiator quite significantly.
Baxendale [51] obtained three-dimensional velocity measurements using a 2D
cross-wire hot-wire probe. This was achieved by taking two readings at each mea-
suring point with the probe rotated at 90° about its axis between readings. It was,
however, noted that the validity of hot-wire measurements are subject to certain lim-
itations. Since only the cooling effect of the airflow upon the hot wire is measured,
the sensors could not distinguish between forward and reversed flows .
Chrysler [38] uses a variation of the hot-wire anemometer called a hot film probe.
Using a fixed array of 15 hot film probes, they investigated the effect of distance
between a condenser and the anemometer measuring plane. They found upstream
blockage to have very little consequence with respect to accuracy of the measure-
ments.
The Technical Development Centre of GM Europe [52] carried out an experimen-
tal test program using a two-component fibre-link laser velocimeter. They measured
local velocities behind the radiator and the rear-fan shroud. They noted the diffi-
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cultly of accessing the measuring point through the compacted engine compartment
and the repeatability concerns of positioning the probe by hand.
Pharoah [53] used a two component Laser Doppler Velocimetry (LDV) system
to study aerodynamic performance of a heat exchanger and shrouded fan and to
provide validation data for Computational Fluid Dynamics (CFD) simulations. To
allow for optical access of the LDV system, the fan’s shroud was replaced with one
made from plexi-glass. They managed to capture the highly three-dimensional flow
through the cooling module.
2.3.3 Other Techniques
Fujikake et al. [54] developed a sensor to measure the air velocity distribution at the
front of a radiator. Its main feature is that the output of the thermocouple is insen-
sitive to the air temperature. This was achieved through the use of an anemometer
and thermocouple, the thermocouples directly measured the temperatures of elec-
trically heated wires cooled by the airflow velocity measured by the anemometer.
As the cold junction of the thermocouple is at the same temperature as the airflow,
the output of the thermocouple is insensitive to variations in the air temperature.
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fuel tank
1, 2, 3. K-type thermocouples 
(1 mm by 154 mm sheath)
4. Aluminium shell (26 mm diameter 
by 0.77 mm thick).   
6. Expoxy filler  4
1 2 3
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Figure 2.4 H-Meter design and example installation [55].
Dudley et al. [55] developed a 26 mm spherical transducer (H-meter, shown in
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Fig. 2.4) to measures directly the local heat transfer coefficient in vehicle underhoods.
The transducer contained three thermocouples and a battery powered heater. The
spherical shape was chosen in order to be less sensitive to the flow direction.
Hoshino et al. [56] used a 3D smoke tunnel to improve the engine cooling per-
formance qualitatively. They studied the airflow pattern approaching the radiator
by visual observation of kerosene vapor injected 4 m ahead of the vehicle.
2.4 CFD Modelling
With the ever-increasing computational resources available to engineers, Compu-
tational Fluid Dynamics (CFD) has proven to be an integral tool in the study of
cooling flows. Most commercial CFD solvers use Reynolds-Averaged Navier-Stokes
(RANS) in conjunction with turbulence models. This is mainly due to the exten-
sively available validation literature on turbulence models. A detailed description
of RANS modelling is presented in Appendix C.
Elemental channel
t b
W
L
β
HU∞
Figure 2.5 Numerical simulation of staggered parallel plates subject to forced con-
vection [57].
Early research into heat exchangers was conducted by Fowler et al. [57], who
used simplified representations of heat exchanger geometries in order to model the
heat transfer numerically. They used an arrangement of staggered parallel plates
in a fixed volume with forced convection heat transfer. The geometric arrangement
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was varied by changing the plate spacing, number of plates and the degree to which
the plates were staggered. They demonstrated that there exists an optimal spacing
between two adjacent row of plates. An example of a simplified parallel plate heat
exchanger geometry is shown in Fig. 2.5.
Notable early numerical work was also conducted by Bejan et al. [58–60], who
investigated the optimum design and spacing of simple plate heat exchangers. With
the increase in computation power over time, however, the ability to model more
complicated geometry became feasible.
Side view Top view
Figure 2.6 Velocity field within a radiator of a Daewoo van [61].
Yasuki et al. [62] used RANS simulations to predict the airflow through a radia-
tor and condenser. They noted the reduced development cost and time by providing
approximate results through use of CFD. Fellague et al. [19] developed a CFD al-
gorithm for calculating the velocities and temperature distribution on the face of a
radiator. Additionally, the program was developed to predict performance of new
radiators based on experimental data from existing components.
Ecer et al. [29] used CFD software to calculate the air-velocity distribution and
resulting Air-to-Boil (ATB) temperatures. Their objective was to show how CFD
can be used in practical engineering tool to enhance the design process. They con-
cluded that the velocity distribution over the radiator was found to be crucial in
determining the ATB temperature. The assumption of constant inlet air tempera-
ture appeared not to produce significant errors.
Pervaiz et al. [63] used the commercial code STAR-CD® to model refrigerant in
a condenser. Both fluids were numerically solved using the k − ε turbulence model
while accounting for the phase change the refrigerant goes through.
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Haidar et al. [61] used CFD to investigate the modelling of under-bonnet flows
(shown in Fig. 2.6) and more specifically the volume flow rate entering the cooling
pack. This was achieved using the k − ε turbulence model with integrated wall
functions. They found that the inclusion of an engine bay under-tray reduces the
volume flow rate through the cooling pack by approximately 30-40%.
Williams et al. [64] studied 23 vehicle front-end configurations at 4 non-idle
operating conditions. Both numerical simulations and experimental wind tunnel
testing was carried out to validate and quantify the accuracy of the in-house CFD
code (UH3D) used by Ford.
Beamer et al. [65] investigated flow characteristics of automotive heat exchang-
ers with multilouver fins, shown in Fig. 2.7. The primary goal of this project was
to confirm the flow and heat transfer enhancement mechanisms due to the use of
multilouver fins. Steady state 2D laminar analysis was conducted alongside experi-
mental validation. They concluded that the flow mechanism responsible for the heat
transfer and flow efficiency was the boundary layer growth along the louvers.
Experimental (CFD) Re = 317
(CFD) Re = 90
(CFD) Re = 25
Figure 2.7 Experimental and numerical simulation of multilouver fins [65].
Andra et al. [66] compared two underhood models (shown in Fig. 2.8) in an
attempt to study the effect of boundary and geometry specifications on the numerical
simulation of a front-end cooling system. The simplified model was to be used in the
early design stages when most of the component locations would still be unknown.
A box like engine was used so that it provided the necessary blockage at the exit
of the cooling fans. The simulation were run using the commercial code ANSYS®
FLUENT®. The RANS k − ε turbulence model was used with a uniform velocity
profile. The results showed that the difference in flow rates between the two cases
remains practically constant at all speeds.
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Simple model Complete model
Figure 2.8 Numerical simulation of front-end cooling [66].
Lee et al. [67] developed a 3D radiator model for computational purposes that
accounts for the non-uniformity effects of air velocity distribution across it. The heat
exchanger was modeled as a porous medium, while a rotating reference frame was
used for the cooling fans. They concluded that the non-uniformity increases with
vehicle speed. Furthermore, the non-uniformity decreases the heat transfer of the
radiator, increasing the coolant temperature. They demonstrated the importance
of including non-uniformity effects for more accurate CFD predictions.
Due to the complex geometry of louvered fins, it was not possible for Uhl et
al. [68] to model the air-side of a heat exchanger in detail. A porous medium was
therefore used for the core of the heat exchanger to simulate the pressure drop. The
measurements of the porous media coefficients for the calculations were obtained
experimentally.
Shome et al. [69] used CFD to predict the air-to-boil (ATB) temperature of
a Sport Utility Vehicle (SUV) radiator. The predicted ATB values were compared
with experimental data obtained from outdoor cooling trials. A detailed CFD model
was used that included the under-hood engine compartment components, the front
end cooling modules, the front grill and bumper. The CFD predicted values and
the experimental data agreed to within 3–5 ◦C for the operating conditions tested.
Christoffersen et al. [40] used CFD to compare a simplified heat exchanger model
to a full scale unit. It was shown that despite the two heat exchangers being the
same dimension, the lack of modelling of the fin geometry on the simplified model
lead to a lack of accuracy in capturing the flow physics through the heat exchanger.
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2.5 Chapter Conclusions
Due to the high cost of full scale wind tunnel testing during the developmental
stages of both road vehicles and race cars, subscale model testing is often used. It
is therefore of vital importance that the scale models accurately capture the flow
characteristics of the full scale components. As the cooling package is one of the
largest contributors to the overall vehicle drag, it is essential that the heat exchanger
is accurately represented in model form. Due to limitations in manufacturing tech-
niques, however, it is impractical to make a scaled heat exchanger and instead, a
simplified representation of the heat exchangers is often used.
Scaled heat exchangers are frequently represented by combination of laminations
of porous sheets and honeycombs. The porous screens provide the needed pressure
drop across the heat exchangers while the honeycombs act as flow guides. One ele-
ment that is often neglected when scaling down a heat exchanger is the fin geometry,
this is omitted due to their small size (at full scale) and fragile nature. The fins,
however, play an integral part in the heat transfer and therefore their effect must
be accounted for when scaling.
In order to maintain maximum similarity between the full and sub scale heat
exchangers, one must account for the variation in the flow field due to the geom-
etry simplification. In addition, road vehicles and race cars often incline the heat
exchanger adding further complexity in the requirements of modelling at subscale.
Previously published literature deals mostly with the flow characteristics on the
face and through full scale heat exchangers. There are detailed studies of the effect
of both front end vehicle configurations and fan geometries. Little research, how-
ever, has been conducted into the flow through scaled heat exchangers and more
specifically, their representation at subscale by porous screens.
The purpose of this research is therefore to investigate, in detail, the pressure
drop properties of porous screens and the effects of inclination. Additionally a study
of the thermal effect of a full scale radiator and the resulting choice of subscale
representation is investigated.
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Subscale Heat Exchangers
The modelling of heat exchanger air flow characteristics in a wind tunnel at sub-scale
(smaller than full-scale ), as well as for numerical simulation, requires an accurate
representation of the full-scale pressure drop (∆P ) and flow physics across the heat
exchanger. Sub-scale heat exchangers in wind tunnels are normally represented using
a combination of laminations of various porous materials and honeycombs [10].
In view of this, a series of experimental and computational measurements of the
pressure drop (∆P ) across screens with porosities (β) in the range 0.41 ≤ β ≤ 0.76
were investigated. The aim was to establish a relationship between the porosity and
the pressure drop characteristics of a given material at various angles of inclination
(α) to the free-stream flow.
Additionally, the present chapter investigates the use of weighted least squares
regression to correct the obtained Forchheimer equation coefficients. It was found
that the residual errors associated with the data were a function of the underlying
experimental measurements.
3.1 Introduction
The flow of fluid through porous screens is of engineering interest due to the wide
range of applications including membrane permeability in the biomedical indus-
try [70], insect entry into greenhouses [71], and flow control in wind tunnels [72].
The specific application of interest in this chapter is the use of laminations of
porous sheets and honeycombs to facilitate a sub-scale simulation of the complex
geometry of a heat exchanger in wind tunnel studies. In such cases, the primary
requirement is to accurately reproduce the required pressure drop and flow deviation
due to the heat exchanger element.
It is normal practice, particularly in race car applications and occasionally in
conventional passenger cars, for the heat exchanger element to be inclined relative
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to the flow within an internal duct. This has the effect of increasing radiator size
without impacting on vehicle frontal area. There is clearly a compromise between
heat exchanger size and the reduced aerothermal performance in terms of both
effective local velocity component and the increased free stream pressure change
(resulting in aerodynamic drag).
Previous investigations of the flow through porous materials have been performed
by experiments in wind tunnels as well as by numerical simulation. These have
mainly involved the measurement of the pressure distribution and flow visualization
around porous screens and gauzes. The first of such was carried out by Taylor [73]
with the study of the theoretical relationship between gauze porosity and drag. Sub-
sequently, Taylor et al. [74] extended their study to the air resistance of perforated
sheets, gauze and fabrics. Schubauer et al. [72] conducted a series of experiments
dealing with the pressure drop and streamline deflection of damping screens for an-
gles of inclination up to 45°. They showed that the pressure drop is only a function of
the solidity of the screen and the velocity component normal to it. They also found
that the deflection of the streamlines depended solely on the resistance coefficient
of the screen.
Baines et al. [75] conducted analytical and experimental studies on the relative
pressure drop as a function of screen form and porosity, the capacity of screens
to modify the velocity distribution around itself and the resulting characteristics of
turbulence produced. Carrothers et al. [76] summarized all the available correlations
for the pressure drop coefficients through wire mesh screens and textile nettings.
Further studies of flow in the wakes of perforated plates and gauze screens were
carried out by Reynolds [77], who set up a mathematical model to predict the
deflection of the flow passing through gauzes. Koo et al. [78] proposed a mathe-
matical model which replaces a screen with a distribution of velocity sources. Their
experimental and numerical data showed good agreement for the velocity profiles
downstream of the gauze. O’Hern et al. [79] numerically studied flow downstream
of fine-mesh screens. They found that the recirculating region behind the screen is
found to grow almost linearly with Reynolds number.
Brundrett [80] formulated a new general correlation equation for pressure drop
through woven wire and cloth screens for incompressible flows. He furthermore
quantified the errors produced by screen porosity variation due to manufacturing
tolerances, local screen damage or variable tension created during installation.
Miguel [81] investigated airflow characteristics of a number of screening mate-
rials. Based on the obtained results he concluded that the shape of the yard and
mesh geometry have a negligible influence on the airflow characteristics of screening
materials. Ito et al. [82] carried out a series of open-jet wind tunnel tests to obtain
the static pressure near a 2D plane gauze for a range of angles of inclination. Ad-
ditionally they visualized the flow pattern through the gauze using a smoke wind
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tunnel.
More recently, O’Neil [83], used a source panel method, investigated the different
singularity flow models available to describe the time-mean flow field through and
around finite screens. Dong et al. [84, 85] used scaled wind tunnel simulations to
study the mean flow regimes behind fences with varying porosities at different wind
velocities. They further extended their investigation to the turbulent fields behind
upright porous fences.
Valera et al. [86] evaluated the geometrical characteristics and airflow resistance
of upright insect-proof screens. Based on obtained pressure drop coefficients, they
proposed an overall governing equation for the relationship between the porosity
of the screen and Reynolds number of the airflow. Teitel et al. [71] investigated
the effect of screen inclination on the flow parameters behind porous screens. They
found that at 90°, the air velocity profile was constant with height, while upon
inclination of the screen to 45°, the velocity increased with height. Conversely for
135°, the velocity decreased with height.
Teitel et al. [71, 87, 88] also investigated the effect of screen inclination on the
flow parameters behind porous screens using Computational Fluid Dynamics (CFD).
Furthermore, they compared the simulation of the flow through a realistic woven
screen and that through the porous media approach.
In the present chapter, porous materials are investigated specifically in relation to
their applicability to model heat exchanger elements in sub-scale wind tunnel and
in computational simulations. The aim being to establish a relationship between
the porosity (β) and the pressure drop (∆P ) characteristics of a given material at
various angles of inclination to the free-stream flow (α).
3.2 Mechanics of the Fluid Flow through
Porous Media
The first investigation into flow though porous media was carries out by French
scientist Henry Darcy in his study of hydrological systems for water supply in the
city of Dijon [89]. He performed steady-state unidirectional flow experiments for a
uniform sand column. Based on his experimental observations he proposed what we
know today as Darcy’s Law given by
u =
K
µ
∂P
∂x
, (3.1)
where µ is the dynamic viscosity and K is the permeability, P the static pressure
and x the direction of flow. It is valid for creeping isothermal laminar fluid flow
with Reynolds number less than 1.
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For Reynolds numbers larger than 10, however, a breakdown in linearity is ob-
served [90]. Austrian scientist Phillip Forchheimer investigated fluid flow through
porous media in this higher velocity regime. During his study, he observed that as
the flow velocity increases, the inertial effects started dominating the flow [91]. In
order to account for these higher velocity effects, he suggested the inclusion of an in-
ertial term representing the kinetic energy to Darcy’s Law. Forchheimer’s equation
was obtained experimentally and is given by
∂P
∂x
=
µ
K
u+ ρ
(
Y
K1/2
)
u2, (3.2)
where ρ is the fluid density, µ is the dynamic viscosity, K is the permeability, Y the
inertial factor and u is the velocity normal to the porous face.
The permeability (K) of a porous medium represents the ability of fluids to flow
through the material and is an intrinsic property of the material. It should not be
confused with porosity (β) which is measure of the open space in a material, and
is a fraction of the volume of open area over the total area [92]. Permeability is
measured in (m2), while porosity is nondimentional.
The permeability and inertial factor can be obtained by equating a second order
polynomial to Forchheimer’s equation [71, 81, 86, 93, 94], given by
∆P = Au2 +Bu, (3.3)
where the permeability (K) and inertial factors (Y ) are given by
K =
µ∆x
B
and Y =
A
√
K
∆xρ
. (3.4)
Brundrett [80] formulated a new general correlation equation for pressure drop
through woven wire and cloth screens for incompressible flows using a pressure loss
coefficient (Kθ), given by
∆P = 0.5Kθρu
2, (3.5)
where,
Kθ = cos
2 θ
(
1− β2
β2
)[
σm
σk
7.125
Re cos θ
+
0.88
log(Re cos θ + 1.25)
]
+ 0.055 log(Re cos θ).
(3.6)
Miguel [81] investigated the airflow characteristics of a number of screening ma-
terials. Based on the obtained results he concluded that the shape of the yard and
mesh geometry have a negligible influence on the airflow characteristics of screening
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materials. Additionally, he proposed equations that relate the screen permeability
(K) and inertial factor (Y ) to the screen porosity (β)
K = 3.44× 10−9β1.6 and Y = 4.3× 10−2β−2.13. (3.7)
Valera et al. [86] evaluated the geometrical characteristics and airflow resistance
of upright insect-proof screens. Based on obtained pressure drop coefficients, they
proposed an overall governing equation for the relationship between the porosity of
the screen and Reynolds number of the airflow. Different correlations were suggested
for the screen permeability and inertial factors as a function of the porosity
K = 5.68× 10−8β3.68 and Y = 5.67× 10−2β−1.1604. (3.8)
Flores-Velazquez et al. [95] suggested yet another relationship between Y and K,
based on previously published data
K = 2.0× 10−7β3.3531 and Y = 0.342× 10−2β−2.5917. (3.9)
3.3 Experimental Methodology
The purpose of this study is to obtain pressure drop (∆P ) data across screens of
various porosities (β) at varying angles of inclination (α). This was achieved using
a blower wind tunnel with the porous screen fixed to the working section so as to
cover its entire cross section. A render of the fore-mentioned wind tunnel set-up is
presented in Fig. 3.1. Sections 1 and 2 are fixed while 3 and 4 are varied depending
on the angle the mesh is positioned at. A schematic of the wind tunnel along with
the variations used within the experiment are shown in Sections D.3 and D.4 of
Appendix D.
The reference pressure is measured far upstream of the mesh through a ring
of static pressure tappings. Static pressure measurements are carried out at the
centreline of the working section both upstream and downstream of mesh, in effect
measuring a 2D flow. For 0° inclination the readings are pneumatically averaged
values of the wind tunnel floor and ceiling tappings, while at all other angles they
are taken as individual measurements closer to the mesh and as pneumatic averages
further out. Furthermore, two pneumatically averaged side tappings were used on
each side of the mesh to obtain readings immediately across the mesh.
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Section 1
Section 3
Flow direction
Section 4
Pressure tapping
Section 2
Pitot-static tube
Porous material
Figure 3.1 Render of Cranfield University’s blower wind tunnel working section.
The pressure tubes from the static, pitot-static and reference ring pressure tap-
ping were connected to OMEGA® PX 139 pressure transducers. The relative error
of the pressure transducers specified by the manufacturer is ±0.3% of the pressure
measurement. A detailed error analysis can be found in Section D.7 of Appendix D.
The transducers were also connected to the input channels of the National
Instruments data acquisition (DAQ) hardware. The PC used for the data acquisi-
tion uses a National Instruments DAQ card with LabVIEWsoftware. A custom
DAQ program was written for the tests.
The wind tunnel measurements were conducted at 0°, 15°, 30° and 45° angles of
inclination. The wind tunnel velocity was measured with a centre line pitot-static
tube at 113.5 mm from the working section floor. The wind tunnel speed varied
between 3 m/s and 35 m/s. The velocity profile in the empty working section was
measured at the lateral centreline and was found to be uniform (within ± 1% of the
mean value) for more than 90% of the working section height (see Section D.5 of
Appendix D).
For this experiment materials with porosity (β) between 0.76 and 0.10 were
tested. Most of the materials used had manufacturer data for their porosity. For
ones without, the porosity was calculated by first capturing images of the samples
with a microscope, then they were converted from true colour to black and white
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using Pixcavator IA 4.2. The program measured the porosity as the ratio of black
and white pixels. Porosity (in percentage) was defined as
Porosity(β) =
[
(open screen area)
(complete screen area)
]
(%). (3.10)
Thus, values can be vary between 100% (theoretically) and 0% (solid flat plate)
with a measurement tolerance of approximately ± 0.03%.
Several runs were performed with materials of porosity between 35% and 10%.
For these porous screens severe blockage effects occurred as the fan speed was in-
creased and the flow stagnated causing a pressure to build up extending backwards
to the fan. Due to this effect measurement speeds with these materials could not
exceed 7 m/s and further tests with these materials were abandoned.
To evaluate the global pressure drop variation with porosity and angle of inci-
dence, the value of ∆P was taken between both ends of the wind tunnel to exclude
the previously described effects of inclining the screen on the pressure distribution
at the top and bottom of the wind tunnel. For the purpose of non-dimensionalising
the data obtained, a pressure drop coefficient was introduced as follows
∆P
q
=
( pressure drop across screen)
(dynamic pressure in working section)
. (3.11)
Assuming an average thickness of 1 mm for the tested meshes in the current
experiments, the Reynolds number range is between approximately 400 (7 m/s) and
2000 (35 m/s).
Several runs have been performed to verify the repeatability of the obtained
data. Additionally, repeatability tests were run in order to identify whether the side
pressure tapping readings are affected by the positioning of the meshes. The results
are presented in Section D.6 of Appendix D. The results show good repeatability.
Furthermore, error analysis was performed (see Section D.7 of Appendix D) for a
sample porosity (β) value of 50%.
3.4 Numerical Simulation Methodology
The porous jump media approach is widely used in simulating screens in Compu-
tational Fluid Dynamics (CFD). When the Navier-Stokes equations are solved nu-
merically the source term in the momentum equation is replaced by Forchheimer’s
equation, shown in Eq. (3.12).
Porous jump conditions in ANSYS® FLUENT® 15.0 are used to model thin
membranes with known velocity vs. pressure-drop characteristics. It is a 1D simpli-
fication of a porous media model and is used for modelling pressure drops through
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screens and filters when not concerned with heat transfer. The porous-jump zone
must be modelled as the interface between cells, a type of internal face zone.
The thin porous medium has a finite thickness over which the pressure change
is defined as a combination of Darcy’s Law and an additional inertial loss term [96].
∆P = −
(
µ
αf
v + C2f
1
2
ρv2
)
∆m, (3.12)
where µ is the laminar fluid viscosity, αf is the permeability of the medium, C2f is
the pressure-jump coefficient, v is the velocity normal to the porous face and ∆m is
the thickness of the medium.
In order to determine the inputs for the porous jump, Eq. (3.12) needs to be
fitted through the pressure drop vs. velocity graph, given by
∆P = Av2 +Bv. (3.13)
Once this is plotted the values of C2 and α can be found through Eqs. (3.14)
and (3.15)
A = C2f
1
2
ρ and B =
µ
αf
, (3.14)
C2f =
2A
ρ∆m
and αf =
µ∆m
B
. (3.15)
Further information about the numerical simulation methodology is presented
in Section D.12 in Appendix D.
3.5 Porous Material Results
3.5.1 Effect of Screen Porosity and Inclination on
Pressure Drop
Idelchik [97] describes the pressure drop coefficient (∆P/q) of barriers distributed
uniformly over tube or duct cross-sections to be dependent on their porosity (β),
shape (holes arrangement) and flow Reynolds number (Re). Data included in Hou
et al. [98] for screens of various shape and porosity suggests that ∆P/q becomes in-
dependent of Reynolds number (based on free-stream velocity and screen thickness)
for Re > 500.
The variation of ∆P/q with velocity for 0–45° screen inclination is shown in
Fig. 3.2. It is evident that for materials with a porosity (β) greater than 0.50,
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∆P/q becomes virtually independent of Reynolds number for Re ≥ 500 (v ∼ 8 m/s)
regardless of the mesh inclination (α), which is in good agreement with Idelchik [97].
Figure 3.2 Pressure drop coefficient (∆P/q) variation with velocity (v) and angle
of inclination (α).
The pressure drop coefficient (∆P/q) variation for β = 0.41 shows a tendency
to become constant at higher speeds outside the tested range. For a given porosity,
∆P/q reduces with angle of inclination, thus inclining the screen would reduce its
aerodynamic loading. As evident from Fig. 3.2, this effect increases with increased
33
CHAPTER 3
angle of inclination. For example, at Re ∼ 1280 (v = 19 m/s) the pressure drop
coefficient for β = 0.41 is reduced only by 1.6% between 0° and 15°, whereas between
0° and 45° the reduction is 39%.
Comparing the screens of high porosity (β > 0.60), only small differences in
their pressure drop coefficient (∆P/q) variation with free-stream velocity and mesh
inclination (α) are evident. Changes in the inclination have a considerably smaller
effect on ∆P/q compared to materials of 0.50 and 0.41 porosity.
The measured variation of pressure drop coefficient with porosity for each screen
inclination is shown in Fig. 3.3. For Re > 450 and porosity range of 0.40 < β < 0.80,
the pressure drop coefficient was found to vary with the power of the screen porosity
as follows
∆P
q
= C1β
(C2), (3.16)
where the proportionality constant C1 and the exponent C2 vary with screen incli-
nation.
These were obtained using exponential curve fitting of the form in Eq. (3.3)
on page 28 and are given in Table 3.1 for each inclination angle (α) tested. The
complete equations and their corresponding coefficients of determination R2 are
shown in Fig. 3.3.
Table 3.1 Proportionality and exponential coefficients (∆P/q) for the variation of
pressure drop coefficient with porosity (β).
α (°) α (rad) C1 C2
0 0 0.192 -3.048
15 0.262 0.193 -2.902
30 0.524 0.182 -2.912
45 0.785 0.177 -2.699
Between 0° and 45°, the coefficients C1 and C2 show the following 3
rd order
polynomial relationships with the angle of inclination
C1 = 0.167α
3 − 0.219α2 + 0.050α + 0.192, (3.17)
C2 = 3.520α
3 − 3.903α2 + 1.338α− 3.048, (3.18)
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where α is in radians. It should be noted that at the lower end of the screen porosity
range (β ≈ 0.40), the pressure drop coefficient does not become completely indepen-
dent of Reynolds number (Re) within the range tested. Consequently, the accuracy
of the empirical relationships, shown in Eqs. (3.16)-(3.18), decreases for screens of
such porosity. Additionally, it is evident that the mathematical relationships iden-
tified are not representative towards the low (β = 0) and high (β = 1) ends of the
porosity range. In the latter case, where no screen material is present, the pressure
drop should be theoretically zero, yet they yield a small positive value for ∆P/q,
equal to C1.
References [98] and [97] show two different empirical relationships for describing
the variation of ∆P/q, denoted as a resistance coefficient, with porosity for screens
placed normal to the flow within a duct. Comparing experimental and numerical
data on a perforated plate, Hou et al. [98] used the following equation
∆P
q
=
1
c2β2
− 1, (3.19)
where the coefficient c varies with the porous material’s open area arrangement
shape (holes distribution). For a circular holes arrangement, Hou et al. [98] used a
value of c = 0.85.
Although showing a qualitatively similar variation, Eq. (3.19) overestimates the
current experimental data at α = 0° (shown in Fig. 3.3) mainly due to the choice of
c. For c = 1.17, Eq. (3.19) shows very good agreement with the current experimental
data when α = 0°.
Idelchik [97] suggested the following empirical equation based on data obtained
for circular metal wire screens with square-shaped holes
∆P
q
= k(1− β) +
(
1
β
− 1
)2
, (3.20)
where k = 1.3 for Reynolds numbers Re ≥ 500 based on free-stream velocity and
wire thickness. This is the case for the current experimental data when the velocity
is greater than 8 m/s (Re ∼ 550). Equation (3.20) is in excellent agreement with
the experimental data at α = 0° (shown in Fig. 3.3). Furthermore, by reducing the
value of k appropriately (shown in Fig. 3.3), Eq. (3.20) also shows similar agreement
to the experimental data for the inclined screens at α = 15°, 30° and 45°.
35
CHAPTER 3
Figure 3.3 Pressure drop coefficient (∆P/q) variation with porosity (β) and angle
of inclination (α). ∗Data reproduced from Hou et al. [98], †data reproduced from
Idelchik [97].
3.5.2 Effect of Screen Porosity and Inclination on
Permeability
In this study, the pressure drop (∆P ) across each screen and honeycomb tested
is presented as a function of the upstream velocity and a second order polynomial
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fitted through the data points.
The permeability (K) and inertial factor (Y ) coefficient were calculated from
the coefficients of the polynomial and are presented in Table 3.2. Identifiable trends
are as expected with the permeability increasing with an increase in mesh porosity
(β) for a given inclination angle (α). Furthermore, the permeability increases with
increase in angle up to 45° for a given porosity, thus creating a higher mass flow
rate.
The equations obtained using exponential curve fitting, relating the permeability
and porosity of meshes at different angles and the respective coefficients of determi-
nation are given in Table 3.3. These are in good agreement with the trends obtained
by both Miguel [81] and Valera et al. [86].
Table 3.2 Summary of the calculated permeability (K) and inertial factors (Y ) for
the tested screens between 0° and 45° angle of inclination (α).
β A B R2 K (m2) Y
α
=
0°
0.76 0.37 1.52 0.99 2.36E-08 2.30E-02
0.70 0.27 1.07 1.00 1.69E-08 2.90E-02
0.64 0.38 0.23 1.00 1.59E-08 1.98E-01
0.50 0.81 1.23 1.00 7.38E-09 1.15E-01
0.41 1.30 7.13 1.00 1.52E-09 6.99E-02
α
=
15
°
0.76 0.30 0.43 1.00 8.46E-08 3.59E-02
0.70 0.29 0.97 1.00 2.23E-08 2.94E-02
0.64 0.35 0.30 1.00 1.23E-08 1.61E-01
0.50 0.78 1.24 0.99 7.30E-09 1.11E-01
0.41 1.39 5.68 1.00 1.91E-09 8.42E-02
α
=
30
°
0.76 0.26 0.19 1.00 1.93E-07 4.64E-02
0.70 0.27 0.61 1.00 3.57E-08 3.54E-02
0.64 0.34 0.42 1.00 8.58E-09 1.31E-01
0.50 0.75 0.40 1.00 2.26E-08 1.87E-01
0.41 1.26 4.42 1.00 2.48E-09 8.66E-02
α
=
45
°
0.76 0.22 0.04 1.00 8.41E-07 8.14E-02
0.70 0.26 0.36 1.00 5.94E-08 4.36E-02
0.64 0.32 0.17 1.00 2.09E-08 1.91E-01
0.50 0.59 0.48 1.00 1.86E-08 1.34E-01
0.41 1.05 3.48 1.00 3.10E-09 8.05E-02
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Table 3.3 Summary of the obtained equations relating permeability (K) and poros-
ity (β) for the tested screens between 0° and 45° angle of inclination (α).
α (°) K (m2) R2
0 8.52× 10−8β4.15 0.92
15 2.03× 10−7β5.22 0.90
30 6.57× 10−7β6.12 0.90
45 1.71× 10−6β7.47 0.80
3.5.3 Use of Weighted Least Squares for Coeffi-
cient Generation
The standard linear regression model used to obtain the A and B coefficients makes
strong assumptions about the behavior of the errors, more specifically, that the
errors are normally and independently distributed with zero mean (µ) and constant
variance (σ2). Experimental measurements, however, have inherently non constant
variance in the error term. Examination of the residuals using the Breusch-Pagan
test [99] found that it was significant at a level of 5% and therefore the residuals
were found to be heteroscedastic.
The Curve Fitting Toolbox in MATLAB® was used to obtain the original A
and B coefficients by Gerova et al. [100]. MATLAB® implements the method of
least fitted squares. To obtain the coefficient estimates, the least-squares method
minimizes the summed square of the residuals. The residual for the ith data point
(ri) is defined as the difference between the observed response value (yi) and the
fitted response value (yˆi)
ri = yi − yˆi. (3.21)
The summed square of residuals is given by
S =
n∑
i=1
r2i =
n∑
i=1
(yi − yˆi)2, (3.22)
where n is the number of data points included in the fit and S is the sum of the
squared error estimates.
To remove the heteroscedasticity present within the residuals, weighted least
squares regression was used. This is achieved through the addition of scale factor or
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weight (wi) to the fitting process. The weighs define how much each value influences
the final parameter estimates.
S =
n∑
i=1
wi(yi − yˆi)2, (3.23)
where
wi =
1
σ2i
. (3.24)
The weighting matrix used was White’s heteroscedasticity-consistent estima-
tor [101]. A summary of the unweighted and weighted A and B coefficients is
presented in Table 3.4.
Table 3.4 Summary of calculated weighted and unweighted A and B coefficients
for the tested screens between 0° and 45° angle of inclination (α).
β A B Aweighted Bweighted
α
=
0°
0.76 0.37 1.52 0.31 0.26
0.70 0.27 1.07 0.35 0.88
0.64 0.38 0.23 0.38 0.20
0.50 0.81 1.23 0.83 0.82
0.41 1.30 7.13 1.41 4.95
α
=
15
° 0.76 0.30 0.43 0.27 1.11
0.70 0.29 0.97 0.30 0.76
0.64 0.35 0.30 0.35 0.47
0.50 0.78 1.24 0.79 0.17
0.41 1.39 5.68 1.37 3.90
α
=
30
° 0.76 0.26 0.19 0.26 0.15
0.70 0.27 0.61 0.27 0.56
0.64 0.34 0.42 0.33 0.52
0.50 0.75 0.40 0.75 0.40
0.41 1.26 4.42 1.27 3.96
α
=
45
° 0.76 0.22 0.04 0.21 0.24
0.70 0.26 0.36 0.25 0.49
0.64 0.32 0.17 0.31 0.41
0.50 0.59 0.48 0.59 0.58
0.41 1.05 3.48 1.06 3.13
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Few studies exist that relate screen porosity (β), its permeability (K) and its
inertial factor (Y ). Nonetheless, the studies predict vastly varying values for the
A and B coefficients. One study that investigates the discrepancies in published
literature was conducted by Teitel et al. [87] for Re < 60. Due to the limited range
of Re numbers investigated by Teitel et al., a secondary study was needed for flow
regimes applicable to the simulation of heat exchangers (Re > 500, v ≈ 8 m/s).
Teitel at al. [87] investigated the accuracy of the proposed global relationship
between permeability and inertial factor to porosity by Miguel [81]. They concluded
that the proposed relations given in Eq. (3.2) lead to a large overestimation of the
pressure drop values. They predicted approximately five times higher K and 1.5
times higher Y values. Similar discrepancy were observed when comparing pressure
drops obtained by Miguel for higher Reynolds numbers (see Figs. 3.4 and 3.5).
Valera et al. [86] published a different set of equations that relate screen perme-
ability (K) and inertial factor (Y ) to screen porosity (β). In order to obtain these
equations they used a ∆P = Au2 + Bu + C, second order polynomial fit through
their data. This type of fit is an inappropriate choice, as it poses a non-zero value of
the pressure drop for zero velocity. This leads to incorrect K and Y equations. The
individual A, B and C coefficients are presented in the paper and when the data is
reproduced, can be fitted without the use of the constant term. The modified coef-
ficients agree with the trends, but the K and Y equations proposed by Miguel [81]
should not be used due to the inaccuracy of this more generalised form.
Flores-Velazquez et al. [95] proposed equations for K and Y based on the work
of both Valera et al [86] and Miguel [81], however, due to the afore-mentioned
inaccuracies in the underlying equations, the new equations proposed by Flores-
Velazquez et al. are inherently erroneous.
Teitel et al. [87] investigated the flow through realistic woven screens and porous
model conditions using CFD; validating their findings with wind tunnel data. They
found that the results from the simulation of flow through porous media slabs had
a velocity 20-25 times faster than that obtained from physical woven screens. Teitel
et al. found that the values of the Forchheimer coefficients varied with Reynolds
number but that the changes in these values can be assumed to be relatively small
for Re = 130 ∼ 160.
The obtained pressure drop values, both through the use of Eq. (3.6) on page 28
for the porous media approach and the simulation of realistic screens using CFD,
show good correlation with the high Reynolds number wind tunnel data by Gerova
et al. [100].
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Figure 3.4 Comparison between various published pressure drops (∆P ) for porosi-
ties (β) of around 50%. ∗Data reproduced from Gerova et al. [100], †data reproduced
from Brundrett [80], ‡data reproduced from Teitel et al. [87], §data reproduced from
Miguel [81], ‖data reproduced from Valera et al. [86].
Teitel et al. [87] proposed a relationship for the A and B coefficients as a function
of porosity
A = 0.1641β(−2.593) B = 0.1909β(−2.610). (3.25)
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Figure 3.5 Comparison between various published pressure drops (∆P ) for porosi-
ties (β) of around 62%. ∗Data reproduced from Gerova et al. [100], †data reproduced
from Brundrett [80], ‡data reproduced from Teitel et al. [87], §data reproduced from
Teitel [71], ‖data reproduced from Miguel. [81].
The R2 for the power law fit of their function A was 0.894 and for high Reynolds
number flows gives an overestimate of the pressure drop on average of 40%.
From the overview of the available relations for pressure drop through woven
screens it can be concluded that the best method to use in obtaining the A and
B coefficient is that proposed by Brundrett [80]. Equation (3.6) treats each screen
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individually rather than using a general correlation that relates K and Y to the
porosity of the screen.
3.5.4 Simulation of Porous Media in CFD
Two-dimensional CFD simulations were carried out using the same material prop-
erties of the porous meshes from the experimental set-up. The commercial code
ANSYS® FLUENT® 15.0 was used, in conjunction with the k−ε turbulence model
with standard wall functions [96] and the porous jump boundary condition for the
screen. The calculated face permeability (αf ) and pressure jump coefficient (C2f )
needed for inputs into ANSYS® FLUENT® 15.0 can be found in Table 3.5.
Table 3.5 Summary of calculated C2f and αf coefficients for the tested screens of
various porosities (β) between 0 and 45 angle of inclination (α).
Inclination Angle (α, °) C2f αf
β
=
76
%
0 514 6.94E-08
15 443 1.62E-08
30 426 1.22E-07
45 351 7.49E-08
β
=
70
%
0 580 2.05E-08
15 505 2.39E-08
30 452 3.27E-08
45 422 3.66E-08
β
=
64
%
0 630 8.92E-08
15 575 3.87E-08
30 559 3.53E-08
45 516 4.39E-08
β
=
50
%
0 1370 2.21E-08
15 1316 1.06E-07
30 1240 4.49E-08
45 975 3.11E-08
β
=
41
%
0 2327 3.65E-09
15 2279 4.67E-09
30 2110 4.60E-09
45 1754 5.74E-09
The convergence criteria for the residuals was set to 10−6. A grid independence
study was carried out with the 0° case, with meshes containing 9,200, 36,800 and
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147,200 grid cells. Further information on the CFD methodology is given in Sec-
tion D.12 of Appendix D. Comparison between experimental and CFD results is
shown in Fig. 3.6. The figure shows a variation of less than 1% in the pressure drop
values for the angles tested.
Figure 3.6 Numerical and experimental pressure drops (∆P ) with weighted Forch-
heimer equation coefficients for a porosity (β) of 0.70.
It must be noted that care should be taken when defining the face permeability
and pressure jump coefficient for meshes at an inclination. Using the values for a
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perpendicular case and just physically adjusting the mesh geometry to an angle of
incidence will not give the same result as using the correct input values for the desired
angle of incidence. Additionally, as the porous media is seen as a discontinuity, the
velocity streamlines are unaffected by the inclination of the geometry as shown in
Fig. 3.7.
Figure 3.7 Streamlines for various material inclination angles (α) at a velocity (v)
of 15 m/s and material porosity (β) of 0.50.
3.5.5 Effect of Screen Depth
Recognizing the degree to which a conventional heat exchanger matrix may influence
the local flow direction, having a finite thickness and being made up of a series of
narrow channels, it is common to use honeycomb to replicate this characteristic in
many sub-scale simulations.
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Three different hexagonal honeycombs (HC) with an identical matrix structure,
channel height of 0.005 m and channel depths of 0.005 m, 0.01 m and 0.02 m respec-
tively, were studied to assess the effect of the material depth on flow character-
istics. Experimental measurements were made over a range of Reynolds numbers
(2500 < Re < 45000) based on channel depth. They were measured to have a
porosity of approximately 95%.
Figure 3.8 Variation of pressure drop coefficient (∆P/q) with velocity (v) for hon-
eycomb screens of varying thickness at 0° inclination (α).
As with the thin porous materials the pressure drop coefficient of the honeycombs
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(regardless of their depth) shows a tendency to become constant with increasing
Reynolds number, as shown in Fig. 3.8.
The permeability (K) and inertial factor (Y ) for the honeycombs were calculated
in the same way as for the porous meshes by use of Eq. (3.4) on page 28. The
permeability of the honeycombs was seen to increase with depth (see Table 3.6).
Furthermore, the coefficient of the leading quadratic term (A) of the polynomial
(from Eq. (3.14) on page 32) increases with the channel length, thus accounting for
the greater pressure drop with increase in length.
Table 3.6 Summary of the permeability (K) and inertial factor (Y ) for the honey-
combs at 0° angle of inclination (α).
Length (m) A B R2 K (m2) Y
0.005 0.04 0.73 1.00 1.25E-07 2.33E-03
0.010 0.05 1.19 1.00 1.52E-07 1.51E-03
0.020 0.07 0.92 1.00 3.94E-07 1.81E-03
Since inclining the honeycombs reduces their effective porosity, with the increase
of incidence angle the pressure drop coefficient values converge at 45° incline. This
leads to the conclusion that there is an angle for which the pressure drop coefficient
values become independent of material thickness.
The method outlined in Section 3.5.3 to obtain the weighted A and B coefficients
was applied to the honeycombs. In addition, the weighted method was also applied
in the calculation of the C2f and αf inputs used for the CFD simulation.
Table 3.7 Summary of calculated C2f and αf coefficients for the tested honeycombs
at 0° angle of inclination (α).
∆m (m) A B Aweighted Bweighted C2f αf
0.005 0.04 0.73 0.036 0.76 11.87 1.19E-07
0.010 0.05 1.19 0.047 1.09 7.76 1.67E-07
0.020 0.07 0.92 0.063 1.01 5.19 3.59E-07
In ANSYS® FLUENT® 15.0 the thickness of the medium is the actual thickness
of the porous region in the model. Thus, if the thicknesses used in the model differs
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from the actual thicknesses, one must make the appropriate adjustments to the
coefficients.
Figure 3.9 shows that the simulation results varied from the experimental data
when only the material thickness (∆m) value was modified and not the correspond-
ing porous jump coefficients.
Figure 3.9 Numerical and experimental pressure drops (∆P ) for C2f = 7.76 and
αf = 1.67E-07.
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3.6 Chapter Conclusion
The local static pressure variation in the near and far field of screens of variable
porosity (β) in the range 0.41 ≤ β ≤ 0.76 was investigated in a duct blower wind
tunnel for free-stream Reynolds numbers (based on screen thickness) in the range
200 < Re < 2100 and screen angles of inclination to the free stream (α) of between
0 and 45°.
Based on the results obtained in this study the following conclusions can be
drawn:
 For screen porosities of β ≥ 0.5 the pressure drop coefficient (∆P/q) was found
to be independent of Reynolds number above Re = 500.
 The measured pressure drop coefficient decreases exponentially with increasing
screen porosity. This trend held for all angles of inclination (α) tested.
 The measured pressure drop coefficient reduces with inclination of the screen
for a given porosity. The magnitude of this effect becomes smaller for higher
porosity values and for porosities of β ≥ 0.6 the pressure drop coefficient was
observed to be independent of angle of inclination.
 The screen permeability (K) was found to increase with increasing screen
porosity and angle of inclination. When a honeycomb screen was used to
investigate the influence of screen thickness, the permeability was found to
increase with screen depth.
 Mathematical relationships were calculated for both the screen pressure drop
coefficient and the permeability based on the experimental data obtained at a
0° angle of inclination, which compare well with available data in the literature.
These expressions were extended to incorporate the effect of screen inclination.
 The standard linear regression model used to obtain the Forchheimer equation
coefficients makes strong assumptions about the behavior of the errors, more
specifically, that the errors have constant variance (σ2). If the coefficients are
obtained from experimental measurements, a check for heteroscedasticity must
be performed. If the variance of the error term is found to be a function of
the underlying measurement, it is recommended to use weighted least squares
in favour of ordinary least squares.
 From the overview of the available relations for pressure drop through woven
screens it can be concluded that the best method to use in obtaining the A and
B coefficient is that proposed by Brundrett [80]. Equation (3.6) on page 28
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treats each screen individually rather than using a general correlation that
relates K and Y to the porosity of the screen.
 The porous jump boundary conditions in ANSYS® FLUENT® 15.0 can be
used to model thin membranes with known velocity vs. pressure-drop charac-
teristics. The CFD results matched closely with the experimental data, with
only slight variation due to the fact they were modelled using coefficients ob-
tained through data fitting. In contrast, the simulation results varied from the
experimental data when only the material thickness (∆m) value was modified
and not the corresponding porous jump coefficients.
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Full Scale Radiator Flow
The modelling of heat exchanger air flow characteristics for both wind tunnel testing
and numerical simulation requires an in-depth understanding of the heat transfer
properties of the full scale heat exchanger and how they impact the pressure drop
(∆P ) across the radiator.
The previous chapter dealt with a series of iso-thermal experimental measure-
ments and computational estimates of the pressure drop across screens of varying
porosity (β). This data can be used for modelling sub-scale heat exchangers, where
the full scale radiator matrix core is represented as a combination of lamination of
various porous materials and honeycombs.
The main aim of this chapter is to establish a relationship between the pressure
drop and heat transfer properties of a generic full scale automotive heat exchanger
at various angles of inclination (α). Additionally, the present chapter investigates
the use of Computational Fluid Dynamics (CFD) for modelling the experimentally
tested heat exchanger.
4.1 Introduction
With both wind tunnel testing and numerical simulation playing an integral part
of a vehicle development program, it is of vital importance to accurately capture
the thermal and fluid properties of full scale automotive radiators. This requires
knowledge of the experimental pressure drop and heat transfer across the element
concerned. Previous investigations of the flow through automotive heat exchang-
ers have mainly involved the measurement of the pressure distribution and flow
visualisation.
Many authors have dealt with the cooling system and its components. The
earliest work was carried out by Kays and London [1]. Despite their comprehensive
data on matrix cores, work in this area cannot be considered complete.
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Paish and Stapleford [11] demonstrated the feasibility of the cooling system de-
sign to be reduced to a calculation from the engine and radiator matrix data. They
noted a 10% difference, recorded experimentally between the air pressure drop coef-
ficients (∆P/q) of a cold vs. hot radiator matrix. Emmenthal et al. [14] used a novel
method to design the cooling system on an automobile. Firstly, they used experi-
mental data to characterize each individual component of the cooling system. They
then considered the interaction of all the components together using computational
techniques.
Fujikake et al. [54] developed a sensor to measure the airflow rate and air velocity
distribution at an automotive radiator front.
Stafford [9] studied the blockage effect and the estimated heat rejection of sim-
ulated heat exchangers for wind tunnel models. This set up included inclining the
core at various angles to the flow direction and simulating the exit ducting and
turning vanes. The results of this investigation showed that perforated plates were
adequate for heat exchanger simulations in wind tunnel models.
Haidar et el. [61] demonstrated the benefits of employing CFD for modelling
the underbonnet flow characteristics of a passenger car. They tested three radiator
thicknesses at variable velocities and concluded that for a given radiator size, as the
vehicle speed increases, both the pressure drop and volume flow rate through the
radiator increase. Ruijsink [41] developed a microprobe system in order to obtain
input data and validate CFD simulations of cooling airflow.
Ng et al. [37] developed a pressure-based technique for the purpose of radiator
cooling airflow measurement. The technique was used to quantify the local time-
averaged air velocity through radiator cores in a wind tunnel. The pressure difference
indicated by the technique was found to be a function of the normal component of
the air velocity. Additionally, they found a considerable lack of uniformity across
the radiator front face of a typical passenger vehicle. Williams [26] examines the
aerodynamic drag and external interference of the cooling airflow on the engine. An
analytical expression for cooling drag is introduced to understand and interpret the
cooling drag measurements and particularly the interference at the inlet and exit.
Empirical coefficients of the interferences are introduced as a representation of the
exterior pressure distribution.
Jama et al. [102] varied the area of the cooling air intakes to permit the minimum
amount of cooling air required for an adequate engine cooling. A full-size modern
‘family’ saloon was tested at the Monash University Aero-acoustic Wind Tunnel.
The cooling air intakes of the vehicle were shielded progressively until fully blocked.
Results from these tests found the optimum method for shielding the cooling intakes
which minimised the drag coefficient was vertical strips.
Christofersen et al. [103] developed a scaled model heat exchanger for use in
wind tunnel testing. In their work, a CFD numerical solver was used to show that in
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simplifying the heat exchanger model, the flow physics through the heat exchanger
were no longer accurate. Based on the findings from their CFD simulations, a
physical model of a heat exchanger was developed and presented in the article. The
heat exchanger was then modelled as a porous medium and treated numerically as
a momentum sink.
Gerova et al. [100, 104] measured experimentally the pressure drop (∆P ) through
screens with porosity (β) in the range 0.41-0.76. They established a relationship
between the porosity and the pressure drop characteristics of a given material at
various angles of inclination (α) to the free-stream flow. Furthermore, the numerical
simulation of porous materials was investigated. The aim was to establish the most
appropriate choice of Forchheimer coefficients for when simulating heat exchangers
using CFD.
Henriksson et al. [105] investigated the pressure drops and heat transfer rates
for three compact heat exchangers, where the heat exchangers were angled at 10°,
30°, 60° and 90° relative to the incoming airflow. Their investigation showed that
for a specific mass airflow rate, a more inclined heat exchanger resulted in a lower
static pressure drop and at the same time a higher heat transfer rate. Inexplicably,
for the 60° cases the pressure drop both increased and decreased compared to the
90° cases, depending on the heat exchanger design. Additionally, they investigated
a downflow and crossflow orientation of the heat exchangers but found the pressure
drop and heat transfer-rate variation to be negligible between the downflow and
crossflow orientation of the heat exchanger.
4.2 Experimental Methodology
The purpose of the experiment is to obtain pressure drop and heat transfer data
across a typical automotive heat exchanger at various inclination angles relative
to the free stream. The experiments were run by Young Calibration, a dedicated
automotive heat exchanger test facility. The tests were performed using a test
matrix with measurements made at locations specified by the author. The tests
were performed using a blower wind tunnel such that the radiator core matrix could
be mounted in the blown duct covering its entire cross section area. A custom
working section was therefore fabricated to maintain a constant cross section area
for the radiator core for the various angles of inclination. As the inclination angle
(α) increased past 0°, a cover was added to the upper section of the tunnel to
maintain this constant cross section working area within the tunnel. This produced
a ducting effect prior to the entrance of the radiator similar to the ducting effect
experienced in an automotive sidepod. No outlet ducting was installed and the
radiator vented directly to ambient air. A schematic of the blower wind tunnel
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arrangement and working section is presented in Section E.3 and Section E.4 of
Appendix E, respectively.
Temperature controlled coolant was pumped into the radiator through insulated
coolant pipework. The measurements of the temperature and pressure were taken
within 150 mm both upstream and downstream of the radiator inlet and outlet spig-
ots. The temperature was measured using PT100 1/10th DIN temperature probe,
while the flow rate used a Siemens MAGFLOW MAG5000 electromagnetic flow me-
ter. The estimated uncertainty of the temperature measurement does not exceed
±0.5 ◦C. The coolant temperature was set to 60 ◦C, 70 ◦C, 80 ◦C, 90 ◦C and 100 ◦C.
The coolant used was a 50:50 volume mix between Texaco XLC and water, the
resulting heat capacity Cp specified by the manufacturer was 3.64 kJ kg
−1 K−1 at
100 ◦C. The flow rates for the tests were maintained at 120 l min−1 (approximately
1.7× 10−5 m3 s−1).
Coolant in
Coolant
out
Cold sideHot side
Flow direction
Radiator core
376mm × 402mm × 16mm
Angle adjustment
(α = 0° → 45°)
Figure 4.1 Render of Young Calibration’s blower wind tunnel working section.
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The wind tunnel speed was varied between 5 and 15 m/s and the freestream air
had a temperature of 25 ◦C. The automotive radiator used was a DENSO DRM50056
radiator. This radiator is an OEM (Original Equipment Manufacturer) for Toyota
and the radiator is commonly found in small displacement (1.0–1.4 l) engines fitted
to vehicles such as the Toyota IQ. The radiator matrix dimensions were 376 × 402 ×
16 mm with 62 tubes, 1 row and had an average fin density 81 fin/dm. The radiator
was set up in a downflow arrangement shown in Fig. 4.1.
The reference pressure is measured just upstream of the contraction, using the
pneumatic average taken from a ring of static pressure tappings. The pressure tubes
from the static, pitot-static and reference ring pressure tappings were connected to
GE Druck PTX511 pressure transducers. The relative measurement error specified
by the manufacturer is ±0.5% of the measured pressure. A detailed error analysis
is presented in Section E.7 of Appendix E. The transducers were also connected to
the input channels of a data acquisition (DAQ) hardware.
The PC used for the data acquisition uses a National Instruments DAQ card
with National Instruments LabVIEWsoftware. A custom DAQ program was writ-
ten for the tests. The wind tunnel measurements were conducted with screens in-
clined at 0°, 15°, 30° and 45° away from the free stream. Additionally, thermal
images where taken using an Optris P1450 thermal imaging camera.
4.3 Numerical Simulation Methodology
ANSYS® FLUENT® 15.0 offers three radiator models in order to simulate heat
transfer. The models are: Radiator Boundary, Macro Heat Exchanger and Dual
Cell Model. The later Macro Heat Exchanger and Dual Cell Model are primarily
used in the design and optimisation of multi-pass heat exchangers. Most automo-
tive radiators feature single pass tube and fin design and as a result, the radiator
boundary model is the most appropriate for simulating the heat transfer.
The computational domain used was 376 × 402 × 2016 mm (x, y, z), in order
to match (in x and y) the matrix core size of the radiator. The radiator depth
is not required in Fluent’s Radiator Boundary model and therefore is modelled in
a similar manner to a porous jump. The turbulence model used was the k − ε
model with standard wall functions. The air density (ρ) and inlet velocity (v) were
obtained from the experimental data. Further information on the CFD methodology
is available in Section E.8 of Appendix E.
The Radiator Boundary model requires the pressure drop coefficient (∆P/1
2
ρv2)
as a function of the tunnel velocity (v) in order to model the pressure drop across
the radiator. To model heat transfer, the model also requires the heat transfer
coefficient (h) as a function of the tunnel velocity (v).
55
CHAPTER 4
4.4 Experimental Results
4.4.1 Effect of Temperature on the Pressure Drop
across an Automotive Heat Exchanger
Figure 4.2 shows the thermal images of the tested radiator at 100 ◦C at 11 m/s for
angles in the range: 0–45°. It can be seen that overall, the temperature of the hot
side of the radiator is independent of its angle of inclination (α). This implies that
the ducting used to incline the radiator produces a uniform velocity distribution
through the face (cold side) of the radiator.
1207020
Temperature (°C)
 α = 0°  α = 15°
 α = 30°  α = 45°
Figure 4.2 Thermal images for various radiator inclination angles (α), coolant inlet
temperature (Tc(in) = 100
◦C) and velocity (v = 11 m/s).
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It can also be seen in Fig. 4.2 that at 0° there is a hot spot (of approximately
95 ◦C) near the bottom of the radiator, while at 15° this is observed towards the
top of the radiator. At 30° and 45° the radiator temperature appears to be more
uniformly distributed. There is no inherent reason for this hot spot other than
internal fowling of the coolant at these angles.
Figure 4.3 Pressure drop (∆P ) and pressure drop coefficient (∆P/q) variation
with velocity (v) for an unheated and heated (∼80 ◦C) radiator at 0° inclination
(α). ∗Data reproduced from Paish et al. [11], †data reproduced from Table E.1 on
page 186 in Appendix E.
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Initial comparison of the obtained data was made against Paish et al. [11] and
is shown in Fig. 4.3. The variables used by Paish et al. [11] and the current study
are shown in Table 4.1.
From Fig. 4.3 it is apparent that the baseline test by Paish et al. [11] produces
a larger pressure drop throughout the velocity range tested. Due to advances in
manufacturing processes the DENSO radiator (manufactured in 2015) used for the
current study is more than twice as thin (16 mm) as the Audi radiator (manufactured
in 1967, 34 mm thickness) used by Paish et al. [11]. This results in a much lower
pressure drop for all velocities tested, this in agreement with the results obtained
on page 46 in Section 3.5.5 of Chapter 3. At approximately 13 m/s this equates to
a pressure drop of 456 Pa for the DENSO radiator compared to the Audi’s value of
666 Pa.
Figure 4.3 also shows good agreement between Paish et al. [11] and the current
study for the pressure drop (∆P ) difference between the unheated and heated cases.
Paish et al. [11] reported a pressure difference of 61.0 Pa (9.2 %) over the unheated
case (at 13.5 m/s) compared to 34.5 Pa (7.6%) for the current study (at 13 m/s).
A comparison of the total heat rejection measured by Paish et al. [11] and the
current study is shown in Table 4.1.
Table 4.1 Heat rejection and pressure drop (∆P ) comparison with Paish et al. [11].
Item Paish et al. [11] Current Study
Radiator Make Audi DENSO
Radiator (fins/dm) 59 81
Radiator Area (m2) 0.0906 0.1511
Radiator Material Steel and Brass Plastic and Aluminium
Coolant Pure Water 50:50 Ethylene Glycol and Water
Coolant Temperature (◦C) 82.2 80.0
Coolant Flow Rate (L/min) 114 120
Air Velocity (m/s) 13.5 13.0
Heat Rejection (kW) 32.2 42.0
Pressure Drop (Unheated) 666.1 455.9
Pressure Drop (Heated) 727.1 490.4
∆P (Pa) 61.0 34.5
∆P (%) 9.2 7.6
It was expected, due to the copper material used in the construction of the Audi
radiator and the pure water used for coolant, that the radiator used by Paish et
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al. [11] would have a higher heat rejection than the current study.
Figure 4.4 Pressure drop (∆P ) vs. velocity (v) for an unheated and heated (100 ◦C)
radiator.
The thermal conductivity of copper is 385 W m−1 K−1 compared to aluminium’s
value of 205 W m−1 K−1, in addition the heat capacity of water is 4.18 kJ kg−1 K−1
compared to the 3.58 kJ kg−1 K−1 (at 80°) of the Texaco XLC and water mix used
in the current study. Table 4.1, however, shows that the current study has a higher
heat rejection of 42.0 kW compared to the Audi designed radiator which has a heat
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rejection of 32.3 kW. The higher heat rejection from the DENSO radiator most
likely occurs due to higher fin density offering a larger surface area for heat transfer
in conjunction with a slightly larger overall radiator geometry.
Figure 4.4 shows the air pressure drop (∆P ) vs. velocity (v) for the remaining
test angles of inclination for the unheated and heated radiator cases. From the
figure it is evident that for all inclination angles (α) tested the pressure drop of the
unheated case is lower than that of the heated case.
Table 4.2 Pressure drop (∆P ) and percentage increase of pressure drop (over un-
heated) for an unheated and heated radiator.
Velocity ∆P (Unheated) ∆P (Heated) ∆(∆P ) Percentage Difference
(m/s) (25 ◦C, Pa) (100 ◦C, Pa) (Pa) (%)
α
=
0°
5.0 86.4 112.3 25.9 30.0
7.0 159.8 186.1 26.3 16.5
9.0 242.0 272.1 30.1 12.4
11.0 336.7 384.6 47.9 14.2
13.0 456.0 504.3 48.4 10.6
15.0 594.8 643.3 48.5 8.1
α
=
15
°
5.0 85.4 103.6 18.3 21.4
7.0 157.0 178.6 21.6 13.7
9.0 236.3 269.0 32.7 13.8
11.0 334.7 382.5 47.9 14.3
13.0 462.5 511.9 49.5 10.7
15.0 599.5 651.0 51.5 8.6
α
=
30
°
5.0 90.4 111.9 21.4 23.7
7.0 163.7 188.5 24.9 15.2
9.0 249.9 278.8 28.8 11.5
11.0 356.2 391.1 34.9 9.8
13.0 480.7 523.1 42.4 8.8
15.0 615.2 678.0 62.8 10.2
α
=
45
°
5.0 92.2 106.2 14.0 15.2
7.0 162.7 184.7 22.0 13.5
9.0 253.7 275.4 21.8 8.6
11.0 359.9 388.2 28.3 7.9
13.0 490.2 532.5 42.3 8.6
15.0 641.6 680.7 39.1 6.1
The corresponding tabular data is shown in Table 4.2. The maximum air pressure
drop (∆P ) of the heated and unheated radiator is 48.5 Pa, 51.5 Pa, 62.8 Pa and
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39.1 Pa for 0°, 15°, 30° and 45°, respectively. This corresponds to a percentage
difference (over the unheated radiator) of 8.1%, 8.6%, 10.2% and 6.0% for 0°, 15°,
30° and 45°, respectively. The general trend is for the percentage difference to
decrease, whilst the magnitude of the difference increases as the velocity increases
for each inclination angle (α).
Figure 4.5 Pressure drop (∆P ) vs. velocity (v) at an inclination (α) of 0°.
The reason for the increase in pressure drop (∆P ) due to the addition of heat is
that for an increase in temperature, the kinematic viscosity of air (ν) increases. This
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causes the local Reynolds number (Rex) to be lower than the corresponding local
Reynolds number for the unheated case. This results in a thicker boundary layer
within each channel in the radiator matrix and as a result of the no-slip condition, an
increase in the centreline velocity. This increase in the centreline velocity results in a
larger static pressure drop (∆P ) across the radiator core. This effect is investigated
in more detail in Chapter 5.
Figure 4.6 Pressure drop (∆P ) vs. velocity (v) at an inclination (α) of 15°.
Based on the results from Paish et al. [11], with an increase in velocity there
is a point at which the pressure drop (∆P ) becomes independent of velocity. This
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is in agreement with the results obtained in Chapter 3 for the porous media, the
percentage difference for the radiators will therefore converge to a fixed value close
to the 15 m/s value.
The 8.1% difference at 0° agrees with Paish et al. [11] who stated a 10% difference
(at 18.2 m/s) for an automotive radiator that was tested. Additionally, it can be seen
that with an increase in angle of inclination, the maximum pressure drop increases
up to 30° and then decreases for 45°.
Figure 4.7 Pressure drop (∆P ) vs. velocity (v) at an inclination (α) of 30°.
A more detailed effect of the coolant temperature on the air side pressure drop,
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including the pressure drop equation fits are shown in Figs. 4.5 - 4.8. For a specific
coolant temperature, an increase in the air velocity results in an increase in the
pressure drop, this trend is observable for all the angles tested. An increase in the
temperature of the coolant results in a corresponding pressure drop increase for all
angles of inclination.
Figure 4.8 Pressure drop (∆P ) vs. velocity (v) at an inclination (α) of 45°.
For each coolant temperature, an increase in the angle of inclination results in
an increase in the pressure drop of approximately 5%. Similar results have been
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reported by Henriksson et al. [105] and Kim et al [106]. The remaining test data for
alternate coolant temperatures can be found in Section E.6 of Appendix E.
4.4.2 Effect of Coolant Temperature on the Heat
Rejection from an Automotive Radiator
Figure 4.9 presents the heat rejection vs. velocity for the coolant temperatures tested
for each angle of inclination. It can be seen from the figure that an increase in the
coolant temperature results in an increase in the heat rejection. The gradient of
the heat rejection curve also increases for an increase in temperature, resulting
in a larger heat rejection difference between coolant temperatures as the velocity
increases. This trend is observed independent of angle of inclination.
The heat rejection from the coolant is therefore dependent of the angle of in-
clination of the radiator. Table 4.3 contains the data for a coolant temperature of
100 ◦C as a function of velocity (v) and angle of inclination (α). Table 4.3 shows
that for velocities up to approximately 9 m/s the 0° inclination has a higher heat
rejection. As the velocity increases, however, the inclined radiators begin to have a
higher heat rejection compared to the 0° case.
For the final measured velocity of 15 m/s the 30° inclined radiator has the highest
heat rejection followed by 45°, 15° and 0°. This is in good agreement with the
corresponding pressure drops of 678 Pa, 681 Pa, 651 Pa and 643 Pa for α = 30°, 45°,
15° and 0°, respectively. The 45° had a larger pressure drop compared to the 30°
case due to the geometry of the radiator as opposed to purely cooling drag.
Table 4.3 Heat rejection as a function of velocity (v) and angle of inclination (α).
Velocity Heat Rejection (kW)
(m/s) α = 0° α = 15° α = 30° α = 45°
5.0 32.62 32.37 32.44 32.55
7.0 40.64 40.19 40.82 40.23
9.0 46.54 46.78 46.80 46.50
11.0 52.92 53.07 52.72 52.95
13.0 57.55 58.14 57.97 58.41
15.0 62.38 62.83 63.56 63.55
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Figure 4.9 Heat rejection vs. velocity (v) for various coolant temperatures at var-
ious inclinations (α).
Combining the data in Table 4.3 with the data from Table 4.2 for 15 m/s gives the
effective performance of the radiator as a function of the inclination angle, shown in
Table 4.4. Table 4.4 shows that the most efficient radiator is the 0° inclined radiator,
with the largest ratio of heat transfer : pressure drop of 0.0970. The least efficient
radiator was the 45° inclined radiator producing the lowest ratio of heat transfer :
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pressure drop of 0.0934. Whilst the overall heat transfer increases compared to the 0°
radiator, the efficiency of the radiator from an aerodynamic perspective, decreases.
Table 4.4 Pressure drop (∆P ) and heat rejection data for 15 m/s and 100 ◦C coolant
temperature.
Item Inclination Angle (°)
α = 0° α = 15° α = 30° α = 45°
Heat Rejection (kW) 62.38 62.83 63.56 63.55
Pressure Drop (∆P , Pa) 643.3 651.0 678.0 680.7
(kW/ Pa) 0.0970 0.0965 0.0937 0.0934
4.4.3 Choice of Mesh Porosity for Modelling a
Subscale Heat Exchanger
An important conclusion can be drawn from the results presented earlier, the pres-
sure drop coefficient (∆P/q) of a given heat exchanger increases with the addition
of heat. From Eq. (3.16) on page 34 in Chapter 3, this pressure drop coefficient was
correlated to the porosity (β) and as a result, in order to account for the thermal
properties of the heat exchanger at subscale, a porosity based on the heated pressure
drop value must be chosen.
Table 4.5 Effective porosity (βeff.) for an unheated and heated radiator at a velocity
(v) of 15 m/s.
Inclination Angle Unheated Heated ∆
(α, °) βeff. (%) βeff. (%) (Unheated - Heated, %)
0 35.7 34.3 3.9
15 33.8 32.4 4.2
30 32.9 31.5 4.1
45 29.5 28.3 3.9
Figure 4.10 shows the pressure drop coefficient1 (∆P/q) for the porous media
1The air density (ρ) used to calculate the dynamic pressure (q) was based on an average of the
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and the heat exchanger with and without heated coolant.
Using Eq. (3.16) - (3.18) from page 34 in Chapter 3, it is possible to equate the
pressure drop coefficient of an automotive radiator to a mesh of given porosity (β).
Table 4.5 shows there is an approximate 4% decrease in the porosity requirement
needed to accurately model a heated heat exchanger in subscale.
Figure 4.10 Pressure drop coefficient (∆P/q) vs. velocity (v) for meshes of varying
porosity (β) and an automotive radiator with cold coolant (Rad.Cc) and hot (100
◦C)
coolant (Rad.Hc).
inlet and outlet air temperatures of the radiator.
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4.5 Numerical Results
ANSYS® FLUENT® 15.0 models an automotive heat exchanger as a discontinuity,
the model requires the pressure drop coefficient (∆P/q = ∆P/1
2
ρv2) and the heat
transfer coefficient (h), both as functions of the tunnel velocity (v). The method-
ology for calculation and implementation of the pressure drop within ANSYS®
FLUENT® 15.0 is outlined in Section 3.5.4 of Chapter 3. For the heat trans-
fer coefficient (h), the method for obtaining and implementation within ANSYS®
FLUENT® 15.0 is outlined below.
A simplified heat exchanger is shown in Fig. 4.11, with the upper channel con-
taining air and the lower channel containing the radiator coolant,
Heat exchanger channel depth
q→
ma
.
mc
. mc
.
ma
.
Ta(in) Ta(out)
Tc(out)Tc(in)
Air
Coolant
cp(c)
cp(a)
Figure 4.11 Heat flux (−→q ) nomenclature for a simple heat exchanger.
where Ta(in) is the inlet temperature of the air, m˙a is the mass flux of the air, cp(a)
is the heat capacity of the air, Ta(out) is the outlet temperature of the air, Tc(in) is
the inlet temperature of the coolant, m˙c is the mass flux of the coolant, cp(c) is the
heat capacity of the coolant, Tc(out) is the outlet temperature of the coolant and
−→q
is the heat flux. For a typical heat exchanger, Ta(in) < Ta(out) and Tc(in) > Tc(out).
The heat flux (−→q ) within the channel is given by
−→q = m˙ccp(c)∆T
A
, (4.1)
where ∆T = Ta(out) − Ta(in) and Ta(out) is calculated by using Eq. (4.1) with m˙a and
cp(a). The reference area A of the radiator core was 0.1511 m
2. The heat transfer
coefficient (h) used within ANSYS® FLUENT® 15.0 is given by
h =
−→q
(Tc(in) − Ta(out)) . (4.2)
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4.5.1 Numerical Simulation of Heat Transfer within
an Automotive Radiator
Figure 4.12 shows the heat flux (−→q ), also referred to as heat dissipation as a function
of tunnel velocity (v) for each radiator inclination angle.
Figure 4.12 Heat dissipation vs. velocity (v) for various coolant temperatures at
various angles of inclination (α).
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ANSYS® FLUENT® 15.0 uses the polynomial coefficients obtained from the
fit of h vs. v in conjunction with the coefficients obtained from the fit of ∆P/q
vs. v. The coefficients for ∆P/q and h for a coolant temperature of 100 ◦C and 0°
inclination are shown in Fig. 4.13.
Figure 4.13 Pressure drop coefficient (∆P/q) and heat transfer coefficient (h)
inputs for CFD.
The resulting simulated data from Fig. 4.11 is shown in Table 4.6. From the
data obtained from numerical simulation, the maximum error of 2.7% obtained for
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the pressure drop occurred at 7 m/s. This error was higher than that obtained
in Chapter 3 for the porous media boundary condition (approximately 1%). This
was due to the interpolation used in the radiator jump being with respect to ∆P/q
compared to ∆P used within the porous media calculation.
Table 4.6 Experimental and numerical pressure drops (∆P ) and heat rejection
(−→q A).
Experimental CFD
Velocity ∆P Heat Rejection ∆P Heat Rejection
(m/s) (Pa) (kW) (Pa) (kW)
4.97 112 32.6 112 33.1
6.98 186 40.6 191 40.3
8.98 272 46.5 278 47.0
10.99 385 52.9 377 52.9
13.03 504 57.5 500 58.1
14.94 643 62.4 652 62.4
The maximum error on the heat rejection was 1.6% at 5 m/s. One major down-
side with the model implementation within ANSYS® FLUENT® 15.0 is that the
radiator is modelled as a discontinuity and as such, the geometry of the radiator
is not considered. Attempting to model the inclination of the radiator, results in
large errors on both the pressure drop and heat transfer. These errors occur due
to the model requiring the air flow to be perpendicular to the coolant flow. This
requirement is present in the radiator boundary condition as well as in the Grouped
and Ungrouped Macro model. The only model without this requirement is the Dual
Cell model which simulates the coolant flow within the geometry using a separate
mesh. The Dual Cell model will still, however, suffer from errors on the pressure
drop unless the geometry of the radiator is also modelled.
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4.6 Chapter Conclusions
The main aim of this chapter was to establish a relationship between the pressure
drop and heat transfer properties of a generic full scale automotive radiator as a
function of the angle of inclination. Additionally, the present chapter investigated
the use of computational fluid dynamics for modelling the tested heat exchanger.
Based on the results obtained in this study the following conclusions can be drawn:
 An increase in coolant temperature corresponded to an increase in the pressure
drop (∆P ) for all angles of inclination (α) tested. For the highest coolant
temperature tested (100 ◦C), the pressure drop of the heated cases was greater
than the unheated case by approximately 8% for inclination angles of 0° and
15°. This different climbed to 10% for 30° of inclination, but fell to 6% for the
45° case.
 The heat rejection of the coolant is dependent of both the angle of inclination
of the radiator and the velocity (v). Increasing the velocity increases the
heat rejection. Inclination of the radiator at lower velocities decreases the
heat rejection, however, at larger velocities the heat rejection increases with
inclination. At higher velocities, the radiator with the highest overall heat
transfer for higher velocities was 30°. The most efficient radiator inclination
angle defined in terms of largest heat rejection : lowest pressure drop, however,
was the 0° inclined radiator.
 In order to capture the effects of heat when modelling a heat exchanger at
subscale, the decrease in required porosity (β) must be calculated. For 15
m/s (approximately 34 mph) this equated to an approximate 4% decrease in
porosity for all angles of inclination (α) tested.
 The radiator boundary conditions in ANSYS® FLUENT® 15.0 can be used
to model automotive heat exchangers with known pressure drop (∆P/q) and
heat transfer (h) coefficients. The model, however, does not take into account
the radiator inclination and instead, requires the radiator to be modelled as
a discontinuity with the coolant flow perpendicular to the air flow. The CFD
results at zero degree inclination agreed well with the experimental data. The
maximum error on the pressure drop (∆P ) was 2.7% at approximately 9 m/s
and the maximum error on the heat rejection was 1.6% at approximately
5 m/s. These errors arose due to the use of a second order polynomial fit
through the experimental data. The error on the pressure drop was larger
than that achieved using the porous media boundary condition in Chapter 3
as the pressure drop coefficient (∆P/q) was used instead of the pressure drop
(∆P ).
73
This page intentionally left blank.
74
Chapter 5
Radiator Matrix Channel Flow
The modelling of heat exchanger air flow characteristics for both wind tunnel testing
and numerical simulation requires an in-depth understanding of the heat transfer
properties and how they impact on the pressure drop across the radiator.
In view of this, the previous two chapters established a relationship between the
pressure drop (∆P ) and heat transfer of a full and sub-scale automotive radiator
at various angles of inclination (α). It was found that there was a difference of
up to 10% between the unheated and heated pressure drops across the full scale
automotive radiator.
In order to quantify this difference, the current chapter aims to determine the
effect of heat transfer on the developing velocity profile within an individual chan-
nel from the core of an automotive radiator matrix. Laser Doppler Anemometry
(LDA) measurements are compared to numerical Computational Fluid Dynamics
(CFD) simulations made in ANSYS® FLUENT® 15.0 using the Reynolds-Averaged
Navier-Stokes (RANS) Standard k−ω and Transition SST k−ω turbulence models.
5.1 Introduction
With wind tunnel testing playing an integral part of vehicle development it is of
vital importance for scale models to accurately capture full scale fluid flow phenom-
ena. Development using a scale model within a wind tunnel requires a thorough
understanding of the Reynolds number (Re) effects that occur from the similarity
parameters. In addition, differences between the full scale and model scale affect
both the flow and aerothermodynamic characteristics. This study aims to investigate
the heat transfer effects of a scaled channel from an automotive heat exchanger.
Primary research was carried out by Beauvais [107] who investigated effects of
the local flow field on the radiator fin’s ability to conduct heat. He studied the
flow and heat transfer characteristics of flat fins at 10 times scale in a laminar flow
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regime. The measurements and visual studies provided detailed information of the
velocity profile, boundary layer thickness and the types of flow patterns created in
the fin’s passage.
Al-Bakhit et al. [108] numerically simulated the flow field in a heat exchanger to
determine the impact of different flow parameters on heat transfer and the accuracy
of assuming a constant overall heat transfer coefficient (h). The paper further exam-
ined the validity of the thin wall assumption (variation of temperature in z-direction
was neglected) in the entrance region. The analyses carried out were for developing
flows in parallel flow heat exchangers with ducts of the same aspect ratio. The ve-
locity field was assumed to be fully developed, while the thermally developing flow
in the two ducts was investigated. The paper concluded that for conventional heat
exchangers the thin wall assumption is a reasonable approximation and thus, the
performance of the heat exchanger is primarily dependent on the flow in the ducts.
This necessitates the examination of the impact of the developing flow velocity pro-
file on the heat exchanger performance.
Al-Bakhit et al. [109] continued numerical investigation into the entrance and
wall conduction effects of laminar developing flow within a parallel plate heat ex-
changer. It was shown that there was a significant change in the heat exchanger ef-
fectiveness (ε) in the developing region depending on the thermal conductivity of the
material used for the heat exchanger. It was therefore established that to accurately
represent the heat transfer of a heat exchanger, one must use three-dimensional
geometry. In using three-dimensional geometry and thus accounting for the varia-
tion in the overall heat transfer coefficient (h), the numerical heat exchanger length
required to reach the maximum possible effectiveness is greatly reduced.
Hasan et al. [110] carried out numerical simulations of three-dimensional de-
veloping flows and conjugate heat transfer of a Counter Flow Microchannel Heat
Exchanger (CFMCHE). The study was conducted in order to determine the effect
of the size and shape of the channel on its performance. Various shapes such as
square, iso-triangular, circular and trapezoidal were investigated. The results from
the experiments showed that for the same volume of heat exchanger, incrementing
the number of channels (and therefore the surface area available for conduction),
increased both the effectiveness (ε) of the exchanger and the pressure drop (∆P ).
Furthermore, circular channels gave the best overall hydraulic and thermal perfor-
mance amongst the various tested channel shapes.
Bejan et al. [58] carried out a series of studies pertaining to the optimal spacing of
parallel plates cooled by forced convection. They first studied the optimal board-to-
board spacing and maximum achievable rate of heat transfer from a package (stack)
of parallel boards cooled by laminar forced convection. The optimal spacing was
found to be the proportional to the board length raised to the power of 1/2. The
maximum total heat transfer rate was found to be proportional to the pressure head
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maintained across the stack, ∆P 1/2.
Next Bejan et al. [59] addressed the optimum arrangement of stacked parallel
plates in free stream cooling. They found that for laminar flow, for Reynolds num-
bers up to 400, the optimum spacing was equidistant. It was also found that if
the free stream and overall dimensions of the stack are specified, there was a resul-
tant optimal number of plates that minimised the overall thermal resistance that
occurred between the stack and the free stream.
In order to numerically model a stack with more plates than the optimum num-
ber, Bejan et al. [59] determined that the stack could be modelled as a porous
medium with Darcy flow. The resulting computations were determined to be com-
putationally quicker and permitted a study on the effect of the fluid/solid thermal
conductivity ratio.
Furthermore, Bello-Ochende et al. [60] studied the maximum heat transfer den-
sity for plates with multiple lengths in forced convection. They showed that the
heat transfer density can be increased beyond the known level for parallel plates
with optimal spacing. The paper investigated the technique of inserting smaller
plates into the entrance region, which were shown to have thinner boundary layers
that fit in the unused isothermal entry flow. Bello-Ochende et al. [60] found that
repeating this technique resulted in a sequence of multi-scale flow structures with
progressively higher heat transfer densities.
5.2 Mechanisms of Heat Transfer
Flow in the inlet of a straight channel with flat parallel walls assumes that the ve-
locity in the inlet section is uniformly distributed over its width. Due to viscous
friction, boundary layers will be formed on both walls and their thickness will in-
crease in the downstream direction. At small distances from the inlet section, the
boundary layers grow in the same manner as the growth along a flat plate at zero
incidence. The resulting velocity profile consists of two boundary-layer profiles on
the two walls joined in the centre by a line of constant velocity [111]. Since the
volume of the flow must be the same for every section (closed system), the decrease
in the rate of flow near the walls (no-slip condition) must be compensated for by a
corresponding increase near the axis (momentum conservation). Thus the boundary
layer is formed under the influence of an accelerated external flow, as distinct from
the case of the flat plate. For the present study of automotive heat exchangers a
number of aerothermal constrains can be imposed. Vehicle velocities vary between
60 mph (26.8 m/s) for average single carriageway within the United Kingdom to
200 mph (89.4 m/s) for a Formula 1 vehicle on a race track. With average radiator
matrix core channels being 20 mm long with a 5 mm height [112], this results in a
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Reynolds number (Re) range between Re = 4.0×104 (v = 30 m/s) to Re = 1.0×105
(v = 75 m/s).
Reynolds number is defined as
Re =
ρvL
µ
=
vL
ν
, (5.1)
where v is the freestream velocity, L is the channel length and the kinematic viscosity
of dry air is ν = 1.5 × 10−5 m2 s−1 at 20 ◦C. For developing flow, a local Reynolds
number (Rex) is introduced, based on the distance traversed (x) channel length (L).
The local Reynolds number is therefore given by
Rex =
ρvx
µ
=
vx
ν
, (5.2)
Further constraints can be placed on the maximum temperature that the heat
exchangers can reach. Typical automotive cooling fluids operate at around 100 ◦C
(373.15 K). This is possible due to the fact that the cooling systems are pressurised
and allow for the liquids to circulate without reaching their boiling point.
The Nusselt number is the ratio between convective and conductive heat transfer
and is defined as
Nu =
hx
k
, (5.3)
where h is the convective heat transfer coefficient, x is the characteristic length and
k is the thermal conductivity of the fluid. The convective heat transfer coefficient
is defined as
h =
−→q
∆T
, (5.4)
where −→q is the heat flux and ∆T is the temperature difference between the plate
and the fluid. The laminar local Nusselt number is given by [113]
(Nux)lam. = 0.023Re
0.8
x Pr
0.3, (5.5)
where Pr is the Prandtl number and has a value of Pr = 0.713 for dry air at 20 ◦C.
Based on these assumptions the laminar Nusselt number for a 20 mm channel length
has a range between Nu = 95 (v = 30 m/s) to Nu = 200 (v = 75 m/s).
For turbulent flow in heat transfer, experimental investigation by Reynolds et
al. [72] related the local turbulent Nusselt number as
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(Nux)turb. = 0.0296Re
0.8
x Pr
0.6
(
TPlate
TAir
)−0.4
, (5.6)
where TPlate is the temperature of the heated surface and TAir is the temperature of
the free stream fluid. Based on these assumptions the turbulent Nusselt number for
a 20 mm channel heated to 373.15 K with a freestream air temperature of 293.15 K
has a Nusselt number in the range, Nu = 108 (v = 30 m/s) to Nu = 219 (v = 75
m/s).
5.3 Experimental Methodology
The purpose of the experiment was to obtain data in order to validate the Compu-
tational Fluid Dynamics (CFD) turbulence model. The experiment was conducted
using a blower wind tunnel at the Centre for Defence Engineering at Cranfield Uni-
versity. A custom working section was fabricated from medium-density fibre board
which contained a single glass wall to accommodate the use of a laser for veloc-
ity measurements. Additionally the top and bottom walls were fabricated from
aluminium to replicate the surface roughness and heat transfer properties of au-
tomotive radiator. The working section had a height (y) of 135 mm, width (z) of
160 mm and length (x) of 600 mm, thus having approximately the same aspect ratio
as an average radiator matrix core channel [112]. A schematic of the blower wind
tunnel working section arrangement is presented in Fig. 5.1.
The channel of the working section was heated by two OMEGA® OMEGALUX
silicone rubber fibreglass insulated flexible heater mats adhered to the aluminium
faces. The heating mats are of a wire-wound element design with a power density
of 15.5 kW m−2 with an accuracy of ± 1 ◦C.The temperature was measured using
five OMEGA® self-adhesive K-type thermocouples. The temperature output was
controlled using OMEGA® CN79000 1/32 DIN Dual-Zone Controllers with Fuzzy
Logic with an accuracy of ± 0.1 ◦C. The temperature used for the heated case was
100 ◦C.
Wind tunnel velocity was Reynolds number corrected at 150 rpm (approximately
4 m/s, Re = 1.6 × 105) using a Dewetron signal conditioning rack with barometer
and temperature controller boards with a Eurotherms driver unit. The velocity
measurements were conducted using Laser Doppler Anemometry (LDA). This was
achieved using Dantec FibreFlow LDA optics set up as a 1D system with a 310 mm
focal length probe and bespoke x−y−z traverse. The laser used was an ILA 5500A
air-cooled multi-line Argon Ion with a 500 mW power output.
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Figure 5.1 Render of Cranfield University Shrivenham’s blower wind tunnel work-
ing section.
The processor used was a BSA Enhanced with a calibration factor of 4.318 (m/s)
/ MHz with record length of 64 and a 10µs record interval, 10 dB gain and 6 dB
pedestal attenuation, with 5,000 samples per point. This set-up has an estimated
uncertainty of between 1-2% in mean velocity
(
U
)
and 3% of rms velocity (urms).
This former estimate is based on comparisons with an equivalent pitot-static mea-
surement.
5.4 Numerical Simulation Methodology
The study was carried out with a three-dimensional CFD simulation of parallel
plate channels. It was intended to give a detailed flow field study of the velocity
distribution within the channel, as well as the heat transfer effects when the channel
is heated.
The discretised meshes were generated using ANSYS® ICEM CFD, while the
simulations were performed in ANSYS® FLUENT® 15.0. The simulations were run
on 16 cores (dual Intel E5-2660 Sandy Bridge processors) from Astral II, Cranfield
University’s supercomputer. Simulations were performed until residuals dropped to
≤ 10−6. In addition, mass and energy flux were monitored to provided additional
confirmation of solution convergence. Each simulation required approximately 8,000
iterations for convergence.
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A grid convergence study was carried out in order confirm that any results were
independent of grid spacing. This was achieved using 3 meshes with 4.1×105,
1.6×106, 6.4×106 grid cells respectively. The 1.6 and 6.4 million grid cell cases
exhibited no variance in the centreline velocity profiles and thus the lower mesh size
was use for the simulations (see Appendix F for further information).
The lengths used within the computational notation are normalised with respect
to the experimental lengths; the length (x) of 600 mm, height (y) of ± 67.5 mm
and width (z) of ± 80 mm. This equates to a normalised centre point within the
computational domain of (0.5, 0.0, 0.0) for (x/L, y/H, z/W ).
Figure 5.2 Surface plot of normalised (U/U0) inlet velocity profile.
The node spacing of the chosen mesh was 313 nodes in the length (x) direction,
83 in the width (z) direction and 62 height (y). This equated to a total of 1,610,698
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nodes and or to approximately 1 node every 2 mm in the physical domain. This node
spacing corresponded to an average dimensionless wall distance (y+) of ≤ 0.3. This
value for y+ ensured the viscous sublayer was captured and as a result, wall functions
were not used, further information is available in Section F.8 of Appendix E.
The simulations were run using the Reynolds-Averaged Navier-Stokes (RANS)
Transition SST k − ω turbulence model [96] shown in Eqs. (5.10) and (5.11). The
inlet velocity (shown in Fig. 5.2) and turbulent kinetic energy (k) profiles used within
the simulations were obtained from the experimental LDA measurements. The inlet
velocity was approximately 4 m/s during the experimental tests with a maximum
inlet turbulence intensity (I) of 1.3%. The numerical simulations and experimental
results were normalised with respect to the average centreline velocity shown in
Fig. 5.2.
Figure 5.3 Surface plot of upper/lower channel wall temperature profile.
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The Reynolds-Averaged Navier-Stokes equation for an incompressible Newtonian
fluid is given by [114]
ρuj
∂ui
∂xj
= ρfi +
∂
∂xj
[
−pδij + µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− ρu′iu′j
]
, (5.7)
where fi is a vector of external forces.
Within ANSYS® FLUENT® 15.0 the turbulent kinetic energy (k) and specific
dissipation rate (ω) are given by the two transport equations
∂
∂t
(ρk) +
∂
∂xi
(ρkui) =
∂
∂xj
(
Γk
∂k
∂xi
)
+Gk − Yk + Sk, (5.8)
∂
∂t
(ρω) +
∂
∂xj
(ρωuj) =
∂
∂xj
(
Γω
∂ω
∂xj
)
+Gω − Yω +Dω + Sω, (5.9)
respectively, where Gk represents the generation of turbulent kinetic energy due
to the mean velocity gradients, Gω represents the generation of ω. Γk and Γω
represent the effective diffusivity of k and ω, respectively and Yk and Yω represent
the dissipation of k and ω, respectively. Sk and Sω are user-defined source terms
and Dω is the cross-diffusion term.
For the Transition SST k−ω RANS turbulence model, two additional transport
equations are used in addition to the SST k − ω equations. The two additional
transport equations are for the intermittency (γ) and the transition momentum
thickness Reynolds number (Re˜θt), given by
∂(ργ)
∂t
+
∂(ρUjγ)
∂xj
= Pγ1 − Eγ1 + Pγ2 − Eγ2 + ∂
∂xj
[(
µ+
µt
σγ
)
∂γ
∂xj
]
, (5.10)
∂(ρRe˜θt)
∂t
+
∂(ρUjRe˜θt)
∂xj
= Pθt +
∂
∂xj
[
σθt (µ+ µt)
∂Re˜θt
∂xj
]
, (5.11)
respectively, where Pγ1,2, Eγ1,2 are transition source terms and Pθt is a transition
momentum thickness Reynolds number source term. For further information on
the implementation of the Transition SST k − ω RANS models within ANSYS®
FLUENT® 15.0 see [96], for further information on the model’s background see
Langtry et al. [115].
Sutherland’s law (shown in Eq. (5.12)) was used for the viscosity formulation,
while the incompressible idea gas equation (shown in Eq. (5.13)) was used for the
density. The inlet temperature of the freestream flow was set to 293.15K (20 ◦C).
The surface temperature for the heated case used the experimental heat profile
shown in Fig. 5.3. For the additional heated cases, the surface temperature was
assumed to be uniform at 393.15 K (120 ◦C) and 413.15 K (140 ◦C), respectively. In
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addition a uniformly heat four sided channel at 373.15 K (100 ◦C) was also investi-
gated.
Sutherland’s law with three coefficients is given by
µ = µ0
(
T
T0
)3/2
T0 + S
T + S
, (5.12)
where µ is the fluid viscosity, µ0 is the reference viscosity, T is the static tempera-
ture, T0 is the reference temperature and S is the effective temperature (Sutherland
constant).
The incompressible ideal gas equation is given by
ρ =
p
R
MW
T
, (5.13)
where p is the local pressure, R is the ideal gas constant (R ' 8.314 J K−1 mol−1)
and MW is the molecular weight of the gas.
5.5 Experimental and Numerical Results
5.5.1 Numerical Turbulence Model Selection
Figure 5.4 shows the developing boundary layer profile for both the unheated (blue)
and heated (red) velocity profiles. Experimental measurements were taken at hori-
zontal displacements of 50 mm, 175 mm, 300 mm, 425 mm and 500 mm downstream
from the inlet, corresponding to x/L = 0.1, 0.3, 0.5, 0.7 and 0.9, respectively. The
velocity profiles were extracted along the centreline (z/W ) = 0 of the channel.
Figure 5.4 shows that at the first measured location of 0.1 x/L, the unheated case
has a normalised centreline velocity of 1.028. The midpoint measurement location
(0.5 x/L) has a normalised velocity of 1.058. The final measured location (0.9 x/L)
has a normalised centreline velocity of 1.074.
The corresponding values for the heated (temperature profile shown in Fig. 5.3)
case are 1.030, 1.065 and 1.088 for x/L locations of 0.1, 0.5 and 0.9, respectively.
This equates to a centreline velocity increase at 0.9 x/L of 1.5% due to heat addition.
Figure 5.5 shows the corresponding developing boundary layer velocity profile for
the simulated data of that presented in Fig. 5.4. Two RANS models were compared,
the Standard k − ω (Fig. 5.5a) and the Transition Shear Stress Transport k − ω
(Trans. SST k− ω, shown in Fig. 5.5b). The unheated channel for both turbulence
models is shown as a solid blue line and the heated channel as a dashed red line.
Tables 5.1 and 5.2 show the summarised data of the boundary layer growth and
centreline velocity increase for the unheated and heated channel, respectively.
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Figure 5.4 Experimental LDA velocity profiles for normalised downstream (x/L)
measured locations for an unheated and heated channel.
The tables show an increase in both the boundary layer thickness (δ) and nor-
malised centreline velocity (Ux/U0) with increased distance along the channel. The
Transition SST k − ω turbulence model more closely matches the overall trend of
the experimental data. The Standard k − ω turbulence model matches closer to
the experimental normalised centreline velocity increase, however, overpredicts the
85
CHAPTER 5
boundary layer growth by over 2.5 times the experimental data. The difference in
boundary layer thickness was negligible for the experimental and simulated data
between the heated and unheated cases.
Figure 5.5 Computational Fluid Dynamics (CFD) simulated velocity profiles for
normalised downstream (x/L) measured locations for an unheated and heated chan-
nel. Upper plot (a) is the Standard k − ω turbulence model and the lower plot (b)
is the Transition SST k − ω turbulence model.
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The velocity overshoot shown in Fig. 5.5b at x/L = 0.1 is not a numerical effect
but a physically valid result. The overshoot is discussed in more detail on page 95.
Table 5.1 Boundary layer growth and centreline normalised velocity (Ux/U0) devel-
opment for experimental and numerically simulated data on an unheated channel.
Unheated
Experimental k − ω Trans. SST k − ω
x/L Rex δ (m) Ux/U0 δ (m) Ux/U0 δ (m) Ux/U0
0.0 0.0 0.005 1.000 0.005 1.000 0.005 1.000
0.1 15,712.8 0.004 1.028 0.012 1.001 0.005 1.001
0.3 47,650.0 0.006 1.044 0.018 1.017 0.006 1.016
0.5 79,095.1 0.006 1.058 0.021 1.027 0.008 1.027
0.7 110,565.0 0.007 1.071 0.023 1.038 0.009 1.034
0.9 142,576.6 0.009 1.074 0.024 1.048 0.010 1.041
Table 5.2 Boundary layer growth (δ) and centreline normalised velocity (Ux/U0)
development for experimental and numerically simulated data on a heated channel.
Heated
Experimental k − ω Trans. SST k − ω
x/L Rex δ (m) Ux/U0 δ (m) Ux/U0 δ (m) Ux/U0
0.0 0.0 0.005 1.000 0.005 1.000 0.005 1.000
0.1 15,712.8 0.004 1.030 0.012 1.001 0.005 1.002
0.3 47,650.0 0.006 1.049 0.018 1.020 0.006 1.020
0.5 79,095.1 0.006 1.065 0.021 1.033 0.008 1.032
0.7 110,565.0 0.007 1.081 0.023 1.045 0.009 1.041
0.9 142,576.6 0.009 1.088 0.024 1.058 0.010 1.048
The final measurement location (0.9 x/L) from Tables 5.1 and 5.2 is presented
graphically in Fig. 5.6. The figure shows that at the first measured location of 0.1
x/L, the unheated case has a normalised centreline velocity of 1.000. The mid-
point measurement location (0.5 x/L) has a normalised velocity of 1.027. The final
measured location (0.9 x/L) has a normalised centreline velocity of 1.041.
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The Standard k−ω model predicts the final velocity increase due to heat addition
to be 1.0% compared to the Transition SST k − ω model’s prediction of 0.7%.
The closer approximation of the Standard k − ω model is due to a more turbulent
boundary profile resulting in increased heat transfer over the more laminar prediction
of the Transition SST k − ω model. This is further illustrated in Fig. 5.7, which
shows the local Nusselt number as a function of the local Reynolds number.
Figure 5.6 Experimental and CFD (Standard k − ω is plotted as solid lines and
Transition SST k−ω is plotted as dashed lines) boundary layer profiles at 0.9 x/L,
for an unheated and heated channel.
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The Standard k − ω turbulence model (using the experimental turbulence in-
tensity of 1.3%) is in good agreement to previously obtained experimental data of
Reynolds et al. [72] at a turbulence intensity level of 3%. The Transition SST k−ω
(at a turbulence intensity of 1.3%), is closer to the empirical laminar heat transfer
suggest by Incropera et al. [113].
Figure 5.7 Local Nusselt number vs. local Reynolds number for ∗laminar, repro-
duced from Incropera et al. [113], CFD (k − ω is dashed purple line and Transition
SST k − ω is solid green line) and †turbulent flow, reproduced from Reynolds et
al. [116].
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Due to the Transition SST k− ω matching closer to the experimental boundary
layer growth, this model was chosen for the heat-transfer study. Comparison at
the measured locations with the experimental data is shown in Fig. 5.11. Whist the
Transition SST k−ω is more accurate in predicting the flow within the channel than
the Standard k−ω model, there is still a discrepancy between the turbulence model
and the experimental data. Figure 5.8 shows the dimensionless velocity profiles for
the experimental and CFD results.
Figure 5.8 Dimensionless laminar and turbulent channel velocity profiles,
∗reproduced from Reynolds et al. [116].
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The entrance region (x/L = 0.0 → 0.3) to the channel, shows the dimension-
less velocity profile is highly turbulent and is in good agreement with experimental
data obtained by Prandtl [117] and Reynolds et al. [116]. This is also reflected
by a higher centreline turbulence intensity (I) of approximately 2.8% compared to
the channel average of approximately 1.0% (shown in Fig. 5.10). This suggests an
entrance region effect most likely caused by the geometry of the working section
and the physical attachment of the reduced working section to the wind tunnel. As
the flow develops within the channel (x/L = 0.3 → 0.9), the rms (urms) and subse-
quently the turbulence intensity (I) decreases (shown in Fig. 5.10). This reduction
in turbulence intensity is due to the viscous dissipation of the entrance turbulence.
This effect is also present on automotive radiators, radiator manufacturers overcome
this dissipation via the addition of louvres to the channels used in the radiator. An
example of a radiator louvres is shown in Fig. 5.9. The louvres act to increase the
overall surface area available for heat transfer and maintain a turbulent boundary
layer within the channel to aid in heat transfer.
Figure 5.9 Radiator louvres used for increasing heat transfer [118].
The remaining flow reduces in turbulence intensity towards a transitional profile,
the CFD profile extracted at x/L = 0.7 is in good agreement with this. The CFD
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simulation used the velocity inlet (U0) and rms (urms) values obtained from the
experimental inlet of the working section. This inlet section had a reduced turbu-
lence level of 1.04% compared to the maximum of 2.8% of the working section. The
CFD therefore does not capture the temporary turbulent disturbance present near
the inlet. The CFD representation can therefore be assumed to model the average
effects within the channel assuming no entry length effects.
Figure 5.10 Experimental turbulence intensity (I) and rms velocity (urms) values
for the downstream measured locations (x/L).
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5.5.2 Developing Heated Channel Flow
5.5.2.1 Velocity Development within the Channel
The experimental and CFD simulated data for four downstream measured locations
is shown in Fig. 5.11.
Figure 5.11 Experimental and CFD velocity profiles for downstream measured
locations (x/L) for an unheated and heated channel.
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Figure 5.11 shows at the four measured locations (0.3, 0.5, 0.7 and 0.9 x/L) that
the CFD under predicts the centreline velocity for both the unheated and heated
cases. The final measured location (0.9 x/L) has an experimental unheated and
heated value of 1.074 and 1.088, respectively (1.5% due to heat addition).
Figure 5.12 Centreline velocity for experimental and CFD data at downstream
measured locations (x/L) for an unheated and heated channel.
The corresponding CFD value for the unheated case are 1.041 (-3.1% compared
to experimental) and heated case 1.048 (-3.7% compared to experimental). The
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experimental data showed a centreline velocity increase of 1.5% compared to the
CFD predicted value of 0.7% due to heat addition, as shown in Fig. 5.12.
The heat transfer for the CFD simulations is presented in Table 5.3. The table
shows the boundary layer growth for a heated channel for both the experimental and
CFD data. The experimental and CFD data both predicted little variation in the
boundary layer growth between the unheated and heated cases. The difference in
thickness was within experimental measurement error and therefore, only the heated
cases are reported.
The Transition SST k−ω correctly predicts the growth in boundary layer thick-
ness, with a final thickness (δ) at x/L = 0.9 of 9 mm for experimental and 10 mm
for CFD.
Table 5.3 Boundary layer growth (δ) and heat transfer (h) for experimental and
numerically simulated developing channel flow.
Experimental CFD (Trans. SST k − ω)
x/L Rex δ (m) δ (m)
−→q (W/m2) h Nux Stx
0.0 0.0 0.005 0.005 7,310.5 102.3 0.0 -
0.1 15,712.8 0.004 0.005 1,113.0 14.1 34.6 0.0031
0.3 47,650.0 0.006 0.006 874.7 9.5 70.8 0.0021
0.5 79,095.1 0.006 0.008 817.0 8.1 100.5 0.0018
0.7 110,565.0 0.007 0.009 741.2 7.3 126.1 0.0016
0.9 142,576.6 0.009 0.010 743.4 7.2 161.5 0.0016
Figure 5.11 shows that the computational results do not obtain their maxi-
mum velocity at the centreline. This phenomenon has been observed by several
authors [119–123]. The velocity overshoots, close to the wall surface, occur due to
the relatively large shear stresses in the entrance region of the developing flow. In
solving the Navier-Stokes equations this generates a valid, physical solution that can
be observed experimentally [124]. This effect, however, is missed by boundary layer
theory.
Boundary layer theory splits the fluid flow within the channel into an inner
flow (boundary layer) and an outer flow (accelerating core flow). The inner flow
is were the boundary layer equations are valid, in the outer layer flow, however,
boundary layer theory [111] assumes that the boundary layer is of negligible thickness
in comparison to the channel height. In reality, however, the outer flow (close to the
edge of the boundary layer) is displaced by the finite thickness of the boundary layer
and is therefore accelerated. The velocity profile at the edge of the boundary layer
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is therefore slightly greater than 1.0 (Ux/U0). Far from the edge of the boundary
layer, the core flow in the centre of the channel decays to Ux/U0 = 1.0.
Certain authors assume the centreline velocity to be equal to the maximum of
the overshoot [122], whilst others [121] assume the effect to be a local overshoot in
the boundary layer.
If the velocity profile is assumed to be linear (at the point of maximum over-
shoot), the corresponding normalised velocities (measured at x/L = 0.3, 0.5, 0.7 and
0.9) are 1.001, 1.031 and 1.043, respectively for the unheated case. For the heated
case, the corresponding values are 1.051 (+1.5% over unheated), 1.040 (+0.7% over
unheated) and 1.052 (+0.9%). Whilst this provides a closer match to the exper-
imental heat transfer of 1.5%, the remaining analysis will focus on the centreline
values.
5.5.2.2 Thermal Development within the Channel
The CFD calculated thermal boundary layer (δH) profiles are shown in Fig. 5.13 as
a function of downstream distance (x/L).
The measured boundary layer thicknesses for the velocity (δ) and thermal (δT )
are shown in Table 5.4. Due to the temperature on the heated channels varying
as a function of the downstream distance (x/L), the thermal boundary layer thick-
ness (δH) was measured with respect to the surface temperature at each measured
location rather than a uniform temperature.
Table 5.4 CFD velocity (δ) and thermal (δT ) boundary layer thickness as a function
of Reynolds number (Re).
x/L Rex δ (m) δT (m)
δ
δT
0.0 0.0 0.005 0.003 2.03
0.1 15,712.8 0.005 0.005 0.88
0.3 47,650.0 0.006 0.007 0.84
0.5 79,095.1 0.008 0.009 0.84
0.7 110,565.0 0.009 0.009 1.01
0.9 142,576.6 0.010 0.011 0.96
Pohlhausen [125] found an empirical relationship for laminar flow between the
ratio of the developing velocity and thermal boundary layers, given by
δ
δT
= Pr1/3 = (0.713)1/3 = 0.89, (5.14)
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where Pr = 0.713 for dry air at 20 ◦C.
Incropera et al. [113] stated that for turbulent flow, this ratio
(
δ
δT
)
is approxi-
mately 1.0. From Table 5.4 the ratio between the velocity and thermal boundaries
varies between a laminar and turbulent solution, with the thermal boundary layer
being thicker than the velocity boundary layer after x/L = 0.3.
Figure 5.13 Computational Fluid Dynamics (CFD) thermal boundary layer (δT )
vs. channel height (y/H) for downstream measured locations (x/L).
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5.5.3 Flow Development within a Fully Heated
Channel
Heat exchangers rarely contain insulated materials separating the channels. Even
poor heat conductors (such as wood and glass) used within the experiment conduct
heat to a certain extent.
The measurement technique of Laser Doppler Anemometry (LDA) placed a con-
straint on the experiment. The laser used within the experiment required the ge-
ometry to have at least one single wall with good optical transmission properties.
This requirement, however, is not present on actual heat exchangers.
A second CFD simulation was therefore performed whereby the wood and glass
materials were replaced by aluminium, resulting in four walls heated to a uniform
temperature of 373.15K (100 ◦C). In addition, the original simulation was re-run
with a uniform temperature of 393.15K and 413.15K (120 ◦C and 140 ◦C, respec-
tively) on the aluminium walls.
Figure 5.14 shows the CFD results obtained for unheated (solid blue line), heated
(120 ◦C, dashed red line), heated (140 ◦C, dotted red line) and heated (100 ◦C on
four aluminium walls, solid black line). The corresponding heat flux (−→q ) and heat
transfer coefficient (h) data is shown in Table 5.5.
Table 5.5 Heat transfer (h) for numerically simulated developing channel flow of
varying channel wall temperatures.
120 ◦C 140 ◦C 1100 ◦C
x/L Rex
−→q (W/m2) h −→q (W/m2) h −→q (W/m2) h
0.0 0.0 9953.3 99.5 11895.6 99.1 7997.6 100.0
0.1 15,712.8 1303.8 13.0 1539.8 12.8 1062.6 13.3
0.3 47,650.0 855.4 8.6 1011.0 8.4 698.3 8.7
0.5 79,095.1 732.8 7.3 869.5 7.2 595.7 7.4
0.7 110,565.0 695.6 7.0 830.7 6.9 560.3 7.0
0.9 142,576.6 698.3 7.0 838.7 7.0 557.2 7.0
The results obtained show that additional heat increases the centreline velocity
at each of the measured locations. At a downstream location of 0.3 x/L the heated
case of 120 ◦C and 140 ◦C correspond to centreline velocity increases of 0.3% and
1Heated on all four walls of the channel.
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0.4% over the unheated CFD case, respectively. The channel with four heated sides
at 100 ◦C resulted in an increase of 0.5% over the unheated CFD case.
Figure 5.14 Computational Fluid Dynamics (CFD) normalised centreline velocities
(Ux/U0) for downstream measured locations (x/L) for an unheated and various
heated cases. ∗Heated on all four walls of the channel.
At 0.5 x/L the velocity increases for 120 ◦C and 140 ◦C are 0.5% and 0.6%,
respectively. The four heated sides had a velocity increase of 0.7% over the unheated
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case.
At 0.7 x/L the velocity increase for 120 ◦C and 140 ◦C are 0.6% and 0.7%, re-
spectively. The four heated sides had a velocity increase of 0.9% over the unheated
case
At the final measured location of 0.9 x/L, the centreline velocity increases for
120 ◦C and 140 ◦C were 0.7% and 0.8%, respectively, with the four sided case produc-
ing the largest increase of 1.1%. The heat transfer coefficient (h) for the four walls
at 100 ◦C is higher than for the dual walls heated to higher temperatures (120 ◦C
and 140 ◦C). This is despite the total heat flux (−→q ) for the 100 ◦C four heated walls
being lower than the 120 ◦C and 140 ◦C walls. This is due to the wall having twice
the surface area with which to transfer heat and as a result, is able to transfer more
overall heat along the channel resulting in the greatest velocity increase.
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5.6 Chapter Conclusions
The main aim of this chapter was to investigate the effects of hydrodynamically and
thermally developing fluid flow within a simplified radiator channel. It was estab-
lished from Chapter 4 that the pressure drop (∆P ) across an automotive radiator
increased when heated. The mechanisms behind this increase in pressure drop were
therefore investigated. Due to the complex geometry associated with an automotive
heat exchanger, a simplified (without louvres) channel from a typical automotive
radiator was used for the experimental and numerical investigations.
Experimental measurements were taken on the channel using Laser Doppler
Anemometry and the results were compared with numerical simulation using various
Reynolds-Averaged Navier-Stokes (RANS) turbulence models.
Based on results from this study, the following conclusions can be drawn:
 The results obtained from experimental testing indicate that for an unheated
channel, the hydrodynamically developing flow increased the centreline ve-
locity by 7% over the inlet velocity (Ux/U0 = 1.07). When two sides of the
channel were heated to approximately 100 ◦C, the centreline velocity further
increased to 9% resulting in an increase of 1.5% over the unheated case.
 Numerical simulations using the Standard k − ω and Transition SST k − ω
turbulence models found that the Standard k − ω turbulence model more ac-
curately matched the increase in centreline velocity due to heat. The Standard
k − ω turbulence model produced a centreline velocity increase of 1.0% com-
pared to the inlet velocity (U0) whereas the Transition SST k−ω produced an
increase of 0.7% over the inlet velocity. The reason for the velocity increase
difference between models was that the Standard k − ω model used a fully
turbulent profile for the heat transfer compared to a profile between laminar
and fully turbulent used by the Transition SST k − ω.
 The Standard k−ω model predicted a boundary layer growth 2.5 times larger
than the experimental data. The Transition SST k − ω, however, was more
accurate in predicting the boundary layer growth predicting a thickness of
10 mm compared to the experimental thickness of 9 mm close to the end of the
channel (x/L = 0.9). The Transition SST k − ω turbulence model, however,
underpredicted the centreline velocity increase due to the addition of heat,
predicting an increase of 0.7% in the centreline velocity at x/L = 0.9 compared
to 1.5% obtained from experimental measurements at the same location.
 Based on the Transition SST k−ω model predicting a more accurate boundary
layer growth and matching the shape profile (y/δ) of the experimental data,
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this turbulence model was found to be the most accurate representation of a
hydrodynamically and thermally developing flow within a channel.
 Numerical simulations using the Transition SST k − ω turbulence mode with
wall temperatures of 120 ◦C and 140 ◦C found centreline velocity increase of
0.7% and 0.8%, respectively over the unheated case. Extension into all four
sides of the channel being heated to 100 ◦C indicated an estimated centreline
velocity increase of 1.1% over the unheated case, compared to 0.7% when only
two of the sides were heated.
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Conclusions and Future Work
6.1 Conclusions
6.1.1 Initial Project Objectives
The project objectives outlined at the beginning of this research were:
Experimental
 To determine the relationship between the pressure drop (∆P ) and porosity
(β) for porous media as a function of the angle of inclination (α).
 To investigate the relationship between pressure drop (∆P ) and inclination
angle (α) for a full scale radiator and the effect of heat transfer on this rela-
tionship.
 To determine the effective porosity (βeff.) required to account for the change
in the pressure drop (∆P ) due to heat transfer.
 To investigate the heat rejection performance of the radiator as a function of
the inclination angle.
 To calculate the pressure drop and heat transfer coefficients required for nu-
merical simulation.
 To investigate the mechanisms behind the increase in pressure drop due to
heat addition.
103
CHAPTER 6
Computational Fluid Dynamics
 To use the relationship between pressure drop (∆P ) and porosity (β) obtained
from the experimental data to simulate porous media.
 To investigate the numerical methodology of simulating inclined porous media.
 To accurately simulate the aerodynamic and thermal properties of a full scale
radiator.
 To simulate the effects of inclination on the numerical model.
 To simulate simultaneously developing hydrodynamic and thermal channel
flow associated with a matrix channel within an automotive radiator.
6.1.2 Summary of Project Findings
The relationship between the pressure drop coefficient (∆P/q) and porosity (β) was
established experimentally in a duct blower wind tunnel at Cranfield University.
Screens of variable porosity (β) in the range 0.41 ≤ β ≤ 0.76 were investigate from
7 m/s up to a maximum velocity of 35 m/s. This equated (based on screen thickness)
to a Reynolds number (Re) range of 200 ≤ Re ≤ 2100. In addition, the effect of
screen inclination on the pressure drop coefficient was investigate for inclination
angles (α) of 0°, 15°, 30° and 45°.
For screen porosities of β ≥ 0.5, the pressure drop coefficient (∆P/q) was found
to be independent of Reynolds number above Re = 500. Below this critical Reynolds
number, the measured pressure drop coefficient decreased exponentially with an in-
crease in screen porosity. This trend was valid for all angles of inclination tested. In
addition, for a given porosity, ∆P/q was found to reduce as the angle of inclination
increased. The magnitude of this effect became smaller as the porosity increased un-
til a threshold value of β = 0.6 beyond which ∆P/q was observed to be independent
of the angle of inclination (α).
The screen permeability (K) was found to increase with both increasing screen
porosity and angle of inclination. When a honeycomb screen was used to investi-
gate the influence of screen thickness, the permeability was found to increase with
screen depth. Mathematical relationships were obtained for the both screen pres-
sure drop coefficient and the permeability based on the experimental data at 0°
incidence, which compared well with a priori data obtained during the literature
review. These mathematical relationships were extended to incorporate the effect
of screen inclination on the pressure drop.
In order to simulate porous media within computational programs, the rela-
tionship between the pressure drop (∆P ) and the velocity normal to the media
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is required. This relationship can be estimated as a second order polynomial fit
through the experimental data. The coefficients obtained from this fit are com-
monly referred to as the Forchheimer coefficients. The standard linear regression
model (ordinary least squares, OLS) used to obtain the Forchheimer equation coef-
ficients makes strong assumptions about the behavior of the errors more specifically,
that the errors have constant variance (σ2). A constant error on the variance is
known as homoscedasticity, for experimental measurements, however, it is common
that the variance of the errors is related to the underlying measurement. This re-
lationship is known as heteroscedasticity and in order to correct for this, the use of
weighting applied to the data, known as weighted least squares (WLS), is required.
The most common form of weighting is the Heteroscedastic-Consitent Errors (HCE)
proposed by White [101], whereby the weight of the data is inversely proportional to
the variance. Upon testing the sampled data using the Breusch-Pagan test [99], it
was found that the errors on the experimental data were heteroscedastic. These het-
eroscedastic errors arose due to the accuracy in measuring the pressure through use
of a thin membrane piezoelectric pressure transducer. The accuracy in the deflection
of the membrane was nonlinear with respect to the applied pressure force.
It was found that the use of weighted least squares (WLS) for weighting the
sampled data improved the accuracy of the calculated Forchheimer coefficients.
The porous jump boundary conditions available in ANSYS® FLUENT® 15.0
were used to model thin membranes with known velocity vs. pressure-drop charac-
teristics. The Computational Fluid Dynamics (CFD) results matched closely with
the experimental data, with only slight variation due the use of the polynomial coef-
ficients from the experimental data. In contrast, the simulation results varied from
the experimental data when only the material thickness (∆m) value was modified
and not the corresponding porous jump coefficients.
From the results of the porous media, investigation extended into the relationship
between the pressure drop (∆P ) and the heat transfer coefficient (h) for a generic
full scale automotive radiator. This variation was also investigated as a function
of the angle of inclination of the radiator (α). The radiator was tested at angles
of inclination of 0°, 15°, 30° and 45°, for wind tunnel velocities up to 15 m/s. This
corresponded to a maximum Reynolds number of Re = 13000 based on the thickness
of the radiator. Coolant temperatures of 60 ◦C, 70 ◦C, 80 ◦C, 90 ◦C and 100 ◦C were
used at a fixed coolant flow rate of 120 l min−1. The tests were conducted using an
automotive radiator test rig and blower wind tunnel at a dedicated radiator test
facility, Young Calibration. Correlating the radiator test results to the results ob-
tained from the porous media study, found that for 15 m/s (approximately 34 mph)
a 4% decrease in porosity was required to mach the pressure drop difference between
the heated and unheated radiator. The 4% difference in porosity was obtained for
all angles of inclination (α) tested. It is therefore possible to account in subscale
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for the thermal effects due to heat addition on a full scale heat exchanger via mod-
ification of the porosity (β) to an effective porosity (βeff.) of the material used in
subscale. ANSYS® FLUENT® 15.0 was again employed for the modelling of the
experimentally tested heat exchanger.
It was found from experimental testing, that an increase in coolant temperature
corresponded to an increase in the pressure drop (∆P ) for all angles of inclination
tested. For the highest coolant temperature tested (100 ◦C), the pressure drop of the
heated cases was greater than the unheated case by approximately 8% for inclination
angles of 0° and 15°. This difference climbed to 10% for 30° of inclination, but fell
to 6% for the 45° case. The heat rejection of the coolant is dependent of both the
angle of inclination of the radiator and the velocity. Increasing the velocity increases
the heat rejection. Inclination of the radiator at lower velocities decreases the heat
rejection, however, at larger velocities the heat rejection increases with inclination.
At higher velocities, the radiator with the highest overall heat transfer for higher
velocities was 30°. The most efficient radiator inclination angle defined in terms of
largest heat rejection : lowest pressure drop, however, was the 0° inclined radiator.
The radiator boundary condition within ANSYS® FLUENT® 15.0 were used
to model the generic automotive heat exchanger. The pressure drop coefficients
(∆P/q) and heat transfer coefficients (h) from the experimental data were used
within the numerical radiator model. The model, however, did not take into account
the radiator geometry or inclination and instead required the heat exchanger to be
modelled as a discontinuity with the coolant flow perpendicular to the air flow. The
CFD results at zero degree inclination agreed well with the experimental data, the
maximum error on the pressure drop (∆P ) was 2.7% at approximately 9 m/s and
the maximum error on the heat rejection was 1.6% at approximately 5 m/s. These
errors arose again, due to the second order polynomial fit through the experimental
data. The error on the pressure drop was larger than that achieved using the porous
media boundary condition earlier as the pressure drop coefficient (∆P/q) was used
instead of the pressure drop (∆P ).
From testing the automotive full scale radiator, it was found that the pressure
drop (∆P ) increased with the addition of heat. An experiment was therefore con-
ducted to investigate the effects of heat addition on a developing channel flow. The
channel comprised of two aluminium channels separated vertically by one wooden
and one glass wall. Two electrical heaters were used to heat the aluminium walls
to approximately 100 ◦C, to represent the flow of the coolant. The channel was a
simplified representation of a single channel from a radiator matrix. Experimental
measurements were taken at Cranfield University Shrivenham, using Laser Doppler
Anemometry (LDA) and a blower wind tunnel. The Reynolds number (Re) based
on the 600 mm channel length and a tunnel velocity of 4 m/s was Re = 160000. This
Reynolds number corresponded to that of a full scale radiator at approximately 165
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mph (73.8 m/s).
The results from the experimental test indicated that without the addition of
heat, the developing flow within the channel accelerated by approximately 7% over
the velocity of the inlet. The addition of heat resulted in an additional velocity
increase over the unheated case of approximately 1.5%, resulting in a final flow
velocity of 9% over the inlet velocity.
The experimental data was compared with numerical simulations performed in
ANSYS® FLUENT® 15.0 using the Standard k − ω and Transition SST k − ω
turbulence models. The Standard k−ω turbulence model more accurately matched
the increase in centreline velocity due to heat, with an increase of 1.0% compared
to the Transition SST k − ω value of 0.7%. The Standard k − ω model used a
turbulent profile for the heat transfer compared to a more laminar profile for the
Transition SST k − ω. The Standard k − ω model, however, predicted a boundary
layer growth 2.5 times larger than the experimental data. The Transition SST k−ω
was more accurate in predicting the boundary layer growth with a prediction of
10 mm compared to the experimental thickness of 9 mm, close to the end of the
channel (x/L = 0.9).
The turbulence model, however, underpredicted the centreline velocity increase
due to the addition of heat. The model predicted the heat to account for an increase
of 0.7% in the centreline velocity compared to 1.5% obtained from the experiment.
The numerical simulations were then extended to include two additional tem-
peratures of 120 ◦C and 140 ◦C. This addition of heat resulted in a final centreline
velocity increase of 0.7% and 0.8%, respectively over the unheated case. Finally,
investigation was extended into additional heating on the sides of the channel. This
was not possible to test experimentally (due to the use of wooden and glass walls
required by the LDA instrumentation) and therefore was a purely simulated ex-
periment. The results from this simulation indicated an increase of 1.1% over the
unheated case compared to 0.7% when only two of the sides were heated.
6.1.3 Conclusions Summary
A summary of the results unique to this thesis are
 A relationship was established between the pressure drop coefficient (∆P ) and
the screen porosity (β) as a function of the angle of inclination (α).
 The use of Weighted Least Squares (WLS) was found to correct for het-
eroscedasticity in the measured values. This weighting was then used to obtain
improved Forchheimer coefficients.
 The pressure drop (∆P ) for a full scale automotive radiator increases with
the addition of heat and the angle of inclination (α). An increase was found
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of between 6-10% over the unheated radiator depending, upon the angle of
inclination.
 The heat rejection of a full scale automotive radiator varies with both the
velocity (v) and angle of inclination (α), with inclination providing a larger
heat rejection at 15 m/s.
 In order to capture the effects of heat when modelling a heat exchanger at
subscale, the decrease in porosity must be accounted for. At 15 m/s (33.6
mph) this equated to an approximate 4% decrease in porosity (β) for all angles
of inclination (α) tested.
 Experimental modelling of the geometry of a simplified radiator channel re-
sulted in a centreline velocity increase of 1.5% over the unheated case.
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6.2 Recommendations for Future Work
Whilst substantial findings have been made within this thesis, there is still scope for
future work. The primary areas that require further investigation are as follows:
 Investigation into the effects of combining multiple sheets of varying porosities
(β) and honeycombs, in an effort to match the full scale pressure drops (∆P )
at a subgrid scale.
 To improve the numerical modelling of porous media using a user-defined
function (UDF) within ANSYS® FLUENT® 15.0 to correct for the presence
of the geometry. In addition, to provide a table to input the pressure drops
(∆P ) and pressure drop coefficients (∆P/q) as a function of the inclination of
the media (α).
 To improve the numerical modelling of the radiator boundary condition within
ANSYS® FLUENT® 15.0. This can again be achieved with a user-defined
function to amend the velocity flow field close to the discontinuity in order to
take into account the inclination of the heat exchanger.
 Radiator channels feature louvres to maintain a turbulent boundary layer
within the channel. Experimental measurements of a heated channel with
louvres would provide more accurate heat transfer characteristics. The corre-
sponding numerical model should also provide closer agreement as the channel
would not be within the transitioning flow regime.
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Appendix A
Governing Equations
A.1 Log Mean Temperature Difference
In order to determine the mean temperature difference for heat transfer between
two fluids the following equation is used [126]
Q˙ = US∆θm, (A.1)
where ∆θm is the mean temperature difference between the fluids, U is the overall
heat-transfer coefficient and S is the surface area.
The use of Eq. (A.1) requires the following assumptions:
 both fluids have steady mass flow rates (m˙h, m˙c)
 both fluids have constant specific heats (Ch, Cc)
 constant overall heat-transfer coefficient (U)
 negligible heat loss to surroundings
For an element of δS,
δQ˙ = UδS∆θm, (A.2)
also considering each fluid
δQ˙ = m˙hCh(−δTh) = m˙cCc(±δTc). (A.3)
The increment in temperature ∆θ is therefore
δ(∆θ) = δ(Th − Tc) = (δTh − δTc) =
[ −1
m˙hCh
− ±1
m˙cCc
]
UδS∆θ. (A.4)
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Thus,
δ(∆θ)
∆θ
=
[ −1
m˙hCh
− ±1
m˙cCc
]
UδS. (A.5)
Integrating between stations 1 and 2 gives
ln
∆θ2
∆θ1
=
[ −1
m˙hCh
− ±1
m˙cCc
]
US, (A.6)
also integration of Eq. (A.2), gives
∆θ2 −∆θ1 =
[ −1
m˙hCh
− ±1
m˙cCc
]
Q˙. (A.7)
Combining Eqs. (A.6) and (A.7) gives
Q˙ = US
∆θ2 −∆θ1
ln ∆θ2
∆θ1
. (A.8)
Comparing Eq. (A.8) with Eq. (A.1), ∆θm can be written as the logarithmic
mean temperature difference (∆θlmtd)
∆θlmtd = US
∆θ2 −∆θ1
ln ∆θ2
∆θ1
. (A.9)
A.2 ε-NTU Method
The assumptions presented in the previous section for calculating the Log Mean
Temperature Difference (LMTD) also hold true for the ε-NTU method.
The basic definition for the effectiveness of any ε-type heat exchanger [1] is
ε = f
(
NTU,
Cmin
Cmax
, flow arrangement
)
, (A.10)
where NTU is the number of heat transferred units, defined as
NTU =
UA
Cmin
=
1
Cmin
ˆ A
0
UdA, (A.11)
where U is the overall thermal conductance, A is the heat transfer area. Cmin is
defined as the smaller of the Ch and Cc magnitudes, where Ch and Cc are the flow
stream capacity rates of the cold and hot side fluid, respectively.
For cross-flow where both fluids remain unmixed, the ε-NTU relationship is
defined [113] as
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ε = 1− exp
[
1
Cr
(NTU0.22){exp[−Cr(NTU)0.78]− 1}
]
, (A.12)
where Cr is the heat capacity ratio, defined as
Cr =
Cmin
Cmax
. (A.13)
A.3 Air-to-Boil Temperature
As defined in SAE’s standard [6] the Air-to-Boil (ATB) temperature is the ambient
air temperature that will cause the cooling system to boil when the machine is
operated under specified conditions and modes of operation. This is usually at the
maximum productivity.
The ATB temperature is expressed as
ATB = TBP − (Tci − Tai), (A.14)
where TBP is the coolant boiling point, Tci is the coolant radiator inlet temperature
and Tai is the ambient temperature after the cooling system has stabilised. All
temperatures are measured in degrees Celsius.
The standard also specifies testing restrictions including not running a cooling
test if the ambient temperature is below 24 ◦C (297.15 K) and not testing if the
wind velocity exceeds 6 mph (2.8 m/s) unless the wind is at 90° to the test course.
Furthermore the machine being tested needs to be operating under a steady load
and speed conditions.
A.4 Specific Dissipation
A change in Specific Dissipation (SD) can be used to determine the heat transfer
variation of automobile radiators at constant conditions. It is defined [30] as the heat
transfer rate of a heat exchanger divided by the maximum temperature difference
across the heat exchanger. It is given by
SD =
Q
Thot(in) − Tcold(in) , (A.15)
where Q is the heat exchanger heat transfer rate and Thot(in) and Tcold(in) are the hot
and cold inlet temperatures respectively.
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Equation (A.14) can also be rewritten as
SD =
Q
Qmax
· Cmin = ε× Cmin, (A.16)
where Qmax is the maximum possible heat transfer rate, ε is the heat exchanger heat
transfer effectiveness and Cmin is the minimum capacity rate.
For an air-cooled cross-flow heat exchanger, Cmin is defined as
Cmin = m˙aCp,a = AaVaρaCp,a, (A.17)
for a radiator
Qmax = m˙aCp,a(Tci − Tai). (A.18)
ε =
Q
Qmax
=
m˙cCp,c(Tci − Tco)
m˙aCp,a(Tci − Tai) . (A.19)
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Experimental Techniques
B.1 Propeller Anemometry
Propeller anemometers (sometimes referred to as vane/pinwheel/turbine anemome-
ters) have been extensively employed for measuring air speeds [127]. In effect, the
device is simply a windmill consisting of a rotor shaft supported by a hub. A series
of blades are attached to a surrounding ring. A proximity detector mounted on this
ring is then used to measure the rotor blade passing frequency. The rotation speed
of each propeller gives an indication of the average velocity of a given circular area.
The anemometers can be used individually or arranged in either a rake or square
grid. An example of a typical digital propeller anemometer is shown in Fig. B.1.
One of the advantages of using vane anemometers is that they measure veloc-
ity directly, eliminating the need of pressure and temperature corrections. This
allows for the direct comparison between results obtained in wind tunnels and those
obtained on road in different ambient conditions.
127
APPENDIX B
Figure B.1 An example of a propeller anemometer [128].
B.2 Pitot Tubes
The primary use of pressure measurements at a point in fluid is to determine flow
conditions, i.e. the velocity. The most basic instrument available for this is the pitot
tube. It is used to measure total pressure only. The pitot tube consists of a tube
pointing directly into the fluid flow. As the tube fills out with fluid, it is gradually
brought to rest as there is no outlet to allow flow to continue. The measured pressure
at that point is the total pressure or pitot pressure. A drawback of the pitot tube
is its sensitivity to alignment with the flow direction. A variation of the pitot tube,
the kiel probe (shown in Fig. B.2) avoids this problem by using a shroud to protect
the primary tube.
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Probe body
Shroud
Total pressure 
Figure B.2 An example of a kiel probe [129].
Total pressure
measurement
Static pressure
measurement
Figure B.3 An example of a pitot-static probe [130].
In order to determine the fluid velocity the dynamic pressure is needed. This
is the difference between the total and the static pressure. A combined probe that
measures both these pressures is called a pitot-static tube (shown in Fig. B.3). It
consists of two coaxial tubes. The inner tube faces the flow and measures total
pressure, the other tube is open to the stream only through small static orifices.
The dynamic pressure (q) is then determined using a diaphragm inside an enclosed
container. The deflection of the diaphragm is proportional to the dynamic pressure.
Furthermore, multi-hole arrangements usually found on aeroplanes are capable of
measuring 3D flow fields and can simultaneously measure: yaw, roll and pitch.
B.3 Hot-Wire Anemometry
In many instances it is necessary to have instantaneous measurements of velocities
in turbulent flows. A standard method of measuring such fluctuating quantities is
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thermal anemometry.
A heated object in a moving stream loses heat at a rate proportional to the
fluid velocity. Thus, if a heated wire is placed in a moving fluid, its temperature
fluctuations will be a measure of the variation in the velocity of the fluid. If the flow
velocity acting at the wire changes, the convective heat transfer coefficient changes
and the wire temperature will consequently change.
The most commonly used thermal velocity probes are the hot wire and hot-film
ones. The hot-wire probe consists of a fine wire mounted between supports and
exposed to the flow. Typically, the wire is 4–10µm in diameter, 1 mm in length and
made of platinum or tungsten. A variation of the single component hot-wire probe
is the X-wire probe. It has two orthogonal sensors mounted at 45° to the flow. A
three component hot-wire probe can also be constructed as shown in Fig. B.4).
Figure B.4 Thermal three component anemometer probe [131].
Since the wires in hot-wire probes are extremely fragile, they should only be used
in clean gas flows. For all other flow applications hot-film probes are recommended.
They consist of a quartz fibre suspended between prongs with a platinum film coated
onto the fibre surface. Typical diameter of such wires is 25–150 µm.
B.4 Laser Doppler Anemometry
Invented in 1964 by Yeh et al. [132], the helium laser doppler anemometer is a widely
used tool for the study of fluid dynamics. It is a non-intrusive technique that obtains
flow velocity information. Some of the main advantages of this method are the high
spatial and temporal resolution and the lack of need for calibration.
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An interesting element of the set-up is the use of a Bragg cell as the beam splitter.
This is a glass crystal with a vibrating piezoelectric crystal attached. This results
in the vibrations generating acoustic waves which act as an optical grid.
λ
t
F
D = t-1
Signal Processing
Figure B.5 The principles behind Laser Doppler Anemometry (LDA) measure-
ment [133].
In order for any measurement to be performed tracer particles are needed in
the flow. Flow velocity information is collected by means of the light scattered by
the seeding as they move through the probe volume. The scattered light contains
a Doppler shift. The Doppler shift of the scattered waves is proportional to the
velocity of the scattering particle and thus the velocity of the fluid.
A receiver lens is used to collect the scattered light, which is then passed through
an interference filter so that only the required wave length is passed and focused on
the photo-detector. This removes noise from ambient light and from other wave-
lengths. The photo-detector converts the fluctuating light intensity into an electrical
signal knows as the Doppler burst. The Doppler bursts are then filtered and am-
plified in the signal processor in order to determine the Doppler frequency. This is
often achieved using a Fast Fourier Transform (FFT) algorithm.
In order to measure three velocity components we require three beam pairs.
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Two pairs are emitted from a 2D probe and one pair from a 1D probe. The two
probes need to be placed in such a way that their intersection volumes coincide. It is
important to note that the velocity components measured by the beams from the 2D
probe are orthogonal while the third velocity component has to be orthogonalized
by software. To obtain a three velocity component measurement one can use two
separate probes measuring two separate and one common velocity, where all the
beams intersect in a common volume as shown in the example set-up in Fig. B.6.
In such a set-up different wavelengths are used in order to separate the measured
components as well as photo-detectors with appropriate interference filters to detect
the scattered light from the different wavelengths.
Figure B.6 Laser doppler velocimetry measurement system [134].
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Computational Fluid Dynamics
Modelling
C.1 Reynolds-Averaged Navier-Stokes
Reynolds-Averaged Navier-Stokes (RANS) equations are time averaged equations
for the motion of fluid flow. They arise from a Reynolds decomposition whereby
an instantaneous quantity is decomposed into its time-averaged and time varying
quantitates. RANS equations are not a closed set and as a result it is not possible
to solve for Reynolds stresses directly. Turbulence models are therefore required to
represent the Reynolds stresses. RANS models are currently the most widely used
algorithms present in commercial code. Extensive testing and validation with fast
implementation make them ideal for both research and for commercial applications.
The RANS model is based on Reynolds decomposition where the flow is divided
into a mean and fluctuating part given by
P˜ = P + p, (C.1)
u˜i = Ui + ui, (C.2)
and
Φ˜ = Φ + φ, (C.3)
where p and u are the pressure and velocity respectively, Φ can be another quantity
in the flow field such as temperature. These modified variables are then substituted
into the Navier-Stokes Equations and averaged in time.
The Navier-Stokes equations for incompressible fluids, written in tensor notation
can be expressed as
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∂ui
∂xi
= 0, (C.4)
and
∂ui
∂t
+ uj
∂ui
∂xj
= fi − 1
ρ
∂p
∂xi
+ v
∂2ui
∂xj∂xj
. (C.5)
Substituting into the Navier-Stokes equations (Eq. (C.4)) and taking an ensemble
average, yields the Reynolds-Averaged Navier-Stokes equations
∂ui
∂xi
= 0, (C.6)
and
∂ui
∂t
+ uj
∂ui
xj
+ u′j
∂u′i
∂xj
= fi − 1
ρ
∂p
∂xi
+ v
∂2ui
∂xj∂xj
. (C.7)
Defining the mean rate of stress tensor as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (C.8)
Substituting Eq. (C.8) into Eq. (C.7) and removing the time dependence of
resulting terms yields
ρ
∂ujui
∂xj
= ρfi +
∂
∂xj
[−pδij + 2µSij − ρu′iu′j] . (C.9)
The above equations are unclosed because they contain terms of unknown fluc-
tuating components. The Reynolds stresses contained within these fluctuating com-
ponents must therefore be modelled in order to solve the equations.
Boussinesq [135] employed a hypothesis to relate the Reynolds stress to the mean
velocity gradients
− ρu′iu′j = µt
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
(
ρk + µt
∂uk
∂xk
)
, (C.10)
where µt is the turbulent viscosity. The Boussinesq hypothesis is used in the Spalart-
Allmaras model, the k − ε models, and the Standard k − ω models.
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RANS models can be classified into three main categories, they are as follows:
 Linear eddy-viscosity models
- Algebraic (zero equation models)
- Single equation models
- Two equation models
 Non-linear eddy viscosity
 Second Moment Closure Models (SMCM)
C.2 RANS Two Equation Models
Computational Fluid Dynamics (CFD) used within industry focuses on the fami-
lies contained within the two equation models. The two equation models use the
Boussinesq assumption to compute the local conditions for the Reynolds stresses. In
reality, the Reynolds stresses could be convected by both the mean and the fluctu-
ating velocities. The two equation models are used despite their known limitations
as they offer reduced computational cost over the second moment closure models
(SMCM).
The two main families of the two equation models are k − ε and k − ω. Details
about the performance and limitation of each family are listed below.
C.2.1 k − ε
One of the more common families of turbulence models is the k − ε model. Two
extra equations are solved to represent the flow turbulence. The two transported
variables are k and ε, the turbulent kinetic energy and the turbulent dissipation,
respectively.
The k − ε family consists of three sub models: Standard, RNG and Realizable.
The Standard model was the primary model developed and is widely used in engi-
neering calculations due to its robustness.
The RNG model contains an additional term in the turbulent dissipation equa-
tion enabling higher accuracy in strained flows.
The Realizable model is the latest model to be developed, it introduces a newer
formulation for turbulent viscosity and dissipation rate. The Realizable k− ε model
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more accurately models the spreading rate of both planar and round jets. In addi-
tion it also performs well in flows containing rotation, separation, recirculation or
boundary layers under strong adverse pressure gradients.
Transport Equation
The transport equations for the Standard k − ε model are given by
∂(ρk)
∂t
+
∂(ρkuj)
∂xj
=
∂
∂xi
[(
µ+
µt
σk
)
∂k
∂xj
]
+Gk +Gb − ρ− YM + Sk, (C.11)
and
∂(ρ)
∂t
+
∂(ρuj)
∂xj
=
∂
∂xj
[(
µ+
µt
σ
)
∂
∂xj
]
+C1

k
(Gk+C3Gb)−C2ρ
2
k
+S, (C.12)
with constants: C1 = 1.44, C2 =1.92 and turbulent Prandtl numbers: σ =1.3, σk
=1. S and Sk are the source terms. Gk is the production of turbulent kinetic energy,
given by: Gk = −ρu′iu′j ∂uj∂xi = µtS2, where S is the strain-rate tensor: S =
√
2SijSij
and the turbulent viscosity, µt is calculated as: µt = ρCµ
k2

. Cµ is a constant
with a value of 0.09. YM accounts for compressibility effects and is modelled as:
YM = 2ρM
2
t , where Mt is the turbulent Mach number defined as: Mt =
√
k
a2
. The
turbulent viscosity (µt) is given by: µt = ρCµ
k2

.
C.2.2 k − ω
The second most common family of turbulence models is the k − ω model. Two
equations are again solved to represent the flow turbulence. The two transported
variables are k, the turbulent kinetic energy and ω, the specific dissipation rate. The
Standard model was the primary model developed and is widely used in engineering
calculations for internal flows due to its superior performance of wall-bounded flows.
Transport Equation
∂
∂t
(ρk) +
∂
∂xi
(ρkui) =
∂
∂xj
(
Γk
∂k
∂xi
)
+Gk − Yk + Sk, (C.13)
∂
∂t
(ρω) +
∂
∂xi
(ρωui) =
∂
∂xj
(
Γω
∂ω
∂xi
)
+Gω − Yω + Sω, (C.14)
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respectively, where Sω is a user-defined source term, Gk represents the generation
of turbulent kinetic energy due to the mean velocity gradients, Gω represents the
generation of ω. Γk and Γω represent the effective diffusivity of k and ω, respectively.
Effective Diffusivity
The effective diffusivities for k and ω are given by
Γk = µ+
µt
σk
, (C.15)
Γω = µ+
µt
σω
, (C.16)
where σk and σω are the turbulent Prandtl number for k and ω, respectively. The
turbulent viscosity (µt) is computed combining k and ω by: µt = α
∗ ρk
ω
. Yk and Yω
represent the dissipation of k and ω, respectively.
Low Reynolds Number Correction
The coefficient α∗, if enabled (if disabled α∗ = α∗∞ = 1) within ANSYS
®
FLUENT® 15.0 (low Re correction) is given by
α∗ = α∗∞
(
α∗0 +Ret/Rk
1 +Ret/Rk
)
. (C.17)
Production of k
The production of turbulent kinetic energy is denoted by Gk within ANSYS
®
FLUENT® 15.0. The exact transport of k is given by
Gk = −ρu′iu′j
∂uj
∂xj
. (C.18)
ANSYS® FLUENT® 15.0 evaluates Gk in a manner consistent with the Boussi-
nesq hypothesis,
Gk = µtS
2, (C.19)
where S ≡√2SijSij.
Production of ω
The production of ω within ANSYS® FLUENT® 15.0 is given by
Gω = α
ω
k
Gk, (C.20)
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where
α =
a∞
α∗
(
a0 +Ret/Reω
1 +Ret/Rω
)
, (C.21)
where Rω = 2.95.α
∗ and Ret is given by
Ret =
ρk
µω
. (C.22)
Dissipation of k
The dissipation of k is given by: Yk = ρβ
∗fβ∗ · kω, where
fβ∗ =

1 χk ≤ 0
1+680χ2k
1+400χ2k
χk > 0
,
(C.23)
χk ≡ 1
ω3
∂k
∂xj
∂ω
∂xj
, (C.24)
β∗ = 0.09
(
4/15 + (Ret/8)
4
(1 + (Ret/8)4
)
. (C.25)
Dissipation of ω
The dissipation of ω is given by Yω = ρβfβ · ω2, where
fβ =
1 + 70χω
1 + 80χω
, (C.26)
χω =
∣∣∣∣ΩijΩjiSki(0.09ω)3
∣∣∣∣ , (C.27)
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
. (C.28)
C.2.3 Shear-Stress Transport (SST) k − ω
Transport Equations
The SST k−ω turbulence model has transport equations similar to the Standard
k − ω model, given by
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∂
∂t
(ρk) +
∂
∂xi
(ρkui) =
∂
∂xj
(
Γk
∂k
∂xi
)
+Gk − Yk + Sk, (C.29)
∂
∂t
(ρω) +
∂
∂xj
(ρωuj) =
∂
∂xj
(
Γω
∂ω
∂xj
)
+Gω − Yω +Dω + Sω, (C.30)
where Gk and Gω are calculated in the same manner as the Standard k − ω model
mentioned earlier. Sk and Sω are user defined source terms.
Effective Diffusivity
The effective diffusivities within the Standard k−ω model in ANSYS® FLUENT®
15.0 is given by
Γk = µ+
µt
σk
, (C.31)
Γω = µ+
µt
σω
, (C.32)
where σk and σω are the turbulent Prandtl numbers for k and ω, respectively. The
turbulent viscosity is given by ut and is calculated as
µt =
ρk
ω
1
max
[
1
α∗ ,
SF2
a1ω
] , (C.33)
where S is the strain rate magnitude defined earlier and
σk =
1
f1/σk,1 + (1− F1)/σk,2 , (C.34)
σω =
1
f1/σω,1 + (1− F1)/σω,2 , (C.35)
the blending functions F1 and F2 are given by
F1 = tanh(Φ
4
1), (C.36)
where
Φ1 = min
[
max
( √
k
0.09ωy
,
500µ
ρy2ω
)
,
4ρk
σω,2D+ω y
2
]
, (C.37)
D+ω = max
[
2ρ
1
ω, 2
1
ω
∂k
∂xj
∂ω
∂xj
, 10−10
]
, (C.38)
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F2 = tanh(Φ
2
2), (C.39)
Φ2 =
[
2
√
k
0.09ωy
,
500µ
ρy2ω
]
, (C.40)
where y is the distance to the surface and D+ω is the positive portion of the cross-
diffusion term.
Production of k
The term Gk is the production of turbulent kinetic energy within the SST k−ω
model and is defined in the same manner as the Standard k − ω model.
Production of ω
The production of ω is given by Gω given by
Gω =
α
νt
Gk, (C.41)
where this formulation differs from the Standard k−ω. In the Standard k−ω model
α∞ is a constant, however, in the SST k − ω model it is given by
α∞ = F1α∞,1 + (1− F1)α∞,2, (C.42)
where
α∞,1 =
βi, 1
β∗∞
− (0.41)
2
σw,1
√
β∗∞
, (C.43)
α∞,2 =
βi, 2
β∗∞
− (0.41)
2
σw,2
√
β∗∞
, (C.44)
Dissipation of k
Within the SST k−ω model, Yk is the dissipation of the turbulent kinetic energy
and is defined in the same manner as the Standard k − ω model. The difference
between the two models is in the evaluation of the fβ∗ term. In the Standard k− ω
model it is defined as a piecewise function. For the SST k− ω model, however, it is
a constant equal to 1, therefore
Yk = ρβ
∗kω. (C.45)
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Dissipation of ω
Within the SST k − ω model, Yω is the dissipation of ω and is defined in the
same manner as the Standard k− ω model. The difference between the two models
is in the evaluation of the fβ term, in the Standard k − ω it is calculated, however,
in the SST k − ω model it is a constant equal to 1, therefore Yω is given by
Yω = ρβiω
2, (C.46)
with βi given by
βi = F1βi,1 + (1− F1)βi,2. (C.47)
Cross Diffusion Modification
The SST k − ω model is based on the Standard k − ω model and the Standard
k − ε model. To blend the two models, the Standard k − ε has been transformed
in ANSYS® FLUENT® 15.0 to models based on k and ω, which leads to the
introduction of a cross-diffusion term (Dω) given by
Dω = 2(1− F1)ρ 1
ωσω,2
∂k
∂xj
∂ω
∂xj
. (C.48)
C.2.4 Transition (SST) k − ω
The Transition SST k−ω by Langtry et al. [115], uses the original SST k−ω model
coupled with two other transport equations. Intermittency and transition onset
criteria in terms of momentum-thickness Reynolds number. This model is useful for
standard bypass transition as well as low freestream turbulence environments.
Transport Equations
The transport equations for intermittency (γ) and transition momentum thick-
ness Reynolds number (Re˜θt) are given by
∂(ργ)
∂t
+
∂(ρUjγ)
∂xj
= Pγ1 − Eγ1 + Pγ2 − Eγ2 + ∂
∂xj
[(
µ+
µt
σγ
)
∂γ
∂xj
]
, (C.49)
∂(ρRe˜θt)
∂t
+
∂(ρUjRe˜θt)
∂xj
= Pθt +
∂
∂xj
[
σθt (µ+ µt)
∂Re˜θt
∂xj
]
, (C.50)
respectively.
The transition source terms are given by
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Pγ1 = Ca1FlengthρS [γFonset]
cγ3 , (C.51)
Eγ1 = Ce1Pγ1γ, (C.52)
where S is the strain rate magnitude, Flength is an empirical calculation that controls
the length of the transition region. The destruction/relaminarization sources are
given by
Pγ2 = Ca2ρΩγFturb, (C.53)
Eγ2 = Ce2Pγ2γ, (C.54)
where Ω is the vorticity magnitude. The transition onset is defined within ANSYS®
FLUENT® 15.0 using
Reν =
ρy2S
µ
, (C.55)
RT =
ρk
µω
, (C.56)
Fonset1 =
Reν
2.193Reθc
, (C.57)
Fonset2 = min(max(Fonset1, Fonset4), 2.0), (C.58)
Fonset3 = max
(
1−
(
RT
2.5
)3
, 0
)
, (C.59)
Fonset4 = max(Fonset2 − Fonset3, 0), (C.60)
Fturb = e
−
(
RT
4
)4
, (C.61)
where y is the wall distance and Reθc is the critical Reynolds number where the
intermittency first starts to increase in the boundary layer.
The source terms for the transition momentum thickness Reynolds number Re˜θt
are given by
Pθt = cθt
ρ
t
(Reθt −Re˜θt)(1.0− Fθt), (C.62)
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t =
500µ
ρU2
, (C.63)
Fθt = min
(
max
(
Fwakee
(− yδ )
4
, 1.0−
(
γ − 1/50
1.0− 1/50
)2)
, 1.0
)
, (C.64)
θBL =
Re˜θtµ
ρU
, (C.65)
δBL =
15
2
θBL, (C.66)
δ =
50Ωy
U
δBL, (C.67)
Reω =
ρωy2
µ
, (C.68)
Fwake = e
−( Reω1E+5)
2
. (C.69)
The model contains three empirical correlations. The transition onset ReΘt,
the length of transition Flength and ReΘc, the critical point at which the model is
activated.
SST Transport Equation Coupling
The transition model interacts with the SST turbulence model by modification
of the k-equation as follows
∂
∂t
(ρk) +
∂
∂xi
(ρkui) =
∂
∂xj
(
Γk
∂k
∂xj
)
+G∗k − Y ∗k + Sk, (C.70)
where
G∗k = γeffG˜k, (C.71)
Y ∗k = min (max (γeff , 0.1) , 1.0)Yk, (C.72)
where G˜k and Yk are the original production and destruction terms of the SST model
mentioned earlier.
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C.3 Upwind Discretisation Scheme
By default, ANSYS® FLUENT® 15.0 stores discrete values of the cell-centred value
(φ) at the cell centre. For convection terms face values (φf ) are required. Interpo-
lation over cell centre values are therefore conducted. This is achieved through the
use of an upwind discretisation scheme. An upwind discretisation scheme derives
the face value (φf ) from the upwind cells relative to the normal velocity (v).
For second order accuracy, the cell faces are computed using a multidimensional
linear reconstruction.
High-order accuracy is achieved via a Taylor series expansion of the cell-centred
solution about the cell centroid.
For a second-order upwind discretisation, φf is calculated by
φf,SOU = φ+∇φ · −→r , (C.73)
where φ and ∇φ are the cell-centred value and upstream cell gradient and −→r is
the displacement vector from the upstream cell centroid to the face centroid. ∇φ is
maxima/minima limited such that no new extremum values are introduced.
C.4 SIMPLE Pressure-Velocity Coupling
SIMPLE or Semi-Implicit Method for Pressure-Linked Equations is an iterative al-
gorithm designed to relate velocity and pressure corrections to enforce mass conser-
vation and obtain the pressure field. This correction is required for incompressible
flows where pressure does not explicitly appear in the continuity equation. The
algorithm is designed to calculate the pressure and velocity at different nodes in the
control volume. The calculation at different nodal points removes the effect that a
non-uniform pressure field can act like a uniform one. As a result, the scalar vari-
ables such as pressure and density at ordinary points but with velocity components
on staggered grids centred on the cell face.
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Subscale Heat Exchangers
D.1 Wind Tunnel Arrangement
Figure D.1 Cranfield University’s blower wind tunnel.
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Figure D.2 Interior of Cranfield University’s blower wind tunnel and working sec-
tion.
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D.2 Working Section Renderings
(c
)
(a
)
(b
)
Figure D.3 Render of Cranfield University’s blower wind tunnel, (a) side view, (b)
front view and (c) 3/4 view.
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D.3 Wind Tunnel Schematic
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Figure D.4 Schematic of Cranfield University’s blower wind tunnel working section.
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D.4 Schematics of the Working Sections
Porous Material (α = 0°)
3 4
190.5190.5
133.0 46.046.0
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y
225.0
Dimensions in mm
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Figure D.5 Schematic of the working sections for inclination angles of α = 0°
(upper) and α = 15° (lower).
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Porous material (α = 30°)
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Porous material (α = 45°) 225.0
Figure D.6 Schematic of the working sections for inclination angles of α = 30°
(upper) and α = 45° (lower).
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D.5 Velocity Profiles
Figure D.7 Cranfiled blower wind tunnel velocity profiles for various velocities (v).
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D.6 Repeatability Test
Figure D.8 Blower wind tunnel repeatability tests for various velocities (v), angle
of inclination (α) = 0° and porosity (β) = 0.66.
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REPEATABILITY TEST
Figure D.9 Blower wind tunnel repeatability tests for ports close to the porous
media as a function of velocity (v), angle of inclination (α) = 0° and porosity (β) =
0.66.
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D.7 Error Analysis
Wind tunnel velocity can be determined from pitot-static probe measurements
through Eq. (D.1), where q is the dynamic pressure and equals the difference of
total and static pressure
v =
√(
2q
ρ
)
. (D.1)
The relative error measurement in the velocity (∆v/v) is given by
∆v
v
=
√(
1
2
∆q
q
)2
+
(
1
2
∆ρ
ρ
)2
, (D.2)
where the relative error of the air density (∆ρ/ρ) is given by
∆ρ
ρ
=
√(
∆P
P
)2
+
(
∆T
T
)2
, (D.3)
where the errors specified by the manufacturers are ∆P = ±15 Pa on the barometer
(GE Druck DPI 141) and ∆T = ±0.5 K on the thermometer. For the purpose of
these calculations the experimentally recorded maximum barometric pressure and
ambient temperature of P = 99 693 Pa and T = 288 K, respectively, will be used
to determine the relative error in the air density. The error on the fluid density is
therefore given by
∆ρ
ρ
=
√(
15
99693
)2
+
(
0.5
288
)2
= 0.00174. (D.4)
The maximum relative error of the pressure transducers specified by the man-
ufacturer is ±0.3% of the pressure measurement. The maximum dynamic pressure
measured at 35 m/s is: q = 750 Pa. The corresponding error is therefore
∆q
q
= 0.3% = 2.25 Pa. (D.5)
The error on the velocity measurement is given by
∆v
v
=
√(
1
2
2.25
750
)2
+
(
1
2
(0.00174)
)2
= 0.17%. (D.6)
A sample calculation of the relative error of the pressure drop coefficient (∆P/q)
for a 50% porosity mesh (β) at a 0° inclination (α) is presented.
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For the maximum wind tunnel speed of 21 m/s the dynamic pressure (q) and the
pressure drop (∆P ) was measured to be q = 270 Pa and ∆P = 442 Pa, respectively.
The relative error is therefore given by
∆(∆P/q)
∆P/q
=
√(
∆(∆P )
∆P
)2
+
(
∆q
q
)2
, (D.7)
∆(∆P/q)
∆P/q
=
√(
1.326
442
)2
+
(
0.81
270
)2
= 0.43%. (D.8)
D.8 Pressure Drop Distribution
The results for the longitudinal pressure distribution along the duct show a con-
sistent trend which is qualitatively similar for all screens tested. An example for
a mesh of porosity β = 0.64 at 0° and 45° is shown in Fig. D.10 and Fig. D.11,
respectively, where the non-dimensional coordinate (x/L) is used to describe the
longitudinal distance from the start of the working section (x) relative to its total
length (L). Generally, the pressure drop occurs in close proximity to the screen
and its magnitude increases with wind tunnel velocity. The newly established lower
static pressure remains approximately constant downstream of the screen for the
remainder of the working section up to its end at x/L = 1 and then slowly increases
with distance. The same trend is observed upstream of the mesh. These changes
in static pressure away from the mesh are due to variable cross section of the duct,
Sections 1 and 2, which have corner fillets of longitudinally decreasing (with distance
from the working section) cross sectional area.
As a result of the duct-type working section arrangement, when the mesh is
inclined, differences in top and bottom pressure distribution occur in close proximity
to the screen. These differences are of greater magnitude with increasing speed (v)
and angle of inclination (α). This is possibly due to a difference in the effective
mesh inclination angle relative to the incoming flow (streamlines are aligned with
the duct walls) between the top and bottom of the working section. For example,
as shown in Fig. D.11 for an inclination of 45°, the mesh at the ceiling is inclined
with the flow direction and at the floor, it is inclined against the flow direction.
This results in a noticeably greater pressure drop across the mesh at the floor
(x/L = 0.19) compared to the ceiling (x/L = −0.19). Sufficiently far away from
the mesh (upstream of x/L = −0.2 and downstream of approximately x/L = 0.2)
the pressures on top and bottom even out as the flow symmetry in vertical direction
within the duct is restored.
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Figure D.10 Static pressure drop (∆P ) for various velocities (v), angle of inclina-
tion (α) = 0° and porosity (β) = 0.64.
x−axis: longitudinal distance along the wind tunnel centre line non-dimensionalized
by the tunnel length, working section starts at (x/)L = −0.19 and ends at (x/L) =
0.19.
y−axis: pressure difference between the local static pressures (upstream and down-
stream of the screens) and the reference ring static pressure in the contraction, screen
angle as shown in Figs. D.10 and D.11.
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Figure D.11 Static pressure drop (∆P ) for various velocities (v), angle of inclina-
tion (α) = 45° and porosity (β) = 0.64.
157
APPENDIX D
D.9 Pressure Drop vs. Velocity Graphs
Figure D.12 Pressure drop (∆P ) vs. velocity (v) for various porosities (β), angle
of inclination (α) = 0°.
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Figure D.13 Pressure drop (∆P ) vs. velocity (v) for various porosities (β), angle
of inclination (α) = 15°.
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Figure D.14 Pressure drop (∆P ) vs. velocity (v) for various porosities (β), angle
of inclination (α) = 30°.
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PRESSURE DROP VS. VELOCITY GRAPHS
Figure D.15 Pressure drop (∆P ) vs. velocity (v) for various porosities (β), angle
of inclination (α) = 45°.
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D.10 Permeability Calculations
Table D.1 Permeability calculations for porous media.
ρ Thickness T Porosity a b R2 K Y
(kg m−3) (m) (K) (β) (×10−8)
(α = 0°)
1.21 0.0006 290.70 0.41 1.3046 7.1259 1.00 0.15 0.0699
1.21 0.0005 291.32 0.50 0.8133 1.2267 1.00 0.74 0.1155
1.22 0.0002 291.45 0.64 0.3811 0.2283 1.00 1.59 0.1975
1.22 0.0012 291.05 0.70 0.2719 1.0737 1.00 1.69 0.0290
1.22 0.0020 289.05 0.76 0.3652 0.1523 0.99 2.36 0.0230
(α = 15°)
1.20 0.0006 290.88 0.41 1.319 5.6848 1.00 19.3 0.0842
1.20 0.0005 290.67 0.50 0.7816 1.2387 0.99 0.73 0.1110
1.21 0.0002 291.85 0.64 0.3510 0.2952 1.00 1.23 0.1609
1.21 0.0012 291.45 0.70 0.2857 0.9747 1.00 2.23 0.0234
1.22 0.0020 288.75 0.76 0.3009 0.4252 1.00 8.46 0.0359
(α = 30°)
1.20 0.0006 293.24 0.41 1.2559 4.4153 1.00 0.25 0.0866
1.20 0.0005 291.85 0.50 0.7459 0.4011 1.00 2.26 0.1866
1.20 0.0002 292.60 0.64 0.3387 0.4238 1.00 8.58 0.1310
1.20 0.0012 292.39 0.70 0.2693 0.6103 1.00 3.57 0.0354
1.21 0.0020 290.15 0.76 0.2566 0.1873 1.00 19.30 0.0464
(α = 45°)
1.21 0.0006 288.15 0.41 1.0455 3.4762 1.00 0.31 0.0805
1.20 0.0005 288.43 0.54 0.5911 0.4824 1.00 1.86 0.1340
1.20 0.0012 290.29 0.64 0.3162 0.1733 1.00 2.09 0.1910
1.20 0.0012 298.24 0.70 0.2576 0.3643 1.00 5.94 0.0436
1.22 0.0020 289.65 0.76 0.2159 0.0429 1.00 84.10 0.0814
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Table D.2 Permeability calculations for porous media (continued).
ρ Thickness T Porosity a b R2 K Y
(kg m−3) (m) (K) (β) (×10−8)
(α = 0°)
1.21 0.005 292.00 0.20 0.0400 0.0726 1.00 12.5 0.00233
1.21 0.010 292.00 0.40 0.0470 1.1900 1.00 15.2 0.00151
1.21 0.020 292.00 0.80 0.0700 0.9200 1.00 39.4 0.00181
D.11 Curve Fitting in MATLAB
D.11.1 Linear Least Squares
The Curve Fitting Toolbox (CFT) within MATLAB® uses linear least-squares to
fit a linear model to sample data. A linear model is defined as an equation that is
linear in the coefficients. For a sample data set containing n sample points that can
be modeled by a first degree polynomial
y = p1x+ p2. (D.9)
In order to solve Eq. (D.9) for the unknown coefficients (p1 and p2), one can
write a system (S) of n simultaneous linear equation equations in the two unknowns,
shown in Eq. (D.10). If n is greater than the number of unknowns the system is
called overdetermined.
S =
n∑
i=1
(yi − (p1x+ p2))2. (D.10)
The least-squares fitting process minimises the squared sum of the residuals.
The coefficients are therefore determined by differentiating S with respect to each
parameter and equating the result to zero, therefore
∂S
∂p1
= −2
n∑
i=1
xi(yi − (p1x+ p2)) = 0, (D.11)
∂S
∂p2
= −2
n∑
i=1
yi(yi − (p1x+ p2)) = 0. (D.12)
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The estimates of the true parameters are usually represent by b, substituting b1
and b2 for p1 and p2 into Eq. (D.11) and Eq. (D.12), gives
n∑
i=1
xi(yi − (b1x+ b2)) = 0, (D.13)
n∑
i=1
yi(yi − (b1x+ b2)) = 0. (D.14)
The normal equations are given by
b1
∑
x2i + b2
∑
xi =
∑
xiyi, (D.15)
b1
∑
xi + nb2 =
∑
yi, (D.16)
where the summations are from i = 1 to n and are omitted for clarity. Solving for
b1 and b2 gives
b1 =
n
∑
xiyi −
∑
xi
∑
yi
n
∑
x2i − (
∑
si)
2 , (D.17)
b2 =
1
n
(∑
yi − b1
∑
xi
)
. (D.18)
MATLAB® solves linear models in matrix form, where linear models are ex-
pressed as
y = Xβ + , (D.19)
where y is an n × 1 vector of responses, β is an m × 1 vector of coefficients, X
is the n × m model matrix, with  containing the n × 1 errors. For a first-degree
polynomial, the n equations in the two unknowns can be expressed in terms of y, X
and β by 
y1
y2
y3
·
·
·
yn

=

x11
x21
x31
·
·
·
xn1

×
[
p1
p2
]
. (D.20)
The least-squares solution to Eq. (D.20) is the vector b, which estimates the
unknown vector of coefficients (β). The normal equations are given by
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(XTX)b = XTy, (D.21)
where b is given by
b = (XTX)−1XTy. (D.22)
MATLAB® uses a QR Decomposition [136] based algorithm to solve Eq. (D.22)
due to the numerical stability. After solving for b, one can calculate the predicted
response values yˆ given by
yˆ = Xb = Hy, (D.23)
where
H = X(XTX)−1XT , (D.24)
with the residuals (r) given by the difference between the measured values (y) and
the model estimates (yˆ),
r = y − yˆ = (1−H)y. (D.25)
D.11.2 Weighted Least Squares
It is usually assumed that the response data was measured with equal accuracy for
each sample point (homoscedasticity). This implies that the error estimate therefore
has a constant variance. If this is not true an ordinary least squares (OLS) with
data that is heteroscedastic will be biased. An example of homoscedasticity and
various forms of heteroscedasticity is shown in Fig. D.16.
0
X
Y
0
X
Y
0
X
Y
0
X
Y
Homoscedasticity Heteroscedasticity
Type I
Heteroscedasticity
Type II
Heteroscedasticity
Type III
Figure D.16 Homoscedasticity and various types of heteroscedasticity [137].
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In order to remove the bias in OLS, weighting is added to the fit via weighted
least-squares regression (where a weight wi is introduced) will provide a better esti-
mate. Weighted least-squares (WLS) regression minimises the error estimate given
by
s =
n∑
i
wi(yi − yˆ)2. (D.26)
In matrix form the parameter estimates (b) can be written as
b = βˆ = (XTWX)−1XTWy, (D.27)
whereW is given by the diagonal elements of the weighting matrix w. The most com-
mon choice for weighting is White’s heteroscedasticity-consistent estimator (HCE),
where the residuals are weighted by the inverse of their variance
wi =
1
σ2i
, (D.28)
where the larger the variance of the observed data point, the lesser the effect of that
data point on the fitted curve.
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D.12 CFD Details
To establish grid convergence for the 2D simulations used to model porous materials,
three numerical domains were chosen. The physical size of the computational domain
was chosen as 1.0 m in the horizontal (x-axis) and 0.23 m in the vertical (y-axis).
The porous media was placed horizontally (α = 0°) at x = 0.5 m.
The initial mesh size (case 1) chosen consisted of 46 nodes along the x-axis
and 200 nodes along the y-axis corresponding to 9,200 nodes in the computational
domain. The mesh was then refined (case 2) in both the x and y directions to 92
and 400 nodes, respectively, giving a total node count of 36,800. This process was
again repeated (case 3) resulting in 147,200 nodes (184 × 800). The meshes used
for the grid convergence study are show in Fig. D.17.
The numerical simulations were compared with experimental data for an inlet
velocity of 15 m s−1 and a mesh porosity (β) of 50%. The solver parameters used for
the simulations are shown in Table D.3, the residuals from the simulation are shown
in Fig. D.18.
To check for the influence of the mesh cell sizing, the static pressure drop (∆P )
across the screen was monitored. The pressure drop across the screen was measured
at horizontal positions of 0.25 m and 0.75 m at a vertical height above the lower
wall of 0.115 m. This pressure drop was calculated for each of the three cases and is
shown in Table D.4.
From Table D.4, case 2 (36,800 nodes) shows little with additional refinement
to 147,200 nodes there is only a 0.06 Pa variation in the measured pressure drop.
Based on this result, the case 2 (36,800 modes) mesh was chosen for the simulations
in Chapter 3. The pressure distribution within the computational domain is shown
in Fig. D.19.
The meshes used for the simulations in Chapter 3 are shown in Fig. D.20 for
screen inclinations (α) of 0°, 15°, 30° and 45°. The corresponding solver parameters
are shown in Table D.5. The associated residuals from the simulations are shown
in Fig. D.21 and Fig. D.22. The convergence of the pressure drop (∆ P) across the
porous jump is shown in Fig. D.23.
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D.12.1 Grid Convergence
D.12.1.1 Meshes
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Figure D.17 Computational meshes for (a) 9,200, (b) 36,800 and (c) 147,200 grid
cells.
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D.12.1.2 Solver Parameters
Table D.3 CFD solver parameters used for the 2D porous media simulations.
General Details
Solver ANSYS® FLUENT® 15.0, Pressure Based,
Steady, Implicit, Node-Based
Mesh Type Structured
Number of Cells Case 1 - 9200
Case 2 - 36800
Case 3 - 147200
Solver Controls
Turbulence Model k − ε (Standard)
Near-Wall Treatment Standard Wall Treatment
Pressure-Velocity Coupling SIMPLE
Discretisation (Under Relaxation)
Gradient Least Squares Cell Based
Pressure Second Order (0.3)
Momentum Second Order Upwind (0.7)
Turbulent Kinetic Energy Second Order (0.8)
Turbulent Dissipation Rate Second Order Upwind (0.8)
Materials
Fluid Air
Density 1.225× 10−3 kg m−3
Viscosity 1.7894× 10−5 kg m−1 s−1
Boundary Conditions
Inlet Velocity Inlet (15 m s−1)
Outlet Pressure Outlet
Top Wall (Hydrodynamically smooth)
Bottom Wall (Hydrodynamically smooth)
Screen Porous Jump:
Face Permeability (αf ): 2.21× 10−8 m2
Porous Media Thickness: 0.001 m
Pressure-Jump Coefficient (C2f ): 1370 m
−1
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D.12.1.3 Residuals
Figure D.18 Scaled residuals for the 2D grid convergence study.
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D.12.1.4 Results
Table D.4 CFD grid convergence results.
Grid Size (x × y) Cell Arrangement Pressure Drop (∆P , Pa)
9200 46 × 200 204.93
36800 92 × 400 206.61
147200 184 × 800 206.67
20 100 160 220
Pressure (Pa)
0
0.5
-0.5
y/H
0.0 0.2 0.4 0.6 0.8 1.0
x/L
Porous media at x/L = 0.5
Cell on left
side of porous
jump zone
Cell on right
side of porous
jump zone
Interpolation across
porous jump
Figure D.19 Pressure distribution within the 2D computational domain.
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D.12.2 CFD Results
D.12.2.1 Meshes
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Figure D.20 Computational meshes for porous jump inclination angles of (a) α =
0°, (b) α = 15°, (c) α = 30° and α = 45°.
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D.12.2.2 Solver Parameters
Table D.5 CFD solver parameters used for the 2D porous media simulations.
General Details
Solver ANSYS® FLUENT® 15.0, Pressure Based,
Steady, Implicit, Node-Based
Mesh Type Structured
Number of Cells 36800
Solver Controls
Turbulence Model k − ε (Standard)
Near-Wall Treatment Standard Wall Treatment
Pressure-Velocity Coupling SIMPLE
Discretisation (Under Relaxation)
Gradient Least Squares Cell Based
Pressure Second Order (0.3)
Momentum Second Order Upwind (0.7)
Turbulent Kinetic Energy Second Order (0.8)
Turbulent Dissipation Rate Second Order Upwind (0.8)
Materials
Fluid Air
Density 1.225× 10−3 kg m−3
Viscosity 1.7894× 10−5 kg m−1 s−1
Boundary Conditions
Inlet Velocity Inlet
Outlet Pressure Outlet
Top Wall (Hydrodynamically smooth)
Bottom Wall (Hydrodynamically smooth)
Screen Porous Jump
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D.12.2.3 Residuals
Figure D.21 Scaled residuals for the 2D porous jump simulations for a screen
inclination of α = 0° (upper) and α = 15° (lower).
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Figure D.22 Scaled residuals for the 2D porous jump simulations for a screen
inclination of α = 30° (upper) and α = 45° (lower).
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Figure D.23 Facet averaged pressure drop (∆P ) convergence for the 2D porous
jump simulations. Screen porosity (β) of 0.50 and inlet velocity (v) of 15 m s−1.
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Full Scale Radiator Flow
E.1 Wind Tunnel Arrangement
Figure E.1 Hot side view of Young Calibration radiator blower wind tunnel.
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α = 0° α = 15°
α = 30° α = 45°
Figure E.2 Angular adjustment within blower wind tunnel.
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WORKING SECTION RENDERINGS
E.2 Working Section Renderings
(a
)
(b
)
(c
)
Figure E.3 Render of Young Calibration’s radiator working section, (a) side view,
(b) 3/4 view and (c) hot side view.
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Figure E.4 Render of Young Calibration’s radiator working section, hot side (left)
and cold side (right) views.
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WIND TUNNEL SCHEMATIC
E.3 Wind Tunnel Schematic
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Figure E.5 Schematic of Young Calibration’s wind tunnel.
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E.4 Schematic of the Working Sections
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Figure E.6 Schematic of blower wind tunnel working section, hot side (left) and
cold side (right) views.
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Figure E.7 Schematic of blower wind tunnel working section, side and radiator
view.
183
APPENDIX E
E.5 DENSO Radiator
Figure E.8 DENSO [138] reduced thickness radiator used in the experimental tests.
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E.6 Radiator Test Report
Figure E.9 Young Calibration test certification.
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E.6.1 Radiator Data for α = 0°
Table E.1 Young Calibration radiator pressure drop (∆P ) for 0° radiator inclination
(α).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 0°, No Coolant)
4.95 0.92 16.8 86
7.06 1.31 17.3 160
9.03 1.68 17.8 242
10.99 2.05 17.2 337
12.95 2.40 19.3 456
15.01 2.80 17.6 595
(α = 0°, Coolant Temp. = 60 ◦C)
5.00 0.90 25.0 92
7.00 1.27 25.0 164
9.00 1.63 25.0 247
10.97 1.99 24.9 348
13.03 2.37 25.0 477
15.04 2.74 25.1 611
(α = 0°, Coolant Temp. = 70 ◦C)
4.99 0.90 25.0 101
7.04 1.27 25.1 173
9.01 1.63 25.1 258
10.94 1.99 24.9 359
12.97 2.35 25.1 479
14.99 2.73 25.1 622
(α = 0°, Coolant Temp. = 80 ◦C)
4.99 0.90 25.0 104
6.91 1.25 24.9 176
8.92 1.62 24.9 261
11.01 2.00 24.9 368
12.99 2.36 25.1 490
14.99 2.72 25.0 624
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Table E.2 Young Calibration radiator pressure drop (∆P ) for 0° radiator inclination
(α) (continued).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 0°, Coolant Temp. = 90 ◦C)
4.95 0.90 24.9 107
7.00 1.27 24.9 182
9.00 1.63 25.0 268
11.07 2.01 25.1 379
12.95 2.35 24.8 497
14.98 2.72 24.9 642
(α = 0°, Coolant Temp. = 100 ◦C)
4.97 0.90 24.9 112
6.98 1.26 24.9 186
8.98 1.63 25.0 272
10.99 1.99 25.1 385
13.03 2.36 25.3 504
14.94 2.72 24.9 643
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Table E.3 Young Calibration heat transfer data for 0° radiator inclination (α).
Tunnel Flow Mass Inlet Outlet Heat Heat
Velocity Rate Flow Temp. Temp. ∆P Dissipation Rejection
(m/s) (L/min) (kg/s) (◦C) (◦C) (mbar) W m−2 K−1 (kW)
(α = 0°, Coolant Temp. = 60 ◦C)
5.00 120.1 2.09 59.6 57.6 706 2829.72 14.8
7.00 119.9 2.09 59.7 57.2 710 3469.36 18.2
9.00 120.0 2.09 59.8 57.0 711 4009.98 21.1
10.97 120.1 2.09 59.5 56.4 712 4461.02 23.3
13.03 120.1 2.09 59.8 56.3 716 4837.73 25.5
15.04 119.9 2.09 59.9 56.2 716 5179.44 27.2
(α = 0°, Coolant Temp. = 70 ◦C)
4.99 120.0 2.08 69.6 67.0 699 2875.23 19.4
7.04 120.0 2.08 70.5 67.2 699 3530.59 24.2
9.01 119.9 2.08 70.1 66.4 700 4083.92 27.8
10.94 120.0 2.08 69.9 65.7 703 4554.91 31.0
12.97 120.0 2.08 69.7 65.1 705 4980.85 33.6
14.99 119.9 2.08 69.7 64.8 706 5373.41 36.2
(α = 0°, Coolant Temp. = 80 ◦C)
4.99 119.8 2.06 79.7 76.5 683 2864.31 23.7
6.91 119.9 2.06 80.3 76.3 684 3555.86 29.8
8.92 120.0 2.06 80.3 75.6 685 4110.50 34.4
11.01 120.0 2.06 80.0 74.8 689 4611.88 38.4
12.99 120.0 2.06 79.9 74.2 689 5064.91 42.0
14.99 120.1 2.07 79.8 73.6 692 5467.41 45.2
(α = 0°, Coolant Temp. = 90 ◦C)
4.95 119.9 2.05 89.6 85.9 667 2841.03 27.8
7.00 120.1 2.05 90.4 85.6 670 3578.25 35.4
9.00 120.1 2.05 89.8 84.3 674 4158.71 40.7
11.07 119.9 2.05 89.6 83.4 673 4703.95 45.8
12.95 120.0 2.05 90.0 83.1 674 5146.32 50.7
14.98 120.0 2.05 90.1 82.8 674 5545.41 54.6
(α = 0°, Coolant Temp. = 100 ◦C)
4.97 120.1 2.04 99.9 95.5 655 2878.68 32.6
6.98 120.1 2.04 100.0 94.5 656 3582.67 40.6
8.98 119.9 2.03 99.5 93.2 658 4134.54 46.5
10.99 120.0 2.04 99.6 92.5 659 4696.78 52.9
13.03 120.0 2.04 99.6 91.9 659 5122.61 57.5
14.94 119.9 2.03 99.5 91.1 663 5532.43 62.4
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Figure E.10 Heat transfer coefficient (h) vs. velocity (v) for 0° radiator inclination
(α).
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E.6.2 Radiator Data for α = 15°
Table E.4 Young Calibration radiator pressure drop (∆P ) for 15° radiator inclina-
tion (α).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 15°, No Coolant)
4.93 0.91 18.4 85
6.98 1.29 17.8 157
8.96 1.66 17.7 236
10.99 2.04 17.7 335
13.01 2.42 18.0 462
14.97 2.79 18.0 599
(α = 15°, Coolant Temp. = 60 ◦C)
4.96 0.90 25.2 89
6.97 1.26 25.0 160
9.02 1.63 25.2 248
10.98 1.99 25.1 350
13.00 2.36 25.0 477
14.98 2.72 25.1 614
(α = 15°, Coolant Temp. = 70 ◦C)
4.98 0.90 25.0 92
6.99 1.26 25.2 164
8.98 1.62 25.1 254
11.00 1.99 25.0 358
12.98 2.36 25.0 481
15.02 2.73 25.1 620
(α = 15°, Coolant Temp. = 80 ◦C)
4.99 0.90 25.0 98
7.04 1.27 25.0 170
9.00 1.63 25.1 256
10.98 1.99 25.1 363
12.97 2.35 25.0 489
14.96 2.72 25.0 632
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Table E.5 Young Calibration radiator pressure drop (∆P ) for 15° radiator inclina-
tion (α) (continued).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 15°, Coolant Temp. = 90 ◦C)
4.99 0.90 25.2 100
7.01 1.27 25.0 173
8.99 1.63 25.2 260
11.00 1.99 25.1 371
13.04 2.37 25.1 500
15.00 2.72 25.0 641
(α = 15°, Coolant Temp. = 100 ◦C)
5.02 0.91 25.0 104
7.01 1.27 25.1 179
8.96 1.62 25.1 269
11.11 2.01 25.1 383
12.99 2.36 25.1 512
14.91 2.71 24.9 651
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Table E.6 Young Calibration heat transfer data for 15° radiator inclination (α).
Tunnel Flow Mass Inlet Outlet Heat Heat
Velocity Rate Flow Temp. Temp. ∆P Dissipation Rejection
(m/s) (L/min) (kg/s) (◦C) (◦C) (mbar) W m−2 K−1 (kW)
(α = 15°, Coolant Temp. = 60 ◦C)
4.96 120.0 2.09 59.9 57.9 700 2795.72 14.7
6.97 120.0 2.09 59.9 57.4 704 3458.60 18.2
9.02 120.0 2.09 59.8 57.0 705 3965.39 20.7
10.98 120.0 2.09 59.9 56.7 707 4425.08 23.3
13.00 120.0 2.09 59.8 56.4 708 4826.87 25.4
14.98 120.0 2.09 60.0 56.3 711 5212.64 27.5
(α = 15°, Coolant Temp. = 70 ◦C)
4.98 120.0 2.08 69.6 67.0 692 2839.96 19.1
6.99 120.0 2.08 69.7 66.5 694 3509.15 23.6
8.98 120.0 2.08 69.8 66.1 695 4067.80 27.5
11.00 120.0 2.08 69.8 65.6 698 4557.00 30.9
12.98 119.9 2.08 69.8 65.2 699 4972.40 33.7
15.02 119.9 2.08 69.9 64.9 700 5355.90 36.2
(α = 15°, Coolant Temp. = 80 ◦C)
4.99 120.0 2.06 79.6 76.4 679 2857.85 23.6
7.04 120.0 2.06 79.8 75.8 680 3565.80 29.5
9.00 119.9 2.06 79.7 75.2 682 4098.04 33.9
10.98 120.0 2.06 79.8 74.6 685 4632.74 38.3
12.97 120.1 2.06 79.8 74.1 685 5083.48 42.1
14.96 120.1 2.06 79.8 73.7 687 5460.71 45.2
(α = 15°, Coolant Temp. = 90 ◦C)
4.99 120.0 2.05 89.5 85.8 665 2866.97 27.9
7.01 120.0 2.05 89.6 84.9 665 3582.93 35.0
8.99 120.0 2.05 89.5 84.1 666 4152.53 40.4
11.00 120.0 2.05 89.6 83.5 672 4665.32 45.5
13.04 119.9 2.05 89.9 83.1 669 5122.10 50.2
15.00 120.0 2.05 89.8 82.5 674 5530.93 54.2
(α = 15°, Coolant Temp. = 100 ◦C)
5.02 120.1 2.04 99.7 95.4 651 2865.74 32.4
7.01 120.0 2.04 99.6 94.2 653 3568.15 40.2
8.96 120.0 2.04 99.5 93.2 653 4155.59 46.8
11.11 120.1 2.04 99.8 92.7 655 4696.35 53.1
12.99 120.0 2.04 99.6 91.8 657 5157.41 58.1
14.91 120.1 2.04 99.6 91.2 658 5565.15 62.8
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Figure E.11 Heat transfer coefficient (h) vs. velocity (v) for 15° radiator inclination
(α).
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E.6.3 Radiator Data for α = 30°
Table E.7 Young Calibration radiator pressure drop (∆P ) for 30° radiator inclina-
tion (α).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 30°, No Coolant)
4.99 0.93 17.8 90
7.00 1.30 17.7 164
8.99 1.67 18.2 250
11.01 2.05 18.5 356
13.00 2.43 17.8 481
14.90 2.79 17.8 615
(α = 30°, Coolant Temp. = 60 ◦C)
5.00 0.91 25.2 97
6.99 1.27 25.1 167
9.02 1.64 25.0 255
11.01 2.01 25.0 363
12.97 2.37 25.0 485
14.99 2.74 25.1 638
(α = 30°, Coolant Temp. = 70 ◦C)
4.99 0.91 25.2 100
7.00 1.27 25.1 173
9.01 1.64 25.2 261
10.98 2.00 25.0 367
12.97 2.36 25.4 491
14.99 2.74 24.6 650
(α = 30°, Coolant Temp. = 80 ◦C)
5.02 0.91 25.1 103
6.99 1.27 25.1 176
9.01 1.64 25.0 267
10.98 2.00 25.0 374
12.97 2.36 25.0 507
14.91 2.72 25.0 650
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Table E.8 Young Calibration radiator pressure drop (∆P ) for 30° radiator inclina-
tion (α) (continued).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 30°, Coolant Temp. = 90 ◦C)
5.00 0.91 25.1 108
6.98 1.27 25.1 183
8.97 1.63 24.9 273
10.96 1.99 25.1 383
12.97 2.36 25.0 513
15.02 2.74 25.1 666
(α = 30°, Coolant Temp. = 100 ◦C)
4.99 0.90 25.0 112
6.98 1.27 25.0 189
9.01 1.64 25.2 279
10.99 2.00 25.0 391
13.00 2.37 25.2 523
14.97 2.73 25.0 678
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Table E.9 Young Calibration heat transfer data for 30° radiator inclination (α).
Tunnel Flow Mass Inlet Outlet Heat Heat
Velocity Rate Flow Temp. Temp. ∆P Dissipation Rejection
(m/s) (L/min) (kg/s) (◦C) (◦C) (mbar) W m−2 K−1 (kW)
(α = 30°, Coolant Temp. = 60 ◦C)
5.00 120.0 2.09 60.2 58.2 704 2839.15 15.0
6.99 120.0 2.09 60.4 57.9 706 3429.70 18.3
9.02 119.9 2.09 60.0 57.2 708 3971.48 21.0
11.01 120.0 2.09 59.8 56.6 711 4413.64 23.2
12.97 120.0 2.09 59.8 56.3 712 4843.65 25.5
14.99 120.0 2.09 59.9 56.1 713 5263.17 27.7
(α = 30°, Coolant Temp. = 70 ◦C)
4.99 119.9 2.07 70.3 67.6 696 2860.97 19.5
7.00 120.2 2.08 69.8 66.5 699 3544.20 24.0
9.01 120.0 2.08 70.2 66.5 700 4052.53 27.6
10.98 120.0 2.08 70.0 65.8 702 4542.57 30.9
12.97 120.0 2.08 69.9 65.3 702 5013.23 33.7
14.99 119.9 2.07 69.9 64.8 703 5430.33 37.2
(α = 30°, Coolant Temp. = 80 ◦C)
5.02 120.1 2.07 79.9 76.6 683 2910.12 24.1
6.99 120.0 2.06 80.5 76.5 686 3548.99 29.7
9.01 119.9 2.06 79.9 75.3 686 4119.98 34.2
10.98 120.0 2.06 79.8 74.6 688 4612.56 38.2
12.97 120.0 2.06 79.6 73.9 691 5099.88 42.1
14.91 119.9 2.06 79.7 73.6 691 5505.54 45.6
(α = 30°, Coolant Temp. = 90 ◦C)
5.00 120.2 2.05 90.2 86.3 668 2903.37 28.6
6.98 120.1 2.05 89.5 84.9 672 3510.47 34.2
8.97 120.0 2.05 89.9 84.5 672 4102.60 40.3
10.96 120.1 2.05 90.0 83.8 674 4667.17 45.7
12.97 120.0 2.05 89.5 82.8 675 5129.58 50.0
15.02 120.0 2.05 89.9 82.5 676 5577.36 54.6
(α = 30°, Coolant Temp. = 100 ◦C)
4.99 120.1 2.04 99.8 95.4 656 2868.79 32.4
6.98 119.9 2.03 100.4 94.9 657 3583.76 40.8
9.01 119.9 2.03 100.0 93.7 659 4137.48 46.8
10.99 119.9 2.03 99.6 92.5 660 4677.16 52.7
13.00 120.0 2.04 99.6 91.8 661 5150.94 58.0
14.97 119.9 2.03 99.9 91.3 661 5612.71 63.6
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Figure E.12 Heat transfer coefficient (h) vs. velocity (v) for 30° radiator inclination
(α).
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E.6.4 Radiator Data for α = 45°
Table E.10 Young Calibration radiator pressure drop (∆P ) for 45° radiator incli-
nation (α).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 45°, No Coolant)
5.03 0.93 18.2 92
6.99 1.30 17.8 163
9.03 1.68 18.2 254
11.00 2.05 17.8 360
12.95 2.41 18.2 490
15.00 2.79 18.8 642
(α = 45°, Coolant Temp. = 60 ◦C)
4.99 0.90 24.8 98
7.00 1.27 25.3 171
8.97 1.63 25.0 260
11.00 2.00 25.0 368
13.03 2.37 24.9 505
14.98 2.73 24.9 653
(α = 45°, Coolant Temp. = 70 ◦C)
5.03 0.91 25.0 101
6.99 1.27 25.0 173
9.00 1.63 25.1 263
11.02 2.00 25.1 375
12.96 2.36 25.0 506
15.00 2.73 25.1 662
(α = 45°, Coolant Temp. = 80 ◦C)
4.97 0.90 24.9 101
7.00 1.27 24.9 177
8.95 1.62 25.0 269
10.94 1.99 24.9 377
12.97 2.36 24.9 511
15.04 2.74 25.0 678
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Table E.11 Young Calibration radiator pressure drop (∆P ) for 45° radiator incli-
nation (α) (continued).
Tunnel Velocity Air Mass Flow Inlet Temp. Rad. ∆P
(m/s) (kg/s) (◦C) (Pa)
(α = 45°, Coolant Temp. = 90 ◦C)
5.02 0.91 24.9 106
6.95 1.26 24.9 179
8.95 1.62 25.0 270
11.03 2.00 25.1 391
12.99 2.36 25.0 528
15.22 2.77 25.4 687
(α = 45°, Coolant Temp. = 100 ◦C)
4.98 0.90 24.8 106
7.03 1.27 25.1 185
8.97 1.63 25.2 275
10.94 1.99 24.7 388
12.99 2.36 25.1 533
14.91 2.71 25.2 681
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Table E.12 Young Calibration heat transfer data for 45° radiator inclination (α).
Tunnel Flow Mass Inlet Outlet Heat Heat
Velocity Rate Flow Temp. Temp. ∆P Dissipation Rejection
(m/s) (L/min) (kg/s) (◦C) (◦C) (mbar) W m−2 K−1 (kW)
(α = 45°, Coolant Temp. = 60 ◦C)
4.99 120.1 2.09 60.4 58.4 707 2759.75 14.8
7.00 119.9 2.09 60.2 57.7 704 3394.56 17.9
8.97 120.2 2.09 60.2 57.3 713 3892.93 20.7
11.00 120.0 2.09 60.1 57.0 713 4351.88 23.1
13.03 119.9 2.09 59.8 56.4 714 4816.48 25.4
14.98 120.0 2.09 60.4 56.6 715 5197.69 27.9
(α = 45°, Coolant Temp. = 70 ◦C)
5.03 120.0 2.08 69.9 67.3 698 2839.56 19.3
6.99 120.0 2.08 69.7 66.4 700 3513.62 23.7
9.00 120.0 2.08 69.7 66.0 701 4064.48 27.4
11.02 120.2 2.08 69.8 65.7 705 4575.93 31.0
12.96 120.0 2.08 69.9 65.3 706 5029.16 34.1
15.00 120.0 2.08 69.9 64.9 707 5456.39 37.0
(α = 45°, Coolant Temp. = 80 ◦C)
4.97 119.9 2.06 79.7 76.5 683 2869.37 23.8
7.00 119.9 2.06 79.8 75.9 688 3539.56 29.4
8.95 120.0 2.06 79.9 75.3 689 4128.91 34.3
10.94 120.1 2.06 79.7 74.5 691 4628.78 38.3
12.97 120.0 2.06 79.7 73.9 691 5116.13 42.3
15.04 120.0 2.06 80.0 73.7 691 5579.76 46.4
(α = 45°, Coolant Temp. = 90 ◦C)
5.02 119.9 2.05 89.7 85.9 671 2892.86 28.3
6.95 119.9 2.05 89.7 85.0 673 3563.54 34.9
8.95 119.8 2.05 89.6 84.2 673 4125.06 40.3
11.03 119.9 2.05 89.6 83.4 676 4705.23 45.9
12.99 120.1 2.05 90.5 83.7 677 5148.64 51.0
15.22 120.0 2.05 89.8 82.4 678 5626.81 54.7
(α = 45°, Coolant Temp. = 100 ◦C)
4.98 120.0 2.04 99.6 95.2 657 2880.10 32.5
7.03 120.0 2.04 99.7 94.3 657 3567.36 40.2
8.97 120.0 2.04 99.6 93.3 663 4136.05 46.5
10.94 119.8 2.03 99.6 92.4 663 4677.20 52.9
12.99 120.0 2.04 99.6 91.7 664 5188.91 58.4
14.91 120.0 2.04 99.8 91.3 664 5629.18 63.6
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Figure E.13 Heat transfer coefficient (h) vs. velocity (v) for 45° radiator inclination
(α).
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E.7 Error Analysis
Wind tunnel velocity can be determined from pitot-static probe measurements
through Eq. (E.1), where q is the dynamic pressure and equals the difference between
the total and static pressure
v =
√(
2q
ρ
)
. (E.1)
The relative error measurement in the velocity (∆v/v) is given by
∆v
v
=
√(
1
2
∆q
q
)2
+
(
1
2
∆ρ
ρ
)2
, (E.2)
where the relative error of the air density (∆ρ/ρ) is given by
∆ρ
ρ
=
√(
∆P
P
)2
+
(
∆T
T
)2
, (E.3)
where ∆P = ±15 Pa is the barometer error on the GE Druck DPI 141 and ∆T =
±0.5 K is the thermometer error, where the errors are specified by the respective
manufactures. For the purpose of these calculations the experimentally recorded
maximum barometric pressure and ambient temperature of P = 102 100 Pa and
T = 298.15 K, respectively, will be used to determine the relative error in the air
density. The error on the density is therefore given by
∆ρ
ρ
=
√(
15
102100
)2
+
(
0.5
298.15
)2
= 0.00168. (E.4)
The maximum relative error of the pressure transducers specified by the manu-
facturer is ±0.5% of the pressure measurement. The maximum error specified for
the velocity is ±1% of the velocity measurement.
A sample calculation of the relative error of the pressure drop coefficient for a full
scale radiator with a maximum tested velocity of 15 m/s and a pressure drop (∆P )=
687 Pa is presented. The relative error on the pressure drop coefficient (∆P/q) is
therefore given by
∆(∆P/q)
∆P/q
=
√(
∆(∆P )
∆P
)2
+
(
∆q
q
)2
, (E.5)
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where,
∆q
q
=
√
2 ·
(
∆v
v
)2
+
(
∆ρ
ρ
)2
, (E.6)
therefore the error on the dynamic pressure (q) is
∆q
q
=
√
2 ·
(
0.15
15
)2
+ (0.00168)2 = 0.02, (E.7)
hence the error on the pressure drop coefficient is
∆(∆P/q)
∆P/q
=
√(
3.435
687
)2
+ (0.02)2 = 2.06%. (E.8)
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E.8 CFD Details
The physical size of the computational domain was chosen as 2.016 m in the hori-
zontal (x-axis), with the vertical (y-axis) and spanwise (z-axis) dimensions matching
that of the physical radiator (0.402 m and 0.376 m, respectively) with the radiator
having a thickness of 0.016 m.
The mesh consisted of a total of 2,160,000 nodes arranged as 216 × 100 × 100 in
the x, y, z directions, respectively. The mesh used in the radiator CFD simulations
is shown in Fig. E.14. The numerical simulations were compared with experimental
data for inlet velocities of 4.97, 6.98, 8.98, 10.99, 13.03 and 14.94 m s−1. The solver
parameters used for the simulations are shown in Table E.13.
To check for solution convergence, in addition to residual monitoring (shown
in Fig. E.15 and Fig. E.16), the centreline temperature downstream of the radia-
tor was monitored. The facet-averaged monitor was horizontally located at 0.5 m
downstream of the cold-side of the radiator and is shown in Fig. E.17.
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E.8.1 CFD Results
E.8.1.1 Mesh
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Figure E.14 Computational mesh for radiator model, (a) side view, (b) front view
and (c) 3/4 view.
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E.8.1.2 Solver Parameters
Table E.13 CFD solver parameters used for the radiator simulations.
General Details
Solver ANSYS® FLUENT® 15.0, Pressure Based,
Steady, Implicit, Node-Based
Mesh Type Structured
Number of Cells 2160000
Solver Controls
Turbulence Model k − ε (Standard)
Near-Wall Treatment Standard Wall Treatment
Pressure-Velocity Coupling SIMPLE
Discretisation (Under Relaxation)
Gradient Least Squares Cell Based
Pressure Second Order (0.3)
Momentum Second Order Upwind (0.7)
Turbulent Kinetic Energy Second Order (0.8)
Turbulent Dissipation Rate Second Order Upwind (0.8)
Energy Second Order Upwind
Materials
Fluid Air
Density 1.225× 10−3 kg m−3
Viscosity 1.7894× 10−5 kg m−1 s−1
Boundary Conditions
Inlet Velocity Inlet (4.97, 6.98, 8.98, 10.99, 13.03
and 14.94 m s−1)
Outlet Pressure Outlet
Top / Bottom / Left / Right Wall (Hydrodynamically smooth)
Radiator Radiator: Pressure Drop Coefficient (∆P/q):
Polynomial: [1] 11.3, [2] -0.8955 and
[3] 0.03118, Heat Transfer Coefficient (h):
Polynomial: [1] 3730, [2] 420.27 and
[3] -9.101, Temperature (k): 373.15
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E.8.2 Residuals
Figure E.15 Scaled residuals for the CFD radiator simulations.
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Figure E.16 Scaled residuals for the CFD radiator simulations (continued).
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E.8.2.1 Temperature Convergence
Figure E.17 Facet averaged temperature convergence for the CFD radiator simu-
lations.
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Appendix F
Radiator Matrix Channel Flow
F.1 Wind Tunnel Arrangement
Figure F.1 Cranfield University’s Shrivenham blower wind tunnel, (a) front view
of working section, (b) side view of working section and (c) channel view.
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Figure F.2 Cranfield University’s Shrivenham blower wind tunnel, (a) view of the
thermocouple mounting locations, (b) side view of working section with laser and
(c) thermocouple controller wiring.
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WORKING SECTION RENDERINGS
F.2 Working Section Renderings
(a
)
(b
)
(c
)
Figure F.3 Render of Cranfield University’s Shrivenham blower wind tunnel, (a)
channel entrance view, (b) 3/4 view and (c) front view.
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F.3 Wind Tunnel Schematic
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Figure F.4 Schematic of Cranfield University’s Shrivenham blower wind tun-
nel [139].
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SCHEMATICS OF THE WORKING SECTION
F.4 Schematics of the Working Section
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Figure F.5 Schematic of Cranfield University’s Shrivenham working section.
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F.5 Flexible Heater Specification Sheet
Figure F.6 OMEGA® SRFG heater specification sheet [140].
216
VELOCITY PROFILES
F.6 Velocity Profiles
Figure F.7 Shrivenham blower wind tunnel velocity profiles for various velocities
(v).
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F.7 Error Analysis
The velocity measurements were made using a Dantec FibreFlow Laser Doppler
Anemometry (LDA) optics set up as a 1D system with a 310 mm focal length probe
and bespoke x-y-z traverse. The maximum error associated with the mean velocity
(U) is given by the manufacturer as
∆U
U
= 2.0%, (F.1)
the corresponding maximum error associated with the root mean squared (urms)
velocity is given by
∆urms
urms
= 3.0%. (F.2)
The OMEGA® self-adhesive K-type thermocouples have an associated error of
∆T
T
= ±1.0K. (F.3)
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F.8 CFD Details
To establish grid convergence for the 3D simulations used to model a simplified
radiator channel, three numerical domains were chosen. The physical size of the
simplified channel was 0.600 m in the horizontal (x-axis), 0.135 m in the vertical
(y-axis) and 0.160 m in the spanwise (z-axis).
The initial mesh size (case 1) chosen consisted of 157 nodes along the x-axis, 42
nodes along the y-axis and 62 nodes along the z-axis. This equated to a total of
408,828 nodes in the computational domain. The mesh was then refined (case 2) in
both the x and y directions to 313 and 83 nodes, respectively, whilst maintaining
a spanwise node count of 62, this resulted in a total node count of 1,610,698. This
process was again repeated (case 3) in the x and y directions (626 and 166 nodes,
respectively) whilst again maintaining a spanwise node count of 62, resulting in
6,442,792 total nodes. The meshes used for the grid convergence study are show in
Fig. F.8 and Fig. F.9.
The solver parameters used for the simulations are shown in Table F.1, the
residuals from the simulation are shown in Fig. F.9. The dimensionless wall distance
(y+) for a wall-bounded flow is given by
y+ ≡ u∗y
ν
, (F.4)
where
u∗ ≡
√
τw
ρ
, (F.5)
where τw is the wall shear stress, ρ is the fluid density at the wall, y is the distance
to the nearest wall and ν is the kinematic viscosity of the fluid near the wall.
The variation in the numerical simulations were compared with at a normalised
downstream location (x/L) of 0.9. The velocities were normalised with respect to
the inlet velocity of 4 m s−1, the graphical output from the simutions is shown in
Fig. F.12, with the normalised velocity profiles plotted in Fig. F.13. The 1.6× 106
and 6.4 × 106 meshes (case 2 and case 3, respectively) exhibited no variation in
the centreline velocity and as a result the 1.6 × 106 (case 2) mesh was used in the
simplified radiator channel simulations.
For the turbulence model comparison, the general solver settings are shown in
Table F.2. The turbulence specific solver settings for the Standard k−ω and Tran-
sition SST k−ω are shown in Table F.3 and Table F.4, respectively. The associated
residuals from the heated and unheated, Standard k − ω and Transition SST k − ω
simulations are shown in Fig. F.14 and Fig. F.15, respectively. The heated (120 K),
heated (140 K) and heated (100 K, on all four walls) residuals are shown in Fig. F.16.
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In addition to residual monitoring, the convergence of the heat flux (−→q ) was
monitored at a normalised distance (x/L) of 0.9. The convergence of the heat flux
for the heated channel simulations is shown in Fig. F.17.
F.8.1 CFD Grid Convergence
F.8.1.1 Meshes
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Figure F.8 Computational meshes for (a) 408,828, (b) 1,610,698 and (c) 6,442,792
grid cells.
220
CFD DETAILS
Z
X
Y
(a)
(b)
(c)
Figure F.9 Computational meshes for (a) 408,828, (b) 1,610,698 and (c) 6,442,792
grid cells (continued).
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F.8.1.2 Solver Parameters
Table F.1 CFD solver parameters used in the 3D channel grid convergence simu-
lations.
General Details
Solver ANSYS® FLUENT® 15.0, Pressure Based,
Steady, Implicit, Node-Based
Mesh Type Structured
Number of Cells Case 1 - 408828
Case 2 - 1610698
Case 3 - 6442792
Solver Controls
Turbulence Model k − ω (Standard)
Near-Wall Treatment Standard Wall Treatment
Pressure-Velocity Coupling SIMPLE
Discretisation (Under Relaxation)
Gradient Least Squares Cell Based
Pressure Second Order (0.3)
Momentum Second Order Upwind (0.7)
Turbulent Kinetic Energy Second Order (0.8)
Turbulent Dissipation Rate Second Order Upwind (0.8)
Materials
Fluid Air
Density 1.225× 10−3 kg m−3
Viscosity 1.7894× 10−5 kg m−1 s−1
Boundary Conditions
Inlet Velocity Inlet (4 m s−1)
Outlet Pressure Outlet
Top Wall (Hydrodynamically smooth)
Bottom Wall (Hydrodynamically smooth)
Left Wall (Hydrodynamically smooth)
Right Wall (Hydrodynamically smooth)
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F.8.1.3 Residuals
Figure F.10 Scaled residuals for the channel grid convergence.
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F.8.1.4 Wall y+
Figure F.11 Dimensionless wall distance (y+) for the channel grid convergence.
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F.8.1.5 Results
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Figure F.12 Velocity fields for (a) 408,828, (b) 1,610,698 and (c) 6,442,792 grid
cells.
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Figure F.13 Normalised centreline velocity (Ux/U0) profiles for the tested meshes
at a normalised downstream (x/L) distance of 0.9.
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F.8.2 CFD Results
F.8.2.1 General Solver Parameters
Table F.2 CFD solver parameters used in the 3D channel simulations.
General Details
Solver ANSYS® FLUENT® 15.0, Pressure Based,
Steady, Implicit, Node-Based
Mesh Type Structured
Number of Cells 1610698
Materials
Fluid Air
Density Incompressible, ideal gas law
Specific Heat 1006.43 J kg−1 K−1
Thermal Conductivity 0.0242 W m−1 K−1
Viscosity Sutherland law
Molecular Weight 28.966 kg kmol−1
Boundary Conditions
Inlet Velocity Inlet (velocity and turbulent kinetic energy
profiles, specific dissipation rate of 12.3 s−1)
Outlet Pressure Outlet
Top Wall (aluminium with temperature profile)
Bottom Wall (aluminium with temperature profile)
Left Wall (wood)
Right Wall (smooth glass)
Top/Bottom/Left/Right (Hydrodynamically smooth)
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F.8.2.2 Standard k − ω Solver Parameters
Table F.3 CFD solver parameters used in the 3D k − ω channel simulations.
Solver Controls
Turbulence Model k − ω (Standard)
k − ω Options Low-Re and Shear Flow Corrections
Pressure-Velocity Coupling SIMPLE
Discretisation (Under Relaxation)
Gradient Least Squares Cell Based
Pressure Second Order (0.3)
Momentum Second Order Upwind (0.7)
Turbulent Kinetic Energy Second Order (0.8)
Turbulent Dissipation Rate Second Order Upwind (0.8)
Specific Dissipation Rate Second Order Upwind (0.8)
Energy Second Order Upwind
F.8.2.3 Transition SST k − ω Solver Parameters
Table F.4 CFD solver parameters used in the 3D Trans. SST k − ω channel
simulations.
Solver Controls
Turbulence Model Transition SST
Pressure-Velocity Coupling SIMPLE
Discretisation (Under Relaxation)
Gradient Least Squares Cell Based
Pressure Second Order (0.3)
Momentum Second Order Upwind (0.7)
Turbulent Kinetic Energy Second Order (0.8)
Specific Dissipation Rate Second Order Upwind (0.8)
Intermittency Second Order Upwind (0.8)
Momentum Thickness Re Second Order Upwind (0.8)
Energy Second Order Upwind
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F.8.2.4 Residuals
F.8.2.5 Standard k − ω
Figure F.14 Scaled residuals for the unheated (upper plot) and heated (lower plot)
Standard k − ω simulations.
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F.8.2.6 Trans. SST k − ω
Figure F.15 Scaled residuals for the unheated (upper plot) and heated (lower plot)
Trans. SST k − ω simulations.
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Figure F.16 Scaled residuals for the heated (393.15 K, upper plot), heated
(413.15 K, middle plot) and *heated (373.15 K on all four walls of the channel,
lower plot) Trans. SST k − ω simulations.
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Figure F.17 Heat flux convergence for the heated channel simulations. *heated on
all four walls of the channel.
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