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Abstract 
Dwyer, R.A., Convex hulls of samples from spherically symmetric distributions, Discrete Applied 
Mathematics 31 (1991) 113-132. 
The convex hull of a set of independent random points sampled from three types of spherically 
symmetric distributions in IRd is investigated. Asymptotic behavior of the expected number of 
vertices, number of facets, probability content, surface area, and volume is estimated as sample 
size grows without bound. The estimates are applied to analyzing algorithms for constructing con- 
vex hulls. 
Let .6PYn={X,,X,,..., X,,} be a set of i.i.d. points in Rd. The convex hull of 
Zn--the intersection of all closed halfspaces containing Z”,--is a polytope. A 
number of researchers have examined the asymptotic behavior of the expectations 
of various quantities related to this polytope, such as its combinatorial complexity, 
volume, surface area, mean width, probability content, and shape, for fixed 
(typically uniform) distributions as the number of points n approaches infinity. The 
history of these investigations is no longer short, and is recounted in surveys by 
Buchta [5] and Schneider [23]. 
The primary motivation for this investigation is analysis of average running times 
of algorithms for constructing a representation of the facial lattice of the convex 
hull of a given point set. Ev, and Ef,, the expected number of vertices and facets 
of the convex hull, determine the running time of typical algorithms. Clearly it is 
possible that v, = n, and it can be shown that f, = O(n Ld’2J) for certain families of 
point sets [4]. However, for any distribution having a density with respect to 
Lebesgue measure in Rd, Devroye [lo] proved that Ev, =0(n), and no such 
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distribution is known to violate the equation Ef,,=O(Eu,). We show that, under 
such assumptions, convex hulls can be constructed much more quickly on average 
than in the worst case. 
Secondarily, we investigate other quantities such as EA, and EI/,, the expected 
surface area and volume of the convex hull. The expected probability content of the 
convex hull can be derived immediately from the expected number of vertices, and, 
according to Efron [16], is equal to 
Ev II+1 
l-- 
n+l . 
We say a density function p on iRd is spherically symmetric if p(x) =p(y) 
whenever 11x11 = IIyll , and we define F(x) : = Pr( \/X)1 rx}, the probability that a ran- 
dom point lies outside the sphere of radius x centered at the origin. This work ex- 
tends to higher dimensions of Carnal’s quite general results for the plane [7]. Much 
of their generality comes from his attention to the class of so-called slowly varying 
functions. A formal definition precedes Lemma 6 in Section 1; these functions are 
o(na) for all positive cr. Following Carnal, we will consider two types of spherically 
symmetric distribution with infinite support and one type with bounded support. 
Following Eddy and Gale, who studied another aspect of these distributions [15], 
we name them algebraic, exponential, and truncated. 
Our first theorem deals with a class of distributions having algebraic tails. 
Theorem 1. For distributions satisfying F(x) =x-~L(x) with k> 0 and L(x) slowly 
varying, 
where L& 
Eo,=@(l), Ef,,=O(l), EA, = @(L$d(n)n(d-l)‘k), 
EC = @(L{d(n)nd’k), 
is also slowly varying. 
As more and more points are chosen from an algebraic distribution, the convex 
hull tends to expand rather quickly and without bound. On the other hand, and 
perhaps surprisingly, its combinatorial complexity tends to remain constant. 
Our second theorem deals with distributions that we say (somewhat loosely) have 
exponential tails. We will see that the d-dimensional normal distribution is an ex- 
ponential distribution with L(x) - iz. This special case was investigated by 
Raynaud [20]. For these distributions, all four quantities increase without bound, 
but rather slowly. 
Theorem 2. For distributions atisfying x = L( 1 /F(x)) with L(x) slowly varying and 
satisfying technical smoothness conditions stated in (3.3), (3.4), and (3.9, Ev,, 
Ef,,, EA,, and EV,, are slowly varying, and further 
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EA, = o(L(n))d-‘, E v, = @(L(~z))~. 
Our third theorem deals with distributions whose support is a d-ball. We say such 
distributions have truncated tails. Here the surface area and volume are bounded 
by and approach that of the d-ball, while the combinatorial complexity increases 
rather quickly. Raynaud [20] investigated the uniform distribution, a special case 
with k= 1. 
Theorem 3. For distributions in the unit d-ballsatisfying F(l -x) - cxkforpositive k, 
,,7” =@(,#-‘)/(2k+d-l)) n and Ef,=O(n(“-‘)/(2k+d~1)). 
Section 1 presents preliminaries and methods applicable to all spherically sym- 
metric distributions. The next three sections give proofs of the three theorems. Sec- 
tion 5 presents fast-on-average algorithms for enumerating the vertices and facets 
of the convex hull of a given set of points, and analyzes their running time for the 
three types of distributions. We will show that it is possible to construct the convex 
hull of n points drawn from a fixed algebraic or exponential distribution in O(n) 
time on average. Linear time also suffices for a truncated distribution if d<2k+ 1. 
1. A general framework for spherical distributions 
The surface area and volume of the unit d-ball appear repeatedly in our calculations; 
we denote them by Kd and & respectively. It is well known that Kd = 2nd’2/f (d/2) and 
& = /cd/d. We occasionally encounter rd = (d + 1) (d+1)‘2d-d’2(d!)P1, the volume of a 
regular simplex inscribed in the unit d-ball. 
We write K(r) for the fraction of the surface area of a unit d-sphere 
a plane at distance r from its center. Thus K(O) = l/2, ~(1) = 0, and 
Kd_l ” 
K(T) = - 
I 
(1 _ @- 3’2 du 
Kd rr 
Kd_l “I- 
! 
(2 _ #- W2p W dl 
Kd co 
Kd&l 2(d&3)/2 
‘1-r 
-- 
Kd \ 
t(dP3)‘2 dt as r + 1 
<, 0 
= K;,g:;l’ (1 _ ,.)(d- 1)/2. 
cut off by 
(1.1) 
Absolute continuity alone implies that with probability one, every facet of the 
convex hull is a simplex containing exactly d vertices. On the other hand, com- 
binatorial arguments [4] show that every vertex lies in at least d facets. This gives 
the simple bound 
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Ev, I Ef, . (1.2) 
Let p be a spherically symmetric probability density function. Following Carnal, 
let us define F(x) := Pr{ l/XII IX}, the probability that a random point lies outside 
a sphere of radius x centered at the origin, and G(x) := Pr{X(‘)rx}, the probabili- 
ty that it lies beyond a fixed hyperplane at distance x from the origin. It is immediate 
that, for positive x, 
-cc 
F(x) = 
I 
Kdr d ‘p(r) dr, (1.3) 
I’ x 
” co 
G(x) = 
! 
K&/Y) / dF(Y) / . (1.4) 
rX 
With this notation, we can develop formulae bounding Ev, by exploiting a varia- 
tion of an insight due to Bentley et al. [l]. Since the Xi are i.i.d., 
‘cc 
Ev,=n 
i 
P(x) I d&d I , 
where P(x) = Pr(X;‘is a convex-hull vertex of Rn 1 lIX,II =x}, and the integral 
represents the unconditional probability that Xl is a convex-hull vertex. To bound 
P(x), we establish an orthonormal coordinate system with origin at Xl and with the 
center of symmetry of the distribution on the negative x(l)-axis. This coordinate 
system partitions lRd into 2d orthants. If each of these orthants contains at least one 
of the points X2, X3, . . . , X,, then X1 lies inside the convex hull of RR and is surely 
not a vertex. This observation leads to an upper bound: since the probability content 
of 2dp1 of the orthants is 2- (d-‘)G(x) and that of the other 2d-’ is 2 -(d-1)(1 -G(x)), 
it follows that 
P(~)52~~‘(1 -2p(dp1)G(x))“-1+2d-1(l -2p’dp1)(l -G(x))“-] 
~2~-‘(1 -2-(d-1)G(x))“m1 +O(a-“) for some cy> 1. 
On the other hand, if none of the points X2,X,, . . . ,X, lies in the halfspace x(‘)>O, 
then Xi is surely a vertex. This yields the lower bound 
P(x) L (1 - G(x))” ‘. 
It follows that 
r 
m 
Ev ~rz2~-’ ” (1 -2p(d-1)G(x))“p1 /dF(x)I +o(l) 
CO 
-n2dp’ m 
5 
exp( - (n - l)2-‘d-1)G(x)) I dF(x)I (1.5) 
0 
and, using (1.2) and an inequality derived by Whittaker and Watson [26, p. 2421, 
‘m Ef, 1 Ev, I n 
i 
(1 - G(x))” - ’ 1 dF(x) 1 
I; 0 
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L n 1 exp( - (n - l)G(x))(l -(n - l)(G(x))‘) 1 U(x) /. (1.6) 
Next we develop a method for bounding the expected number of facets. This 
method is a d-dimensional generalization of methods developed by RCnyi and 
Sulanke in two dimensions [21] and Efron in three [ 161. Similar methods have been 
applied to certain spherically symmetric distributions by Raynaud [20] and Buchta 
et al. [6]. The change of variables used is also treated by Miles [ 191 and Santa16 [22]. 
The first d points X,, . . . , X, define a hyperplane with probability one. Let us 
first reckon the probability that they also define a facet of the convex hull. This is 
just the probability that the other n -d points lie on the same side of the hyperplane. 
Writing r and 1 -r for the probability contents of the two halfspaces formed by 
the hyperplane, we see that this probability is 
1 
p, = 
I \ 
. . . (I-“-d+(l-I-)“-d)~(~I)...~(xd)dxl...dxd, 
Y IR* I IRd 
” / 
d 
and the expected number of facets is 
Ef = * 0 d P, 
=(a) i,;**.i (I-“-d+(l-I-)n-d)P(xl)...P(xd)dxl...dxd. (1.7) 
Gd 
d 
The usual strategy for evaluating such an integral is to express the d points in the 
following terms: Let 0’ be the projection of the origin onto the hyperplane defined by 
the d points. The point O’can be expressed as the product of r, its distance from the 
origin, and U, a unit vector in I?. Then a system of rectangular coordinates with ori- 
gin at 0’ can be established on the hyperplane, and xi for 1 I is d is uniquely deter- 
mined by 0’ together with the d - 1 rectangular coordinates ti = (tj”, tl’), . . . , t,@- “). 
According to the Blaschke-Petkantschin identity [22, p. 2011, 
where d(xI,x2, . . . . xd) is the (d- 1)-dimensional volume of the simplex formed by 
the d points x, through x,, and o is the uniform (rotation-invariant) measure on 
the unit d-sphere U,. As a result, we have 
E.6, = 0 ; (d-l)! 
\ / 
” 
d 
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(P-d+(l--)“-d)drdo(u). (1.8) 
Since xi through xd are i.i.d., 
. . . 
! I, 
p(tl 1 0’) “‘& 1 0’) dt, ... dt, = 
(.i’ > 
d 
p(t, 1 0’) dt, = (-G’(r))d. 
R&l Rd_ I R” ’ 
” (1.9) 
d 
The quotient of the bracketed quantity in (1.8) and (1.9) is a conditional expecta- 
tion, specifically, the bracketed quantity is equal to 
(-G’(r))dE(4~,,~~, . . . . xd) 1 o’)=(-G’(#E&). 
By spherical symmetry, 
~“~d+(1-~)“~d=G(r)“~d+(1-G(r))“~d-exp(-nG(r))+0(2~“), 
and j,, do(u) =?cd can be factored out. Combining these facts and estimating 
(i) - rid/d!! gives 
i 
00 
Ev, I Ef, - n”& EA(r)(-G’(r))d exp(-nG(r)) dr. (1.10) 
0 
Informally, (-G’(r))d is the probability that the first d points lie on the 
hyperplane 0’ defines, exp(-nG(r)) estimates the probability that the other n-d 
points all lie on the side of the hyperplane containing the origin, and Ed(r) is the 
expected volume of the simplex formed by the first d points if they lie on the 
hyperplane. 
The following lemma will be useful in bounding ELI(~) above. 
Lemma 4. 
Ed(x)~(l+o(l)) 
drd~$d~, m 
5 -G’(x) x 
(u2 --S)dP2u~(u) du. 
Proof. For the sake of concreteness, we will assume that the d points lie on the 
plane $:“‘=x. Let Rj be the distance from the ith point to the point (x,0,0, . . . ,O). 
Then the simplex formed by the d points is contained in a ball of radius 
maxlSiSd R; about the point 
~~_i max Rid-‘. 
lsisd 
But 
(4 099 . . . 9 0), and its volume is less than 
1 c Rf-l) 
lSi<d 
= dSd_,E(Rf-‘) 
s co = d7d-, +I (‘%,rd-2)dJr2+XZ) dr 0 -G'(x) 
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dtd-,Kdpl m = 
i -G’(x) o 
r’“-‘p(dm) dr 
dT,_ ,Kd-, ‘O” 
= 
\ 
(u* -x~)~~*u~(u) du. 0 
-G’(x) ux 
We can extend Efron’s methods for surface area and volume of the convex hull 
to higher dimensions. To compute the (d- 1)-dimensional volume of the boundary 
of the convex hull, we modify the arguments given for facets in the previous section. 
We weight P, with the area of the simplex x1x2... xd to get the expected contribution 
of these d points to the surface area, obtaining, in analogy to (1.7), the formula 
E/i, = (;) iR;*’ 1, d(xl,x2, ...,Xd)(rn~d+(l-r)n-d) 
\ / *p(xl) -“p(xd) dx, ... dX,. 
d 
(1.11) 
In the case of volume, similar reasoning gives the estimate 
The right-hand side of this equivalence is surely an upper bound: If the convex hull 
contains the origin, it can be partitioned into d-pyramids, each with a facet for its 
base and the origin at its apex; on the other hand, the convex hull is contained in 
the union of such pyramids even if the origin lies outside. By applying our empty- 
orthant argument to the origin, we see that the probability of the origin’s lying out- 
side is very small-less than (Y = 2d(l - 2Pd)n. So (1 - a) times the right-hand side is 
a lower bound. The asymptotic equivalence follows. (Wendel [25] has computed the 
probability that the origin lies outside the convex hull exactly.) 
Arguing as for Ef,, we eventually obtain 
‘00 
E&-?ld/fd 
! 
EA2(r)(-G’(r))d exp(-nG(r)) dr 
0 
and 
‘3 m 
EV, - nd,udd-’ 
I 
rEA2(r)(-G’(r))d exp(-nG(r)) dr, 
0 
where 
EA2(r) := E((A(xI,x2, . . . . xd)j2 1 r>- 
An analog of Lemma 4, similarly proved, is the following. 
(1.13) 
(1.14) 
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Lemma 5. 
(u2 -x~)(~~~‘)‘~u~(u) du. 
A function L(x) is slowly varying as x+ 03 if for all positive A, 
lim 
LW) 
,+nL(x)= 1. 
Perhaps the most obvious example of a slowly varying function is the logarithm 
function. Feller [17, pp. 275 ff.] presents relevant aspects of the theory of slow and 
regular variation, including the following representation lemma. 
Lemma 6. A slowly varying function L(x) can be expressed in the form 
L(x)=a(x)exp( /yFdt) 
with a-+ao and e+O as x-+ 03. 
In fact we typically choose a(x) + 1 and c(t) + tL’(t)/L(t). To evaluate (1.5), 
(1.6), (l.lO), (1.13), and (1.14), the following lemma on Laplace transforms involv- 
ing slowly varying functions is useful. Feller [17, p. 4451 proves a more general 
form. 
Lemma I. If k>O and L is slowly varying, then as n -+ 03, 
I 
03 
ePw d[wkL(l/w)] -k!n?L(n). 
.O 
The lemma still holds if the upper limit of integration is bounded but fixed. 
2. Distributions with algebraic tails 
In this section we prove Theorem 1, dealing with distributions having the form 
F(x) =x-kL(~), k> 0, (2.1) 
where L(x) varies slowly at infinity. 
Following Carnal’s calculation of G(x) in the two-dimensional case, we dissect the 
integral of (1.4) at Ax and apply integration by parts in the lower interval to obtain 
i 
m 
i 
AX 
G(x) = - K(X/Y) dF( y) - K( 1 /A)F(Ax) + F(Y) dK(x/y). 
AX ux 
For a fixed 6>0, A can be chosen so large (without considering x) that 
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l/2 - 6 I K( 1 /A) I ~(x/y) I l/2 over the range of the first integral. Then the sum of 
the first two terms is 
Thus 
-F(oo)( 1 - 6 f 6)/2 + &4x)( 1 - 6 f 6)/2 - F(Ax)( 1 - 6 f 6)/2 
= +GF(Ax). 
-AX 
G(x) = 
I 
F(y) drc(x/y) + G&4x) 
rX 
-AX =- ! (1 - (~/y)*)‘~- 3)‘2 d(x/y) + GF(Ax) X
"Ax 
=xI Y  ( 1 - (~/y)*)‘~ - 3)‘2 dy + G&4x). 
If x is large enough, then L(y) = (1 + 6)L(x) and 
G(x) = (lk6) K;;’ ~ L(x)x y-k-2 (1 - (~/y)‘)‘~- 3)‘2 dy + G&4x) 
=(liS)F 
” I 
d L(X)Xpk I 
uckp 1)‘2( 1 - @cd- 3)‘2 du f G&4X); 
Y l/A’ 
F(x). (2.2) 
Here we use the Beta function B(m, n) =r(m)r(n)/r(m + n). 
Substituting w = 2 -‘d-l’G(~) into (1.5) and applying Lemma 7 gives 
En, I (1 + o(l))n2d_’ <[rePwd[ 2@($-!,$-l-))-‘w] 
_22d&lA B 
Kd- I u 
k+l d-l 
_‘2 . 2 >> 
-1 
A similar calculation with (1.6) shows that 
2Kd 
Ef,rEo,1(1 +o(l))- 
Kd-l 
the two bounds differ by a factor of 4dP1. This argument-unlike the others in this 
section-holds even for k = 0. 
We turn now to Ef, and (1.10). It is immediate from (2.1) and (2.2) that 
G’(x) - - kx- ’ G(x). 
We will use Lemma 4 to bound Ed(x); we must first computep(x). Since by (1.3) 
and (2.1) 
--KdxdP ‘p(X) = F’(x) - -kx-k-lL(X), 
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we have 
p(x) - k/c;Wk+%(x). 
Considering only the integral of Lemma 4, we have 
.i 
00 M(x) O3 
(u2 - x~)~- 2~p(~) du - ~ 
I 
(U2_X2)d-2Ur-k-ddU 
x Kd ux 
Wx) 
Z-X 
d-k-2 ’ 
2Kd i 
(1 _y)d-2y(k-d)/2 dy 
YO 
where y = (x/u)~ 
> 
Xd-k-2 
Thus 
( 
k-d 
B d-l,l+- 
2 
E4(x)I(l+o(l)) 
> 
k+l d-l 
sd_ Idxd- ‘. 
B 
2 ’ 2 > 
Substituting into (1 .lO) with w= G(r), we have 
Ev, I Ef, 
( 
k-d 
((1 +O(l))nd&&-, 
B d-1,1+- 
> 
> 
- nd&dTd_, 
k+l d-l 
B ~ - 
2 ’ 2 > 
Pdzd- ,kd- 
‘cc 
! rd-‘(k~~-l)d-le-nwGr(r) dr 0 
*l/2 
d (kw)d- ‘ePw dw 0 
‘dl . . 
The first of the two bounds on Ev, is tighter. 
In addressing surface area and volume, let us ignore the function L and assume 
that F(x) - cxek; the details of the more general case are given in Carnal’s develop- 
ment. In fact it will be prudent to focus on the order of magnitude of EA, and 
EVn, as the constant factors are cumbersome and in any case merely crude upper 
bounds. It is straightforward to estimate 
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r;_ ldx2d-2. 
Setting w = G(r) = @(?), we have r= @(w-“~) and 
'l/2 
EA, = O( 1) + nd 
! 
ePWdw 
0 
i 
l/2 
= O(1). nd ,,,(d&l)(l-l/k)e-nw dw 
0 
= qn(d~')W) 
Similarly, EVn = @(r~~‘~). 
3. Distributions with exponential tails 
In this section we prove Theorem 2, which bounds Ev, and Ef, for distributions 
of the form x = L( 1 /F(x)) where L varies slowly. Since F(0) = 1 and F(w) = 0, clearly 
L(1) =0 and L(m) = 03. Following Carnal, we apply Lemma 6 to express F(x). Set- 
ting s= l/F(x), we have 
x=L(s)=exp( i:Fd*). (3.1) 
We define v(u) = E(L-l(u)) and note that since dx/ds =xE(s)/s, also &/s = dx/v(x)x. 
If l= L(a) and cr = l/F(c), then 
F(r) = exp(log F(r)) = exp(-log(o)) 
=exp(- jy$)=exp(- 11%). (3.2) 
At this point, we follow Carnal in imposing the following technical smoothness 
conditions on v and thus indirectly on L: 
v(x) is monotone (decreasing) for large x; (3.3) 
x.v’(x).log(v(x))=o(l) as x-+c0; (3.4) 
v(x) . log(x) = o( 1) as x + 03. (3.5) 
These conditions imply that E is slowly varying. 
For concreteness, we give the functions F, L, E, and v for the d-dimensional stan- 
dard normal distribution. Its density function is 
p(x) = (2~t)~‘~ exp( - I/x112/2), 
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and straightforward calculations [lo, Lemma l] show that for some constant C 
F(r) - Crde2 exp(-r2/2). 
Thus 
L-‘(r) = l/F(r) - C-1r2-d exp(r2/2); 
L(r) - (2 log r)l’*; 
L’(r) - r-‘(2 log r)P1’2; 
c(r) - rL’(r)/L(r) - (2 log r)-‘; 
v(r) = c(L-l(r)) - Y2. 
In this case, p is the only function with an explicit representation. It is not difficult 
to verify that the smoothness conditions are satisfied. 
We can now generalize Carnal’s calculation of G(x) by substituting s = L-‘(x) = 
l/F(x) and o=,?‘(y)= l/F(y) into (1.4); 
Since L is monotonic and increasing, L(s)/L(As) I L(s)/L(a) 5 1 over the range of 
the first integral. Since L varies slowly, L(.s)/L(As) + 1 as x and s approach co. Suc- 
cessively applying (1. l), (3. I), the slow variation of a, and the identity 1 -e-“-u 
as u -+ 0 gives 
~;3+“” 
_ Kd-12(d-1)'2 (l _exp( _ ~;&odt))@-‘)‘* 
‘dd- 1) 
_ Kd-12(d-1)‘2 (l _exp(_E(s)logy-1)‘2 
Kd(d- 1) 
Kd_ ,zcd- 1)‘2 (E(s)log S>‘“- 1)/z, 
Kc&- 1) 
Thus 
As _ Kd_ 1 (2&(S))‘d- I)‘* As 
s Kc&- 1) 
1, (logy-y 
Kd - 1 (2@))‘d - I)‘* A 
%(d- 1)s 
clog t)(& 1),2 d’ 
I t2 * 
(3.6) 
In the range of the second integral, L(s)/L(a) 1 exp(-e(s)log(a/s)) 2 (1 - e(s)log(a/s)), 
and 
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‘rn xrn 
! I 
Kd_ $d- 1W do 
5 
<) As Kd@- I) 
(&(s)log(a/s))(d~ lV2 - 
I As o2 
_ Kd_ , (2&(s))‘d- I”’ 
Kdb- 1)s I 
Irn 
(log t) 
I A 
(dm ‘V2 $. 
Since A can be made arbitrarily large, 
G(x) - 
Kd- ‘(2&(4)‘d- ‘)‘2 
Kd@- lb 
_ Kdp ’ (2v(X))‘d- ‘)‘2 
Kd@- 1) 
(3.7) 
= Kd’(2nv(x))(d- ‘)‘2F(X). (3.8) 
Carnal’s argument showing that v(x) - a( l/G(x)) is easily generalized to d dimen- 
sions. Suppose that G(x) =F(x,), or equivalently that xl = L(l/G(x)). Then by (3.8) 
F(x) 
log ~ - log 
Kd d-l 
G(x) (2nv(x))‘d- ‘V2 
- - 2 log(Cv(x)) 
for some constant C. But also by (3.2) 
F(x) 
log ~ 
F(x) 
G(x) 
=log-= --~ 
Ox,) I 
‘-x dt x-x, 
< ,yl fv(t) xv(x) . 
Together, these two lines imply that 
d-l 
x,-x - __ log(cv(x))xv(x), 
2 
and further, by Taylor’s theorem, that 
Finally, we 
Thus, 
d-l 
V(X’) - v(x) - ~ 2 log(cv(x))xv(x)v’(x). 
have that v(x) - E( l/G(x)) as desired, since by (3.4), 
a( 1 /G(x)) - v(x) ‘01) - v(x) 
v(x) = v(x) 
- log(cv(x))xv’(x) = o( 1). 
F(x)-K,(~II&(~/G(x)))-(~-‘)‘~G(x). 
Substituting into (1.5) with w = 2- ‘d-“G(~) and applying Lemma 7 gives 
‘m EV,I -n2dm’ 
I 
e~‘“-““d[Kd(271&(1/(2d~‘W)))~‘d~1”2(2d-’W)]+0(~) 
SO 
5 -nK,2 dm l(&g(d- IV2 irn e- (“+“d[~(1/(2~~‘~)))(~~“‘~~]+0(1) 
.’ 0 
126 R.A. Dwyer 
_ Kdp @.Q(d- 1)/2,(2-k- $p- 1)/2 
Similarly 
_ Kd(8X)(d- w2E(n)-w 1w. 
Eu,? (1 + 0(1))~~(2n)‘~- 1)‘2~(n)-(d- 1)‘2; 
the two bounds differ by a factor of 2dP ‘. 
We turn now to the expected number of facets. The lower bound follows im- 
mediately from the lower bound on the expected number of vertices, since with 
probability one no facet contains more than d vertices. To apply (l.lO), we must 
estimate G’(x) and &l(x). 
To estimate G’(x), we note first that, by (3.2), 
F(x) 
F’(x) = F(x) ; (log F(x)) = ~ 
xv(x) ’ 
From (3.8), 
G,(x) (2~tv(x))‘~- 1)'2F'(~) (251v(x))@- 1"2F(x) G(x) 
Kd KdX”(X) xv(x) . 
An estimate of En(r) results from combining Lemma 4 and the methods used to 
-’ derive (3.8). By (1.3), we have p(u)=~d u -(d-l)F'(~), thus, considering only the 
integral of Lemma 4, 
Kd (u~-x~)~-~u~(u) du = 
with x= L(s), u = L(o), and F(u) = l/a. Since L varies slowly, L(o) -L(s) =x. Treat- 
ing the factor (1 -(L(s)/L(~))~) as in (3.6), we eventually obtain the estimate 
(d-2)!(2x~(x))~-~F(x) for the integral, thus 
EA(x) 5 (1 +0(l)) 
dr&tK&r(d-2)! 
Q-G'(X)) 
(~xv(x))~- 2F(x) 
= (1 +o(l))(~)~d-')'2(2r((~~~),2))x~~~(v(x))(~-~~~~. 
Now we apply these estimates in (1.10). 
Eu,sEf, - n"&, EA(r)(-G'(r))d exp(-nG(r))dr 
Convex hulls 
= ndpd 
! 
Irn ELI(~)(-G'(~))~-' exp(-nG(r)) dG(r) 
0 
127 
To compute the expected surface area and volume, we apply Lemma 5 and repeat 
the arguments made for EA, eventually obtaining the estimate 
Since r-L(l/G(r)), the surface area is bounded by 
‘co 
EA, - n”&, 
I 
EA2(r)(-G’(r))d-’ exp(-nG(r)) dG(r) 
LO 
and the volume by 
‘rn 
EV,, - nd& I rEA2(r)(-G’(r))d-1 exp(-nG(r)) dG(r) <; 0
I (1 +o(l))(d- l)! L(n)d. 
In the important case F(x) - cxM exp(-xk) for k>O, we have the bounds 
0(log(d-1)‘2n) for both vertices and facets. These bounds agree in order of 
magnitude with Raynaud’s estimates for the normal distribution. (However, 
Raynaud confused “simple” and “simplicial” polytopes in his argument to bound 
Ev,. The convex hull is simplicial but not simple; for d>2, the d-simplex is the 
only d-polytope that is both. Thus, his leading constants for Ev, are merely upper 
bounds and not exact as claimed.) For the surface area and volume, we obtain 
O(logdP ‘n) and O(logdn). 
Distributions that tail off more quickly have larger values of Ev, and Ef, but 
smaller values of EA, and EV,. For example, for F(x) - exp(-exp(xk)) the bounds 
are @((log n log log n) (d-‘)‘2) for vertices and facets, @((log log n)dP ‘) for surface 
area, and @((log log n)d) for volume. For F(x) - exp(-exp(exp(xk))) the bounds are 
@((log n log log n log log log n)(d- ‘I’*) for vertices and facets, @((log log log n)d-‘) 
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for surface area, and @((log log log n)d) for volume, etc. This inverse relationship 
between combinatorial complexity and volume is not hard to understand intuitively. 
If a distribution tails off very quickly, the probability content lying outside the hull 
is concentrated very near the surface of the hull. If a new vertex is added, it is likely 
to be near the existing surface, adding little volume and causing few old vertices to 
disappear from the hull. On the other hand, if a distribution tails off slowly, a new 
vertex is likely to add much volume but cause many old vertices to disappear from 
the hull. This reasoning extends to the algebraic distributions as well. 
4. Distributions with truncated tails 
We turn now to the proof of Theorem 3. In two dimensions Carnal considers 
distributions on the unit ball satisfying 
F(l-x)-x%(1/x) (x+O,k>O). 
For simplicity we restrict our attention to the form 
F(l-x)-cxk (x-tO,k>O). 
For example, the uniform distribution in the unit ball has F( 1 -x) = 1 - (1 - x)~- 
d.x. 
Applying a well-known Beta-integral identity [3, 16091, we have 
K((1 -x)/1.)&(1 -+l dr 
Kd_12(d-1)‘2& ‘1 
Kc@- 1) 
!l~x(‘-(:,,),d~1)‘2(1 _jk-1 d,. 
Kd-12 
(dp 1)/2& 
%(d- 1) 
(r-(1 -~))(~~‘)‘~(l +jk-‘dr 
Kd_ ,2’d- ““ck 
= 
Kd@- 1) 
Xk+(d&l)/2 
= cXk+(d- I)/2 
7 (4.1) 
where the second line follows from the first and (1.1) because the argument of K 
is l-O(x) as x+0. 
Substituting 
Xk_‘&Z 
2d dt zf-(d- 1)/(2k+d- 1) dt 
cnx(d- 1)/2 = (2dp lcn)2k/(2k+dp 1) 
Convex hulls 
into (1.5), we have 
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‘) I 
Ev n 5 n2d-’ 
\ 
exp(-(n - 1)2-‘d-,,G(x)) IdF(x)I + o(1) 
I, 0 
_n2dpl ‘l 
I 
exp(-n2P(dP*,G(1 -x))ckxk-, dx 
-0 
ck2dn(d- l)/(Zk+d~ I) ,an,p I 
(2”_ ‘C) 2k/(2k+dp I) I 
e-‘t-(d- 1)/(2k+d- 1) dr 
.O 
_ 2’1 +((d-k- l)(d- 1))/(2k+d- I)) Cd - 1)Kd 
> 
2k/(2k+d- 1) 
Kdp,B(k,(d+ 1)/2) 
. r(2k:1;_ 1) (ckn)(d-1)/(2k+d- 1). 
Similarly, by using (1.6), we obtain 
Ev, 2 (1 + o(1))2”’ -Wd-2))/(2k+d- 1)) Cd- l)Kd 2k/(2k + d I ) 
Kd_ ,B(k, (d + 1)/2) 
. r( 2k;;_ 1> (ckn)‘d- l)/Vk+d- 1). 
The upper and lower bounds on Ev, differ by a factor of 
2((k+dp l)(dp 1)p2k)/(2k+dp 1) 
For fixed d, this factor decreases from 2dP ’ to 2’dm 3)‘2 as k goes from 0 to + co. 
Turning to the number of facets and writing w for G(l - T), we have 
G’(1 _,,_c( 2k+f- 1)rk-l+(d&l)/2_ (2k+;- l)r-Iw; 
and so, by (l.lO), with w=G(l -r), then t=nw, 
EV, I Ef, - ndpd I EA(l-r)(-G’(l-r))dexp(-nG(l-r))dr SO 
I 
)I/2 
- ndLtd e +“rd_ Ipd_ , (2,)‘d- 1,‘2 
CO (2k+2d- l>“-’ 
.r 
-(d- I+,,d- 1 d,,, 
_ $d- IV2 ~&,~2(d-,)dp1(2k+d- l)d-l 
‘l/2 
3 nd 
\ 
(w)~- I Pw dw ~ o 
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_ 2’d- IV2 ~&l&--l)d-1(2k+d- l)d-l 
d-1 
2k+d-1 > (cn)(d - I)/(Zk + d- 1) 
For surface area and volume, the estimates EA, -ICE and EV,-,ud are trivial. It 
is not possible to estimate EA, - Kd and EV, -pd with our crude bounds on EA2. 
A reasonable conjecture for both quantities is O(K~‘(~~+~~~)). 
5. Fast-on-average algorithms for constructing convex hulls 
The quantities Ev, and Ef, are of particular interest in the design and analysis 
of algorithms for constructing the convex hull of sets of points in [Rd. Suppose that 
n i.i.d. points are chosen as before, and that their convex hull is to be constructed. 
We may begin by identifying the vertices. If Xi is a vertex, some halfspace contain- 
ing all of G$ has Xi on its boundary, thus the system of linear inequalities 
(a,Xi) 5 b, for 1 ~j<n, j#i, (5.1) 
is feasible (and unbounded) in a and 6; otherwise, it will be infeasible. (Strictly 
speaking, feasibility only guarantees that Xi lies on the boundary of the convex 
hull, i.e., that it is an extreme point; it could lie in the interior of some higher- 
dimensional face. However, this happens with probability zero.) Each such linear 
program has d+ 1 variables and n constraints; thus, for fixed d, it can be solved in 
O(n) time using Megiddo’s [18], Clarkson’s [9], or Dyer’s [13] deterministic 
algorithm, or Dyer and Frieze’s [14] probabilistic algorithm. Overall, 0(n2) time is 
required, since n such programs must be solved. 
The dimension-dependent factor of the running time of each of the linear pro- 
gramming algorithms cited grows quickly with d-it is doubly exponential in d for 
Megiddo’s algorithm, exponential in d2 for Clarkson’s and Dyer’s, and about d3d 
for Dyer and Frieze’s. Thus it is faster to solve two linear programs of only d 
variables obtained by replacing b in (5.1) first by 1 and then by -1; if either is 
feasible, then Xi is a vertex. 
This 0(n2) running time can be improved to O(n) on average by applying the 
randomizing divide-and-conquer technique of Bentley and Shamos [2]. We random- 
ly divide the n points into two sets of n/2 points, apply the technique recursively 
to the subproblems, then merge the two sets of extreme points by solving systems 
of linear inequalities as before. The worst-case time is at most doubled. Because the 
division is random, the two subsets of points have exactly the same distribution as 
the original set. If the points are chosen from a distribution for which Ev, is small, 
the merging step goes quickly on average. The average running time of the algorithm 
satisfies 
Convex hulls 
A(n) = 2A(n/2) + @(El& 
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According to Devroye’s moment inequality [l 11, Eui = @((Eu,)~), so A(n) = 
O(n + (Eu,)~) for most distributions. (This bound must be adjusted by slowly vary- 
ing factors if Eu, = ~“~L(rz).) Linear time suffices for any distribution for which 
Cn,D (Eon/n)’ converges. 
Next Seidel’s shelling algorithm [24], which constructs the convex hull of n points 
in 0(n2 +f,log n) time in the worst case, can be applied to the vertex set. The ex- 
pected running time of the entire algorithm is O(n + (Eu,J2 + (log n)(Ef,J). This is 
clearly O(n) for the algebraic and exponential distributions; it is always o(n2> for 
the truncated distributions. O(n) time suffices for any truncated distribution with 
d<2k+ 1. (The planar convex-hull algorithm described by Bentley and Shamos 
requires only linear time if Cn,O Eu,/n2 converges; this condition holds for all the 
distributions examined here and by Carnal.) 
From a theoretical point of view, this linear-programming-plus-shelling algorithm 
seems to be the best possible way to exploit currently available techniques to 
minimize both worst-case and average running times when d is fixed. However, 
since the d-dependent factors grow so quickly with d, it may be of little practical 
utility for d>3. Another possibility is to apply the Bentley-Shamos randomizing 
divide-and-conquer technique to the gift-wrapping algorithm [8], which has O(nf,J 
worst-case running time for fixed d. We use the gift-wrapping algorithm to identify 
the vertices of random subsets of the input points, simply discarding information 
gained about the facets of the convex hulls of the subsets. We can easily show that 
this algorithm requires on average O(n) time for algebraic and exponential distribu- 
tions and O(n + (Eu,)~) = o(n2) time for the truncated distributions. The gain in d- 
dependent factors in the average case comes at the expense of n-dependent factors 
in the worst case. 
(The author described the initial linear-programming stage of this algorithm brief- 
ly elsewhere [12] in connection with results on the expected combinatorial com- 
plexity of the convex hull of random points in a polytope. The analysis of the 
parallel version given there is erroneous, since it requires an unproved bound on the 
expected maximum number of vertices among a large number of random convex 
hulls.) 
Finally, it is possible that closer analysis of Devroye’s throw-away technique [lo] 
in light of the bounds and techniques presented here would show that this method 
yields fast-on-average algorithms for all algebraic and exponential distributions. 
Note added in proof. Clarkson and Shor’s “randomized incremental” algorithm 
constructs convex hulls of points from all three sorts of distributions in O(n) time 
on average. It is described in K.L. Clarkson and P.W. Shor, Applications of ran- 
dom sampling in computational geometry II, Discrete Comput. Geom. 4 (1989) 
387-421. 
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