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DYNAMIC ENVIRONMENT 
E. N. WEISS 
The Darden School, University of Virginia, Charlottesville, VA 22906, U.S.A. 
Abstract-The Analytic Hierarchy Process (AHP) is a decision analysis technique that uses judgments 
from a group of relevant decision makers along with hierarchical decomposition to derive a set of ratio- 
scaled measures for decision alternatives. This paper addresses implementation issues for the AHP when 
the alternatives become available to the decision maker sequentially rather than simultaneously. 
Uncertainty about the value of future alternatives and the number of alternatives is included. We present 
a technique similar to the classic “secretary problem” of operations research and describe some sample 
results of using this technique. The procedure involves prioritizing criteria of possible alternatives before 
the alternatives became available, scoring the alternatives and then comparing the score of an alternative 
with an easily computed (through a dynamic programming recursion) critical value. 
1. INTRODUCTION 
The Analytic Hierarchy Process (AHP) is a decision analysis technique used to evaluate complex 
multiattributed alternatives with conflicting objectives among one or more actors. The process 
involves hierarchical decomposition of the overall evaluation problem into subproblems that can 
be easily comprehended and evaluated. The benefits of the AHP include its ability to handle 
multiple stakeholders with multiple objectives, the inclusion of possible interaction effects and the 
relative ease of computation. Also, with the AHP there is no need to explicitly estimate a utility 
function since the AHP deals with stated preferences at each step. The AHP can be used either as 
a normative or descriptive tool in an ex-ante or ex-post analysis; it has been applied to many 
diverse decision problems. 
The standard application of the AHP assumes that all alternatives are known and available to 
the decision maker at the time of the evaluation. In this paper we relax that assumption, and model 
the situation where alternatives become available to the decision maker sequentially, and an 
accept/reject decision must be made before other alternatives become available. Once an alternative 
is accepted, no other alternatives are evaluated by the decision maker; on the other hand, if an 
alternative is ever rejected, the decision maker precludes the future opportunity of accepting it. 
Examples of this situation include certain investment decisions, house purchases, spouse selection, 
selecting a new job and hiring a new employee. The most appropriate example is selection of a job 
by a doctoral candidate or an MBA graduate. 
It is well-known that the AHP is alternative dependent. That is, the relative weights and the 
final rankings that are given to alternatives are a function of the set of alternatives given to the 
decision maker. This fact complicates the situation in the current application, since the problem is 
not merely to decide upon the set of alternatives to include in the hierarchy, but rather how to 
evaluate a set of potential, and yet unknown, alternatives. 
The rest of the paper is organized as follows. In Section 2, we specify the problem; Section 3 
provides a model of the situation as a dynamic program; Section 4 offers an example of how to 
use the proposed technique and in Section 5 we discuss some extensions and present conclusions. 
2. PROBLEM SPECIFICATION 
The situation where there is a single criterion for evaluation of alternatives can be modeled by 
a decision tree (see Fig. 1). Each time the decision maker is faced with an alternative, he/she must 
decide either to accept or reject that alternative. The decision to accept or reject the alternative is 
based upon a comparison of the worth of the current alternative with the expected worth of 
delaying. 
In Fig. 1, each square represents a decision situation, called a decision node. It is assumed that 
the value of any arc called “take offer” is known with certainty when the decision maker reaches 
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Fig. 1. The decision situation. 
the particular node under consideration. The value of future nodes (offers) is unknown, although 
it is assumed that the probability distribution describing the value of future offers is known. We 
assume that the probability distribution is stationary throughout time, although this assumption 
is easily relaxed. Each circle represents a chance node indicating that a new offer will be made but 
that the specific value of the offer is unknown. 
The expected value of each decision node is obtained by appropriately weighting the expected 
value of rejecting the current offer and the expected value of accepting at the current time. The 
weights are given by the probabilities of accepting and rejecting the offer and are calculated by 
determining the likelihood that an offer value exceeds the future expected value. The expected value 
of rejecting an offer is determined through a series of recursive calculations working backwards 
through the tree. The optimal policy will have a critical value at each decision node; any offer 
which has a value above this critical value will be accepted, otherwise the decision maker will 
choose to wait. 
The expected worth of delaying is a function of the number of expected choices the decision 
maker will have. The critical value above which the decision maker will accept the alternative 
increases with the number of decision nodes remaining. This critical value decreases as the decision 
maker realizes that he/she is approaching the end of the process. The model of Fig. 1 assumes that 
the decision maker must accept the last offer if that node is reached and that the number of offers 
is known with certainty. 
The case where the AHP is used to evaluate alternatives is similar, although the decision maker 
need not estimate a distribution of the total worth of alternatives. Rather, a distribution of values 
of the various criteria with which he/she will evaluate an offer must be provided, as well as the 
appropriate priorities used to evaluate the alternative. Then, using a scoring technique, he/she can 
obtain a value for the current alternative which can then be compared with a critical value which 
is a function of the number of chances left and the probability distribution of the combined worth 
of the criteria for the future alternatives. The priorities are easily provided by the AHP. 
3. A DYNAMIC PROGRAMMING MODEL 
We assume a situation where there are n criteria, c 1,. . . ,c,, and let x1,. . , x, be the scaled and 
normalized priorities of these criteria. Each criterion i can take on any of a, levels, each with its 
own relative worth to the overall goal. The relative priority of the a,th level of a criterion can be 
obtained by appropriate pairwise comparisons. Let Yij be the priority of the jth level of criterion i, 
assumed to already include the priorities xi. The score of an alternative k is given by 
St = t f ZfjYij, 
i=l j=I 
where zz = 1 if alternative k is on level j of criterion i and zero otherwise. Note that the value of 
SI, remains the same regardless of the number of alternatives to be considered or whether or not 
two alternatives are considered simultaneously (thus, we need not worry about alternative 
dependence). We must yet derive a decision rule that specifies whether alternative k is accepted. 
Let Pij be the probability that any alternative is on level j of criterion i. We assume that pij can 
be estimated by the decision maker a priori. During the sequential decision-making process, these 
probabilities can be updated using intuitive judgment or standard Bayesian techniques. The 
expected score of an alternative is given by 
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E,(S) = k z PijYij, 
i=l j=l 
(2) 
where E,(S) indicates the expected value of one node. We initially assume that values of levels of 
the criteria are independent of each other. We will discuss how this assumption can be relaxed. 
If we have only one decision node, then our expected value is merely E,(S). If we have two 
decision nodes, however, we know that we will accept the first offer only if its value is greater than 
E,(S), otherwise we would reject it and obtain an expectation of E,(S). The expected value of two 
nodes is therefore given by 
E,(S) = P(S < E,(S)) x E,(S) + P(S > E,(S)) x Jqs 1 s > E,(S)), (3) 
where E(S 1 S > E,(S)) is the expected value of S, given that the value of S > E,(S). 
In general, for k nodes, the expected value can be solved through the dynamic programming 
recursion 
&(S) = P(S < E&l(S)) x &-l(S) + P(S > -&l(S)) x WIS’&-l(S)). (4) 
The distribution of S must be determined by taking the convolution of the individual distributions 
of levels for each criterion. 
In the next section, we present an example of the dynamic programming procedure. 
4. SAMPLE PROBLEM 
Consider the situation of a newly awarded Ph.D. searching for the job that is “just right for her”. 
She has identified five criteria for evaluating potential offers: (Cl)quality of faculty colleagues; 
(C2) reputation of school; (C3) distance from family; (C4) tenure time frame; and (C5) quality of life. 
Since she does not yet know the set of alternatives, she has decided to use a scoring procedure to 
evaluate the offers as they become available. She has determined the following categories for each 
of the criteria: Cl-high, medium, low; C2-high, medium, low; C3-within 25 miles, 266100 
miles, 101-500 miles, over 500 miles; C4-6-year review, 9-year review, 12-year review; CS-big 
city, small city, college town. Figure 2 presents a partial hierarchy of her decision process. The 
relevant estimated prior probabilities for each category level for each criteria and the priorities as 
determined by the AHP are presented in Table 1. 
The information presented in Table 1 can be used to determine the score (i.e. priority) of any 
job that the candidate is offered. The criterion priority column represents the relative importance 
of each criterion. (The pairwise comparison matrix which was used to determine these priorities is 
not presented here.) The level priority column represents the relative value of each level of the 
various criteria. (Again, we have omitted the original pairwise comparison matrices.) The overall 
priority column is obtained by multiplying the level priority with its corresponding criterion 
priority. To determine the value of an offer, one need merely to sum the values of the levels of that 
job. For example an offer with high-quality faculty colleagues, a medium reputation school, located 
over 500 miles from her family with a 6-year tenure review in a small city would get a score of 
0.238 + 0.090 + 0.004 + 0.022 + 0.051 = 0.405. A job of this type would occur with probability 
0.3 x 0.6 x 0.1 x 0.4 x 0.5 = 0.0036. 
In order to use the procedure described in the previous section we need to determine the 
distribution of overall values. Note that there are 34 x 4 = 324 distinct offers that can be considered 
since there are four criteria with three levels and one criterion with four levels. The empirically 
derived cumulative distribution of the values of Sk [equation(l)] is presented in Fig. 3. The 
distribution was derived by scoring all 324 distinct job possibilities and computing their likelihood 
as in the example of the previous paragraph. For the situation under consideration, the expected 
value of an alternative is 0.320 with a standard deviation of 0.094. The median offer has a value 
of 0.302. Using this distribution, we can use equation (4) recursively to obtain the results presented 
in Table 2. We assume that she expects exactly five offers. The parameters presented in Table 2 
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Table 1. Probabilities and pnonties for the job selection hierarchy 
Criterion Level 
Criterion Level Probabihty priority priority 
Quality of faculty colleagues 0.407 
High 0.3 0.584 
Medium 0.3 0.281 
LOW 0.4 0.135 
Reputation of school 0.203 
High 0.2 0.444 
Medium 0.6 0.444 
LOW 0.2 0.111 
Distance from family 0.087 
O-25 Miles 0.2 0.592 
26-100 Miles 0.3 0.286 
101-500 Miles 0.4 0.080 
Over 500 Miles 01 0.042 
Tenure time frame 0.112 
6-Year review 0.4 0.200 
9-Year review 0.4 0.600 
I2-Year review 0.2 0.200 
Quality of life 0.191 
Big city 0.3 0.063 
Small city 0.5 0.265 
College town 0.2 0.672 
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Fig. 3. Convolution of job offer values. 
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Table 2. Decision tree calculations 
k E,-,(S) P(SIS>E,-,(S)) E(SIS>.L,(S)) U7 
Offer 5 1 0.320 
Offer 4 2 OGO 0.448 0.412 0.361 
Of&r 3 3 0.361 0.340 0.430 0.384 
Offer 2 2 0.384 0.272 0.451 0.402 
Offer 1 5 0.402 0.127 0.488 0.413 
were obtained using equations (2)-(4) and the values from Table 1. 
Consider, for example, the row of Table 2 labeled Offer 4. The expected value of declining 
the fourth offer is E,(S) = 0.320. The probability that the fourth offer exceeds 0.320 is 
P(S) S > E,(S) = 0.320) = 0.448. Thus, with probability 1 - 0.448 = 0.552 an offer with score 
co.320 will be received and with probability 0.448 she will receive an offer with expected score 0.412. 
Therefore, the expected value of reaching the fourth offer is 0.552 x 0.320 + 0.448 x 0.412 = 0.361. 
Table 2 is used as follows. If she reaches the last decision node, she has an expected value of 
0.320. At the next to the last node (Offer4), she will accept an offer only if it has a value ~0.320, 
which occurs with probability 0.448. The expected value conditional on an offer being ~0.320 is 
0.412, which raises that overall value to 0.361. The remainder of the table is explained in a similar 
fashion. Table 1 can be used to obtain the marginal benefit (cost) of increasing (decreasing) the 
potential set of offers. For example, decreasing the number of offers from five to four yields a 
decrease in expected value of 0.413 - 0.402 = 0.011. 
5. EXTENSIONS AND CONCLUSIONS 
We have suggested a technique for applying the AHP in a dynamic environment through the 
use of scoring expected alternatives. The number of decision nodes was assumed known and the 
values of criteria levels were assumed independent. An expected value criterion was utilized. We 
now discuss relaxing each of these assumptions. 
If the number of the future offers is not known exactly, but rather is described by a probability 
distribution, the threshold value &(S) at decision node k, as described in equation (4), must be 
modified as 
Ek(S) = f dEdS)9 
i=l 
(5) 
where qf is the probability that there will be i total offers given that there have already been k 
offers. Thus, at each decision situation, we must weight the likelihood of obtaining more offers, 
conditional on the number of offers already received. The values qf, may also be revised as a 
function of the timing of the offers through the judgement of the decision maker. 
If we believe that the levels of the criteria are not independent (i.e. quality of faculty colleagues 
and reputation of the school are likely to be related) then the joint distribution of their values must 
be specified in determining the distribution of S,. This computation is easily performed once the 
nature of the joint distribution is specified. Similarly, the decision maker may wish to revise his/her 
estimates of the criteria value level distributions or the distribution of the number of offers after 
an offer is received and criteria values are evaluated. This would involve merely recomputing 
threshold values, &(S), once the new probability distributions are estimated. 
The model can also easily be modified if a criterion other than expected value is desired. A 
minimax criterion can be used at each node, for example. In this procedure, the decision maker is 
likely to eliminate any alternatives from consideration that do not meet minimum requirements 
on any of the criteria. 
The procedure recommended in this paper does not preclude multiple offers being present 
simultaneously. One would merely compare the most preferred alternatives, based on the AHP 
score, to the appropriate threshold value, E,(S), to determine if it should be accepted. 
In summary, we have provided a technique for using the AHP in an environment of uncertainty, 
where the decision maker may not have all of the alternatives available simultaneously. The 
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procedure involves prioritizing criteria of possible choices before the choice alternatives become 
available, scoring the alternatives and then comparing the score for an alternative with an easily 
computed (through a dynamic programming recursion) critical value. 
