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Abstract
We describe the crystal bases of modified quantum algebras and its connected com-
ponent containing “zero vector” by the polyhedral realization method for the type An
and A
(1)
1 . We also present the explicit form of the unique highest weight vector in the
connected component.
1 Introduction
Let Uq(g) :=< ei, fi, q
h >i∈I (I = 1, 2, · · · , n) be the quantum algebra associated with the
symmetrizable Kac-Moody Lie algebra g and U−q (g) :=< fi >i∈I (resp. U
+
q (g) :=< ei >i∈I) be
the subalgebra of Uq(g). Kashiwara showed that the subalgebras U
±
q (g) has a unique crystal
base (L(∓∞), B(∓∞)) and arbitrary integrable highest weight Uq(g)-module V (λ) has a unique
crystal baase (L(λ), B(λ)) ([2]).
He also proved that a tensor product of crystal bases for modules is again a crystal base
for tensor product of corresponding modules, which is one of the most beautiful and usefull
properties in theory of crystal bases.
The term “crystal ” implies a combinatorial notion abstracting the properties of crystal
base without assuming existence of the corresponding modules. We shall see its examples in
Sect.2.1. We can define tensor product structure on crystals in a similar manner to crystal bases.
Indeed, some crystals (and their tensor products) are used to realize crystal base B(∞)([8])
and B(λ)([7]) by the polyhedral realization method. Polyhedral realization of crystal bases is
the method embedding crystal bases in some infinite-dimensional vector space and describing
its image as a set of lattice points in certain convex polyhedron([7],[8]).
The modified quantum algebra U˜q(g) :=
⊕
λ∈P Uq(g)aλ (resp. Uq(g)aλ := Uq(g)/
∑
Uq(g)(q
h−
q〈hi,λ〉)) is given by modifiying the Cartan part of Uq(g). Lusztig showed that it has a crystal
base (L(U˜q(g)), B(U˜q(g))) = (⊕λL(Uq(g)aλ),⊕λB(Uq(g)aλ)) ([6]) and Kashiwara describe its
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important properties ([5]). One of them is that the existence of the following isomorphism of
crystals:
B(Uq(g)aλ) ∼= B(∞)⊗ Tλ ⊗B(−∞)
where Tλ is the crystal given in Sect.2.2. We have already the polyhedral realization of B(±)
and then we can get the polyhedral realization of B(Uq(g)aλ) (Sect.4), which is, in general, not
connected, on the contrary, including infinitely many components. So, next we try to describe
some specific connected component B0(λ) containing u∞ ⊗ tλ ⊗ u−∞ and the explicit form of
the unique highest weight vector in B0(λ) by the polyhedral realization method under certain
assumptioin on the weight λ in the cases g = An and A
(1)
1 .
The organization of this paper is as follows: in Sect.2., we review the theory of crystal
bases and crytals. We also prepare several ingredients to use in the subsequent sections, e.g.,
crystals Bi, Tλ and explain polyhedral realization of B(±∞). In Sect.3., we define the modified
quantum algebra ˜Uq(g) and see its crystal base and in Sect.4., its polyhedral realization is given.
In Sect.5.,we consider the modified quantum algebra of type An. We describe the highest weight
vector in the connected component B0(λ) including u∞⊗tλ⊗u−∞ and the polyhedal realization
of B0(λ) under certain condition on λ. In the last section, we treat the affine A
(1)
1 -case. In this
case, we succeeded in presenting the explicit form of the connected component of B0(λ) and
the unique highest weight vector in B0(λ) for a poisitive level weight λ.
2 Crystal Base and Crystals
2.1 Definition of Crystal Base and Crystal
In this section, we shall review crystal bases and crystals. We follow the notations and termi-
nologies to [7][8].
We fix a finite index set I. Let A = (aij)i,j∈I be a generalized symmetrizable Cartan
matrix, (t, {αi}i∈I , {hi}i∈I) be the associated Cartan data and g be the associated Kac-Moody
Lie algebra where αi(resp. hi) is called an simple root (resp. simple coroot). Let P be a weight
lattice, P ∗ be a dual lattice including {hi}∈I and Q :=
⊕
i∈I Q(q)αi be a root lattice. Let
Uq(g) := 〈q
h, ei, fi〉i∈I,h∈P ∗ be the quantum algebra defined by the usual relations, which is an
associative and Hopf algebra over the field Q(q). (We do not write down the Hopf algebra
structure here.)
Now we give the definition of crystal base. Let Oint be the category whose objects are
Uq(g)-module that it has a weight space decomposition and for any element u, there exists
positive integer l such that ei1 · · · eiku = 0 for any k > l. It is well-known that the category
Oint is a semisimple category and all simple ojbects are parametrized by the set of dominant
integral weights P+. Let M be a Uq(g)-module in Oint. For any u ∈ Mλ (λ ∈ P ), we have the
unique expression:
u =
∑
n≥0
f
(n)
i un,
where un ∈ Ker ei ∩Mλ+nαi . By using this, we define the Kashiwara operators e˜i, f˜i ∈ End(M)
(i ∈ I),
e˜iu :=
∑
n≥1
f
(n−1)
i un, f˜iu :=
∑
n≥0
f
(n+1)
i un.
2
here note that we can define the Kashiwara operators e˜i, f˜i ∈ End(U
±
q (g)) by the similar
manner([2]). Let A ⊂ Q(q) be the subring of rational functions which are regular at q = 0. Let
M be a Uq(g)-module in Oint (resp. U
±
q (g)).
Definition 2.1 ([2]). A pair (L,B) is a crystal base of M (resp. U±q (g)), if it satisfies:
(i) L is free A-submodule ofM (resp. U±q (g)) andM
∼= Q(q)⊗AL (resp. U
±
q (g)
∼= Q(q)⊗AL).
(ii) B is a basis of the Q-vector space L/qL.
(iii) L = ⊕λ∈PLλ, B = ⊔λ∈PBλ where Lλ := L ∩Mλ, Bλ := B ∩ Lλ/qL.
(iv) e˜iL ⊂ L and f˜iL ⊂ L.
(v) e˜iB ⊂ B ⊔ {0} and f˜iB ⊂ B ⊔ {0} (resp. f˜iB ⊂ B) ( e˜i and f˜i acts on L/qL by (iv)).
(vi) For u, v ∈ B, f˜iu = v ⇐⇒ e˜iv = u.
The unit of subalgebra U∓q (g) is denoted by u±∞. We set
L(∞) :=
∑
ij∈I,l≥0
Af˜il · · · f˜i1u∞,
L(−∞) :=
∑
ij∈I,l≥0
Ae˜il · · · e˜i1u−∞,
B(∞) := {f˜il · · · f˜i1u∞ mod qL(∞) | ij ∈ I, l ≥ 0},
B(−∞) := {e˜il · · · e˜i1u−∞ mod qL(−∞) | ij ∈ I, l ≥ 0}.
Theorem 2.2 ([2]). A pair (L(±∞), B(±∞)) is a crystal base of U∓q (g).
Now we introduce the notion crystal, which is obtained by abstracting the combinatorial
properties of crystal bases.
Definition 2.3. A crystal B is a set endowed with the following maps:
wt : B −→ P,
εi : B −→ Z ⊔ {−∞}, ϕi : B −→ Z ⊔ {−∞} for i ∈ I,
e˜i : B ⊔ {0} −→ B ⊔ {0}, f˜i : B ⊔ {0} −→ B ⊔ {0} for i ∈ I,
e˜i(0) = f˜i(0) = 0.
those maps satisfy the following axioms: for all b, b1, b2 ∈ B, we have
ϕi(b) = εi(b) + 〈hi, wt(b)〉,
wt(e˜ib) = wt(b) + αi if e˜ib ∈ B,
wt(f˜ib) = wt(b)− αi if f˜ib ∈ B,
e˜ib2 = b1 ⇐⇒ f˜ib1 = b2 ( b1, b2 ∈ B),
εi(b) = −∞ =⇒ e˜ib = f˜ib = 0.
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Indeed, if (L,B) is a crystal base, then B is a crystal.
Definition 2.4. (i) Let B1 and B2 be crystals. A strict morphism of crystals ψ : B1 −→ B2
is a map ψ : B1 ⊔ {0} −→ B2 ⊔ {0} satisfying the following: (1) ψ(0) = 0. (2)If b ∈ B1
and ψ(b) ∈ B2, then
wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b).
and the map ψ commutes with all e˜i and f˜i.
(ii) An injective strict morphism is called an embedding of crystals. We call B1 is a subcrystal
of B2, if B1 is a subset of B2 and becomes a crystal itself by restricting the data on it
from B2.
The following examples will play an important role in the subsequent sections.
Example 2.5. Let Tλ := {tλ} (λ ∈ P ) be the crystal consisting of one element tλ defined by
wt(tλ) = λ, εi(tλ) = ϕi(tλ) = −∞ , e˜i(tλ) = f˜i(tλ) = 0.
Example 2.6. For i ∈ I, the crystal Bi := {(x)i : x ∈ Z} is defined by:
wt((x)i) = xαi, εi((x)i) = −x, ϕi((x)i) = x,
εj((x)i) = −∞, ϕj((x)i) = −∞ for j 6= i,
e˜j(x)i = δi,j(x+ 1)i, f˜j(x)i = δi,j(x− 1)i.
Note that as a set Bi is identidied with the set of integers Z.
2.2 Polyhedral Realization of B(±∞)
We review the polyhedral realization of the crystal B(±∞) following to [8].
We consider the following additive groups:
Z+∞ := {(· · · , xk, · · · , x2, x1) : xk ∈ Z and xk = 0 for k ≫ 0},
Z−∞ := {(x−1, x−2, · · · , x−k, · · · ) : x−k ∈ Z and x−k = 0 for k ≫ 0}.
We will denote by Z+∞≥0 ⊂ Z
+∞ ( resp. Z−∞≤0 ⊂ Z
−∞ ) the semigroup of non-negative (resp.
non-positive) integer sequences. Take an infinite sequence of indices ι+ = (· · · , ik, · · · , i2, i1)
(resp. ι− = (i−1, i−2, · · · , i−k, · · · )) from I such that
ik 6= ik+1 for any k, and ♯{k > 0 (resp. k < 0) : ik = i} =∞ for any i ∈ I. (2.1)
We can associate to ι+ ( resp. ι−) a crystal structure on Z+∞ (resp. Z−∞) (see [8]) and denote
it by Z+∞
ι+
(resp. Z−∞
ι−
). Let Bi be the crystal given in Example2.6. We obtain the following
embeddings([3]):
Ψ+i : B(∞) →֒ B(∞)⊗ Bi (u∞ 7→ u∞ ⊗ (0)i),
Ψ−i : B(−∞) →֒ Bi ⊗B(−∞) (u−∞ 7→ (0)i ⊗ u−∞).
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Iterating Ψ+i (resp. Ψ
−
i ) according to ι
+ (resp. ι−), we get the Kashiwara embedding([3]);
Ψι+ : B(∞) →֒ Z
+∞
≥0 ⊂ Z
+∞
ι+
(u∞ 7→ (· · · , 0, · · · , 0, 0, 0)), (2.2)
Ψι− : B(−∞) →֒ Z
−∞
≤0 ⊂ Z
−∞
ι−
(u−∞ 7→ (0, 0, 0, · · · , 0, · · · )). (2.3)
We consider the following infinite dimensional vector spaces and their dual spaces:
Q+∞ := Q⊗Z Z
+∞ = {~x = (· · · , xk, · · · , x2, x1) : xk ∈ Q and xk = 0 for k ≫ 0},
Q−∞ := Q⊗Z Z
−∞ = {~x = (x−1, x−2, · · · , x−k, · · · ) : x−k ∈ Q and x−k = 0 for k ≫ 0},
(Q±∞)∗ := Hom(Q±∞,Q).
We will write a linear form ϕ ∈ (Q+∞)∗ as ϕ(~x) =
∑
k≥1 ϕkxk (ϕj ∈ Q). Similarly, we write
ϕ ∈ (Q−∞)∗ as ϕ(~x) =
∑
k≤−1 ϕkxk (ϕj ∈ Q).
For the sequence ι+ = (ik)k≥1 (resp. ι
− = (ik)k≤−1) and k ≥ 1 (resp. k ≤ −1), we set
k(+) := min{l : l > k > 0 (resp. 0 > l > k) and ik = il},
if it exists, and
k(−) := max{l : 0 < l < k (resp. l < k < 0) and ik = il},
if it exists, otherwise k(+) = k(−) = 0.
We define a linear form βk (k ≥ 0) on Q
+∞ by
βk(~x) :=
{
xk +
∑
k<j<k(+)〈hik , αij〉xj + xk(+) (k ≥ 1),
0 (k = 0).
(2.4)
We also define a linear form βk (k ≤ 0) on Q
−∞ by
βk(~y) :=
{
yk(−) +
∑
k(−)<j<k〈hik , αij〉yj + yk (k ≤ −1),
0 (k = 0).
(2.5)
By using these linear forms, let us define a piecewise-linear operator Sk = Sk,ι on (Q
±∞)∗ as
follows:
Sk(ϕ) :=
{
ϕ− ϕkβk if ϕk > 0,
ϕ− ϕkβk(−) if ϕk ≤ 0,
(2.6)
for ϕ(~x) =
∑
ϕkxk ∈ (Q
±∞)∗. Here we set
Ξι± := {S±jl · · ·S±j2S±j1(±xj0) | l ≥ 0, j0, j1, · · · , jl ≥ 1},
Σι± := {~x ∈ Z
±∞ ⊂ Q±∞ |ϕ(~x) ≥ 0 for any ϕ ∈ Ξι±},
We impose on ι+ and ι− the following assumptions (P),(N):
(P) for ι+, if a positive k satisfies k(−) = 0 then ϕk ≥ 0 for any ϕ(~x) =
∑
k ϕkxk ∈ Ξι+ ,
(N) for ι−, if a negative k satisfies k(+) = 0 then ϕk ≤ 0 for any ϕ(~x) =
∑
k ϕkxk ∈ Ξι− .
Theorem 2.7 ([8]). Let ι± be the indices of sequences which are satisfied (2.1) and the as-
sumptions (P),(N). Suppose Ψι+ : B(∞) →֒ Z
∞
ι+ and Ψι− : B(−∞) →֒ Z
−∞
ι−
are the Kashiwara
embeddings. Then, we have Im(Ψι+)(∼= B(∞)) = Σι+ , Im(Ψι−)(∼= B(−∞)) = Σι− .
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3 Modified Quantum Algebras and its Crystal Base
We define the left Uq(g)-module Uq(g)aλ ([4]) by the relation: q
haλ = q
〈h,λ〉aλ. Then U˜q(g) =
⊕λ∈PUq(g)aλ has an algebra structure by
(i) aλP = Paλ−ξ for ξ ∈ Q and P ∈ Uq(g)ξ
(Uq(g)ξ := {P ∈ Uq(g); q
hPq−h = q〈h,ξ〉P for any h ∈ P ∗} ).
(ii) aλaµ = δλ,µaλ,
and we call this algebra modified quantum algebra.
Let M be a Uq(g)-module with the weight space decomposition M = ⊕λ∈PMλ. Then aλ is
a projection aλ :M −→Mλ.
In [6], it is revealed that modified quantum algebra U˜q(g) has a crystal structure and in [4]
its crystal base is described as follows:
Theorem 3.1 ([4]).
B(Uq(g)aλ) = B(∞)⊗ Tλ ⊗ B(−∞),
B(U˜q(g)) =
⊕
λ∈P
B(∞)⊗ Tλ ⊗B(−∞).
4 Polyhedral Realization of B(Uq(g)aλ)
4.1 Crystal structure of Z∞[λ]
Let Z+∞
ι+
and Z−∞
ι−
be as in Sect.2.2, We take the indices sequence ι := (ι+, tλ, ι
−) = (· · · , i2, i1, tλ, i−1, i−2, · · · )
and weight λ ∈ P . We set Z∞ι [λ] := Z
∞
ι+ ⊗ Tλ ⊗ Z
−∞
ι−
. The crystal structure on Z∞ι [λ] asso-
ciated with ι and λ is defined as follows: We identify Z+∞ ⊗ Tλ ⊗ Z
−∞ with Z∞. Therefore,
Z∞[λ] is regarded as a sublattice of Q∞ = Q ⊗Z Z
∞. Thus, we can deonte ~x ∈ Z∞ι [λ] by
~x = (· · · , x2, x1, tλ, x−1, x−2, · · · ). For ~x ∈ Q
∞, we define a linear function σk(~x) (k ∈ Z) by:
σk(~x) :=


xk +
∑
j>k〈hik , αij〉xj (k ≥ 1),
−〈hik , λ〉+ xk +
∑
j>k〈hik , αij〉xj (k ≤ −1),
−∞ (k = 0).
(4.1)
Since xj = 0 for j ≫ 0, σk is well-defined. Let σ
(i)(~x) := maxk:ik=iσk(~x) and
M (i) = M (i)(~x) := {k : ik = i, σk(~x) = σ
(i)(~x)}. (4.2)
Note that σ(i)(~x) ≥ 0, and that M (i) = M (i)(~x) is a finite set if and only if σ(i)(~x) > 0. Now,
we define the map e˜i : Z
∞[λ] ⊔ {0} −→ Z∞[λ] ⊔ {0} , f˜i : Z
∞[λ] ⊔ {0} −→ Z∞[λ] ⊔ {0} , by
e˜i(0) = f˜i(0) = 0 and
(f˜i(~x))k = xk + δk,minM (i) if M
(i) exists; otherwise f˜i(~x) = 0, (4.3)
(e˜i(~x))k = xk − δk,maxM (i) if M
(i) exists; otherwise e˜i(~x) = 0. (4.4)
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where δi,j is Kronecker’s delta. We also define the weight function and the function εi and ϕi
on Z∞[λ] as follows:
wt(~x) := λ−
∑∞
j=−∞ xjαij , εi(~x) := σ
(i)(~x),
ϕi(~x) := 〈hi, wt(~x)〉+ εi(~x).
(4.5)
We denote this crystal by Z∞ι [λ].
Since there exist the embedings of crystals: B(±) →֒ Z±∞
ι±
, we obtain
Theorem 4.1.
Ψ(λ)ι : B(∞)⊗ Tλ ⊗ B(−∞) →֒ Z
+∞
ι+
⊗ Tλ ⊗ Z
−∞
ι−
(= Z∞ι [λ])
u∞ ⊗ tλ ⊗ u−∞ 7→ (· · · , 0, 0, tλ, 0, 0, · · · )
is the unique stirict embedding which is associated with ι := (· · · , i2, i1, tλ, i−1, i−2, · · · ).
4.2 The image of Ψ
(λ)
ι
Fix a sequence of indices ι as above. We define a linear function β¯k(~x) as follows:
β¯k(~x) = σk(~x)− σk(+)(~x) (4.6)
where σk is defined by (4.1). Since 〈hi, αi〉 = 2 for any i ∈ I, we have
β¯k(~x) =
{
xk +
∑
k<j<k(+)〈hik , αij〉xj + xk(+) (k ≥ 1 or k
(+) ≤ −1),
−〈hik , λ〉+ xk +
∑
k<j<k(+)〈hik , αij〉xj + xk(+) (k ≤ −1 and k
(+) > 0).
Using this notation, we define an operator S¯k = S¯k,ι for a linear function ϕ(~x) = c +∑∞
−∞ ϕkxk (c, ϕk ∈ Q) as follows:
S¯k (ϕ) :=
{
ϕ− ϕkβ¯k if ϕk > 0,
ϕ− ϕkβ¯k(−) if ϕk ≤ 0.
(4.7)
An easy check shows (S¯k)
2 = S¯k. For a sequence ι and an integral weight λ, we denote by
Ξι[λ] the subset of linear forms which are obtained from the coordinate forms xj , x−j (j ≥ 1)
by applying transformations S¯k. In other words, we set
Ξ+ι [λ] := {S¯jl · · · S¯j1(xj0) : l ≥ 0, j0, · · · , jl > 0}
Ξ−ι [λ] := {S¯−jk · · · S¯−j1(−x−j0) : k ≥ 0, j0, · · · , jk > 0},
Ξι[λ] := Ξ
+
ι [λ] ∪ Ξ
−
ι [λ].
(4.8)
Now we set
Σι[λ] := {~x ∈ Z
∞
ι [λ](⊂ Q
∞) : ϕ(~x) ≥ 0 for any ϕ ∈ Ξι[λ]}. (4.9)
By Theorem 2.7, we have
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Theorem 4.2. Suppose that ι± satisfys the assumption (P),(N),and (2.1).Let Ψ
(λ)
ι : B(∞) ⊗
Tλ ⊗ B(−∞) →֒ Z
∞
ι [λ] be the embedding of (4.1). Then Im(Ψ
(λ)
ι )(∼= B(∞)⊗ Tλ ⊗ B(−∞)) is
equal to Σι[λ].
Remark. Under the assumptions (P) and (N), both Ξ+ι [λ] and Ξ
−
ι [λ] are closed by the
actions of S¯k’s, since Sk (k < 0) (resp. Sk (k > 0)) acts identically on Ξ
+
ι [λ] (resp. Ξ
−
ι [λ]).
The following lemma will be used lalter.
Lemma 4.3. Let Ξ be a set of linear functions on Q∞. Suppose that Ξ is closed by actions of
all S¯k’s, then the set
Σ = {~x ∈ Z∞ι [λ]|ϕ(~x) ≥ 0 for any ϕ ∈ Ξι}
is a sub-crystal of Z∞ι [λ].
Proof. It suffices to show that Σ is closed under the actions of f˜i and e˜i. For ~x ∈ Σ, suppose
f˜i~x = (· · · , xk + 1, · · · ). For any ϕ = c+
∑
ϕjxj ∈ Ξ (c, ϕj ∈ Q), we need to show that
ϕ(f˜i~x) ≥ 0. (4.10)
Since ϕ(f˜i(~x)) = ϕ(~x) + ϕk ≥ ϕk, it is enough to consider the case when ϕk < 0. By
definition of f˜i~x, we have σk(−) < σk. This shows that
σk(−) < σk ⇐⇒ β¯k(−) = σk(−) − σk < 0
=⇒ β¯k(−) ≤ −1.
Therefore, it follows that
ϕ(f˜i~x) = ϕ(~x) + ϕk
≥ ϕ(~x)− ϕkβ¯k(−)
= (S¯kϕ)(~x) ≥ 0.
Suppose that e˜i~x = (· · · , xk − 1, · · · ). We need to show that
ϕ(e˜i~x) ≥ 0. (4.11)
Since ϕ(e˜i(~x)) = ϕ(~x) − ϕk ≥ −ϕk, it is enough to consider the case when ϕk > 0. By
definition of e˜i~x, we have σk > σk(+). This shows that
σk > σk(+) ⇐⇒ β¯k = σk − σk(+) > 0
=⇒ β¯k(−) ≥ 1.
Therefore, it follows that
ϕ(e˜i~x) = ϕ(~x)− ϕk
≥ ϕ(~x)− ϕkβ¯k
= (S¯kϕ)(~x) ≥ 0.
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5 Polyhedral Realization of B(Uq(g)aλ) of Type An
In this section, we shall describe the crystal structure of the component including tλ in B(∞)⊗
Tλ ⊗ B(−∞) for the case of type An.
It will be convenient for us to change the indexing set for Z∞ from Z≥1 to Z≥1 × [1, n]. We
will do this with the help of the bijection Z≥1 × [1, n] → Z≥1 given by ((j; i) 7→ (j − 1)n + i).
Thus, we will write an element ~x ∈ Z+∞ as doubly-indexed family (xj;i)j≥1,i∈[1,n] of nonnegative
integers. Simillarly, using that Z≥1 × [1, n]→ Z≤−1 ((j; i) 7→ −jn + i− 1) is bijective, we will
write an element ~x ∈ Z−∞ as doubly-indexed family (x−j;i)j≥1,i∈[1,n] of nonpositive integers.
Therefore, we can write that ~x ∈ Z∞ as (· · · , x1;2, x1;1, tλ, x−1;n, x−1;n−1, · · · ). We will adopt
the convention that xj;0 = xj;n+1 = 0 unless i ∈ [1, n]
To state the main theorem, we prepare several things. For x ∈ R, set (x)+ := max(0, x).
Let λ =
∑
1≤i≤n λiΛi be an integral weight satisfying λ1, · · · , λi0 > 0 and λi0+1, · · · , λn ≤ 0 for
some i0 and for (j; i) ∈ Z≥1 × [1, n] set
C−j;i =
{
(−λ−j+i+1 + (−λ−j+i+2 + (· · ·+ (−λ−j+n+1)+)+ · · · )+)+ if 1 ≤ j ≤ i ≤ n,
0 otherwise.
We will use the following lemma frequently:
Lemma 5.1. For real numbers r1, · · · , rn, we have,
r1 + (r2 + (r3 + · · ·+ (rn−1 + (rn)+)+)+)+ = max(r1, r1 + r2, · · · , r1 + r2 + · · ·+ rn)
Proof.
We can easily show from the fact : r1 + (r2)+ = max(r1, r1 + r2) and iterating this.
By the above lemma, we can write
C−j;i = max(0,−λ−j+i+1,−λ−j+i+1 − λ−j+i+2, · · · ,−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+n+1).
Theorem 5.2. Let ι = (· · · , 2, 1, n, · · · , 2, 1, tλ, n, n − 1, · · · , 1, n, n − 1, · · · ) be an infinite
sequence and λ and C−j;i be as above. We define
Ξ
′
ι[λ] := {S¯−jk · · · S¯−j1(x−j;i + C−j;i) : k ≥ 0, i ∈ I, j ≥ 1, j1, · · · , jk ≥ 1},
Σ′ι[λ] := {~x ∈ Z
∞
ι [λ](⊂ Q
∞) : ϕ(~x) ≥ 0 for any ϕ ∈ Ξ
′
ι[λ]}
and denote the connected component of Im (Ψ
(λ)
ι ) containing ~0 := (· · · , 0, 0, tλ, 0, 0, · · · ) by
B0(λ). Then we have
(i) B0(λ) = Σι[λ] ∩ Σ
′
ι[λ].
(ii) Let vλ be the unique highest weight vector in B0(λ). Then we have
vλ = (· · · , 0, 0, tλ,−C−1;n,−C−1;n−1, · · · ,−C−j;i, · · · ),
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Proof. Since Ξ
′
ι[λ] is closed under the actions of S¯k’s, by Lemma 4.3 Σι[λ] ∩ Σ
′
ι[λ] has a
crystal structure unless it is empty. We will show that Σι[λ] ∩ Σ
′
ι[λ] contains ~0, which implies
that Σι[λ] ∩ Σ
′
ι[λ] is non-empty, and has the unique highest weight vector. First, we will show
that
x0 = (· · · , 0, 0, tλ,−C−1;n,−C−1;n−1, · · · ,−C−j;i, · · · ) (5.1)
is a highest weight vector in Z∞ι [λ]. We set y−j;i := −λ−j+i+1+(−λ−j+i+2+(· · ·+(−λ−j+n+1)+)+)+.
Thus, we have C−j;i = −(y−j;i)+. Due to (4.4), it suffices to show
σ−j:i(x0) ≤ 0 for j ≥ 1, i ∈ I.
(In the case j < 0, trivially σ−j:i(x0) = 0.) We consider the following four cases:
(I) j = 1. (II) i = n. (III) 1 ≤ i < j ≤ n. (IV) 1 < j ≤ i < n.
(I) The case j = 1.
We will show that σ−1,n(x0), σ−1;n−1(x0), · · · , σ−1;1(x0) ≤ 0. Note the following simple fact:
−(−a)+ − a ≤ 0, for any a ∈ R. (5.2)
We can write y−1;i+1 := −λi+1 + (−λi+2 + (· · ·+ (−λn)+)+ · · · )+. By the definition of σ−j:i,
we have σ−1;i(x0) = −(−λi + (y−1;i+1)+)+ + (y−1;i+1)+ − λi. By (5.2), we obtain σ−1;i(x0) ≤ 0.
This shows σ−1;n(x0), σ−1;n−1(x0), · · · , σ−1;1(x0) ≤ 0.
(II) The case i = n.
We shall show σ−j;n(x0) ≤ 0 (1 ≤ ∀j ≤ n) by the induction on j. If j = 1, it is true by (I).
Suppose j > 1. We can write σ−j;n(x0) = −(−λ−j+n+1)+ + (−λ−j+n+1 + (−λ−j+n+2)+)+ −
(−λ−j+n+2)+ + σ−j+1;n(x0). Now, set A := σ−j;n(x0) − σ−j+1;n(x0). Since σ−j+1;n(x0) ≤ 0 by
the induction hypothesis, it is sufficient to show A ≤ 0.
If λ−j+n+1 , λ−j+n+2 ≥ 0 λ−j+n+1 , λ−j+n+2 ≤ 0, then obviously A = 0. If λ−j+n+1 ≥ 0
and λ−j+n+2 ≤ 0, we can write A = (−λ−j+n+1 − λ−j+n+2)+ + λ−j+n+2. In this case, if
−λ−j+n+1 − λ−j+n+2 ≤ 0, then A = λ−j+n+2 ≤ 0. If −λ−j+n+1 − λ−j+n+2 ≥ 0, then A =
−λ−j+n+1 ≤ 0. If λ−j+n+1 ≤ 0 and λ−j+n+2 ≥ 0, obviously A = 0.
(III) The case 1 ≤ i < j ≤ n.
By the definition, C−j;i = 0 for i < j. We can write
σ−j;i(x0) = C−i−1:i+1 − C−i:i + σ−i;i(x0).
By Lemma 5.1, we have
C−i:i = max(0,−λ1,−λ1 − λ2, · · · ,−λ1 − λ2 − · · · − λ−i+n+1),
C−i−1:i+1 = max(0,−λ1,−λ1 − λ2, · · · ,−λ1 − λ2 − · · · − λ−i+n).
Therefore, we obtain C−i:i ≥ C−i−1:i+1. This shows σ−j;i(x0) ≤ 0.
(IV) The case 1 < j ≤ i < n.
We will show σ−j;i(x0) ≤ 0 by the induction on 1 < j ≤ i < n. We can write:
σ−j;i(x0) = −C−j;i + C−j;i+1 + C−j+1;i−1 − C−j+1;i + σ−j+1;i(x0)
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where
C−j;i = (−λ−j+i+1 + (−λ−j+i+2 + · · ·+ (−λ−j+n+1)+ · · · )+)+,
C−j;i+1 = (−λ−j+i+2 + (−λ−j+i+2 + · · ·+ (−λ−j+n+1)+ · · · )+)+,
C−j+1;i−1 = (−λ−j+i+1 + (−λ−j+i+2 + · · ·+ (−λ−j+n+1 + (−λ−j+n+2)+)+ · · · )+)+,
C−j+1;i = (−λ−j+i+2 + (−λ−j+i+3 + · · ·+ (−λ−j+n+1 + (−λ−j+n+2)+)+ · · · )+)+.
Set B := σ−j;i(x0) − σ−j+1;i(x0). It is sufficient to show B ≤ 0, since σ−j+1;i(x0) ≤ 0 by the
induction hypothesis. By Lemma 5.1, we have
C−j;i+1 = max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+1),
C−j+1;i = max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+2),
and then
C−j;i+1 ≤ C−j+1;i. (5.3)
Since
B = −(−λ−j+i+1 + C−j;i+1)+ + C−j;i+1 + (−λ−j+i+1 + C−j+1;i)+ − C−j+1;i,
if C−j;i+1 = C−j+1;i, then B = 0. We consider the case C−j;i+1 6= C−j+1;i. In this case, we have
C−j;i+1 < C−j+1;i by (5.3). We can write
C−j;i+1 = 0 or − λ−j+i+2 − λ−j+i+3 − · · · − λ−j+k+1 > 0 for some k (i ≤ k ≤ n),
C−j+1;i = −λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+2 > 0,
C−j;i+1 − C−j+1;i = λ−j+k+2 + λ−j+k+3 + · · ·+ λ−j+n+2 < 0. (5.4)
If C−j;i+1 = 0, then
B = −(−λ−j+i+1)+ + (−λ−j+i+1 + C−j+1;i)+ − C−j+1;i
= −(−λ−j+i+1)+ + (−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+n+2)+
+λ−j+i+2 + λ−j+i+3 + · · ·+ λ−j+n+2.
In this case, if −λ−j+i+1−λ−j+i+2−· · ·−λ−j+n+2 ≤ 0, then −λ−j+i+1 ≤ 0 by (5.4). Therefore,
we have B < 0. If−λ−j+i+1−λ−j+i+2−· · ·−λ−j+n+2 > 0, then B = −(−λ−j+i+1)+−λ−j+i+1 ≤ 0
by (5.2). Therefore, in the case C−j;i+1 = 0, We get B ≤ 0.
We consider the case C−j;i+1 6= 0. In this case, we have
B = −(−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+k+1)+
+(−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+k+1 − λ−j+k+2 − · · · − λ−j+n+2)+
+λ−j+k+2 + λ−j+k+3 + · · ·+ λ−j+n+2.
If −λ−j+i+1 − λ−j+i+2 − · · · − λ−j+k+1 ≥ 0, by (5.4), we have
B = λ−j+i+1 + λ−j+i+2 + · · ·+ λ−j+k+1
−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+k+1 − λ−j+k+2 − · · · − λ−j+n+2
+λ−j+k+2 + λ−j+k+3 + · · ·+ λ−j+n+2
= 0.
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On the other hand, if −λ−j+i+1 − λ−j+i+2 − · · · − λ−j+k+1 < 0, by (5.4), we have
B = (−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+k+1 − λ−j+k+2 − · · · − λ−j+n+2)+
+λ−j+k+2 + λ−j+k+3 + · · ·+ λ−j+n+2
< 0.
This shows B ≤ 0.
Therefore, we conclude σ−j;i(x0) = B + σ−j+1;i(x0) ≤ 0 for any j, i (1 ≤ i, j ≤ n) by the in-
duction hypothesis. Now, we have shown that x0 = (· · · , 0, 0, tλ,−C−1;n,−C−1;n−1, · · · ,−C−j;i, · · · )
is one of the highest weight vecters in Z∞ι [λ].
Next, we will show that Σι[λ] ∩ Σ
′
ι[λ] contains ~0.
We know that ~0 ∈ Σι[λ], since all the constant terms of all elements in Ξι[λ] are 0. Therefore,
we will show ~0 ∈ Σ′ι[λ].
For the purpose, we shall evaluate the constant term of S¯−jk · · · S¯−j1(x−j;i) by using the
similar method to the one in ([8], Lemma 5.2) and see that all of them are non-negative.
For l ≥ 0, we define S¯
(l)
−j;i as follows:
S¯
(l)
−j;i := S¯−j;i+l−1S¯−j;i+l−2 · · · S¯−j;i+1S¯−j;i. (5.5)
Now, we define
M (i) := {µ = (µ1, µ2, · · · , µi) ∈ Z
i|n− i+ 1 ≥ µ1 ≥ µ2 ≥ · · · ≥ µi ≥ 0},
whose element is called i-admissible partition ([8]). For µ ∈M (i) set
ϕ
(µ)
−j;i(x) := S¯
(µi)
−j+i−1;1S¯
(µi−1)
−j+i−2;2 · · · S¯
(µj+1)
1;i−j S¯
(µj )
−1;i−j+1S¯
(µj−1)
−2;i−j+2 · · · S¯
(µ2)
−j+1;i−1S¯
(µ1)
−j;i(x−j;i) (5.6)
By the similar arguement in [8] Lemma 5.2, we obtain the explicit form of ϕ
(µ)
−j;i(x) up to
constant term:
Lemma 5.3. We have
Ξ′ι[λ] = {ϕ
(µ)
−j;i(x) + C−j;i|j ≥ 1, i ∈ I, µ ∈M
(i)}, (5.7)
ϕ
(µ)
−j;i(x)− ϕ
(µ)
−j;i(0) =
i∑
k=1
(x−j+k−θ(j−k);i−k+1+µk − x−j+k+1−θ(j−k−1);i−k+µk), (5.8)
where we consider xj:i = 0 unless 1 ≤ i ≤ n and
θ(x) :=
{
1 if x ≥ 0,
0 if x < 0.
Let us evaluate the constant term in ϕ
(µ)
−j;i. For µ = (µ1, · · · , µi), we set µ
′ := (µ1, · · · , µj−1, 0, · · · , 0)
and µ′′ := (µ1, · · · , µj−1, µj, 0, · · · , 0) Then we know that ϕ
(µ′)
−j;i has no constant term by its def-
inition. Thus, be Lemma 5.3 we have
ϕ
(µ)
−j;i = (x−j;i+µ1 − x−j+1;i−1+µ1) + (x−j+1;i−1+µ2 − x−j+2;i−2+µ2) + · · ·
+(x−2;i−j+2+µj−1 − x−1;i−j+1+µj−1) + x−1;i−j+1,
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By direct calculations, we obtain
ϕ
(µ′′)
−j;i = S¯
(µj)
−1;i−j+1(ϕ
(µ′)
−j;i) = S¯−1;i−j+µj · · · S¯−1;i−j+1(ϕ
(µ)
−j;i)
= ϕ
(µ)
−j;i − x−1;i−j+µj + x−1;i−j+µj+1 + λi−j+1 + λi−j+2 + · · ·+ λi−j+µj .
Since S¯
(µi)
−j+i−1;1S¯
(µi−1)
−j+i−2;2 · · · S¯
(µj+1)
1;i−j does not produce non-trivial constant term, we have
ϕ
(µ′′)
−j;i(0) = ϕ
(µ)
−j;i(0).
Hence, we obtain the constant term of ϕ
(µ)
−j;i(x),
ϕ
(µ)
−j;i(0) = λi−j+1 + λi−j+2 + · · ·+ λi−j+µj .
By Lemma 5.1, we have
C−j;i = (−λ−j+i+1 + (−λ−j+i+2 + (· · ·+ (−λ−j+n+1)+)+)+)+
= max(0,−λ−j+i+1,−λ−j+i+1 − λ−j+i+2, · · · ,−λ−j+i+1 − · · · − λn−j+1),
and then 

C−j;i + λi−j+1 ≥ 0,
C−j;i + λi−j+1 + λi−j+2 ≥ 0,
· · · ,
C−j;i + λi−j+1 + λi−j+2 + · · ·+ λn−j+1 ≥ 0,
(5.9)
which implies that C−j;i + ϕ
(µ)
−j;i(0) ≥ 0. Therefore, constant terms in all elements in Ξ
′
ι[λ] are
non-negative and then we know that ~0 is conatained in Σι[λ] ∩ Σ
′
ι[λ]. Therefore, we obtain
B0(λ) ⊂ Σι[λ] ∩ Σ
′
ι[λ].
Finally, we will show that Σι[λ]∩Σ
′
ι[λ] has the unique highest weight vector, which implies
the opposite inclusion. We also show that the image of the highest weight vector by Ψ
(λ)
ι
coincides with vλ as in Theorem 5.2.
Let x0 be the highest weight vector as in (5.1). We set
D−j;i := σ−j;i(x0) + C−j;i.
We shall show the following lemma on D−j;i:
Lemma 5.4. (i) If D−j;i ≤ 0, then we have C−j;i = 0.
(ii) If D−j;i > 0, then we have
D−j;i = (−λ−j+i+1 + (−λ−j+i+2 + (· · ·+ (−λ−j+n+1)+)+)+)+ = C−j;i.
Proof.
(I) The case j = 1.
By Lemma 5.1, we get
D−1;i = (−λi+1 + (−λi+2 + (· · ·+ (−λn)+)+ · · · )+ − λi
= max(−λi,−λi − λi+1, · · · ,−λi − λi+1 − · · · − λn),
C−1;i = max(0,−λi,−λi − λi+1, · · · ,−λi − λi+1 − · · · − λn)
= max(0, D−1;i)
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If D−1;i ≤ 0, obviously C−1;i = 0. If D−1;i > 0, we obtain D−1;i = C−1;i This shows that lemma
is true.
(II) The case that i = n.
We will show by the induction on j. By the definition D−j;i and C−j;i, we have
D−j;n = (−λ−j+n+1 + (−λ−j+n+2)+)+ − (−λ−j+n+2)+ + σ−j+1;n(x0), (5.10)
C−j;n = (−λ−j+n+1)+.
(i) The case D−j+1;n > 0.
In this case, by the induction hypothesis, we have σ−j+1;i(x0) = 0. Then,
D−j;n = (−λ−j+n+1 + (−λ−j+n+2)+)+ − (−λ−j+n+2)+. (5.11)
(i-a) The case D−j;n ≤ 0.
If −λ−j+n+2 ≤ 0, then −λ−j+n+1 ≤ 0. Thus, C−j;n = 0. If −λ−j+n+2 > 0, then −λ−j+n+1 ≤ 0
since D−j;n ≤ 0. Therefore, we obtain C−j;n = 0.
(i-b) The case D−j;n > 0.
Since the right hand-side of (5.11) is positive, we have
max(0,−λ−j+n+1,−λ−j+n+1 − λ−j+n+2) > max(0,−λ−j+n+2). (5.12)
This shows that the left hand-side of (5.12) is positive and equal to −λ−j+n+1 or −λ−j+n+1 −
λ−j+n+2. If L.H.S of (5.12) = −λ−j+n+1 > 0, then −λ−j+n+2 ≤ 0. Therefore, we obtain
D−j;n = −λ−j+n+1 = C−j;n. If L.H.S of (5.12) = −λ−j+n+1 − λ−j+n+2 > 0, then −λ−j+n+2 > 0.
Then D−j;n = −λ−j+n+1 must be positive. Thus, we obtain C−j;n = −λ−j+n+1 = D−j;n.
(ii) The case D−j+1;n ≤ 0.
By the induction hypothesis, we have C−j+1;n = (−λ−j+n+2)+ = 0 and then, by the definition
of λ, λ−j+n+1 ≥ 0. Then, by (5.11), we have
D−j;n = σ−j+1;n(x0) ≤ 0.
In this case, we have C−j;n = (−λ−j+n+1)+ = 0.
(III) The case 1 ≤ i < j ≤ n.
By the definition, C−j;i = 0. Then, we have
D−j;i = σ−j;i(x0) ≤ 0.
In this case, the lemma is true.
(IV) The case 1 < j ≤ i < n.
We have
D−j;i = C−j;i+1 + C−j+1;i−1 − C−j+1;i + σ−j+1;i(x0). (5.13)
(i) The case D−j+1;i > 0.
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By the induction hypothesis, we have
D−j+1;n = (−λ−j+i+2 + (−λ−j+i+3 + · · ·+ (−λ−j+n+2)+ · · · )+)+ = C−j+1;i,
and then σ−j+1;n(x0) = D−j+1;n − C−j+1;n = 0. Then, we have
D−j;i = (−λ−j+i+2 + (−λ−j+i+3 + · · ·+ (−λ−j+n+1)+) · · ·+)+
+(−λ−j+i+1 + (−λ−j+i+2 + · · ·+ (−λ−j+n+2)+) · · ·+)+
−(−λ−j+i+2 + (−λ−j+i+3 + · · ·+ (−λ−j+n+2)+) · · ·+)+
= max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+1)
+(−λ−j+i+1 +max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+2))+
−max(max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+1),
−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+2)
Now, we set
X : = max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+1) ≥ 0,
Y : = −λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+2.
Then,
D−j;i = X + (−λ−j+i+1 +max(X, Y ))+ −max(X, Y )
(i-a) The case max(X, Y ) = X .
We have
D−j;i = (−λ−j+i+1 +X)+
= (−λ−j+i+1 +max(0,−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+1))+
= max(0,−λ−j+i+1,−λ−j+i+2 − λ−j+i+2, · · · ,−λ−j+i+1 − λ−j+i+2 − · · · − λ−j+n+1)
= C−j;i.
In this case, the lemma is true.
(i-b) The case max(X, Y ) = Y .
In this case, we have
D−j;i = X − Y + (−λ−j+i+1 + Y )+.
First, we consider the case X = 0. If D−j;i > 0, then −λ−j+i+1 > 0. By the definition of λ, we
have λ−j+i+1, λ−j+i+2, · · · , λ−j+n+1 < 0. This contradicts X = 0. Then, we consider the only
case D−j;i ≤ 0. In this case, we have −λ−j+i+1 ≤ 0. It follows from X = 0 that

−λ−j+i+1 ≤ 0,
−λ−j+i+1 − λ−j+i+2 ≤ 0,
· · ·
−λ−j+i+1 − λ−j+i+2 · · · − λ−j+n+2 ≤ 0.
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This shows C−j;i = 0. Therefore, since X ≥ 0, we consider the case X > 0.
There exist k such that
X = −λ−j+i+2 − λ−j+i+3 − · · · − λ−j+k+1 > 0.
Then we have
X − Y = λ−j+k+2 + λ−j+k+3 + · · ·+ λ−j+n+2 < 0,
D−j;i = X − Y + (−λ−j+i+1 + Y )+
= max(X − Y,−λ−j+i+1 +X),
C−j;i = max(0,−λ−j+i+1 +max(−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · − λ−j+i+2 − · · · − λ−j+i+1))
= max(0,−λ−j+i+1 +X).
If D−j;i ≤ 0, then −λ−j+i+1 + X ≤ 0. This shows C−j;i = 0. If D−j;i > 0, since X − Y < 0
we have −λ−j+i+1 +X > 0, then D−j;i = −λ−j+i+1 +X = C−j;i. Therefore, if D−j+1;i > 0, we
have shown the lemma.
(ii) The case D−j+1;i ≤ 0.
In this case, C−j+1;i = 0. Then, we have

−λ−j+i+2 ≤ 0,
−λ−j+i+2 − λ−j+i+3 ≤ 0,
· · ·
−λ−j+i+2 − λ−j+i+3 · · · − λ−j+n+2 ≤ 0.
This shows, by the definition of λ, λ−j+i+1 ≥ 0 and −λ−j+i+1 + X ≤ 0. Since 0 = C−j+1;i ≥
C−j;i+1 ≥ 0 we have C−j;i+1 = 0. Then,
D−j;i = C−j;i+1 + C−j+1;i−1 − C−j+1;i +D−j+1;i
= (−λ−j+i+1 +max(0,−λ−j+i+2, · · · ,−λ−j+i+2 − λ−j+i+3 − · · · − λ−j+n+2))+ +D−j+1;i
= (−λ−j+i+1 +X)+ +D−j+1;i
= D−j+1;i ≤ 0.
On the other hand,
C−j;i = max(0,−λ−j+i+1 +max(−λ−j+i+2,−λ−j+i+2 − λ−j+i+3, · · · − λ−j+i+2 − · · · − λ−j+i+1))
= max(0,−λ−j+i+1 +X) = 0.
This completes the proof of Lemma 5.4.
Let v0 = (· · · , 0, 0, tλ, x−1;n, x−1;n−1, · · · , x−j;i, · · · ) be a highest weight vector in Σι[λ]∩Σ
′
ι[λ]
satisfying :
x−j;i + C−j;i ≥ 0. (5.14)
Note that the linear function x−j;i + C−j;i in the left hand-side of the inequality is a generator
of Ξ′ι[λ]. Thus, any vector in Σι[λ] ∩ Σ
′
ι[λ] satisfys the inequality (5.14).
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Now, we shall show that v0 is uniquely determined and coincides with v0 by the induction
on the index (−j; i), where we consider the lexicographic order : (−j; i) < (−j′; i′) if j < j′, or
j = j′ and i > i′,i.e.,
(−1;n) < (−1;n−1) < · · · < (−1; 1) < (−2;n) < · · · < · · · (−j; i+1) < (−j; i) < (−j; i−1) < · · · .
Recall the condition that x0 is a highest weight vector :
σ−j;i(v0) ≤ 0 for any(−j; i) (j ≥ 1, 1 ≤ i ≤ n).
For (−j; i) = (−n; 1), we have σ−1;n(v0) = x−1;n−λn ≤ 0. By (5.14), we also have x−1;n+C−1;n =
x−1;n − λn ≥ 0. Those imply
x−1;n = λn = −C−1;n.
Here note that by the assumption on λ, we have λn ≤ 0. Asuume that for any (−j
′; i′) < (−j; i),
x−j′;i′ = −C−j′;i′. (5.15)
Let us determine x−j;i. By this assumption (5.15), we have
σ−j;i(v0) = x−j;i +D−j;i. (5.16)
If D−j;i ≤ 0, by Lemma 5.4(i) we have C−j;i = 0. Then we have
0 ≤ x−j;i + C−j;i = x−j;i.
On the other hand, since v0 is an element in Σι[λ] ∩ Σ
′
ι[λ], we have x−j;i ≤ 0. Those impliy
x−j;i = 0 = −C−j;i.
If D−j;i > 0, by Lemma 5.4(ii) we have D−j;i = C−j;i. Since v0 is a highest weight vector,
we have
0 ≥ σ−j;i(v0) = x−j;i +D−j;i = x−j;i + C−j;i.
By the condition (5.14), we have
x−j;i + C−j;i ≥ 0.
Thus, we obtain x−j;i = −C−j;i. Now, we know that v0 is the unique highest weight vector
in Σι[λ] ∩ Σ
′
ι[λ] satisfying x−j;i + C−j;i ≥ 0. Since B0(λ) contains the unique highest weight
vector ([4]), v0 must be the unique highest weight vector in B0(λ), which implies that B0(λ) =
Σι[λ] ∩ Σ
′
ι[λ].
6 Polyhedral Realization of B(Uq(g)aλ) of Type A
(1)
1
In this section, we consider the case g is of type A
(1)
1 . We fix a positive level integral weight
λ = λ1Λ1 + λ2Λ2 (λ1 ∈ Z>0, λ2 ∈ Z≤0, λ1 + λ2 > 0). We define C−k (k ∈ Z>0) as follows:
C−k := (−(k − 1)λ1 − kλ2)+.
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Theorem 6.1. Let ι = (· · · , 2, 1, 2, 1, tλ, 2, 1, 2, 1, · · · ) be an infinite sequence and let B0(λ) be
the connected component of Im (Ψ
(λ)
ι ) containing ~0 := (· · · , 0, 0, tλ, 0, 0, · · · ). Set
Ξι[λ] := {S¯jl · · · S¯j1(xj0) : l ≥ 0, j0, · · · , jl 6= 1}
∪ {S¯−jk · · · S¯−j1(−x−j0) : k ≥ 0, j0, · · · , jk 6= 1},
Σι[λ] := {~x ∈ Z
∞
ι [λ](⊂ Q
∞) : ϕ(~x) ≥ 0 for any ϕ ∈ Ξι[λ]},
Ξ
′
ι[λ] := {S¯−jl · · · S¯−j1(x−k + C−k) : l ≥ 0, k ≥ 1, j1, · · · , jl ≥ 1},
Σ
′
ι[λ] := {~x ∈ Z
∞
ι [λ](⊂ Q
∞) : ϕ(~x) ≥ 0 for any ϕ ∈ Ξ
′
ι[λ]}.
Then,
(i) B0(λ) = Σι[λ] ∩ Σ
′
ι[λ].
(ii) Let vλ be the highest weight vector of B0(λ). Then we have
vλ = (· · · , 0, 0, tλ,−C−1,−C−2, · · · ,−C−k, · · · ).
Proof. Since Ξι[λ] is closed by S¯k’s, by Lemma 4.3 it has a crystal structure. We will show
that Σι[λ]∩Σ
′
ι[λ] contains ~0 and has the unique highest weight vector. First, we will show that
x0 = (· · · , 0, 0, tλ,−C−1,−C−2, · · · ,−C−k, · · · ) (1 ≤ k)
is one of the highest weight vectors of Z∞ι [λ]. For k ≥ 1, we recall the definition of σ−k:
σ−k(~x) = −〈hi−k , λ〉+ x−k +
∑
j>−k
〈hi−k , αij〉xj .
Let us show σ−k(x0) ≤ 0 for k ≥ 1 by the induction on k. ( In the case k < 0, trivially
σ−k(x0) = 0. )
(i) The case k = 1.
we have σ−1(x0) = −(−λ2)+ − λ2 = 0.
(ii) The case k = 2.
By (5.2), we have
σ−2(x0) = −(−λ1 − 2λ2)+ + 2(−λ2)+ − λ1
= −(−λ1 − 2λ2)+ − 2λ2 − λ1 (by λ2 ≤ 0)
≤ 0.
(iii) The case k > 2.
We assume σ−k+2(x0) ≤ 0. The following fact is trivial by λ1 + λ2 > 0:
− (k − 1)λ1 − kλ2 ≤ 0 =⇒ −kλ1 − (k + 1)λ2 ≤ 0. (6.1)
By the definition of σ−k(x0), we heve
σ−k(x0) = −(−(k−1)λ1−kλ2)++2(−(k−2)λ1−(k−1)λ2)+−(−(k−3)λ1−(k−2)λ2)++σ−k+2(x0).
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Here, we set
X := −(k − 1)λ1 − kλ2, Y := −(k − 2)λ1 − (k − 1)λ2, Z := −(k − 3)λ1 − (k − 2)λ2.
Then we have σ−k(x0) = −(X)+ + 2(Y )+ − (Z)+ + σ−k+2(x0).
By (6.1), if Z ≤ 0, then Y ≤ 0, X ≤ 0 and if Y ≤ 0, then X ≤ 0. It is sufficient to show
following four cases:
(iii-a) Z ≤ 0. (iii-b) Z > 0, Y ≤ 0. (iii-c) Z > 0, Y > 0, X ≤ 0. (iii-d) Z > 0, Y > 0,
X > 0.
(iii-a) The case Z ≤ 0.
We have σ−k(x0) = σ−k+2(x0) ≤ 0.
(iii-b) The case Z > 0, Y ≤ 0.
By definition of σ−k(x0), we have σ−k(x0) = −Z + σ−k+2(x0) ≤ 0.
(iii-c) The case Z > 0, Y > 0, X ≤ 0.
σ−k(x0) = 2(−(k − 2)λ1 − (k − 1)λ2)+ − (−(k − 3)λ1 − (k − 2)λ2)+ + σ−k+2(x0)
= X + σ−k+2(x0) ≤ 0.
(iii-d) The case Z > 0, Y > 0, X > 0.
σ−k(x0) = −X + 2Y − Z + σ−k+2(x0) = σ−k+2(x0) ≤ 0.
Next, we will show that Σι[λ] ∩ Σ
′
ι[λ] contains ~0. By the similar way to the proof of
Theorem5.2, we will show ~0 ∈ Σ′ι[λ]. For the purpose, we shall calculate the constant term of
S¯−jk · · · S¯−j1(x−k).
We set
ϕ
(l)
−k(x) :=
{
S¯−k+l−1 · · · S¯−k+1S¯−k(x−k) (l ≤ k),
S¯−k+l · · · S¯1S¯−1S¯−2 · · · S¯−k+1S¯−k(x−k) (l > k).
By the similar argument in [8] Lemma4.2, we obtain the explicit form of ϕ
(l)
−k(x) up to constant
term as follows:
Lemma 6.2.
Ξ
′
ι[λ] = {ϕ
(l)
−k(x) + C−k | k ≥ 1, l ≥ 1 },
ϕ
(l)
−k(x)− ϕ
(l)
−k(0) = (l + 1)xl−k+θ(l−k) − lxl−k+1+θ(l−k+1)
where
θ(x) :=
{
1 if x ≥ 0,
0 if x < 0.
Now, we calculate the constant term in ϕ
(l)
−k. For l ≤ k−2, we know that ϕ
(l)
−k has no costant
term by its definition. And we have
ϕ
(k−2)
−k (x) = (k − 1)x−2 − (k − 2)x−1.
19
By direct calculations, we obtain
ϕ
(k−1)
−k = S¯−2(ϕ
(k−2)
−k )
= kx−1 − (k − 1)x1 + (k − 1)λ1,
ϕ
(k)
−k = S¯−1S¯−2(ϕ
(k−2)
−k )
= (k + 1)x1 − kx2 + (k − 1)λ1 + kλ2.
For k ≥ 1, since S¯k does not produce non-trivial constant term, we have
ϕ
(k)
−k(0) = ϕ
(l)
−k(0) (l > k).
Hence, we obtain the constant term of ϕ
(l)
−k(x):
ϕ
(l)
−k(0) =


(k − 1)λ1 + kλ2 (l ≥ k),
(k − 1)λ1 (l = k − 1),
0 (l ≤ k − 2).
(6.2)
By Lemma 5.1, we have C−k + ϕ
(l)
−k(0) ≥ 0. This shows that constant terms in all elements in
Ξ
′
ι[λ] are non-negative and then ~0 is contained in Σι[λ] ∩ Σ
′
ι[λ]. Therefore, we have B0(λ) ⊂
Σι[λ] ∩ Σ
′
ι[λ].
Finally, we will show that Σι[λ] ∩ Σ
′
ι[λ] has the unique highest weight vector vλ.
We define
D−k := σ−k(x0) + C−k.
Note that for k ≥ 3,
D−k = 2(−(k − 2)λ1 − (k − 1)λ2)+ − (−(k − 3)λ1 − (k − 2)λ2)+ + σ−k+2(x0)
= 2(Y )+ − (Z)+ + σ−k+2(x0), (6.3)
C−k = (−(k − 1)λ1 − kλ2)+
= (X)+. (6.4)
We need the following lemma:
Lemma 6.3. (i) If D−k ≤ 0, then C−k = 0.
(ii) If D−k > 0, then we have D−k = (−(k − 1)λ1 − kλ2)+ = C−k.
Proof. We shall show the lemma by the induction on k.
(I) The case k = 1.
By the definition of D−1, we have D−1 = −λ2 > 0. This shows C−1 = (−λ2)+ = −λ2.
(II) The case k = 2.
By the definition of D−2 and C−2, we have
D−2 = 2(−λ2)+ − λ1 = −2λ2 − λ1, C−2 = (−λ1 − 2λ2)+ = (D−2)+.
Therefore, we get if D−2 ≤ 0, then C−2 = 0. If D−2 > 0, then D−2 = −λ1 − 2λ2 = C−2.
(III) The case k ≥ 3.
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(i) The case D−k+2 > 0.
By the induction hypothesis, σ−k+2(x0) = D−k+2 − C−k+2 = 0. By (6.3) and (6.4)
D−k = 2(Y )+ − (Z)+, C−k = (X)+.
By (6.1), if Z ≤ 0, then Y ≤ 0 and X ≤ 0. In this case, we have D−k = 0 and C−k = 0. If
Y ≤ 0, then X ≤ 0. In this case, D−k = −(Z)+ ≤ 0 and C−k = 0. Then, it is sufficient to show
following two cases:
(i-a) Z > 0, Y > 0 and X ≤ 0.
(i-b) Z > 0, Y > 0 and X > 0.
(i-a) The case Z > 0, Y > 0 and X ≤ 0.
We have
D−k = 2(−(k − 2)λ1 − (k − 1)λ2)− (−(k − 3)λ1 − (k − 2)λ2)
= −(k − 1)λ1 − kλ2 = X ≤ 0,
C−k = (X)+ = 0.
This show that the lemma is true.
(i-b) The case Z > 0, Y > 0 and X > 0.
We have
D−k = 2(−(k − 2)λ1 − (k − 1)λ2)− (−(k − 3)λ1 − (k − 2)λ2)
= −(k − 1)λ1 − kλ2 = X > 0,
C−k = (X)+ = X = D−k.
Therefore, in the case D−k+2 > 0, the lemma is true.
(ii) The case D−k+2 ≤ 0.
By the induction hypothesis, C−k+2 = (−(k − 3)λ1 − (k − 2)λ2)+ = 0, and then Z = −(k −
3)λ1 − (k − 2)λ2 ≤ 0. By (6.1), Y , X ≤ 0. By (refdefd) and (6.4), we have
D−k = σ−k+2(x0) ≤ 0, C−k = 0.
Therefore, we complete the proof.
Let v0 := (· · · , 0, 0, tλ, x−1, x−2, · · · , x−k, · · · ) be a highest weight vector in Σι[λ] ∩ Σ
′
ι[λ],
which satisfys:
x−k + C−k ≥ 0. (6.5)
Note that the linear function x−k+C−k is a generator of Ξ
′
ι[λ], and then any vector in Σι[λ]∩Σ
′
ι[λ]
satisfys the inequality (6.5).
We shall show that v0 is uniquely determined and coincides with vλ by the induction on the
index k.
By the condition that v0 is a highest weight vector, we have that σ−k(v0) ≤ 0 for any k ≥ 1.
For k = 1, we have σ−1(v0) = x−1 − λ2 ≤ 0. By (6.5), we also have x−1 + C−1 = x−1 − λ2 ≥ 0,
which implies x−1 = λ2 = −C−1. Assume that for any k
′ < k,
x−k′ = −C−k′. (6.6)
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Let us determine x−k. By the assumption (6.6), we have
σ−k(v0) = x−k +D−k. (6.7)
If D−k ≤ 0, by Lemma 6.3(i) we have C−k = 0. Then we have 0 ≤ x−k + C−k = x−k.
On the other hand, since v0 is an element in Σι[λ] ∩ Σ
′
ι[λ], we have x−k ≤ 0. We obtain
x−k = 0 = −C−k.
If D−k > 0, by Lemma 6.3(ii) we have D−k = C−k. Since v0 is a highest weight vector, we
have
0 ≥ σ−k(v0) = x−k +D−k = x−k + C−k.
On the other hand, by the condition (6.5), we have x−k + C−k ≥ 0. Thus, we obtain x−k =
−C−k. Now, we know that v0 is the unique highest weight vector in Σι[λ] ∩ Σ
′
ι[λ] satisfying
x−k + C−k ≥ 0. Since B0(λ) contains the unique highest weight vector ([4]), v0 must be the
unique highest weight vector in B0(λ). Hence, we have B0(λ) = Σι[λ] ∩ Σ
′
ι[λ].
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