ABSTRACT In this paper, we address a number of weaknesses of the windowed decoding of spatially coupled low-density parity-check (SC LDPC) codes and propose three modifications that simultaneously improve its performance, complexity, and latency. An effective termination method of the windowed decoding and the reuse of edge messages of previous target symbols provide a good performance-latency tradeoff when compared with the conventional windowed decoder. Also, we propose a scheme that lowers the error floor, in which the amplified edge messages of the previous window are used in the present window. The proposed windowed decoding, consisting of the three schemes, provides a significant performance gain with smaller latency. The validity of the new windowed decoding is verified by the evaluation with codes from different SC LDPC ensembles.
I. INTRODUCTION
The low-density parity-check (LDPC) codes have long been forgotten since they were first introduced by Gallager [1] . The rediscovery of the LDPC codes [2] , [3] has ignited one of most influential series of studies in coding theory and today's communication systems. Spielman [2] and Mackay and Neal [3] independently found that regular LDPC codes are very good under belief propagation (BP) decoding. Luby et al. [4] and Richardson et al. [5] verified that irregular codes can perform better and even approach channel capacity when their degree distributions are well designed. For the design and optimization of LDPC ensembles, the density evolution technique was used to evaluate the noise threshold or the capacity of LDPC codes [5] , [6] . On top of the ensemble design, graph construction techniques such as the progressive edge growth (PEG) algorithm [7] , [8] can be used for the construction of finite length block codes. Welldesigned LDPC block codes have been successfully adopted in various wireless communication systems [9] .
Convolutional codes defined based on a low-density paritycheck matrix were first proposed in [10] . It was shown that the convolutional gain in the performance of LDPC convolutional codes over block codes was considerable [11] . Later, a significant threshold improvement was observed from the termination of the LDPC convolutional codes [12] . It has recently been proved that the belief propagation (BP) thresholds of terminated LDPC convolution codes are actually equal to their maximum a posteriori (MAP) thresholds over the binary erasure channel (BEC) [13] by using the MAP threshold evaluation method [14] . These codes were renamed as 'spatially coupled (SC) LDPC codes' since they reflect the corresponding graph structure [13] . The same phenomenon was also observed and conjectured by Lentmaier et al. [15] . In [16] , it was proved that SC LDPC codes can universally achieve the channel capacity under BP decoding. While these codes attain a good BP threshold, they are subjected to rate loss due to termination. However, the rate loss is mitigated if the coupling length is large [13] .
Decoding long codes may require large memory and lead to high latency. In [17] , the windowed decoder (WD) was proposed as a solution to this problem. The diagonal stairlike structure of parity check matrices (PCM) provides the condition in which a sub-block of variable nodes is only connected with a local-group of check nodes. Hence, the BP decoder can be operated inside the constrained dimension of a window. The window slides after the iterative decoding of a set of target symbols. A trade-off exists between the decoding performance and the latency in terms of the window size W . The decoding performance improves with an increase in W , but at the cost of latency. Note that if W is set sufficiently large, the performance loss becomes marginal.
To improve the performance of the WD, ensemble design rules have been suggested [17] , [18] . With an effective ensemble structure, the WD threshold increases rapidly as a function of the window size. In [19] and [21] , it was shown that the decoding complexity of WD can be significantly reduced without performance degradation by employing special scheduling techniques. On the other hand, this paper focuses on improving the performance of WD. We propose an improved windowed decoder (iWD) for the SC LDPC codes that incorporates three modifications to the conventional WD. The first technique of the iWD is a new termination method in which the decoding stops earlier than the conventional WD by expanding the group of target symbols. The second technique is the reuse of edge messages of previous target symbols instead of their output log-likelihood-ratios (LLRs). Finally, we propose an error floor lowering technique by message amplification. A significant performance gain over the conventional WD is obtained.
The organization of this paper is as follows. The construction of protograph-based SC LDPC codes is introduced in Section II. The preliminary for SC LDPC codes and the asymptotic analysis of LDPC codes are also discussed. Section III includes the main contribution of this paper. The iWD of SC LDPC codes is detailed and compared with the conventional WD. The latency and asymptotic analysis are also given. In Section IV, numerical results demonstrate the effectiveness of the proposed iWD. Finally, Section V concludes the paper.
II. SC LDPC CODES CONSTRUCTED FROM PROTOGRAPHS
This section discusses the protograph-based SC LDPC ensembles and the finite-length code construction procedure. We also explain the asymptotic analysis of protograph-based LDPC codes, which is useful for analyzing WD.
A. PROTOGRAPH & LDPC CODES
A protograph is a small bipartite graph from which a long LDPC code can be obtained by a procedure known as 'copy and permute' [22] . The protograph is copied M times so as to form the size M bundles of edges, variable nodes (VNs), and check nodes (CNs). A permutation is applied to the edges within each bundle connecting VNs to CNs, yielding an LDPC graph with block length M times as large as a single protograph. Let n P and m P be the number of VNs and CNs in a protograph, respectively. The derived graph will then have n = M × n P VNs and m = M × m P CNs. Let (J , K ) be the degree pair of a regular protograph, where J and K are the degree of edges connected to VNs and CNs in a protograph, respectively. We can represent a protograph by its m P × n P bi-adjacency matrix B, called the base matrix.
B. PROTOGRAPH-BASED SC LDPC ENSEMBLES AND CODE CONSTRUCTION
Spatially coupled LDPC codes can be derived from spatial coupling of protographs. For constructing an SC LDPC protograph, L replicas of an LDPC protograph are coupled by a procedure called edge spreading, where L is defined as the coupling length of an SC LDPC protograph. The L protographs are indexed by t, and the coupling is performed by spreading the edges from VNs at t and connecting the other end to CNs at t + z, z = 0, 1, . . . , w, where w > 0 is the coupling width of the SC LDPC protograph [23] . Due to the spreading of the edges, the base matrix of a protograph is partitioned into component base matrices B i , i = 0, 1, . . . , w. Hence, B i exhibits the edge connectivity between adjacent protographs in the coupled graph. As an example, Fig. 1 shows the construction method for constructing an SC LDPC ensemble with component base matrices B 0 = B 1 = B 2 = [1 1] and L = 10. The base matrix of an SC LDPC protograph with a diagonal stair-like structure is given as
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. For a protograph based SC LDPC code of lifting factor M , we call each group of K g × M VNs a 'VN sub-block'. Similarly, each group of
The spreading of edges gives the coupled protograph w overhanging CNs. These extra CNs result in rate loss compared to the rate of an uncoupled LDPC protograph. The rate of the SC LDPC code is given by
where R = 1 − J g /K g is the rate of the underlying (J , K ) protograph. It can be seen that the factor (1 + w/L) delineates the rate loss, and its effect vanishes at a speed 1/L [13] . This means that when L → ∞, the code rate R L → R. We define SC LDPC ensembles with a set of component base matrices from which SC LDPC protographs of length L can be constructed. The entries of B i , which are non-negative integers, define the edge connectivity with the neighboring w protographs. In this paper, we use codes constructed from the three ensembles defined in Table 1 to validate our proposed methods.
Ensemble A is a classical (3, 6) SC LDPC ensemble [18] defined by B 0 = B 1 = B 2 = [1 1]. In the construction of this ensemble, an individual protograph is at most connected to two neighboring protographs; therefore, the coupling width is w = 2. Ensembles B and C with component base matrices
respectively, have a smaller coupling width of w = 1. For the construction of finite length codes from these ensembles, we use the progressive edge growth (PEG) algorithm to generate random [24] and quasi-cyclic (QC) SC LDPC codes [8] , [25] .
C. ASYMPTOTIC ANALYSIS
The density evolution (DE) [5] , [6] is a technique used for finding the iterative decoding threshold of LDPC ensembles by tracking the probability density function (pdf) of edge messages in the BP decoding. For BEC, a single parameter density (ε) is passed over the graph, whereas for the binaryinput additive white Gaussian noise (BI-AWGN) channel, the densities are a continuous function, which can only be approximated by a vector. Consequently, the threshold calculation for BI-AWGN can become rather complex. Therefore, the reciprocal channel approximation (RCA), which is an approximation of the exact DE, was proposed, with which the calculation of threshold is less complex [26] .
For employing RCA for the BI-AWGN channel, the single scalar parameter is the signal-to-noise ratio (SNR) denoted by p σ , and its reciprocal q σ is defined such that 
This message passing process continues for infinite iterations (in the actual implementation, a sufficiently large number of iterations is considered). The iterative decoding threshold is determined by the smallest value of p ch σ , such that the unbounded growth of all messages p e[v i ,r] σ become achievable.
III. WINDOWED DECODING OF SC LDPC CODES
Let us first call the decoder with full flooding schedule over the entire code the 'BP' decoder. The band diagonal structure in the parity check matrix of the SC LDPC codes makes it possible to run BP decoding within a window of dimension W (W L) [17] . WD utilizes this innate characteristic of the SC LDPC codes by decoding a set of bits in the bitstream progressively until the entire frame is decoded. Localizing the BP decoder inside a window effectively reduces the latency, decoding complexity, and memory requirements, whereas the BP decoding of the entire frame becomes infeasible under practical circumstances, especially when L is large. Consequently, a penalty must be paid in the decoding performance due to restricting the BP decoder inside a window. 
A. CONVENTIONAL WINDOWED DECODER (WD)
We consider a PCM H that is made by lifting a base matrix B with lifting factor M . The window size W determines the number of CN sub-blocks of size (J g × M ) inside a window; therefore, the number of CNs inside a window will be WJ g M . Similarly, the number of VNs inside a window will be WK g M . Figure 2 (a) shows WD that is operational at the third decoding instance. First, WD decodes the leftmost VN sub-block, called target symbols (green-highlighted vertical hatched area in Fig. 2(a) ) in the window. The WD then slides right and down by a sub-block to decode consecutive target symbols. Let us define the window position p as the position of the target symbols of the current window. Note that since the target symbols have a direct connectivity with other symbols as far as w VN sub-blocks, the edges connected with the previously decoded symbols (red-highlighted forward hatched area in Fig. 2(a) ) will pass the output LLRs 1 of these symbols inside the window [20] , [21] . The BP decoding is carried out within the window until the target symbols are decoded or the maximum number of iterations is reached. When the window slides down in H for decoding the next target symbols at p, the edges involved in the decoding of the previous target symbols at (p − 1) maintain the calculated LLRs in the edge memory instead of initializing them again with the received channel LLRs [20] . The number of iterations is greatly reduced by keeping the edge information stored in the edge memory; consequently, the overall decoding complexity is also reduced.
1) LATENCY OF WD
For decoding a frame of LK g M bits, the WD attempts to decode L target symbols, i.e., the decoding is terminated when WD slides L instances to decode the overall frame [17] . For decoding the target symbols at a particular position p, the latency can be given by τ 1 The sum of received channel LLR, and the LLRs from each connected CN.
is the time taken to decode the target symbols. Note that if a proper stopping criterion for decoding is applied, i.e., stopping when the target symbol's parity checks are satisfied, then τ p WD varies with p.
To simplify the analysis, we assume the decoder runs for a fixed number of iterations and the same processing power is used. The latency calculated under this assumption is an upper bound to the actual latency of the decoder with a stopping rule. Let T F and T D be the time taken to receive all symbols in a frame and the time taken to decode the frame using the BP decoder, respectively
Similarly,
Under the same processing power, the latency of the WD is related to that of the BP decoder as
The latency for WD is reduced by a factor of W /L compared with the BP decoder, up to the target symbols at p = L − W + 1. For the following target symbols, the factor is changed to (L − p + 1)/L. The memory requirement is reduced by the factor W /L for WD. Let us now consider the overall latency for the entire frame. For simplicity, we assume the reception of a sub-block and the VOLUME 6, 2018 decoding for the corresponding window do not concurrently occur. We then have
where τ F WD is the latency for decoding an entire frame by WD.
B. IMPROVED WINDOWED DECODER (iWD)
In this section, an improved windowed decoder (iWD) is proposed. The proposed iWD consists of an early termination method and edge message reuse of decoded target symbols. Another scheme for mitigating error floor is also introduced in this paper, in which we amplify the edge messages. For independent evaluation of the schemes, we separately call the combined decoder 'iWD-M' (here, M means 'modified').
1) EARLY TERMINATION OF WINDOWED DECODING
Note that in the conventional WD, the decoding window slides down in H by decoding target symbols consecutively until it processes the last sub-block as a target. When p = L − W + 1, the right side of the window meets the right boundary of the PCM. Subsequently, (i.e., for p > L −W +1), the decoding window slides out from the PCM, then the effective dimension of the window (the size of the processed VNs and CNs) reduces until the decoding of the last group of symbols as the target finishes.
On the other hand, we propose to stop sliding the window when it reaches p = (L − W + 1) and we process all the symbols inside the window as target symbols. Here, the vertical dimension of the window is extended such that the remaining w CNs are included in the window. Figure 2(b) illustrates the decoding termination technique of iWD. Since we know that the low degree CNs at the terminated 2 side of the graph are the basis for better performance of the SC LDPC codes, at the last window position iWD attempts to decode all symbols inside the window. The graph inside the last window position of iWD can be viewed as an SC LDPC code with L = W , where both ends of the graph can be viewed as terminated (if we assume that perfect decoded information is fed at the left end).
Algorithm 1 explains the decoding termination setting of iWD. The vertical dimension of the last window position is changed to (W + w)J g M , whereas the horizontal dimension remains unchanged. Significant latency improvement can be attained from iWD in terms of decoding an entire frame since the window does not slide any further from p = L − W + 1;
Analysis in Asymptotic Settings:
We now analyze the effect of the decoding termination method of iWD in asymptotic settings. We assume the transmission over the BI-AWGN channel with unity symbol power and noise variance σ 2 . The RCA-based density evolution is used for the analysis. The noise threshold σ * p is calculated at each window position p. For the target symbols, we pre-decide a threshold δ, the target SNR of RCA DE; if all p e[v i ,r] σ at the target symbols exceed δ, the RCA DE iteration is stopped. When the window slides, the edges associated with the previous target symbols are preset to δ. The WD threshold σ * p at p is defined as the maximum σ for which the RCA DE stopping condition is satisfied. Figure 3 shows the WD thresholds (σ * p ) for the target symbols at each p of the SC LDPC ensemble of L = 16 formed from ensemble A. We preset δ = 15 and find WD thresholds for two window sizes: W = 4 and 6. The threshold σ * p is constant before the window position p reaches L − W + 1 where the decoding enters the termination phase. In the conventional WD, for the subsequent window positions, the effective vertical and horizontal dimensions of the window shrink and the lower degree CNs at the terminated side of the graph are involved in WD; therefore, the WD threshold increases gradually as the window moves out. In the case of iWD, it can be seen that at the window position (L − W + 1), which is the last position, the vertical dimension of the window is extended by w to include all of the remaining CNs; thus, the WD threshold of the last window increases by processing all remaining symbols as target symbols. Even though the threshold of the last group of symbols in the conventional WD is higher than that of iWD, the earlier threshold increase at p = L − W + 1 for iWD is more beneficial to bit error rate (BER) performance, as shown in Section IV.
2) MESSAGE REUSE
In [17] , the WD of the SC LDPC codes was proposed to provide flexibility in decoding latency over BEC. Since the WD was first introduced for BEC, it is natural that when WD moves to the next p, the edges of the previous target symbols connected to the symbols in current window will pass the decoding decisions: erasure or recovered binary values. For the BI-AWGN channel, the messages are LLRs for an LLR-based BP decoder; therefore, it was considered that the output LLR of symbols are passed to the current window through the connected edges; i.e., the edges of the previous target symbols are initialized with the output LLRs of these symbols [20] , [21] . If the previous target symbols are erroneous, the errors propagates to the current window and interferes with the decoding of the target symbols. For a small W , the effect of error propagation becomes severe.
In this section, we show that for LLRs from the previous target symbols, the extrinsic LLRs (LLRs calculated at line 7 of Algorithm 2) retained in the edges are better than the output LLRs. Figure 4 depicts the sliding window of size W = 4 moving from p = i to i + 1 over the SC LDPC protograph of ensemble A. The target symbols are connected to w + 1 CNs, as indicated by the dashed edges in Fig. 4 . The rightmost CNs in the window are connected to the VNs that have a lower degree, i.e., 1 and 2 in Fig. 4 , because of the truncation. It is shown that the BER of the rightmost VNs in the window is poorer [21] . Therefore, less reliable information can propagate from right to left in the decoding window. The output LLRs of the previous target symbols include less reliable messages from the right neighbor check node. Passing the output LLRs of the previous target symbols
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if I = I max orĉ T pH p = 0 then Break; 10: end if 11: end for 12: UPDATESET(I(p)) 13 : end for to the next window also breaks the message independence; using the extrinsic LLRs is thus better choice than the output LLRs.
Algorithm 2 describes the decoding process of iWD. Except for initialization, the same BP decoding runs inside a window until the target symbols are decoded. Let us denote 'I(p)' as the set of VN indices which are included in the window at p, 'l' as an LLR and 'e[·, ·]' as the edge index. Algorithm 3 describes the initialization step of the decoder. The edges associated with the VNs which were not included in I(p − 1) are initialized by the received channel LLRs. Let I(0) be an empty set. Therefore, all VNs are initialized by the received channel LLRs for WD at the first position p = 1. At subsequent window positions, only the edges associated with the newly included rightmost VNs are initialized by the channel LLRs. The decoder makes decisions only for target symbols at the last step of the decoding iteration, i.e., CNs connected with the target symbols are checked for syndrome satisfaction. Note that at line 9 of Algorithm 2,H p is a submatrix showing the connectivity between target symbols and the associated CNs at p. At p = L − W + 1, all symbols inside the window are target symbols; therefore,H p has the same dimension as that of the window at this position. Before incrementing p, I(p) is updated at line 12 by the function UPDATESET (I(p) ). VOLUME 6, 2018
end if 4: end for
end if 6: end if 7: end for
3) MESSAGE AMPLIFICATION FOR ERROR FLOOR MITIGATION
In both WD and iWD, the structure of an ensemble not only affects the performance in the waterfall region, but also in the error floor region. For instance, a code from ensemble C performs better than a code from ensemble B in the waterfall region; but worse in the error floor region under WD. Because only codes with large girth (e.g., 10) are used, we can conclude that the high error floor of the code from ensemble C is mainly due to the combination of the ensemble structure and the WD.
We propose an error floor lowering technique that uses an amplified version of the edge messages of the previous window. Algorithm 4 describes the modified initialization step of the decoder where α is the amplifying factor. When the parity checks are satisfied for the target symbols, the edge messages at that specific p are considered reliable. Before the window shifts, we amplify the messages by the factor of α for all edges that are involved again in the next window. The lower degree VNs in the right side of the window contribute largely to the error floor, as shown in the next section. The effect of the lower degree VNs is mitigated by the amplification method. We call iWD with amplification method as 'iWD-M' (here, M denotes 'modified') for independent evaluation of both schemes. In iWD-M, line 4 of Algorithm 2 is replaced by Algorithm 4.
IV. NUMERICAL RESULTS: PERFORMANCE EVALUATION OF iWD
To demonstrate the effectiveness of the iWD, the finite length performance and the corresponding decoding complexity are analyzed for both WD and iWD for a code taken from the classical SC LDPC ensemble (i.e., ensemble A). The code A. BER PERFORMANCE COMPARISON Figure 5 shows the performance curves of WD and iWD for window sizes W = 6, 8, and 10. As can be seen, the performance gap is largest when W is small. For W = 6 and a bit error rate (BER) of 10 −3 , the gap between the performance curves is about 0.17 dB. For W = 8 and 10, the performance gap is reduced to about 0.11 dB. One of the benefits of using iWD is the performance improvement with small W . The BERs at each VN sub-block indexed with t are shown in Fig. 6 to examine the separate effects of the new termination (Algorithm 1) and the message reuse (Algorithm 3) on the performance of WD at E b /N o = 1.9 dB. We can observe significant improvement in BER at all subblocks when Algorithm 3 is applied over the conventional WD. As the window moves down in H, the BER improvement of iWD increases because, instead of the output LLRs, the extrinsic LLRs stored in the edge memory are fed to consecutive windows. For the conventional WD operated with the new termination setting defined in Algorithm 1, BER improvement is observed for t ≥ 11. This is because, at the last window position p = 11, the CNs with lower degrees have a significant impact on performance because they pass more reliable information inside the window. 
B. COMPLEXITY COMPARISON
For the same simulation settings, we analyzed the operational complexity of WD and iWD with two metrics: the normalized average VN processing per frame and the average number of iterations.
For a single frame, we normalized the number of VN processed with the length of the codeword; consequently, for multiple frames, the normalized average number of VN processed per frame is given by
where i is the number of times the i th VN was processed during the decoding of an entire frame by WD, f is the total number of frames received, and avg is the normalized average VN processed per frame. In Fig. 7 the normalized average VN processing per frame is plotted with respect to E b /N o for W = 6, 8, and 10. In the waterfall region of the performance curves for each W , a notable difference is observed in the normalized average number of VNs processed. For W = 6 and E b /N o = 1.8 dB, about 127 × n (here, n=16384) more VNs are processed by WD than by iWD. The iWD has 42.5% less complexity compared to WD. A similar trend is observed for W = 8 and 10. Figure 8 shows the average number of iterations taken by the decoder at each window position to decode the target symbols (at E b /N o = 1.6 dB). Until p = L−W +1, iWD takes fewer iterations than WD as the window slides down in H. This indicates that, besides improving the performance, iWD also improves the convergence behavior of the decoder. Since iWD stops earlier at p = L − W + 1, the complexity is significantly reduced for decoding a frame. Similar results in terms of performance and complexity were observed when iWD was applied to other SC LDPC codes constructed with random edge permutation using the PEG algorithm for large girth ≥ 10. In order to show the generality of iWD over any code construction technique, the simulations in the next sub-section are performed with codes constructed using the PEG algorithm.
C. PERFORMANCE ANALYSIS FOR OTHER ENSEMBLES
In this sub-section, the behavior of iWD is examined for codes from SC LDPC ensembles B and C, in order to establish a link between the code structure and the performance gain achievable by iWD. The codes are constructed using the PEG algorithm with random edge connectivity. Code parameters are kept the same as the code discussed in the previous section, whereas the rate of codes from these ensembles becomes R = 0.46875. Let us denote the code from ensembles B and C by C B and C C , respectively. Efficacy of iWD is confirmed for both codes in Fig. 9 , in which the performance curves for C B and C C are plotted for W = 6. In the waterfall region, it can be seen that iWD has better performance than WD for both C B and C C . In Example 1, we explain the difference in performance of these codes. Let us define 'window configuration' as the arrangement of edges in a decoding window.
Example 1: Consider window configurations for SC LDPC ensembles B and C with W = 3 and at any p in the middle of B (i.e., not at terminated sides of B) as shown in Fig. 10 . They can be viewed as protographs in conjunction with the dimension of the window. They can also be viewed as edges of codes with lifting factor M = 1 inside the dimension of the window of W = 3. It can be seen that the number of edges highlighted with a red box (ensemble B) is less than that of the edges highlighted with a green box (ensemble C); these edges correspond to the previous target symbols of the previous position of the window. We call these edges secondary edges (SEs) connected to the window configuration. Since in iWD, SEs share the extrinsic LLRs with the edges inside the window, ensemble C seems to have greater extrinsic information sharing capability due to the higher number of SEs than in ensemble B. The greater number of SEs in ensemble C indicates that iWD will have a more reliable extrinsic estimate of previous target symbols. 
D. NUMERICAL RESULTS IN ERROR FLOOR MITIGATION
In Fig. 9 , it can be seen that the performance improvement of C C is greater than that of C B ; however, C C has an apparent weakness whereby it hit the error floor at a higher error rate than C B . As mentioned earlier, the window configuration of C C in Fig. 10 shows that the rightmost symbols have degree 1 and these symbols will only pass their received channel LLRs without enhancement via iterations.
Under the same simulation setup as that in the previous sub-section, Fig. 11 shows the performance curves of iWD-M with different values of α for the code from ensemble C and W = 6. The error floor is significantly lowered with the application of the message amplification. The error floor improvement is dependent on the value of α, which can be optimized empirically. Figure 12 shows the BER at E b /N o = 2.0 dB versus α for the same setting as that in Fig. 11 . Let α * be the optimal value of α in terms of performance for the given SNR (here, α * ≈ 2.1). Figure 12 also shows the normalized average number of VNs processed per frame ( avg ) with α in order to analyze the effect of α on decoding complexity. Since avg increases with α for α > α * , it is noticed that the good trade-off between performance and complexity occurs at α ≤ α * . This behavior is observed to be general, even though the specific value of α * is dependent on the ensemble and the window size. The generality of this technique is confirmed in Fig. 13 , in which the BERs of codes from ensembles A and B are shown for α = 2.0 for iWD-M. Significant improvement in the error floor region is observed for both C A and C B .
V. CONCLUSIONS
In this paper, we proposed an improved WD of SC LDPC codes. First, the proposed decoder includes a new termination method, which improves the performance and reduces the decoding latency simultaneously. The performance gain was analyzed using an RCA-based asymptotic analysis. The second technique utilizes the edge message reuse that mitigates error propagation and improves the BER performance. Lastly, we proposed internal message amplification of WD, which significantly improves the error floor performance. With the combination of the proposed techniques, iWD-M gives considerable performance improvement in both the water-fall and error floor regions. Simulations for codes from different ensembles verified the validity and generality of the proposed decoding method.
