The generalized exponential (GE) distribution proposed by Gupta and Kundu (1999) is an important lifetime distribution in survival analysis. In this article, we propose to obtain Bayes estimators and its associated risk based on a class of non-informative prior under the assumption of three loss functions, namely, quadratic loss function (QLF), squared log-error loss function (SLELF) and general entropy loss function (GELF). The motivation is to explore the most appropriate loss function among these three loss functions. The performances of the estimators are, therefore, compared on the basis of their risks obtained under QLF, SLELF and GELF separately. The relative efficiency of the estimators is also obtained. Finally, Monte Carlo simulations are performed to compare the performances of the Bayes estimates under different situations.
Introduction
Let X 1 , X 2 , X 3 , . . . , X n be i.i.d. Generalized Exponential random variables, with the shape parameter θ and scale parameter 1, the cumulative distribution function becomes with the corresponding probability density function (PDF) given by where θ is a shape parameter. When θ =1, the GE distribution reduces to the standard exponential distribution. The GE distribution has a unique mode and its median is In recent years, an impressive array of papers has been devoted to study the behavioral patterns of the parameters of the generalized exponential distribution using both classical and Bayesian framework, and a very good summary of this work can be found in Gupta and Kundu (1999 , 2001a , 2001b , Raqab (2002) , Raqab and Ahsanullah (2001) , Zheng (2002) , Singh et al. (2008) and the references cited there for some recent developments on GE distribution.
The rest of the paper is organized as follows. In section 2, we discussed about prior and posterior distribution used in our Bayesian estimation. In section 3, we discussed about loss functions. In section 4, we develop Bayes estimators under quadratic loss (QLF), squared log error loss (SLELF) and general entropy loss functions (GELF) for the shape parameter θ of the Generalized Exponential distribution. Section 5, presents the risk of the Bayes estimators under different loss functions. In Section 6, the efficiency of the estimators is obtained. Numerical experiments are performed and their results are presented in section 7. Finally, the relative efficiency of the estimators is also shown in figures 1-4 for different values of the parameter.
Prior and Posterior Distributions
The Bayesian deduction requires appropriate choice of priors for the parameters. Arnold & Press (1983) pointed out that, from a strict Bayesian viewpoint, there is clearly no way in which one can say that one prior is better than any other. Presumably one has one's own subjective prior and must live with all of its lumps and bumps. But if we have enough information about the parameter(s) then it is better to make use of the informative prior(s) which may certainly be preferred over all other choices. Otherwise it may be suitable to resort to use noninformative or vague priors (see Uppadhyay et al. (2001), Singpurwalla (2006) ).
In this paper, we consider that the parameter θ has the non-informative prior distribution and is given by
It is assumed that 1 2 3 ( , , ,. .. , ) n x x x x x = is a random sample from the Generalized Exponential distribution. The likelihood function of θ for the given sample observation is,
Here, maximum likelihood estimator of θ is n T , with
Combining the prior distribution (2.1) and the likelihood function (2.2), the posterior density of θ is derived as: 
Loss Functions
From a decision-theoretic view point, in order to select the 'best' estimator, a loss function must be specified and is used to represent a penalty associated with each of the possible estimates. Since, there is no specific analytical procedure that allows us to identify the appropriate loss function to be used, customarily, in most cases for convenience, researchers use the squared error loss function which is symmetrical, and associates equal importance to the losses due to overestimation and underestimation of equal magnitude and obtain the posterior mean as the Bayesian estimate. No doubt, the use of squared error loss function is well justified when the loss is symmetric in nature. Its use is also very popular, perhaps, because of its mathematical simplicity. However, for some estimation and prediction problems, the real loss function is often not symmetric. Asymmetric loss functions have been shown to be functional, see Varian (1975) , Zellner (1986 Nonetheless, it has been observed that in certain situations when one loss is the true loss function, Bayes estimate under another loss function performs better than the Bayes estimate under the true loss. This serves as a warning to naïve Bayesians who thought that Bayes methods always performs well regardless of situations (see. Ren, et al (2004) ). Therefore, we consider symmetric as well as asymmetric loss functions for getting better understanding in our Bayesian analysis.
Bayes Estimation
In this section we provide the Bayes estimates of the shape parameter θ based on three loss functions.
Bayes' estimator under quadratic loss function (QLF)
In this section we consider the Quadratic Loss Function (QLF) 1 -
where δ is a decision rule to estimateθ . δ is to be chosen such that
The Bayes estimator for parameter θ of the Generalised Exponential distribution under quadratic loss function may be defined as
Where,
Bayes estimator under squared-log error loss function (SLELF)
The squared-log error loss function is of the form: 
1 n c n c n c
is the digamma function. Calabria and Pulcini (1996) proposed a loss function which is a suitable alternative to the Modified LINEX loss function called a General Entropy Loss Function of the form:
Bayes estimator under general entropy loss function (GELF)
whose minimum occurs at 2 δ θ = . Without loss of generality, we assume that
Following Calabria and Pulcini (1996) , the Bayes estimator for parameter θ for the pdf (1.2) under general entropy loss may be defined as
exists and is finite. After simplification, we have ( )
Risks of the Bayes Estimators
The risk of ˆb
Since X is a Generalised Exponential variate with parameterθ , then
G n θ . Therefore, the probability density function of T is given by ( ) ( ) ( )
( ) . 
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Following the same procedure, the risk of ˆb sl θ under Squared-log error loss is
Where, is the first derivative of ( ) n Γ with respect to n.
is the tri-gamma function (see Sinha(1986) 
Note that the above three risk functions are constant with respect to θ as n is known and independent ofθ . Using the Lehmann 
Efficiency of the Estimators
In this section, we calculate the relative efficiency of the estimators ˆm le θ ,ˆb q θ ,ˆb sl θ ,ˆb ge θ . where, 
Numerical Results and Discussion
The simulation study considers the performance of Bayes estimation of θ using the prior (2.1) under three different loss functions. The behavior of the loss functions is evaluated on the basis of risk estimates. A comparison in terms of risk values is needed to check whether an estimator is inadmissible under some loss functions. Risks of all these estimators with respect to these three losses have been computed and are presented in Tables 1 and 2 . The results of the simulation study are summarized in the Tables 1-2 . We simulate samples from (1.2) with the true value of θ = 0.5 and 1, using three different sample sizes ( n = 20, 50, 100). All results are based on 10000 repetitions. In the Tables, the estimators for the parameter and the risk, is averaged over the total number of repetitions. Root mean square error (rmse) of each estimate is presented within parenthesis. Tables 1-2 show that under GELF, risk of ˆb 
