For a finitely generated module E over the Noetherian ring R we consider formulas for the Krull dimension of the symmetric algebra
Introduction
Let R be a Noetherian ring and E a finitely generated R-module. Two main themes on the ideal theory of $(E) are discussed here: Explicit formulas for the Krull dimension of S(E) and the exploration of properties of the module E that are mirrored on S(E).
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"Partially supported by CNPq, Brazil tPartially supported by the NSF It was only recently that Huneke and Rossi, cf. [8] , linked the dimension of S(E) to a number introduced by Forster (cf. [3] ) that bounds the number of generators of E as expressed in its local data. It made the search for dimension formulas for S(E) much easier. Based on slightly different ideas we give another proof of that result, and while in [13] we only estimated the KruU dimension of S(E) in terms of the heights of the Fitting ideals of E, here we use [8] to give the exact formula. It makes for an effective way of determining the Krull dimension of S(E).
With regard to the other topics we focus on the question: If E is a torsion-free module, when is S(E) an integral domain, integrally closed, or
Cohen-Macaulay? If R is a polynomial ring over a prime field~ some of these issues can be approached through symbolic computation packages. It is nonetheless interesting to develop a horizon of the likely answers. Our examination is focused on modules of projective dimension at least two and rank greater than one, the rank one case being extensively looked at in [4] . The main results are descriptions of integral domains, particularly in codimension at most four. It emphasizes the steps that may be taken to show symmetric algebras to be Cohen-Macaulay integral domains.
Krull dimension of symmetric algebras
To give the proof of the dimension theorem of [8] we need a few preliminary observations about dimension formulas for graded rings. M. Kfihl has, independently, noticed even broader formulas.
The derivation of the dimension formula in terms of the Fitting ideals of E seems to require that R be catenarian. This is somewhat unsatisfactory since one of ou~ motivations was to remove entirely this condition from [8] .
Dimension formulas
For a prime ideal P of R denote by v(Ep) the minimal number of generators of the localization of E at P. It is the same as the torsion free rank of the module E/PE over the ring R/P. The Forster number of E is:
The following seems to have gone unnoticed: Proof. We may assume that dim A is finite; dim(B) > dim(A)+ height(Q) by our assumption. On the other hand, by the standard dimension formula of [10] , for any prime ideal P of B, p = PNA, we have
The inequality dim(B) <_ dim(A)+ height(Q) follows from this formula and reduction to the affine algebra obtained by localizing B at the zero ideal of A. [] There are two cases of interest here. If B is a Noetherian graded ring and A denotes its degree 0 component then:
Proof of the theorem. We make use of the observation that if R is an integral domain, then the R-torsion submodule of a symmetric algebra
S(E) is a prime ideal of S(E).
Let p be a prime ideal of R; denote by T(p) the R/p-torsion submodule of
S(E) | Rip : SR/p(E/pE).
By the formula above we have
and it follows that dimS(E) _> b(E). Conversely, let P be a prime of S(E) and put p = P N R. It is clear that be a presentation of the R-module E. We intend to express dimS(E) in terms of the sizes of the determinantal ideals of the matrix T.
For each integer t _> 1 denote by It(T) the ideal generated by the t x t minors of T. Consider the condition (*):
height(It(T)) > rank(T) -t + 1, 1 < t < rank(T).
A lower bound for b(E) is bo(E) = dimR + rank(E), the value corresponding to the generic prime ideal in the definition of b(E). We show that the correction from bo(E) can be explained by how deeply the condition (*) is violated. Set m0 = rank(T), so that rank(E) = n -m0. Without loss of generality we assume that R is a local ring, dimR = d. Consider the descending chain of affme closed sets:
On the other hand, if P e V(It(T))\V(It-I(T)), we have rank(E/PE) = n -t + 1; if (*) is not violated at t, the height of P is at least m0 -t + 1 and again dim(R/P) + rank(E/PE) < bo (E) .
Define the following measure on [1, rank(T)]:
Finally, if we put d(E) = supt{d(t)} , we have the following dimension formula. 
(E) = bo(E) + d(E).
Proof. Assume that (*) fails at t, and let P be a prime as above. We have height(P) _> m0 -t + 1 -d(t), and thus
dim(R/P)+rank(E/PE) <_ (d-(mo-t+ l-d(t)))+(n-t4-1) = bo(E)+d(t).
Conversely, pick t to be the /east integer where the largest deficit d(t) occurs. Let P be a prime ideal minimal over It(~) of height exactly m0 -t+ 1 -d(t) . From 
The following is a slight generalization of [13 Example 1.1.7 Let X = (zij) a generic, symmetric n • n matrix, n > 3.
Denote by R the polynomial ring k[zlj], and let I be the ideal generated by the minors of order n -1. That d(I) = 0 can be verified from [9] , and therefore dim S(I) = dim R + 1. The ideal generated by the entries of
defines the variety of commuting pairs of n x n matrices. If we fix the zijvariables, it may be looked at as the equations for the symmetric algebra of an R = C[x~js]-module En. That is, En is defined by the Jacobian matrix of this ideal with respect to the y/j-variables. It is not difficult to show that E,~ has rank n in all cases and, in view of the fact (cf. [6] , [11] ) that S(En) has dimension n 2 + n, it follows, by 1.1.3, that E,~ satisfies the condition (*) of section 2. For n = 3, Ea has projective dimension two and its symmetric algebra is a Cohen-Macaulay integral domain. This was proved using Macaulay, as reported variously. In the general case, we expect its projective dimension to be still two and S(E~) to be an integral domain.
Ideals of linear type
We shah now connect Theorem 1. As it will be seen, Theorem 1.1.1 is, in turn, a consequence of this formula. The interplay provided by this equivalence is rewarding; for instance, it provides for a very short proof of Theorem 1.1.1 when R is catenarian.
Given an R-module E, the irrelevant ideal I = S(E)+ of the symmetric algebra B = S(E) is of linear type, of. [4, page 87] . Note that
S(E) = SB/I(I/I 2)
so that if we localize B at the multiplicative set I + I we ensure all the hypotheses of the theorem above. What remains is to observe that each prime ideal of S(E) that contains S(E)+ has the form p + S(E)+, where p is a prime ideal of R.
There are many known classes of ideals of linear types. For the ideals of Example 1.1.7 the answer is not known in full (n > 4).
Integral domains
The conditions under which the symmetric algebra S(E) is an integral domain have been a source of interest. The situation is well understood for modules of projective dimension one (cf. Ill, [7] , [13] ), for several classes of ideals (see [4] for a survey) and have been an incentive to the development of several generalizations of the notion of regular sequences and the theory of the approximation complexes. Here we discuss this question with regard to modules of projective dimension two.
Throughout this section R will be a Cohen-Macaulay integral domain, although the full strength of this condition will not always be used.
Approximation complexes
We first identify a necessary condition for the integrality of a symmetric algebra S(E); it is a strengthening of the condition (*). More generally define ~k as:
If R is catenarian and S(E) is an integral domain, pick a nonzero element ~: lying in all the/t(~)'s and such that rankR(E) = ranklU(~)(E/zE). From the theorem above it follows that E must satisfy ~'1.
One can rephrase -~1 in terms of how L, the kernel of ~o, embeds into R n. It means that for each prime ideal P where the localization Ep is not a free module then v(Ep) < rank(E) 4-height(P) -1.
This says that for each prime ideal P of R, Lp decomposes into a summand of R~ and a submodule g of rank at most height(P) -1 (cf." [4] , [13] ).
We examine the impact of this condition on modules of projective dimension two. There are but a few instances where this has been examined in detail. Let
be a free resolution of the module E.
One of the difficulties to be faced is the following. For S(E) to be a domain the symmetric powers St(E) must be torsion-free modules. If~ from the presentation above, one could derive free resolutions for the St(E) the hurdle largely would disappear. We could try, for instance, to use the complexes of [17] . For t = 2 one has the complex C: For C to be acyclic--in the presence of 3rl--requires height(Ip(r > 4, cf. [17] . Thus if in addition E is a reflexive module, it will be satisfied. Consequently we obtain:
.1 Let R be a four-dimensional domain and let E be a reflezive module of projective dimension two. Then S(E) is not an integral domain.
The alternative approach has been to replace free complexes over the symmetric powers of E by complexes of modules with sufficiently high depth to permit the use of the lemme d'acyclicitg. One of the more direct ways is the following modified version of the Koszul complex. Assume that R is a normal domain and E is a torsion free R-module. To the presentation of E
, L , R n , E ~ 0
we can associate the Koszul complex/C whose component in degree j is Kj = AJ(L) | St_j(R'~). K: behaves much like the ordinary Koszul complex, in particular if a submodule of L splits off R n then the corresponding complex is homotopic to K:. The drawback is that the exterior powers of L may not have sufficiently high depth--at least for higher values of t. There are two modifications of/C that have been proved useful: To mod out the R-torsion of K:--a step that cuts the length of the complex---or, more drastically, replace each Kj by its bi-dual. They both preserve the 0-dimensional homology--St(E)--and the mapping cone property mentioned above (see [5] for details).
Codimension two
Perhaps the simplest interesting case is when rank(L) = 2. We then have the complex:
If E has projective dimension finite, not necessarily two-or, if R is a factorial domaln-(A2L) ** --R. It follows that if E satisfies Y:l then S(E) is a domain. In fact, ifR is a Cohen-Macaulay ring, then S(E) is a codimension
two Cohen-Macaulay domain if and only if L has projective dimension at most one (cf. [13] ).
This short complex typifies some of the differences between the approximation complexes and projective resolutions of symmetric powers.
Codlmension three
Consider a module E satisfying 5vi. For a resolution of E, denote L = ker(~). The approximation complex leading to the symmetric square of E is:
On account of ~1, it follows that S2(E) will be torsion free if and only if the module (A2L) ** has depth at least 3. (We may assume that the dimension of R is at least 4.)
Let us assume that J(E) has codimension three, that is, L has rank three. It follows readily from [5] that if E satisfies ~'1 then Z(E) is acyclic.
The full approximation complex for S(E) is easily obtained. The following notation is used: B for the polynomial ring R[T1,..., T,~] graded in the T's variables in the usual manner, and B(-d)
We consider two cases where these considerations fit.
Theorem 2.3.1 Let R be a regular local ring containing a field, of dimension at least four. Let E be a reflezive module, free on the punctured spectrum of R and such that S(E) is an integral domain of codimension three. Then E is a free module, that is S(E) is a polynomial ring over R.
Proof. We plug all these conditions into the approximation complex
Z(E).
Since E is a reflexive module, it follows that L is a third-syzygy module.
On the other hand, the degree two component of
and as S2(E) is torsion-free, (A2L) ** ~ L* is also a third-syzygy module. It follows that G = coker(A) is a rank 2 B-module readily seen to have Serre's condition $3. By the syzygy theorem of [2] , G is B-free and consequently L* | B is also B-free. Therefore L is R-free, that is S(E) iss a complete intersection of codimension three. Thus Z(E) is a minimal resolution of S(E), so that G cannot be B-free. [] For the next result emphasis will be placed on a torsion-free module E of projective dimension two, whose bi-dual E** is a free module. This permits connecting the properties of S(E) to those of the Cohen-Macaulay module C:
,E )R e ---,C , O.
This restriction on E is aimed at emcompassing the already extensive theory when E is an ideal. To get the missing coefficient of Z(E), dualize the sequence
to get
--, E* ~_ (Re) * -~ (Rn) * ~ L* --* Eztl(E,R) ~-Ezt2(C,R) = O,
so that L* has projective dimension one. Theorem 2.3.2 Let E be a module as above satisfying .T1. Then:
The complez Z(E) is acyclic and S(E) is a Cohen-Macaulay integral domain.

If R is factorial then every ideal of R of height at least 5 contains a prime element of S( E).
Proof. The first assertion follows directly from [5, Theorem 6.2] once the depths of L and L* are taken into account. Suppose P is a nonzero prime of R associated to S(E); localizing at P we may assume that P is the maximal ideal of R. If direr < 3, S(E) is actually of codimension two and [13, Theorem 3.5] applies. Finally, if dim R > 4, the complex above says that each component St(E) has depth at least dim R -3. If R is a factorial domain, and S(E) is integrally closed, we describe the divisorial prime ideals of S(E) and its divisor class group.
If P is a height one prime of S(E), and PnR = p ~ (0), then P = T(p).
By the theorem above we must have that if P is not contained in one of the minimal primes of Y(/~(qo)) then it is principal. The possible heights of the ideal p are: 0, 1, 3 and 4. If p = (O), since the localization S(E)o is a polynomial ring one can shift the support of P to an isomorphic ideal Q that has a nonzero contraction with R. If height(p) = 1, P = T(p), with p = zR; this time consider the ideal xP -1 to obtain an ideal in the same class as p-1 whose contraction to R has height at least two.
This leaves as generators for the divisor class group of S(E), CI(S(E)), the classes of T(p)
, where p is a prime in Ass(C), and of T(q), with q a prime of height four containing/1(~). To show these classes are linearly independent we use an argument of [12] , [16] . Suppose there is a relation Denoting by r the cardinality of the set of associated primes of C, and by s that of the set of primes of height four that contain Ia(~0), this proves: [14] . It is simplified by the fact that the prime ideals that must be tested for have been identified: For each of the prime ideals of height 3 or 4 singled out above, the module
(J(E) + PB)/(J(E) + P~B),
must have rank one as an B/PB-module; [14] describes ways of setting up the computation. Remark 2.3.5 The proof of this theorem is very suggestive of the location of the generators of the divisor class group of a normal symmetric algebra.
Codimension four
Let R be a Gorenstein domain and let E be a module of projective dimension two, satisfying ~'1; assume rank(L) = 4. The coefficient modules of the complex Z(E) are Lt = (^tL)**, 1 < t < 4.
Observe that L3 = L* and that L2 is serf-dual.
It follows easily that:
1. If E is as in 2.3.2, then Z(E) is acyclic. Without those conditions it is not possible to predict the depth of L* and Z(E) may fail to be acyclic.
S(E)
is an integral domain if and only if depth L2 _> 3. 
is
S2(W) is a Cohen-Macaulay module.
Proof. We follow [15] where a version of this result appears. Consider the canonical embedding of A2L into L2:
Note that D is a module of codimension three. On the other hand, the minimal resolution of A2L is: 
~ Ezt2(L~, R)~ Ezt2(A2L, R)~ Ezra(D, R)~ Ezt3(L~, R)~ O.
Since the end modules vanish and Ezta(A2L, R) = S2(W), we get that S2(W) is also Cohen-Macaulay.
To obtain the converse, we must show that
Ezti(L2, R) = O, for i > 2.
First, by localizing at a prime in Ass(W) we establish it for i = 2.
At a prime of height 4, L decomposes into a rank 3 module M and a free summand. This will imply that L2 -~ M @ M*, and therefore has the desired depth. This takes care of the case i = 3. Finally, observe that in all cases D = Ezt3(o%(W), R). []
Computational remarks
Let R be a polynomial ring over a prime field, and let E be a finitely generated R-module. Deciding whether the defining ideal J(E) of S(E) is prime, in an environment provided by programs such as Macaulay, Macsyma or Reduce, at the most primitive level, involves finding an element f E R for which Ef is a free module over the localization R! and checking for
J(E):f =J(E).
This element may be found in the determinantal ideal that defines the free locus of E, obtainable from a presentation of E. It often turns out to be too "long" to be practical. An alternative is to go further down in the resolution of E. For instance, suppose it is known that E satisfies ~'1. Pick f such that for the module s of first-order syzygies of E, the localization Lf is a free module. It will follow that S(E) is a domain if the equation above holds. Its main advantage is to broaden the choice of the f's into more amenable polynomials.
As for studying the Cohen-Macaulayness of J(E), a suitable approach has been to determine regular systems of parameters. The attempt to go directly for their projective dimension is usually defeated if the number of generators--and therefore the number of the Ti-variables--is large.
