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Batteries are often damaged by a high peak power and a steep variation of
the power since it has a relatively low power density. In order to reduce battery
damage, the battery/super-capacitor (SC) hybrid energy storage system (HESS)
has been utilized since the SC can act as a buffer against large magnitudes and
rapid fluctuations in power. The major objective regarding the battery/SC HESS
is to minimize the magnitude/variation of the battery power and the power loss.
To achieve the objective, I formulate optimization problems to provide the optimal
HESS power using given load operation profiles. In addition, I propose an algorithm
using a barrier method and a Multiplicative Increase Additive Decrease method for
providing a feasible optimal solution for energy management in HESS.
The battery/SC HESS can be effectively utilized for Electric Vehicles (EVs)
because high peak power or rapid charging/discharging occur frequently in driving
situations. However, the optimization method proposed in the second chapter cannot
be adopted for EVs because it is difficult to obtain the future driving profile in
advance. To calculate the optimal power of the battery/SC without the future
profiles, I propose a method for computing the reference voltage of the SC based on
the characteristic of power-train and the vehicle dynamics. In addition, I formulate
the real-time optimization problem that minimizes the magnitude/variation of the
battery power and the power loss simultaneously.
To improve the power control for the battery/SC HESS in EVs, it is necessary
to know the future motor power in advance. They can be derived from the future
speed/acceleration of the vehicle through the method proposed in the third chap-
ter if the future speed/acceleration can be predicted. Fortunately, there are many
prediction techniques such as car following models, path planning algorithms and
model predictive schemes, which are based on results of target tracking. Therefore,
the driving environments, e.g., moving objects, should be accurately estimated.
To improve the multi-target estimation accuracy even if there are many false
detections, I propose a robust multi-target tracking scheme based on the GM-
PHD filter. The proposed scheme includes the processing step of evaluating mul-
tiple states/measurements which is designed to overcome the weight under/over-
estimation problem. Furthermore, it includes the step of generating the birth inten-
sity for the next iteration using the measurements not associated with any tracked
states. I also show that the proposed method can be extended to nonlinear Gaussian
models.
Keywords: Optimal power control, Battery/Super-capacitor, Electric vehicle, In-
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1.1 Background and Motivations
In recent years, as power electric systems are widely deployed in the transportation
areas, the efficient power management has become one of the key issues. In typical
power electric systems, a battery has been utilized for the portable energy storage
device. Most of the battery devices are composed of a large number of cells to meet
the sufficient load power. However, the life of battery can be diminished by a high
peaked and fluctuated power that generates excessive heat and makes the internal
resistance of battery large.
In order to supplement the weaknesses of battery, the battery/super-capacitor
(SC) hybrid energy storage system (HESS) was proposed [1]-[13]. Since the SC has
a relatively high power density, it acts as a buffer against high power or variations
of the power required by the motor.
When controlling the power flowing through the battery/SC HESS, the follow-
ing objectives have mainly been considered. First, the magnitude/variation of the
battery power should be minimized in order to extend the life of the battery; this
is a fundamental goal of the HESS. Second, the power loss should be minimized.
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However, the previous researches have not tried to minimize these objectives si-
multaneously [1]-[13]. To achieve the objectives, I design optimization problems to
provide the optimal HESS power using given load operation profiles in the second
chapter.
Electric Vehicles (EVs) use batteries to store electric energy. The performance of
EVs depends heavily on the battery because it has a large impact on the acceleration
and driving distance on a single charge. Because the battery cells can be damaged by
high peak power or rapid charging/discharging, which are originated from repetitive
acceleration/deceleration of vehicles especially in urban situations, the battery/SC
HESS has been adopted for the EVs.
When controlling the power flowing through the HESS in EVs, the State-of-
Charge (SoC) of the SC should be adjusted according to future driving profiles
[29][35][37]. Before the EV decelerates in near future, for example, the SC should be
discharged beforehand in order to receive regenerative braking energy. However, it is
difficult to know the future load profiles in advance. In the third chapter, I propose
a method for calculating the reference voltage of the SC based on the characteristic
of power-train and the vehicle dynamics. In addition, I formulate the real-time
optimization problem that minimizes the magnitude/variation of the battery power
and the power loss simultaneously.
To improve the power control for the battery/SC HESS in EVs, it is necessary
to know the future motor operation profiles in advance. The future motor power
of the EV can be computed by the method proposed in the third chapter if the
speed/acceleration of the vehicle can be predicted, which are strongly affected by
many factors related to driving environment such as traffic lights, lanes, surround-
ing vehicles, or pedestrians. If these factors can be accurately estimated from the
sensor measurements, the future speed/acceleration of the vehicle can be known
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in advance through many prediction techniques, e.g., car following models, path
planning algorithms and model predictive schemes.
To estimate the multiple environment factors, the Multiple Hypotheses Tracking
(MHT) algorithm has traditionally been used to track multiple targets. However,
it is not suitable for tracking multiple targets since the MHT algorithm requires a
large computational overhead for the track-to-measurement data association process
[60]. Recently, the Gaussian Mixture Probability Hypotheses Density (GM-PHD)
filter, in which the parameters are updated based on the Kalman filter, has come
into the spotlight because it can effectively handle target birth/death without the
track-to-measurement data association process [54],[53]. However, the GM-PHD
filter is known to have serious problems related to the birth intensity generation and
target tractability. In addition, another type of problem, which we call the weight
under/overestimation in the fourth chapter, may occur if there are missed detections
or measurement clutters. In order to solve these problems, I propose a robust multi-
target tracking scheme against the false detections based on the GM-PHD filter in
the fourth chapter.
1.2 Contributions and Outline of the Dissertation
1.2.1 EnergyManagement Optimization in a Battery/Supercapacitor
Hybrid Energy Storage System
In this chapter, I investigate the energy management optimization for a battery/SC
HESS. First, I propose an optimal energy management scheme for HESS. For the
optimal control of the power flow, I suggest two main objectives: minimize the
magnitude/fluctuation of power flowing in/out of battery, and minimize the power
loss in the HESS. Second, I solve the original non-convex problem by converting
it to a convex optimization problem. The optimization is formulated as a penalty
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function approximation problem, of which the considered penalty function is convex.
The problem for minimizing the power loss from the internal resistance of the SC is
formulated as a norm approximation problem, which is also a convex optimization
problem. Finally, these two problems are combined into a single problem that has
multiple objective functions. Third, I observe that the feasibility and optimality
of the solution critically depends on the values of the boundary parameters in the
optimization problem. In order to handle this observation, I designed an algorithm
that adjusts the boundary parameters based on the multiplicative-increase-additive-
decrease (MIAD) principle. I demonstrate that the increase of the computational
complexity caused by adapting the MIAD principle is negligible compared to the
complexity of an existing optimization solver. The total iteration complexity of
the solver is O (m logm) where m is the number of inequality constraints in the
optimization problem.
1.2.2 Real-time Optimization for Power Management Systems of
a Battery/Supercapacitor Hybrid Energy Storage System in
Electric Vehicles
In this chapter, I investigate the real-time optimization of the power management
scheme for the battery/SC HESS in EVs. First, I design a new control framework for
the real-time control of the power flowing through the battery/SC HESS in EVs. The
framework consists of two parts: one for computing the SC reference voltage based
on the load dynamics, and the other for optimizing the power flowing through the
HESS. Second, I propose a methodology for computing the reference voltage of the
SC considering real-time load dynamics, i.e., the vehicle dynamics, characteristics of
the motor, the driving conditions, and the regenerative braking systems. With the
proposed method, the SC can handle the future power required by the traction motor
even when a future operation profile is not given beforehand. Third, I formulate a
4
convex optimization problem that minimizes the magnitude/variation of the battery
power and the power loss simultaneously. The formulated optimization problem is
shown to become an equality constrained problem which can repeatedly be computed
by general solvers in polynomial time. The reference voltage of the SC computed
by the proposed method is used as a given parameter in the constraints of the
formulated problem.
1.2.3 Robust Multi-Target Tracking Scheme against False Detec-
tions based on Gaussian Mixture Probability Hypothesis Den-
sity Filter
To further improve the power control for the battery/SC HESS in EVs, it is required
to obtain the future driving profiles (speed, acceleration) in advance. To obtain
the future driving profiles, the driving environment factors such as traffic lights,
lanes, surrounding vehicles, or pedestrians should be accurately estimated from the
measurements obtained from on-board sensors.
In this chapter, I propose a robust multi-target tracking scheme based on the
GM-PHD filter in order to overcome the problems of the conventional GM-PHD
filter. The scheme can provide relatively accurate estimates even with numerous false
positive/negative detections. The proposed GM-PHD filter consists of five steps, as
shown in Fig.4.2: 1) Target prediction and PHD update component construction, 2)
State and measurement evaluation, 3) PHD updating and merging, 4) Duplication
check, and 5) Birth intensity generation for the next iteration.
I propose a method to evaluate the multiple states and measurements. In the
proposed scheme, all states are tagged with the confirmation scores which are up-
dated according to whether or not there are any measurements in the corresponding
observation gates. The weights of the states are adaptively determined in different
ways based on the updated confirmation score to solve problems related to weight
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update. In addition, the measurements not associated with any tracked states are
classified and utilized to generate the Gaussian birth intensity.
The states are tracked using the corresponding identities in the proposed robust
GM-PHD filter. Accordingly, the states that have different identities do not merge
with each other. As a result, the duplicated states may exist depending on the target









As fossil fuels have been considered a major cause of global warming in recent years,
electric energy has received a great deal of attention as a substitute. One of the
advantages of electricity is that it can be generated in clean and efficient ways, e.g.
solar and wind power. Electric vehicles (EVs) and smart home energy systems are
good examples that rely on electric energy, which typically require storage devices
such as a battery and a supercapacitor (SC). Since the performance of these appli-
cations depends on the electric energy storage devices, it is important to develop an
efficient method for the optimal energy management of the battery and SC.
A battery and an SC have different characteristics in their operation. A battery
has a relatively high energy density but a low power density compared to an SC.
The low power density leads to the following problems: 1) a large number of battery
packs are needed to provide sufficient peak power to the electrical systems, and 2) the
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life of battery can be diminished through large variations of power flow that generate
excessive heat and increase the internal resistance of the battery. In contrast, an SC
has a relatively high power density but a low energy density compared to battery.
Due to the low energy density, an SC is rarely used alone in energy storage systems.
In order to offset the battery and SC weaknesses, a battery/SC hybrid energy
storage system (HESS) has been proposed [1]-[3]. In general, a HESS can be cate-
gorized into two types: the passive HESS and the active HESS. The representative
characteristic of a passive HESS is the direct connection of the battery and SC in
parallel. Although the passive topology is easy to implement in electric systems, the
passive HESS shows a restriction in managing the power flow. Because the battery
and SC have the same voltage, the power sharing ratio between the battery and SC
is determined by their internal resistances. In order to overcome this limitation, bi-
directional DC/DC converters are used in the active HESS. The DC/DC converter
permits the battery and SC to have different voltages and makes the power flow
controllable. In order to effectively control the power flow, several different types
of HESS topologies have been proposed [5]-[7]. When the power flow in HESS be-
came controllable through the DC/DC converter, improved schemes for the HESS
energy management have been investigated for stable operation of the electric sys-
tems. When controlling the power flow in general energy management systems, two
kinds of goals are generally considered:
1) The magnitude/fluctuation of the power flowing in or out of a battery needs
to be minimized in order to prevent the life of battery from being diminished.
2) The power loss caused by the internal resistance of the SC needs to be mini-
mized in order to extend the battery discharge duration.
Although these two goals are important in designing a HESS, most of the related
works [4]-[11] do not consider them or only considered one of them.
8
Dougal et al. [4] analyzed the passive HESS used in pulsed power applications
in terms of three terms: peak power, internal losses, and discharge life. Based on
their theoretical analysis, the solution used to determine the optimum combination
of battery and SC was presented. However, it cannot be applied to an active HESS
because the decision parameters are the number of SCs used, not the power flow.
Dougal et al. [8] also verified that a DC/DC converter can be used to reduce the
power fluctuation of the battery in a pulse-operated power system. Their scheme
is not appropriate for application to an environment where the battery and SC are
connected to a DC bus, because the range of the SC voltage is limited by the direct
connection between SC and DC bus. Napoli et al. [9] proposed a control strategy
for the active HESS in where the battery, SC, and a fuel cell are connected to a
DC bus through a multiple input DC/DC converter. In their strategy, there were
constraints which set the maximum permissible power and fluctuation of power.
The main drawback of their scheme is in that they did not try to minimize the
maximum power fluctuation and power value. Lukic et al. [10] tried to choose an
optimal strategy from given strategies for active HESSs. The given strategies are
selected to keep the state of charge (SoC) of the SC constant, to keep the total power
constant, and to maximize the SC power. The limitation of this approach is in that
the considered parameter in controlling the power flow uses the SoC of the battery
and SC, not the power variation. Zhang et al. [11] experimented with changing
the split ratio of the power between the battery and SC. The considered ratios,
i.e., 1/5, 3/3, and 5/1, led to the battery and the SC to be charged or discharged
simultaneously. This particular strategy cannot deliver enough power to the loads
if the SC capacitance is insufficient.
In this chapter, we investigate the energy management optimization for a bat-
tery/SC HESS. The architecture of the active HESS considered in this chapter is
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comprised of a battery and multiple SCs, both of which are connected to a DC bus
through DC/DC converters. Multiple loads are connected to the DC bus. The loads
have a heterogeneous operating profile one with another; some loads may be gener-
ators, some other nodes only consume electric energy, and others both consume and
generate electric energy. Our contributions can be summarized as follows:
(a) We propose an optimal energy management scheme for HESS. For the optimal
control of the power flow, we suggest two main objectives: minimize the mag-
nitude/fluctuation of power flowing in/out of battery, and minimize the power
loss in the HESS.
(b) We obtain the optimal solution for controlling the power flow in the HESS by
formulating the optimization problem.
(c) We solve the original non-convex problem by converting it to a convex op-
timization problem. The problem regarding the minimization of the magni-
tude/fluctuation of the power flowing in/out of battery is formulated as a penalty
function approximation problem: a convex optimization problem. The problem
for minimizing the power loss from the internal resistance of the SC is formu-
lated as a norm approximation problem, which is also a convex optimization
problem. Finally, these two problems are combined into a single problem that
has multiple object functions.
(d) We observe that the feasibility and optimality of the solution critically depends
on the values of the boundary parameters in the optimization problem. In order
to handle this observation, we designed an algorithm that adjusts the bound-
ary parameters based on the multiplicative-increase- additive-decrease (MIAD)












Figure 2.1: The symbols used for denoting the HESS circuit
caused by adapting the MIAD principle is negligible compared to the complexity
of an existing optimization solver. The total iteration complexity of the solver is
O (m logm) where m is the number of inequality constraints in the optimization
problem.
The remainder of chapter is organized as follows: In Section II, the HESS topolo-
gies including the HESS topology considered in this chapter are explained. In Section
III, we formulate the optimization problem for the HESS energy management. Sec-
tion IV presents the algorithm for guaranteeing a feasible optimal solution. The
simulation results are shown in Section V. Finally, conclusions are drawn in Section
VI.
2.2 Active Hybrid Energy Storage Systems
In active HESSs, energy storage devices are connected to a DC bus through DC/DC
converters. The DC/DC converters permit the voltage of the energy storage devices
to be different from the DC bus voltage. In regards to the active HESS structures,
there are several types of topologies. In this section, we review the existing HESS













































Figure 2.2: The active HESS topologies: (a) SC-only connected through a DC/DC
converter, (b) battery-only connected through a DC/DC converter, (c) cascaded
connection of the battery/SC using DC/DC converters, and (d) the battery/SC
connected through the respective DC/DC converters.
12
2.2.1 A Review of Active Hybrid Energy Storage Systems
(a) SC-only connected through a DC/DC converter (Fig. 2.2(a)): The bat-
tery is connected directly to the terminal of the inverter whereas the SC is
connected through a DC/DC converter. Due to the direct connection of the bat-
tery, the terminal voltage of the inverter can be constantly maintained. When
an instantaneous high power is required or absorbed, however, the battery can
be severely damaged because there is no buffer between the battery and the
inverter.
(b) Battery-only connected through a DC/DC converter (Fig. 2.2(b)): The
SC is directly connected to the terminal of an inverter whereas the battery is
connected through a DC/DC converter. The SC acts as a buffer against a rapid
power flow change. As a result, the battery is protected and the power flow can
be effectively controlled. However, in this topology, the working range of the SC
is limited due to the constantly maintained SC voltage.
(c) Cascaded connection of Battery/SC using DC/DC converters (Fig.
2.2(c)): The SC is connected to the inverter’s terminal through a DC/DC con-
verter, and the battery is connected to the SC’s terminal through an additional
DC/DC converter. The DC/DC converter between the inverter and the SC in-
creases the working range of the SC. However the DC/DC converter connected
to the terminal of inverter requires a large amount of power for operation because
the converter is located at the power flow bottleneck.
(d) Battery/SC connected through their respective DC/DC converters
(Fig. 2.2(d)): The battery and SC are individually connected to inverter ter-
minal through their own DC/DC converter. This topology shows good perfor-





















Figure 2.3: The HESS topology considered in this chapter: Real-time controllers











Figure 2.4: The SC equivalent circuit.
can be controlled in parallel according to the power flow control. In addition,
this topology is fault tolerant because it can still operate even if failures occur
in the battery or the SC. However, the cost for constructing this topology is
expensive compared to the other topologies.
2.2.2 Considered HESS Topology
In this chapter, we consider the active HESS topology shown in Fig. 2.3. The
considered topology consists of a battery, multiple SCs, and loads. The battery
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and each individual SC are connected to the DC bus through their own DC/DC
converters. The DC/DC converters are controlled by a real-time controller which
measures power flow. The loads are connected to the DC bus through inverters. The
SCs support not only wide range of power requirements but also the simultaneous
charge/discharge of the loads. As a result, a more flexible power control can be
achieved. The power profiles of the loads may be diverse; that is the loads can work
as sinks, generators, or both.
2.3 HESS Energy Management Optimization
In this section, we formulate three problems as optimization problems in order to
minimize: 1) the magnitude/fluctuation of power flowing in/out of the battery, 2)
the power loss induced by the SCs, and 3) both 1) and 2) at the same time. The
objective is to determine the battery power and the SC power for an optimal HESS
energy management.
2.3.1 Notations and Assumptions
The battery, the set of SCs and the set of heterogeneous loads are denoted as B,
S = {Sk|k ∈ K}, and M = {Mn|n ∈ N}, respectively, where K and N are the
number of SCs and loads. The battery power, SC power, and SC energy are denoted
as pB(t), pSk(t), and ESk(t). pB(t) and pSk(t) are dynamically controlled by the
DC/DC converters. We assume that the energy and power are measured using
discrete signals with a sufficiently small sampling period ∆. The sampling period
is determined by the time resolution of the load power history. The battery has
a capacity in watt-hour units, and
∑
t pB(t) = po where po is a constant. The
SC Sk(k ∈ K) can be characterized by the following parameters: capacitance Ck,
Equivalent Serial Resistance (ESR) of capacitor RSk , and the maximum capacitor
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energy EMAXSk . Due to the ESR virtually connected with SC as described in Fig.
2.4, power loss is induced in the charging and discharging of the SCs. Although an
power loss can be induced by the battery, we ignore it because pB(t) is relatively





Load Mn(n ∈ N) is characterized by the required power pMn(t). pMn(t) > 0
means that the load only consumes the stored energy; pMn(t) < 0 means that the
load always supplies electric energy to the energy storage system.
We assume that the future profile within a certain time interval can be acquired
in advance even though the power profiles of the loads are dynamic. The future
operation of the loads can be obtained in advance by previewing the working en-
vironment. This kind of assumption has been adopted in many applications, e.g.,
energy management systems for hybrid electric vehicles [14]-[18]. The profile of the
future operation of the loads is useful in controlling the instantaneous operation of
the HESS. For example, the behavior of a motor in the EV is strongly related to the
terrain of the road or the traffic conditions in front of the vehicle. If the EV will be
on an uphill road in a few second, the SC in EV needs to be fully charged in order to
support acceleration. Similarly, if the EV is due to undergo a downhill course in the
near future, the SoC of SC needs to be minimized in order to capture as much of the
regenerative energy as possible. The time required for fully charging/discharging
the SC is generally 10 to 20 seconds; generally different depending on SCs. For
example, if the SC capacitance is 3400/56(F), the maximum voltage is 2.7 × 56(V)




















If the maximum load power is 30kW, the discharging time is about 17 second.
Therefore, the prediction interval of future load power is set to about 10 to 20
seconds according to the load and SC characteristics.
2.3.2 Minimization of Magnitude/Fluctuation of Battery Power
When controlling the power flow in the HESS, the magnitude and fluctuation of
the power flowing in/out of the battery must be minimized because they cause an
increase in the internal resistance of the battery which may diminish the battery
life-time. In this section, we formulate the original problem as an optimization
problem (denoted as P1) that minimizes the magnitude/fluctuation of the power
flowing in/out of the battery.
The magnitude of the battery power and the power fluctuation of the bat-
tery can be denoted as |pB(t)| and |pB(t) − pB(t − ∆)|, respectively. The cumu-






can then be chosen as an objective function in the for-
mulation of P1. However, generally, the damage to the battery is exponentially
proportional to the increase of the magnitude/fluctuation of the battery power.
Therefore, the objective function of P1 needs to be generalized in order to reflect
the possible exponential damages. In order to define the objective function, the
penalty function ψ can be used. The representative penalty functions are described
as [20]:
• lp−norm function: ψ(u, σ) = |u|p, where p> 1.
∑m
i=1 ψ(ri, σ) = max(r1, . . . , rm)
if p is infinite. When the l∞-norm function is applied to the objective function
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of pB(t), the optimization problem is formulated as a min-max optimization
problem that minimizes the peak power of the battery maxt∈T iB(t).
• Deadzone-linear penalty function:
ψ(u, σ) =
{
0 |u| ≤ σ
|u| − σ |u| > σ
where σ > 0 is a given parameter that determines the width of the penalty
free zone. The deadzone-linear penalty function imposes its linear penalty
when |u| > σ. When σ is large, u tends to be widely spread. Contrarily, u
tends to be zero when σ is zero. The penalty function values increase as the
amount of power violation over a certain threshold value increases. However,
the deadzone-linear penalty function does not provide a specific limit for the
magnitude/fluctuation of the battery power.
• Log barrier penalty function:
ψ(u, σ) =
{
−σ2 log(1− (u/σ)2) |u| < σ
∞ |u| ≥ σ
where σ > 0 is a given parameter that decides the distribution range of u.
Due to the infinite penalty for |u| ≥ σ, it is hard for u to be larger than σ
or smaller than −σ. The magnitude/fluctuation of the battery power can be
limited within a certain boundary by applying the log barrier function to the
objective function.
Among these penalty functions, we can choose one for the objective function
of P1 according to the battery characteristics. Using the penalty functions, P1 is
formulated as a penalty function approximation problem [20]. The objective function
for the battery power magnitude is defined by
∑
t∈T ψ(pB(t), σ1), and that for the
18







σ2 are adjustable. The formulation of P1 can be represented as:

























(∆ (pSk(τ)− ηSk |pSk(τ)|)),
ESk(0) = ESk(T ),
0 ≤ ESk(t) ≤ EmaxSk ,
k ∈ K, t ∈ T,
(2.2)
where T is the considered time period. The decision variables are pB(t), pSk(t), and
ESk(t). Note that σ1 ≫ σ2 because the scale of pB(t) is relatively large compared to
that of pB(t) − pB(t−∆). The parameter εmag is the cost per the battery damage
induced by the peak power and εvar is the cost per the battery damage induced by
the power fluctuation. When εmag = 0 (or εvar = 0), P1 becomes the problem that
minimizes the power fluctuation of battery (or the magnitude of the battery power).
In P1, the first constraint is in that the sum of the power flowing into the DC
bus is equal to the sum of power flowing out of the DC bus. The second constraint
shows the relationship between the energy and power in a SC. Note that the term
−ηSk |pSk(τ)| is a power loss induced by the SC. The third constraint indicates that
the initial capacitor charge is fixed to be equal to the final capacitor charge so that
the net energy change is zero during the operation. The inequality constraint sets
the ESk(t) limit.
Note that the formulation shown in (2.2) is not in the form of a convex opti-
mization problem because there is an absolute term, i.e., |pSk(t)|, in the constraints.
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In order to remove the absolute term for formulating P1 as a convex optimiza-
tion problem, pSk(t) is changed into the sum of two terms p
in
Sk




(t) − pinSk(t) where p
in
Sk
(t) ≥ 0 is the power following into the Sk, and
poutSk (t) ≥ 0 is the power flowing out of the Sk. As a result, P1 can be rewritten in
the following matrix form of a convex optimization problem:
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PB = [pB(1), · · · , pB(T )]T ,
PMn = [pMn(1), · · · , pMn(T )]T ,
P outSk =
[














ESk = [ESk(0), · · · , ESk(T )]T ,
0 = [0, · · · , 0]T , 1 = [1, · · · , 1]T ,
A =
[
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The meaning of the constraints in (2.3) is equivalent to that found in (2.2);
and FPB means the power fluctuation of the battery. The derivation of the second
constraint is shown in Appendix 2.7. Now that P1 has become a convex optimization
problem, it can be solved by existing solvers that find if an optimal solution for P1
is feasible.
2.3.3 Minimization of the Power Loss
The power loss in the HESS, which is induced by the SC ESR, results in the reduction
of the battery discharge duration. Therefore the power loss in the HESS needs to
be minimized in order to increase the battery discharge duration. The power loss





t ηSk |pSk(t)|. Therefore, the objective function in the

















subject to − Lk  (P outSk − P
in
Sk
)  Lk, k ∈ K
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with variables P outSk , P
in
Sk
, and Lk = [lk(1), · · · , lk(T )]. Using these objective func-





















= 0, k ∈ K
GESk = 0,
0  ESk  EmaxSk 1, P
out
Sk
 0, P inSk  0,




−σ11  PB  σ11,
−σ21  FPB  σ21,
k ∈ K,
where the decision variables are PB , P
out
Sk
, P inSk , ESk , and Lk, and the given parame-
ters are EmaxSk , σ1, and σ2 > 0. The constraints are equivalent to the constraints of P1
except for the last three inequality constraints. The last two inequality constraints
indicate the range of the magnitude/fluctuation of the power passing through the
battery. P2 can be solved by existing LP solvers if it is feasible because it is formu-
lated in an LP form.
2.3.4 Minimization of the Dual Objective Functions
In controlling the power flow in the HESS, two objectives need to be considered at
the same time, i.e., the minimization of the magnitude/fluctuation of the battery
power and the reduction of the power loss. In order to satisfy these objectives, we


























0  ESk  EmaxSk 1, P
out
Sk
 0, P inSk  0,





where γ and δ are trade-off weighting factors that can be properly chosen according
to the optimization policy. The decision variables are PB , P
out
Sk
, P inSk , ESk , and Lk.
The objective function of P3 is also convex because it is an affine convex function
combination. Therefore, it can be solved if it has a feasible solution.
2.4 Algorithm
In this section, we propose an algorithm to obtain the feasible optimal solution of
the optimization problem P (= P1, P2, or P3). Since the feasibility of P is up to the
boundary parameters, i.e., σ1, and σ2, it is important to adjust these values in an
effective manner. The algorithm is based on the multiplicative-increase -additive-
decrease (MIAD) policy, which allows σ1 and σ2 to be increased quickly if P is
infeasible and the parameters to be decreased slowly if P is feasible. As a result,
the proposed algorithm permits an infeasible P to quickly become feasible and for
the obtained solution of P to be optimal during the HESS operation. The detailed
procedure of our algorithm will be explained after reviewing an existing solver.
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2.4.1 Computation by Solver
A solver is a software tool which is used to solve the general optimization problem
described as follows:
minimize f0(x)
subject to fi(x) ≤ 0, i = 1, · · · ,m
Ax = b.
(2.4)
If (2.4) is a convex optimization problem, a barrier method can solve (2.4) in
a polynomial time [20]. Problem P can be solved by the barrier method because
the formulation of P is basically equivalent to the canonical form of (2.4). In our
approach, we rely on the barrier method to solve the energy management problem
P under the MIAD policy.
A simple version of the barrier method is described in Algorithm 3 where ǫ is the
tolerance for guaranteeing the sub-optimality, m is the number of inequality con-
straints in the problem, µ is the size of Newton step, and φ(x) = −∑mi=1 log(fi(x)).
At each iteration, the x∗ is computed by Newton’s method [20]. The iteration ter-
minates when t ≥ m/ǫ.
Algorithm 1 The barrier method.
1: given feasible x, t← t(0) > 0, µ > 1, tolerance ǫ > 0.
2: repeat
3: Compute x∗ by minimizing tf0 + φ, subject to Ax = b, starting at x
4: x← x∗
5: t← µt
6: until m/t < ǫ
2.4.2 Parameter Adjustment Algorithm
Although the barrier method can solve convex optimization problems in a polynomial
time, it cannot provide a proper solution if the problem has no feasible solution.
Specifically, P cannot be optimally solved if P has no feasible set of solutions, in
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which case, it is impossible for the HESS to deliver enough power to the loads. In
this case, severe faults may occur in the entire electric system as a result.
The feasibility of P is up to the boundary parameters, i.e., σ1 and σ2, because
the size of the set of feasible solutions depends on these parameters. P becomes
feasible if σ1 and σ2 are large enough while it may not be feasible if σ1 and σ2 have
too small of a value. However, very large values of σ1 and σ2 result in less optimal
solutions of P. Therefore, σ1 and σ2 need to be effectively adjusted in order to
guarantee both the feasibility and optimality of P.
To satisfy both considerations, we propose a MIAD policy for adjusting σ1 and
σ2 efficiently. If P is infeasible, σ1 and σ2 need to be increased multiplicatively in
order to quickly change an infeasible P to be feasible. Otherwise, σ1 and σ2 need
to be decreased to enable P to have optimal solutions during the HESS operation.
The parameters decrease in an additive manner in order to prevent P from being
infeasible as long as possible.
The algorithm for obtaining a feasible optimal solution of P is illustrated in
Algorithm 2. The algorithm is iteratively executed until the operation of the HESS
stops. The algorithm consists of two parts: computation and parameter adjustment.
The optimal solutions are obtained by the barrier method in the computation part,
and σ1 and σ2 are adjusted by the MIAD policy in the parameter adjustment part.








∗, are computed by the barrier method (in line 4),
σ1 and σ2 decrease alternately and additively (σ1 ← σ1 − β1 or σ2 ← σ2 − β2). The
load profiles PMn can then be updated. When P has no feasible solutions, σ1 and
σ2 are adjusted as follows: 1) σ1 ← σ1+β1 (or σ2 ← σ2+β2) if P became infeasible
due to the additive decrease of σ1 (or σ2) in the right previous iteration. This
mechanism prevents an unnecessary increase of the boundary parameters, otherwise
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2) σ1 ← ασ1 and σ2 ← ασ2. Fig. 2.7 shows an example of the σ1 and σ2 variation
during the execution of Algorithm 2. A detailed explanation is given in Section V.
The initial value of σ1 and σ2 can be arbitrarily chosen because these values are
rapidly adjusted by the proposed algorithm. For a more effective choice, the history
of the magnitude/fluctuation of the battery power can be used; for example, the
average magnitude/fluctuation of the battery power can be chosen for the initial
value. The impact of the initial choice of σ1 and σ2 on the computation time will
be explained in the next subsection.
2.4.3 Analysis of the Total Number of Iterations in the Algorithm
Let us consider the barrier function described in Algorithm 3. We refer to the
iteration during one execution of the barrier method as the barrier iteration, and
the repeated execution of barrier method as the outer iteration. The total number











where c = log2 log2(1/ǫnt). ǫnt is a tolerance in Newton’s method. The Nbf was
derived by multiplying two large terms [20]. The first term is the number of execu-
tions of line 3, and the second term is the number of iterations at each execution of
line 3. The total iteration number Ntotal at each update of load profile PMn in the
proposed algorithms can be represented by
Ntotal = NoutNbf (2.5)
where Nout is the number of outer iterations required to provide the feasible solu-
tion. If P is always feasible, Nout = 1 because no boundary parameters need to be
26
Algorithm 2 The algorithm for solving P.




n = 1, m = 1, α > 1, 0 < β1 < σ1, 0 < β2 < σ2.
2: repeat








∗ by solving the problem P using a
solver.
5: if the problem P is feasible then
6: if σ1 ≥ β1 and σ2 ≥ β2 then
7: if n = 1 then
8: temp1 ← σ1
9: σ1 ← σ1 − β1
10: n← 2
11: else
12: temp2 ← σ2
13: σ2 ← σ2 − β2
14: n← 1
15: end if
16: Update IMn , n ∈ N
17: end if
18: else
19: if temp1 − σ1 = β1 then
20: σ1 ← σ1 + β1
21: end if
22: if temp2 − σ2 = β2 then
23: σ2 ← σ2 + β2
24: end if
25: if temp1 − σ1 6= β1 and temp2 − σ2 6= β2 then
26: if m = 1 then
27: σ1 ← ασ1
28: m← 2
29: else





35: until the HESS is off
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adjusted. In general, Nout ≥ 1 because P can be infeasible depending on the bound-
ary parameters or the update of the power profiles. Because Nout is difficult to be
quantitatively estimated, we concentrate on verifying that Nout can be relatively
small by using the MIAD policy controlling the boundary parameters.
Let us denote the boundary parameter as σ, the initial value of the parameter as
σint, and the desired value of the parameter as r. The problem is feasible if condition
σ = αnσint ≥ r
is satisfied where n is the number of outer iterations required for satisfying σ > r.
The inequality can be rewritten as
n ≥ ⌈logα(r/σint)⌉ ,
which means that n is proportional to log r. This characteristic makes Nout suffi-
ciently small. For example, if α = 2, σint = 1, and r = 10000, the number of required
outer iterations is just 14. Therefore Ntotal = NoutNbf ≈ Nbf ≈ O(m logm).
The size of β does not affect the computation time of the algorithm because
it is used to update σ after the feasible solution is obtained. However, it affects
how fast σ approaches an optimal value over a long period. If β is too small, the
optimality of the solution will be slowly satisfied but the feasibility of the solution
will be maintained over a long time. In contrast, the solution can quickly approach
the optimal, but P will be infeasible frequently during the operation.
2.5 Simulation Results
Simulations were carried out using MATLAB in order to verify the proposed op-
timization formulations and algorithm. We considered the HESS topology with
K = 4 and N = 6 as represented in Fig. 2.3 and the load profiles M1-M6 shown
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Table 2.1: The SC Characteristics
num name of SC Ck (F ) v
max
Sk
(V ) RSk (mΩ)
1 BCAP0050 50 2.7 20
2 BCAP0150 150 2.7 14
3 BCAP0310 P270 T10 310 2.7 2.2
4 BCAP0350 E270 T11 350 2.7 3.2
in Fig. 2.5. The characteristics of the considered SCs, i.e., Ck, v
max
Sk
, and RSk , are
shown in Table I. The parameters in Table I were taken from [21]. The simula-
tion results were obtained by the proposed algorithm solving P3 for minimizing the
magnitude/fluctuation of the battery power and the power loss in the HESS.
2.5.1 Review of Previous Approach
In this subsection, we review Napoli’s approach [9] that proposed the control strategy
for the HESS where the battery, SC, and a fuel cell (FC) are connected to a DC
bus through a DC/DC converter having multiple inputs. The strategy proposed by
Napoli’s approach can be described as follows:
|pB(t)| ≤ pmaxB , |pSC(t)| ≤ pmaxSC , 0 ≤ pFC(t) ≤ pmaxFC ,∣∣∣∣
∂pB(t)
∂t








∣∣∣∣ ≤ dpmaxFC ,
pB(t) + pSC(t) + pFC(t) = pL(t),
where pB(t), pSC(t), pFC(t), and pL(t) are the battery/SC/FC power and power re-
quired by a load, respectively. The three constraints in the first line set the maximum
power flow, and the three constraints in the second line set the maximum power fluc-
tuation. The last constraint represents law of power conservation. Although Napoli
considered the FC for the HESS, we focused on the parameters related to only the
battery and SC. In their strategy, however, there are just constraints and no ob-
jective function to minimize the magnitude/fluctuation of the power flowing in/out
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Figure 2.5: The load profiles M1-M6. Time unit: seconds
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Figure 2.6: The simulation results from solving the problem of energy management
in the HESS at εmag = 0.7, εvar = 0.3, σ1 = 26, σ2 = 0.8, γ = 0.001, and δ = 1. A
log barrier penalty function was applied in our algorithm. (a) The battery power
obtained by our algorithm and Napoli’s strategy, (b) the SC power obtained by our
algorithm, (c) the SC energy obtained by our algorithm.
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of the battery. Therefore, it is difficult for the power flow controlled by Napoli’s
strategy to be optimized. The simulation results obtained by Napoli’s strategy are
shown in Fig. 2.6(a).
2.5.2 Simulation Results
In Fig. 2.6, we confirm that our optimization scheme for energy management
in HESS can guarantee the two main objectives; the minimization of the magni-
tude/fluctuation of the battery power and the power loss in the HESS.
Fig. 2.6(a) shows the changing pattern of the battery power controlled by our
algorithm solving P3 and that obtained through Napoli’s strategy. The penalty
function applied to P3 is the log barrier penalty function of σ1 and σ2. The result
of our algorithm was obtained at σ1 = 26, σ2 = 0.8, γ = 0.001, δ = 1, εmag = 0.7,
and εvar = 0.3 and that of Napoli’s scheme was obtained at p
max
B = 26 and dp
max
B =
0.8. The battery power controlled by our strategy was maintained constantly. In
contrast, the battery power controlled by Napoli’s strategy had large power values
and fluctuations compared to the result obtained by our strategy. If the initial values
of pmaxB and σ1 (or dp
max
B and σ2) are much larger than 26 (or 0.8), the performance
gap between the two methods increases during the operation because pmaxB (or dp
max
B )
is not controllable whereas σ1 (or σ2) is controllable.
Fig. 2.6(b) shows the changing pattern of the SC powers controlled by our
algorithm solving P3. The SCs tend to be charged before the loads require large
amounts of power and to be discharged before the regenerative power is delivered
to the energy storage devices. It means that previewing the future profiles of the
load power helps in obtaining a more effective energy management in the HESS.
The SC powers were changed more dynamically than the battery power. This result
is in agreement with the characteristics of SC in that SCs are good at supplying
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high peak power and extremely fluctuated power. We can also see that the SCs,
having a higher capacitance, can provide relatively large amounts of power for a
short duration. Note that the amount of power flowing through S3 is larger than
that through the other SCs even though C4 > C3 because S3 has the smallest ESR
among the SCs; it means that the power loss induced by the SCs was minimized.
Fig. 2.6(c) shows the SC energies changing over the operation time. We can see
that the net energy change of the SCs is equal to zero over the operation time. It
means that the SoC of the SC can be maintained as constantly as possible by our
optimization method; the SCs can be stably operated as a result.
2.5.3 Adjustment of the Boundary Parameters in the Algorithm
Fig. 2.7 shows the history of σ1 and σ2 during the execution of the algorithm solving
P3. The initial values given in our simulation were σ1 = 2, σ2 = 0.5, α = 2, β1 = 2,
and β2 = 0.5. In the area of (A), σ1 and σ2 increase alternately and exponentially
because P3 is infeasible. After P3 became feasible, in (B), the boundary parameters
started to decrease additively in order to find a optimal solution. In (C), σ1 was
converged near the value of 26 but σ2 still decreased. Finally, σ1 and σ2 were
converged to 26 and 0.8 respectively in (D). The number of outer iterations required
until P3 became feasible was 7 as we can see in Fig. 2.7.
From these results, we can confirm that the boundary parameters were effec-
tively controlled by the MIAD policy. The feasibility of P was satisfied by the
multiplicative increase of the parameters within a small number of iterations. The
optimality of the P solutions was also guaranteed during the operation time with
little additional overhead.
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The number of outer iterations
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Figure 2.7: The adjustment of the boundary parameters σ1 and σ2 in Algorithm 2.
Their initial values were σ1 = 2, σ2 = 0.5, α = 2, β1 = 2, and β2 = 0.5. Average
time of each inner iteration is 0.15 seconds.
2.6 Conclusion
In this chapter, the optimization of the energy management in battery/SC hybrid en-
ergy storage systems has been investigated. We described optimization approaches
to achieve two objectives: the minimization of the magnitude/fluctuation of the
battery power and the power loss in the HESS. We proposed an algorithm to ad-
just the boundary parameters based on the multiplicative-increase -additive-decrease
(MIAD) principle. The proposed algorithm can guarantee a feasible optimal solution
within a few iterations. As a result, the power flow in the HESS can be optimally con-
trolled. The life of the battery can be extended and the size of battery can be reduced
through our scheme because it effectively minimizes the magnitude/fluctuation of
the battery power. Therefore, the proposed optimization scheme is suitable to be
deployed in state-of-the-art applications, e.g., EVs or smart home energy systems,
where a small size and a longer life of battery has been strongly required.
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2.7 Proof of 2nd constraint in P2






































Using the matrices A, Doutk , and D
in
k , the previous equation can be represented as
















Power Management Systems of
a Battery/Supercapacitor
Hybrid Energy Storage System
in Electric Vehicles
3.1 Introduction
Batteries in Electric Vehicles (EVs) can be easily damaged by the peak power or
fluctuated power when the vehicles accelerate or decelerate. To prevent the battery
from being damaged, battery/super-capacitor (SC) hybrid energy storage systems
(HESS) can be utilized for the EVs.
When controlling the power flowing through the HESS, the following objectives
have mainly been considered. As described in Chapter 2, the magnitude/variation
of the battery power and the power loss should be minimized. In addition, the SoC
of the SC should be adjusted according to future driving profiles [29][35][37].
Although these objectives should be accomplished at the same time when the
HESS power is controlled, the previous approaches have not achieved these objectives
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simultaneously. Moreover, while the real-time load dynamics should be considered
when computing the reference voltage of the SC, it has not been considered in all of
the previous works. Carter et al [29] propose a rule-based strategy for HESS power
control. In this approach, described in Section IV, the HESS power is controlled
based on several state parameters, i.e., the motor power, maximum battery power,
reference voltage of the SC and the SC voltage. Zandi et al [33] propose a power
control algorithm based on a Fuzzy Logic Control (FLC). The input variables con-
sidered in this approach are the battery SoC, the SC SoC, and the load power. The
power split ratio between the battery and the SC can be computed by using the
membership functions and the rule-bases, which are previously defined based on the
input variables. These rule-based control strategy [29][33] are easily implemented in
the HESS for real-time operation. Schaltz et al [43] investigate the influence of the
battery/SC HESS sizing on the battery life time in a fuelcell HEV. In this approach,
they show a power control strategy in which the power of the battery/FC should
be lower than such threshold values. However, these approaches cannot provide an
optimal HESS power minimizing the magnitude/variation of the battery power.
In order to compute the optimal HESS power for EVs, several researchers have
designed the problem of HESS power control as an optimization problem. Moreno
et al [30] formulate an optimization problem which minimizes the power loss in a
DC/DC converter. In order to solve this problem, the authors apply their idea to a
neural network in which the HESS power can be controlled in real time. Nevertheless,
they do not try to minimize the magnitude/variation of the battery power. Wang
et al [31][32] propose a methodology for sizing the HESS and controlling the HESS
power. In this approach, the objective is also to minimize the power loss. When
computing the power loss, however, the loss caused by the DC/DC converter is not
considered despite the fact that it is relatively large compared to the loss caused by
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the battery/SC. Moreover, it is not attempted to minimize the magnitude/variation
of the battery power. Choi et al [34][35] formulate the HESS power control problem
as a convex optimization problem in an effort to provide an optimal solution. The
objective of the optimization problem is to minimize the magnitude/variation of the
battery current. However, this approach is based on assumptions that are too ideal,
i.e., the future operating profile is previously given, and the power loss caused by
the DC/DC converters is zero. Bauman et al [36] propose an optimization method
of which objective is to maximize the efficiency and to minimize the mass and the
cost for determining the optimal battery/SC size for the fuelcell/battery/SC HESS.
However, they do not attempt to compute the optimal HESS power under dynamic
load situations. Romaus et al [37] attempt to optimize the power flowing through
the battery/SC HESS using Stochastic Dynamic Programming (SDP). In this opti-
mization problem, two objectives are considered; 1) the power loss induced by the
battery/SC HESS, and 2) the gap between the SC voltage and the reference voltage
of the SC, which is determined experimentally based on typical driving situations.
The algorithm of the SDP consists of four steps: the initial guess, an evaluation of
the strategy, improving the strategy, and exiting the iteration if costs converge. The
strategy based on the SDP algorithm has the following weaknesses: 1) the SDP re-
quires large computational overhead due to the two-stage optimization process, i.e.,
the second and third step, in a single iteration, and 2) the performance of the HESS
power control scheme can be worsen when the vehicle is driven in unpredictable sit-
uations. In addition, they do not try to minimize the magnitude/fluctuation of the
battery power. Hredzak et al [38] and Torreglosa et al [39] propose a strategy based
on the Model Predictive Control (MPC) algorithm. The MPC algorithms show good
performance if the motor power changes with predictable patterns. Laldin et al [40]
propose the predictive algorithm of which objective is to minimize the power loss.
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The authors present a Markov process with nine states, which is defined from the
speed/acceleration of the driving cycle known previously. However, the accuracy
of the predicted value of the motor power decreases when the speed of the vehicle
sharply increases or decreases. In other words, the SC cannot be used effectively
when the motor provides or requires an extremely high level of power.
In this chapter, we investigate the real-time optimization of the power manage-
ment scheme for the battery/SC HESS in EVs. Our contributions can be summa-
rized as follows:
1) We design a new control framework for the real-time control of the power
flowing through the battery/SC HESS in EVs. The framework consists of two parts:
one for computing the SC reference voltage based on the load dynamics, and the
other for optimizing the power flowing through the HESS.
2) We propose a methodology for computing the reference voltage of the SC
considering real-time load dynamics, i.e., the vehicle dynamics, characteristics of
the motor, the driving conditions, and the regenerative braking systems. With the
proposed method, the SC can handle the future power required by the traction
motor even when a future operation profile is not given beforehand.
3) We formulate a convex optimization problem that minimizes the magni-
tude/variation of the battery power and the power loss simultaneously. The for-
mulated optimization problem is shown to become an equality constrained problem
which can repeatedly be computed by general solvers in polynomial time. The
reference voltage of the SC computed by the proposed method is used as a given
parameter in the constraints of the formulated problem.
The remainder of this chapter is organized as follows: Section II describes the
system architecture considered in this chapter. Section III proposes the power con-
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Figure 3.1: Schematic of the system architecture.
is computed considering previously mentioned factors. In addition, the proposed op-
timization problem for controlling the HESS power is presented. Simulation results
and the conclusion are given in Sections IV and V, respectively.
3.2 System Description
The system architecture considered in this chapter is presented in Fig. 3.1. The
vehicle has a front-wheel driven powertrain with an electric motor that yields a
maximum power of 50 kW, and a gearbox of which the gear ratio assumed to be
fixed. The braking system of the EV consists of a mechanical braking system and a
regenerative braking system; the mechanical/electrical braking torque is determined
by the braking strategy designed beforehand. The motor is connected to the HESS
through an inverter. In the HESS, the battery and the SC are connected through a
DC/DC converter which is controlled by the proposed optimization strategy. Details
will be explained in the following subsections.
3.2.1 Powertrain Model





2 + FR(v(t)) + gmt sinϑ(t), (3.1)
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Figure 3.2: Motor efficiency map. According to the torque and rotational speed,
the power efficiency is determined. For example, at −50(Nm) and 6000(RPM), the
power efficiency is about 95%.
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where ρa, cD, and Af are the air density, drag coefficient, and frontal area, respec-
tively. Note that the force Fv(v(t)) is obtained by the summation of the aerody-
namic drag, the rolling resistance, and the grading resistance. The rolling resistance
FR(v(t)) can be derived by a fifth-order polynomial function of the vehicle speed
v(t)






where a0, a1, . . . , a5 are obtained from actual experimental results. In this work, we
refer to the coefficients from Sciarretta’s work [41].
The torque at the wheels required to accelerate the vehicle is equal to the sum
of the resistance torque and the dynamic torque for acceleration. It is computed as






where rwh is the radius of the wheels and θv is the total inertia of the vehicle. The
rotational speed of the wheels can be intuitively calculated as follows:
ωwh(t) = v(t)/rwh. (3.4)
The force at the wheels is delivered from/to the driving motor through a gearbox
as described in Fig. 3.1. According to the gear ratio Gr, the torque and rotational
speed at the motor are determined as
τm(t) = τwh(t)/Gr, (3.5)
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Figure 3.3: Braking forces varying with deceleration rate [48].




τm(t)ωm(t)/ηm(t) if τm(t) ≥ 0
τm(t)ωm(t)ηm(t) otherwise
(3.7)
where 0 < ηm(t) < 1 is the motor-inverter efficiency, which is computed as a function
of τm(t) and ωm(t):
ηm(t) = fm (ωm(t), τm(t)) . (3.8)
The function fm can be experimentally obtained from a bench test [47]; fm
considered in this chapter is presented in Fig.3.2.
3.2.2 Regenerative Braking System
One of the most important features of EVs is their ability to convert significant
amounts of braking energy into electric energy that can be stored in the energy stor-
age and then reused. Because the braking torque required is generally much larger
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than the torque that an electric motor can produce, mechanical braking systems
should coexist with the regenerative braking system.
The braking force distribution strategy is shown in Fig. 3.3 [48]. Here, β-line
represents a fixed ratio of the mechanical braking force between the front and rear
wheels, and I-line is the ideal braking force of the EV. If the braking force required
by the stroke of the brake pedal is 0.5mtg, for example, the operating points of the
braking force should be placed on the line of j = 0.5g; the point A and B in Fig.
3.3 are candidates for the braking force with 0.5mtg. When point A is chosen as the
braking point, the regenerative braking force Fbf−reg(A) is determined by segment
A-a because the EV considered here has a front-wheel-driven powertrain. The rest
of the braking force is supplied by the mechanical braking force of the front and
rear wheels, denoted as Fbf−mech(A) and Fbr−mech(A), respectively. In other words,
Fbf−reg(A) +Fbf−mech(A) +Fbr−mech(A) is equal to the total braking force of 0.5mtg.
In a similar way, we can compute the braking force Fbf−reg(B), Fbf−mech(B), and
Fbr−mech(B). As shown in Fig. 3.3, Fbf−reg(B) is larger than Fbf−reg(A), meaning
that the regenerative energy at point B is larger than that at point A. Note that
Fbf−reg(B) should be smaller or equal to the maximum force that can be produced
by the motor Fmaxm . In other words, if Fbf−reg(B) is equal to F
max
m , we can say that
point B is an optimal operating point for obtaining the regenerative braking energy.





0 if v(t) < v0







where Fb(t) is the required braking force and v0 is the low speed threshold; gener-
ally v0 is 15km/h [48]. The regenerative energy that can be obtained at less than
15km/h is too low because electromotive force is scarcely generated by the motor
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at low rotational speeds. Therefore, Fbf−reg(t) is set to zero when v(t) < v0. The
regenerative braking system described in this section will be applied to compute a
suitable SoC for the SC.
3.2.3 Battery/SC Hybrid Energy Storage Systems
Fig. 3.1 presents the battery/SC HESS providing power (PE(t)) to the motor
through an inverter. In the HESS, the battery and the SC are connected through ac-
tive DC/DC converters. The HESS can be constructed with several types of topolo-
gies, as explained in earlier work [28][34]. Generally, the SC is connected through
a DC/DC converter because a DC/DC converter permits the voltage of the SC to
differ from that of the DC bus. Among all HESS topologies, the specific topology in
which only-the SC is connected through the DC/DC converter, as described in Fig.
3.1, has mainly been studied due to the fact that it has good controllability in that
the HESS power can effectively be controlled by the DC/DC converter connected
to the SC. Moreover, it is possible for the battery in this topology to be damaged
by too large peak power over a very short time. However, the peak power flowing
through the battery can be reduced rapidly by the DC/DC converter in real-time.
The low configuration cost is another factor. Only one DC/DC converter is used to
construct the HESS. We assume that the net power flowing in and out of the DC
bus is equal to zero; that is, PB(t) + PSCa(t) − PE(t) = 0, where PB(t), PSCa(t),
and PE(t) are the SC power converted by the DC/DC converter, the battery power
and the power delivered to the motor.
Battery/SC model
The battery has a finite level of energy which is denoted as
∑
t PB(t)∆ = E
max
B ,
where EmaxB is the maximum energy which can be stored in the battery. The internal
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Table 3.1: The Battery Parameters
VB0 battery constant voltage (V) 312.44
RB internal resistance (Ω) 7.2
KB polarisation voltage (V) 1.1307
AB exponential zone amplitude (V) 37.44
DB exponential zone time constant inverse ((Ws)
−1) 9.4328e-08
voltage is modeled as in [45]:





+ABexp (−DB (EmaxB − EB(t))) ,
VB(t) = VB,int(t)−RBiB(t),
where iB(t), VB(t), RB, and EB(t) denote the battery current, the battery voltage,
the internal resistance of the battery, and the energy stored in the battery respec-
tively. The parameters VB0, KB , AB , and DB , which are shown in TABLE 3.1, can
be calculated using the discharge curve of the considered battery (see [45]). The















where CSC is the capacitance of the SC. The minimum voltage of the SC (V
min
SC ) is
limited to half of the maximum voltage of the SC (V maxSC ) because the efficiency of
the DC/DC converter connected to the SC becomes too low when the voltage of the
SC (VSC(t)) is lower than V
max
SC /2 as shown in Fig. 3.4.
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DC/DC converter model
The DC/DC converter controls the SC power denoted as PSC(t) and the output
power of the DC/DC converter denoted as PSCa(t). The relationship between PSC(t)
and PSCa(t) can be expressed as
PSCa(t) = PSC(t)− |Pconv,Loss(t)| , (3.12)
where Pconv,Loss(t) is the power loss induced by the DC/DC converter, the deter-
mination of which depends on the SC current and the SC voltage. The value of







where D is shown at the bottom of this page.
The Ron is the drain-source resistance of the switch which is included in the
DC/DC converter. The efficiency map of the DC/DC converter is shown in Fig.
3.4. The detailed architecture of the battery/SC HESS will be described in the next
section.
3.3 Power Control System for HESS
In this section, we propose the power control framework for the battery/SC HESS
in EVs. The proposed power control framework consists of two parts, as described
in Fig. 3.5; P1, which computes the SC reference voltage (V
ref
SC ) based on the vehicle
dynamics; and P2, which optimizes the power flowing through the HESS. The details
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Figure 3.5: Flowchart of the proposed power control strategy
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3.3.1 Computation of SC Reference Voltage
As mentioned in the introduction, the reference voltage of the SC (V refSC ) needs to
be adjusted in order to maximize the SC’s ability to support the peak power. If the
future operation of the motor can be known in advance, it is easy to control V refSC
efficiently. However, it is difficult to obtain the future operation of the motor in
advance. In this subsection, we present a method for computing a suitable value of
V refSC without knowledge of the future operating profile of the motor.
Before the motor requires a large amount of power, the SC should previously
be charged up to V maxSC in order to provide sufficient power to the motor whenever
needed. In many experiments, it was observed that the motor requires a large
amount of power, typically when the vehicle starts. Therefore, V refSC is set to V
max
SC
when the vehicle speed is zero. This basic strategy allows us to control V refSC by
considering only the energy generated from regenerative braking.
As described in Fig. 3.5, P1 computes V
ref
SC via τm(t−∆) and ωm(t−∆), which
can be considered as the given parameters at time t. From these two parameters,

























vfutwh (0) =rwhωm (t−∆) /Gr
τ futwh (0) =Grτm (t−∆) .
Eq. (3.15) is equivalent to (3.3), and Eq. (3.14) can be derived from (3.15).
Here, k ∈ [1,K] where K = T/∆ is the time of the near future. If vfutwh(k) ≤ 0, then
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vfutwh(k) = 0. The force Fv(·) in (3.14) and (3.15) can be calculated using (3.1). The
parameter ad in (3.15) is the minimum acceleration (maximum deceleration), which






The calculated value of τ futwh (k) is provided by the mechanical braking and the
regenerative braking systems. As presented in the previous section, τ futwh (k) should
be converted into regenerative braking energy to the greatest extent possible. There-
fore, τ futwh (k) is provided by the motor only if
∣∣τ futwh (k)
∣∣ is not larger than the max-
imum torque that can be provided by the motor (τmaxm (k)). If
∣∣τ futwh (k)
∣∣ is larger
than τmaxm (k), the rest of the braking torque is supported by mechanical braking.
Therefore, the future rotational speed and torque of the motor can be calculated as
follows:
ωfutm (k) = Grv
fut
wh(k)/rwh (3.17)




0 if vfutwh(k) < v0
τ futwh (k)/Gr else if
∣∣τ futwh (k)/Gr
∣∣ < τmaxm (k)
−τmaxm (k) otherwise,
(3.18)
where rwh is the radius of the wheels and Gr is the gear ratio. Here, τ
max
m (k) can be
determined by the maximum torque function, denoted as gmax−tq, which is a function
of ωm(k), as described in Fig. 3.2. For example, a motor operating at rotational
speed A can provide braking torque up to 100Nm. Similarly, τmaxm (k) = 50Nm if the
motor operates at point B.
Using ωfutm (k) and τ
fut
m (k), the power delivered from the motor-inverter can be
calculated as





where ηm(k) is the motor-inverter efficiency as computed by (3.8). Note that
pfutE (k) ≤ 0.
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Although the regenerative braking energy delivered from the motor is charged
to not only the SC but also the battery, we set the energy charged to the SC equal
to the regenerative braking energy in order to minimize the peak power delivered to






pfutE (k) + |Pconv,Loss(k)|
)
∆, (3.20)
where |Pconv,Loss(k)| is the power loss of the DC/DC converter as computed by (3.13).
From the computed value of EfutSC , the reference voltage of the SC can be calculated






+ (V maxSC )
2. (3.21)
Note that EfutSC ≤ 0 because only the regenerative braking energy is considered
when computating V refSC . Nevertheless, the SC can deliver the required future motor
power sufficiently because the stored energy in the SC, i.e., ErefSC − EminSC , can be
used for pfutE > 0. If the vehicle speed is zero, for example, the SC needs to be fully
charged in order to provide enough power to the motor in near future.
3.3.2 Computation of the optimal SC power
In this subsection, we formulate a convex optimization problem to optimize the
power flow in the HESS. The objective of the optimization problem is to minimize
the magnitude/variation of the battery power and the energy loss. The formulated
problem is solved in P2, as described in Fig. 3.5. By solving the proposed optimiza-
tion problem, the optimal power flowing through the HESS can be obtained.
Objective function
In order to design the objective function of the optimization problem, penalty func-
tions ψ(·) can be applied. A common characteristic of penalty functions is that the
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function value increases as the absolute input value increases. The representative
penalty functions are described in Chapter 2.
Using penalty functions which are convex and denoted by ψ(·), the power control
problem can be formulated as a penalty function approximation problem [20]. The
objective function can be formulated as the sum of the penalty functions, i.e.,
α1ψ1 (PB(t)) + α2ψ2 (PB(t)− PB(t−∆))








where ESC(t) is the energy stored in the SC. It can be calculated from VSC(t) using
(3.11). Similarly, ErefSC , which is the reference energy of the SC, can be derived from
V refSC . The values of α1, . . ., α5 are trade-off parameters. The terms ψ1 and ψ2 are a
function of the magnitude and the variation of the battery power. The terms ψ3 and
ψ4 correspondingly refer to the power loss caused by the battery and the DC/DC
converter respectively. The final term ψ5 is added to adjust the energy stored in the
SC based on ErefSC , which is computed by P1.
Design of the penalty functions
It is important to design penalty functions that minimize the objectives efficiently.




B is a threshold of the battery
power which can shorten the battery’s life. Therefore, the function ψ1 should have
more of a handicap when PB(t) > P
thre
B , as expressed by
ψ1 = max (0, |u1| − 1) , (3.23)
where u1 = PB(t)/P
thre
B . Similarly, the function ψ2 can also be represented as
ψ2 = max (0, |u2| − 1) , (3.24)
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Figure 3.6: The power loss of DC/DC converter when VB = 300(V ) and VSC =




where u2 = (PB(t)−PB(t−∆))/P threB,var. The threshold values, i.e., P threB and P threB,var,
can be determined arbitrarily or experimentally. The function ψ5, which needs to











. Note that |u5| ≤ 1 because ESC(t)







The ψ3 and ψ4 are a function of the power loss induced by the battery and the














where ψ4 is equal to (3.13). Because ψ3 and ψ4 are not convex, we need to make these
penalty functions convex. In (3.26), VB(t) can be replaced with VB(t − ∆), which
can be known at time t, in order to make ψ3 convex. This is acceptable because
the difference between VB(t) and VB(t−∆) is sufficiently small. In (3.27), similarly,
VB(t) and VSC(t) can be replaced with VB(t −∆) and VSC(t −∆). Because VB(t)
and VSC(t) were replaced by the known parameters, the power loss equation (3.27)
becomes a function of PSCa(t). This function can be designed as a piecewise linear
function which is a convex function as shown in Fig. 3.6. Note that the shape of the
piecewise linear function is determined depending on VB(t−∆) and VSC(t−∆).
Adjustment of tradeoff factors
The tradeoff factors, i.e., α1, . . ., α5 ≥ 0, affect the weight of the functions included
in the objective function. Generally, the weight of the penalty function becomes
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larger as the corresponding tradeoff factor increases. If ψ(u) = |u|, for example,
αiψ(u) > αjψ(u) for all u, where αi > αj . If ψ(u) is designed as the deadzone linear
function, αiψ(u) > αjψ(u) for |u| > σ and αiψ(u) = αjψ(u) = 0 for |u| ≤ σ, where
αi > αj. Note that the function has no penalty when |u| ≤ σ.
Here, α1, which is the cost of the battery damage caused by |PB(t)| −P threB , can







× T × (Nnormal − Nreduced), (3.28)
where costB is the price of the battery, Nnormal is the initial cycle life of the battery,
Nreduced is the battery cycle life reduced by P
max
B which is a maximum available
power of the battery, and T is the time of battery use with PmaxB . In (3.28), the
term costB × Nreduced/Nnormal means the battery cost lost by PmaxB , and the term
T × (Nnormal−Nreduced) is total hours of battery use. The factor α2 can similarly be
designed with the cost of the battery damage caused by |PB(t)− PB(t−∆)|−P threB,var.
We assume that the tradeoff factor α1 and α2 can experimentally be determined. In
addition, α3 and α4 can simply be designed with the cost per unit power because
the functions ψ3 and ψ4 are functions of the power.
The function 0 ≤ ψ5 ≤ 1 can be considered as representing the potential damage
of the battery; for example, PB(t) increases when ψ5 increases. Therefore, the last
tradeoff factor α5 can be defined as
α5 = α1. (3.29)
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Optimization problem
The problem concerning the control of the power flow in the HESS can be formulated
as a convex optimization problem which is solved using P2, as follows:
min. Eq.(3.22)
s.t. PB(t) + PSCa(t)− PE(t) = 0,
PSCa(t) = PSC(t)− |Pconv,Loss(t)| ,
ESC(t)− ESC(t−∆) = −PSC(t)∆,
EminSC ≤ ESC(t) ≤ EmaxSC .
(3.30)
In this formulation, the control variables are PB(t), PSC(t), PSCa(t), and ESC(t).
The voltage of the SC can easily be computed from ESC(t) using (3.11). However,
this formulation is not a convex optimization problem because the second constraint
function regarding PSC(t) is not an affine function; the equality constraint functions
of a convex problem must be affine. In order to make the second constraint affine,
we replace Pconv,Loss(t) with Pconv,Loss(t −∆), which can be determined at time t.
Because the time gap ∆ is sufficiently small, it is acceptable to assume that the
difference between the DC/DC converter efficiencies at time t −∆ and t are negli-
gible. Moreover, the accumulated error caused by the negligible difference between
Pconv,Loss(t − ∆) and Pconv,Loss(t) does not diverge because the given parameters
included in the formulated problem are updated at each instant. Therefore, the
problem regarding the control of the power flow in the HESS can be expressed as a
convex optimization problem, as follows:
min. Eq.(3.22)
s.t. The constraints of Eq.(3.30) where
second equality is substituted with
PSCa(t) = PSC(t)− |Pconv,Loss(t−∆)| .
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Algorithm 3 The barrier method.
1: given feasible x, t← t(0) > 0, µ > 1, tolerance ǫ > 0.
2: repeat
3: Compute x∗ by minimizing tf0 + φ, subject to Ax = b, starting at x
4: x← x∗
5: t← µt
6: until m/t < ǫ
In order to obtain the optimal power of the SC denoted as P ∗SCa(t), the formu-
lated problem needs to be solved by a solver.
Computation by solver
A general form of the convex problem can be described as follows:
minimize f0(x)
subject to fi(x) ≤ 0, i = 1, · · · ,m
Ax = b,
where f0, . . . , fm : R
n → R are convex and twice continuously differentiable, and
A ∈ Rp×n with rank A = p < n. In order to solve the problem with a guaranteed
specified accuracy level of ǫ, the general form needs to be changed to an equality
constrained problem
minimize (m/ǫ)f0(x) + φ(x)
subject to Ax = b,
where ǫ is the tolerance to guarantee the sub-optimality, m is the number of inequal-
ity constraints in the problem, and φ(x) = −∑mi=1 log(fi(x)).
The barrier method, a typical solver, can solve the equality constrained problem
in polynomial time [20]. A simple version of the barrier method is described by
Algorithm 3, where µ is the size of the Newton step. At each iteration, x∗ is
computed by Newton’s method. The iteration terminates when t ≥ m/ǫ.
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Table 3.2: The Vehicle Parameters
ρa air density (kg/m
3) 1.205
cD drag coefficient 0.32
Af frontal area (m
2) 2.31
mt vehicle mass (kg) 1680
θv vehicle total inertia (kg·m2) 145
rwh wheel radius (m) 0.29
Gr gear ratio 6.45
a0 rolling resistance coefficient 8.80·10−3
a1 rolling resistance coefficient -6.42·10−5
a2 rolling resistance coefficient 9.27·10−6
a3 rolling resistance coefficient -3.30·10−7
a4 rolling resistance coefficient 6.68·10−9
a5 rolling resistance coefficient -4.46·10−11
CSC SC capacitance (F) 3400/56
V maxSC maximum voltage of SC (V) 2.7·56
P threB the threshold of the power causing damage to the
battery (kW)
15
P threB,var the threshold of the power variation causing dam-
age to the battery (kW/s)
1.5
Pmaxconv maximum power of DC/DC converter (kW) 50
The proposed formulation shown in the previous subsection can be presented












where c = log2 log2(1/ǫnt) [20]. Here, ǫnt denotes the tolerance in Newton’s method.
In the results, the optimal power P ∗B(t) and P
∗
SCa(t) can directly be derived from
x∗(t) provided by the barrier method. Based on the value of P ∗SCa(t), the PI con-
troller described in Fig. 3.5 adjusts the PWM duty cycle of the DC/DC converter
to keep the SC power close to P ∗SCa(t).
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Figure 3.7: The operating profile: the speed profile (FTP75) and the power re-
quired by the motor. The required power is computed by using the dynamic model
described in Section II-A.
.
3.4 Simulation Result
A simulation program was implemented in MATLAB in order to validate the afore-
mentioned HESS system architecture and the optimization problem. In the simula-
tion, we considered the HESS topology presented in Fig. 3.1. The considered driving
cycle, which is a speed profile termed FTP75, is shown in Fig. 3.7. Using this speed
profile, the power required by the electric motor can be derived using the power
train model described in Section II-A. Because we assume that the future operating
profile cannot be known in advance, the optimal power of a battery/SC is computed
at each instant. The vehicle parameters applied in the simulation are shown in Table
3.2 [41]. The simulation results were obtained by solving the proposed optimization
problem, which minimizes the magnitude/variation of the battery power and the
power loss. The solver implemented in the simulation is SeDuMi [20] which is a
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SC voltage control based on speed
Fuzzy logic algorithm
Figure 3.8: The simulation results: the SC power, the battery power, the SC voltage,
and the battery voltage.
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SC voltage control based on speed
Fuzzy logic algorithm
Figure 3.9: The battery power from t = 200 to 700 computed by the proposed
strategy and the other strategies, i.e., the rule-based strategy, the SC voltage control
based on the vehicle speed, and the fuzzy logic strategy.
MATLAB-based solver for solving convex optimization problems.
For a performance comparison, the rule-based strategy [29], the SC voltage con-
trol based on the vehicle speed [30], and a fuzzy logic strategy [33] were considered
in the simulation. In the rule-based algorithm, the HESS power is controlled based
on several states, i.e., the motor power (P reqM ), the threshold of the power caus-
ing damage to the battery (P threB ), the reference voltage of the SC (V
ref
SC ), and the
voltage of the SC (VSC), as follows:
• P reqM > P threB : the SC supplies P
req
M −P threB . If the SC does not have sufficient
energy to supply P reqM −P threB , the SC supplies as much power as possible and
the battery supplies the rest.
• P reqM ≤ P threB : the battery provides P
req
M . If VSC ≤ V refSC , the battery supplies
power to both the motor and the SC.
• P reqM < 0 (regenerative braking): the SC receives as much power as possible
and the battery receives the rest.
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Figure 3.10: The membership function used in the fuzzy logic strategy for compar-
ison.
In this simulation, P threB = 15kW .
In the SC voltage control strategy based on the vehicle speed, the SC voltage is
determined by V maxSC
√
1− ω/ωmax, where v is the speed of the vehicle and ω is the
rotational speed of the motor. In this simulation, ωmax = 2π × 12k(RPM)/60(sec).
In the fuzzy logic strategy, the input variables considered are the battery voltage,
the SC voltage, and the load power. The membership functions for the battery
voltage and the SC voltage are listed as the following five categories: very negative,
negative, zero, positive, and very positive. The membership functions of the load
power are categorized into three types: recovery, normal, and overload. Because the
HESS considered in an earlier work [33] and that in this chapter are different with
regard to the maximum voltage of the energy storage devices, we modified the scale
of the input of the membership functions and the values used for the rule bases.
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Fb,1 Fb,2 Fb,3 Fb,4 Fb,5
Fsc,1 0.2 0.1 0.1 0.0 0.0
Fsc,2 0.3 0.3 0.2 0.2 0.1
Fsc,3 0.4 0.4 0.3 0.3 0.2
Fsc,4 0.5 0.4 0.4 0.3 0.3
Fsc,5 0.6 0.5 0.5 0.4 0.3
Discharging case
Fb,1 Fb,2 Fb,3 Fb,4 Fb,5
Fsc,1 0.3 0.3 0.2 0.1 0.0
Fsc,2 0.4 0.4 0.3 0.3 0.2
Fsc,3 0.7 0.7 0.7 0.6 0.5
Fsc,4 1.0 0.9 0.8 0.8 0.7
Fsc,5 1.0 0.9 0.9 0.8 0.8
Fb,1 Fb,2 Fb,3 Fb,4 Fb,5
Fsc,1 0.1 0.3 0.8 0.9 1.0
Fsc,2 0.1 0.3 0.6 0.8 1.0
Fsc,3 0.0 0.2 0.5 0.7 0.9
Fsc,4 0.0 0.1 0.2 0.4 0.5
Fsc,5 0.0 0.0 0.0 0.1 0.4
Charging case
( 20 )Ep kW Discharging case ( 20 )Ep kW






























SC voltage control based on speed
Fuzzy logic algorithm
Figure 3.12: The accumulated power loss computed by the proposed strategy and
the other strategies, i.e., the rule-based strategy, the SC voltage control based on
the vehicle speed, and the fuzzy logic strategy.
(See Fig.3.10 and Fig.3.11 for the membership functions and the lookup table used
in the fuzzy logic control strategy).
Simulations were carried out with several trade-off factors, Sα = (α1, α2, α3, α4, α5).
Fig. 3.8 shows the changing pattern of the SC power, the battery power, the SC
voltage, and the battery voltage as computed by the proposed strategy and the other
strategies, i.e., the rule-based strategy, the strategy with SC voltage control based
on the vehicle speed, and the fuzzy logic strategy. In Fig. 3.9, the battery power
from t = 200 to 700 is shown in detail. The black line in Fig. 3.8 was obtained
by the proposed strategy with Sα = (0.1481, 0.01481, 1/3000, 1/3000, 0.1481). The
average computation time for a single iteration of the proposed algorithm is 42.8 ms
and the maximum time is 78.1 ms. This value can change depending on the solver
used.
As shown in Fig. 3.8, the battery controlled by the rule-based strategy tends
to be discharged when the motor power increases strongly, indicating that the rule-
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Figure 3.13: The accumulated power loss computed by the proposed strategy with
Sα =(0.1481, 0.01481, 1/3000, 1/3000, 0.1481) (solid line), Sα =(0, 0, 1/3000,
1/3000, 0.1481) (dotted line), and Sα =(0.1481, 0.01481, 0, 0, 0.1481) (broken line).
Table 3.3: Simulation results
Proposed Rule-based. Speed based. Fuzzy logic.
Max. mag. of Pb (W) 15000 32641 27432 29677
Ave. mag. of Pb (W) 4065.14 3929.95 5264.55 4729.66
Standard dev. 5243.81 5358.79 5435.77 5050.26
Max. var. of Pb (W/s) 1500.2 16323.8 18320.9 16485.26
Ave. var. of Pb (W/s) 616.22 1706.88 2049.86 1974.80
Standard dev. 690.29 2320.84 2884.14 2435.74
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based strategy can effectively keep the battery power within P threB . However, it is
not discharged in general urban driving situations. This indicates that the rule-
based control method is not appropriate for urban situations, in which the motor
frequently requires considerable and fluctuating power due to the repeated stop-and-
go driving patterns used in such situations. The battery power controlled by the
rule-based strategy is relatively large compared to the other values when PB(t) < 0,
as the SC cannot absorb the large amount of the power provided by the motor.
The speed-based SC voltage control strategy and the fuzzy logic strategy can reduce
the battery power more effectively than the rule-based strategy in urban driving
situations as presented from the cases when t = 400 to 700 in Fig. 3.9. However,
these strategies cannot prevent the battery power from exceeding the threshold which
causes damage to the battery when the motor requires an extremely large amount
of power, as shown from the cases when t = 200 to 300. It is observed that the
proposed strategy can restrict the battery power below P threB with variation below
P threB,var. In other words, the proposed method can reduce the magnitude/fluctuation
of the battery power effectively and make the SC receive more regenerative energy
from the motor. Thus, the life of the battery can be extended by the proposed
optimization method.
Fig. 3.12 shows the comparison of the accumulated power losses as computed
by the four strategies. As shown in Fig. 3.12, the lowest power loss is obtained
by the fuzzy logic strategy, not our proposed strategy. However, the difference be-
tween the amount of the power loss provided by the fuzzy logic strategy and that
provided by our strategy is small. The reasons why the proposed strategy does
not show the best performance in terms of the power loss are as follows: 1) our
strategy minimizes not only the power loss but also the magnitude/fluctuation of
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the battery power, and 2) the SC voltage is influenced by the SC reference volt-
age, which depends on the load dynamics. Note that the SC reference voltage is
not considered in the fuzzy logic strategy. Fig. 3.13 shows the effect of the trade-
off factors when using the proposed strategy. The dotted line was obtained with
Sα = (0, 0, 1/3000, 1/3000, 0.1481) which means that the magnitude/fluctuation of
the battery power was not considered in the simulation. In contrast, the broken line
was obtained with Sα = (0.1481, 0.01481, 0, 0, 0.1481) which means that the power
loss was not considered in the simulation. As shown in Fig. 3.13, the power loss
computed with Sα = (0, 0, 1/3000, 1/3000, 0.1481) is lower than that computed with
Sα = (0.1481, 0.01481, 0, 0, 0.1481) because the objective function formulated with
Sα = (0, 0, 1/3000, 1/3000, 0.1481) imposes more of a penalty to the power loss func-
tion. In other words, it is clear that the power loss term of the objective function in
the proposed strategy, i.e., ψ3 and ψ4, can effectively reduce the power loss induced
by the battery/SC HESS.
Table III shows the statistics of the battery power computed by four strategies,
which can be obtained from Fig. 3.8. As shown in Table III, the maximum mag-
nitude/variation of the battery power calculated by our strategy, i.e., 15000 (W)
and 1500.2 (W/s) respectively, are much smaller than that computed by the other
strategies. This simulation result means that the proposed method can be used for
increasing the life of the battery effectively because the damage of the battery is
exponentially increased as the magnitude/variation of the battery power increase.
Although the average battery power computed by our strategy is slightly larger than




In this chapter, real-time optimization for the power management systems for the
battery/SC HESS in EVs was investigated. We described a power control framework
to control the power flowing through the HESS and proposed a methodology for
computing the reference voltage of the SC in order to adjust the SoC of the SC
without a future operating profile. Finally, we formulated a convex optimization
problem to achieve the following goals: minimizing the magnitude/fluctuation of
the battery power, minimizing the energy loss, and minimizing the gap between the
SC voltage and its reference value. We reformulated the problem of the HESS power
control into an equality constrained problem, which can be solved by a general solver
such as the barrier method within a few iterations in a polynomial time. As a result,
the life of the battery can be extended and the size of the battery can be reduced
through our scheme because it effectively minimizes the magnitude/fluctuation of
the battery power. In addition, the proposed scheme can be applied for sizing the SC
because the amount of charging/discharging energy can be analyzed by a function









In the previous chapters, it was explained that the future driving profiles (speed, ac-
celeration) is required for improving the power control of the battery/supercapacitor
(SC) hybrid energy storage system (HESS) in electric vehicles (EVs). To predict
the future speed/acceleration, the driving environments such as traffic lights, lanes,
surrounding vehicles, or pedestrians should be accurately recognized from the mea-
surements obtained from on-board sensors. The multi-target tracking is one of the
fundamental technologies required for recognizing the driving environments.
For tracking multi-targets, the Multiple Hypotheses Tracking (MHT) [49]-[51]
algorithm has traditionally been used, in which the multiple hypothesis are gener-
ated and evaluated through associating tracks with measurements. For example,
let’s assume that there are two predicted states (T1, T2) and three measurements
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(O1, O2, O3). The possible hypotheses are generated as follows:
H(1) = {T1, T2, NT (O1), NT (O2), NT (O3)} ,
H(2) = {T (T1;O1), T2, NT (O2), NT (O3)} ,
H(3) = {T (T2;O2), T1, NT (O1), NT (O3)} ,
H(4) = {T (T2;O3), T1, NT (O1), NT (O2)} ,
H(5) = {T (T1;O1), T (T2;O2), NT (O3)} ,
H(6) = {T (T1;O1), T (T2;O3), NT (O2)} ,
H(7) = {T (T1;O2), T (T2;O1), NT (O3)} ,
H(8) = {T (T1;O2), T (T2;O3), NT (O1)} ,
H(9) = {T (T1;O3), T (T2;O1), NT (O2)} ,
H(10) = {T (T1;O3), T (T2;O2), NT (O1)} ,
where T (Ti;Oj) is the state estimated from the prediction Ti and the measurement
Oj , and NT (Oj) is the state newly generated from Oj . All generated hypothesis
are evaluated by the likelihood ratio (LR) for a given combination of data. (See
[50] for more detail of LR). However, the MHT scheme is not suitable for track-
ing multi-targets since it requires large computational overhead for the track-to-
measurement data association process. As we can see in the previous example, the
number of track-measurement combination increases exponentially as the number of
track/measurement increases. Recently, the Probability Hypotheses Density (PHD)
filter [52]-[54] has come into the spotlight, because it can effectively handle target
birth/death without the track-to-measurement data association process. The PHD
filter computes the first-order moment of the posterior density recursively, from
which the multiple estimates can be extracted [53]. To provide a closed form solu-
tion for the PHD recursion, the Gaussian Mixture Probability Hypotheses Density
(GM-PHD) filter, based on the Kalman filter, was proposed and widely applied to
efficiently update posterior density [54]. Since the GM-PHD filter estimates the car-
dinality with a high covariance when the number of targets is large, the Gaussian
Mixture Cardinalized PHD (GM-CPHD) filter [55] was proposed, in which not only
the posterior intensity but also the probability distribution of the number of targets
are propagated.
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However, several issues arise with the GM-PHD (or GM-CPHD) filter. These
inaccuracies are related to the birth intensity generation [56][57]. Since it is assumed
that the birth targets appear over small specific areas defined with the mean and
covariance known a priori as in [54][55], the birth targets that appear in the non-
predefined region cannot be estimated properly. To cover these birth targets, it is
required to generate the birth intensity with random positions, but the random birth
intensity may cause short-lived false tracks. Although the short-lived false tracks
can be reduced if the number of the birth states is small, it normally needs more
time to confirm the states.
The inaccuracies are related to not only the birth intensity generation but also
the target tractability [58]-[61]. Since the GM-PHD filter does not provide the
identity for individual targets, the estimated states can be merged or deleted by
the merging/pruning process [54] as described in Alg.5. Consequentially, the states
may be removed if the corresponding measurements are missed. Even if the lost
measurements are recovered later, it requires several iterations to confirm the states.
With these problems, if the GM-PHD filter is applied to track the surrounding
vehicles, for example, it can result in serious false estimation especially when some
measurements are missing. In addition, there could appear another problem which
we call as the weight under/over-estimation problem. The weight under-estimation
and over-estimation problem arises when there are missed detections and clutters,
respectively, and may result in the improper weight update that causes inaccurate
estimates. The weight under/over-estimation problem will be explained in detail in
the next section.
Although the previous approaches have tried to overcome the problems related
to the birth intensity generation [56][57] and target tractability [58]-[61], they have
not provided an effective method to solve these problems simultaneously. Moreover,
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they cannot provide an accurate result if there are many clutters (false positive
detections) and lost detections (false negative detections) since they do not consider
the weight under/over estimation problem. In real applications, however, because
there could appear many false positive/negative detections when detecting multi-
targets, the described problems should be resolved in order to increase the estimation
accuracy.
In this chapter, we propose a robust multi-target tracking scheme based on the
GM-PHD filter in order to overcome the aforementioned problems. The scheme
can provide relatively accurate estimations even if there are numerous false posi-
tive/negative detections. The proposed robust GM-PHD filter consists of five steps,
as shown in Fig.4.2: 1) Target prediction and PHD update component construction,
2) State and measurement evaluation, 3) PHD updating and merging, 4) Duplication
check, and 5) Birth intensity generation for the next iteration.
We propose a method to evaluate the multiple states/measurements. In the pro-
posed scheme, all states are tagged with the confirmation scores which are updated
according to whether or not there are any measurements in the corresponding obser-
vation gates. The weights of the states are adaptively determined in different ways
based on the updated confirmation score to solve the problems related to weight
update. In addition, the measurements not associated with any tracked states are
classified and utilized to generate the Gaussian birth intensity.
The states are tracked using the corresponding identities in the proposed robust
GM-PHD filter. Accordingly, the states that have different identities do not merge
with each other. As a result, the duplicated states may exist depending on the target
estimation. For this problem, we also propose a method that finds and removes the
duplicated states. In this chapter, we do not consider the cardinalized PHD filter
that requires large computational overhead for estimating the cardinality because
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Figure 4.1: Overall procedure of the conventional GM-PHD filter [54].
the number of states are managed by the steps of target evaluation and duplication
check, not estimated using the weight parameters.
The remainder of this chapter is organized as follows. Section II explains the GM-
PHD filter and the problems shown when implementing the GM-PHD filter for the
multi-target tracking. We describe the proposed multi-target tracking scheme based
on the GM-PHD filter in Section III. Section IV examines the proposed approaches to
nonlinear Gaussian models. Section V shows the simulation results for the proposed
robust GM-PHD filter scheme and the other implementations based on the GM-PHD
filter. The conclusion is given in Section VI.
4.2 Background and Motivation
4.2.1 Prediction of Future Driving Profile
As described in the abstract, the energy stored in the SC (Super-Capacitor) can
be effectively adjusted if the future driving profile (speed/acceleration) can be pre-
dicted. Because the future speed/acceleration is strongly affected by the surround-
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ing objects, especially vehicles, the chapter 4 focuses on the accurate estimation for
multi-targets. In this section, we present how the reference voltage of the SC is
calculated based on the surrounding vehicle information that can be estimated by
the multi-target tracking scheme.
From the estimated states of surrounding vehicles, the future driving profile can
be roughly predicted using the car following model [66]. In this section, we consider




vi+1(t− d∆)− vi(t− d∆)
(xi+1(t− d∆)− xi(t− d∆))l
, (4.1)
where ai(t), vi(t), and xi(t) are the acceleration, speed, and position of the i-th
vehicle at time t. The (i + 1)-th vehicle is a front vehicle of the i-th vehicle. The
c, m, and l are the model parameters to be determined and d is the driver reaction
time. Using (4.1), the future driving profile is obtained by
ai(t+ k∆) = cv
m
i (t+ k∆)
vi+1(t+ (k − d)∆)− vi(t+ (k − d)∆)
(xi+1(t+ (k − d)∆)− xi(t+ (k − d)∆))l
, (4.2)
vi(t+ k∆) = vi(t+ (k − 1)∆) + ∆ai(t+ (k − 1)∆), (4.3)
xi(t+ k∆) = xi(t+ (k − 1)∆) + ∆vi(t+ (k − 1)∆), (4.4)
for k = 1, . . . ,K. Based on the predicted future acceleration/speed/position, the ref-
erence voltage of the SC in the HESS can be computed by the computing procedure
described in Sec 3.3.1.
4.2.2 Brief Overview of The Conventional GM-PHD Filter
In this section, we introduce the GM-PHD filter [54]. The basic architecture of
the GM-PHD filter is shown in Fig.4.1. The state transition and measurement are
modelled by a linear Gaussian model, i.e.,
xk|k−1 = Fk−1xk−1 + ωk−1, (4.5)
zk = Hkxk|k−1 + εk, (4.6)
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where Fk−1 is the state transition matrix, Hk is the observation matrix, ωk−1 is the
process noise with covariance Qk−1, and εk is the measurement noise with covariance










, for i = 1, . . . , Jk−1, (4.7)
where N (·;m,P ) denotes a Gaussian density with mean m and covariance P .

















k−1 is the weight parameter that adjusts the Gaussian density height. The
meanm
(i)
k−1 can be considered as the i-th state estimation. All states can be described
by the weight, mean, and covariance.
























































γ,k are given. The state survival
probability pS,k is also given. The number of predictions is Jk|k−1 = Jk−1 + Jγ,k. In
this chapter, we do not consider the prediction model related to spawned targets in
[54].
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k|k−1, the PHD up-



































The posterior intensity at time k is also presented by the Gaussian mixture and
updated using



























































The detection probability pD,k is given. The recursive form of the PHD update part
is shown in Alg.4. The number of Gaussian terms in vk(x) is Jk|k−1 + Jk|k−1Mk,
where Mk is the number of measurements. Because the number of Gaussian terms
increases exponentially as the PHD filter is iteratively processed, the weak weight
Gaussian terms are removed and some close ones being too close are merged through















which presents the multi-target state estimates by the GM-PHD filter. The recursive
form for the GM-PHD filter is shown in [54].
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Algorithm 4 Procedure of the PHD Component Update [54].


























for each z ∈ Zk do
l := l+ 1.







































































4.2.3 Problems of the GM-PHD Filter
There are several problems of the GM-PHD Filter that may lead to inaccurate
estimation results. In the following subsections, we present the problems of the
GM-PHD filter. The first and second problems, which are related to the birth
intensity generation and target tractability, have been investigated by the previous
researches, and the weight under/over-estimation problem are newly discovered in
this chapter. These problems can lead to inaccurate estimation results when there
are many lost detections or clutters.
Birth Intensity Generation
In the original GM-PHD filter, the birth targets are assumed to appear over small
specific areas defined with the mean and covariance known a priori [52]-[55]. How-
ever, this assumption is not suitable for general cases, because the birth targets may
appear in a region that is not covered in the predefined birth intensity. It results in
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, a truncation threshold T , and a merging threshold U . Set l = 0, and
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until I = ∅
a higher incidence of short-lived false tracks to generate the birth intensities with a
random position [56].
To overcome the problems introduced by predefined birth intensity, the birth
intensity can be generated based on the measurements from newborn targets [56][57].
Target Tractability
In the GM-PHD filter, the weight parameters are updated as described in Alg.4.
Since the GM-PHD filter does not provide identities for targets, it is difficult to
construct the tracks for individual targets [58]-[61].
To solve this problem, The PHD with the Multiple-Hypothesis Tracking (MHT)
method has been proposed [58]. However, it requires large computational overhead
due to the following reasons: 1) a prediction process exists in both PHD and MHT,
and 2) solving a track-measurement association problem is a complex multidimen-
sional assignment problem that is NP hard [60].
In order to construct the tracks for individual targets without the MHT algo-
rithm, Lin et al. [60] proposed attaching labels to the states. For example, the
78
n-th track label at time k− 1 can be denoted by a state estimate and its covariance






). In addition, they proposed associating the tracks with
the state estimations; not measurements. Once the tracks are associated with the
state estimations at time k, the position at the next time k + 1 can be predicted.
If the measurements at time k + 1 are within the validation gates for any tracks,
more particles with a relatively large weight are generated around the measure-
ments. Otherwise, the particles are still generated around the measurements, but
the number of particles does not have to be large.
Panta et al [61] proposed the tag-based GM-PHD filter scheme. In the tag-based
PHD filter, the state estimates can be tracked by using individual tags. For example,
the states at time k − 1 and at time k can be considered as a same target if they
have the same tag. The Jk|k−1(1 +Mk) states computed by Alg.4 can be classified
into Jk|k−1 groups using the tags (identities). For each group, the state with the
largest weight is picked as a representative state.
Weight Under-estimation
When the tracked states are not associated with any measurements, the state weights
become small, specially if there is no clutter measurement. For example, let’s assume
that the prediction weights are w
(i)
k|k−1 = 1 where i = 1, 2, 3. From the predictions,












where N (z; ·) = 0.2 if the measurement z is associated with the i-th state predic-
tion, and N (z; ·) = 0.001 otherwise. The detection probability PD,k = 0.9. If the
measurements z
(i)
k where i = 1, 2, 3 are detected and they are associated with the
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k . In the same manner, the other weights can be updated as
w̃
(4)
k = 0.005, w̃
(5)








k = 0.005, w̃
(8)





k . As a result, the weights of the posterior intensities are obtained through
the merging process as
w
(1)































This means that the weights are updated properly if the state predictions do not
lose their detections.




k are detected and associated with the
corresponding predictions, while z
(3)




k = 0.99, w̃
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k = 0.005, w̃
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Due to the small weight w
(3)
k , the corresponding state is deleted by the pruning
process if w
(3)
k is smaller than the threshold wth. To prevent the states missing
detections (but being still alive) from being deleted, Panta et al [61] proposed delet-
ing the states if the corresponding weights w·k < wth consecutively. However, the
tiny weights cannot easily be restored to normal even if the states are associated
with some measurements, because the weights are propagated from time k − 1 to
k. In other words, if the propagated weight w
(·)
k|k−1 is too small, it is difficult for
w
(·)
k to be large even though the Gaussian term N (z; ·) is large. Moreover, the es-
timation accuracy degrades due to the small weight. For example, if the third state
obtains its measurement after missing measurements consecutively (w
(1,2)




−6), the weight are updated as
w̃
(1)
k = 0.995, w̃
(2)
k = 0.0049, w̃
(3)
k = 4.9× 10−9,
w̃
(4)
k = 0.0049, w̃
(5)
k = 0.995, w̃
(6)






























































Since the weight w̃
(7)
k is too large, the estimate of the first target is significantly
affected by the measurement z
(3)








k , and m̃
(7)







k respectively as shown in Alg.4). In the same manner, the estimate of the
second target is also affected by the measurement z
(3)
k . It means that the inaccurate
estimates may exist due to the weights decreased by the missed detections. In the
merging process, the weights of the posterior intensities are computed as
w
(1)































This result means that the tiny weights cannot easily be restored to normal even




k become too large if they are updated using the measurements
not associated with any states. For example, let’s assume that there are the state
predictions with w
(i)
k|k−1 = 1 where i = 1, 2, 3 and the measurements z
(j)
k where
j = 1, 2, 3, 4. The z
(1,2,3)
k are associated with the corresponding states and z
(4)
k is
the clutter not associated with the states. The weights are updated by (4.15) where
N (z; ·) = 0.2 if the measurement z is associated with the i-th state prediction,
and N (z; ·) = 0.001 otherwise. The detection probability PD,k = 0.9. Using the
measurements z
(j)
k , the weights are computed by
w̃
(1)
k = 0.99, w̃
(2)





k = 0.005, w̃
(5)





k = 0.005, w̃
(8)



















































0.1 + 0.99 + 0.005 + 0.005 + 0.333





Since the weight w̃
(10)
k is too large, the estimate of the first target is significantly
affected by the measurement z
(4)





k is computed using the measurement z
(4)
k as shown in Alg.4). In
the same manner, the second/third estimates are also affected by the measurements
z
(4)
k which is a clutter.
Because the pD,kw
(i)
k|k−1N (z; ·) term in (4.15), which causes the weight un-
der/over estimation, is included in the GM-CPHD filter [55], these problems can
occur when implementing the GM-CPHD.
4.3 The Proposed Robust GM-PHD Filter





k , and P
(i)
k . In the proposed robust GM-PHD filter, the following addi-
tional parameters are used to manage the states: 1) the track label identities Id
(i)
k ,
2) the confirmation scores µ
(i)
k , which indicate whether the corresponding states are
confirmed or not, 3) the duplication time ρ
(i)
k , and 4) the survival time τ
(i)
k . In other
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Figure 4.2: Overall procedure of the proposed robust GM-PHD filter. The steps
marked with * are newly proposed in this chapter.
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k , and τ
(i)
k , will be explained in the following subsections.
The estimated states are categorized into three states:
• Unconfirmed states: The birth states are evaluated for several iterations in
order to confirm if they are from true targets or clutters. We call these states
the unconfirmed states with the confirmation score µ
(i)
k > 0.




• Lost states: The states missing detections should not be removed before con-
firming if the corresponding targets exist or not. We call these states the lost
states with the confirmation score µ
(i)
k < 0.
The posterior intensity vk(x) is updated through the five steps as described in
Fig.4.2. The pseudo code of the overall procedure of the proposed robust GM-PHD
filter is shown in Alg.6. The characteristics of the five steps will be explained in the
following subsections.
4.3.1 Target Prediction and PHD Update Component Construc-
tion























In the first step, the parameters in Ωk|k−1 are determined. The w, m, and P of
the predictions are computed by (4.10) and (4.11) using the existing target state
















The parameter set Γk is previously determined at time k − 1. The identity Id,






























k|k−1 = 0, τ
(Jk|k−1+j)
k|k−1 = 1,
where j = 1, . . . , Jγ,k (birth states). The survival time τ of the existing target states




k−1 + 1 and the τ of birth target states are set to one.
The reason of µ
(·)
k|k−1 = µmax for birth targets will be explained in the subsection of
















and computed by (4.12).
The pseudo code of the algorithm described in this subsection is shown in Alg.7.
4.3.2 State and Measurement Evaluation
For the measurement evaluation, the measurements z
(j)
k , where j = 1, . . . ,Mk, are
checked to determine if they are in the observation gates of the predicted estimations
η
(i)
k|k−1, where i = 1, . . . , Jk|k−1.
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Figure 4.3: The confirmation score system µ. According to the confirmation score,
the corresponding states are categorized into the following states: unconfirmed,
confirmed, and lost states.






















k ) ≤ Gth,
and aij = 0, otherwise. The measurements which are not in any observation gate of
η
(i)





i=1 aij = 0 is moved from the measurement set Zk to the
non-associated measurement set ZNA,k. As a result, the components in Zk can be
considered as the measurements associated with some tracked targets. Through cat-
egorizing the measurements into Zk and ZNA,k, the weight over-estimation problem
explained in Section II can be overcome because the measurements not associated
with any states are not used for updating the PHD weights. The pseudo code of the
measurement evaluation is presented in Alg.8.
As described in Fig.4.3, the states are categorized into confirmed states (µ = 0),
the unconfirmed states (µ > 0), and the lost states (µ < 0). Using the evaluation
matrix A = {aij} that is already determined when evaluating the measurements,
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the confirmation scores µ
(i)














k|k−1 − 1, if
∑Mk





k|k−1 − 1, if
∑Mk
j=1 aij > 0, µ
(i)
k|k−1 > 0,
µmax + 1, if
∑Mk




where i = 1, . . . , Jk. The inequality
∑Mk
j=1 aij > 0 means that the i-th state is
associated with some measurements. The first case of (4.20) means that the lost
states and confirmed states become the confirmed states if the states are associated
with some measurements. Otherwise, they become the lost states with decreased
confirmation scores. The third case of (4.20) means that the unconfirmed states
approach the confirmed states if the states are associated with some measurements.
Otherwise, their confirmation scores become larger than the maximum confirmation





k > µmax are removed from Ωk|k−1.




k|k−1 := wconfirm, (4.21)
where wconfirm is an average weight of the confirmed states at time k−1 to overcome
the weight under-estimation problem described in Section II. Because the weights
decreased by the consecutive missed detection cannot be easily restored to normal
in the step of PHD updating, the update of (4.21) is essential.
The absolute value of the minimum confirmation score |µmin| is the maximum
number of consecutively missed detections. The probability that one state loses its
measurement consecutively should be much smaller such as
(1− pD,k)|µmin| < ε, (4.22)
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where PD,k is the detection probability and ε is an extremely small value. From









where ⌊x⌋ is the maximum integer smaller than x and nmissed is the minimum waiting
time before lost state deletion. In the simulation, nmissed = 4.
The absolute value of the maximum confirmation score |µmax| is the time re-
quired to confirm the birth states. The probability that one clutter is consecutively
considered as a correct measurement should be much smaller such as
(pC,k)
|µmax| < ε, (4.24)
where pC,k is the probability that a clutter is classified incorrectly as correct. From









where nunconfirmed is the minimum time required to confirm birth states. In the
simulation, nunconfirmed = 2. The pseudo code of the state evaluation is shown in
Alg.9.
4.3.3 PHD Updating and Merging
The posterior intensity vk(x) is computed by (4.13). The state parameters shown
in (4.16) that represent vk(x) can be calculated in the PHD updating process. The









k are updated from the predicted parameters Ωk|k−1 and the PHD
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Figure 4.4: The PHD updating and merging process. Each cell means the Gaus-
sian term represented by w and m. In the merging process, the Gaussian terms
originating from the same target are merged into a single Gaussian term.
Because the number of state parameters increases exponentially as the PHD
filter is iteratively processed, the PHD should be merged effectively. Therefore, the
updated state parameters w̃k and m̃k generated from the same target are merged
































k , where j = 1, . . . , Jk|k−1 +MkJk|k−1 and l = 1, . . . , Jk|k−1. The
covariances P
(i)
k is equal to P
(i)
k|k−1, where i = 1, . . . , Jk|k−1. To overcome the under-
estimation problem and improve the estimation accuracy, the w, m, and P of the















where i = 1, . . . , Jk|k−1.
The identities Id
(i)
k , confirmation scores µ
(i)
k , duplication times ρ
(i)
k , and survival
times τ
(i)








k|k−1 where i = 1, . . . , Jk|k−1.
Note that Jk = Jk|k−1 because the disappeared or duplicated states are not be
removed in the PHD updating and merging process. Finally, the targets at time
k can be presented using the Gaussian mixture with state parameters (4.16). The
pseudo code of the algorithm explained in this subsection is shown in Alg.10.
4.3.4 Duplication Check
The duplication times ρ
(i)
k are updated in this step. If some states are too close to
the i-th state, the ρ
(i)
k increases and the ρ
(i)
k decreases otherwise. After updating the
duplication times, the states with ρ
(i)
k > ρmax are removed except for the representing
state that is the oldest state with the maximum survival time τ among the duplicated
states. Because the states with different IDs are not merged in the PHD merging
process, the duplicated states should be checked and deleted by the duplication check
process. The pseudo code of the algorithm described in this subsection is shown in
Alg.11.
4.3.5 Birth Intensity Generation for the Next Iteration
In this process, the birth intensities at time k+1 are generated by using the measure-
ments ∈ ZNA,k not associated with any predictions at time k. The measurements
∈ ZNA,k are determined in the measurement evaluation. The w and P of the birth
intensities are determined by w
(i)
γ,k+1 = wb and P
(i)
γ,k+1 = Pb, respectively. The m of














NA,k ∈ ZNA,k and O is a zero vector. For example, if the position and velocity
are estimated and the position is measured from sensors, the mγ,k+1 consists of the
measured position in ZNA,k and zero velocity. When the observation matrix Hk is
invertible, m
(i)







γ,k+1 is determined by choosing an identity from a set of the unused
identities IDunused. If the IDunused is empty, then the unused identities at time k are
collected.
The other parameters, µ, ρ, and τ , used to manage the birth states are simply
initialized at the next iteration as described in the step of the target prediction. The
pseudo code of the algorithm explained in this subsection is shown in Alg.12.
4.4 Nonlinear Gaussian Model Extension
As the original GM-PHD can be extended to nonlinear target models [54], the pro-
posed scheme can also be extended to the nonlinear Gaussian model as






where f and h are known nonlinear functions. ωk−1 and εk are zero-mean Gaussian
process noise and measurement noise with covariance Qk−1 and Rk, respectively.













k , and P
(i)
k|k,
the extended Kalman (EK) filter and the unscented Kalman (UK) filter can be
utilized. The EK-PHD and UK-PHD are described in [54]. Using the computed
state predictions and PHD update components, the robust GM-PHD filter scheme
can be applied.
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Figure 4.5: NGSIM dataset coverage: US-101 highway [65].
4.5 Simulation Results
We used the NGSIM dataset for simulation [65], which contains multiple vehicle
trajectory data, e.g., vehicle ID, frame ID, vehicle position, vehicle size, vehicle class,
and lane identification, needed for behavioral algorithm research. The traffic data
used in the simulation was collected on a segment of the US 101 freeway (Hollywood
Freeway) located in Los Angeles, California, as described in Fig.4.5 [65]. The data
were collected between 8:05 a.m. and 8:20 a.m. on June 15th, 2005. The raw data
for NGSIM dataset were recorded using the surveillance camera mounted on the top
of buildings. The data related only to the vehicle position are used as the reference.
For illustrative purposes, we consider the vehicle trajectory data for the frame ID







k , if δ
(i)




k is the j-th two-dimensional measurement at time k and x
(i)
ref,k is the i-th
reference position at time k. If an uniform random variable δ
(i)
k ∈ [0, 1] is larger than
the detection probability PD,k, the measurement that corresponds to x
(i)
ref,k is not
generated. The measurement noise ε
(i)
k is a zero-mean Gaussian noise with standard
deviation
√
2. In addition, the clutters over the surveillance region [80(ft)× 500(ft)]
are added to the measurement data. The state xk = [x, y, ẋ, ẏ]
T consists of position
[x, y]T and velocity [ẋ, ẏ]T . The unit time ∆ is 0.1s. The linear Gaussian models























, Rk = σ
2
εI2,
where I2 and 02 denote the 2 × 2 identity and zero matrices, respectively. The
standard deviation of the process noise σ2ω is 5(ft/s
2) and that of the measurement
noise σ2ε is given by 2(ft). The survival probability pS,k is 0.99 and the weight and
covariance used for generating birth intensities, denoted as wb and Pb, are 0.01 and
diag([5, 5, 20, 20]), respectively. [µmin, µmax] is [−4, 2] and the maximum duplication
time ρmax is 5.
The simulation was carried out with the detection probabilities pD,k = 0.75, 0.9,
and 0.9999. The number of clutters are λc = 5, 10, and 15. The pD,k and λc can effect
the false negative/positive detection rate. The parameters Gth = 9, and Dth = 1
(see Table.4.1 for the parameters) are applied.
For comparison, three versions of the GM-PHD filter were applied to track the
multi-targets: 1) the original GM-PHD filter [54], 2) the tag-based GM-PHD fil-
ter [61], and 3) proposed robust GM-PHD filter. The original GM-PHD filter is
described in Sec. II. In the tag-based GM-PHD filter, each state has a tree with
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1 +Mk branches as described in Sec. II. The heaviest branch w
(i)
k > wth is picked
from each tree to construct individual target tracks. If all branches on a tree are
consecutively w
(i)
k < wth, the corresponding state is removed. In the applied original
and tag-based GM-PHD filter, the birth intensities are generated with a random po-
sition mγ,k = [xγ,k, yγ,k, 0, 0]
T , where xγ,k ∈ [0, 80] and yγ,k ∈ [0, 500] are randomly
generated with an uniform distribution.
Fig.4.6 shows the measurements obtained with the detection probability pD,k =
0.9999 and λc = 15 clutters. The multi-vehicles drive on the multi-lane road and
the number of observed vehicles increases with time. In Fig.4.7 we can see that the
proposed robust GM-PHD filter scheme can provide accurate multi-target tracking
results.
In order to evaluate the estimation performance of the robust GM-PHD filter,
the OSPA distance metric [64] was adopted in the simulation. The OSPA metric
between the estimated target set X̂ = {x̂(1), . . . , x̂(m)} and the reference set Y =





















where d(c)(x, y) = min (c, ||x− y||). If m > n, d̄(c)p (X̂, Y ) := d̄(c)p (Y, X̂). The param-
eters p and c are set to 1 and 200(ft), respectively. Before calculating the OSPA
metric, the permutation sets Πn between X̂ and Y should be determined.
Fig.4.8(a) and 4.8(b) show the cardinality and OSPA metric of the multi-target
estimations obtained by the original, tag-based and robust GM-PHD filter with
pD,k = 0.9999 and λc = 5 and 15. In these scenarios, the cardinality estimated by
the three GM-PHD filters are not significantly different from the true cardinality
and the estimated OSPA are small enough. These filter schemes can provide ac-
curate estimates if there is few detection loss. The proposed scheme provides the
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best estimates among the three GM-PHD schemes. The OSPA at early iteration
is relatively large since there are a few confirmed estimates at that time, so this
phenomenon is generally shown in the multi-target tracking.
The cardinality estimated by the original and tag-based GM-PHD filter oscillates
up and down slightly since the birth intensities are generated using random positions
in their schemes. On the other hand, the cardinality obtained by the proposed
scheme do not oscillate because the birth intensities are formed based on the non-
associated measurements and they are managed by using the confirmation score µ.
The unconfirmed states, µ > 0, are evaluated for µmax.
Fig.4.9 and 4.10 show the cardinality and OSPA metric obtained by worse detec-
tion rates pD,k = 0.9 and 0.75, respectively. At a low detection rate, the estimation
accuracy also becomes also low. When pD,k = 0.9, the original GM-PHD filter
dramatically degrades because the states with low weights are removed or merged
into other states. On the other hand, the tag-based and robust GM-PHD filter
schemes provide relatively accurate estimates because the states are deleted if they
consecutively have low weights. When pD,k = 0.75, we can see both the original and
tag-based GM-PHD filter provide inaccurate estimations. The cardinality is signifi-
cantly different from the true targets and the OSPA distance is relatively large. On
the other hand, we can see that the robust GM-PHD filter can provide relatively
accurate estimations although pD,k is not large.
We can confirm that the robust GM-PHD filter can effectively estimate the multi-
target states even though there are many false positives and negatives, which can
negatively affect the multi-target tracking.
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Figure 4.6: Measurements obtained with the detection probability pD,k = 0.9999
and λc = 15 clutters.
4.6 Conclusion
We investigated the robust multi-target tracking scheme based on the GM-PHD
filter. Through the robust GM-PHD filter, the multi-targets can be effectively es-
timated even if there are many false positive/negative detections. The robust GM-
PHD filter scheme includes the processing step of evaluating multiple states/measurements
which is designed to overcome the weight under/over-estimation problem. Further-
more, it includes the step of generating the birth intensity for the next iteration
using the measurements not associated with any tracked states. In the simulation,
the robust GM-PHD filter showed relatively accurate estimation results with the
accurate cardinality and short OSPA distance. These achievement can be applied
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Figure 4.7: Multi-target tracks estimated by the proposed robust GM-PHD filter
scheme with the detection probability pD,k = 0.9999 and λc = 15 clutters.
to state-of-the-art applications such as robotics or intelligent vehicle technologies.
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Table 4.1: The Notations
w weight
m mean (peak) of the intensity







k X of the i-th state at time k
X
(i)
γ,k X of the i-th birth state
X
(i)














k i-th measurement at time k
z
(i)
NA,k i-th measurement not associated with any states
Ωk a set of the state parameters
Γk a set of the birth state parameters
Ωk|k−1 a set of the prediction parameters
Λk a set of the PHD components
IDunused a set of the unused IDs
Zk a set of z
(i)
k
ZNA,k a set of z
(i)
NA,k












pS,k the state survival probability
pD,k the detection probability
κk the intensity of clutter at time
λc the number of clutters over the surveillance region
Gth a size of the observation gate of predictions
Dth a distance threshold for the duplication check
99






















































































































































Step.3 (PHD updating and merging.)
































10: [Ωk] = fAlg.11 (Ωk).
Step.5 (birth intensity generation for the next iteration.)


























12: output Ωk,Γk+1, IDunused.
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(Prediction for existing targets)
4: i = 0.
5: for j = 1 to Jk−1 do











































(Prediction for birth targets)
12: for j = 1 to Jγ,k do





































17: Jk|k−1 = i.
(Construction of PHD update components)











































































































































(Make an evaluation matrix, A)
6: A =
[{
aij = 0|i ∈
(
1, . . . , Jk|k−1
)
, j ∈ (1, . . . ,Mk)
}]
.
7: for i = 1 to Jk|k−1 do


























(Find the measurements not associated with any tracked targets )
14: l = 0, L = φ.
15: for j = 1 to Mk do
16: if
∑Jk|k−1
i=1 aij = 0 then






, L := [L, j].
19: end if
20: end for









24: Mk := Mk − length(L), MNA,k := length(L).
25: Go to Alg.9
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Algorithm 9 State and measurement evaluation (part 2).





1, . . . , Jk|k−1
}
)
2: for i = 1 to Jk|k−1 do
3: if
∑Mk























































(Delete the useless targets)
22: L = φ. (Empty matrix)
















25: L := [L, i].
26: end if
27: end for











































32: Jk|k−1 := Jk|k−1 − length(L).


















































































8: l = 0
9: for each z ∈ Zk do
10: l := l + 1.
































































































= [0, . . . , 0]T .
27: for l = 0 to Mk do





























































































































(Update the duplication time, ρ
(i)
k
for i ∈ {1, . . . , Jk})
3: for i = 1 to Jk do
4: for j = 1 to Jk do




























































(Delete the duplicated targets)
16: i = 0.
17: while Jk > 0 do









































































23: Jk := Jk − 1.
24: else
25: L := φ.

















28: L := [L, j].
29: end if
30: end for












































































37: Jk := Jk − length(L).
38: end if
39: end while
40: J̃k = i.



















































5: Jγ,k+1 = MNA,k.
6: for j = 1 to Jγ,k+1 do
7: w
(j)












8: if IDunused 6= φ then
9: Id
(j)
γ,k+1 = any Id
















γ,k+1 = any Id































2: X̂ := φ.
3: l := 0.














10: Ĵk = l.














































(a) Pd,k = 0.9999, λc = 5





































(b) Pd,k = 0.9999, λc = 15
Figure 4.8: Simulation results with Pd,k = 0.9999
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(a) Pd,k = 0.9, λc = 5





































(b) Pd,k = 0.9, λc = 15
Figure 4.9: Simulation results with Pd,k = 0.9
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(a) Pd,k = 0.75, λc = 5





































(b) Pd,k = 0.75, λc = 15
Figure 4.10: Simulation results with Pd,k = 0.75
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Chapter 5
Conclusion and Future Work
In this dissertation, I focused on several issues for the intelligent electric vehicles.
In Chapter 2, I proposed a method for the power control of the battery/SC HESS
based on a convex optimization. The simulation results showed that the proposed
method can effectively reduce the magnitude/fluctuation of the battery power that
has an effect on a life of the battery. In Chapter 3, I proposed a real-time power
control scheme for the battery/SC HESS in EVs. In the proposed scheme, the
procedure of computing the SC reference voltage and the optimal SC power are
included. The simulation results showed that the proposed scheme can effectively
reduce not only the magnitude/variation of the battery power but also the power loss
without future driving profiles. In Chapter 4, I proposed the multi-target tracking
scheme, which is required for more accurately calculating the SC reference voltage.
The proposed multi-target scheme based on the GM-PHD filter includes the step of
the state/measurement evaluation and the birth state generation. The simulation
results showed that the proposed multi-target tracking scheme can provide relatively
accurate estimates even if there are many false negative/positive detections.
A number of open problems should be solved to develop the Intelligent Electric
Vehicles that can be driven on roads. One such direction would be to investigate
110
assessing the impact of the multi-target tracking on the power control of the bat-
tery/SC HESS. For improving the power control scheme, the framework presented
in this dissertation requires more precise power prediction scheme. For this, the
model predictive control or Partially observable Markov decision process (POMDP)
could be considered as a solution. The proposed multi-target tracking scheme can
be applied for tracking the driving environments such as lanes, vehicles, or pedestri-
ans. Since the states of vehicles and pedestrians can be defined by the position and
speed, the proposed scheme can easily be adopted for estimating them with a slight
modification of parameters. However, in case of the lane tracking, the state vectors
and the target prediction model should be designed first.
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배터리는 상대적으로 낮은 파워 밀도를 가지고 있기 때문에, 높은 피크
파워와 갑작스런 파워 변화에 의해 수명이 단축될 수 있다. 이를 해결하
기 위해 배터리/슈퍼캐패시터 하이브리드 에너지저장시스템 (battery/SC
HESS)을 활용할 수 있다. 배터리/슈퍼캐패시터 하이브리드 에너지저장시
스템 동작시 고려해야 할 주된 목표는 배터리 파워의 크기/변화량과 파워
손실을 최소화하는 것이다. 이러한 목표를 달성하기 위해 두 번째 챕터에
서는 로드 동작 프로파일이 주어진 상황에서 배터리/슈퍼캐패시터의 최적
파워를 계산하기 위한 컨벡스 최적화 문제를 제시한다.
배터리/슈퍼캐패시터 하이브리드 에너지저장장치는 전기자동차에 효율
적으로 적용할 수 있다. 왜냐하면 전기자동차 주행시 잦은 가/감속에 의
해 발생하는 높은 피크파워와 충/방전이 배터리에 손상을 줄 수 있기 때
문이다. 그러나 두 번째 챕터에서 제시한 최적 파워 제어 방식은 미래 주
행 프로파일을 미리 알고 있다는 가정을 바탕으로 하고 있기 때문에 전기
자동차의 실시간 파워 제어에 바로 적용하기에는 어려움이 있다. 이러한
한계를 극복하기 위해 세 번째 챕터에서는 슈퍼캐패시터의 레퍼런스 전압
을 계산하는 방법과 이를 기반으로 파워 트레인, 차량 동적 특성을 고려
하여 배터리, 슈퍼캐패시터의 최적 파워를 도출하는 최적화 기법을 제안
한다. 이를 통해 전기자동차의 미래 주행 프로파일 없이도 배터리 파워의
크기/변화량과 파워 손실을 최소화 할 수 있다.
전기자동차의 배터리/슈퍼캐패시터 하이브리드 에너지저장장치를 보다
효율적으로 제어하기 위해서는 가까운 미래의 모터 파워를 미리 예측할
필요가 있다. 만약 미래의 속도 및 가속 정보를 예측할 수 있다면, 미래
모터파워는 두 번째 챕터에서 제시된 방법을 통해 도출 할 수 있다. 이를
위해서는 근본적으로 차량 주변 환경 (예, 차량, 보행자, 장애물 등)을 정
확하게 추정할 필요가 있다.
다중 타겟 추정 정확도를 향상시키기 위해 네 번째 챕터에서는
GM-PHD필터를 기반으로 한 오탐에 강인한 다중 타겟 추적 기법을 제안
한다. 제안되는 기법은 다중 상태 및 측정값 평가 단계와 새로운 상태값
을 발생시키는 단계를 포함하고 있다. 제안된 방식은 비선형 가우시안 모
델을 기반으로 한 예측/탐지 모델에도 적용할 수 있다.
주요어 : 최적 파워 제어, 배터리/슈퍼캐패시터, 하이브리드 에너지저장시
스템, 전기자동차, 지능형자동차, 다중 타겟 추적
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