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Color Reflectance Modeling Using 
a Polychromatic Laser Range Sensor 
Rejean Baribeau, Marc Rioux, and Guy Godin 
Abstract-This paper describes a system for simultaneously measuring 
the 3-D shape and color properties of objects. Range data are obtained by 
triangulation over large volumes of the scene, whereas color components 
are separated by means of a white laser. Details are given concern- 
ing the modeling and the calibration of the system for bidirectional 
reflectance-distribution function measurements. A reflection model is 
used to interpret the data collected with the system in terms of the 
underlying physical properties of the target. These properties are the 
diffuse reflectance of the body material, the Fresnel reflectance of the 
air-media interface, and the slope surface roughness of the interface. 
Experimental results are presented for the extraction of these parameters. 
By allowing the subtraction of highlights from color images and the 
compensation for surface orientation, spectral reflectance modeling can 
help to understand 3-D scenes. A practical example is given where a 
color and range image is processed to yield uniform regions according to 
material pigmentation. 
Index Terms-Computer color vision, range measurements, reflection 
measurements, reflection model, surface roughness. 
I. INTRODUCTION 
Understanding of images in terms of the physical properties of 
the underlying objects is an important issue in computer vision. This 
paper describes a method for the recovery of intrinsic color reflectance 
properties of objects using the data gathered with an autosynchronized 
laser sensor designed to provide both range and polychromatic 
intensity measurements. This system is currently being developed by 
the National Research Council of Canada for numerous applications: 
The documentation of museum artifacts is among them. In art 
conservation, curators are looking for tools to help the documentation 
and analysis of valuable works. Boulanger et al. [6] have shown 
the usefulness of the geometric data for recording and replication 
purposes. In the same context, registered color measurements add not 
only the possibility of graphics display of the objects but a potential 
for using the range sensor as an analytical instrument as well. 
Range sensors based on active triangulation are available in various 
configurations such as plane of light, spot scanning, or pattern 
projection (see [4] for a thorough survey). They all operate by 
projecting light on the scene and observing the reflected light from 
a point that differs from that of emission. The angle of the returning 
light is measured using a photosensitive device and serves to compute 
Cartesian coordinates of the illuminated surface points. The amount 
of received light is also measured by the same device and bears 
strong similarity to that obtained using a conventional 2-D imaging 
system. The processing of this image alone is, thus, likely to 
encounter similar difficulties. However, if the analysis of the sensed 
intensity is done in connection with the range information, a much 
deeper understanding of the scene is possible. This is because the 
geometrical information can be used to compensate for effects of 
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shading and specular reflections, allowing the recovery of some 
intrinsic reflectance properties of the 3-D scene. 
The analysis of surfaces according to their reflectance properties 
is being increasingly recognized as a promising avenue in computer 
vision. Numerous works have been reported along these lines for the 
case of 2-D images. In this case, the missing information about shape 
is usually compensated by the availability of multiple images taken 
after some alteration of the lighting-observation conditions [ 131, [ 181, 
[26], [24]. For example, Klinker et al. [14] have shown that for simple 
scenes, surface and body reflection components could be separated 
using the information contained in 2-D images taken with R, G, and 
B filters. Their work is particularly relevant to this one, especially 
with regard to color space histogram interpretation. The survey of 
reflectance models made by Healey [ 101, along with their application 
to the understanding of 2-D scenes in terms of material composition, 
is also relevant. 
Comparisons of methods and models used in computer vision must 
be done with respect to well-defined tasks. For the system presented 
here, the task is to assign to each surface element some precise spatial 
coordinates and a list of nonempirical color reflectance parameters. 
These are the spectral reflectance of the body material, the Fresnel 
reflectance of the surface material, and the slope roughness of the 
surface material. This assignation is done independently for three 
wavelength channels. To some extent, the method does not require 
objects to be of uniform material composition over large portions of 
the scene. 
Section I1 presents an overview of surface reflectance nomenclature 
and introduces a reflectance model for which parameters can be 
established using the data collected by the laser sensor. Section 111 
gives a description of the principle of the 3-D camera for range 
and color measurements. Section IV applies the method of reflection 
parameter extraction on scenes of increasing complexities. 
11. REFLECTANCE NOMENCLATURE 
The concept of bidirectional reflectance-distribution function 
(BRDF) has been proposed by Nicodemus et al. [19] as a unified 
approach to the specification of reflectance. BRDF is defined as 
where Lo($,. 6,) is the reflected radiance in some outgoing direction 
,Go, and E,(O,, 9 , )  is the irradiance of the reflecting surface from a 
small source in some incoming direction ,Gz. Fig. 1 illustrates the 
geometry. In the absence of fluorescence or phosphorescence, the 
concept of BRDF can be applied at any number of specific radiation 
wavelengths A, and the term spectral BRDF is used to designate the 
function f r ( O , ,  0,: 8,. 0,: A).  
For an idealized perfectly diffusing white surface, which is also 
referred to as a Lambertian surface, the BRDF is given by 
1 
f,.Lambert ;. 
and is independent of wavelength and geometry. For real objects, the 
spectral BRDF takes the form 
(3) 
R(8,. Q ~ :  8,. &,:A) 
f r  = 
7 l  
where R ( ) ,  which is the spectral bidirectional reflectance factor 
(BRDF factor), generally depends on wavelength and geometry. 
For a large class of materials, the function R ( )  can, as a good 
approximation, be considered to be the sum of a body component and 
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Fig. 1 .  Geometry of reflectance (redrawn from Nicodemus et al. [23]). 
a surface component. Moreover, the geometrical dependency and the 
wavelength dependency of these components can be expressed as a 
product of functions, leading to 
R ( f l t . Q z : f l o . ' ? o :  A )  = n ( b ( o z . Q z :  f l o . Q o ) C b ( A )  
+ m,(B,.0,:8,,.o,)c,(A). (4) 
This approximate model, which is known as the dichromatzc reflection 
model, has been suggested by Shafer [23]  and forms the basis of many 
algorithms for color image understanding. Its physical soundness is 
discussed by Healey [ lo]  and has been experimentally tested by Lee 
et al. [15]. 
A main result of the present paper is that because the geometrical 
information is made available by the laser sensor, the functions Cb ( A )  
and c,(A) can be recovered. These functions are intrinsic properties 
of objects and are related only to their material composition. To 
achieve this result, some functional forms must be provided for mb()  
and m ,  ( ), and a way must be found to turn a laser range finder 
into a spectral BRDF factor measuring instrument. This last issue is 
discussed in the following section. Specializations of the reflection 
model according to specific tasks are reported in Section IV. 
111. CAMERA DESCRIPTION 
This section addresses the problem of turning a laser range finder 
into a spectral BRDF factor measuring instrument. This involves three 
types of considerations: The orientation parameters involved in the 
definition of BRDF, including the sampled surface itself, must be 
tractable; the raw intensity signal provided by the sensor must be 
linked to some more precise radiometric concept; means must be 
provided for sensing at different wavelengths. 
A.  Geometric Considerations 
The range sensor considered in this paper makes use of the spot 
scanning approach. This technique offers the advantage that only 
one surface element is illuminated at any given time, thus avoiding 
problems connected to interreflections among objects in the scene. 
Fig. 2 shows the synchronized scanning geometry that makes use 
of a two-sides-coated scanning mirror. The first side of this mirror 
participates in the projection of a laser beam on the scene, whereas 
the second side redirects the light reflected by the object into an 
imaging system. The position of the image on the detector and the 
known angular position of the scanning mirror allow the calculation 
of the (s. z )  coordinates of the spot on the object; this is a task that 
can be repeated at short time intervals (typically 50-100 / I S )  during 
Z 
4 
Fig. 2. Real (solid) and unfolded (dashed) geometry of the camera. 
the scan . A profile obtained this way consists of a collection of 
coordinates (zz, 2 , )  for each of the i positions of the scanning mirror. 
Data reduction is accomplished by interpolating this set of data for 
equal Ax intervals. The third coordinate y is obtained simply by 
mounting the whole system on a translation stage that moves in the 
perpendicular y direction during acquisition. A typical range image, 
such as the one used to synthesize the stereo pairs in the top of Fig. 5,  
consists of 512 x 512 values of depths i over a field of view of a few 
tens of centimeters in x and y and takes less than 1 min to acquire. 
Depth resolution is in the order of 10 p m  for objects at 0.5 m from 
the camera and is limited mostly by speckle noise [l]. Further details 
concerning range acquisition can be found in previously published 
papers [ZO], [22]. 
One feature of the autosynchronization principle is that the tri- 
angulution angle y (Fig. 2) keeps a small and almost constant 
value (typically 10') over the measurement volume, thus minimizing 
masking and shadowing problems. The instantaneous field of view of 
the receiving lens also remains limited to a few degrees, regardless 
of the scanning angle. This fact allows negligence of foreshortening 
effects in the calculation of the solid angle subtended by the lens, as 
seen from the sampled point. 
To understand how the orientations parameters ,Zz, I;, and 6 
can be set for any sampled point, it helps to unfold the geometry 
of the camera by replacing parts of the system by their virtual 
images through the fixed mirrors. In Fig. 2, one can appreciate the 
autosynchronization that allows the two virtual images of the scanning 
mirror to move synchronously. The centers of the virtual scanning 
mirrors ( T ~ .  ip) and (z0. 3 , )  are seen to remain at the same positions, 
regardless of the scanning angle. 
The position ( a p .  z p )  of the projection pivot can be obtained 
through the following procedure: First, it is to be observed that if the 
scanning angle is kept at a fixed value and an object is moved in the 
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2 direction, the collection of points (.xt. 2,) measured by the camera 
fall on a line that corresponds to one particular projection direction. 
Finding the intersection of two such lines, taken for extreme angles 
of the scanning mirror, gives ( .rp.  +) in the calibrated reference 
frame of the camera. The calculation requires straightforward linear 
regression. The procedure itself involves only the acquisition of the 
noninterpolated range image of a large and flat surface tilted in the 
y direction. 
The position ( .ro. 2 ,  ) of the observation p o t  is geometrically 
calculated from ( .rp.  zp)  using the knowledge of the distance between 
the fixed mirrors and of the angle between them. 
The coordinates of the projection and observation pivots are 
established once for all, and these allow the calculation of the 
orientation unit vectors ji, and j i o  associated to any sampled point 
(.r. y .  ) on any range image. 
For images that are interpolated at equal distance increments Az  
and Ay, the normal Ti to the surface at any point is computed from 
the coordinates of neighboring points using the familiar derivative 
operators 
The normal Ti = ( 11 I. T I  v.  n ~ ) is calculated from 
+ (-S. -8.1) 
n =  , 
To guarantee against errors that would be caused by discontinuities 
in the range profile, the pixels inside the convolution windows are 
validated according to some threshold for the departure with central 
values, and the weight of the operator is adjusted accordingly. 
As discussed below, the normal vector Ti serves to calculate the 
cosine of the reflection angle 
(7) cos 0" = 17" ' Ti 
which is used to compensate for foreshortening effects. Errors on 
cob 8, directly affect reflectance factors measurements. Using ( 5 )  
and (7) and assuming Ax = Ay, the following expression can be 
obtained for the relative error on C O S H , :  
r)(cos 0, )  sin H ,  cos 0, 6 z  -- - 
cos 0, & 
where 6;. is the expected error on range measurements. This result 
indicates that high depth accuracy is necessary if reflectance factors 
are to be computed on a dense sampling grid. For example, in order to 
keep the error on cos 0, below 2% and assuming Ax = Ay = 0.25 
mm, a range accuracy of 25 pm becomes necessary. This corresponds 
to the level of performance typically achieved with the laser scanner. 
B. Radiometric Considerations 
Although the position of the imaged spot on the solid-state detector 
provides the information needed for range measurement, information 
about reflectance must come from the amplitude of the signal 
associated with this spot. With the laser scanner, the spot's image 
extends over a few elements of the CCD linear detector. This 
condition allows the computation of the spot position to subpixel 
accuracy using the algorithm described in [5]. Two approaches are 
possible for connecting the image intensity to object reflectance. Both 
involve the comparison of the signal from surface elements to that 
from a white Lambertian surface kept inside the field of view during 
acquisition. 
A first approach is to consider that the signal from each CCD 
element is a direct measure of the irradiance profile in the imaging 
plane. Because this profile is itself proportional to the radiance 
reflected by objects [ l l ] ,  reflectance factors can be obtained by 
comparing the signal from the target with that from the reference 
surface, taking into account the cosines of the incidence angles. The 
difficulty with this approach is that the assumption of a signal pro- 
portional to object radiance is valid only if perfect optical resolution 
is achieved. In practice, CCD elements have finite dimensions, and 
optical aberrations are present. Additional blurring can result if the 
electronic signal is filtered to remove unwanted features such as 
aliasing. Finally, the irradiance provided by the laser is sensitive to the 
way, it is collimated and can vary with target position. Nevertheless, 
the whole approach is manageable but requires a sophisticated model 
for the camera and some calibration procedures. This avenue is 
perhaps the only one for range finders that work by detecting lines 
or stripes using 2-D video cameras. 
A second approach is to integrate the power collected by the whole 
CCD. This corresponds to measuring the radiant flux from the flying 
spot caught by the lens. This quantity varies as the inverse square of 
the distance C between lens and spot. For a Lambertian surface, it is 
also proportional to the laser power times the cosine of the reflection 
angle. Because the lens in Fig. 2 is located at a known small distance 
from the observation pivot (x,. zo), values of I can be recovered for 
any position ( x .  y. z )  of the spot, and this information can be used to 
compensate for the effect of distance. The BRDF factor at a sampled 
point (z. y. z )  is then given by 
where @ designates the radiant flux signal and where the subscript 
71: stands for the white Lambertian reference surface. The bracketed 
term in (9) is simply the radiant flux that would be reflected by a 
Lambertian surface under equivalent illumination conditions as for 
the sampled target point. 
The surface resolution for BRDF measurement corresponds to the 
area of the laser spot, which is typically 0.1 mm wide. The angular 
resolution is fixed by the solid angle covered by the lens, as seen from 
object plane. At full lens aperture, this is typically 0.001 steradian. 
The white standard used as a reference is a flat bar coated with 
a barium sulphite paint. This material is reported to have very good 
Lambertian behaviors [3]. The bar is placed in the field of view of 
the camera to cover a few tens of pixels in all recordings of color 
and range images. The image of the reference bar also serves to 
compensate for any drift of the laser power that may occur during 
image acquisition. 
C.  Spectral Measurements 
The version of the sensor reported here makes use of a He-Cd' 
RGB laser. This illuminant is a balanced mixture of three wavelengths 
A,. = 636 nm, A, = 536 nm, and A b  = 442 nm and appears white. 
At the present time, each wavelength is isolated using an interference 
filter, and R, G, and B intensity images are collected separately. The 
system is currently being modified so these three acquisitions can be 
done simultaneously. 
Color appearance, in connection with a human visual system, is 
best described in terms of color tristimulus X ,  Y ,  and 2. These are 
defined as integrals, which are weighted by color matching functions 
and carried over the whole visible spectrum [12], [16]. The use of only 
three wavelengths leaves little space for the numerical evaluation of 
such integrals. Instead, one can refer to the known chromaticities to 
each wavelength and compute tristimulus using the center-of-gravity 
law of color mixture [16]. This corresponds to measuring the visual 
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appearance of scenes under white laser illumination. One can gain 
insight about the quality of the color reproduction obtained this way 
by considering that the spectrum of the white laser is close to that of 
a three-band fluorescent lamp. This type of lamp is sometimes used 
in stores to help improve the color appearance of goods. It has a 
tendency to increase the saturation of most colors [12]. Although 
it is difficult to quantify, the apparent color differences obtained 
with the system seem comparable to the ones typically observed in 
photographic or video reproduction. 
Obviously, the color fidelity could be improved by including 
additional wavelengths. Gaussian quadrature methods are reported 
for the calculation of tristimulus using as few as seven wavelengths, 
where some of which have so little weight that they can be omitted 
with negligible effect on accuracy [16]. Improvements along this line 
will be eased by the availability of laser diodes covering the visible 
spectrum. 
IV. REFLECTANCE MODELING 
The system described in Section 111 allows the mapping of spec- 
tral BRDF factors to surface elements (surfer). These factors are, 
however, sampled for only one particular geometry of the incident 
and one reflected beam at each surfel. This does not seem to be 
much information compared with the full expression of BRDF that 
involves the four independent orientation variables 0, .  0,. 0,. 0,. The 
easiest way to recover the full BRDF information is to assume a 
functional form for it. A given functional form is plausible if it does 
not violate any known physical laws and if it can be justified by 
sound assumptions about underlying stochastic processes occurring 
at the microscopic level. One of the above stated physical laws is the 
reciprocity 2aw [7], in which BRDF expressions should be invariant 
when orientation variables of the incident and reflected beam are 
interchanged. This section considers some particular functional forms 
that respect this condition and are specializations of the dichromatic 
reflection model (4). It is shown that these can be used to interpret 
the data collected with the laser range finder. Tasks of increasing 
complexities are considered, and experimental results accompany the 
discussion. 
A. Lambertian Reflection 
The following task, although it is the simplest, perhaps leads to 
the most useful applications. It consists of measuring the reflectance 
factor of a Lambertian object, namely, a sphere coated with barium 
sulphite paint, which is the very same substance used for the white 
reference standard discussed in Section 111-B. 
In this case, the following functional form is assumed for the 
dichromatic model (4): 
mb()  = 1 
c b ( X )  = Rb 
c.(X) = 0 
where Rb is the reflectance of the coating. 
Experimentation was done using a 60-mm-in-diameter sphere N, 
which was sampled at the blue wavelength at 0.25-mm intervals in 
both the s and y directions. A consistent value R = 1.03 + 0.03 was 
obtained for all the surface elements, with the exception of those for 
which the reflection angle exceeded N 70". 
This case is important because many matte nonwhite objects can 
be approximated according to the same model, with & ( A )  allowed 
to take values between 0 and 1. Even glossy surfaces can be tilted 
to eliminate surface reflections. In these cases, the mapping of body 
reflectance factors to surface elements is not limited by the restrictive 
assumption that the scene should have uniform material composition. 
A. Reflection by a Rough Surface 
A geometric approach to the problem of reflection by rough 
surfaces was proposed by Torrance and Sparrow [25] in 1967. They 
considered a rough surface as a collection of mirror-like micro 
facets oriented at random according to some Gaussian probability 
distribution. With this model, the amount of energy transferred from 
an incoming direction it, to an outgoing direction i;, is proportional 
to the number of facets that have their normals 6' in the (GZ + & ) / 2  
direction. Additional terms can also account for masking, shadowing, 
and diffuse reflection from multiple reflections occurring at the 
microscale. This model has been used in computer graphics to 
generate synthesized images of highly realistic metallic surfaces [8]. 
The original paper by Torrance and Sparrow reports a form for 
BRDF that has been normalized with respect to that in the specular 
direction. Unfortunately, this eliminates some multiplicative factors 
that are important for absolute measurements. If the unnormalized 
Gaussian distribution for facet orientations, as proposed by Torrance- 
Sparrow, is replaced by a distribution that is normalized to 1 with 
respect to all possible orientations, the following expression for the 
BRDF factor R can be obtained: 
where 6' is the unit vector corresponding to the normal of those 
facets that reflect specularly toward the observer: 
where F ( X )  is the Fresnel reflectance of the surface, and U is its 
RMS slope surface roughness (21, [3]. The factor g represents the 
fraction of energy that is diffusely scattered from multiple reflections 
involving two or more microfacets. 
The model applies to metallic surfaces, for which reflection occurs 
essentially at the outer surface level. It is a specialization of the 
dichromatic model with 
C b ( X )  = 0 
c.(Xl = FiXl 
This model was tested using a sand-blasted steel ball bearing 
as a target. This object is 25.4 mm in diameter and has a grey 
pearl appearance. It was sampled with the scanner at 0.25-mm 
intervals in both the s and y directions. Fig. 3(a) shows the BRDF 
factors sampled at the blue wavelength. Again, undersampling at 1- 
mm intervals is used to ease the graphical presentation. These data 
were fitted to (10) using a library routine, namely, the Lavenberg- 
Marquardt method. [17]. The orientation vectors in (10) are the 
independent variables, and F. U .  g are the free parameters that are 
adjusted to minimize the x z  merit function. The values obtained for 
the parameters are listed in Table I. These can be fed back in (10) 
to produce a synthesized reflectance image of the ball (Fig. 3). The 
goodness of fit can be judged by comparing Fig. 3(a) and (b). 
Fresnel reflectance is usually a function of the incidence angle. 
With the laser scanner, because only facets with their normals along 
G' participate in directing reflections toward the detector, the factor 
F ( X )  involved in (10) applies essentially for incidence angles equal 
to 7 /2  (Fig. 2), irrespective of the orientation n' of the mean 
macroscopic surface. The autosynchronization of the scanner keeps 
y almost constant. With ? - 10" and according to the fact that 
F(X)  varies slowly with incidence angle for most materials, the 
value of F ( X )  obtained with the method can be considered to be 
approximately equal to the Fresnel reflectance for normal incidence. 
Authorized licensed use limited to: University of Virginia Libraries. Downloaded on May 26, 2009 at 18:25 from IEEE Xplore.  Restrictions apply.
IEEE TRANSACTIONS ON PAlTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 14, NO. 2, FEBRUARY 1992 267 
TABLE I 
REFLECTANCE PARAMETERS MEASURED FOR DIFFERENT OBJECrS 
Object x Rb F U 
Lambertian ball blue 
Steel ball blue 
Painted ball blue 
Pencil 1 red 
green 
blue 






















Pencil 3 red 0.205 0.010 0.134 
(a) green 0.222 0.011 0.135 
blue 0.252 0.011 0.133 
25-0 
nib() = 1 
C b ( x )  = & ( A )  
25  e -  $$& 
m-0 = 8 " ( j i ,  .@(pa d ) ( + . f i ) 4  
C , ~ ( X )  = F ( X ) .  
The energy that is diffusely scattered by the rough surface, through 
multiple reflections among the facets, cannot be distinguished from 
that diffusely reflected from the body. Section IV-B showed that the 
corresponding fraction g was indeed small, even for a very rough 
surface, and g can be neglected without inducing much error. 
This model was tested on a sphere coated with a uniform layer 
2 5  
(b) 
Fig. 3. (a) Reflectance image of a roughened steel ball; (b) reflectance image 
as synthesized using the parameters extracted with the least-squares routine. 
To assess the value F = 0.43 obtained with this method, the 
Fresnel reflectance of the material was measured independently on 
a nonsand-blasted ball bearing. Because it is very shiny, the Fresnel 
reflectance of a brand new bearing is easily measured using the laser 
and a power meter. The value obtained with this method is F = 0.44. 
C .  Mixed Body and Surface Reflection 
This case is a combination of the last two. Many reflecting 
materials consist of tiny particles, such as pigments and lacquers, 
imbedded in an otherwise homogeneous vehicle such as acrylic or 
oil. The particles selectively absorb and scatter the light, depending 
on wavelength, and are mostly responsible for color appearance. 
This form of diffuse reflection that occurs inside of the material is 
called body reflection and is well approximated by the Lambertian 
model. The vehicle itself only reflects light at the air-vehicle interface, 
and the fraction of energy involved is the Fresnel reflectance of 
this vehicle. This form of reflection is called surface reflection 
[14], although other terms such as interface reflection [23] and 
neutral interface reflection [15] are also used to designate the same 
phenomenon. Typically, only a small percentage of the energy is 
reflected at the interface but, because surface reflection is highly 
directional, it can constitute a large fraction of the total energy 
reflected in the specular direction. If the air-vehicle interface is rough, 
the Torrance-Sparrow model can be used to formulate the surface 
reflection. All these considerations lead to the following specialization 
of the dichromatic reflection model: 
of a grey-colored commercial spray paint. Results for the parameters 
Rh, F. U ,  which are recovered through least-squares fit, are listed in 
Table I. F and 0 were used, along with the range data, to synthesize 
the image that corresponds to surface reflection alone (Fig. 4(a)). By 
subtracting this image from the sensed reflectance image, a new image 
is obtained that corresponds to body reflection alone (Fig. 4(b)). In 
this case, a consistent value R b  = 0.223 f 0.01 was obtained even 
for large incidence-reflection angles. 
Many colored objects can be expected to be uniform in their F and 
U values. This could be the case with an artist's painting protected 
by a varnish layer. If F and U can be established by working on a 
small portion that is also uniform in &, then a device-independent 
description of each surfel can be recorded with the scanner. This idea 
is discussed further in the next section. 
D. Color Modeling 
This section adds the dimension of color to data modeling. With the 
availability of multispectral reflectance information, not only can the 
preceding methods be applied independently at each wavelength, but 
the color-space information can also be used to lessen the constraints 
about the uniformity of the scene composition. 
The reflection models presented above are here applied to the color 
and range image of color drawing pencils represented in the top of 
Fig. 5 .  This stereo pair was obtained by mapping the sensed R, G, and 
B intensities on the form synthesized from the range data. Because 
the simulated point of view differs from that of the sensor-the 
camera head was on top of the scene for the recording-the relative 
positions of the shading and highlight patterns appear unnatural in 
this representation. 
The aim of the experiment is to classify each surfel according to its 
belonging to a particular pencil. Here, the question of the exactitude of 
color measurement, relative to the human visual system, is irrelevant. 
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Fig. 4. 
ball coated with a commercial grey paint. 
(a) Surface reflectance image and (b) body reflectance image of a 
In this example, classification of surface elements based on the 
saturation of colors would be fooled by highlights. A classification 
based on hue would also fail if two pencils happened to have the same 
hue but differed only in their lightness. A classification based on hue 
and lightness would be affected by the orientation of the surfels. 
This observation holds for any transformation of the 3-D color space 
into one or two dimensions that would attempt to compensate for the 
changes in lightness caused by varying surface orientations. It thus 
appears that the dimensionality of the color space should be kept to 
three. In fact, more wavelengths might be needed to resolve possible 
coincidence of reflectance by two different materials. 
The center of Fig. 5 shows, as a stereo-pair 3-D histogram, the 
distribution of raw intensity data prior to any processing. The axes 
of the cube are the red, green, and blue wavelengths. Here, the 
histogram contributions of the background plane and the calibration 
white bar have been removed to enhance the visibility of the pencil 
color clusters. This was done in a straightforward manner, using 
thresholding based on the range data. 
Using the terminology of Klinker [14], pixels corresponding to a 
particular pencil distribute into a cluster that has a skewed L shape. 
One branch of the L (the matte line) points toward the origin of 
the cube and is due mostly to the foreshortening effect on diffuse 
reflection. The other branch (the highlight line) is directed toward the 
color of the white laser and is due to surface reflection. 
To analyze the color image, the spectral BRDF factors were 
first established using the method of Section 111. Three different 
pencils were then isolated from the whole image, and the factors 
& ( A ) ,  F(X). U were evaluated for each of them and for each of the 
three colors using the method of Section IV-C. The values obtained 
Fig. 5. Experimental results displayed as stereo pairs. The top image is 
a computer-generated stereo pair of the registered color and range image. 
The center pair shows the histogram of the red, green, and blue values 
(density expressed as grey level) in the color cube. The bottom pair shows the 
histogram of the recovered body reflectance factors in the same color cube. 
are shown in Table I. As expected, F(X) is seen to be only slightly 
affected by color, and CJ does not vary much from one pencil to 
the other. Average values for F(X) and r were used to synthesize 
the surface reflection components, which were then subtracted from 
each of the color reflectance images. The bottom of Fig. 5 shows 
the color histogram of the resulting reflectance image. Clusters have 
been reduced to compact ones, and each of these corresponds to one 
pencil. The histogram immediately indicates how many distinct body 
materials are in the scene and what their color is. This histogram is 
a sort of color space signature of the scene. 
The fact that some pencils had to be isolated for parameter recovery 
seems somewhat restrictive in this example. A more clever usage of 
color histograms can help to automatize the process and lessen the 
constraints about the uniformity of U and F .  Klinker et al. [13] have 
suggested an interesting method to deal with this sort of histogram. 
They generate and exploit geometric hypothesis about the shape of 
a cluster to grow regions in the scene that correspond to material 
composition. A similar approach can be used in the case of color-and- 
range images. For example, if each of the pencils had different sets 
of parameters &(A),  F(X), (r, the color histogram corresponding to 
intensity would still show some skewed L clusters. After performing 
the reflectance factor recovery using the range data, the matte lines 
would shrink to point-like clusters, from which would originate the 
highlight lines. These comet shaped clusters could be recognized and 
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serve for the classification of surfels. Each type of surfel would then 
be fed in tum to the least-squares fit routine for the recovery of the 
intrinsic reflectance parameters corresponding to each class. 
V. CONCLUSION 
This paper describes a sensing device for range and color acquisi- 
tion. It is shown that the explicit shape information provided by the 
3-D data allows the interpretation of the registered intensity data in 
terms of the underlying physical reflectance properties of the scene. 
This facilitates the task of color image understanding. By resorting 
to a careful modeling of the geometrical and optical properties of 
the camera, the sensor can, in fact, be turned into a precise analytic 
instrument. 
The system described is specially suited for the extraction of 
intrinsic object properties in connection with appropriate physical 
models. The ones considered here involve the body reflectance, 
Fresnel reflectance, and slope surface roughness of the sampled 
surface elements. Although they make simplifying assumptions, they 
nevertheless fit the data very well. More elaborate models, such as 
those described in Beckmann- Spizzichino [Z] and Egan-Hilgeman 
(91, could be used in connection with the same system. 
Potential applications of the system presented in the paper are in art 
conservation, datagraphy (electronic museum) [21], object modeling 
for computer-assisted design and graphics, robot vision, and, more 
generally, in 3-D scene understanding. 
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Using Models to Improve Stereo Reconstruction 
Henri Maitre and Wei Luo 
Abstract-We propose the collaboration of photometric and stereomet- 
ric information to solve the stereo vision problem in the case of man-made 
environment. The proposed method improves a) the accuracy of the stereo 
information and b) its density by introducing a hypothesis on the object 
surfaces. Two kinds of hypotheses have been developed here: planar and 
quadratic objects. Reconstructions of complex scenes are given. 
Index Terms- Cooperation between photometry and stereo, stereovi- 
sion, 3-D models. 
I. INTRODUCTION 
It has been demonstrated by Julesz that the perception of the 3-D 
structure of our environment by means of our visual system may 
be obtained before the monocular interpretation of the scene. From 
this starting point, several methods have been proposed to solve the 
automatic stereovision problem, which is essentially based on the 
detection of features, followed by a matching procedure. Good results 
can be obtained every time the observed image is richly textured. 
In contrast, all existing methods usually fail in cases with abrupt 
depth changes separated by poorly textured regions or if hidden parts 
and major appearance differences occur due to parallax or shadings. 
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