Network Comparison: Embeddings and Interiors by Huang, Weiyu & Ribeiro, Alejandro
ar
X
iv
:1
70
3.
06
23
1v
1 
 [c
s.S
I] 
 18
 M
ar 
20
17
1
Network Comparison: Embeddings and Interiors
Weiyu Huang and Alejandro Ribeiro
Abstract—This paper presents methods to compare networks
where relationships between pairs of nodes in a given network
are defined. We define such network distance by searching for the
optimal method to embed one network into another network, prove
that such distance is a valid metric in the space of networks modulo
permutation isomorphisms, and examine its relationship with other
network metrics. The network distance defined can be approximated
via multi-dimensional scaling, however, the lack of structure in
networks results in poor approximations. To alleviate such problem,
we consider methods to define the interiors of networks. We show
that comparing interiors induced from a pair of networks yields
the same result as the actual network distance between the original
networks. Practical implications are explored by showing the ability
to discriminate networks generated by different models.
Index Terms—Network theory, networked data, network compar-
ison, metric spaces, pattern recognition
I. INTRODUCTION
The field of network science is predicated on the empirical
observation that network structure carries important information
about phenomena of interest. Network structures have been ob-
served to be fundamental in social organizations [1] and dif-
ferences in the structure of brain networks have been shown
to have clinical value in neurology and psychology [2]. The
fundamental value of network structure has led to an extensive
literature on network identification that is mostly concerned with
the identification of network features that serve as valuable
discriminators in different contexts. Examples of these features
and application domains are clustering coefficients [3] and motifs
[4] in social networks; neighborhood topology [5], betweenness
[6], and wavelets [7] in protein interaction networks; as well as
graphlet degree distributions [8], graph theoretic measures [9], and
single linkage dendrogram [10] and homology [11] in different
contexts. However valuable, it is material to recognize that it is
possible for very different networks to be indistinguishable from
the perspective of specific features, or, conversely, to have similar
networks that differ substantially on the values of some features.
One way to sidestep this limitation it to define and evaluate proper
network distances. This is the objective of this paper.
Without getting into the details of how a valid distance might
be defined, it is apparent that their computation is bound to
be combinatorial. Indeed, since permutations of unlabeled nodes
result in identical networks, distances must rely on comparison
between a combinatorial number of node correspondences –
evaluating distances is relatively simpler if nodes are labeled
[12]–[14]. An important observation in this regard is that the
space of finite metric spaces is a subset of the space of networks
composed of those whose edges satisfy the triangle inequality.
This observation is pertinent because there is a rich literature on
the comparison of metric spaces that we can adopt as a basis
for generalizations that apply to the comparison of networks. Of
particular interest here are the Gromov-Hausdorff distance, which
measures the size of the smallest modification that allows the
spaces to be mapped onto each other [15], [16], and the partial
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embedding distance, which measures the size of the smallest
modification that allows a space to be embedded in the other [17]–
[19]. The computation of either of these distances is intractable.
However, Gromov-Hausdorff distances can be tractably approxi-
mated using homological features [20] and embedding distances
can be approximated using multi-dimensional scaling (MDS) [17].
In prior work we have defined generalizations of the Gromov-
Hausdorff distance [21], [22] to networks, and utilized homologi-
cal features for computationally tractable approximate evaluations
[23], [24]. Our starting point here is the partial embedding
distance for metric spaces [16]–[19]. Our goal is to generalize
embedding distances to arbitrary networks and utilize MDS tech-
niques for their approximate computation.
A. Organization And Contributions
Networks, metrics, embedding metrics, and the Gromov-
Hausdorff distance for networks are defined in Section II. The
issue of defining an embedding distance for networks is addressed
in Section III. The idea of an embedding distance d(A,B) is to
analyze how much we have to modify network A to make it
a subset of network B. This is an asymmetric relationship. In
particular, having d(A,B) = 0 means that network A can be
embedded in network B but the opposite need not be true. The
first contribution of this paper is to:
(i) Define network embeddings and a corresponding notion of
partial embedding distances. Partial embedding distances
define an embedding metric d such that d(A,B) = 0 if and
only if A can be embedded in B.
We attempt to use the MDS techniques in [18] to approximate
the computation of embedding distances but observe that the
methodology yields poor results – see Figure 1 for an illustration
of why this is not unexpected. To improve these results we observe
that when edge dissimilarities satisfy a triangle inequality, an
Euclidean interior is implicitly defined. In the case of arbitrary
networks this is not true and motivates the definition of the
interior of a network that we undertake in Section IV. The second
contribution of this paper is to:
(ii) Provide a definition of the interior of a network. The interior
of a set of nodes is the set of points that can be written as
convex combinations of the nodes. When the network forms
a metric space, the dissimilarity between a pair of points in
the interior is the distance on the shortest path between the
pair. When the dissimilarities in the network do not form
a metric space, e.g. representing travel time between nodes,
such construction would yield conflict. The problem can be
solved by defining the dissimilarity between a pair of points
as the travel time on the shortest path between the pair.
Having the ability to extend networks into their interiors,
we extend different networks and compute partial embedding
distances between their extensions. In principle, distances between
two networks and their respective extensions need not be related.
In Section IV-A we show that a restriction in the embedding of
the extended networks renders them identical. Our third and most
important contribution is to:
2(iii) Define embeddings for extended networks such that points
in one of the original networks – prior to extension – can
only be embedded into original points of the other network.
We show that the embedding distance that results from
this restriction is the same embedding distance between the
original networks.
The definition of interior is somewhat arbitrary, however be-
cause of (iii), the practical implication of interior definition is
justified. We point out that a network extension is a dense set
that includes all the convex combinations of sets of points. To
make interior extensions practical we consider samplings of the
interior in Section IV-B. It is not difficult to show in light of
Contribution (iii) that the embedding distance between a a pair of
networks extended to samples of their interiors is also identical
to the embedding distance between the original pair of networks
– if the restriction in the mapping of original nodes is retained.
We exploit Contributions (ii) and (iii) to approximate the
computation of embedding distances using the MDS techniques
in [18] but applied to networks extended to their interiors. The
definition of an interior markedly improves the quality of MDS
distance approximations. We illustrate this fact in Section V with
an artificial illustrative example and also demonstrate the ability to
discriminate networks with different generative models. We only
extend by adding points that are mid-points of original nodes
in the networks, in order to make the process computationally
tractable. The small number of points considered in interiors is
sufficient to distinguish networks of different processes, despite
that the original networks may possess different number of nodes.
II. PRELIMINARIES
A network is defined as a pair NX = (X, rX), where X is a
finite set of nodes and rX : X
2 = X ×X → R+ is a function
encoding dissimilarity between pairs. For x, x′ ∈ X , values of this
function are denoted as rX(x, x
′). We assume that rX(x, x
′) = 0
if and only if x = x′ and we further restrict attention to symmetric
networks where rX(x, x
′) = rX(x
′, x) for all pairs of nodes
x, x′ ∈ X . The set of all such networks is denoted as N .
When defining a distance between networks we need to take
into consideration that permutations of nodes amount to rela-
belling nodes and should be considered as same entities. We there-
fore say that two networks NX = (X, rX) and NY = (Y, rY ) are
isomorphic whenever there exists a bijection φ : X → Y such
that for all points x, x′ ∈ X ,
rX(x, x
′) = rY (φ(x), φ(x
′)). (1)
Such a map is called an isometry. Since the map φ is bijective,
(1) can only be satisfied when X is a permutation of Y . When
networks are isomorphic we write NX ∼= NY . The space of
networks where isomorphic networks NX ∼= NY are represented
by the same element is termed the set of networks modulo
isomorphism and denoted by N mod ∼=. The space N mod ∼=
can be endowed with a valid metric [21], [22]. The definition
of this distance requires introducing the prerequisite notion of
correspondence [25, Def. 7.3.17].
Definition 1 A correspondence between two sets X and Y is a
subset C ⊆ X × Y such that ∀ x ∈ X , there exists y ∈ Y
such that (x, y) ∈ C and ∀ y ∈ Y there exists x ∈ X such that
(x, y) ∈ C. The set of all correspondences between X and Y is
denoted as C(X,Y ).
A correspondence in the sense of Definition 1 is a map between
node sets X and Y so that every element of each set has at
least one correspondent in the other set. Correspondences include
permutations as particular cases but also allow mapping of a
single point in X to multiple correspondents in Y or, vice
versa. Most importantly, this allows definition of correspondences
between networks with different numbers of elements. We can
now define the distance between two networks by selecting the
correspondence that makes them most similar as stated next.
Definition 2 Given two networks NX = (X, rX) and NY =
(Y, rY ) and a correspondence C between the node spaces X and
Y define the network difference with respect to C as
ΓX,Y (C) := max
(x,y),(x′,y′)∈C
∣∣∣rX(x, x′)− rY (y, y′)∣∣∣. (2)
The network distance between NX and NY is then defined as
dC(NX , NY ) := min
C∈C(X,Y )
{
ΓX,Y (C)
}
. (3)
For a given correspondence C ∈ C(X,Y ) the network
difference ΓX,Y (C) selects the maximum distance difference
|rX(x1, x2) − rY (y1, y2)| among all pairs of correspondents –
we compare rX(x1, x2) with rY (y1, y2) when the points x1 and
y1, as well as the points x2 and y2, are correspondents. The
distance in (3) is defined by selecting the correspondence that
minimizes these maximal differences. The distance in Definition
2 is a proper metric in the space of networks modulo isomorphism.
It is nonnegative, symmetric, satisfies the triangle inequality, and
is null if and only if the networks are isomorphic [21], [22]. For
future reference, the notion of metric is formally stated next.
Definition 3 Given a space S and an isomorphism ∼=, a function
d : S × S → R is a metric in S mod ∼= if for any a, b, c ∈ S
the function d satisfies:
(i) Nonnegativity. d(a, b) ≥ 0.
(ii) Symmetry. d(a, b) = d(b, a).
(iii) Identity. d(a, b) = 0 if and only if a ∼= b.
(iv) Triangle inequality. d(a, b) ≤ d(a, c) + d(c, b).
A metric d in S mod ∼= gives a proper notion of distance.
Since zero distances imply elements being isomorphic, the dis-
tance between elements reflects how far they are from being
isomorphic. The distance in Definition 2 is a metric in space N
mod ∼=. Observe that since correspondences may be between
networks with different number of elements, Definition 2 defines
a distance dC(NX , NY ) when the node cardinalities |X | and |Y |
are different. In the particular case when the functions rX satisfy
the triangle inequality, the set of networks N reduces to the set of
metric spaces M. In this case the metric in Definition 2 reduces
to the Gromov-Hausdorff (GH) distance between metric spaces.
The distances dC(NX , NY ) in (3) are valid metrics even if the
triangle inequalities are violated by rX or rY [21], [22].
A related notion is that of an isometric embedding. We say that
a map φ : X → Y is an isometric embedding fromNX = (X, rX)
to NY = (Y, rY ) if (1) holds for all points x, x
′ ∈ X . Since
rX(x, x
′) = rY (φ(x), φ(x
′)) for any x, x′ ∈ X , rX(x, x′) > 0
for x 6= x′ and rY (y, y) = 0, the map φ is injective. This implies
that the condition can only be satisfied when NX = (X, rX) is a
sub-network of NY = (Y, rY ). Such a map is called an isometric
3embedding. When NX can be isometrically embedded into NY ,
we writeNX ⊑ NY . Related to the notion of isometric embedding
is the notion of an embedding metric that we state next.
Definition 4 Given a space S and an isometric embedding ⊑, a
function d : S × S → R is an embedding metric in S if for any
a, b, c ∈ S the function d satisfies:
(i) Nonnegativity. d(a, b) ≥ 0.
(ii) Embedding identity. d(a, b) = 0 if and only if a ⊑ b.
(iii) Triangle inequality. d(a, b) ≤ d(a, c) + d(c, b).
It is apparent that metrics are embedding metrics because
bijections are injective, and that in general embedding metrics
are not metrics because they are asymmetric. In this paper,
we consider defining an embedding distance between networks
and evaluate its relationship with the Gromov-Hausdorff distance
(Section III). We then consider the problem of augmenting the
networks by adding points to fill their “interior”. The interior is
defined so that embedding metrics between the original networks
and embedding metrics between these augmented spaces coincide
(Section IV).
III. EMBEDDINGS
As is the case with correspondences, mappings also allow defi-
nition of associations between networks with different numbers of
elements. We use this to define the distance from one network to
another network by selecting the mapping that makes them most
similar as we formally define next.
Definition 5 Given two networks NX = (X, rX), NY = (Y, rY ),
and a map φ : X → Y from node space X to the node space Y ,
define the network difference with respect to φ as
∆X,Y (φ) := max
x,x′∈X
∣∣∣rX(x, x′)− rY (φ(x), φ(x′))∣∣∣. (4)
The partial embedding distance from NX to NY is defined as
dPE(NX , NY ) := min
φ:X→Y
{
∆X,Y (φ)
}
. (5)
Both, Definition 2 and Definition 5 consider a mapping between
the node space X and the node space Y , compare dissimilarities,
and set the network distance to the comparison that yields the
smallest value in terms of maximum differences. The distinction
between them is that in (2) we consider correspondence, which
requires each point in any node spaces (X or Y ) to have a
correspondent in the other node space, whereas in (4) we examine
mappings, which only require all points in node space X to have
one correspondent in the node set Y . Moreover, in (2), a node
x ∈ X may have multiple correspondents, however, in (4), a
node x ∈ X can only have exactly one correspondent. Except for
this distinction, Definition 2 and Definition 5 are analogous since
∆X,Y (φ) selects the difference |rX(x1, x2)− rY (y1, y2)| among
all pairs. The distance dPE(NX , NY ) is defined by selecting the
mapping that minimizes these maximal differences. We show in
the following proposition that the function dPE : N × N → R+
is, indeed, an embedding metric in the space of networks.
Proposition 1 The function dPE : N ×N → R+ defined in (5) is
an embedding metric in the space N .
Proof: See Appendix A for proofs in Section III. 
The embedding distance dPE(NX , NY ) from one network NX
to another network NY is not a metric due to its asymmetry. We
can construct a symmetric version from dPE(NX , NY ) by taking
the maximum from the embedding distance dPE(NX , NY ) and
dPE(NY , NX). This would give us a valid metric distance in N
mod ∼=. A formal definition and theorem are shown next.
Definition 6 Given two networks NX = (X, rX), NY = (Y, rY ),
define the embedding distance between the pair as
dE(NX , NY ) := max {dPE(NX , NY ), dPE(NY , NX)} . (6)
where partial embedding distances dPE(NX , NY ) and
dPE(NX , NY ) are defined in Definition 5.
Theorem 1 The function dE : N ×N → R+ defined in (6) is a
metric in the space N mod ∼=.
Since embedding distances between two networks generate a
well-defined metric, they provide a means to compare networks
of arbitrary sizes. In comparing the embedding distance in (6) with
the network distance in (3) we see that both find the bottleneck
that prevents the networks to be matched to each other. It is not
there surprising to learn that they satisfy the relationship that we
state in the following proposition.
Proposition 2 The network distance dC(NX , NY ) defined in (3)
can also be written as
dC(NX , NY )= min
φ:X→Y
ψ:Y→X
max {∆X,Y (φ),∆Y,X(ψ),δX,Y (φ,ψ)}, (7)
where the network differences ∆X,Y (φ) and ∆Y,X(ψ) with re-
spect to mappings φ and ψ are defined in (4) and δX,Y (φ, ψ)
measures how far the mappings φ and ψ are from being the
inverse of each other, and is defined as
δX,Y (φ, ψ) = max
x∈X,y∈Y
|rX(x, ψ(y))− rY (φ(x), y)| . (8)
A direct consequence of Lemma 2 is that the embedding
distance (6) is a lower bound of the network distance (3).
Corollary 1 Function dE is a lower bound with dC in (3), i.e.
dE(NX , NY ) ≤ dC(NX , NY ), (9)
for any networks NX and NY .
The relationships in Lemma 2 and Corollary 1 are extensions
of similar analyses that hold for the Gromov-Hausdorff distance
between metrics spaces, [26], [27]. As in the case of metric spaces,
these results imply that the embedding distance dE(NX , NY )
can be used to lower bound the network distance dC(NX , NY )
[cf. (9)]. This value is in addition to the ability of the partial
embedding distance dPE(NX , NY ) of Definition 5 to measure how
far the network X is to being a subnetwork of network Y .
In the comparison of surfaces and shapes, the partial embedding
distance dPE(NX , NY ) has the attractive property of being approx-
imable using multidimensional scaling techniques [17], [19]. Our
empirical analysis shows that the use of analogous techniques to
estimate dPE(NX , NY ) for arbitrary networks yields poor results
and that this is related to how far the dissimilarities in NX
and NY are from satisfying the triangle inequality – see the
example in Figure 1 and the numerical analysis in Section V. To
improve the accuracy of multidimensional scaling estimates we
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Fig. 1. An example where different networks result in identical multi-dimensional scaling results. We emphasize that the number of dimension used in multi-dimensional
scaling would not distinguish networks since the triangle inequality property for relationships between nodes in the networks is violated. Such a caveat would be
solved by inducing semimetrics in the space defined by the given networks, as we develop throughout Section IV.
rX (a, b) rX (a, c)
rX (b, c)
rX (a, b)
rX (a, c)
rX (b, c)
NX = (X, rX) a
c b
⇒
(SX , sX ) a
(1, 0, 0)
c
(0, 0, 1)
b
(0, 1, 0)
e
(0.5, 0, 0.5)
f
g
m
(ma,mb,mc)
Fig. 2. An example of induced space with points defined in the original network.
We would like to induce a space (SX , sX) such that SX includes infinite number
of points formed by the convex of the original points a, b, and c, and sX is
a semimetric for any pair of points in SX . We want to induce the semimetric
from the original network such that sX(a, b) = rX(a, b), sX(a, c) = rX(a, c),
and sX(b, c) = rX(b, c). Middle points, e.g. e, can be considered as the entity
represents 50% of a and 50% of b. An important observation is that any points
in the space, e.g. m, can be written as a convex combination representing the
proportion of their contents from original nodes – (ma,mb,mc) with ma +
mb +mc = 1.
propose to define the interior of a network by defining a space
where dissimilarities between any pair of points represented by a
convex combination of nodes in the given networks are defined
(Section IV). We will further demonstrate that the proposed
definition of the interior of a network is such that the partial
embedding distances between networks with interiors are the same
as the partial embedding distances between the corresponding
original networks (Theorems 2 and 3). Empirical demonstrations
will show that the comparison of networks with interiors using
MDS techniques yields better results that are comparable to those
obtained when comparing shapes and surfaces (Section V).
IV. INTERIORS
We provide a different perspective to think of networks as
semimetric spaces where: (i) There are interior points defined by
convex combinations of given nodes. (ii) Dissimilarities between
these interior points are determined by the dissimilarities between
the original points. To substantiate the formal definition below
(Definition 7) we discuss the problem of defining the interior of
a network with three points. Such network is illustrated in Figure
2 where nodes are denoted as a, b, and c and dissimilarities are
denoted as rX . Our aim is to induce a space (SX , sX) where the
dissimilarities in the induced space are sX : SX × SX → R+.
We require that SX preserve the distance of original points in
NX such that sX(a, b) = rX(a, b), sX(a, c) = rX(a, c), and
sX(b, c) = rX(b, c).
Points inside the network are represented in terms of convex
combinations of the original points a, b, and c. Specifically, a
point m in the interior of the network is represented by the tuple
(ma,mb,mc) which we interpret as indicating that m contains an
ma proportion of a, an mb proportion of b, and an mc proportion
of c. Points e, f , and g on Figure 2 contain null proportions of
some nodes and are interpreted as lying on the edges. Do notice
that although we are thinking of m as a point inside the triangle,
a geometric representation does not hold.
First we consider the case that the triangle inequality is satisfied
by rX . To evaluate the dissimilarities between p represented by
w⋆
bc
w⋆
ab
a (1, 0, 0)
c(0, 0, 1) b (0, 1, 0)
m
(ma,mb,mc)
p
(pa, pb, pc)
q1q2
q3
q4
Fig. 3. Comparing arbitrary points inside the space induced from networks of
three nodes. Given a pair of nodes p and m in the induced space, we need to find
paths from p to m that are consisted of vectors parallel to the direction of original
nodes in the networks, e.g. a to b, a to c, and/or b to c. We assume the direction
of original nodes in the networks have unit amount of transformation. Potential
choices of paths from p to m include: p to m via q1, via q2, or via q3. Of them,
the path p to m via q1 has the smallest amount of transformation traversed along
the path. There are paths in the form which involves vectors p to q2, q2 to q4,
and q4 to m; such paths would not give the optimal solution to (13).
the tuple (pa, pb, pc) andm represented by the tuple (ma,mb,mc)
using dissimilarities in the original network, we need to find a
path consisting of vectors parallel to the edges in the network
that go to m from p. Specifically, denote wab as the proportion
transversed in the direction from a to b in the path. For a positive
value wab, compared to p, m becomes more similar to b by wab
units and less similar to a by −wab units; for a negative wab,
compared to p, m becomes more similar to a and less similar
to b. Proportion transversed in other directions, e.g. from a to c
and from b to c, are denoted as wac and wbc, respectively. For
the path transversing wab from a to b, wac from a to c, and wbc
from b to c, the dissimilarity can be denoted as |wab|rX(a, b) +
|wac|rX(a, c)+ |wbc|rX(b, c). There may be many different paths
from p to m, as illustrated in Figure 3. Out of all paths, only
the one yielding the smallest distance should be considered. This
means the dissimilarity sX(p,m) between p andm can be defined
by solving the following problem,
min |wab| rX(a, b) + |wac| rX(a, c) + |wbc| rX(b, c)
s. t. ma = pa − wab − wac,
mb = pb + wab − wbc,
mc = pc + wac + wbc.
(10)
The constraints make sure that the path starts with tuple
(ma,mb,mc) and ends with tuple (pa, pb, pc). This is like the
definition of Manhattan distance. In fact, if Manhattan was a
triangle with three endpoints and the roads in Manhattan were
in a triangle grid, then the distance between any pair of points in
Manhattan would be evaluated as in (10).
When relationships in rX do not satisfy triangle inequality,
e.g. rX(a, b) + rX(b, c) < rX(a, c), however, the construction in
(10) is problematic since the optimal solution in (10) would yield
sX(a, c) = rX(a, b) + rX(b, c), which violates our requirement
that sX(a, c) should be the same as rX(a, c). The problem arises
because each segment in a given path contains two pieces of in-
formation – the proportion of transformation, and the dissimilarity
created of such transformation. E.g. for the path segment pq1 in
Figure 3, it represents w⋆ab units of transformation from a to b, and
also denotes a dissimilarity between p and q1 as |w⋆ab|rX(a, b).
5The two pieces of information unite when rX is a metric, however,
create conflicts for dissimilarities in a general network. To resolve
such issue, we could separate the amount of transformation from
the dissimilarity incurred due to transformation. Firstly, we find
the path with the smallest amount of transformation
min |wab|+ |wac|+ |wbc|
s. t. ma = pa − wab − wac,
mb = pb + wab − wbc,
mc = pc + wac + wbc.
(11)
Then, for the optimal path w⋆ab, w
⋆
ac, and w
⋆
bc in (11), define the
dissimilarity as the distance transversed on the path, i.e.
sX(p,m)= |w
⋆
ab| rX(a, b)+|w
⋆
bc| rX(b, c)+|w
⋆
ac| rX(a, c). (12)
The problem in (11) can always be solved since it is underdeter-
mined due to the facts that ma +mb +mc = pa + pb + pc = 1.
It traces back to (10) when relationships in network are met-
rics. Moreover, it satisfy our requirement sX(a, b) = rX(a, b),
sX(a, c) = rX(a, c), and sX(b, c) = rX(b, c) for any networks.
Regarding our previous example of a triangle-shaped Manhattan
with three endpoints, suppose relationships in the network denote
the amount of travel time between the endpoints. These relation-
ship may not necessarily satisfy triangle inequalities. Suppose
roads in Manhattan form a triangle grid, the problem in (11) is
finding the shortest path between a pair of locations in Manhattan.
The dissimilarity in (12) describes the travel time between this pair
of locations using the shortest path.
Given any network with arbitrary number of nodes, we define
the induced space as a generalization to the case for nodes with
three nodes we developed previously.
Definition 7 Given a network NX = (X, rX) with X =
{1, 2, . . . , n}, the induced space (SX , sX) is defined such that
the space SX is the convex hull of X with SX = {m =
(m1,m2, . . . ,mn) | mi ≥ 0,
∑
i∈X mi = 1}. Given a pair
of nodes m, p ∈ SX , the path yielding the smallest amount of
transformation from p to m is obtained through the problem{
w⋆ij
}
= argmin
∑
i,j∈X,i<j
|wij |
s. t. mi = pi −
∑
j∈X,j>i
wij +
∑
j∈X,j<i
wji, ∀i
(13)
The distance between p and m is then the distance traversed
proportional to the original relationships weighted by the path,
sX(p,m) =
∑
i,j∈X,i<j
∣∣w⋆ij ∣∣ rX(i, j). (14)
The induced space SX is the convex hull constructed by all
nodes i ∈ X . Each node in the induced space m ∈ SX can
be represented as a tuple (m1,m2, . . . ,mn) with
∑
i∈X mi = 1
where mi represents the percentage of m inheriting the property
of node i ∈ X . To come up with distance between pairs
of points p,m ∈ SX with the respective tuple representation
(p1, p2, . . . , pn) and (m1,m2, . . . ,mn), we consider each edge
in the original space X , e.g. from i to j, represents one unit
of cost to transform i into j. All edges are considered similarly
with one unit of cost to transform the starting node into the
ending node. We want to find the smallest amount of cost to
transform p into m. This is solved via (13), which is always
solvable since the problem is underdetermined due to the facts that
(QX , rˆX ) a
b c
x1
x2
x3
x4
x5 x6
q
(QY , rˆY )
u
v
y1
y2
φˆ
φˆ
φˆ
φ
φ
φ
φ
Fig. 4. An example of regular sample pair (QX , rˆX) and (QY , rˆY ), where
QX = {a, b, c, x1, x2, x3, x4, x5, x6, q} collects original points and induced
points that are combination of one-third of original nodes, and QY =
{u, v, y1, y2}. Here we illustrate a specific mapping φˆ with φˆ(a) = φˆ(b) = u
and φˆ(c) = v; it is apparent that φ(x) ∈ QY for any x ∈ QX . Note that
Q˜X = QX/{q} also form a regular sample pair with QY .
∑
i∈X mi =
∑
i∈X pi = 1. This gives us the optimal path with
weights {w⋆ij} meaning that the most cost-saving transformation
from p into m is to undertaking w⋆ij unit of transformation along
the direction of transforming i into j. The distance in the induced
space sX(p,m) is then the distance traversed proportional to the
original relationships weighted by the path defined in (14).
Proposition 3 The space (SX , sX) induced from NX = (X, rX)
defined in Definition 7 is a semimetric space in SX . Moreover,
the induced space preserves relationships: when p,m ∈ X ,
sX(p,m) = rX(p,m).
Proof: See Appendix B for proofs in Section IV. 
The semimetric established in Proposition 3 guarantees that the
points in the induced space with their dissimilarity sX(p,m) are
well-behaved. We note that semimetric is the best property we can
expect, since the triangle inequality may not be satisfied even for
the dissimilarities in the original networks. Next we show that the
embedding distance is preserved when interiors are considered.
A. Distances Between Networks Extended To Their Interiors
Since semimetrics are induced purely from the relationships
in the original network, a pair of networks NX and NY can be
compared by considering their induced space, as we state next.
Definition 8 Given two networks NX = (X, rX) and NY =
(Y, rY ) with their respective induced space (SX , sX) and
(SY , sY ), for a map φ : SX → SY from the induced space SX to
the induced space SY such that φ(x) ∈ Y for any x ∈ X , define
the network difference with respect to φ as
∆SX ,SY (φ) := max
x,x′∈SX
∣∣∣sX(x, x′)− sY (φ(x), φ(x′))∣∣∣. (15)
The partial embedding distance from NX to NY measured with
respect to the induced spaces is then defined as
dPE, S(NX , NY ) := min
φ:SX→SY |φ(x)∈Y,∀x∈X
{
∆SX ,SY (φ)
}
. (16)
The partial embedding distance dPE, S(NX , NY ) with respect
to the induced space in (16) is defined similarly as the partial
embedding distance dPE(NX , NY ) in (5) however considers the
mapping between all elements in the induced spaces. Observe that
we further require that the embedding satisfy φ(x) ∈ Y for any
x ∈ X . This ensures the original nodes of network X are mapped
to original nodes of network Y . The restriction is incorporated
because it makes the embedding distance dPE, S(NX , NY ) with
respect to the induced spaces identical to the original embedding
distance dPE(NX , NY ) as we state next.
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Fig. 5. The caveat illustrated in Figure 1 where different networks results in identical multi-dimensional scaling results could be solved by considering the induced
sample space where we utilize the same predetermined sampling strategy – taking midpoints for all edges – in the network. Multi-dimensional scaling by adding
interiors would distinguish different networks. The dissimilarities between nodes a and f are not illustrated in the respective induced network due to space limit.
Theorem 2 The function dPE, S : N ×N → R+ defined in (16) is
an embedding metric in the space N and yields the same distance
as the function dPE defined in (5),
dPE, S(NX , NY ) = dPE(NX , NY ), for all NX , NY . (17)
The statement in Theorem 2 justifies comparing networks via
their respective induced space. Similar as in Definition 6, defining
max{dPE, S(NX , NY ), dPE, S(NY , NX)} would yield a metric in
the spaceN mod ∼= and this maximum is the same as dE defined
in (6). Since the induced spaces incorporate more information of
the original networks while at the same time dPE, S(NX , NY ) =
dPE(NX , NY ), an approximation to dPE, S(NX , NY ) via the in-
duced space would be a better approximation to dPE(NX , NY ).
It may appear that the evaluation of the induced space is costly.
However, we demonstrate in the next subsection that the partial
embedding distances have a nice property that if we sample a
number of points in the induced spaces respectively according to
the same rule, the distance between the sampled induced space
is the same as the original distance. Despite that the definition of
interiors of networks is somewhat arbitrary, its practical usefulness
can be justified from Theorem 2.
B. Sampling Of Interiors
In this section, we consider a practical scenario where we
only take several samples in the induced space. We show that
comparing the combination of nodes in the respective original
networks and sampled nodes in the induced space would yield the
same result as comparing the original networks. Given a network
NX = (X, rX), our aim is to define a sampled induced space
(QX , rˆX) where QX ⊃ X includes more nodes compared to X .
An example is in Figure 5, where the original node space is given
by {a, b, c}, and one version of sampled induced node space is
QX = {a, b, c, e, f, g}, the union of the original nodes and the
nodes in the midpoints of the edges in the original networks. The
distance in the sampled induced space rˆX : QX × QX → R+
should preserve the distance of original points in X . A natural
choice for rˆX is the restriction of the distance sX defined for the
induced space SX : i.e. given any pair of points x, x
′ ∈ QX , let
rˆX(x, x
′) := sX(x, x
′). Our key observation for such construction
is that if the nodes in the induced spaces of a pair of networks are
sampled according to the same strategy, then the distance between
the sampled induced space is identical to the original distance.
We start by formally describing what do we mean by a pair of
networks sampled according to the same rule as next.
Definition 9 Given a pair of networks NX = (X, rX) and NY =
(Y, rY ), their respective sampled space (QX , rˆX) and (QY , rˆY )
form a regular sample pair, if for any mapping φˆ : X → Y in the
original node set, we have φ(x) ∈ QY for any x ∈ QX , where
φ : SX → SY is the map induced from φˆ such that φ : x 7→ φ(x)
whose the i-th element in the tuple representation [φ(x)]i is
[φ(x)]i =
∑
j∈X
1
{
φˆ(j) = i
}
xj , (18)
and for any mapping ψˆ : Y → X in the original node set, we
have ψ(y) ∈ QX for any x ∈ QX where ψ : SY → SX is
the map induced from ψˆ such that the j-th element in the tuple
representation of ψ(y) is
[ψ(y)]j =
∑
i∈Y
1
{
ψˆ(i) = j
}
yi. (19)
In the definition, 1{φˆ(j) = i} is the indicator function such that
it equals one if φˆ maps j ∈ X to i ∈ Y and 1{φˆ(j) = i} = 0
otherwise. The notation [φ(x)]i denotes the proportion of φ(x)
coming from i-th node in Y . It is easy to see that φ in (18) is
well-defined. Firstly, [φ(x)]i ≥ 0 for any i ∈ Y , and∑
i∈Y
[φ(x)]i =
∑
i∈Y
∑
j∈X
1
{
φˆ(j) = i
}
xj =
∑
j∈X
xj = 1, (20)
ensuring φ(x) is in the induced convex hull space SY . Secondly,
for any j ∈ X in the original nodespace, its mapping φ(j) would
have the tuple representation with [φ(j)]i = 1{φˆ(j) = i}, a node
in the original node space of Y . Consequently, for any j ∈ X , we
have that φ(j) ∈ Y . Combining these two observations imply that
φ : SX → SY is well-defined. By symmetry, ψ induced from ψˆ is
also well-defined from SY to SX . Definition 9 states that for any
point x in QX , no matter how we relate points in QX to points in
QY , the mapped node φ(x) should be in the induced sample space
QY . An example of regular sample pair is illustrated in Figure 4,
where QX = {a, b, c, x1, x2, x3, x4, x5, x6, q} is the collection of
original node space and points that are combination of one-third
of original nodes and QY = {u, v, y1, y2}. Figure 4 exemplifies
the scenario for a specific mapping φˆ with φˆ(a) = φˆ(b) = u and
φˆ(c) = v; it is apparent that φ(x) ∈ QY for any x ∈ QX . We note
that Q˜X = QX/{q} also form a regular sample pair with QY .
A pair of networks NX and NY can be compared by evaluating
their difference in their respective sampled induced space as next.
Definition 10 Given two networks NX = (X, rX) and NY =
(Y, rY ) with their respective sampled induced space (QX , rˆX)
and (QY , rˆY ), for a map φ : QX → QY such that φ(x) ∈ Y for
any x ∈ X , define the difference with respect to φ as
∆QX ,QY (φ) := max
x,x′∈QX
∣∣∣rˆX(x, x′)− rˆY (φ(x), φ(x′))∣∣∣. (21)
7The partial embedding distance from NX to NY measured with
respect to the sampled induced spaces is then defined as
dPE, Q(NX , NY ) := min
φ:QX→QY |φ(x)∈Y,∀x∈X
{
∆QX ,QY (φ)
}
. (22)
Our key result is that dPE, Q(NX , NY ) is the same as the
partial embedding distance dPE(NX , NY ) defined in (5) when the
sampled space form a regular sample pair.
Theorem 3 When the sampled spaces QX and QY form a
regular sample pair, the function dPE, Q : N×N → R+ defined in
(21) is an embedding metric in the space N . Moreover, it yields
the same distance as the function dPE defined in (5), i.e.
dPE, Q(NX , NY ) = dPE(NX , NY ), (23)
for any networks NX and NY .
The statement in Theorem 3 gives proper reasoning
for differentiating networks via their sampled induced
space. Similar as previous treatments, we could define
max{dPE, Q(NX , NY ), dPE, Q(NY , NX)} as a metric in the
space N mod ∼=. Since the sampled induced spaces incorporate
more information of the original networks, an approximation
to dPE, Q(NX , NY ) via the sampled induced space would
be a better approximation to dPE(NX , NY ). Moreover, since
we can construct the sampled induced space following some
predetermined strategy – taking midpoints for all edges in the
networks, comparing networks via their sampled induced space
is plausible in terms of complexity. Figure 5 illustrate the same
network considered in Figure 1 where the multi-dimensional
scaling based on the sampled induced points would succeed
in distinguishing networks that are different. We illustrate the
practical usefulness of such methods in the next section.
V. APPLICATION
We first illustrate the usefulness of considering interiors of
networks. We consider 10 networks in the form Figure 6 (a)
where γ = 1, 2, . . . , 10. Approximations of network embedding
distances are evaluated. Figure 6 (b) and (c) illustrate the heat-
maps of the distance approximations where the indices in both
horizontal and vertical directions denote the value of γ in the
networks. When interiors are considered by adding midpoints of
edges, e.g. nodes e, f , and g in Figure 6 (a), network distance
approximations illustrated in Figure 6 (b) yield more desired
results, as networks with similar γ are close to each other with
respect to their network distance approximations. This is more
apparent for networks with γ ≤ 5, where the relationships in
the original networks fail to satisfy triangle inequality. A detailed
analysis indicates that adding interior points in the networks
(i) preserve the desired property of embedding distance when
interiors are not considered (the distance approximations in Figure
6 (b) and (c) are very similar for γ > 5 where triangle inequalities
are satisfied) and (ii) fix the undesired issue when the relationships
in the original networks fail to satisfy triangle inequality.
We next consider the comparison and classification of three
types of synthetic weighted networks. Edge weights in all three
types of networks encode proximities. The first type of networks
are with weighted Erdo˝s-Re´nyi model [28], where the edge weight
between any pair of nodes is a random number uniformly selected
from the unit interval [0, 1]. In the second type of networks, the
coordinates of the vertices are generated uniformly and randomly
in the unit circle, and the edge weights are evaluated with the
Gaussian radial basis function exp(−d(i, j)2/2σ2) where d(i, j)
is the distance between vertices i and j in the unit circle and
σ is a kernel width parameter. In all simulations, we set σ to
0.5. The edge weight measures the proximity between the pair of
vertices and takes value in the unit interval. In the third type of
networks, we consider that each vertex i represents an underlying
feature ui ∈ Rd of dimension d, and examine the Pearson’s linear
correlation coefficient ρij between the corresponding features ui
and uj for a given pair of nodes i and j. The weight for the
edge connecting the pair is then set as ρij/2 + 0.5, a proximity
measure in the unit interval. The feature space dimension d is
set as 5 in all simulations. We want to see if network comparison
tools proposed succeed in distinguishing networks generated from
different processes.
We start with networks of equal size |X | = 25 and construct
20 random networks for each aforementioned type. We then
use the multi-dimensional scaling methods introduced in [17],
[18] to approximate the embedding network distance dE defined
in Definition 6. To evaluate the effectiveness of considering
interiors of networks described in Section IV, we add midpoints
for all edges in a given network; it is apparent that any pair
of networks with interiors defined in this way would form a
regular sample pair. Approximations of the embedding network
distance dE between these networks with midpoints added are then
evaluated. Figure 7 (a) and (b) plot the two dimensional Euclidean
embeddings [29] of the network metric approximations with and
without interiors respectively. All embeddings in the paper are
constructed with respect to minimizing the sum of squares of
the inter-point distances; other common choices to minimize the
sum of four power of the inter-point distances yields similar
results. Networks constructed with different models form clear
separate clusters (1 out of 60 errors with 1.67%) with respect
to approximation of network distances between networks with
interior points added, where networks with Erdo˝s-Re´nyi model
are denoted by red circles, networks with unit circle model are
described by blue diamonds, and correlation model represented as
black squares. The clustering structure is not that clear (4 out of
60 errors with 6.67%) in terms of with respect to approximation of
network distances between networks without interior points, but
networks constructed from different models are in general much
more different compared to networks from the same model.
Next we consider networks with number of nodes ranging
between 20 and 25. Two networks are randomly generated for
each network type and each number of nodes, resulting in 60
networks in total. Interiors are examined similarly as before by
adding midpoints for all edges in a given network. Figure 7 (c)
and (d) illustrate the two dimensional Euclidean embeddings of
the network metric approximations with and without interiors
respectively. Despite the fact that networks with same model have
different number of nodes, dissimilarities between network dis-
tance approximations are smaller when their underlying networks
are from the same process. Similar as in the case with same
number of nodes, considering interiors result in a more distinctive
clustering pattern. An unsupervised classification with two linear
boundaries would yield 1 out of 60 errors (1.67%) for networks
with interiors added and 5 errors (8.33%) without interiors.
These results illustrate that (i) comparing networks by using
embedding distance succeeds in identifying networks with differ-
ent properties, and (ii) adding interiors to networks to form regular
sample pair as in Section IV would yield better approximations
to the actual network distances. Admittedly, other methods to
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Fig. 6. Example of the usefulness of considering the interior of networks. We consider 10 networks in the form (a) where γ = 1, 2, . . . , 10. Approximations of
network embedding distances are evaluated. (b) and (c) illustrate the heat-maps of the distance approximations where the indices in both horizontal and vertical
directions denote γ in the networks. When interiors are considered by adding midpoints of edges, e.g. nodes e, f , and g in (a), network distance approximations (b)
yield more desired results, especially for γ ≤ 5 where the relationships in the original networks fail to satisfy triangle inequality.
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Fig. 7. Two dimensional Euclidean embeddings of the networks constructed from three different models with different number of nodes with respect to the approximation
to the network embedding distance. In the embeddings, red circles denote networks constructed from the Erdo˝s-Re´nyi model, blue diamonds represent networks
constructed from the unit circle model, and black squares the networks from the correlation model.
compare networks may also succeed in distinguishing networks,
after some proper treatment towards the issue of different sizes.
Nonetheless, interior and embedding method would be more
universal, not only for the reason that it establishes an approxi-
mation to the actual network metrics, but also since it provides a
systematic way to analyze if one network can be well matched to
a subset of another network.
VI. CONCLUSION
We present a different perspective to consider networks by
defining a semimetric space induced from all the relationships in
a given network. We demonstrate that comparing the respective
induced space between a pair of networks outputs the identical dis-
tance as evaluating the discrepancy between the original network
by embedding one network into another network, which we prove
to be a valid metric in the space of all networks. Therefore, better
approximations to the network metric distances can be constructed
by examining the respective induced space. We illustrate that
such methods succeed in classifying weighted pairwise networks
constructed from different processes.
APPENDIX A
PROOFS IN SECTION III
Proof of Proposition 1: To prove that dPE is an embedding
metric in the space of networks, we prove the (i) nonnegativity,
(ii) embedding identity, and (iii) triangle inequality properties in
Definition 4.
Proof of nonnegativity property: Since |rX(x, x
′) −
rY (φ(x), φ(x
′))| is nonnegative, ∆X,Y (φ) defined in (4) also is.
The partial embedding distance must then satisfy dPE(NX , NY ) ≥
0 because it is a minimum of nonnegative numbers. 
Proof of embedding identity property: First, we need to show
that if NX can be isometrically embedded into NY , we must have
dPE(NX , NY ) = 0. To see that this is true recall that for isometric
embeddable networks, there exists a mapping φ : X → Y that
preserves distance functions (1). Then, under this mapping, we
must have ∆X,Y (φ) = 0. Since φ is a particular mapping, taking
a minimum over all mappings as in (5) yields
dPE(NX , NY ) ≤ ∆X,Y (φ) = 0. (24)
Since dPE(NX , NY ) ≥ 0, it must be that dPE(NX , NY ) = 0 when
NX can be isometrically embedded into NY .
Second, we need to prove dPE(NX , NY ) = 0 must imply that
NX can be isometrically embedded into NY . If dPE(NX , NY ) =
0, there exists a mapping φ : X → Y such that rX(x, x′) =
rY (φ(x), φ(x
′)) for any x, x′ ∈ X . This implies that φ is
an isometric embedding and therefore NX can be isometrically
embedded into NY . 
Proof of triangle inequality: To show that the triangle inequality,
let the mapping φ between X and Z and ψ between Z and Y be
the minimizing mappings in (5). We can then write
dPE(NX , NZ) = ∆X,Z(φ), dPE(NZ , NY ) = ∆Z,Y (ψ). (25)
Since both φ and ψ are mappings, ψ◦φ would be a valid mapping
from X to Y . The mapping ψ ◦ φ may not be the minimizing
mapping for the distance dPE(NX , NY ). However since it is a
valid mapping with the definition in (5) we can write
dPE(NX , NY ) ≤ ∆X,Y (ψ ◦ φ). (26)
Adding and subtracting dZ(φ(x), φ(x
′)) in the absolute value of
∆X,Y (ψ ◦ φ) = maxx,x′∈X
∣∣rX(x, x′)− rY (ψ(φ(x)), ψ(φ(x′)))∣∣
and using the triangle inequality of the absolute value yields
∆X,Y (ψ ◦ φ) ≤ max
x,x′∈X
{∣∣rX(x, x′)− dZ(φ(x), φ(x′))∣∣
+
∣∣∣dZ(φ(x), φ(x′))− rY (ψ(φ(x)), ψ(φ(x′)))∣∣∣}. (27)
9We can further bound (27) by taking maximum over each sum-
mand,
∆X,Y (ψ ◦ φ) ≤ max
x,x′∈X
∣∣rX(x, x′)− dZ(φ(x), φ(x′))∣∣
+ max
x,x′∈X
∣∣∣dZ(φ(x), φ(x′))−rY (ψ(φ(x)), ψ(φ(x′)))∣∣∣. (28)
The first summand in (28) is nothing different from ∆X,Z(φ).
Since φ(x), φ(x′) ∈ Z , the second summand in (28) can be further
bounded by
max
x,x′∈X
∣∣∣dZ(φ(x), φ(x′))− rY (ψ(φ(x)), ψ(φ(x′)))∣∣∣
≤ max
z,z′∈Z
∣∣dZ(z, z′)− rY (ψ(z), ψ(z′))∣∣ = ∆Z,Y (ψ). (29)
These two observations implies that
∆X,Y (ψ ◦ φ) ≤ ∆X,Z(φ) + ∆Z,Y (ψ). (30)
Substituting (25) and (26) into (30) yields triangle inequality. 
Having proven all statements, the global proof completes. 
Proof of Theorem 1: To prove that dE is a metric in the space
of networks modulo isomorphism, we prove the (i) nonnegativity,
(ii) symmetry, (iii) identity, and (iv) triangle inequality properties
in Definition 3.
Proof of nonnegativity property: Since dPE(NX , NY ) as well
as dPE(NY , NX) are both nonnegative, the embedding distance
must then satisfy dE(NX , NY ) ≥ 0. 
Proof of symmetry property: Since dE(NX , NY ) =
dE(NY , NX) = max{dPE(NX , NY ), dPE(NY , NX)}, the symme-
try property follows directly. 
Proof of identity property: First, we need to show that if NX
and NY are isomorphic, we must have dE(NX , NY ) = 0. To see
that this is true recall that for isomorphic networks there exists a
bijective map φ : X → Y that preserves distance functions (1).
This implies φ is also an injection, and we can find an injection
ψ : Y → X that preserves distance functions (1). Then, under the
injection φ, we must have ∆X,Y (φ) = 0. Since φ is a particular
mapping, taking a minimum over all mappings as in (5) yields
dPE(NX , NY ) ≤ ∆X,Y (φ) = 0. (31)
Since dPE(NX , NY ) ≥ 0, as already shown, it must be that
dPE(NX , NY ) = 0 when NX are isomorphic to NY . By symmetry
we have dPE(NY , NX) = 0, which combines with previous
observation implies that dE(NX , NY ) = 0.
Second, we need to prove dE(NX , NY ) = 0 must imply that
NX and NY are isomorphic. By the definition of embedding
distance, dE(NX , NY ) = 0 means dPE(NX , NY ) = 0 and
dPE(NY , NX) = 0. If dPE(NX , NY ) = 0, there exists a mapping
φ : X → Y such that rX(x, x′) = rY (φ(x), φ(x′)) for any
x, x′ ∈ X . Moreover, this also implies the function φ must be
injective. If it were not, there would be a pair of nodes x 6= x′
with φ(x) = φ(x′) = y for some y ∈ Y . By the definition of
networks, we have that
rX(x, x
′) > 0, rY (φ(x), φ(x
′)) = rY (y, y) = 0, (32)
which contradicts the observation that rX(x, x
′) =
rY (φ(x), φ(x
′)) for any x, x′ ∈ X and shows that φ must
be injective. By symmetry, simultaneously, if dPE(NY , NX) = 0,
there exists an injective mapping ψ : Y → X such that
rY (y, y
′) = rX(ψ(y), ψ(y
′)) for any y, y′ ∈ Y . By applying
the Cantor-Bernstein-Schroeder Theorem [30, Section 2.6] to the
reciprocal injections φ : X → Y and ψ : Y → X , the existence
of a bijection between X and Y is guaranteed. This forces X and
Y to have same cardinality and φ and ψ being bijections. Pick
the bijection φ and it follows rX(x, x
′) = rY (φ(x), φ(x
′)) for
all nodes x, x′ ∈ X . This shows that NX ∼= NY and completes
the proof of the identity statement. 
Proof of triangle inequality: To show that the triangle inequality
holds, from the definition of embedding distance, we have that
dE(NX , NY ) = max {dPE(NX , NZ), dPE(NZ , NY )} . (33)
Since partial embedding distance is a valid embedding metric,
it satisfies triangle inequality in Definition 4, therefore, we can
bound (33) by
dE(NX , NY )≤max
{
dPE(NX , NZ)+dPE(NZ , NY ),
dPE(NY , NZ)+dPE(NZ , NX)
}
.
(34)
To further bound (34) we utilize the relationship as next.
Fact 1 Given real numbers a, b, c, d, it holds that
max{a, c}+max{b, d} ≥ max{a+ b, c+ d}. (35)
Proof: If a ≥ c and b ≥ d, the inequality holds since the left hand
side is a+b and the right hand side is also a+b. Similarly, if c ≥ a
and d ≥ b, the inequality also holds. What remains to consider are
scenarios of a ≥ c, d ≥ b as well as c ≥ a, b ≥ d. By symmetry,
it suffices to consider the first scenario with a ≥ c, d ≥ b. Under
this scenario, the statement becomes
a+ d ≥ max{a+ b, c+ d}. (36)
It follows that the state is correct following the assumption. Since
we have considered all scenarios, the proof concludes. 
Back to the proof of triangle inequality, applying Fact 1 onto
(34) yields
dE(NX , NY ) ≤max
{
dPE(NX , NZ), dPE(NZ , NX)
}
+max
{
dPE(NY , NZ), dPE(NZ , NY )
}
.
(37)
Substituting the definition of dE(NX , NZ) and dE(NZ , NY ) into
(37) yields
dE(NX , NY ) ≤ dE(NX , NZ) + dE(NZ , NY ), (38)
which is the triangle inequality and completes the proof. 
Having proven all statements, the global proof completes. 
Proof of Lemma 2: Denote d′C(NX , NY ) to represent
minφ:X→Y,ψ:Y→X max{∆X,Y (φ),∆Y,X(ψ), δX,Y (φ, ψ)}. In or-
der to prove prove the statement, we show that given any networks
NX and NY , we have that (i) d
′
C(NX , NY ) ≤ dC(NX , NY ) and
that (ii) dC(NX , NY ) ≤ d′C(NX , NY ).
Proof of d′C(NX , NY ) ≤ dC(NX , NY ): From the defini-
tion of dC(NX , NY ), there exists a correspondent C such that
|rX(x, x′) − rY (y, y′)| ≤ dC(NX , NY ) for any (x, y), (x′, y′) ∈
C. Define a function φ : X → Y that associates x with an
arbitrary y chosen from the set that form a pair with x in C,
φ : x 7→ y0 ∈ {y | (x, y) ∈ C}. (39)
Since C is a correspondence the set {y | (x, y) ∈ C} is nonempty
for any x implying that φ is well-defined for any x ∈ X . Hence,∣∣rX(x, x′)− rY (φ(x), φ(x′))∣∣ ≤ dC(NX , NY ), (40)
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for any x, x′ ∈ X . Since (40) is true for any x, x′ ∈ X , it also
true for the maximum pair, and therefore
∆X,Y(φ)=max
x,x′∈X
∣∣rX(x,x′)−rY (φ(x),φ(x′))∣∣≤dC(NX ,NY). (41)
Define a function ψ : Y → X that associates y with an arbitrary
x chosen from the set that form a pair with y in C,
ψ : y 7→ x0 ∈ {x | (x, y) ∈ C}. (42)
Following the similar argument as above would yield us
∆Y,X(ψ) ≤ dC(NX , NY ). (43)
Finally, recall that δX,Y (φ, ψ) is defined as
maxx∈X,y∈Y |rX(x, ψ(y)) − rY (φ(x), y)|. In the same time, we
have (x, ψ(y)) ∈ C as well as (φ(x), y) ∈ C, and therefore
max
x∈X,y∈Y
|rX(x, ψ(y)) − rY (φ(x), y)| ≤ dC(NX , NY ). (44)
Taking a maximum on both sides of inequlities (41), (43), and
(44) yields
max{∆X,Y (φ),∆Y,X(ψ), δX,Y (φ, ψ)}≤dC(NX , NY ). (45)
The specific φ and ψ may not be the minimizing mappings for the
left hand side of (45). Nonetheless, they are valid mappings and
therefore taking a minimum over all mappings yields the desired
inequality d′C(NX , NY ) ≤ dC(NX , NY ). 
Proof of dC(NX , NY ) ≤ d′C(NX , NY ): From the definition of
d′C(NX , NY ), there exists a pair of mappings φ : X → Y and
ψ : Y → X such that
|rX(x, x
′)− rY (φ(x), φ(x
′))| ≤ d′C(NX , NY ), (46)
|rX(ψ(y), ψ(y
′))− rY (y, y
′)| ≤ d′C(NX , NY ), (47)
|rX(x, ψ(y)) − rY (φ(x), y)| ≤ d
′
C(NX , NY ), (48)
for any x, x′ ∈ X and y, y′ ∈ Y . Define a correspondence by
taking the union of the pairs associated by φ and ψ such that
C = {(x, φ(x)) | x ∈ X} ∪ {(ψ(y), y) | y ∈ Y } . (49)
Since φ(x) is defined for any x and ψ(y) is defined for any
y, C is a well-defined correspondence. Notice that any pair
(x, y) ∈ C in the correspondence would be one of the follow-
ing two forms: (x, φ(x)) or (ψ(y), y). Therefore, for any pairs
(x, y), (x′, y′) ∈ C, they must be from one of the following three
forms (i) (x, φ(x)), (x′ , φ(x′)), (ii) (ψ(y), y), (ψ(y′), y′), or (iii)
(x, φ(x)), (ψ(y), y). If they are in the form (i), from (46), we can
bound the difference between the respective relationship as
|rX(x, x
′)− rY (y, y
′)| ≤ d′C(NX , NY ). (50)
If the pairs are in the form (ii), (47) also implies the correct-
ness of (50). Finally, if the pairs are in the form (iii), (50)
would be established from (48). Consequently, (50) holds for
any (x, y), (x′, y′) ∈ C. Therefore, they must also hold true
for the bottleneck pairs achieving the maximum ΓX,Y (C) in
(2) which implies that ΓX,Y (C) ≤ d′C(NX , NY ). The specific
correspondence C may not be the minimizing one in defining
dC(NX , NY ). Nonetheless, they are valid mappings and therefore
taking a minimum over all mappings yields the desired inequality
dC(NX , NY ) ≤ d′C(NX , NY ). 
Since we have proven the two inequalities, it follows that dC ≡
d′C and this completes the proof of the statement. 
Proof of Corollary 1: The network distance dC(NX , NY ) would
be no smaller than the right hand side of (7), if we remove the
term δX,Y (φ, ψ) in the maximum, i.e.
dC(NX ,NY )≥ min
φ:X→Y,ψ:Y→X
max{∆X,Y (φ),∆Y,X(ψ)}. (51)
The right hand side of (51) would become smaller if we take
the respective minimum for mappings φ and ψ before taking the
maximum, yielding us
dC(NX ,NY ) ≥ max
{
min
φ:X→Y
∆X,Y (φ), min
φ:Y→X
∆Y,X(ψ)
}
. (52)
From (5) and (6) in Definitions 6 and 5, it is not
hard to observe that the right hand side of (52) is
max{dPE(NX , NY ), dPE(NY , NX)} =: dE(NX , NY ), yielding
the desired result dE(NX , NY ) ≤ dC(NX , NY ). 
APPENDIX B
PROOFS IN SECTION IV
Proof of Proposition 3: To prove that space (SX , sX) induced
from NX = (X, rX) is a semimetric space, we prove the (i)
nonnegativity, (ii) symmetry, (iii) identity properties in Definition
3 and (iv) sX(p,m) = rX(p,m) when p,m ∈ X .
Proof of nonnegativity property: Since rX(i, j) > 0 for
any different nodes in the original networks i, j ∈ X, i 6= j,
|w⋆ij |rX(i, j) ≥ 0 in (14). Therefore, the induced distance
sX(p,m) =
∑
i6=j |w
⋆
ij |rX(i, j) ≥ 0. 
Proof of symmetry property: Given a pair of nodes p,m ∈
SX , we would like to demonstrate that sX(p,m) = sX(m, p).
Denote {w⋆ij} as the collection of units of transformation along
the direction from i to j in the original network. These vectors
together make up the path from p to m with smallest amount
of transformation. By definition, {w⋆ij} is the optimal solution to
(13). Denote {v⋆ij} as the collection of units of transformation
along the direction from i to j which makes up the path from m
to p with the smallest amount of transformation. By definition,
{v⋆ij} is the optimal solution to the following problem{
v⋆ij
}
= argmin
∑
i,j∈X,i<j
|vij |
s. t. pi = mi −
∑
j∈X,j>i
vij +
∑
j∈X,j<i
vji, ∀i
(53)
Comparing (13) with (53), it is easy to observe that if we take
vij = −wij for any i < j, the two problems becomes identical.
Therefore, for the optimal solutions, we have the relationship
v⋆ij = −w
⋆
ij for any i < j. By definition in (14), this implies
the two relationships are the same
sX(p,m)=
∑
i,j∈X,
i<j
∣∣w⋆ij ∣∣ rX(i, j)= ∑
i,j∈X,
i<j
∣∣v⋆ij∣∣ rX(i, j)=sX(m, p),
(54)
and completes the proof. 
Proof of identity property: First we want to show that if m and
p are identical points, their induced relationship sX(p,m) = 0.
In such scenario, m and p must have same tuple representation
(m1, . . . ,mn) and (p1, . . . , pn) with mi = pi for any i ∈ X . In
this case, it is apparent that the optimal solution {w⋆ij} in (13) is
w⋆ij = 0 for any i 6= j. Therefore, sX(p,m) = 0 shows the first
part of the proof for identity property.
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Fig. 8. Examples of (n − 1)-simplex used in the proof of Proposition 3. The
induced space is the simplex with interior. Points in the original spaces are vertices
of the simplex. The shortest path connecting two vertices is the edge joining them.
Second, we need to prove sX(p,m) = 0 must imply that p and
m are the same. By definition in (14), the induced relationship
can be written sX(p,m) =
∑
i6=j |w
⋆
ij |rX(i, j), where the original
relationship is always positive with rX(i, j) > 0 for any i 6= j.
Therefore, sX(p,m) = 0 must imply that |w⋆ij | given any i 6= j.
Combining this observation with the constraints in (13) imply that
pi = mi for any i ∈ X . Therefore, p and m are identical point
in the induced space, and this completes the proof. 
Proof of the property that sX(p,m) = rX(p,m) when p,m ∈
X: When both p,m ∈ X , the respective tuple representation in
the space is p = (p1, . . . , pn) with pi = 1 if i = p and pi = 0
otherwise, and m = (m1, . . . ,mn) with mi = 1 if i = m and
mi = 0. It is apparent that the path with the smallest amount of
transformation from p intom is the exact vector from p tom. Here
we give a geometric proof using Figure 8. The induced space is the
(n− 1)-simplex with interior defined. Nodes p and m correspond
to the vertices in the simplex with their coordinates given by the
tuple representations p = (p1, . . . , pn) and m = (m1, . . . ,mn).
The problem in (13) searches for the shortest path in the simplex
joining p to m. It is then apparent that the shortest path should
be the edge joining then; consequently w⋆pm = 1 for the edge and
w⋆ij = 0 for any other edges ij. Taking this observation into (14)
implies that sX(p,m) = rX(p,m) and concludes the proof. 
Having proven all statements, the global proof completes. 
Proof of Theorem 2: To prove the statements, it suffices to show
dPE, S ≡ dPE. Then the fact that dPE, S is an embedding metric in
the space N follows since dPE is an embedding metric in N .
To prove the equivalence of the pair of distances, we show that
given any networksNX andNY , we have that (i) dPE(NX , NY ) ≤
dPE, S(NX , NY ) and (ii) dPE, S(NX , NY ) ≤ dPE(NX , NY ).
Proof of dPE(NX , NY ) ≤ dPE, S(NX , NY ): From the definition
of dPE, S(NX , NY ), there exists a mapping φ : SX → SY in the
induced space such that
|sX(x, x
′)− sY (φ(x), φ(x
′))| ≤ dPE, S(NX , NY ), (55)
for any x, x′ ∈ SX . Define a map φˆ : X → Y with φˆ : i 7→ φ(i)
for all i ∈ X . The map φˆ is well defined since φ(x) ∈ Y for any
x ∈ X . Proposition 3 guarantees that rX(i, j) = sX(i, j) when
i ∈ X and j ∈ X . Therefore, we also have rY (φˆ(i), φˆ(j)) =
sY (φˆ(i), φˆ(j)). Substituting these two observations in (55) and
searching for the maximum over all nodes i, j ∈ X yields
∆X,Y(φˆ)=max
i,j∈X
∣∣∣rX(i,j)−rY (φˆ(i),φˆ(j))∣∣∣≤dPE, S(NX ,NY ). (56)
The specific φˆ may not be the minimizing mapping for the left
hand side of (56). Nonetheless, it is a valid mapping and therefore
taking a minimum over all mappings φ : X → Y yields the
desired inequality dPE(NX , NY ) ≤ dPE, S(NX , NY ). 
Proof of dPE, S(NX , NY ) ≤ dPE(NX , NY ): From the definition
of dPE(NX , NY ), there exists a mapping φˆ : X → Y in the
original node space such that∣∣∣rX(i, j)− rY (φˆ(i), φˆ(j))∣∣∣ ≤ dPE(NX , NY ), (57)
for any i, j ∈ X . Denote the cardinality of the node sets as |X | =
n and |Y | = n′. For any x ∈ SX , it has the tuple representation of
(x1, . . . , xn), and any y ∈ SY possess the tuple representation of
(y1, . . . , yn′). Define a map φ : SX → SY as in (18). We showed
in (20) that φ is a well-defined mapping. For a given pair of points
x, x′ ∈ SX , denote {w⋆ij} as the collection of weights consisting
the shortest path from x to x′ solving the problem in (13). By
(14), the distance between x and x′ in the induced space SX is
then given by sX(x, x
′) =
∑
i<j |w
⋆
ij |rX(i, j). For the mapped
pair φ(x) and φ(x′) in the induced space SY , we show in the next
fact that the optimal path between φ(x) and φ(x′) is the optimal
path between x and x′ mapped under φ.
Fact 2 Given a pair of networks (X, rX) and (Y, rY ) with their
respective induced space (SX , sX) and (SY , sY ), for any pair of
nodes x, x′ in the induced space SX , if {w⋆ij} is the collection
of weights consisting the optimal path from x to x′ solving the
problem in (13), then {w⋆
φ(i)φ(j)} is the collection of weights
consisting the optimal path from φ(x) to φ(x′) solving the problem
in (13), where w⋆
φ(i)φ(j) is the length traversed along the path
parallel to the direction from φ(i) to φ(j).
Proof : Notice that the map φ may not be surjective; in other
words, if we define S˜Y = {φ(x) | x ∈ SX} as the image under
φ, then it is likely that S˜Y ( SY . We first show that the entire path
of the shortest path from φ(x) to φ(x′) must lie entirely inside the
space S˜Y . To see this, define n
′′ = |{φˆ(i) | i ∈ X}| ⊆ Y as the
number of unique elements in Y hit by nodes in X under the map
φˆ. It then follows that S˜Y is the (n
′′ − 1)-simplex (convex hull)
defined by vertices of φˆ(i) for all i ∈ X . It follows naturally that
n′′ ≤ n′. Therefore, in the language of topology, the (n′′ − 1)
simplex describing S˜Y would be a face of the larger (n
′ − 1)-
simplex SY . As an example, if SY is the 3-simplex on the right
of Figure 8 given by vertices [0, 1, 2, 3], then S˜Y would be the
face of this 3-simplex: it may be one of the 2-simplices [0, 1, 2],
[0, 1, 3], [0, 2, 3], or [1, 2, 3], or one of the 1-simplices [0, 1], [0, 2],
[0, 3], [1, 2], [1, 3] or [2, 3], or one of the 0-simplices [0], [1], [2],
or [3]. Both φ(x) and φ(x′) are on this (n′′ − 1)-simplex. It then
follows geometrically that the optimal path transforming φ(x) into
φ(x′) would also be on this (n′′ − 1)-simplex. This implies that
the entire path of the optimal path from φ(x) to φ(x′) must lie
entirely inside the space S˜Y .
Now, suppose the statement in Fact 2 is false, that the optimal
path transforming φ(x) into φ(x′) is not given by {w⋆
φ(i)φ(j)}
as the collection of weights. Since this path is entirely inside
the space S˜Y , it needs to be of the form φ(x) → φ(k0) →
φ(k1) · · · → φ(kL) → φ(x′) for some φ(k0), . . . , φ(kL) ∈ S˜Y .
Denote the collection of weights for this path as {v⋆
φ(i)φ(j)}, where
v⋆φ(i)φ(j) is the length traversed along the path parallel to the
direction from φ(i) ∈ S˜Y to φ(j) ∈ S˜Y . The assumption that
Fact 2 is false implies that∑
i,j∈X,i<j
∣∣∣v⋆φ(i)φ(j)∣∣∣ < ∑
i,j∈X,i<j
∣∣∣w⋆φ(i)φ(j)∣∣∣ . (58)
Since φ(k0), . . . , φ(kL) ∈ S˜Y , we have that k0, . . . , kL ∈ SX ,
and therefore the path of the form x→ k0 → k1 · · · → kL → x′
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Fig. 9. Illustration for the proof of Fact 3. In order to prove the statement for k+1
from k, we consider x and x′ living in some (k + 1)-dimensional subspace P .
We can then find a point x′′ sharing n−k tuple coefficients with x and therefore
residing in some k-dimensional subspace P1 with x such that the length of the
path from x to x′′ is upper bounded by 1 −
∑
n
i=k+1
xi and the length of the
path from x′′ to x′ is upper bounded by xk+1. The existence of the path from x
to x′ via x′′ shows the validity of the statement for k + 1.
would be a path in SX from x to x
′. This path has the collection
of weights as {v⋆ij}, where v
⋆
ij is the length traversed along the
path parallel to the direction from i ∈ X to j ∈ X . Moreover,
utilizing the relationship in (58) yields∑
i,j∈X,i<j
∣∣v⋆ij ∣∣ < ∑
i,j∈X,i<j
∣∣w⋆ij ∣∣ , (59)
which contradicts the assumption beforehand that the optimal
path from x to x′ is given by the collection of weights {w⋆ij}.
Therefore, it must be that the statement in Fact 2 is true and that
{w⋆
φ(i)φ(j)} is the collection of weights consisting the optimal
path from φ(x) to φ(x′) solving the problem in (13). 
Back to the proof of dPE, S(NX , NY ) ≤ dPE(NX , NY ),
leveraging the relationship established in Fact 2, for any pair
x, x′ ∈ X , the distance between their mapped points φ(x)
and φ(x′) in the induced space is given by sY (φ(x), φ(x
′)) =∑
i<j |w
⋆
φ(i)φ(j)|rY (φ(i), φ(j)). Therefore,
|sX(x, x
′)− sY (φ(x), φ(x
′))|
=
∣∣∣∣∣∣
∑
i,j∈X,i<j
∣∣w⋆ij ∣∣ rX(i, j)−∑
i,j∈X,i<j
∣∣∣w⋆φ(i)φ(j)∣∣∣ rY (φ(i), φ(j))
∣∣∣∣∣∣.
(60)
w⋆φ(i)φ(j) is for notation purposes and its value is no different
from w⋆ij . Therefore, combining terms for each |w
⋆
ij | on the right
hand side of in (60) yields
|sX(x, x
′)−sY (φ(x), φ(x
′))|=
∑
i<j
∣∣w⋆ij∣∣ |rX(i, j)−rY (φ(i), φ(j))|.
(61)
Note that φ(i) = φˆ(i) and φ(j) = φˆ(j) by construction.
Substituting (57) into (61) yields an inequality as
|sX(x, x
′)− sY (φ(x), φ(x
′))| ≤
∑
i<j
∣∣w⋆ij ∣∣ dPE(NX , NY ). (62)
To finish the proof we further bound
∑
i<j |w
⋆
ij | ≤ 1 by utilizing
the following important observation for the induced space.
Fact 3 Consider a network (X, rX) with its induced space
(SX , sX) and |X | = n, for any pair of nodes x, x′ ∈ SX
in the induced space with their respective tuple representation
x = (x1, . . . , xn) and x
′ = (x′1, . . . , x
′
n). Suppose that x and x
′
share at least n − k of their tuple coefficient such that for any
0 ≤ k ≤ n, we have xl1 = x
′
l1
for 1 ≤ li ≤ n − k, then if∑
1≤i≤n−k xlk = α, the optimal path {w
⋆
ij} from x to x
′ solving
the problem in (13) satisfies that∑
i<j
∣∣w⋆ij ∣∣ ≤ 1− α. (63)
Proof: We prove the statement by induction. The base case with
k = 0 is trivial since x and x′ would be the identical points.
The case with k = 1 do not exist, since
∑
i xi =
∑
i x
′
i = 1
and therefore we cannot have a single tuple coefficient being
different. For the case with k = 2, without loss of generality,
suppose the two tuple coefficients being different for x and x′
are the first and second, i.e. x = (x1, x2, x3, . . . , xn) and x
′ =
(x′1, x
′
2, x3, . . . , xn), then it is apparent x
′
1 = x2 and x
′
2 = x1
and that the optimal path from x to x′ only involves a path from
node 1 to node 2 with length w12 = x1−x2 ≤ 1−
∑n
i=3 xi from
requirement
∑n
i=1 xi = 1.
For the induction, suppose the statement is true for k, we would
like to show the validity of the statement for k + 1. Without
loss of generality, suppose the last n − (k + 1) coefficients in
the tuple representations of x and x′ are the same. Hence, they
can be represented as x = (x1, . . . , xk, xk+1, xk+2, . . . , xn) and
x′ = (x′1, . . . , x
′
k, x
′
k+1, xk+2, . . . , xn). x and x
′ can therefore
be considered as points in some k + 1-dimensional subspace P ,
see Figure 9. Without loss of generality, we further assume that
xk+1 ≥ x′k+1. For any node x
′′ ∈ SX with tuple representation
x′′ = (x′′1 , . . . , x
′′
k , xk+1, . . . , xn), it shares the last n − k coeffi-
cients with x and therefore x and x′′ can be considered as some
point in the k-dimensional subspace P1. The statement holds true
for k; consequently, there exists a path with collection of weights
{v⋆ij} from x to x
′′ solving the problem in (13) such that
∑
i<j
∣∣v⋆ij ∣∣ ≤ 1− n∑
i=k+1
xk. (64)
We argue that we can find one such x′′ sharing n−k coefficients
with x in the subspace P1 such that there exists a path from x
′′
to x′ that only consists of one vector parallel with the direction
from the (k + 1)-th node in X to some node i ∈ X . We give
a proof by geometry here: for the subspace P1, from any points
at its vertices (e.g. b1, c1, or d1 in Figure 9), we could reach
a corresponding point at the vertices (e.g. b2, c2, or d2) of the
subspace P2 via a link parallel to the direction from node the
(k+1)-th node in X to some node i ∈ X . For example, from b1,
we can reach b2 simply via the vector from b1 to b2. This means
the subspace P1 can cover the subspace P2 by moving along the
direction only consists of one vector parallel to the direction from
node the (k + 1)-th node in X to some node i ∈ X . Hence, we
can find one such x′′ sharing n − k coefficients with x in P1
which can reach x′ via a path only consisting of one vector with
length xk+1− x′k+1 (recall we assume xk+1 ≥ x
′
k+1). Therefore,
we can construct a path with collection of weights {wij} from
x to x′ by transversing the path from x to x′′ with collection of
weights {v⋆ij} followed by the line segment from x
′′ to x′. This
collection of path would have the property that∑
i<j
|wij | =
∑
i<j
∣∣v⋆ij ∣∣+ ∣∣xk+1 − x′k+1∣∣ ≤∑
i<j
∣∣v⋆ij ∣∣+ xk+1
≤
(
1−
n∑
i=k+1
xi
)
+ xk+1 = 1−
n∑
i=k+2
xi.
(65)
The path from x to x′ via x′′ with collection of weights {wij} may
not be the optimal path from x to x′, but since it is a valid path,
we can safely bound
∑
i<j |w
⋆
ij | ≤
∑
i<j |wij | ≤ 1−
∑n
i=k+2 xk,
which shows the statement for k+1. This completes the induction
step and therefore concludes the proof. 
Back to the proof of dPE, S(NX , NY ) ≤ dPE(NX , NY ), con-
sidering the case with k = n and α = 0 in Fact 3 yields
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∑
ij |w
⋆
ij | ≤ 1 for any pair of nodes x, x
′ ∈ SX . Substituting
this relationship into (62) yields
|sX(x, x
′)− sY (φ(x), φ(x
′))| ≤ dPE(NX , NY ). (66)
Since (66) holds true for any x, x′ ∈ SX , it must also be
for the pair of nodes yielding the maximum discrepancy be-
tween sX(x, x
′) and sY (φ(x), φ(x
′)); consequently, this implies
dPE, S(NX , NY ) ≤ dPE(NX , NY ) and concludes the proof. 
Since we have proven the two inequalities, it follows that
dPE, S ≡ dPE and this completes the proof of the statements. 
Proof of Theorem 3: To prove the statements, it suffices to show
dPE, Q ≡ dPE. Then the fact that dPE, Q is an embedding metric in
the space N follows since dPE is an embedding metric in N . To
prove the equivalence of the pair of distances, we show that given
any networks NX and NY with the sample spaces form a regular
sample pair, we have that (i) dPE(NX , NY ) ≤ dPE, Q(NX , NY )
and (ii) dPE, Q(NX , NY ) ≤ dPE(NX , NY ).
Proof of dPE(NX , NY ) ≤ dPE, Q(NX , NY ): Utilizing rˆX(i, j) =
sX(i, j) = rX(i, j) for i, j ∈ X by the definition the sampled
space, the proof follows from the proof of dPE(NX , NY ) ≤
dPE, S(NX , NY ) in the first part of proof for Theorem 2 in
Appendix B. 
Proof of dPE, Q(NX , NY ) ≤ dPE(NX , NY ): From the definition
of dPE(NX , NY ), there exists a mapping φˆ : X → Y in the
original node space such that∣∣∣rX(i, j)− rY (φˆ(i), φˆ(j))∣∣∣ ≤ dPE(NX , NY ), (67)
for any i, j ∈ X . Define a mapping φ˜ : SX → SY induced from
φˆ as in (18). The fact that QX and QY form a regular sample
pair implies that φ′(x) ∈ QY for any x ∈ QX and any mapping
φ′ : QX → QY . Therefore, the specific mapping φ : QX → QY
formed by restricting φ˜ : SX → SY onto QX ⊂ SX is also well-
defined. In the second part of proof for Theorem 2 in Appendix
B, we have demonstrated that∣∣∣sX(x, x′)− sY (φ˜(x), φ˜(x′))∣∣∣ ≤ dPE(NX , NY ). (68)
for any pair of nodes x, x′ ∈ SX and φ˜ : SX → SY . Restricting
(68) on pair of nodes x, x′ ∈ QX ⊂ SX and the mapping φ =
φ˜|QX and utilizing the fact that
rˆX(x, x
′)=sX(x, x
′), rˆY (φ(x), φ(x
′))=sY (φ(x), φ(x
′)), (69)
yields the following relationship
|rˆX(x, x
′)− rˆY (φ(x), φ(x
′))| ≤ dPE(NX , NY ). (70)
Since (70) holds true for any x, x′ ∈ QX , it must also
be the case for the pairs yielding the maximum discrepancy
between rˆX(x, x
′) and rˆY (φ(x), φ(x
′)); hence, this implies
dPE, Q(NX , NY ) ≤ dPE(NX , NY ) and completes the proof. 
Since we have proven the two inequalities, it follows that
dPE, Q ≡ dPE and this concludes the proof of the statements. 
REFERENCES
[1] S. Wasserman and K. Faust, Social Network Analysis: Methods And Applica-
tions, ser. Structural Analysis in the Social Sciences. Cambridge University
Press, 1994.
[2] O. Sporns, Networks Of the Brain. MIT press, 2011.
[3] T. Wang and H. Krim, “Statistical classification of social networks,” in
Acoustics, Speech and Signal Processing (ICASSP), 2012 IEEE Int. Conf.
on, Mar 2012, pp. 3977–3980.
[4] S. Choobdar, P. Ribeiro, S. Bugla, and F. Silva, “Comparison of co-
authorship networks across scientific fields using motifs,” in Advances in
Social Networks Analysis and Mining (ASONAM), 2012 IEEE/ACM Int.
Conf. on. IEEE, Aug 2012, pp. 147–152.
[5] R. Singh, J. Xu, and B. Berger, “Global alignment of multiple protein
interaction networks with application to functional orthology detection.”
Proc. Nat. Acad. Sci., vol. 105, no. 35, pp. 12 763–12 768, Sep 2008.
[6] L. Peng, L. Liu, S. Chen, and Q. Sheng, “A network comparison algorithm
for predicting the conservative interaction regions in protein-protein inter-
action network,” in 2010 IEEE Fifth Int. Conf. on Bio-Inspired Computing:
Theories and Applications (BIC-TA), Sep 2010, pp. 34–39.
[7] L. Yong, Z. Yan, and C. Lei, “Protein-protein interaction network comparison
based on wavelet and principal component analysis,” in 2010 IEEE Int. Conf.
on Bioinformatics and Biomedicine Workshops (BIBMW), Dec 2010, pp.
430–437.
[8] N. Shervashidze, S. Vishwanathan, T. H. Petri, K. Mehlhorn, and K. M.
Borgwardt, “Efficient graphlet kernels for large graph comparison,” in Int.
Conf. on Artificial Intelligence and Statistics, vol. 5, Apr 2009, pp. 488–495.
[9] E. Bullmore and O. Sporns, “Complex brain networks: graph theoretical
analysis of structural and functional systems,” Nature Reviews Neuroscience,
vol. 10, no. 3, pp. 186–198, Mar 2009.
[10] H. Lee, H. Kang, M. K. Chung, B.-N. Kim, and D. S. Lee, “Persistent
brain network homology from the perspective of dendrogram,” IEEE Trans.
Medical Image., vol. 31, no. 12, pp. 2267–2277, Dec 2012.
[11] A. C. Wilkerson, T. J. Moore, A. Swami, and H. Krim, “Simplifying the
homology of networks via strong collapses,” in Acoustics, Speech and Signal
Processing (ICASSP), 2013 IEEE Int. Conf. on. IEEE, May 2013, pp. 5258–
5262.
[12] J.-P. Onnela, J. Sarama¨ki, J. Hyvo¨nen, G. Szabo´, D. Lazer, K. Kaski,
J. Kerte´sz, and A.-L. Baraba´si, “Structure and tie strengths in mobile
communication networks.” Proc. Nat. Acad. Sci., vol. 104, no. 18, pp. 7332–
6, May 2007.
[13] G. Kossinets and D. J. Watts, “Empirical analysis of an evolving social
network,” Science, vol. 311, no. 5757, pp. 88–90, Jan. 2006.
[14] D. Khmelev and F. Tweedie, “Using markov chains for identification of
writer,” Literary and Linguistic Computing, vol. 16, no. 3, Sep 2001.
[15] F. Memoli, “Gromov-Hausdorff distances in Euclidean spaces,” in 2008 IEEE
Computer Society Conference on Computer Vision and Pattern Recognition
Workshops, 2008, pp. 1–8.
[16] F. Me´moli, G. Sapiro, and S. Osher, “Solving variational problems and
partial differential equations mapping into general target manifolds,” J. of
Computational Physics, vol. 195, no. 1, pp. 263–292, Mar 2004.
[17] A. M. Bronstein, M. M. Bronstein, and R. Kimmel, “Efficient computation
of isometry-invariant distances between surfaces,” SIAM J. on Scientific
Computing, vol. 28, no. 5, pp. 1812–1836, Oct 2006.
[18] ——, “Generalized multidimensional scaling: a framework for isometry-
invariant partial surface matching,” Proc. Nat. Acad. Sci., vol. 103, no. 5,
pp. 1168–1172, Jan 2006.
[19] ——, “Robust expression-invariant face recognition from partially missing
data,” in European Conf. on Computer Vision. Springer, May 2006, pp.
396–408.
[20] F. Chazal, D. Cohen-Steiner, L. J. Guibas, F. Me´moli, and S. Y. Oudot,
“GromovHausdorff Stable Signatures for Shapes using Persistence,” Euro-
graphics Symp. on Geometry Processing, vol. 28, no. 5, pp. 1393–1403, Jul
2009.
[21] G. Carlsson, F. Memoli, A. Ribeiro, and S. Segarra, “Axiomatic construction
of hierarchical clustering in asymmetric networks,” Sep 2014. [Online].
Available: http://arxiv.org/abs/1301.7724
[22] W. Huang and A. Ribeiro, “Metrics in the space of high order networks,”
IEEE Trans. Signal Process., vol. 64, no. 3, pp. 615–629, Feb 2016.
[23] ——, “Persistent homology lower bounds on high order network distances,”
IEEE Trans. Signal Process., vol. 65, no. 2, pp. 319–334, Jan 2017.
[24] ——, “Persistent homology lower bounds on network distances,” in Acous-
tics, Speech and Signal Processing (ICASSP), 2016 IEEE Int. Conf. on,
Shanghai, China, Mar 2016, pp. 4845–4849.
[25] D. Burago, Y. Burago, and S. Ivanov, A Course In Metric Geometry.
American Mathematical Society Providence, 2001, vol. 33.
[26] N. J. Kalton and M. I. Ostrovskii, “Distances between banach spaces,” Forum
Math, vol. 11, no. 17-48, 1997.
[27] N. Linial, E. London, and Y. Rabinovich, “The geometry of graphs and some
of its algorithmic applications,” Combinatorica, vol. 15, no. 2, pp. 215–245,
Jun 1995.
[28] P. Erdo˝s and A. Re´nyi, “On the evolution of random graphs,” Publ. Math.
Inst. Hungar. Acad. Sci, vol. 5, pp. 17–61, Jan 1960.
[29] M. A. A. Cox and T. F. Cox, “Multidimensional scaling,” in Handbook
of Data Visualization, ser. Springer Handbooks Comp.Statistics. Springer
Berlin Heidelberg, 2008, pp. 315–347.
[30] A. N. Kolmogorov, S. V. Fomine, and R. A. Silverman, Introductory Real
Analysis. Dover, 1975.
