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ETINGOF CONJECTURE FOR QUANTIZED QUIVER VARIETIES
ROMAN BEZRUKAVNIKOV AND IVAN LOSEV
Abstract. We compute the number of finite dimensional irreducible modules for the
algebras quantizing Nakajima quiver varieties. We get a lower bound for all quivers
and vectors of framing. We provide an exact count in the case when the quiver is of
finite type or is of affine type and the framing is the coordinate vector at the extending
vertex. The latter case precisely covers Etingof’s conjecture on the number of finite
dimensional irreducible representations for Symplectic reflection algebras associated to
wreath-product groups. We use several different techniques, the two principal ones are
categorical Kac-Moody actions and wall-crossing functors.
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1. Introduction
1.1. Counting problem. Studying irreducible representations of algebraic objects, say
of associative algebras, is the most fundamental problem in Representation theory. A
basic question is how many there are. For most infinite dimensional algebras, the set of
all irreducible representations is wild, in particular, the number is infinite. So it makes
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sense to restrict the class of the representations. The most basic choice is to consider only
finite dimensional ones. This is a restriction we impose in the present paper.
A classical infinite dimensional algebra appearing in Representation theory is the uni-
versal enveloping algebra U(g) of a finite dimensional Lie algebra g over C. Let us consider
the case when the Lie algebra g is semisimple. In this case, the number of finite dimen-
sional irreducible representations is still infinite: they are in a one-to-one correspondence
with dominant weights. More precisely, we consider the Cartan subalgebra h ⊂ g and fix
a system of simple roots. We say that λ ∈ h∗ is dominant if 〈α∨, λ〉 ∈ Z>0 for any simple
root α. Then to λ we can assign the irreducible module with highest weight λ. Those
form a complete collection of irreducible finite dimensional representations of g.
However, we can modify the algebra U(g) to make the counting problem finite. Namely,
recall that the center of U(g) is identified with S(h)W = C[h∗]W via the Harish-Chandra
isomorphism. Here W is the Weyl group acting on h∗ by w • λ = w(λ+ ρ)− ρ, where ρ,
as usual, is half the sum of all positive roots. Then, for each λ ∈ h∗/W , we can consider
the corresponding central reduction, Uλ. The classification result above can be restated
as follows: the algebra Uλ has a single finite dimensional irreducible representation if
〈λ+ ρ, α∨〉 is a nonzero integer for any root α. Otherwise, there are no finite dimensional
representations.
Another classical feature of the algebras Uλ is that they have a very nice underlying
geometry. These algebras are filtered and the associated graded algebras grUλ are all
identified with C[N ], where N stands for the nilpotent cone in g. Recall the Springer
resolution of singularities ρ : N˜ ։ N , where N˜ is the cotangent bundle of the flag variety
B of g. The variety N˜ is smooth and symplectic, while N is a singular Poisson variety.
The morphism ρ is therefore a symplectic resolution of singularities.
There is a non-commutative analog of this resolution. Namely, for λ ∈ h∗, we can
consider the sheaf Dλ of λ-twisted differential operators on B. Then Γ(B,Dλ) = Uλ, while
all higher cohomology of Dλ vanish. So we have the global section functor Γλ : Dλ -mod→
Uλ as well as its derived version RΓλ : Db(Dλ -mod) → Db(Uλ -mod). The former is an
equivalence if 〈λ + ρ, α∨〉 6∈ Z60 for all positive roots α, this is the celebrated Beilinson-
Bernstein theorem, [BB1]. Its derived version, [BB3], states that RΓλ is an equivalence if
〈λ+ ρ, α∨〉 6= 0 for all α.
Using the results of the previous paragraph one can give a geometric interpretation
of the classification of finite dimensional irreducible representations. Namely, under the
abelian Beilinson-Bernstein equivalence, the finite dimensional modules correspond to the
Dλ-modules whose singular support is contained in B ⊂ N˜ , i.e., to the O-coherent Dλ-
modules. It is easy to see that such a module exists if and only if λ is integral, in which
case it is the line bundle on B corresponding to λ.
1.2. Etingof’s conjecture. Another interesting (although less classical) class of asso-
ciative algebras is Symplectic reflection algebras introduced by Etingof and Ginzburg in
[EG]. Those are filtered deformations of the skew-group algebras S(V )#Γ, where V is a
symplectic vector space and Γ is a finite subgroup of Sp(V ). The symplectic reflection
algebras Hc for the pair (V,Γ) form a family depending on a collection c of complex
numbers.
One especially interesting class of groups Γ comes from finite subgroups of SL2(C).
Namely, pick Γ1 ⊂ SL2(C) and form the semidirect product Γ(= Γn) := Sn ⋉ Γn1 . The
group Γn naturally acts on C2n = (C2)⊕n by symplectomorphisms. Here elements of Sn
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permute the n summands C2, the n copies of Γ1 act each on its own summand, and the
symplectic form on (C2)⊕n is obtained as the direct sum of the n copies of a Γ1-invariant
symplectic form on C2. For n > 1, the algebra Hc depends on r parameters, where r is
the number of conjugacy classes in Γ1 (for n = 1, the number of parameters is r − 1).
So one can ask, how many finite dimensional irreducibles does the algebra Hc have? The
answer, of course, should depend on the parameter c.
In [Et, Section 6], Etingof proposed a conjectural answer to this and more general
questions. The conjecture takes the following form. Recall that the finite subgroups of
SL2(C) are in one-to-one (McKay) correspondence with the affine Dynkin diagrams. Take
the affine Dynkin diagram, say Q, corresponding to Γ1 and form the Kac-Moody algebra
g(Q) from this diagram. Then Etingof defines a certain subalgebra a ⊂ g(Q) × heis
depending on c, where heis stands for the Heisenberg Lie algebra. Next, he considers
the module V ⊗ F , where V is the basic representation of g(Q) (whose highest weight
is the fundamental weight corresponding to the extending vertex of Q) and F is the
Fock space representation of heis. Then Etingof takes an appropriate weight subspace
in that representation and considers its intersection with the sum of certain a-isotypic
components. The conjecture is that the number of finite dimensional irreducibles is the
dimension of the resulting intersection.
Etingof’s conjecture (in fact, its more general version dealing with the number of irre-
ducibles with given support in a category O) was proved in the case when Γ1 is cyclic by
Shan and Vasserot, [SV, Section 6] (under some technical restrictions on c that can be
removed in [L7, Appendix]). The techniques used in [SV] are based on the representation
theory of Rational Cherednik algebras and do not seem to generalize to the case of general
Γ1.
The main goal of this paper is to prove Etingof’s conjecture on counting finite dimen-
sional irreducibles for all groups Γ1. But, first, we put it into a more general context:
counting finite dimensional irreducible representations over quantizations of symplectic
resolutions.
1.3. Quantizations of symplectic resolutions. Inside Hc we can consider the spher-
ical subalgebra, eHce, where e is the averaging idempotent. This algebra is a filtered
deformation of S(V )Γ. By [Et, Theorem 5.5], eHce is Morita equivalent to Hc if and only
if eHce has finite homological dimension (the parameter c is called spherical in this case).
Under this assumption, the numbers of finite dimensional irreducibles for Hc and eHce
coincide.
When Γ = Γn, the variety V/Γn can be realized as an affine Nakajima quiver variety and
admits a symplectic resolution of singularities that is a smooth Nakajima quiver variety.
The algebra eHce can be realized as a quantum Hamiltonian reduction, see [EGGO, L5]
and references therein (we briefly recall this below in Section 5.8). Also we can quantize
the symplectic resolution getting a sheaf of algebras on that symplectic variety. So we
again have a nice geometry as in the case of universal enveloping algebras.
There are other algebras that quantize (i.e., are filtered deformations of) affine Poisson
varieties admitting symplectic resolutions and it is natural to expect that the counting
problems for these algebras have some nice answers that have to do with the geometry of
the resolution. There are three known large classes of resolutions giving rise to interest-
ing algebras. First, there are more general Nakajima quiver varieties, the corresponding
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algebras are obtained as quantum Hamiltonian reductions of algebras of differential oper-
ators. Second, there are Slodowy varieties that generalize cotangent bundles to (partial)
flag varieties. The corresponding algebras are finite W-algebras generalizing the universal
enveloping algebras. The counting problem for W-algebras was studied by the second
author and Ostrik in [LO] (in the case of integral central characters), below we will briefly
mention how the answer looks like in that case. Third, there are hypertoric varieties
that are similar to but much easier than Nakajima quiver varieties, this case is treated in
[BLPW1].
In this paper we concentrate on the case of Nakajima quiver varieties. In the next
section we recall necessary definitions.
1.4. Nakajima quiver varieties and their quantizations. In this section we briefly
recall Nakajima quiver varieties and their quantizations. We will elaborate more on their
properties in Section 2.
Let Q be a quiver (=oriented graph, we allow loops and multiple edges). We can
formally represent Q as a quadruple (Q0, Q1, t, h), where Q0 is a finite set of vertices, Q1
is a finite set of arrows, t, h : Q1 → Q0 are maps that to an arrow a assign its tail and
head.
Pick vectors v, w ∈ ZQ0>0 and vector spaces Vi,Wi with dimVi = vi, dimWi = wi.
Consider the (co)framed representation space
R = R(Q, v, w) :=
⊕
a∈Q1
Hom(Vt(a), Vh(a))⊕
⊕
i∈Q0
Hom(Vi,Wi).
We will also consider the cotangent bundle T ∗R = R⊕ R∗ that can be identified with⊕
a∈Q1
(
Hom(Vt(a), Vh(a))⊕ Hom(Vh(a), Vt(a))
)
⊕
⊕
i∈Q0
(Hom(Vi,Wi)⊕Hom(Wi, Vi)) .
The space T ∗R carries a natural symplectic form, denote it by ω. On R we have a natural
action of the group G :=
∏
i∈Q0
GL(vi). This action extends to an action on T
∗R by
linear symplectomorphisms. As any action by linear symplectomorphisms, the G-action
on T ∗R admits a moment map, i.e., a G-equivariant morphism µ : T ∗R → g∗ with the
property that {µ∗(x), •} = xT ∗R for any x ∈ g. Here µ∗ : g → C[T ∗R] denotes the dual
map to µ, {•, •} is a Poisson bracket on C[T ∗R] induced by ω, and xT ∗R is a vector field
on T ∗R induced by the G-action. Also we consider an action of a one-dimensional torus
C× on T ∗R given by t.r = t−1r. We specify the moment map uniquely by requiring that
it is quadratic: µ(t.r) = t−2µ(r). In this case µ∗(x) = xR, where we view xR, an element
of VectR, as a function on T
∗R.
Below Q and w are fixed, but v will vary.
Now let us proceed to the definition of Nakajima quiver varieties. Pick a character θ
of G and also an element λ ∈ (g/[g, g])∗. To θ we associate an open subset (T ∗R)θ−ss
of θ-semistable points in T ∗R (that may be empty). Recall that a point r ∈ T ∗R is
called θ-semistable if there is a (G, nθ)-semiinvariant polynomial f ∈ C[T ∗R] such that
f(r) 6= 0, n > 0.
We can form a GIT quotientMθλ(v) := (µ
−1(λ)∩(T ∗R)θ−ss)//G (we omit the subscript
when λ = 0). This variety is smooth provided (λ, θ) is generic (we will explain the precise
meaning of this condition in 2.1.1). The variety M0λ(v) is affine and there is projective
morphism ρ :Mθλ(v)→M
0
λ(v). There is a sufficient condition for this morphism to be a
resolution of singularities that will be recalled in 2.1.7. We remark that all varietiesMθλ(v)
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carry natural Poisson structures because they are defined as Hamiltonian reductions. For
a generic pair (λ, θ), the variety Mθλ(v) is symplectic. Also we remark that we have an
action of C× on Mθ(v) that comes from the dilation action on T ∗R and so rescales the
symplectic form.
Now let us briefly recall Nakajima’s construction of a geometric g(Q)-action on the
middle homology groups of the varieties Mθ(v), we assume Q has no loops. Consider
the space
⊕
vHmid(M
θ(v)), where the subscript “mid” means the middle dimension,
dimCMθ(v). We remark that these spaces are naturally identified for different θ, see
[Nak1, Section 9].
Nakajima, [Nak1], defined an action of g(Q) on
⊕
vHmid(M
θ(v)) turning that space
into the irreducible integrable g(Q)-module Lω with highest weight
(1.1) ω :=
∑
i∈Q0
wiω
i,
where we write ωi for the fundamental weight corresponding to the vertex i. The indi-
vidual space Hmid(Mθ(v)) gets identified with the weight space Lω[ν] of weight ν, where
(1.2) ν := ω −
∑
i∈Q0
viα
i
(we write αi for the simple root corresponding to i).
Now we proceed to the quantum part of this story. Let us start by constructing quan-
tizations of Mθ(v) that will be certain sheaves of filtered algebras on Mθ(v). Namely,
consider the algebra D(R) of differential operators on R. We can localize this algebra to
a microlocal (the sections are only defined on C×-stable open subsets) sheaf on T ∗R de-
noted by DR. We have a quantum comoment map Φ : g→ D(R) quantizing the classical
comoment map g→ C[T ∗R], still Φ(x) = xR.
Now fix λ ∈ CQ0. We get the quantum Hamiltonian reduction sheaf
Aθλ(v) := π∗[DR/DR{Φ(x)− 〈λ, x〉|x ∈ g}|(T ∗R)θ−ss ]
G
onMθ(v), here π is the quotient morphism µ−1(0)θ−ss ։Mθ(v). This is a sheaf of filtered
algebras with grAθλ(v) = OMθ(v). In fact, because of this, it has no higher cohomology,
and Γ(Aθλ(v)) is an algebra Aλ(v) with grAλ(v) = C[M
θ(v)] (one can show that Aλ(v)
is independent of θ, see [BPW, Corollary 3.8] or Section 2.2 below).
1.5. Main conjecture. Our ultimate goal is to compute the number of finite dimen-
sional irreducible representations of Aλ(v) or, equivalently, to computeK0(Aλ(v) -modfin)
(we consider all K0’s over C). For this, we need to relate the representation theo-
ries of Aλ(v) and of Aθλ(v) for generic θ. Consider the category A
θ
λ(v) -mod of all
Aθλ(v)-modules possessing good filtration and also its derived analog D
b(Aθλ(v) -mod)
(see Section 2.3 for the definitions). Then we have the derived global sections functor
RΓθλ : D
b(Aθλ(v) -mod) → D
b(Aλ(v) -mod). As McGerty and Nevins checked in [MN],
this functor is an equivalence if and only if the algebra Aλ(v) has finite homological di-
mension, the inverse of RΓθλ is the derived localization functor LLoc
θ
λ := A
θ
λ(v)⊗
L
Aλ(v)
•.
In most interesting cases, the precise locus of λ, where the homological dimension is finite
(such λ are called regular), is not known. Conjecturally, the regular locus should be the
complement of a finite union of hyperplanes, see Section 9.1. In this paper we deal with
the counting problem only in the case when λ is regular, and we make a conjecture on
the answer in general, Conjecture 9.8.
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For an object inAθλ(v) -mod, one can define its (singular) support, aC
×-stable coisotropic
subvariety of Mθ0(v), and the characteristic cycle, CCv(M), see Section 2.3. The equiva-
lence RΓθλ identifies the following two categories:
• the full subcategory Dbfin(Aλ(v) -mod) ⊂ D
b(Aλ(v) -mod) of all complexes with
finite dimensional homology
• and the full subcategory Dbρ−1(0)(A
θ
λ(v) -mod) ⊂ D
b(Aθλ(v) -mod) of all complexes
whose homology is supported on ρ−1(0).
Since ρ−1(0) is a lagrangian subvariety, the characteristic cycle of a module supported on
ρ−1(0) is a combination of the irreducible components of ρ−1(0) (this is a consequence of
the Gabber involutivity theorem), let us denote the set of components by comp. So we
get a linear map
(1.3) CCλv : K0(Aλ(v) -modfin)→ C
comp.
The space Ccomp is identified with Hmid(Mθ(v)) = Lω[ν] and so is canonically independent
of θ. We will see below, Section 3.2, that CCλv is actually independent of θ. By an
unpublished result of Baranovsky and Ginzburg, [BaGi], the map CCλv is injective. So, to
solve our counting problem, we just need to describe the image of CCλ =
⊕
v CC
λ
v .
Our conjectural description is inspired by Etingof’s conjecture. Namely, consider the
subalgebra a ⊂ g(Q) constructed from λ as follows: the algebra a is generated by the
Cartan h ⊂ g(Q) and all root subspaces g(Q)β for real roots β =
∑
i∈Q0
biα
i with∑
i∈Q0
biλi ∈ Z. For instance, if λ is generic, then a = h, while if all λi ∈ Z, then
a = g(Q) provided Q contains no loops. Let Laω be the a-submodule of Lω generated by
the weight spaces Lω[σω] for σ ∈ W (Q), where W (Q) stands for the Weyl group of g(Q).
Conjecture 1.1. Assume that Q has no loops. Then we have ImCCλ = Laω.
Let us point out that the case when Q has a loop is non-interesting for our counting
problem: the answer is 0 (provided the dimension in the corresponding vertex is positive,
if it is zero, then the loop does not matter anyway). In this case, the algebra Aλ(v)
decomposes into the product of D(C), the algebra of differential operators on C, and of
another algebra. The former has no finite dimensional representations.
We remark that the dimension vectors v corresponding to ν = σω are precisely those
with Mθ(v) = {pt} and hence Aλ(v) = C. In particular, if λ is generic, then our conjec-
ture predicts that a non-trivial algebra Aλ(v) has no finite dimensional representations,
as expected. The other extreme is when λ is integral. Here our conjecture predicts that
ImCC = Lω. This follows from the work of Webster, [We, Section 3], see Section 2.6 for
details.
Here is the main result of the present paper.
Theorem 1.2. Conjecture 1.1 is true
• when Q is of finite type,
• or when Q is an affine quiver, v = nδ, w = ǫ0.
Here and below we write δ for the indecomposable imaginary root of Q and ǫ0 for the
coordinate vector at the extending vertex.
Let us notice that (ii) precisely covers the algebras of interest for Etingof’s conjecture.
In fact, that conjecture follows from Theorem 1.2 and results of [GL], we will elaborate
on that in Section 8.
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In a forthcoming paper [L8] the second author will prove Conjecture 1.1 for affine type
quivers with arbitrary framing.
We also would like to point out that there is a very similar conjecture for finite W-
algebras U(g, e), see [LO, Theorem 1.1, Conjecture 7.13] (here g is a semisimple Lie
algebra and e ∈ g is a nilpotent element). This conjecture is proved in loc.cit. for
integral central characters. The role of Mθ(v) is played by the Slodowy variety S˜ that
is obtained as follows. We take the transversal Slodowy slice S to the G-orbit of e in g,
and for S˜ take the preimage of S in N˜ . The zero fiber ρ−1(0) becomes the Springer fiber
Be. Therefore Hmid(Be) is the Springer representation of the Weyl group W (g) of g. So
instead of g(Q) we need to consider W (g), and instead of a we take the integral Weyl
group W ′ corresponding to a given central character. Then K0 of the finite dimensional
representations coincides with the sum of certain isotypic components for W ′, see [LO,
Conjecture 7.13] for details.
1.6. Structure of the paper. Let us explain the organization of the paper together
with the structure of the proof. In most sections, we have short introductions explaining
their content in more detail. We gather some notation used in the paper in Section 1.7.
We begin with Section 2 explaining some known generalities on quiver varieties and
on their quantizations. We start the proof of Theorem 1.2 in Section 3 proving the
inclusion Laω ⊂ imCC
λ. This is an easier inclusion of the conjecture and we prove it
for an arbitrary quiver Q. The main ingredients are categorical sl2-actions provided by
Webster’s construction and quantum LMN isomorphisms. Section 3 also uses results of
the appendix dealing with generalized Procesi bundles.
The remaining part of the paper is devoted to the proof of the opposite inclusion (in
the cases described in Theorem 1.2). Very roughly, the proof is based on the interplay
between the t-structures on Db(Aλ(v) -mod) coming from Aθλ(v) -mod with different θ.
The interplay is controlled by so called wall-crossing functors. In Section 4 we charac-
terize the finite dimensional irreducibles in terms of the “longest” wall-crossing functor.
These functors are difficult to study directly. So our idea is to decompose them into the
composition of “short” wall-crossing functors (the longest functor should be thought as a
categorical analog of the longest Weyl group element w0, while the short ones are analogs
of simple reflections). An important technical tool in our study of short wall-crossing
functors are Harish-Chandra bimodules for algebras Aλ(v), these are treated in Section 5.
Then we proceed to the study of short wall-crossing functors. The functors corresponding
to the walls defined by real roots are studied in Section 6 using categorical Kac-Moody
actions. The functors for affine roots are studied in Section 7, crucial ingredients here
are the representation theory of type A Rational Cherednik algebras and Harish-Chandra
bimodules. Finally, in Section 8 we finish the proof of Theorem 1.2.
In Section 9 we discuss some developments related to this paper, and formulate some
open problems and conjectures. Section 10 is an appendix containing some technical stuff
needed for Section 3. Section 11 has some preliminaries on the categories of modules over
quantizations of non-affine varieties.
1.7. Notation.
1.7.1. Quivers and quiver varieties. Throughout the paper, Q denotes a quiver with
finitely many vertices and arrows. We write Q0 for its set of vertices and Q1 for the
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set of arrows, t, h : Q1 → Q0 are the tail and head map. We fix a framing w ∈ Z
Q0
>0. We
also take a dimension vector v ∈ ZQ0>0, this will vary.
For two vectors x, y ∈ CQ0 we define their usual scalar product x · y :=
∑
k∈Q0
xkyk and
also the symmetrized Tits form
(x, y) = 2
∑
k∈Q0
xkyk −
∑
a∈Q1
(xt(a)yh(a) + xh(a)yt(a)).
From the data (Q, v, w) we produce the representation space R = R(Q, v, w). Namely,
we fix vector spaces Vk,Wk, k ∈ Q0, of dimensions vk, wk, respectively, and set
R :=
⊕
a∈Q1
Hom(Vt(a), Vh(a))⊕
⊕
k∈Q0
Hom(Vk,Wk).
There is a natural action of the group G :=
∏
k∈Q0
GL(Vk) on R.
By µ we denote the moment map T ∗R → g∗. Then we consider various Hamiltonian
reductions. For λ ∈ CQ0, θ ∈ ZQ0 we set Mθλ(v) := µ
−1(λ)θ−ss//G, where we view λ as
an element in g∗G. We drop a subscript if it is zero. We write ρ for a natural projective
morphism Mθλ(v) → M
0
λ(v). It factors through Mλ(v) := Spec(C[M
θ
λ(v)]), we will see
below that this variety is independent of θ. Also, we set p := CQ0 and write Mθp(v) for
µ−1(g∗G)θ−ss//G. Below, unless specified otherwise, θ denotes a generic character.
To Q we can assign the Kac-Moody algebra g(Q) (with Dynkin diagram Q). Let W (Q)
be its Weyl group. By ωi, αi we denote the fundamental weights and the simple roots for
g(Q). Set ω :=
∑
i∈Q0
wiω
i and let Lω denote the corresponding irreducible integrable
representation. Further, we set ν := ω −
∑
i∈Q0
viα
i and write Lω[ν] for the weight space
corresponding to ν in Lω.
For χ ∈ ZQ0 and generic θ, we write O(χ) for the corresponding line bundle onMθλ(v).
Often, we will need to fix a vertex, say i, that is a source in the quiver. Then we
use the notation like R,G, θ, λ. Namely, we write R for
⊕
a,t(a)6=i Hom(Vt(a), Vh(a)) ⊕⊕
k 6=iHom(Vk,Wk), G :=
∏
k 6=iGL(vk), θ := (θk)k 6=i, etc. Further, we write W˜i for Wi ⊕⊕
a,t(a)=i Vh(a) so that R = Hom(Vi, W˜i) ⊕ R. We set w˜i := dim W˜i and consider the
Grassmanian Gr(vi, w˜i) of vi-dimensional subspaces in W˜i.
We have isomorphisms between quiver varieties with different dimension vectors and
stability conditions (LMN isomorphisms). Namely, for σ ∈ W (Q) we have an isomorphism
Mθλ(v)
∼
−→Mσθσλ(σ • v). Here we write σ • v for the dimension vector that gives rise to the
weight σν.
When Q is an affine quiver, then by δ we denote the indecomposable imaginary root.
By Γ1 we denote the finite subgroup of SL2(C) corresponding to Q. We write Γn for the
semidirect product Γn = Sn ⋉ Γn1 so that C
2n/Γn =M0(nδ). The latter quiver variety is
formed for the framing vector ǫ0 at 0, by 0 we denote the extending vertex.
1.7.2. Quantized quiver varieties. We write DR for the sheaf of differential operators on
R (that is often viewed as a microlocal sheaf on T ∗R), D(R) stands for the algebra of its
global sections.
Let Φ : g → D(R) be the quantum comoment map, x 7→ xR, where xR denotes the
vector field on R induced by x ∈ g. For λ ∈ P := CQ0, we consider the quantum
Hamiltonian reductions: the algebra A0λ(v) = [D(R)/D(R){xR− 〈λ, x〉, x ∈ g}]
G and the
sheaf of algebras Aθλ(v) := DR//
θ
λG := [DR/DR{xR − 〈λ, x〉}|(T ∗R)θ−ss ]
G on Mθλ(v) (the
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latter is considered only for generic θ). This sheaf is in the conical topology, where “open”
means Zariski open and C×-stable for the dilation C×-action introduced above. We use
different notations, p and P for the spaces of parameters of the classical and the quantum
Hamiltonian reduction because, although both coincide with CQ0, they two should be
viewed as different spaces. In fact, P should be viewed as an affine space with associated
vector space p.
We write Aλ(v) for the global sections of Aθλ(v). There is a natural homomorphism
A0λ(v) → Aλ(v). We will show below that the locus, where this map is an isomorphism,
is Zariski open and nonempty. We will denote it by Piso. Inside, Piso we will consider a
smaller nonempty Zariski open subset, PISO, where ToriU(g)(D(R),Cλ) = 0 for i > 0.
For χ ∈ ZQ0 , we consider the following bimodules: theAθλ+χ(v)-A
θ
λ(v)-bimoduleA
θ
λ,χ(v)
(that is a sheaf on Mθ(v)), the Aλ+χ(v)-Aλ(v)-bimodule A
(θ)
λ,χ(v) := Γ(A
θ
λ,χ(v)) and the
A0λ+χ(v)-A
0
λ(v)-bimoduleA
0
λ,χ(v). The bimodules A
θ
λ,χ(v),A
0
λ,χ(v) are obtained by Hamil-
tonian reduction, for example:
Aθλ,χ(v) = [DR/DR{xR − 〈λ, x〉}|(T ∗R)θ−ss ]
G,χ,
where the supersript means that we take G-semiinvariants of weight χ.
The algebras Aλ(v),Aθλ(v) as well as the bimodules A
0
λ,χ(v), etc., all come with increas-
ing filtrations. The corresponding Rees algebras and bimodules will be decorated with
subscripts ~, like Aλ(v)~. Those will be modules over C[~] (or sheaves of C[~]-modules).
To a parameter λ, we assign a subalgebra a ⊂ g(Q) generated by the Cartan subal-
gebra h ⊂ g(Q) and all root subspaces g(Q)β, where β =
∑
i∈Q0
biα
i is a real root with∑
i∈Q0
biλi ∈ Z.
LMN isomorphisms mentioned above quantize to σ : Aθλ(v)
∼
−→ Aσθσ•λ(σ • v). Here σ • λ
is a parameter to be specified precisely in Section 2.2.
Yet another class of algebras considered in this paper are the symplectic reflection
algebras. More precisely, we consider the type A Rational Cherednik algebras Hκ(n) and
Symplectic reflection algebras Hκ,c(n) for Γn. Let e denote the averaging idempotent for
Sn,Γn, an element of Hκ(n) or of Hκ,c(n).
1.7.3. Categories and functors. We are interested in various categories of modules and
bimodules over the algebras/sheaves DR,A
θ
λ(v),A
0
λ(v),Aλ(v) and functors between those
categories.
First, we consider the category DR -Mod
G,λ of all (G, λ)-equivariant D-modules on R
and its subcategory DR -mod
G,λ of finitely generated D-modules. We also consider the
categories A0λ(v) -Mod ⊃ A
0
λ(v) -mod of all and of the finitely generated A
0
λ(v)-modules.
We have a functor π0λ(v) : DR -mod
G,λ → A0λ(v) -mod of taking G-invariants.
Similarly, we consider the category Aθλ(v) -Mod of all quasi-coherent A
θ
λ(v)-modules.
Inside, we have a full subcategory Aθλ(v) -mod of all coherent modules, see Section 11.1
for definitions. Again, we have a functor πθλ(v) : DR -Mod
G,λ → Aθλ(v) -Mod that restricts
to DR -mod
G,λ → Aθλ(v) -mod.
We also need to work with derived categories: the derived version DbG,λ(DR -mod) of
the category of (G, λ)-equivariant D-modules as well as with the naive derived category
Db(DR -mod
G,λ) (for our purposes, there is no much difference between these categories),
Db(A0λ(v) -mod) or D
−(A0λ(v) -mod), and also D
b(Aθλ(v) -mod). The objects in the latter
category are complexes of objects in Aθλ(v) -Mod with homology in A
θ
λ(v) -mod. Also we
consider the derived categories Db(Aλ(v) -mod), D−(Aλ(v) -mod). Inside Db(Aλ(v) -mod)
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we have the full subcategory Dbfin(Aλ(v) -mod) of all complexes with finite dimensional
homology. Similarly, we have the subcategory Dbρ−1(0)(A
θ
λ(v) -mod) ⊂ D
b(Aθλ(v) -mod)
of all complexes with homology supported on ρ−1(0). Inside Db(Aθλ(v) -mod) we will
consider the category of semisimple complexes, i.e., of direct sums of simples with various
homological shifts (i.e., all terms of such complexes are semisimple and all differentials
are 0).
There are several functors between the derived categories of interest. We have functors
π0λ(v), π
θ
λ(v) induced by the functors between the corresponding abelian categories and
the left adjoint Lπ0λ(v)
! : D−(A0λ(v) -mod) → D
−(DR -mod
G,λ). The functor Lπ0λ(v)
! re-
stricts to bounded derived categories when A0λ(v) has finite homological dimension. We
also have functors between D−(Aθλ(v) -mod) and D
−(Aλ(v) -mod): the functor RΓ
θ
λ :
D+(Aθλ(v) -mod) → D
+(Aλ(v) -mod) of taking derived global sections and the derived
localization functor LLocθλ := A
θ
λ(v)⊗
L
Aλ(v)
•. The former always restricts to the bounded
derived categories, while the latter restricts provided Aλ(v) has finite homological dimen-
sion.
We also can consider the abelian versions of the global section and localization functors,
Γθλ,Loc
θ
λ. We write AL(v) for the set of pairs (λ, θ) such that those functors are mutually
(quasi)inverse abelian equivalences. We identify the categories Aλ(v) -mod,A
θ
λ(v) -mod
using these equivalences.
Another family of functors that is of crucial importance for the paper is the wall-
crossing functors defined below in Section 2.5. Let us pick (λ, θ), (λ′, θ′) ∈ AL(v) such
that λ− λ′ ∈ ZQ0 . Then we will have derived equivalences
Db(Aλ(v) -mod)
∼
−→ Db(Aλ′(v) -mod)
denoted by WCλ→λ′ or by WCθ→θ′.
Yet another family of functors of importance for us is Webster’s functors, recalled Sec-
tion 2.6, and their generalizations. Webster’s functors Fi : D
b(Aθλ(•) -mod)⇆ D
b(Aθλ(•+
ǫi) -mod) : Ei are defined when λi ∈ Z and θk > 0 for all k. We will also need more
general functors Eα, Fα for suitable real roots α of a, they will be defined below. We write
Θi (resp., Θα) for the Rickard complex induced by the pair (Ei, Fi) (resp., (Eα, Fα)).
Also we will need quotient functors under some partial reductions. Namely, for a fixed
vertex i, we consider the quotient functors πθi(v) : DR -mod
G,λ
։ DR//
θi
λi
GL(vi) -mod
and πθ(v) : DR//
θi
λi
GL(vi) -mod։ Aθλ(v) -mod so that π
θ(v) = πθ(v) ◦ πθi(v).
Finally, in this paper we also consider various categories of Harish-Chandra bimodules.
For example, HC(Aλ′(v) -Aλ(v)) stands for the category of Harish-Chandra Aλ′(v)-Aλ(v)-
bimodules. A functor for such categories of most interest for us is the restriction functor
•†,x : HC(Aλ′(v) -Aλ(v))→ HC(Aˆλ′(vˆ) - Aˆλ(vˆ)). Here x ∈Mp(v) and Aλ(v) is a suitable
slice algebra defined from Aλ(v) and x.
1.7.4. Table of notation. The following table contains various notation used in the paper.
⊗̂ the completed tensor product of complete topological vector spaces/
modules.
Aopp the opposite algebra of A.
(a1, . . . , ak) the two-sided ideal in an associative algebra generated by elements
a1, . . . , ak.
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A∧χ the completion of a commutative (or “almost commutative”) algebra
A with respect to the maximal ideal of a point χ ∈ Spec(A).
Aθλ(v) := [Qλ|(T ∗R)θ−ss ]
G
Aλ(v) := Γ(A
θ
λ(v)).
Aθλ,χ := [Qλ|(T ∗R)θ−ss ]
G,χ, where χ is a character of G, and the superscript
(G, χ) means taking χ-semiinvariants.
AL(v) the set of λ ∈ P such that Γθλ is an abelian equivalence.
AC(Y ) the asymptotic cone of a subvariety Y ⊂ Cn.
AnnA(M) the annihilator of an A-module M in an algebra A.
D(X) the algebra of differential operators on a smooth variety X .
G◦ the connected component of unit in an algebraic group G.
(G,G) the derived subgroup of a group G.
Gx the stabilizer of x in G.
g(Q) the Kac-Moody algebra associated to a quiver Q.
grA the associated graded vector space of a filtered vector space A.
µ the moment map T ∗R→ g∗.
Mθλ(v) µ
−1(λ)θ−ss//G.
Mλ(v) := Spec(C[Mθλ(v)]) for generic θ.
p := CQ0, the parameter space for classical reduction.
P := CQ0, the parameter space for quantum reduction.
Qλ := D(R)/D(R){Φ(x)− 〈λ, x〉, x ∈ g}.
R~(A) :=
⊕
i∈Z ~
i FiA :the Rees C[~]-module of a filtered vector space A.
S(V ) the symmetric algebra of a vector space V .
SupprP(B) := {λ ∈ P|B ⊗C[P] Cλ 6= {0}.
W (Q) the Weyl group of g(Q).
Xθ−ss the open locus of θ-semistable points for an action of a reductive group
G on an affine algebraic variety X , where θ is a character of G.
Xθ−uns := X \Xθ−ss.
1.8. Acknowledgements. We are grateful to Pavel Etingof, Joel Kamnitzer, Hiraku
Nakajima, Andrei Okounkov, and Ben Webster for numerous helpful discussions. We
also would like to thank Dmitry Korb and Kevin McGerty for remarks on the previous
version of this text. R.B. was supported by the NSF under Grant DMS-1102434. I.L. was
supported by the NSF under Grant DMS-1161584.
2. Preliminaries on quiver varieties and their quantizations
Here we gather various results and constructions related to quiver varieties and their
quantizations that were mostly known previously. Some basics on quiver varieties have
already been mentioned in Section 1.4.
In Section 2.1 we recall isomorphisms of quiver varieties that constitute a Weyl group
action, we call them LMN isomorphisms. Further, we study the structure of formal
neighborhoods of points onM0(v) in terms of “smaller” quiver varieties. We also explain
when the natural projective morphism ρ :Mθλ(v)→M
0
λ(v) is a resolution of singularities
and list some properties of varieties M0λ(v).
Then we switch to quantizations of quiver varieties, Aθλ(v),Aλ(v). We explain how to
quantize the LMN isomorphisms in Section 2.2 and study the question when a natural
homomorphism A0λ(v) → Aλ(v) is an isomorphism. Then, in Section 2.3, we describe
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categories of modules over Aθλ(v),Aλ(v) and recall the Hamiltonian reduction functors.
The comparison between the Aθλ(v)-modules and the Aλ(v)-modules is provided by (de-
rived) localization theorems. Known results on when the localization theorems hold are
recalled in Section 2.4. Then we recall derived equivalences between the categories of
Aθλ(v)-modules for different θ called wall-crossing functors (they have appeared in [BPW,
Section 6.4] under the name of twisting functors), Section 2.5. Finally, in Section 2.6 we
recall a quantum categorical version of Nakajima’s construction due to Webster.
2.1. Properties of quiver varieties.
2.1.1. Generic parameters. First of all, let us recall the description of generic values of
(λ, θ) (i.e. such that the G-action on µ−1(λ)θ−ss is free) due to Nakajima, [Nak1]. Namely,
(λ, θ) is generic when there is no v′ ∈ ZQ0>0 such that
• v′ 6 v (component-wise),
•
∑
i∈Q0
v′iα
i is a root for g(Q),
• and v′ · θ = v′ · λ = 0 (where we write λ · v′ for
∑
i∈Q0
λiv
′
i).
We say that λ (resp., θ) is generic if (λ, 0) (resp., (0, θ)) is generic. Generic characters θ
are defined in a similar fashion. The set of non-generic λ’s will be denoted by psing (or
psing(v) when we need to indicate the dependence on λ).
We note that by results of Crawley-Boevey, [CB1, Section 1, Remarks], Mθλ(v) is con-
nected when (λ, θ) is generic.
2.1.2. Line bundles. For a character χ of G, we consider the line bundle O(χ) on Mθ(v)
whose sections are given by
Γ(U,O(χ)) = C[π−1(U)]G,χ := {f ∈ C[π−1(U)]|g.f = χ(g)f, ∀g ∈ G}.
Here U ⊂ Mθ(v) is an affine open subset, and π stands for the quotient morphism
µ−1(0)θ−ss →Mθ(v). By the very definition, O(θ) is an ample line bundle.
2.1.3. LMN isomorphisms. Now let us discuss certain isomorphisms of quiver varieties.
For σ ∈ W (Q), we have an isomorphism Mθλ(v)
∼= Mσθσλ(σ • v). Here we write σ • v for
the dimension vector that produces the weight σν by (1.2). For a simple reflection σ = sk
we have (sk • v)ℓ = vℓ for ℓ 6= k and (sk • v)k = wk +
∑
a,t(a)=k vh(a) +
∑
a,h(a)=k vt(a) − vk.
The existence of such isomorphisms was conjectured by Nakajima in [Nak1] and first
proved by Maffei in [Ma] and, independently, by Nakajima, [Nak3], a closely related
construction was found by Lusztig, [Lu]. So we call those LMN isomorphisms.
Below we will need a (slightly rephrased) construction of LMN isomorphisms due to
Maffei. Let us construct an isomorphism corresponding to a simple reflection si ∈ W (Q).
We may assume that the vertex i is a source and that either λi 6= 0 or θi > 0 (if θi < 0,
then we just construct an isomorphism for sθ). Let
(2.1) W˜i := Wi ⊕
⊕
a,t(a)=i
Vh(a), w˜i := dim W˜i
so that vi + (si • v)i = w˜i. Set
(2.2) R(= Ri) :=
⊕
a,t(a)6=i
Hom(Vt(a), Vh(a))⊕
⊕
j 6=i
Hom(Vj,Wj), G :=
∏
j 6=i
GL(Vj),
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so that R = R ⊕Hom(Vi, W˜i). Consider the Hamiltonian reduction
T ∗R//θiλi GL(vi) = T
∗Hom(Vi, W˜i)//
θi
λi
GL(vi)× T
∗R.
Let us remark that if λi = 0, the reduction T
∗Hom(Vi, W˜i)//
θi
λi
GL(vi) is just T
∗Gr(vi, w˜i).
An easy special case of Maffei’s construction is an isomorphism
T ∗Hom(Vi, W˜i)//
θi
λi
GL(vi)
∼
−→ T ∗Hom(W˜i, V
′
i )//
−θi
−λi
GL(v′i),
where v′i = w˜i−vi and V
′
i is a vector space of dimension v
′
i. When λi = 0, we just have two
realizations of T ∗Gr(vi, w˜i) (where Gr(vi, w˜i) is thought as the variety of vi-dimensional
subspaces in Cw˜i and as the variety of w˜i−vi-dimensional quotients), while for λi 6= 0, we
get two equal twisted cotangent bundles on the Grassmanian. These isomorphisms are
clearly symplectomorphisms, C×-equivariant when λi = 0.
As a consequence, we get a G-equivariant symplectomorphism
(2.3) T ∗R//θiλi GL(vi)
∼
−→ T ∗R′//−θi−λi GL(v
′
i),
where R′ := Hom(W˜i, V
′
i ) ⊕ R. According to [Ma, Section 3.1], this isomorphism does
not intertwine the moment maps for the G-actions. Rather, if µ, µ′ are the two moment
maps, then µ−λ = µ′−siλ. The isomorphism does not intertwine the stability conditions
either, instead it maps (T ∗R)θ−ss//λi GL(vi) to (T
∗R′)siθ−ss//−λi GL(v
′
i). So we do get a
symplectomorphismMθλ(v)
∼
−→Msiθsiλ(si•v). This isomorphism is C
×-equivariant, if λ = 0.
We will need a compatibility of the LMN isomorphisms with certain T -actions. Namely,
the torus T := (C×)Q1 × (C×)Q0 naturally acts on R (the copy of C× corresponding to
an arrow a acts by scalars on Hom(Vt(a), Vh(a)), the copy corresponding to i ∈ Q0 acts
on Hom(Vi,Wi)). The lift of this T -action to T
∗R commutes with G and preserves the
moment map and so descends to Mθ(v, w). An isomorphism si is not T -equivariant. It
would be equivariant if we were allowed to reverse some arrows (turning i from a sink to a
source). Since we need to deal with the same quiver Q, instead of being T -equivariant, si
becomes twisted equivariant inducing an appropriate automorphism ϕsi of T . An arbitrary
isomorphism σ is also twisted equivariant with respect to a suitable automorphism ϕσ of
T . We remark that ϕσ is independent of v, it only depends on Q and w.
2.1.4. Properties of M0(v). Now let us turn to the affine quiver varieties M0(v). In
[CB1] Crawley-Boevey found a combinatorial criterium on v for µ to be flat. Let us state
this criterium. Recall the symmetrized Tits form (·, ·) for Q: (v1, v2) := 2
∑
k∈Q0
v1kv
2
k −∑
a(v
1
t(a)v
2
h(a)+v
1
h(a)v
2
t(a)). We set p(v) := 1−
1
2
(v, v) (so v is a root if and only if p(v) > 0).
According to [CB1, Theorem 1.1], the map µ is flat if and only if
(2.4) p(v) + w · v − (w · v0 +
k∑
i=0
p(vi)) > 0
for all decompositions v = v0 + . . . + vk. It is enough to consider only decompositions,
where v1, . . . , vk are roots. Also if all inequalities for proper decompositions in (2.4) are
strict, then µ−1(0) is irreducible and contains a free closed orbit, [CB1, Theorem 1.2].
We want to analyze condition (2.4) in the case when Q is finite or affine and ν is
dominant. When Q is finite, then p(vi) = 0 for all i > 0 and so the left hand side becomes
1
2
((v0, v0) − (v, v)) + w · (v − v0) = (ν − ν0, 1
2
(ν + ν0)) = 1
2
(ν − ν0, ν − ν0) + (ν, ν0 − ν).
Here, in the second and the third expressions, (·, ·) is the usual form on h∗. The first
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summand is positive if v 6= v0, while the second is non-negative. We conclude that µ−1(0)
is irreducible and contains a free closed orbit.
Now consider the case when Q is affine. Here p(vi) = 1 if vi = aiδ and p(v
i) = 0 else,
for i > 0. The left hand side of (2.4) is minimized when all ai = 1 and we will assume
this. So the left hand side becomes
1
2
(ν − ν0, ν − ν0) + (ν, ν − ν0)− s =
1
2
(ν − ν0, ν − ν0) + (ν, ν − ν0 − sδ) + s((ω, δ)− 1),
where v > v0+sδ. The first summand is non-negative, it equals 0 if and only if v−v0 is a
multiple of δ. The second summand is non-negative, it equals 0 if and only if ν = ν0+ sδ.
Finally, the third summand is nonnegative, it is 0 if and only if (ω, δ) = 1. So we see that
µ is flat. The subvariety µ−1(0) is irreducible and contains a free closed orbit if and only
if (ω, δ) > 1.
2.1.5. Families. Set p := CQ0 ∼= (g∗)G and consider the varieties M0p(v) := µ
−1(g∗G)//G,
Mθp(v) := µ
−1(g∗G)θ−ss//G,Mp(v) := Spec(C[Mθp(v)]).
For a vector subspace p0 ⊂ p, we consider the specializations M0p0(v) := p0 ×p M
0
p(v),
Mθp0(v),Mp0(v).
2.1.6. Structure of formal neighborhoods. Pick a point x ∈M0p(v). We need a description
of the formal neighborhood M0p(v)
∧x and of the scheme Mθp(v)
∧x := M0p(v)
∧x ×M0p(v)
Mθp(v). The description is due to Nakajima, [Nak1, Section 6].
Let r ∈ T ∗R be a point with closed G-orbit mapping to x. Then r is a semisimple
representation of the following quiver Q
w
. We first adjoin the vertex ∞ to Q and connect
each vertex i ∈ Q0 to ∞ with wi arrows. Then we add an opposite arrow to each
existing arrow of Qw. The dimension of r is (v, 1). Let us decompose r into the sum r =
r0⊕r1⊗U1⊕ . . .⊕rk⊗Uk, where r0 is an irreducible representation with dimension vector
of the form (v0, 1), r1, . . . , rk are pairwise non-isomorphic irreducible representations with
dimensions (vi, 0), i = 1, . . . , k, and Ui is the multiplicity space of ri. In particular, the
stabilizer Gr of r is
∏k
i=1GL(Ui).
Let us define a new quiver Qˆ, a dimension vector vˆ and a framing wˆ. For the set
of vertices Qˆ0 we take {1, . . . , k} and we set vˆ = (dimUi)ki=1. The number of arrows
between i, j ∈ {1, . . . , k} is determined as follows. We want the Gr-module T ∗Rx, where
we write Rx for R(Qˆ, vˆ, wˆ), to be the symplectic part of the slice module (=the normal
space) of the orbit Gr (the latter comes with a natural skew-symmetric form and by the
symplectic part we mean the quotient of the module by the kernel of this form). So
T ∗Rx ⊕ T ∗(g/gr) = T ∗R.
For i 6= j, the multiplicity of the Gr-module Hom(Ui, Uj) in T ∗R equals
∑
a(v
i
t(a)v
j
h(a)+
vjt(a)v
i
h(a)), while the multiplicity in T
∗(g/gr) equals 2
∑
k∈Q0
vikv
j
k. So the multiplicity of
Hom(Ui, Uj) in the Gr-module T
∗Rx has to be equal to −(v
i, vj) if i 6= j and to 2− (vi, vi)
if i = j. Hence the number of arrows between i and j in Qˆ has to be −(vi, vj) if i 6= j and
p(vi) = 1− 1
2
(vi, vi) if i = j. Similarly, for wˆi we need to take w · vi− (v0, vi). Finally, we
need to add some loops at ∞ but those are just spaces with trivial action of Gr. We will
treat them separately: so the symplectic part of the slice module at r can be written as
T ∗Rx⊕R0, where Rx = R(Qˆ, vˆ, wˆ) and R0 is a symplectic vector space with trivial action
of Gr. We choose an orientation on Qˆ in such a way that the Gr-modules Rx ⊕ g/gr and
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R are isomorphic up to a trivial summand. We remark, however, that this choice may
violate the condition that the vertex ∞ (corresponding to r0) in Qˆ is a source.
Consider the homogeneous vector bundle G ∗Gr (g/gr ⊕ T
∗Rx ⊕ R0). The symplectic
form on the latter comes from a natural identification of that homogenous bundle with
[T ∗G × (T ∗Rx ⊕ R0)]//0Gr (the action of Gr is diagonal with Gr acting on T ∗G from
the right). The moment map on the homogeneous bundle is given by [g, (α, β, β0)] 7→
Ad(g)(α + µˆ(β)). Here [g, (α, β, β0)] stands for the class in G ∗Gr (g/gr ⊕ T
∗Rx ⊕ R0) of
a point (g, α, β, β0) ∈ G× (g/gr ⊕ T
∗Rx ⊕R0), and µˆ : T
∗Rx → gr is the moment map.
Let π : T ∗R→ T ∗R//G and π′ : G ∗Gr (g/gr ⊕ T
∗Rx ⊕R0)→ (g/gr ⊕ T ∗Rx ⊕R0)//Gr
denote the quotient morphisms. The symplectic slice theorem (see, for example, [L1]
where analytic neighborhoods instead of formal ones were used) asserts that there is an
isomorphism of formal neighborhoods U of π(r) in T ∗R//G and U ′ of π′([1, (0, 0, 0)])
in (g/gr ⊕ T ∗Rx ⊕ R0)//Gr that lifts to a G-equivariant symplectomorphism π−1(U) ∼=
π′−1(U ′) that intertwines the moment map.
So we see that (compare with [Nak1, Section 6])
(2.5) M0p(v)
∧x = Mˆ0p(vˆ)
∧0 ×R∧00
(an equality of formal Poisson schemes). Here we use the following conventions. The
superscript •∧x means the completion near x. We have the restriction map p = g∗G →
pˆ = g∗Grr . We set Mˆp(vˆ) := p×pˆ Mˆpˆ(vˆ).
We have a similar decomposition for smooth quiver varieties. First, observe that
G ∗Gr (g/gr ⊕ T
∗Rx ⊕ R0)
θ−ss = G ∗Gr ([g/gr ⊕ T
∗Rx]
θ−ss ⊕ R0),
where in the right hand side we slightly abuse the notation and write θ for the restriction
of θ to Gr. From here it follows that
(2.6) Mθp(v)
∧x = (Mˆθp(vˆ)×R0)
∧0 ,
where, recall, by definition, Mθp(v)
∧x :=M0p(v)
∧x ×M0p(v) M
θ
p(v).
Moreover, by the construction, the following diagram commutes
M0(v)∧x
Mθ(v)∧x
Mˆ(vˆ)∧0 ×R∧00
(Mˆθ(vˆ)× R0)∧0
❄ ❄
ρ ρˆ× id
✲
✲
∼=
∼=
Let us finish this discussion with two remarks.
Remark 2.1. It is not true that (Mˆθp(vˆ)× R0)
∧0 coincides with the product of schemes
Mˆθp(vˆ)
∧0 × R∧00 . In order to get a product decomposition, we need to work with formal
neighborhoods (that are formal schemes rather than schemes): Mθp(v)
∧ρ−1(x) of ρ−1(x) in
Mθp(v) and Mˆ
θ
p(vˆ)
∧ρˆ−1(0) × R∧00 . These two formal schemes are isomorphic, this follows
from (2.6).
Remark 2.2. Let us write ̟ for the restriction map p → pˆ. It follows from (2.5) that
̟−1(pˆsing) ⊂ psing.
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2.1.7. Resolution of singularities.
Proposition 2.3. The morphism Mθ(v)→M(v) is a resolution of singularities.
Proof. Fix a generic λ and consider the variety MθCλ(v) and M
0
Cλ(v). Both are schemes
over Cλ. We have a natural morphism φCλ :MθCλ(v)→M
0
Cλ(v) that is an isomorphism
over C×λ. Note that all components of MθCλ(v) have dimension dimT
∗R− 2 dimG+ 1.
Let M¯Cλ(v) be the image of φCλ, this is a closed subvariety in M0Cλ(v) because φCλ is
projective. So it coincides with the closure of the preimage of C×λ and has dimension
dimMθ(v) + 1. Hence the fiber M¯0(v) of M¯0Cλ(v) over 0 has dimension dimM
θ(v) and
admits a surjective projective morphism from Mθ(v). Applying the Stein decomposition
to this morphism we decompose it to the composition of ρ : Mθ(v) → M(v) and some
finite dominant morphismM(v)→ M¯0(v). So ρ has to be a resolution of singularities. 
Corollary 2.4. The following is true.
(1) The higher cohomology of OMθ(v) vanish.
(2) The algebra C[Mθ(v)] is the specialization to 0 of C[Mθp(v)].
(3) The algebra C[Mθ(v)] coincides with the associated graded of C[M0λ(v)] for a
generic λ and, in particular, is independent of θ.
Proof. (1) is a corollary of the Grauert-Riemenschneider theorem, (2) is a corollary of (1),
and (3) is a corollary of (2). 
Proposition 2.5. Suppose µ is flat. Then ρ∗ : C[M0p(v)]→ C[Mp(v)] is an isomorphism.
Proof. It is enough to show that ρ∗ : C[M0(v)] → C[M(v)] is an isomorphism because
C[M0p(v)],C[Mp(v)] are graded free over C[p] and C[M0(v)] = C[M
p
0(v)]/(p),C[M(v)] =
C[Mp(v)]/(p). Now note that both C[M0(v)],C[M(v)] are identified with the associated
graded of C[Mλ(v)] for λ generic and, under this identification, ρ∗ becomes the identity.

2.1.8. Identification of homology. The purpose of this part is to establish an identification
of the homology groups H∗(Mθλ(v)) for different generic (λ, θ).
First, there is a classical way to produce the identification, [Nak1, Section 9]. We can
view θ as an element in RQ0 , in this case we define Mθλ(v) as a hyper-Ka¨hler reduction.
We get the same varieties as before, the complex structure onMθλ(v) depends only on the
chamber of θ. As we have mentioned in Section 1.4, this shows that all varieties Mθλ(v)
with generic (λ, θ) are diffeomorphic as C∞-manifolds. Consider the generic locus and a
bundle H∗(Mθλ(v)) on this locus. This is a flat bundle with respect to the Gauss-Manin
connection. But the generic locus of (θ, λ) is simply connected so the connection is trivial.
Therefore all fibers are canonically identified.
We will need a slightly different description. Pick a generic parameter λ ∈ p. We
remark that the variety Mθλ(v) is independent of θ, it is actually affine. Let D denote
the line through λ. The inclusions Mθ(v) →֒ MθD(v),M
θ
λ(v) →֒ M
θ
D(v) induce maps
H∗(MθD(v)) → H
∗(Mθ(v)), H∗(MθD(v)) → H
∗(Mθλ(v)). The former is an isomorphism
because MθD(v) gets contracted to M
θ(v) by a C×-action. The latter is also an isomor-
phism because the resulting map H∗(Mθ(v))→ H∗(Mθλ(v)) is precisely the identification
above.
2.2. Properties of quantizations. We describe some properties of the algebras Aλ(v)
and A0λ(v).
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2.2.1. Filtrations. The algebra Aλ(v),A0λ(v) can be filtered in different ways, depend-
ing on a filtration on D(R) we consider. First of all, there is the Bernstein filtra-
tion on Aλ(v),A
0
λ(v) that is induced from the eponymous filtration on D(R). Let us
write FiAλ(v) for the ith filtration component with respect to this filtration. Note that
[FiAλ(v),Fj Aλ(v)] ⊂ Fi+j−2Aλ(v).
Sometimes, it will be more convenient for us to work with filtrations, where the com-
mutator decreases degrees by 1. Namely, equip D(R) with the filtration by the order of
differential operator. We have induced filtrations on Aλ(v),A0λ(v) to be denoted by F
Q
i
(the superscript indicates that these filtrations depend on the orientation). Note that
[FQi Aλ(v),F
Q
j Aλ(v)] ⊂ F
Q
i+j−1Aλ(v).
The two filtrations are related to each other. Namely, let eu denote the Euler vector
field in D(R). Since this element is G-invariant, it descends to Aλ(v),A0λ(v), we denote
the images again by eu. So we can consider the inner Z-gradings on the algebras of interest
by eigenvalues of [eu, ·], let us write Aλ(v) :=
⊕
iAλ(v)i for these gradings. The gradings
are compatible with the filtrations Fi,F
Q
i and we have
F[i/2]Aλ(v) =
⊕
k∈Z
FkAλ(v)i−k.
Thanks to this equality, the associated graded for the two filtrations are the same.
Above, we have mentioned that grAλ(v) = C[M(v)] and H i(Aθλ(v)) = 0. This is
because grAθλ(v) = OMθ(v) and H
i(OMθ(v)) = 0 for i > 0.
2.2.2. A0λ(v) vs Aλ(v), I. Now we want to relate the algebra Aλ(v) to
A0λ(v) := [D(R)/D(R){Φ(x)− 〈λ, x〉}]
G.
We have a natural epimorphism C[M0(v)] ։ grA0λ(v). Besides, we have a natural ho-
momorphism A0λ(v)→ Aλ(v) such that ρ
∗ : C[M0(v)]→ C[Mθ(v)] is the composition of
C[M0(v)]։ grA0λ(v) and of the associated graded homomorphism of A
0
λ(v)→ Aλ(v). It
follows that A0λ(v) = Aλ(v) and grA
0
λ(v) = C[M
0(v)] when µ is flat. In particular, Aλ(v)
is independent of θ in this case. This is also true in general by [BPW, Proposition 3.8].
2.2.3. Ramifications. Now let us consider some ramifications of quantizations. We can
consider the quantization
AθP(v) = DR//
θG := [(DR/DR{xR, x ∈ [g, g]})|T ∗Rθ−ss ]
G
of Mθp(v) and its global section AP(v). For an affine subspace P0 ⊂ P, we consider pull-
backs AθP0(v) := C[P0]⊗C[P]A
θ
P(v),AP0(v) := C[P0]⊗C[P]AP(v). Those are quantizations
of Mθp0(v),Mp0(v), where p0 is the vector subspace corresponding to P0 and AP0(v) =
Γ(AθP0(v)).
We also consider homogenized versions. Namely, we take the Rees sheaf DR,~ of DR
(for the filtration by the order of a differential operator) and its reduction AθP(v)~, it
is related to AθP(v) via A
θ
P(v) = A
θ
P,~(v)/(~ − 1). Also consider the global sections
AP(v)~. This is a graded (with positive grading) deformation of C[M(v)] over the space
p⊕ C. Here we consider the grading coming from the action of C× on T ∗R by dilations:
t.(r, α) = (t−1r, t−1α) so that the parameter space p⊕ C is in degree 2.
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2.2.4. Quantized LMN isomorphisms. The LMN isomorphisms discussed in 2.1.3 can be
quantized. This was done in [L5] in a special case (but the construction generalizes in a
straightforward way). In fact, the quantum isomorphisms can be obtained by the same re-
duction in stages construction as before. One either quantizes the steps of that argument
or argues similarly to [L5, 6.4]: for θi > 0, isomorphism (2.3) can be regarded as an isomor-
phism of symplectic schemes X := T ∗R//θk GL(vk),X ′ := T ∗R′//−θk GL(w˜k − vk) over A1
that gives the multiplication by −1 on the base. Here we write R′ for Hom(W˜k, Vk)⊕R. So
(2.3) extends to the isomorphism of the canonical (=even+ C×-equivariant) deformation
quantizations D,D′ of the schemes X ,X ′ that are defined as follows:
D := [DR,~/DR,~Φ
sym
k (sl(vk))|T ∗Rθk−ss]
GL(vk),
D′ := [DR′,~/DR′,~Φ
sym
k (sl(w˜k − vk))|T ∗R′θk−ss ]
GL(w˜k−vk)
For the discussion of canonical and even quantizations and connections between them see
[L5, 2.2,2.3]. The isomorphism does not intertwine the canonical (symmetrized) quantum
comoment maps for the G-actions on D,D′ but rather does the same change as the with
the classical comoment maps, for the definition of a symmetrized quantum comoment
map, see [L5, 5.4].
So we get an isomorphism Aθλ(v)
∼
−→ Aσθσ•λ(σ•v), where the parameter σ•λ is determined
as follows. If instead of Φ(x) = xR we have used the symmetrized quantum comoment
map Φsym(x) arising as the composition of g → sp(T ∗R) and the natural embedding
sp(T ∗R) →֒ A(T ∗R), whereA denotes the Weyl algebra, then, by the previous paragraph,
we would have σ • λ = σλ (compare to [L5, 6.4]). Let ̺(v) be the character of g equal
−1
2
χ∧topR, where χ
∧topR is the character of the action of g on
∧topR. Then Φ(x) −
Φsym(x) = 〈̺(v), x〉. We remark that Φ(x) depends on the orientation of Q (while Φsym(x)
does not) and we have
(2.7) ̺(v)k = −
1
2
(
∑
a,h(a)=k
vt(a) −
∑
a,t(a)=k
vh(a) − wk).
When we change an orientation of Q, the character ̺(v) changes by an element from
ZQ0 . We also would like to point out that the quantum LMN isomorphisms are twisted
T -equivariant in the same way as classical ones that was in Section 2.1.3.
Let us compute si • λ in the case when i is a source so that ρ(v)i =
1
2
w˜i. We have
σ • λ− ̺(σ • v) = σ(λ− ̺(v)) so that si • λ = siλ+ ̺(si • v)− si̺(v) and what we need
to compute is ̺(si • v)− si̺(v). We have ρ(si • v)k = (si̺(v))k when k is different from i
and is not adjacent to i. When k = i, we have (si̺(v))k = −̺(v)k = −̺(σ • v)k. Finally,
let us consider the case when k is adjacent to i, say there are q arrows from i to k. Then
(si̺(v))k = ̺(v)k + q̺(v)i = ̺(v)k +
q
2
w˜i and ̺(si • v)k = ̺(v)k −
q
2
(w˜i − vi − vi). In
particular, we deduce that ̺(si • v)− si̺(v) ∈ ZQ0.
Remark 2.6. One conclusion that will be used below is that ̺(σ • v)− σ̺(v) is integral
and hence σ • λ− λ is integral if and only if σλ− λ is.
An important corollary of Aθλ(v)
∼
−→ Aσθσ•λ(σ•v) is an isomorphism Aλ(v)
∼
−→ Aσ•λ(σ•v).
This is a special case of [BPW, Proposition 3.10], but a more explicit construction above
is useful for our purposes.
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2.2.5. A0λ(v) vs Aλ(v), II. Recall that for a subvariety Y ⊂ V , where V is a vector
space, one can define its asymptotic cone AC(Y ) as Spec(grC[Y ]) ⊂ V , where we take the
filtration on C[Y ] induced by the epimorphism C[V ]։ C[Y ].
A Zariski open subsetP0 ⊂ P will be called asymptotically generic if AC(P\P0) ⊂ psing.
Recall that we write Piso for the set of λ ∈ P such that A0λ(v) → Aλ(v) is an isomor-
phism. The following proposition (to be proved in Section 5.7) should be thought as a
quantum analog of the isomorphism M0λ(v)
∼=Mλ(v) for generic λ.
Proposition 2.7. The subvariety Piso ⊂ P is Zariski open and asymptotically generic.
2.3. Functors. In this subsection we introduce various categories of modules for quantum
Hamiltonian reductions Aλ(v),Aθλ(v) and functors between them.
We consider the categoryD(R) -ModG,λ of all (G, λ)-equivariant modules overD(R) and
its full subcategory D(R) -modG,λ of finitely generated modules. By a (G, λ)-equivariant
D(R)-module one means a weakly G-equivariant module M such that xMm = Φ(x)m−
λ(x)m for all x ∈ g, m ∈ M. Note that, for χ ∈ ZQ0, the categories D(R) -ModG,λ and
D(R) -ModG,λ+χ are equivalent, via M 7→ M ⊗ C−χ : D(R) -Mod
G,λ → D(R) -ModG,λ+χ,
where C−χ is the one-dimensional G-module corresponding to the character −χ.
2.3.1. Hamiltonian reduction functors between abelian categories. Consider the functor
π0λ(v) : D(R) -mod
G,λ → A0λ(v) -mod of taking G-invariants (we also have such functors
for the categories of all modules). It is a quotient functor, it kills precisely the modules
without nonzero G-invariants. It has a left adjoint
π0λ(v)
! : A0λ(v) -mod)→ D(R) -mod
G,λ,
given by taking the tensor product with Qλ := D(R)/D(R){Φ(x)− 〈λ, x〉, x ∈ g} that is
a D(R)-A0λ(v)-bimodule that is (G, λ)-equivariant as a D(R)-module.
Recall that we assume that θ is generic. We have a functor πθλ(v) from DR -Mod
G,λ to
the category ofAθλ(v)-modules: it first microlocalizes aD-module to the θ-semistable locus
and then takes the G-invariants. The modules in the image of this category are quasi-
coherent, see Section 11.1. The image of D(R) -modG,λ consists of coherent modules.
Proposition 2.8. The functor D(R) -ModG,λ → Aθλ(v) -Mod is a quotient functor.
In the case when µ is flat the proof was given in [BPW, Section 5.4] and also announced
in [MN, Proposition 4.9]. Below, in Section 5.7, we will give a proof in general.
2.3.2. Hamiltonian reduction functors between derived categories. Let us proceed to a
derived analogs of πθλ(v), π
0
λ(v) and π
0
λ(v)
!. We can consider the naive derived category
Db(D(R) -ModG,λ) as well as the equivariant derived category DbG,λ(DR -Mod) reviewed
in Section 11.2. Inside we have subcategories Db(D(R) -modG,λ), DbG,λ(D(R) -mod). Also
we can consider the subcategories
Dbθ−uns(DR -Mod
G,λ), DbG,λ,θ−uns(DR -Mod)
of all all objects with (singular) supports of homology contained in (T ∗R)θ−uns.
Note that we have a natural functor Db(DR -Mod
G,λ)→ DbG,λ(DR -Mod). The following
lemma will be proved in Section 11.2.
Lemma 2.9. The induced functor
Db(D(R) -modG,λ)/Dbθ−uns(D(R) -mod
G,λ)→ DbG,λ(D(R) -mod)/D
b
G,λ,θ−uns(D(R) -mod).
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is a category equivalence.
So we can extend the quotient functor πθλ(v) to a quotient functor D
b
G,λ(DR -Mod) ։
Db(Aθλ -Mod).
Let us consider a derived version of π0λ(v). This functor extends toD
b(D(R) -modG,λ)։
Db(A0λ(v) -mod) and we have the derived left adjoint functor Lπ
0
λ(v)
! : Db(A0λ(v) -mod)→
Db(D(R) -modG,λ).
When λ is Zariski generic, we can also lift π0λ(v) to a quotient functorD
−
G,λ(D(R) -mod)։
D−(A0λ(v) -mod). For this, we need the following proposition.
Proposition 2.10. The following is true:
(1) There is a Zariski open asymptotically generic subset PISO ⊂ Piso such that
ToriU(g)(D(R),Cλ) = 0 for all i > 0 and λ ∈ P
ISO.
(2) For λ ∈ PISO, the functor
π0λ(v) := HomDbG,λ(D(R) -mod)(Qλ, •)
maps an objectM to H0(M)
G and is a quotient functor DbG,λ(DR -mod)→ D
b(Aθλ(v) -mod)
with a left adjoint and right inverse functor Lπ0λ(v)
! is given by Qλ ⊗LA0λ(v)
•.
(1) will be proved in Section 5.11 and (2) will be proved in Section 11.2.
2.3.3. Global sections and localization functors. Since RΓ(Aθλ(v)) = Aλ(v), it makes sense
to consider the derived global section functor RΓθλ : D
b(Aθλ(v) -mod) → D
b(Aλ(v) -mod)
and its left adjoint, the derived localization functor,
LLocθλ : A
θ
λ(v)⊗
L
Aλ(v)
• : D−(Aλ(v) -mod)→ D
−(Aθλ(v) -mod).
One can realize RΓθλ as taking the Cˇech complex.
Lemma 2.11. Assume that λ ∈ PISO. Then Aθλ(v)⊗
L
Aλ(v)
• = πθλ(v) ◦ Lπ
0
λ(v)
!.
Proof. The functor Lπ0λ(v)
! is the derived tensor product with Qλ. The functor πλ(v)
is the composition of the three functors: first, the quotient functor D−G,λ(D(R) -mod) ։
D−G,λ(D(R) -mod)/D
−
G,λ(D(R) -mod)θ−uns, second, the identification
DbG,λ(DR -Mod)/D
b
G,λ,θ−uns(DR -Mod)
∼
−→ Db(DR -Mod
G,λ)/Dbθ−uns(DR -Mod
G,λ),
see Lemma 2.9, and, third, the equivalence
Db(DR -Mod
G,λ)/Dbθ−uns(DR -Mod
G,λ)
∼
−→ Db(Aθλ(v) -mod)
that is realized by taking G-invariants. The resulting functor
Db(Aλ(v) -mod)→ D
b(DR -Mod
G,λ)/Dbθ−uns(DR -Mod
G,λ)
is still given by taking the derived tensor product with Qλ followed by applying the equiv-
alence Db(DR -Mod
G,λ)/Dbθ−uns(DR -Mod
G,λ)
∼
−→ Db(Aθλ(v) -mod). From here we deduce
that
πθλ(v) ◦ Lπ
0
λ(v)
! = [Qλ|T ∗Rθ−ss ⊗A0λ(v) (•)]
G = Aθλ(v)⊗
L
A0λ(v)
•.
The final functor is LLocθλ, by its definition. 
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2.3.4. Supports. For M ∈ Aλ(v) -mod we can define the support, SuppM , to be the
support of the coherent sheaf grM with respect to any good filtration. Similarly, we
can define the support of an object in Aθλ(v) -mod. We remark that the support of an
Aθλ(v)-moduleM is a coisotropic subvariety inM
θ(v) by the Gabber involutivity theorem,
[Ga], an easier proof due to Knop can be found in [Gi1, Section 1.2]. If the support of
M ∈ Aθλ(v) -mod is lagrangian, then we call M holonomic.
Let DbY (Aλ(v) -mod) ⊂ D
b(Aλ(v) -mod), Dbρ−1(Y )(A
θ
λ(v) -mod) ⊂ D
b(Aθλ(v) -mod) de-
note the full subcategories consisting of all objects whose homology have support con-
tained in Y, ρ−1(Y ), respectively. It is clear from the construction that RΓθλ maps D
b
ρ−1(Y )
to DbY , while LLoc
θ
λ maps D
−
Y to D
−
ρ−1(Y ). We write D
b
fin instead of D
b
{0}.
2.3.5. Characteristic cycles. Now suppose Y ⊂ Mθ(v) is a C×-stable lagrangian sub-
variety. Recall that to a coherent sheaf M0 on Mθ(v) supported on Y on can assign
its characteristic cycle CC(M0) equal to the following formal linear combination of the
components of Y :
CC(M0) :=
∑
Y ′⊂Y
grkY ′ M0,
where grkY ′ stands for the rank in the generic point of a component Y
′. We can define the
characteristic cycle CC of aAθλ(v)-moduleM supported on Y by CC(M) := CC(grM), this
is easily seen to be well-defined. An alternative definition is given in [BPW, 6.2]. Also M
gives rise to a well-defined class in K0(CohY (Mθ(v))), that of grM . Applying the Chern
character map, we get an element CC′(M) ∈ H∗(Mθ(v),Mθ(v) \ Y ) = HBM∗ (Y ). Then
CC(M) coincides with the projection of CC′(M) to HBMtop (Y ). When Y = ρ
−1(0), we have
HBM∗ (Y ) = H∗(Y ) = H∗(M
θ(v)). The first equality holds because ρ−1(0) is compact, the
second one is true because Mθ(v) is contracted onto ρ−1(0) by the C×-action (induced
by the dilation action on T ∗R).
Proposition 2.12 ([BaGi]). The map CC : K0(Aθλ(v) -modρ−1(0)) → Hmid(M
θ(v)) is
injective.
2.4. Localization theorems. First, let us recall the derived localization theorem for
Aλ(v) due to McGerty and Nevins, [MN].
Proposition 2.13. The functor RΓθλ is an equivalence if and only if the homological
dimension of Aλ(v) is finite. The quasi-inverse functor is given by LLoc
θ
λ.
Let us proceed to an abelian localization theorem, [BPW, Section 5.3]. To state it we
will need to introduce some terminology. By a classical wall for v we mean a hyperplane
of the form {θ|θ ·v′ = 0}, where v′ is as in 2.1.1. So θ is generic if and only if it does not lie
on a classical wall. By a classical chamber we mean the closure of a connected component
of the complement to the union of classical walls in RQ0. Fix a generic stability condition
θ and let C = Cθ be its classical chamber. Let AL(v) denote the set of all (λ, θ) such
that Γθλ : A
θ
λ(v) -mod
∼
−→ Aλ(v) -mod is an equivalence (and then automatically Loc
θ
λ =
Aθλ(v)⊗Aλ(v)• is a quasi-inverse equivalence). In particular, if λ ∈ P
iso and (λ, θ) ∈ AL(v),
then there is a left derived functor Lπθλ(v)
! : Db(Aθλ -mod)→ D
b(D(R) -modG,λ).
Lemma 2.14. The following is true.
(1) Suppose λ ∈ Piso. We have (λ, θ) ∈ AL(v) if and only if the functors πλ(v) and
πθλ(v) are isomorphic.
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(2) For every λ and any χ ∈ ZQ0 ∩ intC there is n0 ∈ Z such that the (λ + nχ, θ) ∈
AL(v) for any n > n0.
Here we write intC for the interior of C.
Proof. Let us prove (1). If πθλ(v), πλ(v) are isomorphic, then (λ, θ) ∈ AL(v), this follows
from Lemma 2.11. We will prove the opposite implication in Section 5.6, the proof will
be independent of the remaining part of Section 2 and Sections 3, 4.
(2) follows from [BPW, Corollary 5.12]. 
2.5. Wall-crossing functors. These functors basically appeared in [BPW, 6.4] under
the name “twisting functors”. For reasons explained below in this subsection, we like the
name “wall-crossing” better.
For χ ∈ ZQ0 , we have an equivalence Tλ,χ : Aθλ(v) -mod
∼
−→ Aθλ+χ(v) -mod given by
tensor product with the bimodule
Aθλ,χ(v) := [Qλ|(T ∗R)θ−ss ]
G,χ.
This bimodule quantizes the line bundle O(χ). We remark that
(2.8) Tλ,χ ◦ π
θ
λ(v) = π
θ
λ+χ(v) ◦ (C−χ ⊗ •).
Now let λ′, λ be such that χ := λ− λ′ ∈ ZQ0 , the algebra Aλ′(v) has finite homological
dimension (and so LLocθλ′ is a derived equivalence), and (λ, θ) ∈ AL(v). We define a
functor WCλ′→λ : D
b(Aλ′(v) -mod)
∼
−→ Db(Aλ(v) -mod) by
(2.9) WCλ′→λ := Γ
θ
λ ◦ Tλ′,χ ◦ LLoc
θ
λ′ .
We remark that this functor is right exact in the sense that Hi(WCλ′→λM) = 0 for
i < 0 and M ∈ Aλ′(v) -mod. If (λ′, θ′) ∈ AL(v), then we can also consider the functor
WCλ′→λ = Tλ′,χ ◦ (RΓθλ′)
−1 ◦ Γθ
′
λ′ : D
b(Aθ
′
λ′(v) -mod)
∼
−→ Db(Aθλ(v) -mod). When (λ
′, θ′) ∈
AL(v), we often write WCθ′→θ instead of WCλ′→λ. We note that under the identifications
Aθλ1(v) -mod
∼
−→ Aθλ(v) -mod,A
θ
λ′1
(v) -mod
∼
−→ Aθλ′(v) -mod with λ1 ∈ λ+Z
Q0, λ′1 ∈ λ
′+ZQ0,
the functorWCθ′→θ is independent of the choice of λ1, λ
′
1 provided (λ1, θ), (λ
′
1, θ
′) ∈ AL(v).
We also can consider the wall-crossing bimodule A(θ)λ′,χ(v) := Γ(A
θ
λ′,χ(v)) (for arbitrary
λ′, χ). Its connection to the corresponding wall-crossing functor is provided by [BPW,
Proposition 6.31].
Lemma 2.15. If (λ, θ) ∈ AL(v), then WCλ′→λ(•) = A
(θ)
λ′,χ(v)⊗
L
Aλ′ (v)
•.
Yet another formula for the wall-crossing functor WCθ′→θ that holds when λ
′ ∈ Piso:
(2.10) WCθ′→θ = π
θ
λ(v) ◦ (Cλ′−λ ⊗ •) ◦ Lπ
θ′
λ′(v)
!.
This formula follows from (2.8),(2.9) and Lemma 2.11. Here we use the isomorphism
πθ
′
λ′(v) = π
0
λ′(v) to produce the functor Lπ
θ′
λ′(v)
!. For us, this formula serves as a motivation
for the name “wall-crossing”: the functor “crosses the walls” separating the stability
conditions θ, θ′.
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2.6. Webster’s functors. In [We], Webster introduced a quantum categorical version
of Nakajima’s construction, [Nak1, Section 10]. In the case when all θk are positive and
for i ∈ Q0 such that λi ∈ Z, he produced functors Fi : Db(Aθλ(v) -mod) ⇆ D
b(Aθλ(v +
ǫi) -mod) : Ei and studied their properties. We will need the construction so we recall it
first.
We start with the simplest possible case when Q is a single vertex without arrows. In
this case, Mθ(v) = T ∗Gr(v, w) and λ has to be an integer.
Consider the incidence subvariety Fl(v, v + 1, w) ⊂ Gr(v, w) × Gr(v + 1, w) and let
π1 : Fl(v, v + 1, w) ։ Gr(v + 1, w), π2 : Fl(v, v + 1, w) ։ Gr(v, w) be the natural pro-
jections. When λ = 0, we can consider the functors F := π1∗π
2∗ : Db(DGr(v,w) -mod) ⇆
Db(DGr(v+1,w) -mod) : E := π
2
∗π
1∗. For a general integral λ, we get functors E, F by
identifying DλGr(•,w) -mod with DGr(•,w) -mod by means of O(λ) ⊗O •. This construction
has several extensions. For example, we get functors
F : Db(DGr(•,w) ⊗DR -mod)⇆ D
b(DGr(•+1,w) ⊗DR -mod) : E
for any vector space R. Also if H is a reductive group equipped with homomorphisms
H → GL(w),GL(R) and λ is a character of h, then we get functors
(2.11) F : DbH,λ(DGr(•,w) ⊗DR -mod)⇆ D
b
H,λ(DGr(•+1,w) ⊗DR -mod) : E
Let us emphasize an important property of E, F . The proof is a part of that for [We,
Theorem 3.1].
Lemma 2.16. The functors (2.11) define a categorical action of the 2-Kac-Moody algebra
U(sl2) on the category
(2.12)
w⊕
v=0
DbH,λ(D
λ
Gr(v,w) ⊗DR -mod).
Moreover, this action factors through a homomorphism ψi of 2-algebras U(sl2) → Q,
where Q, where Q is a “single vertex analog” of the 2-category Qλ introduced in the end
of [We, Section 2]. To define Q, it is enough to restrict to the case λ = 0. The collection
of objects in that category is {0, . . . , w}, and the 1-morphisms from v′ to v are the objects
from
DbH(DGr(v′,w) ⊗DGr(v,w) ⊗DR2)
with homology supported (in the sense of the singular support) on St ×N 0diag, where St
stands for the Steinberg subvariety in T ∗Gr(v, w)× T ∗Gr(v′, w) and N 0diag stands for the
conormal bundle to the diagonal R ⊂ R2. Recall that by the Steinberg subvariety one
means the preimage of the diagonal in gl(w)×gl(w) under the moment map T ∗Gr(v, w)×
T ∗Gr(v′, w)→ gl(w)×gl(w). We remark that Webster’s 2-category has, in a sense, more
1-morphisms but what we have above is sufficient for having ψi. The description of 2-
morphisms in Q is similar to [We, Section 2]. The action of Q on (2.12) (as well as the
tensor structure on Q) is defined via convolution of D-modules.
Now let us proceed to the case of a general quiver. We assume that θk > 0 for all
k ∈ Q0. Let R,G be as in (2.2), θ be the collection of θj with j 6= i and λ have the similar
meaning to θ. We reverse arrows if necessary and assume that i is a source in Q.
Since θi > 0, we have R//
θiGi = Gr(vi, w˜i)×R, where w˜i is defined by (2.1). The group
G acts on Gr(vi, w˜i)× R diagonally, the action on Gr(vi, w˜i) is via a natural action of G
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on W˜i. Then we have
DR//
θi
λi
GL(vi) = D
λi
Gr(vi,w˜i)
⊗DR, A
θ
λ(v) = [D
λi
Gr(vi,w˜i)
⊗DR]//
θ
λG.
Let us write Aθiλi(v) for the former reduction.
The category Aθλ(v) -mod is the quotient of A
θi
λi
(v) -modG,λ by the Serre subcategory of
all modules whose singular support is contained in the image of µ−1(0)θi−ss \ µ−1(0)θ−ss
in T ∗R//θi GL(vi).
As was checked by Webster, [We, Section 4], the functors
F : DbG,λ(A
θi
λi
(v) -mod)⇄ DbG,λ(A
θi
λi
(v + ǫi) -mod) : E
preserve the subcategories of all complexes whose homology are supported on the image
of µ−1(0)θi−ss \µ−1(0)θ−ss in T ∗R//θi GL(vi) (it is important here that all θk are positive).
So they descend to endo-functors of
⊕
vD
b(Aθλ(v)) to be denoted by Ei, Fi. By the
construction, they still define a categorical action of U(sl2).
Let us point out several other important properties of the functors Ei, Fi that are due
to Webster, [We].
Lemma 2.17. The functors Ei, Fi preserve the subcategory⊕
v
Dbρ−1(0)(A
θ
λ(v) -mod) ⊂
⊕
v
Db(Aθλ(v) -mod).
Moreover, for M ∈ Dbρ−1(0)(A
θ
λ(v) -mod), we have CC(EiM) = eiCC(M),CC(FiM) =
fiCC(M), where ei, fi stand for the Nakajima operators.
For the proof, see [We, Corollary 3.4,Proposition 3.5]. In particular, if λ ∈ ZQ0 , we see
that CC : K0(Aθλ(v) -mod)→ Lω is surjective. This completes the proof of Conjecture 1.1
in this case.
3. Proof of lower bound
3.1. Scheme of proof. In this section we will use Webster’s functors and quantized LMN
isomorphisms to prove
Theorem 3.1. The inclusion ImCC ⊃ Laω holds for any Q and λ.
First of all, let us notice that Lω[σω] ⊂ ImCC. This is because, for v with ν = σω,
we have Mθ(v) = {pt} and hence Aλ(v) = C so the only irreducible module is finite
dimensional. What remains to do to establish the inclusion in Theorem 3.1 is to produce,
for each positive real root β with λ · β ∈ Z, endo-functors Eβ, Fβ of
⊕
vD
b(Aθλ(v) -mod)
with the following properties:
(1) Eβ, Fβ preserve
⊕
vD
b
ρ−1(0)(A
θ
λ(v) -mod).
(2) For M ∈ Dbρ−1(0)(A
θ
λ(v) -mod), we have
CC(EβM) = cveβ(M),CC(FβM) = c
′
vfβCC(M),
where eβ, fβ ∈ g(Q) are root vectors of weights β,−β, respectively, and cv, c′v are
nonzero scalars.
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If λi ∈ Z and θk > 0 for all k, Webster’s functors Ei, Fi enjoy both properties. Now,
for an arbitrary positive real root β, there is σ ∈ W (Q) with σβ = αi for some i. Let σ∗
denote the push-forward functor
Aθλ(v) -mod
∼
−→ Aσθσ•λ(σ • v) -mod
for a quantum LMN isomorphism σ : Aθλ(v)
∼
−→ Aσθσ•λ(σ • v). We remark that (σ • λ)i
is integral if and only if λ · β ∈ Z, this follows from Remark 2.6. Let θ+ be a stability
condition with all entries positive. Replacing λ with λ+ χ with χ ∈ ZQ0, we can assume
that the homological dimensions of Aλ(v),Aλ(v + β) are finite. Indeed (λ + nθ+, θ+) ∈
AL(v) ∩ AL(v + β) for n ≫ 0, by Lemma 2.14. Hence Aσ•λ(σ • v),Aσ•λ(σ • v + ǫi) also
have finite homological dimension.
We identify Db(Aσθσ•λ(σ•v) -mod) with D
b(Aθ
+
σ•λ(σ•v) -mod) using LLoc
θ+
σ•λ ◦RΓ
σθ
σ•λ and
also identify Db(Aσθσ•λ(σ • v+ ǫi) -mod) with D
b(Aθ
+
σ•λ(σ • v+ ǫi) -mod) in a similar fashion.
So we get functors
Fi : D
b(Aσθσ•λ(σ • v) -mod)⇄ D
b(Aσθσ•λ(σ • v + ǫi) -mod) : Ei
Then we can put Eβ := σ
−1
∗ Eiσ∗, Fβ := σ
−1
∗ Fiσ∗ if σβ = α
i.
It is clear that Eβ, Fβ satisfy (1). However, checking (2) is tricky. Since the homologies
of allMθ(v), for generic θ, are identified (see 2.1.8), the LMN isomorphisms give rise to a
W (Q)-action on Lω. We also have an action of a suitable extension (by a 2-torsion group)
of W (Q) on Lω coming from the g(Q)-action. If we knew that on each weight space the
two actions coincide up to a sign, then we would have σ−1∗ CC(Eβ)σ∗ = cveσ−1(αi) = cveβ
and similarly for F ’s. So we need to establish the coincidence of the two group actions.
Of course, it is enough to check the equality for simple reflections, si.
We will check that rather indirectly: on a categorical level. Namely, assume that θk > 0
for all k and λi is integral. Recall that the functors Ei, Fi give rise to a categorical sl2-
action and hence produce derived equivalences (convolutions with Rickard complexes)
Θi : D
b(Aθλ(v) -mod)
∼
−→ Db(Aθλ(si • v) -mod). On the other hand, suppose that (λ, θ) ∈
AL(s·v) (and hence (si •λ, siθ) ∈ AL(v)). Then we can consider the wall-crossing functor
WCλ→si•λ : D
b(Aθλ(v) -mod)
∼
−→ Db(Asiθsi•λ(v) -mod).
Theorem 3.2. Assume that (λ, θ) ∈ AL(v), λi ∈ Z>0 and θk > 0 for all k ∈ Q0. Then
we have an isomorphism of functors Θi = si∗ ◦WCλ→si•λ.
In Section 6 we will need a slight ramification of this claim.
We are going to use Theorem 3.2 to show that CC(Eβ) acts as ±eβ on ImCCv and that
CC(Fβ) acts as ±fβ on ImCCv+ǫi. For this we need to check that CC(Θi) acts by ImCCv
by ±sk (by si we denote an operator on Lω induced by the g(Q)-action, it is defined up to
a sign). This is clear when we use the stability condition θ+ but not straightforward for
σθ. On the other hand, we need to show that CC(si∗ ◦WCλ→si•λ) coincides with si∗ (the
operator of the W (Q)-action on the middle homology). Both claims follow from the next
proposition. Let us write CCλθ for the characteristic cycle map defined using the stability
condition θ.
Proposition 3.3. If the homological dimension of Aλ(v) is finite, then the map CC
λ
θ :
K0(Aλ(v) -modfin) → Lω[ν] is independent of θ. For M ∈ Dbρ−1(0)(A
θ′
λ′(v) -mod) we have
CC(M) = CC(WCλ′→λM).
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We will deduce the coincidence of the actions from Theorem 3.2 and Proposition 3.3
Also Theorem 3.2 that can be regarded as a formula for WCλ→si•λ will play an important
role in Section 6. In particular, this theorem, together with properties of categorical
actions, will be used to prove the inclusion ImCC ⊂ Laω for Q of finite type.
We prove Proposition 3.3 in Section 3.2 and Theorem 3.2 in Section 3.3. We complete
the proof of Theorem 3.1 in Section 3.4.
3.2. Wall-crossing vs CC. In this section, we prove Proposition 3.3. What we need to
show is that, forM ∈ Aλ(v) -modfin, the characteristic cycle of LLoc
θ
λ(M) is independent
of θ.
We will use Proposition 10.5 from Section 10.4 and also the notation from there. Set
A˜ := End(Pθ)opp, A˜p := End(Pθp )
opp, these algebras are independent of θ. Deform Pθp to
a left AθP(v)~-module P
θ
P,~. Let A˜
θ
P,~(v) be the sheaf of endomorphisms of P
θ
P,~ with the
opposite multiplication.
The restriction of PθP,~ to Mp(v)
reg is independent of θ thanks to (3) of Proposition
10.5. It follows that PP,~ := Γ(PθP,~) and A˜p,~(v) := End(P
θ
P,~)
opp are independent of θ.
Let A˜λ(v), A˜θλ(v),Pλ,P
θ
λ be the specializations to λ ∈ P, ~ = 1.
Similarly to [GL, Section 5], the functor RΓ˜θλ := RHom(P
θ
λ, •) : D
b(Aθλ(v) -mod) →
Db(A˜λ(v) -mod) is a derived equivalence with inverse LL˜oc
θ
λ := P
θ
λ(v) ⊗
L
A˜λ(v)
•. Finally,
let us write pλ for the functor Pλ ⊗LAλ(v) • : D
−(Aλ(v) -mod) → D−(A˜λ(v) -mod). It
follows that
(3.1) LL˜oc
θ
λ ◦ pλ = LLoc
θ
λ .
In particular, pλ is a derived equivalence if and only if Aλ(v) has finite homological
dimension.
We can also consider the universal version
LL˜oc
θ
P,~ : D
b(A˜P(v)~ -mod)→ D
b(AθP,~(v) -mod).
The functors LL˜oc
θ
λ are obtained from LL˜oc
θ
P,~ by specializing to λ ∈ P and ~ = 1.
Thanks to (3.1), it is enough to prove that CC(LL˜oc
θ
λM) is independent of θ for
M ∈ A˜λ(v) -modfin. We remark that the characteristic cycle of LL˜oc
θ
λM coincides with
that for LL˜oc
θ
0,0(grM) (where we take gr with respect to any filtration on M , the corre-
sponding class in K0(A˜ -mod) is independent of the filtration). So it is enough to show
the characteristic cycle of LL˜oc
θ
0,0(grM) is independent of θ for any M ∈ A˜ -modfin.
Consider the map locθ : K0(A˜ -modfin) → K0(Coh(ρ
−1(0)) produced by the localization
functor LL˜oc
θ
0,0 : D
b(A˜ -modfin)→ D
b(Cohρ−1(0)M
θ(v)). Also we can consider the Chern
character map chθ : K0(Coh(ρ
−1(0)))→ H∗(ρ−1(0)). The characteristic cycle is obtained
as the projection of the Chern character to the top homology. So it is enough to show
that chθ ◦ locθ : K0(A˜ -modfin)→ H∗(ρ
−1(0)) is independent of θ.
Let Pθi , i = 1, . . . , k, be the indecomposable summands of P
θ so that Pθ =
⊕
i P
θ
i ⊗Ui,
where Ui is the multiplicity space. Pick an indecomposable idempotent e
θ
i ∈ A˜ project-
ing to some copy of Pθi . Because of the identification of the endomorphism algebras for
different stability conditions θ, we can rearrange the indexes, and assume that eθi is inde-
pendent of θ. The modules A˜ei, i = 1, . . . , k are precisely the indecomposable projective
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A˜-modules. We can uniquely lift ei to A˜p(v). Over the Zariski open subset of regular
parameters p in p, the functor LL˜oc
θ
p,0 is independent of θ because M
θ
p(v) = Mp(v)
provided p is regular. So the bundles Pθi = LL˜oc
θ
0,0(A˜ei) admit deformations to Mp(v)
(with generic p) that are independent of θ. Similarly to the previous paragraph, we have
maps locθ : K0(A˜ -proj) → K0(Coh(M
θ(v))) and chθ : K0(Coh(M
θ(v))) → H∗(Mθ(v)).
Thanks to the identification of the cohomology groups that we use, see 2.1.8, we get that
chθ ◦ locθ : K0(A˜ -mod)→ H∗(Mθ(v)) is independent of θ.
Consider the Ext pairings
〈·, ·〉 : K0(A˜ -mod)×K0(A˜ -modfin)→ C,
〈·, ·〉θ : K0(CohM
θ(v))×K0(Coh ρ
−1(0))→ C
and the natural pairing (·, ·) : H∗(Mθ(v)) × H∗(ρ−1(0)) → C. Since loc
θ is induced by
a category equivalence, it intertwines 〈·, ·〉 and 〈·, ·〉θ. Also, it is a standard consequence
of the Riemann-Roch theorem that 〈P,M〉θ = (Td · chP, chM), where Td is the Todd
class. The Todd class is a topological invariant and so is independent of θ. Since the
pairing (·, ·) is perfect (and is independent of θ) it suffices to show that the Chern class
map chθ : K0(CohMθ(v))→ H∗(Mθ(v)) is surjective. This follows from [Ka1, Corollary
1.10].
So Proposition 3.3 is now proved.
3.3. Wall-crossing vs Rickard complexes. In this subsection we prove Theorem 3.2.
Our proof follows the scheme of construction of Ei, Fi: we first deal essentially with the
case of a quiver with a single vertex and no loops and then reduce the proof to that case.
We will use the notation of Section 2.6 and of 2.1.3. Recall that we assume that θk > 0
for all k and λi ∈ Z>0.
Consider the quotient functors
πθi(v) : D(R) -modG,λ ։ DλiGr(vi,w˜i) ⊗DR -mod
G,λ,
πθ(v) : DλiGr(vi,w˜i) ⊗DR -mod
G,λ
։ Aθλ(v) -mod .
so that πθλ(v) = π
θ(v) ◦ πθi(v) (below we will omit the subscript). Recall, 2.3.2, that
the functor πθ(v) extends to a quotient functor DbG,λ(D(R) -mod)→ D
b(Aθλ(v) -mod) still
denoted by πθ(v). For completely similar reasons, we get quotient functors
πθi(v) : DbG,λ(D(R) -mod)։ D
b
G,λ(D
λi
Gr(vi,w˜i)
⊗DR -mod),
πθ(v) : DbG,λ(D
λi
Gr(vi,w˜i)
⊗DR -mod)։ A
θ
λ(v) -mod .
such that πθ(v) still decomposes as πθ(v) ◦ πθi(v). Assuming that λ ∈ PISO and (λ, θ) ∈
AL(v), the functor πθ(v) admits a left adjoint functor Lπθ(v)!. Under the same assump-
tions, πθ(v) admits a derived left adjoint functor Lπθ(v)!. Further, possibly after replacing
λ with λ + kθ for k > 0 we may assume, in addition, that πθi(v) admits a derived left
adjoint Lπθi(v)!. So we have Lπθ(v)! = Lπθi(v)! ◦ Lπθ(v)!.
Now consider the functor
WCiλ→si•λ : D
b
G,λ(A
θi
λi
(v) -mod)→ DbG,si•λ(A
−θi
(si•λ)i
-mod)
that is the composition of
WCλi→(si•λ)i : D
b
G,λ(A
θi
λi
(v) -mod)→ DbG,λ(A
−θi
(si•λ)i
-mod)
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and an equivalence
DbG,λ(A
−θi
(si•λ)i
-mod)
∼
−→ DbG,si•λ(A
−θi
(si•λ)i
-mod)
(an integral change of the twisted equivariance condition).
We have (λ, θ) ∈ AL(v) by our assumptions. Also (λi, θi) ∈ AL(vi) because λi, θi > 0.
These two observations imply (si • λ, siθ) ∈ AL(si • v) and ((si • λ)i,−θi) ∈ AL(w˜i − vi).
So we have
(3.2) WCλ→si•λ = π
si•θ(v) ◦WCiλ→si•λ ◦ Lπ
θ(v)!.
This follows from the next four equalities
WCiλ→si•λ = π
−θi(v) ◦ (Csi•λ−λ ⊗ •) ◦ Lπ
θi(v)!,
WCλ→si•λ = π
siθ(v) ◦ (Csi•λ−λ ⊗ •) ◦ Lπ
θ(v)!,
πsiθ(v) = πsiθ(v) ◦ π−θi(v),
Lπθ(v)! = Lπθi(v)! ◦ Lπθ(v)!.
The first two equalities follow from Lemma 2.11 and the last two were discussed earlier
in this section.
Tracking the construction of the LMN isomorphisms, see Sections 2.1.3 and 2.2.4, we
see that
(3.3) si∗ ◦ π
σiθ(v) = πθ(si • v) ◦ s˜i∗,
where we write s˜i∗ for the equivalence
A−θi(si•λ)i(v) -mod
G,si•λ ∼−→ Aθiλi(si • v) -mod
G,λ
that comes from the quantum LMN isomorphism A−θi(si•λ)i(v)
∼
−→ Aθiλi(v). Here we set
A−θi(si•λ)i(v) := DR//
−θi
(si•λ)i
GL(vi), while A
θi
λi
(si • v) is an analogous reduction. Combining
(3.2) with (3.3), we get
si∗ ◦WCλ→si•λ = π
θ(si • v) ◦ (s˜i∗ ◦WC
i
λ→si•λ
) ◦ Lπθ(v)!.(3.4)
Recall that Webster’s functors E, F give rise to an action, say α, of the 2-category
U(sl2) on the category
(3.5)
w˜i⊕
vi=0
DbG,λ(D
λ
Gr(vi,w˜i)
⊗DR -mod).
Consider Rickard complexes of Chuang and Rouquier, [CR, Section 6], these are 1-
morphisms in U(sl2). Those are the following complexes
Θd = . . .→ E(2)F (d+2) → EF (d+1) → F (d)
Θ−d = . . .→ E(d+2)F (2) → E(d+1)F → E(d)
where d is a nonnegative integer of the same parity as w˜i. We also have the complexes
Θ′d, where the roles of E and F are interchanged. Since we have an action of U(sl2) on
(3.5), we get endofunctors α(Θd), α(Θ′d) of (3.5).
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Proposition 3.4. The functor
α(Θd) : DbG,λ(D
λi
Gr(vi,w˜i)
⊗DR -mod)→ D
b
G,λ(D
λi
Gr(w˜i−vi,w˜i)
⊗DR -mod),
where d = w˜i − 2vi, coincides with s˜i∗ ◦ WC
i
λ→si•λ
. Similarly, we have α(Θ′d) = s˜i∗ ◦
WCisi•λ→λ.
Proof. We will only consider Θ, the claim for Θ′ is analogous.
The statement will be deduced from a result of [CDK] which provides an isomorphism
I ∼= α(Θd) between two equivalences I, α(Θd) : Db(DGr(k,n) -mod)
∼
−→ Db(DGr(n−k,n) -mod)
(also for the GLn-equivariant categories), where d = n−2k. Here I is the Radon transform
functor given by I : M 7→ pr2∗ pr
∗
1(M), where pr1 : U → Gr(k, n) are pr2 : U →
Gr(n − k, n) are the two projections and U ⊂ Gr(k, n) × Gr(n − k, n) is the open GLn
orbit.
The image of Θd inDb(DGr(k,n)×Gr(n−k,n) -mod) (under a homomorphism ψ of 2-categories
that is completely analogous to ψi considered in Section 2.6) is shown in [CDK] to
be isomorphic to the complex j∗(O) of D-modules, where j is the embedding U →
Gr(k, n)×Gr(n− k, n). The same is true for the GLn-equivariant derived category.
It remains to show how this statement implies the proposition. Clearly, ψi(Θ
d) is
identified with ψ(Θd)⊠δR∗(O), where we used the obvious identification
(
Gr(vi, w˜i)×R
)
×(
Gr(w˜i − vi, w˜i)×R
)
= Gr(vi, w˜i)×Gr(w˜i−vi, w˜i)×R
2
. Here δR : R→ R
2
is the diagonal
embedding. Since ψi(Θ
d) ∼= j∗(O)⊠ δR∗(O), to complete the proof it is enough to notice
that s˜i∗ ◦WC
i
λ→si•λ
is given by the convolution with j∗(O)⊠ δR(O) (in the G-equivaraint
derived category). This is proved similarly to [BB2, Theorem 12]. 
Let us complete the proof of Theorem 3.2. We have endofunctors Θi,Θ
′
i of
⊕
vD
b(Aθλ(v) -mod),
induced by α(Θ), α(Θ′). In particular,
(3.6) Θi = π
θ(si • v) ◦ α(Θ) ◦ Lπ
θ(v)∗.
Thanks to (3.6) and (3.4), we see that Theorem 3.2 follows from Proposition 3.4.
3.4. Proof of Theorem 3.1. We need to check that on Lω[ν] we have sk∗ = sk. Here sk
denotes the operator obtained by a construction similar to Θ (but with ei, fi instead of
Ei, Fi) and sk∗ stands for operator arising from the LMN isomorphism. Choose integral
λ such that (λ, θ) ∈ AL(v). In this case, ImCC = Lω, thanks to Webster’s functors.
Theorem 3.2 and Proposition 3.3 imply that sk∗ = sk.
4. Dimension of support via long wall-crossing functor
4.1. Discussion. Now we start proving the inclusion ImCC ⊂ Laω. Our first goal is to
characterize the dimension of support of a simple Aλ(v)-module in terms of a functor. It
turns out that the functor we need is a “long wall-crossing functor”. Let λ, θ be such that
(λ + kθ, θ) ∈ AL(v) for any k ∈ Z>0. Thanks to Lemma 2.14, we can find λ− ∈ λ + ZQ0
such that (λ−− kθ,−θ) ∈ AL(v) for any k > 0. By a long wall-crossing functor we mean
WCλ→λ− : D
b(Aλ(v) -mod)
∼
−→ Db(Aλ−(v) -mod).
Now let us introduce a nice class of Aλ(v)-modules. By a holonomic Aλ(v)-module we
mean a module M such that ρ−1(Supp(M)) is an isotropic subvariety in Mθ(v). By [L9,
Appendix], this is equivalent to the claim that the intersection of Supp(M) with every
symplectic leaf in M(v) is isotropic in the leaf. So the class of holonomic modules does
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not depend on the choice of θ. We note that all homology of LLocθλM are holonomic
Aθλ(v)-modules because they are supported on ρ
−1(Supp(M)).
The following is the main result of this section that is inspired by the similar result on
the BGG category O, see [BFO, Proposition 4.7].
Proposition 4.1. Let M be a holonomic Aλ(v)-module. Then
(1) Hi(WCλ→λ−M) is 0 if i <
1
2
dimMθ(v)− dimSuppM or i > 1
2
dimMθ(v) and is
nonzero for i = 1
2
dimMθ(v)− dimSuppM .
(2) Moreover, WCλ→λ−[−
1
2
dimMθ(v)] is an abelian equivalence Aλ(v) -modfin
∼
−→
Aλ−(v) -modfin.
To prove Proposition 4.1 we compare the functorWCλ→λ− with the homological duality
functor. We provide the necessary information on the latter in Section 4.2 and then prove
Proposition 4.1 in Section 4.3.
4.2. Homological duality. By homological duality functors we mean the functors
D : Db(Aλ(v) -mod)
∼
−→ Db(Aλ(v)
opp -mod)opp,
D−θ : Db(A−θλ (v) -mod)
∼
−→ Db(A−θλ (v)
opp -mod)opp
given by
RHomAλ(v)(•,Aλ(v))[−N ],RHomA−θλ (v)
(•,A−θλ (v))[−N ],
where N := 1
2
dimMθ(v). Since RΓ−θλ is a derived equivalence mapping A
θ
λ(v) to Aλ(v),
the following diagram is commutative.
Db(Aλ(v) -mod)
Db(A−θλ (v) -mod)
Db(Aλ(v)
opp -mod)opp
Db(A−θλ (v)
opp -mod)opp
✲D
✲D−θ
❄
RΓ−θλ
❄
RΓ−θλ,opp
Here RΓ−θλ,opp stands for the derived global section functor for right modules.
Lemma 4.2. The functor D−θ gives a contravariant abelian equivalence between the cat-
egories of holonomic A−θλ (v)- and A
−θ
λ (v)
opp-modules.
Proof. The claim boils down to checking that if N is a holonomic A−θλ (v)-module, then
Exti(N ,A−θλ (v)) = 0 whenever i 6= N . By the standard commutative algebra, we see
that Exti(grN ,OM−θ(v)) 6= 0 implies i > N . Moreover, if i > N , then the support of
Exti(grN ,OM−θ(v)) has dimension < N . The space Ext
i(N ,A−θλ (v)) has a natural filtra-
tion with gr Exti(N ,A−θλ (v)) →֒ Ext
i(grN ,OM−θ(v)). Since the filtration is separated, we
see that Exti(N ,A−θλ (v)) = 0 for i < N and dimSupp Ext
i(N ,A−θλ (v)) < N for i > N .
Since the support of any A−θλ (v)
opp-module is coisotropic, see Section 2.3, it cannot have
dimension less than N and we are done. 
Now consider the functor D for the categories of Aλ(v)-modules.
Lemma 4.3. Let N be a simple holonomic Aλ(v)-module. Then the following is true
(1) H i(DN ) = 0 for i < N − dimSuppN or i > N .
(2) H i(DN ) is a nonzero module with support of dimension dimSuppN when i =
N − dimSuppN .
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Proof. Let us prove (1). The case i < codimSuppN −N is done similarly to the proof of
Lemma 4.2 using the fact that C[Mθ(v)] is Cohen-Macaulay (as the algebra of functions
on any symplectic resolution) and [Ei, Proposition 18.4]. To deal with the case of i > N
we notice that the homological dimension of Aλ(v) coincides with that of Aθλ(v) because
Γθλ is an abelian equivalence. The homological dimension of A
θ
λ(v) does not exceed that
of CohMθ(v) that equals 2N = dimMθ(v). This completes the i > N case.
Let us prove (2). We have dim SuppExti(grN ,C[M(v)]) < N − dimSuppN for i >
2N − dimSuppN . As in the proof of Lemma 4.2, it follows that dim SuppH i(DN ) <
N −dim SuppN for i > N −dim SuppN . Since D2 = id, the inequality H i(DN ) 6= 0 for
i = N − dimSuppN . 
Now we note that we have an isomorphism A−θλ (v)
opp = A−θλ∗ (v) (the equality of quanti-
zations ofM−θ(v)). Here λ∗ := 2̺(v)−λ. This follows, for example, from [L5, Proposition
5.4.4]. So in the above constructions, we can replace A−θλ (v)
opp with A−θλ∗ (v) and Aλ(v)
opp
with Aλ∗(v).
4.3. Proof of Proposition 4.1. Thanks to Lemma 2.14, replacing λ with λ + kθ for
k ≫ 0, we may assume that (λ∗,−θ) ∈ AL(v). Now we have the following commutative
diagram.
Db(Aλ(v))
Db(A−θλ (v))
Db(Aλ∗(v))opp
Db(A−θλ∗ (v))
opp
✲D
✲D
−θ
❄
RΓ−θλ
❄
RΓ−θλ∗
Db(Aλ−(v))
Db(A−θλ−(v))
✛ WCλ→λ−
✛ Tλ,λ−−λ
❄
RΓ−θ
λ−
The functor RΓ−θλ− ◦ Tλ,λ−−λ is an abelian equivalence A
−θ
λ (v) -mod
∼
−→ Aλ−(v) -mod.
Take Y ⊂ M(v) such that ρ−1(Y ) is isotropic (e.g. Y = {0}) so that any object
in A−θλ (v)modρ−1(Y ) is holonomic. The functor RΓ
−θ
λ∗ ◦ D
−θ intertwines the standard
t-structures on Dbρ−1(Y )(A
−θ
λ (v)), D
b
Y (Aλ∗(v)). So we see that the pull-backs of the t-
structures on DbY (Aλ∗(v)) and on D
b
ρ−1(Y )(A
−θ
λ−(v)) to D
b
Y (Aλ(v)) coincide (with the push-
forward of the t-structure on Dbρ−1(Y )(A
−θ
λ (v))).
Let us prove (1). Thanks to Lemmas 4.2,4.3, the functorD homologically shifts a simple
M by N − dimSuppM . Part (1) now follows from the coincidence of the t-structures on
DbY (Aλ(v)) established in the previous paragraph.
Let us prove part (2). The functorWCλ→λ− restricts to a derived equivalenceD
b
fin(Aλ(v) -mod)→
Dbfin(Aλ(v) -mod). By Lemma 4.3, for a finite dimensional module M , the only nonzero
homology of WCλ→λ−M is HN . We are done.
Remark 4.4. LetAλ(v) -modhol denote the category of strongly holonomicAλ(v)-modules.
Equip Aλ(v) -modhol with a filtration by the dimension of support: let Aλ(v) -mod
6i
hol con-
sist of all modules whose dimension of support does not exceed i. The functor WCλ→λ−
sends an object ofAλ(v) -mod
6i
hol to a complex whose homology are in Aλ−(v) -mod
6i
hol. The
argument of the proof of Proposition 4.1 implies that the functor Hi(WCλ→λ−•) gives rise
to an equivalence Aλ(v) -mod
6i
hol /Aλ(v) -mod
6i−1
hol
∼
−→ Aλ−(v) -mod
6i
hol /Aλ−(v) -mod
6i−1
hol .
In particular, WCλ→λ− is a perverse equivalence D
b
hol(Aλ(v) -mod)→ D
b
hol(Aλ−(v) -mod)
in the sense of Rouquier. Here we write Dbhol(Aλ(v) -mod) for the full subcategory in
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Dbhol(Aλ(v) -mod) consisting of all objects with holonomic homology. See Section 7.1 be-
low for a precise definition of a perverse equivalence in the case of derived categories (the
general case of triangulated categories is completely analogous). We do not need this
result in the rest of the paper so we do not provide details.
5. Harish-Chandra bimodules
5.1. Discussion. In Section 4, we have seen that we can recover the dimension of the
support of a holonomic Aλ(v)-module using the long wall-crossing functor. Unfortunately,
that wall-crossing functor is difficult to study directly, as it crosses many walls. One
expects that a “short” functor WCλ→λ′ crossing a single wall is easier to study. We will
study those short functors in the two sections to follow, while this section is preparatory.
Here we also prove a number of results that have appeared in Section 2 without proofs:
Propositions 2.7,2.8, (1) of Lemma 2.14 and (1) of Proposition 2.10.
According to [BPW, Theorem 6.33], the long wall-crossing functor decomposes into a
composition of short wall-crossing functors. Roughly speaking, one should understand
how the short functors homologically shift the simples and then add the shifts to get the
total shift under WCλ→λ−. Of course, this does not work as stated, for example, because
even if N ∈ Aλ(v) -mod is simple, then WCλ→λ′N does not even need to be an object.
But, as we will see below, an elaboration of that naive idea works, at least in some cases.
There is a more precise reason why the short wall-crossing functors should be easier to
study than the long one. Let α ∈ CQ0 be an equation defining the wall between neighbor
chambers C and C ′ (in particular, α is a nonzero multiple a root for g(Q); we assume
that α is a root). We can vary λ leaving 〈α, λ〉 fixed. So we get functors WCλˆ→λˆ′ for
λˆ ∈ λ+kerα, λˆ′− λˆ = λ′− λ. We could hope that these functors depend continuously in
some sense on λˆ at least when λˆ is in a neighborhood of λ. Also the category of Aλˆ(v)-
modules should be easier than that of Aλ(v)-modules when λˆ is generic on the hyperplane.
So we could hope to get some information on WCλˆ→λˆ′ and use it to study WCλ→λ′ .
Let us try to formalize the discussion in the previous paragraph. Recall, Lemma 2.15,
that the functor WCλ→λ+χ is the derived tensor product with the bimodule
A(θ
′)
λ,χ(v) := Γ
(
[Qλ|(T ∗R)θ−ss ]
G,χ
)
,
where (λ + χ, θ′) ∈ AL(v) and, recall, Qλ := D(R)/D(R){Φ(x) − 〈λ, x〉, x ∈ g}. Of
course, we can choose any λ in the definition, and so the functors A(θ
′)
λ,χ(v) ⊗
L
Aλ(v)
• do
form a family. Also, for λˆ in a neighborhood of λ, the functors are still wall-crossing
meaning that (λˆ+ χ, θ′) ∈ AL(v) (we do not check this explicitly).
The bimodules A(θ
′)
λ,χ(v) are Harish-Chandra (we abbreviate this as HC). The notion
of Harish-Chandra bimodules first appears in the representation theory of universal en-
veloping algebras of semisimple Lie algebras, but it also makes sense for arbitrary almost
commutative filtered algebras, see [L2, Gi2, L4, BPW]. We will recall the definition
and some basic properties in Section 5.2. In Section 5.3 we will consider families of
Harish-Chandra bimodules or, more precisely, Harish-Chandra bimodules over algebras
like [D(R)/D(R)Φ([g, g])]G. A basic but extremely important property is the generic free-
ness, Lemma 5.7. This lemma is our basic tool to pass (in the notation above) from λˆ to
λ. In Sections 5.4-5.6 we will study restriction functors for HC bimodules that appeared
in [L2, L4] in other special cases. Namely, the bimodules can be restricted to suitably
understood slices in the algebras Aλ(v). The functors will be constructed in Section 5.4,
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their properties will be studied in Section 5.5 and some applications will be provided in
5.6.
In Section 5.7 we will study translation bimodules A(θ
′)
λ,χ(v) and their close relatives
A0λ,χ(v) in more detail. Section 5.8 recalls some results on the restriction functor in the
case of Symplectic reflection algebras from [L4]. We will use the generic freeness and
the restriction functors in Section 5.9 to investigate the question of when the bimodule
A0λ,χ(v) defines a Morita equivalence between Aλ(v) -mod and Aλ+χ(v) -mod. We will get
a pretty weak version of the answer: the Morita equivalence fails on certain hyperplanes
and on some Zariski closed subvarieties of codimension bigger than 1. We determine the
hyperplanes explicitly when Q is of finite type and when Q is affine, v = nδ, and w = ǫ0.
We will derive some corollaries of this result in Section 5.10. For example, we slightly
improve the localization theorem from [BPW], we also show that a wall-crossing functor
WCλ→λ′ is an equivalence provided 〈λ, kα〉 is not integral for any k such that kα is a root
with kα 6 v.
5.2. Harish-Chandra bimodules. Let us start with a general definition of a Harish-
Chandra bimodule, compare with [L2, Gi2, L4, BPW]. Let A =
⋃
i60A
6i,A′ =
⋃
i=0A
′6i
be Z>0-filtered algebras such that and the graded Poisson algebras grA, grA′ are identified
with graded Poisson quotients of the same finitely generated commutative graded Poisson
algebra A. Below we will always consider graded Poisson algebras, where the bracket has
degree −1.
By a Harish-Chandra (HC) A′-A-bimodule we mean a bimodule B that can be equipped
with a bimodule Z-filtration bounded from below, B =
⋃
i B
6i, such that grB is a finitely
generated A-module (meaning, in particular, that the left and the right actions of A
coincide). Such a filtration on B is called good. We remark that every HC bimodule is
finitely generated both as a left and as a right module. We also remark that, although
grB does depend on the choice of a filtration on B, the support of grB in Spec(A) depends
only on B, this support is called the associated variety of B and is denoted by V(B). We
remark that V(B) is always a Poisson subvariety of Spec(A).
By a homomorphism of HC bimodules we mean a bimodule homomorphism. Given a
homomorphism ϕ : B → B′ we can find good filtrations B =
⋃
i B
6i and B′ =
⋃
i B
′6i with
ϕ(B6i) ⊂ B′6i for all i. Indeed, if grB is generated by homogeneous elements of degree
up to d then we can use any good filtration on B′ such that ϕ(B6d) ⊂ B′6d.
Starting from A, we can form the Rees algebra A~ :=
⊕
iA
6i~i that is graded with
deg ~ = 1.
We can introduce a notion of a Harish-Chandra A′~-A~-bimodule: those are finitely
generated graded A′~-A~-bimodules B~ with a
′m − ma ⊂ ~B~ (for a, a′ such that a +
~A~, a′ + ~A′~ are the images of a single element a˜ ∈ A) that are free over C[~]. To pass
from HC A~-bimodules to HC A-bimodules with a fixed good filtration, one mods out
~− 1. To get back, one takes the Rees bimodule.
We can also consider the corresponding derived category: D−HC(A
′ -A -bimod) con-
sisting of all complexes of A′-A-bimodules whose homology are Harish-Chandra. Sim-
ilarly to [BPW, Proposition 6.3], the subcategories with HC homology are closed with
respect to ⊗LA′ : D
−(A′′ -A′ -bimod) × D−(A′ -A -bimod) → D−(A′′ -A -bimod). The
same argument implies that RHomA sends D
−
HC(A -A
′ -bimod)×D+HC(A -A
′′ -bimod) to
D+HC(A
′ -A′′ -bimod).
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We will take A = A0λ(v),A
′ = A0λ′(v) or sometimes A = Aλ(v),A
′ = Aλ′(v) (the
filtration on A is induced from the differential operator filtration on D(R)). In the
first case, we take A := C[M00(v)] (where we consider M
0
0(v) with its natural scheme
structure), in the second case put A := C[M(v)] so that grA = grA′ = A.
An example of a HC bimodule of interest for us is the Aλ+χ(v)-Aλ(v)-bimodule A
(θ)
λ,χ(v).
That it is HC was demonstrated in [BPW, Section 6.3] but we want to sketch a proof.
Namely, recall that Aθλ,χ(v) is obtained by quantizing the line bundle O(χ). Consider
the Rees bimodule Aθλ,χ(v)~ that is a deformation of O(χ). Then Γ(A
θ
λ,χ(v)~) is the
Rees bimodule for A(θ)λ,χ(v). But Γ(A
θ
λ,χ(v)~)/(~) embeds into Γ(O(χ)), the latter is a
C[Mθ(v)]-module rather than just a bimodule. This completes the proof.
Note that A(θ)λ,χ(v) is HC also when viewed as an A
0
λ+χ(v)-A
0
λ(v)-bimodule.
Lemma 5.1. A long wall-crossing Aλ−(v)-Aλ(v)-bimodule A
(−θ)
λ→λ−(v) is simple.
Proof. The HC bimodule A−θλ→λ−(v) is simple because its rank equals 1. The categories
HC(A−θλ−(v)-A
−θ
λ (v)) and HC(Aλ−(v)-Aλ(v)) of Harish-Chandra bimodules are equivalent,
see [BPW, Corollary 6.6]. 
Remark 5.2. We can consider A(θ)λ→λ− as a A
opp
λ -A
opp
λ− -bimodule. It is straightforward to
see that it is still a long wall-crossing bimodule.
Similarly, we can consider the A0λ+χ(v)-A
0
λ(v) bimodule A
0
λ,χ(v) = Q
G,χ
λ . This bimodule
is HC, the filtration on A0λ,χ(v) induced from the filtration on D(R) by the order of a
differential operator is good.
We have a natural bimodule homomorphism
(5.1) A0λ,χ(v)→ A
(θ)
λ,χ(v)
induced by the restriction map Qλ → Qλ|T ∗Rθ−ss . A priori, (5.1) is neither injective, not
surjective.
Finally, we need some results from [L9]. The next lemma follows from Theorems 1.2,
1.3 or Section 4.3 there.
Lemma 5.3. Every HC Aλ′(v)-Aλ(v)-bimodule has finite length.
The following claim is [L9, Lemma 4.2].
Lemma 5.4. Let B be a HC Aλ′(v)-Aλ(v) bimodule and Jℓ,Jr be its left and right anni-
hilators. Then V(B) = V(Aλ′(v)/Jℓ) = V(Aλ(v)/Jr).
5.3. Families of Harish-Chandra bimodules. Recall from 2.1.5 that we have the
scheme Mθp(v) = µ
−1(g∗G)θ−ss/G over p. In Section 2.2 we have introduced the sheaf of
C[P]-algebras
AθP(v) := [QP|T ∗Rθ−ss ]
G,
where we write QP for D(R)/D(R)Φ([g, g]), on Mθp(v), and the C[P]-algebra AP(v) =
Γ(AθP(v)). We also consider the global Hamiltonian reduction A
0
P(v) := [QP]
G. Also, for
a vector subspace p0 ⊂ p, we can consider the specialization Mθp0(v) and, for an affine
subspace P0 ⊂ P, we consider the specializations AθP0(v),AP0(v),A
0
P0
(v).
The algebra AP0(v) is filtered with commutative associated graded (equal to C[Mp0(v)],
where p0 is the vector subspace of p parallel to P0). The algebra A0P0(v) is filtered as well
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with C[M0p0(v)] ։ A
0
P0
(v). So it makes sense to speak about HC AP0(v)-bimodules or
HC A0P0(v)-bimodules. Also for two parallel affine subspaces P0,P
′
0 one can speak about
HC AP′0(v)-AP0(v) bimodules or about HC A
0
P′0
(v)-A0P0(v)-bimodules.
For example, we have the HC A0P′0(v)-A
0
P0
(v)-bimodule A0P0,χ(v) (where P
′
0 = χ+P0).
This is the most important family of HC bimodules considered in this paper. Obviously,
the specialization of this bimodule to λ ∈ P0 coincides with A0λ,χ(v).
Yet another family that we will need for technical reasons is A(θ)P0,χ(v) defined analo-
gously to A(θ)λ,χ(v). This is a HC AP0+χ(v)-AP0(v)-bimodule and also a HC A
0
P0+χ
(v)-
A0P0(v)-bimodule. An important result here is as follows, [BPW, Proposition 6.23].
Proposition 5.5. The AP(v)-bimodule A
(θ)
P,χ(v) is independent of θ.
Let us provide the proof for readers convenience.
Proof. Let Mθp(v)
reg denote the locus where Mθp(v)→Mp(v) is an isomorphism, it is in-
dependent of θ and coincides with the union of the open symplectic leaves inMλ(v), λ ∈ p.
The sheaf AθP,χ|Mp(v)reg is a quantization of Op(χ)|Mp(v)reg . Also the 1st cohomology of
the structure sheaf of Mp(v)reg vanish. This is because H1(Mθp(v),O) = 0, Mp(v) is
Cohen-Macaulay, and the complement of Mp(v)
reg in Mp(v) has codimension 3, com-
pare to the proof of Proposition 10.5 or of [BPW, Proposition 3.7]. It follows that
there is a unique microlocal deformation of O(χ)|Mp(v)reg . So the restrictions of all
AθP,χ(v) to Mp(v)
reg coincide. Since the codimension of Mθp(v) \M
θ
p(v)
reg is 2, we have
Γ(Mθp(v)
reg,AθP,χ(v)) = Γ(M
θ
p(v),A
θ
P,χ(v)). The left hand side is independent of θ and
so we get the claim of the proposition. 
We would like to point out that the specialization A(θ)P,χ(v)λ admits a natural homo-
morphism to A(θ)λ,χ(v). This homomorphism is injective because Γ is left exact. We do not
know if this is an isomorphism in general, but this is so under additional assumptions.
Lemma 5.6. Let P0 ⊂ P be an affine subspace and pick χ ∈ ZQ0. Suppose that one of
the following conditions holds:
(1) H1(Mθ(v),O(χ)) = 0.
(2) (λ+ χ, θ) ∈ AL(v).
Then A(θ)λ,χ(v) = A
(θ)
P0,χ
(v)λ.
Proof. We can view Aθλ,χ(v) as a sheaf onM
θ(v) quantizing O(χ). Let us show that both
our assumptions imply that H1(Aθλ,χ(v)) = 0. Then we can apply [BPW, Proposition
6.26].
The filtration on Aθλ,χ(v) induces a separated filtration on H
1(Mθ(v),Aθλ,χ(v)) with
H1(Mθ(v),O(χ)) ։ grH1(Mθ(v),Aθλ,χ(v)). So the equality H
1(Mθ(v),O(χ)) = 0 im-
plies H1(Mθ(v),Aθλ,χ(v)) = 0.
Now assume that (λ + χ, θ) ∈ AL(v). Then any object in Aθλ(v) -mod has no higher
cohomology, and we are done. 
For A0P′0(v)-A
0
P0
(v)-bimodules we can still consider the corresponding derived category
of all complexes with HC homology. These categories are still closed under derived tensor
products or under RHom’s of left or right modules. The proofs are as for A0λ′(v)-A
0
λ(v)-
bimodules.
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We also have the following elementary but important property. By the right p-support
of an AP(v)-bimodule B (denoted by Supp
r
P(B)), we mean the set of all λ ∈ P such that
the specialization Bλ is nonzero. Analogously, we can speak of the left support Supp
ℓ
P(B).
Lemma 5.7. For a closed subscheme Y of P, set A0Y (v) := C[Y ] ⊗C[P] A
0
P(v). Any
finitely generated right AY (v)-module B is generically free over C[Y ], i.e., there is a non
zero divisor f ∈ C[Y ] such that the localization Bf is a free C[Y ]f -module.
Proof. We will need to modify a filtration onA0Y (v) so that C[Y ] lives in degree 0. Consider
the Rees algebra A0P(v)~ and its base change A˜
0
P(v)~ = C[P, ~]⊗C[P,~] A
0
P(v)~, where the
endomorphism of C[P, ~] is given by ~ 7→ ~, α 7→ α~ for α ∈ P∗ (here we consider
P = CQ0 as a vector space, not as an affine space). The algebra A˜0P(v)~ is graded with
deg ~ = 1, degC[P] = 0. Also the specializations of A˜0P(v)~,A
0
P(v)~ at ~ = 1 are the same
and so coincide with A0P(v). We equip A
0
P(v) with the filtration coming from the grading
on A˜0P(v)~ and we equip the quotient A
0
Y (v) of A
0
P(v) with the induced filtration. We
remark that grA0Y (v) is now a quotient of C[M
0(v)]⊗ C[Y ].
A finitely generated right module B admits a good filtration. By a general commutative
algebra result, [Ei, Theorem 14.4], grB is generically free over C[Y ]. So there is a non
zero divisor f such that (grB)f is free over C[Y ]f . It follows that Bf and (grB)f are
isomorphic free C[Y ]f -modules, and we are done. 
There is a trivial but very important corollary of this lemma.
Corollary 5.8. Let B be a Harish-Chandra A0P′0(v)-A
0
P0
(v)-bimodule. Then the following
claims hold:
(1) There is f ∈ C[P0] such that Bf is a free C[P0]f -module.
(2) SupprP0(B) is a constructible set.
We also have left-handed analogs of these claims.
Proof. As a right AP0(v)-module, a Harish-Chandra bimodule is finitely generated (this
was noted in the beginning of Section 5.2). So (1) follows from Lemma 5.7.
To prove (2) we note that the support of any finitely generated right AY (v)-module is
a constructible subset of Y . This is because, as we have seen in the proof of Lemma 5.7,
any such module is the direct limit of finitely generated C[Y ]-modules. 
Below, Proposition 5.15, we will see that SupprP0(B) is a closed subset.
Here is how we are going to use (2). Let B be a HC AP0+χ-AP0-bimodule, where
P0 ⊂ P is an affine subspace. Then if Bλ = 0 for a Weil generic λ ∈ P0 (we say that a
parameter is Weil generic if it lies outside of the countable union of algebraic subvarieties),
then Bλ = 0 for a Zariski generic λ as well. HC Aλ+χ(v) − Aλ(v)-bimodules for λ Weil
generic are easier then for an arbitrary (even Zariski generic) λ. We will use this many
times in our discussion of short wall-crossing functors through the affine wall.
5.4. Restriction functors: construction. We want to define restriction functors for
Harish-Chandra bimodules over A0P(v) (or over AP(v)) similar to the functors •† used in
[L2, L4]. Those will be exact C[P]-linear functors mapping HC bimodules over A0P(v)
to those over Aˆ0P(vˆ), an algebra defined for the quiver Qˆ and vectors vˆ, wˆ that were
constructed in Section 2.1.6 (in fact, we will sometimes need to modify those algebras,
see below).
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Let us proceed to the construction of Aˆ0P(vˆ). Let Pˆ = gˆ
Gˆ∗ be the parameter space for
the quantizations associated to (Qˆ, vˆ, wˆ). Let us define an affine map rˆ : P → Pˆ whose
differential is the restriction map r : gG∗ → gˆGˆ∗. Namely, recall that we have elements
̺(v), ˆ̺(vˆ) (the former is defined by (2.7) and the latter is defined analogously). Now set
(5.2) rˆ(λ) := r(λ− ̺(v)) + ˆ̺(vˆ).
Further, set Aˆ0P(vˆ) := C[P]⊗C[Pˆ] AˆPˆ(vˆ) and define Aˆ
θ
P(vˆ) in a similar way. Here
Aˆ0
Pˆ
(vˆ) := [D(Rˆ)/D(Rˆ)Φ([gˆ, gˆ])]Gˆ,
where Rˆ = R(Qˆ, vˆ, wˆ).
We want to get decompositions similar to (2.5),(2.6) on the quantum level. For this, we
consider the Rees sheaves and algebras AθP(v)~,AP(v)~,AP(v)
0
~ defined for the filtrations
by order of a differential operator. We can complete those at x getting the algebras
AP(v)
∧x
~ ,A
0
P(v)
∧x
~ with AP(v)
∧x
~ /(~) = C[Mp(v)
∧x ],C[M0p(v)
∧x] ։ A0P(v)
∧x
~ /(~) and the
sheaf of algebras AθP(v)
∧x
~ on M
θ
p(v)
∧x obtained by the ~-adic completion of
A0P(v)
∧x
~ ⊗A0P(v)~ A
θ
P(v)~
Note that AθP(v)
∧x
~ /(~) = OMθp(v)∧x .
Lemma 5.9. We have the following decompositions that become (2.5),(2.6) after setting
~ = 0.
A0P(v)
∧x
~ = Aˆ
0
P(v)
∧0
~ ⊗̂C[[~]]A
∧0
~ ,(5.3)
AP(v)
∧x
~ = AˆP(v)
∧0
~ ⊗̂C[[~]]A
∧0
~ ,(5.4)
AθP(v)
∧x
~ =
(
AˆθP(v)~ ⊗C[[~]] A~
)∧0
.(5.5)
Here we write A∧0~ for the quantization of the symplectic formal polydisk R
∧0
0 .
Proof. The proof follows that of [L5, Lemma 6.5.2]. We provide it for reader’s convenience.
Let U denote the symplectic part of the slice module for r. Then
(5.6) (T ∗R)∧Gr ∼= ((T ∗G× U)//Gr)
∧G/Gr ,
where Gr acts diagonally on T
∗G × U . We can consider the quantization D~(R)∧Gr of
(T ∗R)∧Gr obtained by the completion of the homogenized Weyl algebra on T ∗R. Also we
can consider the quantization
[D~(G)
∧G⊗̂C[[~]]A~(U)
∧0 ]//0Gr
of [(T ∗G×U ]//Gr)
∧G/Gr (where we use the symmetrized quantum comoment map for Gr).
Those are canonical quantizations in the sense of [BezKa1] and so they are isomorphic.
Consequently, their reductions (both affine and GIT) for the G-action (again, with respect
to the symmetrized quantum comoment map Φsym) are isomorphic. But the reduction of
the quantization of the right hand side of (5.6) coincides with
C[[p, ~]]⊗̂C[[pˆ,~]][A
∧0
~ (U)/A
∧0
~ (U)Φˆ
sym([gˆ, gˆ])]Gˆ.
Since Φ − ̺(v), Φˆ− ˆ̺(vˆ) are the symmetrized quantum comoment maps, (5.3) and (5.5)
follow. (5.4) is obtained from (5.5) after taking global sections on both sides. 
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Let us observe that
(5.7) rˆ(̺(v))− ˆ̺(vˆ) ∈ ZQˆ0 .
Indeed, by reversing some arrows in Qˆwˆ (the quiver obtained from Qˆ by adjoining the
new vertex ∞, see 2.1.6), we can arrange that R,Rx⊕ g/gr are isomorphic up to a trivial
direct summand. Since g/gr is an orthogonal Gr-module, we see that
∧topR ∼= ∧topRx as
Gr-modules. But in our present setting we cannot reverse arrows to ∞ in Qˆwˆ. Reversing
an arrow in a quiver results in adding an integral element to the quantum comoment map,
and so (5.7) follows.
Let us proceed to defining a functor •†,x for x ∈Mp(v).
The sheaf AθP(v)~ comes with a C
×-action (that is induced now by the fiberwise di-
lation action on T ∗R) and hence with the Euler derivation eu satisfying eu(~) = ~.
This derivation extends to the completion AθP(v)
∧x
~ . On the other hand, the product
AˆθP(vˆ)
∧0
~ ⊗̂C[[~]]A
∧0
~ comes with a C
×-action, and hence with the Euler derivation eˆu again
satisfying eˆu(~) = ~. We want to compare derivations eu and eˆu of AθP(v)
∧x
~ (and similarly
defined derivations of A0P(v)
∧x
~ ).
Lemma 5.10. There is an element a ∈ A0P(v)
∧x
~ such that eu − eˆu =
1
~ [a, ·] on A
0
P(v)
∧x
~
and on AθP(v)
∧x
~ .
Proof. Consider a more general setting. Let R be a symplectic vector space, G be a
reductive group acting on R, v ∈ µ−1(0) ⊂ T ∗R be a point such that Gv is closed and Gv
is connected (for simplicity). Let Φ : g → D~(R) be a symmetrized quantum comoment
map and let θ : G → C× be a character. Consider the quantum Hamiltonian reduction
(D~(R)//
θ
λG)
∧v (there the completion is taken at the image x of v in T ∗R//0G). Let d be
a G-invariant C[~]-linear derivation of D~(R)∧Gv such that d ◦ Φ = 0 so that d induces a
derivation dθ on (D~(R)//
θ
λG)
∧v . We claim that there is an element a ∈ (D~(R)//0λG)
∧v
such that dθ = 1~ [a, ·].
To apply this claim in our situation, we take d = Eu − Eˆu. Here Eu is the derivation
of D~(R)
∧Gv induced by the fiberwise C×-action on T ∗R and Eˆu is the derivation induced
by the fiberwise C×-action on T ∗(G ∗Gv Rx).
To prove the claim note that we can take an extension of G and assume that G = G0×T ,
where T is a torus andG0 satisfiesG0 = (G0, G0)Gv. SoD~(R)
∧Gv = D~(T )
∧T ⊗̂C[[~]]D~(Y )
∧G0y ,
where Y = G0 ∗Gr Rx and y is the point [1, 0] ∈ Y . The algebra D~(Y )
∧G0y is the re-
duction of D~(R)
∧Gv by the action of T and so d descends to D~(Y )
∧G0y . Furthermore,
(D~(R)//
θ
λG)
∧v = D~(Y )
∧G0y//θλG0. Let us note that H
1
DR(T
∗Y ) = 0 because of the as-
sumption G0 = (G0, G0)Gv. Modulo ~, the derivation d is a symplectic vector field on
the formal neighborhood of G0y in T
∗Y . So it is Hamiltonian. From here we deduce
that d = 1~ [a˜, ·] for some element a˜ ∈ D~(Y )
∧G0y . This element commutes with Φ(g0) and
hence is G0-invariant. For a we take its image in (D~(R)//
θ
λG)
∧x . 
Now let us proceed to constructing functors
•†,x : HC(A
0
P(v))→ HC(Aˆ
0
P(vˆ)),HC(AP(v))→ HC(AˆP(vˆ))
Define the category HC(AP(v)
∧x
~ ) as the category of AP(v)
∧x
~ -bimodules B
′
~ that are
• finitely generated as bimodules,
• flat over C[[~]] and complete and separated in the ~,-adic topology,
• satisfy [a, b] ∈ ~B′~ for all a ∈ AP(v)
∧x
~ , b ∈ B
′
~,
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• and come equipped with a derivation Eu compatible with eu on AP(v)
∧x
~ .
Similarly, we can define the category HC(AˆP(v)
∧0
~ ) (we need to have a derivation
compatible with eˆu). The categories HC(AP(v)
∧x
~ ) and HC(AˆP(v)
∧0
~ ) are equivalent
as follows. Using the decomposition (5.4), we view B′~ ∈ HC(AP(v)
∧x
~ ) as a bimod-
ule over AˆP(vˆ)
∧0
~ ⊗̂C[[~]]A
∧0
~ . Similarly to [L2, Proposition 3.3.1], this bimodule splits as
Bˆ′~⊗̂C[[~]]A
∧0
~ , where Bˆ
′
~ is an AˆP(vˆ)
∧0
~ -bimodule. The derivation Eu−
1
~ [a, ·] on B
′
~ is com-
patible with the derivation eˆu on AˆP(vˆ)
∧0
~ ⊗̂C[[~]]A
∧0
~ and so restricts to Bˆ
′
~ making it an
object of HC(AˆP(v)
∧0
~ ). An equivalence HC(AP(v)
∧x
~ )
∼
−→ HC(AˆP(v)
∧0
~ ) we need maps B
′
~
to Bˆ′~. A quasi-inverse equivalence sends Bˆ
′
~ to Bˆ
′
~⊗̂C[[~]]A
∧0
~ .
Pick B ∈ HC(AP(v)). Pick a good filtration on B and let B~ ∈ HC(AP(v)~) be the
Rees bimodule. So the completion B∧x~ is an AP(v)
∧x
~ -bimodule. By the construction, B~
comes with the derivation Eu := ~∂~ compatible with the derivation eu on AP(v)~. The
derivation Eu extends to B∧x~ that makes the latter an object of HC(AP(v)
∧x
~ ). From this
object we get Bˆ′~ ∈ HC(AˆP(vˆ)
∧x
~ ).
By [L2, Proposition 3.3.1], the Eˆu-finite part Bˆ~ is dense in Bˆ′~. Since Bˆ
′
~ is a finitely
generated bimodule over AˆP(vˆ)
∧0
~ , and Bˆ~ is dense, we can choose generalized eˆu-eigen-
vectors for generators of Bˆ′~. Now it is easy to see that Bˆ~ is finitely generated over AˆP(vˆ)~.
In its turn, this implies that Bˆ~ can be made into a graded AˆP(vˆ)~-bimodule.
We set B†,x := Bˆ~/(~ − 1), it is a Harish-Chandra AˆP(vˆ)-bimodule, a good filtration
comes from the C×-action on Bˆ~. Similarly to [L2, Section 3.4], we see that the assignment
B → B†,x is functorial. Let us note that the functor is independent (up to an isomorphism)
of the choice of a (which is defined uniquely up to a summand from C[[P, ~]]). This is
because the spaces of C×-finite sections arising from a and a + f with f ∈ C[[P, ~]] are
obtained from one another by applying exp([F, ·]), where F := 1~
∫ ~
0
fd~.
So we have constructed •†,x : HC(AP(v))→ HC(AˆP(vˆ)). The functor •†,x : HC(A0P(v))→
HC(Aˆ0P(vˆ)). Note that any HC AP(v)-bimodule B is also HC over A
0
P(v) and B†,x does
not depend on whether we consider B as a AP(v)-bimodule or as a A0P(v)-bimodule.
Note also that above we have established a functor HC(AP(v)
∧x
~ ) → HC(AˆP(vˆ)). De-
note it by Ψ. We also have a version of this functor for the A0-algebras (again, denoted
by Ψ).
In the case of affine quivers, we sometimes will need a slight modification of the target
category for •†,x. Namely, we remark that 0 does not need to be a single symplectic leaf
in Mˆ(vˆ). This happens, for example, when the quiver Qˆ is a single loop or is a union
of such. Let L0 be a leaf through 0 ∈ Mˆ(vˆ), this is an affine space. So the algebra
AˆP(v) splits into the product of the Weyl algebra A0 quantizing L0 and of some other
algebra A¯P(vˆ). The latter is obtained by the same reduction but from the space where
we replace all summands of the form End(Cvˆi) with slvˆi . We have a category equivalence
HC(AˆP(vˆ))
∼
−→ HC(A¯P(vˆ)) sending Bˆ to the centralizer B¯ of A0 in Bˆ (so that Bˆ = A0⊗B¯).
We will view •†,x as a functor with target category HC(A¯P(vˆ)).
5.5. Restriction functors: properties. It is straightforward from the construction
that •†,x is exact and C[P]-linear, compare to [L2, Section 3.4] or [L6, Section 4.1.4].
Now let us describe the behavior of the functor •†,x on the associated varieties. The
following lemma follows straightforwardly from the construction.
ETINGOF CONJECTURE FOR QUANTIZED QUIVER VARIETIES 41
Lemma 5.11. Let B be a HC AP(v)-bimodule. Then the associated variety of B†,x is
uniquely characterized by V(B†,x)×L∧x = V(B)∧x, where L is the symplectic leaf through
x. A similar claim holds for HC A0P(v)-bimodules.
Now let us proceed to the compatibility of •†,x with the Tor’s and Ext’s.
Lemma 5.12. We have a functorial isomorphism
Tor
A0
P0
(v)
i (B
1,B2)†,x = Tor
AˆP0 (vˆ)
i (B
1
†,x,B
2
†,x).
Here B1 ∈ HC(A0P0(v)-A
0
P′0
(v)) and B2 ∈ HC(A0
P′0
(v)-A0P0(v)), where P0,P
′
0,P
′′
0 are three
parallel affine subspaces in P. Similarly, we have
Ext
A0
P0
(v)
i (B
1,B2)†,x = Ext
AˆP0 (vˆ)
i (B
1
†,x,B
2
†,x),
where B1 ∈ HC(A0P0(v)-A
0
P′0
(v)) and B2 ∈ HC(A0P0(v)-A
0
P′′0
(v)).
Proof. It is sufficient to prove the lemma in the case when P0 = P. We will do the case
of Tor’s, the case of Ext’s is similar.
Consider the bounded derived category Db(A0P(v)) of the category A
0
P(v) -bimod of
finitely generated A0P(v)-bimodules and its subcategory D
b
HC(A
0
P(v)) of all complexes
with HC homology. Similarly, consider the bounded derived category Db(A0P(v)~) of the
category A0P(v)~ -grbimod of graded finitely generated graded A
0
P(v)~-bimodules and its
subcategory DbHC(A
0
P(v)~) of all complexes whose homology mod ~ are C[M
0
p(v)]-modules
(rather than just arbitrary bimodules). We have a functor C1⊗C[~] • : A0P(v)~ -grbimod→
A0P(v) -bimod whose kernel is the subcategory A
0
P(v)~ -grbimodtor of all bimodules where
~ acts locally nilpotently. This gives rise to the equivalence
(5.8) C1 ⊗C[~] • : D
b(A0P(v)~)/D
b
tor(A
0
P(v)~)→ D
b(A0P(v))
that restricts to an equivalence of the HC subcategories and clearly intertwines the derived
tensor product functors.
Let us proceed to the completed setting. Consider the algebra
A := C[eu]⋉ (A0P(v)
∧x
~ ⊗̂C[[~]]A
0
P(v)
∧x,opp
~ ),
where [eu, a] = ~∂~a for a ∈ A0P(v)
∧x
~ ⊗̂C[[~]]A
0
P(v)
∧x,opp
~ . Let D
b(A0P(v)
∧x
~ ) stand for the
full subcategory in the bounded derived category of A -mod consisting of all complexes
with homology in A0P(v)
∧x
~ -bimod. Inside D
b(A0P(v)
∧x
~ ) we consider the subcategory
DbHC(A
0
P(v)
∧x
~ ) of all complexes with HC homology. We have the completion functor
•∧x :=A0P(v)
∧x
~ ⊗̂A0P(v)~ • ⊗̂A0P(v)~A
0
P(v)
∧x
~
= (A0P(v)
∧x
~ ⊗̂C[[~]]A
0
P(v)
∧x,opp
~ )⊗A0P(v)~⊗C[~]A0P(v)
opp
~
• :
A0P(v)~ -grbimod→ A -mod
We remark that, for a HC bimodule M, we have M∧x = A0P(v)
∧x
~ ⊗A0P(v)~ M because the
right hand side is already complete as a right A0P(v)~-module. The completion functor
gives rise to a functor
(5.9) •∧x : Db(A0P(v)~)→ D
b(A0P(v)
∧x
~ ).
This functor preserves the HC subcategories, ~-torsion subcategories and intertwines the
tensor product functors and Hom functors (in the categories of left/right modules).
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Now let us equip B1,B2 with good filtrations and consider the corresponding Rees
bimodules B1~,B
2
~. Since •
∧x is an exact functor, we see that
(5.10) Hi(B
1
~ ⊗
L
A0
P
(v)~
B2~)
∧x = Hi(B
1∧x
~ ⊗
L
A0
P
(v)∧x
~
B2∧x~ ),
the equality of HCA0P(v)
∧x
~ -bimodules. Recall the functor Ψ : HC(A
0
P(v)
∧x
~ )→ HC(AˆP(vˆ))
from Section 5.4. Applying Ψ to the left hand side of (5.10), we get Hi(B1 ⊗A0
P
(v) B
2)†,x.
If we apply Ψ to the right hand side of (5.10) we get Hi(B1†,x ⊗AˆP(vˆ) B
2
†,x). This follows
from the observation that Bi∧x~ = A
∧0
~ ⊗̂C[[~]]R~(B
i
†,x)
∧0 that yields
B1∧x~ ⊗
L
A0
P
(v)∧x
~
B2∧x~ = A
∧0
~ ⊗̂C[[~]]
(
R~(B
1
†,x)
∧0 ⊗L
AˆP(vˆ)
∧0
~
R~(B
2
†,x)
∧0
)
.

Another important property of the restriction functor is the equality
(5.11) A0P,χ(v)†,x = Aˆ
0
P,χ(vˆ).
This follows from the decomposition A0P,χ(v)
∧x
~
∼= Aˆ0P,χ(vˆ)
∧0
~ ⊗̂C[[~]]A
∧0
~ that is proved sim-
ilarly to (5.4).
We finish this section with two remarks.
Remark 5.13. Let us explain why in Lemma 5.12 we deal with Tor’s rather than with
the derived tensor products. The reason is that we do not have the derived version of
the functor •†,x. The difficulty here is to pass between the derived version of the category
HC(AˆP(vˆ)
∧0
~ ) to that of the category HC(AˆP(vˆ)~). For the latter category we take the
subcategory in the derived category of the category of graded AˆP(vˆ)~-bimodules with
HC homology. For the former we need to use the subcategory in the derived category of
bimodules over
C[eˆu]⋉
(
C((~))⊗C[[~]]
(
AˆP(vˆ)
∧0
~ ⊗̂C[[~]]AˆP(vˆ)
∧0,opp
~
))
with homology that is a localization (from C[[~]] to C((~))) of a HC bimodule. We need
to localize to C((~)) because otherwise the operator 1~ [a, ·] is not defined on an arbitrary
AˆP(vˆ)
∧0
~ -bimodule. Of course, we still have a completion functor
DbHC(AˆP(vˆ)~ -grbimod)/D
b
HC(AˆP(vˆ)~ -grbimod)tor →
DbHC(C[eˆu]⋉ C((~))⊗C[[~]]
[
AˆP(vˆ)
∧0
~ ⊗̂C[[~]]AˆP(vˆ)
∧0,opp
~
]
)
(here grbimod means graded bimodules). A problem with this functor is that it is not an
equivalence, the target category has more Hom’s, which has to do with the fact that we
do not require the action of a derivation eˆu to be diagonalizable (and we do not see any
way to impose this condition).
Let us point out that this problem does not arise in the W-algebra setting, [L2, L6]
because there we have a Kazhdan torus action that fixes a point where we complete. So
in that case it is enough to deal with C×-equivariant derived categories.
Remark 5.14. Let H˜C(A0P(v)) denote the category of locally HC A
0
P(v)-bimodules (that
are sums of their Harish-Chandra subbimodules), the ind completion of HC(A0P(v)).
Then, similarly to [L2, Section 3.4],[L4, Section 3.7], we have a functor •†,x : HC(AˆP(vˆ))→
H˜C(A0P(v)) that is right adjoint to •†,x. This functor is automatically C[P]-linear. It is
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likely that the image of •†,x actually lies in HC(A0P(v)) but we do not know the proof of
this claim.
5.6. Restriction functors: applications. Our first application will be to P-supports
of HC bimodules.
Proposition 5.15. Let B be a HC A0P(v)-bimodule. Then Supp
r
P(B) is closed and
AC(SupprP(B)) = Suppp(grB).
Recall that AC stands for the asymptotic cone.
Proof. Pick a generic point x in an irreducible component of V(B) ∩M00(v) and consider
the HC Aˆ0P(vˆ)-bimodule B†,x. By the choice of x, B†,x is finitely generated over C[P], this
follows from Lemma 5.11. Moreover, by the construction of •†,x, we have
SupprP(B†,x) ⊂ Supp
r
P(B), Suppp(grB†,x) ⊂ Suppp(grB).
Since B†,x is finitely generated over C[P] (this is a consequence of Lemma 5.11), we see that
AC(SupprP(B†,x) ⊂ Suppp(grB†,x). Hence AC(Supp
r
P(B†,x) ⊂ Suppp(grB). There is the
unique maximal subbimodule B′ ⊂ B with B′†,x = 0. Clearly, Supp
r
P(B†,x) ⊂ Supp
r
P(B/B
′).
On the other hand, let I be the right annihilator of B†,x in C[P]. Then BI ⊂ B′
and SupprP(B/B
′) ⊂ SupprP(B/BI) ⊂ Supp
r
P(B†,x). So we see that Supp
r
P(B†,x) =
SupprP(B/B
′) is a closed subvariety inP whose asymptotic cone coincides with Suppp(gr(B/B
′)) =
Suppp(grB†,x).
Now let us observe that
(5.12) SupprP(B) = Supp
r
P(B
′) ∪ SupprP(B/B
′).
The inclusion of the left hand side into the right hand side is clear. Now we just need
to show that if z ∈ SupprP(B
′) \ SupprP(B/B
′), then z ∈ SupprP(B). This follows easily
from Tor1C[P](B/B
′,Cz), which is a consequence of the claim that Supp
r
P(B/B
′) is closed.
Similarly,
(5.13) Suppp(grB) = Suppp(grB/B
′) ∪ Suppp(grB
′).
The variety M00(v) has finitely many symplectic leaves. Now our claim follows by
induction from (5.12) and (5.13) combined with the claim that AC(SupprP(B/B
′)) =
Suppp(grB/B
′). 
Now we are ready to prove Proposition 2.7.
Proof of Proposition 2.7. Consider the natural homomorphism A0P(v) → AP(v) and let
K,C denote its kernel and cokernel. Both A0P(v),AP(v) are HC bimodules and therefore
K,C are HC bimodules as well. The homomorphism A0λ(v) → Aλ(v) is an isomorphism
if and only if λ 6∈ SupprP(K ⊕ C). Indeed, this homomorphism is surjective if and only if
λ 6∈ SupprP(C). Further, if λ 6∈ Supp
r
P(C), then the image of A
0
P(v)→ AP(v) is flat over
P in a neighborhood of λ. Therefore A0λ(v) →֒ Aλ(v) if and only if λ 6∈ Supp
r
P(K).
Consider the homomorphism grA0P(v) → grAP(v) = C[Mp(v)] and compose it with
the epimorphism C[M0p(v)] ։ grA
0
P(v). Let K
0, C0 denote the kernel and the cokernel
of the resulting homomorphism C[M0p(v)]→ C[Mp(v)] that coincides with ̺
∗. It follows
that Suppp(K
0 ⊕ C0) ⊂ psing, where, recall, psing means the locus of singular parameters
in p. Note that C0 ։ grC, while grK is a subquotient of K0. Because of this, we
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have AC(SupprP(C)) ⊂ Suppp(C
0) and AC(SupprP(K)) ⊂ Suppp(K
0). The claim of the
proposition follows. 
Next we will show that the algebra Aλ(v) is simple for a Weil generic λ, compare with
[L4, Section 4.2].
Proposition 5.16. The algebra Aλ(v) is simple for a Weil generic λ.
Proof. Step 1. Let us show that, for a Weil generic λ, the algebra Aλ(v) has no finite
dimensional representations. Let Pd denote the set of points λ ∈ P such that Aλ(v)
has a d-dimensional representation or, in other words, admits a homomorphism Aλ(v)→
Matd(C). Consider the ideal Id ⊂ AP(v) generated by the elements
α2n(x1, . . . , xn) =
⊕
σ∈S2n
sgn(σ)xσ(1) . . . xσ(2n)
Any homomorphism AP(v) → Matd(C) factors through AP(v)/Id, this is the Amitsur-
Levitski theorem. The support of AP(v)/Id in P is closed by Proposition 5.15. If a Weil
generic element of P belongs to
⋃
d SuppP(AP(v)/I
d), then Suppp(AP(v)/I
d) = P for
some d. By Proposition 5.15, Suppp(C[Mp(v)]/ gr I
d) = p. However, this is impossible.
Indeed, for a Zariski generic λ, the varietyMλ(v) is symplectic, so its algebra of functions
has no Poisson ideals. Since gr Id is a Poisson ideal, we get a required contradiction.
Step 2. By the previous step, for a Weil generic λ and all x ∈ M(v) \ M(v)reg, the
algebra Aˆλ(vˆ) defined from x has no finite dimensional irreducible representations. It
follows from Lemma 5.11 that the algebra Aλ(v) has no ideals I such that V(Aλ(v)/I) is
a proper subvariety ofM(v). Indeed, for x that is generic in an irreducible component of
V(Aλ(v)/I), the ideal I†,x ⊂ Aˆλ(vˆ) is of finite codimension. On the other hand, if I is a
proper ideal, then V(Aλ(v)/I) is also proper, this is consequence of [BoKr, Corollar 3.6].
The proposition follows. 
5.7. Translation bimodules. In this subsection we will apply results from Sections 5.5
and 5.6 to studying translation bimodules A0λ,χ(v),A
(θ)
λ,χ(v) and a connection between
them. In particular, here we will prove Proposition 2.8 and (1) of Lemma 2.14.
The next two propositions investigate when various versions of translations coincide.
Proposition 5.17. Let χ, χ′ ∈ ZQ0. Then the following subsets of P are Zariski open
and asymptotically generic.
(1) The set of λ such that A0λ,χ(v)→ A
(θ)
P,χ(v)λ is an isomorphism.
(2) The set of λ such that the multiplication homomorphism A0λ+χ,χ′⊗A0λ+χ(v)A
0
λ,χ(v)→
A0λ,χ+χ′(v) is an isomorphism.
Proof. Let us prove (1). We have a natural surjection C[µ−1(p)]G,χ ։ grA0P,χ(v) and
a natural inclusion grA(θ)P,χ(v) →֒ C[µ
−1(p)θ−ss]G,χ. Further, the following diagram is
commutative (microlocalization commutes with taking the associated graded)
(5.14) grAP,χ(v)
C[µ−1(p)]G,χ
grA(θ)P,χ(v)
C[µ−1(p)θ−ss]G,χ
❄
✲
✲
✻
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Now the top horizontal arrow becomes an isomorphism when localized to the generic locus
in p. (1) follows from Proposition 5.15, compare to the proof of Proposition 2.7.
Let us prove (2). Let us write K0 for the kernel of C[µ−1(p)] → grQP, where QP =
D(R)/D(R)Φ([g, g]). Note that grQP|M0
preg
(v) = C[µ−1(p)]M0
preg
(v) as µ is flat over p
reg :=
p \ psing. It follows that Suppp(K0) ⊂ p
sing. This allows us to reduce (2) to Proposition
5.15. 
Proposition 5.18. Suppose that χ lies in the chamber of θ and satisfiesH1(Mθ(v),O(χ)) =
0. Then we have A0P,χ(v)
∼
−→ A(θ)P,χ(v). Moreover, this isomorphism is filtered and induces
an isomorphism grA0P,χ(v)
∼
−→ grA(θ)P,χ(v) that are both identified with C[µ
−1(p)]G,χ.
Proof. Note that the restriction map C[µ−1(p)]G,χ → C[µ−1(p)θ−ss]G,χ is injective because
χ is in the chamber of θ. We conclude that the left vertical arrow in diagram (5.14) is
an isomorphism. From H1(Mθ(v),O(χ)) = 0 it follows that the right vertical arrow in
loc.cit. is an isomorphism. For the same reasons, the same true for the specialization
of (5.14) to any value of λ. Now recall that, for λ Zariski generic, the natural map
A0λ,χ(v) → A
(θ)
λ,χ(v) is an isomorphism. Since the induced map of the associated graded
modules is an embedding, it is forced to be an isomorphism. So A0λ,χ(v)→ A
(θ)
λ,χ(v) is an
isomorphism for all λ. From here we deduce that A0P,χ(v) →֒ A
(θ)
P,χ(v) is an isomorphism.
The claim about the associated graded follows from here. 
Let us deduce a corollary of the previous proposition.
Corollary 5.19. Let χ be in the interior of some classical chamber C. Then A0P,χ(v) =
A(θ)P,χ(v) provided H
1(Mθ(v),O(χ)) = 0 for θ ∈ C.
Proof. Thanks to Proposition 5.5, we can assume that χ lies in the chamber of θ. The
result follows from Proposition 5.18. 
Proof of Proposition 2.8. By Proposition 5.18, A0λ+mχ,nχ(v)
∼
−→ A(θ)λ+mχ,nχ(v) for all n,m >
0. Replacing λ with λ+mχ for somem, we may assume that the Z-algebra
⊕
n,n′>0A
0
λ+nχ,n′χ
is Morita, see [BPW, Section 5.3]. Now the claim that πθλ(v) is a quotient functor is proved
as in [BPW, Section 5.4]. 
Proof of (1) of Lemma 2.14. Choose χ in the interior of the chamber of θ such that:
(i) H1(Mθ(v),O(nχ)) = 0 for all n > 1.
(ii) H1(M−θ(v),O(−nχ)) = 0 for all n > 1.
(iii) λ+ nχ ∈ Piso and (λ+ nχ, θ) ∈ AL(v) for all n > 0.
Namely, choose χ in the chamber of θ. Multiplying χ by a positive integer, we achieve
(i) and (ii). Then we can rescale λ again and achieve (iii) thanks to Proposition 2.7 and
(2) of Lemma 2.14. By Corollary 5.19, A(θ)P,mχ(v)λ+nχ = A
0
λ+nχ,mχ(v) for all m > −n.
Since λ + nχ ∈ AL(v), we see that A(θ)P,mχ(v)λ+nχ = A
(θ)
λ+nχ,mχ(v) thanks to Lemma 5.6.
Therefore A(θ)λ+nχ,mχ(v) = A
0
λ+nχ,mχ(v) for all m > −n. We are going to deduce (1) of
Lemma 2.14 from this equality.
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Consider the Z-algebra Zλ,χ :=
⊕
n,m>0A
0
λ+nχ,mχ(v) and an “extended” Z-algebra
Z˜λ,χ :=
⊕
n>0,m>−nA
0
λ+nχ,mχ(v). For M ∈ D(R) -mod
G,λ, the sum
⊕
n>0M
G,nχ is a mod-
ule over Z˜λ,χ. But since (λ + nχ, θ) ∈ AL(v) for all n > 0, all bimodules A
(θ)
λ+nχ,mχ(v) =
A0λ+nχ,mχ(v) are Morita equivalences with inverse A
(θ)
λ+(n+m)χ,−mχ(v) = A
0
λ+(n+m)χ,−mχ(v).
We have an isomorphism A0λ+(n+m)χ,−mχ(v) ⊗Aλ+(n+m)χ(v) A
0
λ+nχ,mχ(v)
∼
−→ Aλ+nχ(v)
hence the map A0λ+(n+m)χ,−mχ(v) ⊗Aλ+(n+m)χ(v) A
0
λ+nχ,mχ(v) ⊗Aλ+nχ(v) M
G,nχ → MG,nχ
is an isomorphism as well. But this map is given by taking product by elements of D(R)
in M and hence factors as
A0λ+(n+m)χ,−mχ(v)⊗Aλ+(n+m)χ(v) A
0
λ+nχ,mχ(v)⊗Aλ+nχ(v) M
G,nχ
→ A0λ+(n+m)χ,−mχ(v)⊗Aλ+(n+m)χ(v) M
G,(n+m)χ →MG,nχ.
So we see that the second map is surjective. Similarly, so is the first one. It follows
that all maps A0λ+(n+m)χ,−mχ(v) ⊗Aλ+(n+m)χ(v) M
G,(n+m)χ → MG,nχ are isomorphisms. A
conclusion is that the spaces MG,nχ are either all zero or all nonzero.
As described in [BPW, 5.2], the category Aθλ(v) -mod is equivalent to Zλ,χ -mod, where
the latter stands for the quotient of the category of graded Zλ,χ-modules by the sub-
category of all bounded modules. Under this equivalence, the functor πθλ(v) becomes
M 7→
⊕
n>0M
G,nχ by [BPW, Proposition 5.18] (we remark that πθλ(v)
∼= π
χ
λ(v)). The
conclusion of the previous paragraph now implies that the kernels of π0λ(v) and of π
θ
λ(v)
coincide. 
5.8. The case of Symplectic reflection algebras. In this section we provide some ad-
ditional information from [L4] about Harish-Chandra bimodules for Symplectic reflection
algebras.
Let Γ be a finite subgroup in Sp(V ), where V is a symplectic vector space. We choose in-
dependent variables c = (c0, . . . , cr), one for each conjugacy class of symplectic reflections
in Γ. Then we can consider the algebra H, the quotient of T (V )#Γ[c0, . . . , cr] by the rela-
tions of the form [u, v] = ω(u, v) +
∑r
i=0 ci
∑
s∈Si
ωs(u, v). Here S1, . . . , Sr are the classes
of symplectic reflections in Γ, ω is the symplectic form on V , and ωs(u, v) = ω(πsu, πsv),
where we write πs for the s-invariant projection from V to im(s − 1). Inside H we can
consider the spherical subalgebra eHe, where e = 1
|Γ|
∑
γ∈Γ γ. Also, for numerical values
of c, say c, we can consider the specializations Hc of H. Recall that a parameter c is
called spherical if eHce and Hc are Morita equivalent (via the bimodule Hce).
Examples of Γ that are of most interest for us are as follows. Take a finite subgroup
Γ1 ⊂ SL2(C) and a positive integer n. Then we can form the group Γ = Γn := Sn ⋉ Γn1
that acts on V = C2n by linear symplectomorphisms. We have two kinds of symplectic
reflections: the conjugacy class S0 containing transpositions in Sn, and conjugacy classes
S1, . . . , Sr containing elements from the n copies of Γ (here r is the number of the nontrivial
conjugacy classes in Γ1). We will use the notation Hκ,c(n) for the algebra corresponding
to c0 = 2κ and c1, . . . , cr.
Now recall that, by the McKay correspondence, to Γ1 we can assign an affine Dynkin
quiver Q. Take v = nδ, where δ is the indecomposable imaginary root, and w = ǫ0, where
0 stands for the extending vertex of Q. Then we have isomorphisms eHκ,c(n)e ∼= Aλ(v),
where λ can obtained from c by formulas explained in [EGGO, 1.4]. In particular, κ =
〈λ, δ〉. For example, for Γ1 = {1} we just get eHκ,∅(n)e = Aκ(n).
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The following lemma gives a characterization of spherical values of eHκ,c(n)e.
Lemma 5.20. The following is true.
• The parameter (κ, c) is spherical if and only if eHκ,c(n)e has finite homological
dimension.
• The parameter κ of the type A Rational Cherednik algebra Hκ(n) is not spherical
if and only if κ = − s
m
with 1 < m 6 n and 0 < s < m.
(1) follows from [Et, Theorem 5.5] and (2) is proved in [BE, Corollary 4.2].
Below we will need a property of restriction functors in the SRA setting. A similar
property was obtained in [L4, Proposition 3.7.2] for a related, “upgraded”, restriction
functor.
Take a symplectic leaf L ⊂ V/Γn (those are in one-to-one correspondence with possi-
ble stabilizers for the Γ-action on V ) and consider the full subcategory HCL(AP(v)) ⊂
HC(AP(v)) consisting of all HC bimodules M such that V(M) ∩M0(v) ⊂ L. Similarly,
define the subcategory HCfin(AˆP(vˆ)).
Proposition 5.21. For x ∈ L, the functor •†,x : HCL(AP(v))→ HCfin(AˆP(vˆ)) admits a
right adjoint •†,x : HCfin(AˆP(vˆ))→ HCL(AP(v)).
Proof. As in the proof of [L4, Proposition 3.7.2], we reduce the proof to showing the
following claim: a Poisson C[L]-submodule of C[L]∧x that is finitely generated over C[L]
and is weakly equivariant under the action of C× on L is contained in C[V ′] ⊂ C[L]∧x .
This is a special case of [L9, Lemma 3.9]. 
Here is an application of the restriction functors obtained in [L4, Section 5]. Consider
the case when Γ = Sn and V = h ⊕ h∗. The resulting algebra Hκ(n) is known as
the Rational Cherednik algebra of type A, in our previous notation Hκ,∅(n) = D(C) ⊗
Hκ(n), eHκ(n)e = A¯κ(n). One can describe all two-sided ideals in Hκ(n), see [L4, Section
5.8].
Proposition 5.22. If κ is irrational or κ = r
m
, where GCD(r,m) = 1 and m > n,
then the algebra Hκ(n) is simple. Otherwise, there are q := ⌊n/m⌋ proper ideals that
form a chain: {0} = Jq+1 ( Jq ( Jq−1 ( . . . ( J1 ( J0 := Hκ(n). The associated
variety of Hκ/Ji is the closure of the symplectic leaf associated to the parabolic subgroup
Sq+1−im ⊂ Sn. Moreover, we have JiJj = Jmax(i,j).
We will also need the following lemma that is a consequence of Proposition 5.22 and
Lemma 5.4. Namely, assume that n = qm and consider a point x in the symplectic leaf
of (h⊕ h∗)Sn corresponding to the parabolic subgroup Sqm ⊂ Sn.
Lemma 5.23. The functor •†,x is faithful.
Let us use the notation from Proposition 5.22. Set Hˆ = Hκ(m) and let Jˆ be the only
proper two-sided ideal in Hˆ. Let Jˆi denote the two-sided ideal in Hˆ⊗q that is obtained
as the sum of all q-fold tensor products of i copies of Jˆ and q + 1− i copies of Hˆ (in all
possible orders).
Lemma 5.24. Let J be a two-sided ideal in Hˆ⊗q. If V(Hˆ⊗q/J ) = V(Hˆ⊗q/Jˆi), then
J = Jˆi.
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Proof. Let x be a generic point in the component of V(J ). Then J†,x is a proper ideal
in Hˆ⊗i. It follows that J lies in the kernel of the projection of Hˆ⊗q to the product of
q + 1 − i copies of Hˆ and i copies of Hˆ/Jˆ (in all possible orders). But by Step 3 in the
proof of [L4, Theorem 5.8.1], the intersection of these kernels is Ji. So J ⊂ Jˆi. Moreover,
by loc.cit., the kernels are precisely the minimal prime ideals containing J . So Jˆi is the
radical of J . By loc.cit., Jˆ 2i = Jˆi. Therefore Jˆi = J . 
5.9. Equivalences via translation functors. Pick χ ∈ ZQ0 . Let Sχ denote the set of
parameters λ ⊂ Piso such that λ+ χ ∈ Piso and one of natural homomorphisms
A0λ+χ,−χ(v)⊗Aλ+χ(v) A
0
λ,χ(v)→ Aλ(v),
A0λ,χ(v)⊗Aλ(v) A
0
λ+χ,−χ(v)→ Aλ+χ(v),
(5.15)
fails to be an equivalence. The goal of this section is to study Sχ.
Before we proceed to this description, we will need some more conditions for (5.1) to
be an isomorphism.
Lemma 5.25. Suppose that λ, λ + χ ∈ Piso and (λ + χ, θ) ∈ AL(v). Then the following
is true:
(1) the natural homomorphism A0λ,χ(v)→ A
(θ)
λ,χ(v) is an isomorphism;
(2) If, in addition, (λ, θ) ∈ AL(v), then λ 6∈ Sχ.
Proof. Let us prove (1). By Lemma 2.14, the functors πθλ+χ(v), π
0
λ+χ(v) are isomorphic
(below we suppress v and write πθλ+χ, etc.). By Lemmas 2.11,2.15,
A(θ)λ,χ(v)⊗Aλ(v) •
∼= Γθλ+χ ◦ (A
θ
λ,χ ⊗Aθλ •) ◦ Loc
θ
λ = π
θ
λ+χ ◦ (C−χ ⊗ •) ◦ (π
0
λ)
!.
Also it is easy to see that A0λ,χ(v) ⊗Aλ(v) • = π
0
λ+χ ◦ (C−χ ⊗ •) ◦ (π
0
λ)
∗. So the functors
A(θ)λ,χ(v)⊗Aλ(v)• and A
0
λ,χ(v)⊗Aλ(v)• are isomorphic. It follows that the bimodules A
(θ)
λ,χ(v)
and A0λ,χ(v) are isomorphic. Let us see why the corresponding isomorphism coincides with
(5.1). By the definition, (5.1) coincides with the natural homomorphism
(5.16) π0λ+χ ◦(C−χ⊗•)◦(π
0
λ)
!(Aλ(v))→ [π
0
λ+χ ◦(π
θ
λ+χ)
∗]◦πθλ+χ ◦(C−χ⊗•)◦(π
0
λ)
!(Aλ(v)).
Here
(πθλ)
∗ := Γ(Qλ|(T ∗R)θ−ss ⊗Aθλ(v) •)
stands for the right adjoint of πθλ, so the composition in the brackets is Γ
θ
λ+χ (this is a
corollary of Lemma 2.11). (5.16) is induced by the adjunction id → (πθλ+χ)
∗ ◦ πθλ+χ (this
adjunction is nothing else but the restriction homomorphism of a module in D(R) -modG,λ
to its sections on the semistable locus). So (5.16) is the homomorphism A0λ,χ(v)→ A
(θ)
λ,χ(v)
constructed before in this proof. The proof of (1) is complete.
(2) follows from (1) and the observation that if (λ, θ), (λ+ χ, θ) ∈ AL(v) then A(θ)λ,χ(v),
A(θ)λ+χ,−χ(v) are mutually inverse Morita equivalences. 
Here is another sufficient condition for (5.1) to be an isomorphism.
Lemma 5.26. Suppose that λ, λ + χ ∈ Piso and λ 6∈ Sχ. Then A0λ,χ(v)
∼
−→ A(θ)λ,χ(v) and
A0λ+χ,−χ(v)
∼
−→ A(θ)λ+χ,−χ(v).
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Proof. The socle of the HC bimodule Aλ(v) contains only simple bimodules whose associ-
ated variety is M(v) because grAλ(v) = C[M(v)] is a domain. The quotient of Aλ(v) by
the socle has a proper associated variety. The bimodule A0λ,χ(v) has the same properties,
because A0λ,χ(v) and A
0
λ+χ,−χ(v) are mutually dual Morita equivalences.
The following diagram is commutative.
A0λ+χ,−χ(v)⊗A0λ+χ(v) A
0
λ,χ(v) A
(θ)
λ+χ,−χ(v)⊗Aλ+χ(v) A
(θ)
λ,χ(v)
A0λ(v) Aλ(v)
✲
✲
❄ ❄
Here the vertical arrows are multiplication maps. By our assumptions the left vertical
arrow and the bottom horizontal arrow are isomorphisms. We conclude that the top hor-
izontal arrow is injective and the right vertical arrow is surjective. By the first paragraph
in the proof, this is only possible when A0λ,χ(v) →֒ A
(θ)
λ,χ(v).
Note that the homomorphism in the top horizontal line factors throughA0λ+χ,−χ(v)⊗A0λ+χ(v)
A(θ)λ,χ(v). So A
0
λ+χ,−χ(v) ⊗A0λ+χ(v) A
(θ)
λ,χ(v) ։ Aλ(v). Since grA
(θ)
λ,χ(v) →֒ Γ(O(χ)) and the
latter C[M(v)]-module is torsion free, we see that the socle of A(θ)λ,χ(v) only has bimod-
ules with full associated variety. Since A0λ+χ,−χ(v) gives a Morita equivalence, socle of
A0λ+χ,−χ(v) ⊗A0λ+χ(v) A
(θ)
λ,χ(v) has only bimodules with full associated variety. Note also
that the kernel of the right vertical arrow in the diagram above has proper associated
variety because the homomorphism becomes iso after microlocalizing to M(v)reg. So the
same is true for A0λ+χ,−χ(v) ⊗A0λ+χ(v) A
(θ)
λ,χ(v) → Aλ(v). But this homomorphism splits.
If it is not an isomorphism, then the source bimodule and hence A(θ)λ,χ(v) has a bimodule
with proper associated variety in the socle. This is a contradiction. 
We proceed to describing the intersection of Sχ with the set P
reg of regular parameters
(those λ such that Aλ(v) has finite homological dimension) in two important special cases
and then proceed to a partial description in the general case.
Lemma 5.27. Suppose that Q consists of a single vertex and has no arrows (so that
Mθ(v) = T ∗Gr(v;w) and Aλ(v) = Dλ(Gr(v;w))). Then the set of all λ ∈ Sχ such that
λ or λ+ χ is regular consists of all integers λ such that exactly one of the numbers λ+χ
is negative and both λ, λ+ χ lie in Piso.
We can describe Sχ completely (the description above misses cases when λ, λ + χ ∈
{1−w, . . . ,−1}) but this is technical and we do not need that description. Note also that
the condition λ, λ+ χ ∈ Piso is vacuous when 2v 6 w (in this case µ is flat).
Proof. In the proof below we always assume that λ, λ+ χ ∈ Piso.
The analog of the Beilinson-Bernstein theorem for Gr(v;w) says that the localization
holds for λ if λ is not a negative integer. The proof repeats that in [BB1]: one considers
tensor products with irreducible gl(w)-modules whose highest weight is a multiple of the
fundamental weight ωv. That the abelian localization does not hold for negative λ follows
from the observation that O(λ) does not have global sections on Gr(v;w) when λ ∈ Z<0.
In other words, when θ > 0, we have (λ, θ) ∈ AL(v) if and only if λ is not a negative
integer, while for θ < 0, the inclusion (λ, θ) ∈ AL(v) is equivalent to λ 6∈ Z or λ 6 −w.
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The derived Beilinson-Bernstein theorem holds precisely when λ 6= 1−w, . . . ,−1: that it
does not hold for λ = 1− w, . . . ,−1 follows from RΓGr(v,w)(O(λ)) = 0.
The case when λ 6∈ Z now follows from Lemma 5.25, so we concentrate on the integral
case. From Lemma 5.25, we know that
• A0λ,χ(v) = A
(θ)
λ,χ(v) if λ+χ > 0, and, (2) of Lemma 5.25, λ ∈ Sχ provided λ, λ+χ ∈
Z>0.
• A0λ,χ(v) = A
(θ)
λ,χ(v) if λ+ χ 6 −w, and λ ∈ Sχ provided λ, λ+ χ 6 −w.
Obviously, if λ ∈ Sχ, then the conditions λ ∈ P
reg, λ + χ ∈ Preg are equivalent. So it
only remains to show that λ 6∈ Sχ when λ > 0 and λ + χ 6 −w or vice versa. We will
do the case λ > 0, the other is similar. In this case, thanks to Lemma 5.25, A0λ,χ(v) is
the wall-crossing bimodule and so, by Proposition 4.1, A0λ,χ(v) ⊗Aλ(v) L = 0 for a finite
dimensional Aλ(v)-module L. So A0λ,χ(v) cannot give a Morita equivalence. 
Lemma 5.28. Now suppose that Q has a single vertex and a single loop, v = n, w = 1
(so that Mθ(n) = Hilbn(C2) and A¯λ(v) = eHκ(n)e). Then Sχ consists of all rational
numbers κ = r
m
such that 1 < m 6 n and one of κ, κ + χ is positive, while the other is
negative.
Proof. Again, we have an analog of the Beilinson-Bernstein theorem for type A Rational
Cherednik algebras (due to [GS, Theorem 6.4], [KR, Theorem 4.5], the case of half-integers
is treated as in [GS] using [BE, Corollary 4.2]). It says that the abelian localization holds
for (κ, θ) with θ > 0 if
(i) κ is irrational or κ = r
m
with GCD(r,m) = 1 and m > n,
(ii) or κ is integral,
(iii) or κ = r
m
with m 6 n, κ > 0.
We remark that our κ is c in the conventions of [BE]. For θ < 0, (i) and (ii) still hold,
while in (iii) one should put κ < −1. In order to see this, one could use results of [BPW,
Sections 2,3]. Namely, in this case the Namikawa Weyl group, see, for example, [BPW,
2.2], is Z/2Z and hence we have an isomorphism Mθ(n) ∼= M−θ(n) of schemes over
M(n). This isomorphism induces the map −1 under the identification of H2(Mθ(n)) ∼=
H2(M−θ(n)) that we use, see 2.1.8. So, as in [L5, Section 6.4], we have an isomorphism
Aθκ−̺(n)(n)
∼= A−θ̺(n)−κ(n). Since ̺(n) = −
1
2
, we get the required modification of (iii) for
θ < 0.
Now the proof of this lemma repeats that of Lemma 5.27. 
Now let us proceed to a more general result that gives a partial description of Sχ ⊂ p.
Proposition 5.29. We have the following.
(1) The complement to the set Sχ ∪{λ|λ or λ+χ 6∈ Piso} is Zariski open and asymp-
totically generic.
(2) All divisors in Sχ are hyperplanes.
(3) Let α ∈ CQ0 be a real root such that kerα is a classical wall. If χ ∈ kerα, then
there are no hyperplanes parallel to kerα in Sχ. Otherwise, let k be the maximal
integer such that kα 6 v and
(5.17) k 6
√
(w · α− (v, α))2
4
−
(v, v)
2
+ w · v +
(v, α)− w · α
2
.
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(we automatically have k > 0). Set w′ := w ·α− (v, α)+2k. Then any hyperplane
in Sχ parallel to kerα has the form 〈α, λ−̺(v)〉 = m, where m ∈ Z+w′/2 is such
that one of m,m+ 〈χ, α〉 is > w′/2 and the other is 6 −w′/2.
(4) Suppose Q is an affine quiver, v = nδ and w = ǫ0. Then the hyperplanes in Sχ
parallel to δ = 0 are 〈δ, λ〉 = m+ p
q
, where q ∈ 2, . . . , n, p ∈ {1− q, . . . ,−1} and m
is an integer such that one of m, 〈χ, δ〉+m is non-positive, while other is positive.
We do not describe all hyperplanes in Sχ in (3) for the same reason we have not done
so in Lemma 5.27.
Proof. (1) follows from Proposition 2.7 combined with (2) of Proposition 5.17.
To prove (2)-(4) we need some preparation. Let us write BP for the sum of the kernels
and the cokernels of the homomorphisms (5.15). By the same argument as in the proof
of (5.12), SupprP(BP) with P
iso ∩ (Piso − χ) = Sχ.
Let us consider the components in Sχ whose asymptotic cone contains kerα with real
root α. Pick such a component P0 and write p0 for kerα and BP0 := BP⊗C[P]C[P0]. We
are interested in the structure the representations of Q
w
in the closed orbits lying over
the points of Mp(v) for general p ∈ p0. Since p is a generic point of kerα, the dimension
vectors have to be equal to α, and all representations ri, i > 0, are zero (we use the
notation of Section 2.1). We can have any number ℓ of these representations such that,
first, ℓα 6 v and (v0, 1) is a root of Qw meaning that
(5.18) w · v0 − (v0, v0) 6 0.
Since v0 = v − ℓα, (5.18) is equivalent to ℓ being less than or equal to the right hand
side in (5.17). Let us take the maximal number, this is k from the statement of the
proposition, let x ∈ Mp(v) be any point for which this number is achieved. The slice
quiver has a single vertex without arrows and so the corresponding smooth quiver variety
is T ∗Gr(k, w′). Set s := 〈λ− ̺(v), α〉+ w′/2, q := 〈χ, α〉.
Recall that, for λ ∈ P, we have
(5.19) Aˆ0s,q(k) = A
0
λ,χ(v)†,x, Aˆ
0
s+q,−q(k) = A
0
λ+χ,−χ(v)†,x.
Now we are ready to show that P0 is a hyperplane listed in (3). Assume the contrary.
From Lemma 5.27, it follows that A0λ,χ(v)†,x,A
0
λ+χ,−χ(v)†,x are mutually inverse Morita
equivalences for a Zariski generic λ ∈ P0. We deduce that BP0,†,x = 0. It follows that
V(BP0) ⊂Mp(v) does not contain x. From the choice of x, it follows that V(BP0) does not
intersect Mp(v) for a Zariski generic point p ∈ kerα. It follows that AC
(
SupprP(BP0)
)
=
Suppp(grBP0) intersects p0 in a proper Zariski closed subset. This contradicts the choice
of P0.
The proofs of (4) and of the remaining part of (2) are completely analogous (using
Lemma 5.28 instead of Lemma 5.27). 
5.10. Applications to localization and wall-crossing. First, we will need a stronger
version of [BPW, Corollary 5.13].
Proposition 5.30. Let θ be a stability condition from a classical chamber C and λ ∈ P.
Then there is λ′ ∈ λ+ZQ0 such that the localization theorem holds for θ and any parameter
from λ′ + (C ∩ ZQ0).
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Proof. We claim that (λ′, θ) ∈ AL(v) provided λ′ + kθ ∈ Piso \ Sθ for any k > 0.
Indeed, Lemma 2.14 says that λ′ + kθ ∈ AL(v) for all k large enough. By Lemma
5.26, A(θ)λ′+kθ,θ(v) = A
0
λ′+kθ,θ(v) is a Morita equivalence for all k > 0. The inclusion
(λ′, θ) ∈ AL(v) follows now from [BPW, Proposition 5.16].
By (1) of Proposition 5.29, Piso \ Sθ contains λ
′ + (C ∩ ZQ0) for some λ′ ∈ λ + ZQ0.
The claim of the proposition now follows from the first paragraph in the proof. 
Now let us fix λ, θ and let C be the classical chamber containing θ. Let µ ∈ λ + ZQ0
satisfy µ˜ ∈ Piso and (µ˜, θ) ∈ AL(v) for any µ˜ ∈ µ+ (ZQ0 ∩C). Let Π be a wall of C, and
C ′ be a classical chamber sharing this wall with C. Let θ′, µ′ have the similar meaning to
θ, µ but for C ′ instead of C and assume that µ′ − µ ∈ ZQ0 .
Proposition 5.31. Suppose there is no positive root α with kerα = Π such that α 6 v
and 〈α, µ〉 ∈ Z. If α is real or Q is affine, v = nδ, w = ǫ0, then (µ′, θ)(µ, θ′) ∈ AL(v).
Equivalently, the functors WCµ→µ′ ,WCµ′→µ are equivalences of abelian categories.
Proof. Recall, Section 2.5, that the functor WCθ→θ′ : D
b(Aθµ(v) -mod)→ D
b(Aθµ(v) -mod)
is independent of the choice of µ, µ′ in their common ZQ0-coset as long as (µ, θ), (µ′, θ′) ∈
AL(v). So we can replace µ, µ′ with µ+ψ, µ′+ψ for ψ ∈ kerα∩C∩ZQ0 . By thins we achieve
that, thanks to (2) and (3) of Proposition 5.29, A0µ,µ′−µ(v),A
0
µ′,µ−µ′(v) are Morita equiv-
alences. By Lemma 5.26, A(θ
′)
µ,µ′−µ,A
(θ)
µ′,µ−µ′ are Morita equivalences. So WCµ→µ′ ,WCµ′→µ
are equivalences. 
By a quantum wall for a parameter λ we mean a wall kerα for a root α 6 v such that
〈α, λ〉 ∈ Z. So it is enough to consider wall-crossing functors through quantum walls.
5.11. Applications to derived Hamiltonian reduction. In this section we prove part
(1) of Proposition 2.10. The proof does not have to do with HC bimodules but involves
techniques similar to what was used above in this section.
We will prove the following claim that implies (1) of Proposition 2.10:
(*) There is an asymptotically generic open affine subset U ⊂ Piso such that QU :=
QP ⊗C[P] C[U ] is flat over C[U ] and Tor
i
U(g)(D(R),C[U ]) = 0 for i > 0.
Let r ∈ T ∗R be a point with closed G-orbit and let Rˆ, R0 have the same meaning as
in 2.1.6. We need to relate ToriU(g)(D(R),C[P]) to Tor
i
U(gr)(D(Rˆ),C[P]), where C[P]
becomes a U(gr)-module via the inclusion U(gr) →֒ U(g).
Lemma 5.32. We have a natural C[P, ~]-linear isomorphism
ToriU~(g)(D~(R),C[P, ~])
∧Gr ∼=
Γ
(
G/Gr, G ∗Gr Tor
i
U~(gr)
(D~(Rˆ),C[P, ~])
)∧G/Gr
⊗̂C[[~]]A~(R0)
∧0.
(5.20)
Proof. Recall the isomorphism
(5.21) D~(R)
∧Gr ∼=
(
[D~(G)
∧G⊗̂C[[~]]D~(Rˆ)
∧0 ]//0Gr
)
⊗̂C[[~]]A
∧0
~ (R0)
that has appeared in the proof of Lemma 5.9.
Note also that
ToriU~(g)(D~(R),C[P, ~])
∧Gr ∼= ToriU~(g)(D~(R)
∧Gr ,C[P, ~]).
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So we need to check that the right hand side of (5.20) coincides with the ith Tor of the
right hand side of (5.21). This will follow if we check that
ToriU~(g)(
(
[D~(G)⊗C[~] D~(Rˆ)]//0Gr
)
,C[P, ~]) ∼=
Γ
(
G/Gr, G ∗Gr Tor
i
U~(gr)
(D~(Rˆ),C[P, ~])
)
.
(5.22)
Since the actions of Gr and U~(g) commute and
[D~(G)⊗C[~] D~(Rˆ)]//0Gr =
(
[D~(G)⊗C[~] D~(Rˆ)]⊗
L
U~(gr)
C[P, ~]
)Gr
,
we see that the left hand side of (5.22) coincides with
ToriU~(g×gr)(D~(G)⊗C[~] D~(Rˆ),C[P, ~])
Gr .
Here C[P, ~] is viewed as the diagonal g×gr-module. But to compute Tor
i
U~(g×gr)
(D~(G)⊗C[~]
D~(Rˆ),C[P, ~]) we can take the derived tensor product with U~(g) and after that the de-
rived tensor product with U~(gr). What we get is exactly the right hand side of (5.22). 
Lemma 5.33. We have AC(SupprP(Tor
i
U(g)(D(R),C[P]))) ⊂ p
sing provided i > 0.
Proof. Set M := ToriU(g)(D(R),C[P]), we view it as a D(R) ⊗ C[P]-module. It is sup-
ported on µ−1(p) ×p p. Let N be the maximal submodule of M with the property that
V(N) ∩ (µ−1(0), 0) is contained in the nilpotent cone of µ−1(0), equivalently, N∧x~ = 0
for all nonzero x ∈ M0(v). Note that we have only finitely many possible Gr ⊂ G and
hence finitely many possible spaces Pˆ. Moreover, under the natural projection p → pˆ,
the preimage of pˆsing lies in psing by Remark 2.2. From this observation combined with
Lemma 5.32 and an induction argument, it follows that AC(SupprP(M/N)) ⊂ p
sing.
Now set M0 := ToriU(g)(C[T
∗R],C[p]). The space M is naturally filtered with grM →֒
M0. Inside M0 we can consider the maximal submodule N0 defined similarly to N ⊂ M .
Note that Suppp(M
0) ⊂ psing and so Suppp(M
0/N0) ⊂ psing. From here we deduce that
(5.23) Suppp(N
0) ⊂ psing.
Clearly, grN ⊂ N0 (a G-equivariant embedding).
The D(R)-module N is weakly G-equivariant and finitely generated. So it is generated
by finitely many G-isotypic components, say, corresponding to G-irreps V1, . . . , Vk. We
can assume that the corresponding isotypic component generates N0 as well (N0 is also
finitely generated). Let NV ⊂ N,N0V ⊂ N
0 denote the sum of these isotypic components
so that grNV ⊂ N0V . We have
(5.24) SupprP(NV ) = Supp
r
P(N), Suppp(N
0
V ) = Supp
r
p(N
0).
Since V(N0)∩(µ−1(0), 0) lies in the nilpotent cone, we see that any G-isotypic component
in N0 is finitely generated over C[p]. A similar claim holds for N . From here and
the inclusion grNV ⊂ N0V we deduce that AC(Supp
r
P(NV )) ⊂ Suppp(N
0
V ). Combining
(5.23) with (5.24), we see that AC(SupprP(N)) ⊂ p
sing. Since SupprP(M) ⊂ Supp
r
P(N) ∪
SupprP(M/N), we get AC(Supp
r
P(M)) ⊂ p
sing. 
Now let us show that there is an asymptotically generic U ⊂ P such that QU is flat over
U . For this, we consider consider various modules ToriC[P](QP,C[Y ]), where Y is a closed
irreducible subvariety in P. Since QP is finitely generated D(R)-module, there is an affine
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Zariski open subset U ⊂ P such that QU is free over U , this is proved analogously to
Lemma 5.7. It follows that the Zariski closure of the union of the supports of various
ToriC[P](QP,C[Y ]) is a proper subset, say Z, of P. We need to check that AC(Z) ⊂ p
sing.
This is done as in the proof of Lemma 5.33, we need to consider M := ToriC[P](QP,C[Z]).
6. Finite short wall-crossings
We proceed to study the wall-crossing functors through single walls (we call them
“short” wall-crossing functors). In this section we study the case when the wall is defined
by a real root (the corresponding functors are called finite). A crucial result on finite short
wall-crossing functors is Theorem 3.2 relating them to the Rickard complexes for Webster’s
categorical action. The next section deals with affine short wall-crossing functors for
Symplectic reflection algebras.
First, we introduce certain functors on
⊕
vD
b
ρ−1(0)(A
θ
λ(v) -mod). Then we introduce
two subcategories C ⊂ C inside C :=
⊕
vD
b
ρ−1(0)(A
θ
λ(v) -mod) that turn out to be equal.
We will see that K0(C) = Lω[ν] and, according to our predictions, coincides with K0(C).
If K0(C) 6= K0(C), then there is a simple object in Aθλ(v) -modρ−1(0) called extremal, see
Section 6.4. The most important property of this object is that it is singular. Singular
objects are introduced and studied in Section 6.3. Their most important property is that
they are not shifted by finite short wall-crossing functors. Also, in a suitable sense, finite
short wall-crossing functors produce extremal objects from extremal ones.
6.1. Functors Eα, Fα. First, let us make some assumptions on θ. We assume that θ is
generic for all v. We also assume that, under the W (a)-action, θ is conjugate to a point
in the chamber for a that contains θ+, a stability condition with positive coordinates.
The choice of θ defines a system of simple roots, Πθ, in the algebra a. According
to Proposition 5.31, the quotient functors πθλ(v), π
θ′
λ (v) are isomorphic if θ, θ
′ lie in the
same chamber for a. One consequence of this is that, for α ∈ Πθ, the functors Eα, Fα
are obtained from Webster’s functors just by twisting with an abelian equivalence of the
form σ∗, σ ∈ W (Q). In more detail, switching a classical chamber within a quantum one,
we may assume that θ lies in the classical chamber with wall kerα. Then we can find
σ ∈ W (Q) such that σθ lies in the chamber of θ+ and σα = αi. Then Eα, Fα are obtained
from Ei, Fi by a twist with σ∗.
We would like to point out that our construction of Eα, Fα involves some choices (of
the chamber and then of σ). In a forthcoming paper, the second author plans to check
that Eα, Fα are well-defined. We do not need this in the present paper.
6.2. Some categories. Now let us define certain subcategories in
C :=
⊕
v
Dbρ−1(0)(A
θ
λ(v) -mod).
Let Cab ⊂ Aθλ(v) -modρ−1(0) denote the Serre subcategory spanned by the homology of
the objects of the form Fα1 . . . FαkM , where α1, . . . , αk ∈ Π
θ and M ∈ Aθλ(σ • w) for
σ ∈ W (Q) such that σω is dominant for a. Let Cab denote the Serre subcategory in
Aθλ(v) -modρ−1(0) spanned by the simples L with CC(L) ⊂ L
ω
a . Let C (resp.., C) denote
the subcategory in C of all complexes whose homology lie in Cab (resp., Cab). Since CC
is injective, see Proposition 2.12, and by the definition of Laω given in Section 1.5, we get
C ⊂ C. Our main Conjecture 1.1 says that C = C = C.
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An object in Aθλ(v) -mod is called regular holonomic if it is obtained from a regular
holonomic (G, λ)-equivariantD-module by applying πθλ(v). Actually, we are not interested
in all regular holonomic modules. Recall the torus T = (C×)Q1 × (C×)Q0 from 2.1.3
acting on R. We will consider only weakly T -equivariant modules. Note that a unique
indecomposable Aθλ(σ · w)-module is weakly T -equivariant.
It is a standard fact that the category of regular holonomic weakly T -equivariant D-
modules stays the same under changing the orientation of R (partial Fourier transforms
preserve weakly T -equivariant regular holonomic modules, [Br]) so the notion of a weakly
T -equivariant regular holonomic Aθλ(v)-module is well-defined.
Lemma 6.1. Under the isomorphism Aθλ(v)
∼= Aσθσ•λ(σ•v), a weakly T -equivariant regular
holonomic module remains weakly T -equivariant regular holonomic.
Proof. The part concerning the T -action follows from the observation, see 2.1.3, that σ∗
is twisted T -equivariant. It is enough to prove the claim that the resulting module is
still regular holonomic for a simple reflection si. Recall that in this case the isomorphism
Aθλ(v)
∼= Aσθσ•λ(σ • v) is induced by the isomorphism
(6.1) DR//
θi
λi
GL(vi) ∼= DR//
−θi
(si•λ)i
GL((si • v)i).
The former reduction is just DλiGr(vi,w˜i) ⊗ DR and so there is an internal notion of a
regular holonomic module. Then a simple DλiGr(vi,w˜i) ⊗DR-module is regular holonomic if
and only if it is obtained from a simple regular holonomic DR-module under the quotient
functor. Indeed, let L be a simple GL(vi)-equivariant D-module on R whose support
intersects Rθi−ss. Then L is regular holonomic if and only if the induced D-module on the
quotient R//θi GL(vi) is regular holonomic. This follows from the classification of simple
regular holonomic D-modules: those are precisely the intermediate extensions of regular
holonomic local systems on smooth locally closed subvarieties, see [Bo, Theorem 7.10.6,
7.12].
Now, under the identifications of DR//
θi
λi
GL(vi) -mod and DR//
−θi
(si•λ)i
GL((si • v)i) -mod
with the category of D-modules on Gr(vi, w˜i) × R, the equivalence induced by (6.1)
becomes the identity, this follows from the construction of an isomorphism. We deduce
that the equivalence induced by the isomorphism Aθλ(v)
∼= Aσθσ•λ(σ • v) maps regular
holonomic modules to regular holonomic ones. 
Corollary 6.2. The simples in C are weakly T -equivariant regular holonomic.
Proof. Let us show that Webster’s functors Ei, Fi preserve the category of direct sums
of semisimple weakly T -equivariant regular holonomic Aθλ(v)-modules with homological
shifts. The functors Ei, Fi on
⊕
vi
Db(DλiGr(vi,w˜i) ⊗DR -mod
G,λ) have this property by the
construction. By the proof of Lemma 6.1, a simple regular holonomic Aθλ(v)-module is an
image of such a module from DλiGr(vi,w˜i) ⊗DR -mod
G,λ and our claim follows.
Lemma 6.1 and the observation that the automorphisms ϕσ from 2.1.3 are twisted
T -equivariant show that the functors Eα, Fα preserve semisimple complexes of weakly T -
equivariant regular holonomic modules when α ∈ Πθ. So it is enough to check that any
object in Aθλ(σ •w) -mod is regular holonomic. This is definitely true for σ = 1 (the space
R is zero). For arbitrary σ, the claim again follows from Lemma 6.1. 
Proposition 6.3. C = C.
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Proof. It is enough to show that if L ∈ C, then FαL ∈ C. Before we proceed to the proof
of that implication, we need some discussion of the functors Fα.
Recall that the functors Eα, Fα (we will simply write E, F ) define a categorical U(sl2)-
action on C so that, in particular, Kgr0 (C), the graded K0, is a Uq(sl2)-module (here we
consider Lusztig’s form of the quantum group), where the multiplication by q corresponds
to the homological shift [1]. The algebra U−1(sl2) is identified with U(sl2) and, under this
identification, Kgr0 (C)q=−1 embeds into K0(C) as an sl2-submodule. Hence K
gr
0 (C)q=−1
equivariantly embeds into Lω.
Pick some dimension vector v and consider the category C
′
=
⊕
k C(v+ kα), where the
summands are the weight subcategories of specified weights. Then Kgr0 (C
′) is a free C[q±1]-
module of finite rank and its specialization at q = −1 embeds into L :=
⊕
k∈Z Lω[ν+kα].
Consider the decreasing filtration on C
′
⊃ C
′
>i as in [R2, Theorem 5.8]: the indecompos-
ables in C
′
>i(j) are precisely summands of the image of F
max(0,i−j) if j > 0 or Emax(0,i+j)
if j 6 0. Then C
′
>i/C
′
>i+1 categorifies the sum of several copies of the i + 1-dimensional
irreducible representation of sl2. In particular, we see that the classes in [C
′
]q=−1 of the
indecomposables in C
′
form a dual perfect basis (meaning that the dual basis is perfect
in the sense of Berenstein and Kazhdan, [BerKa, Section 5]). A conclusion is that if
L′ is an indecomposable object in C
′
>i such that fCC([L
′]q=−1) ∈ CC([C
′
>i+1]q=−1), then
FL′ ∈ C
′
>i+1.
Now let us return to the proof of the proposition. Let us choose a minimal dimension
vector v such that there is an indecomposable L ∈ C(v) that does not lie in C. By the
definition of C, L appears as a summand in FαL′ for some root α and some indecomposable
L′. Form the category C
′
=
⊕
k C(v + kα) for v and α. Choose the maximal i such that
L ∈ C>i(v). We may assume that C>i+1(v) ⊂ C. Modulo C>i+1(v), the object FαL′ is the
sum of several copies of L with various homological shifts. The class of this sum in Lω
is nonzero by the conclusion of the previous paragraph. It follows that CC(L) ∈ Laω, a
contradiction. 
6.3. Singular simples. Now let us introduce certain classes of simple objects. Fix a
root α ∈ Πθ. We say that a simple L ∈ Aθλ(v)mod is singular for Eα, Fα if
• Suppose α · v > 0. Then L does not occur in the homology of FαL′, where L′ is a
simple constituent in the homology of the complex obtained from L by applying
some monomial in Eα, Fα. Similarly, L does not occur in the homology of E
ℓ
αL
′′,
where ℓ = 1 + α · v, and L′′ have a similar meaning to L′.
• for α · v 6 0, a similar condition holds but with Eα, Fα swapped.
We remark that we can similarly define a singular simple (G, λ)-equivariant DλiGr(vi,w)⊗
DR-module (where we consider the pair of functors Ei, Fi). These simples enjoy many
nice properties.
Proposition 6.4. Let M be a singular simple holonomic DGr(vi,w˜i) ⊗ DR-module (with
2vi 6 w˜i). Then the following is true.
(1) H0(ΘiM) 6= 0.
(2) The singular support of M intersects O× T ∗R, where O is the open GL(w˜i)-orbit
in T ∗Gr(vi, w˜i).
(3) Hj(WCθi→−θi(M)) contains a singular simple, say M
′, in its Jordan-Ho¨lder series
if and only if j = 0. That simple occurs with multiplicity 1 and it is a quotient.
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(4) The map M 7→ M ′ is a bijection between the sets of singular simples for θi and
for −θi.
Proof. Let us prove (1). Recall, Section 2.6, the action α of the 2-category U(sl2) on
(3.5). It is enough to check that H0(α(Θ
′
i)α(Θi)M) = H0(α(Θ
′
iΘi)M) 6= 0, where, recall,
Θ′i is the complex similar to Θi with Ei, Fi swapped. The bicomplex computing Θ
′
iΘi has
E
(k+d)
i F
(k)
i F
(ℓ+d)
i E
(ℓ)
i in bidegree (k, ℓ), where d = w˜i − 2vi. We can decompose E
(i)F (i
′)
into the direct sum of monomials F (j)E(j
′) with some multiplicities and homological shifts,
in the same way as for the usual universal enveloping algebra of sl2, this follows from [CR,
Theorem 5.27]. Therefore, for k + l > 0, the simple constituents of the homology of the
complexes α(E
(k+d)
i F
(k)
i F
(ℓ+d)
i E
(ℓ)
i )M do not include M by the definition of a singular
object. In degree (0, 0) of the double complex for Θ′iΘi we have E
(vi)F (vi). The identity
element is a direct summand in E(vi)F (vi), while all other summands are of the form
F (i)E(i) with i > 0. So α(E(vi)F (vi))M is the direct sum of M and some complex whose
homology do not have M as a constituent. Using exact triangles for various truncations
of α(Θ′i)α(Θi)M , we see that H0(α(Θ
′
iΘi)M) contains a copy of M in its Jordan-Ho¨lder
series.
Let us proceed to (2). By the appendix to [L9], Γ(M) is a holonomic D(Gr(vi, w˜i))⊗
D(R)-module in the sense explained in Section 4.1.
Recall the formula WC = s◦Θ, see Theorem 3.2. By (1), we see that H0(WC(M)) 6= 0.
By Proposition 4.1, dimSuppΓ(M) = dimGr(vi, w˜i)× R. But since Γ(M) is holonomic,
this means that the support of M ′ intersects the open leaf. (2) follows.
Let us prove (3). By (2), the singular support of M contains a point that is stable for
−θi. Let π+, π− be the quotient functors from DR -mod
G,λ to the quotient categories for
the stability conditions θi,−θi. Then WC = π−Lπ!+, see (2.10). Let M˜ be the simple in
D(R) -modG,λ such that π+(M˜) = M . We see that π−(M˜) occurs in H0(WCθi→−θi(M))
(as a quotient, in fact, because M˜ is a quotient of π!+(M)). Clearly, the multiplicity is 1.
The other composition factors of Hj(WCθi→−θi(M)) are the images of simples in ker π+.
So the singular supports do not intersect O× T ∗R. Reversing the argument in the proof
of (2), we see that these simples are shifted by WC and hence by Θ. By the proof of (1),
they cannot be singular.
Let us prove (4). Note that s∗M
′ is the only singular simple constituent of
⊕
iHi(ΘM),
it is a quotient ofH0(ΘM). The proof of (1) implies thatM is the only singular constituent
of
⊕
iHi(Θ
′(s∗M
′)). This implies (4). 
Corollary 6.5. Let α ∈ Πθ and M ∈ Aθλ(v) -mod be a singular simple for Eα, Fα. Let
θ′ be a stability condition such that the chambers Cθ and Cθ′ are separated by kerα and
let λ′ ∈ λ + ZQ0 with (λ′, θ′) ∈ AL(v). There is a singular simple M ′ that is a quotient
of H0(WCλ→λ′M) such that the kernel of H0(WCλ→λ′M) ։ M
′ and Hi(WCλ→λ′M) for
i > 0 do not contain singular simple constituents. Finally, the mapM 7→M ′ is a bijection
between the sets of singular simples in Aθλ(v) -mod and A
θ′
λ′(v) -mod.
Proof. Thanks to the construction of Eα, Fα, we can twist with a quantum LMN isomor-
phism, switch a stability condition in the same a-chamber, and assume that θ = θ+, α =
αi. Let Mˆ be the simple in DλiGr(vi,w˜) ⊗ DR -mod
G,λ that projects to M . Recall, Section
2.6, that the quotient functor⊕
v
Db(DλiGr(vi,w˜) ⊗DR -mod
G,λ)։
⊕
v
Db(Aθλ(v) -mod)
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intertwines Ei, Fi. Since M is singular, it follows that Mˆ is singular as well. The claims
of the corollary now follows from Proposition 6.4. 
6.4. Extremal simples. Further, let us define an extremal simple L ∈ Aθλ(v) -modρ−1(0)
as follows. This is a simple that does not belong to C and such that v is minimal possible
(such that a simple like this exists) over all parameters λ′ ∈ W (Q) · λ. Conjecture
1.1 is equivalent to the claim that no extremal simples exist. It is easy to see that if
Aθλ(v) -modρ−1(0) contains an extremal simple, then ν is dominant, otherwise we can twist
with a quantum LMN isomorphism.
Here is a connection between extremal and singular simples.
Lemma 6.6. An extremal simple is singular for any pair (Eα, Fα).
Proof. Let L′ be as in the definition of a singular object. By the definition of an extremal
object, L′ ∈ C. Since C is closed under the functors Fα, Eα, see Proposition 6.3, we see
that L cannot occur in the Jordan-Ho¨lder series of the homology of FαL
′. Similarly, sαF
ℓ
αL
lies in C (with different parameters) for ℓ > α · v. It follows that F ℓαL lies in C. Similarly
to the above, we see that L cannot occur in the homology of EℓαL
′′. So L is singular. 
The following claim is a consequence of Corollary 6.5.
Corollary 6.7. In the notation of Corollary 6.5, the simple M ′ is also extremal.
Proof. We only need to check that M ′ 6∈ Cλ
′
(the category C for the parameter λ′).
Corollary 6.5 implies sαM
′ is the only constituent of ΘαM that is singular for (Eα, Fα).
Since the other constituents are non-singular, they are forced to lie in C, compare with
the proof of Proposition 6.3. So M ′ 6∈ Cλ
′
and it is extremal, by the definition of such
objects. 
7. Affine short wall-crossings
In this section we assume that Q is an affine quiver, v = nδ, w = ǫ0. Here µ is flat.
Our goal is to study the affine wall-crossing functor WCλ→λ′ , where λ
′ − λ ∈ ZQ0 and
(λ, θ), (λ′, θ′) ∈ AL(v) for stability conditions θ, θ′ separated by ker δ. Our main result
is that WCλ→λ′ is a perverse equivalence corresponding to a filtration on Aλ(v) -mod
produced by a chain of ideals. The main consequence for the proof of Theorem 1.2 is that
all homological shifts under WCλ→λ′ are less than n.
We will state the main technical result and outline the scheme of its proof in Section
7.1.
7.1. Results. Let us introduce some conventions and notation. We consider a parameter
λ◦ that is represented in the form (κ, c◦), where κ = 〈λ◦, δ〉 so that Aλ◦(v) = eHκ,c◦(n)e.
We view c◦ as an element of ker δ (this includes some renormalization of the usual pa-
rameters for the SRA’s). We assume that κ is a rational number with the denomina-
tor less than or equal to n (which is equivalent to ker δ being a quantum wall). We
also assume that κ > 0 or κ < −1. Let κ′ be an element in κ + Z with κ′ < −1 if
κ > 0 and κ′ > 0 if κ < −1. Set λ′◦ = (κ′, c◦), in particular, χ := λ′◦ − λ◦ ∈ ZQ0.
We further assume that there are stability conditions θ, θ′ separated by ker δ such that
(λ◦ + (C ∩ ker δ ∩ ZQ0), θ), (λ′◦ + (C ∩ ker δ ∩ ZQ0), θ′) ⊂ AL(nδ), where we write C for
the classical chamber of θ. By Proposition 5.30, this can always be achieved by adding
an element of ZQ0 to λ◦ preserving the sign of κ.
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For λ = (κ, c), we set Ac := Aλ(v),A′c := Aλ′(v),Bc := A0λ,χ(v). We also con-
sider the universal versions: we write p0 for ker δ and consider the objects Ap0 :=
Aλ+p0(v),A
′p0 ,Bp0 := A0λ+p0,χ(v) so that A
c,A′cBc are the specializations of Ap0,A′ p0 ,Bp0 .
We will define chains of ideals {0} = J p0q+1 ( J
p0
q ( . . . ( J
p0
1 ( J
p0
0 = A
p0, {0} =
J ′ p0q+1 ( J
′ p0
q ( . . . ( J
′ p0
1 ( J
′ p0
0 = A
′ p0, where q = ⌊n/m⌋, and consider the corre-
sponding the specializations J ci ,J
′c
i .
One more piece of notation: di := (q + 1− i)(m− 1).
Here is our main technical result.
Theorem 7.1. There is a principal open subset p00 ⊂ p0 such that the HC bimodules
J p0i ,A
p0/J p0i ,J
′ p0
i ,A
′ p0/J ′ p0 ,Bp0 ,TorA
p0
j (Bp0 ,A
p0/J p0i ),Tor
A′p0
j (A
′p0/J ′p0i ,Bp0)) are free
both as left and as right modules over C[p00] and moreover, for any c ∈ p
0
0, the following
holds:
(1) J ci J
c
j = J
c
max(i,j),J
′c
i J
′c
j = J
′c
max(i,j).
(2) For all i, j, we have J ′ci Tor
Ac
j (B
c,Ac/J ci ) = Tor
A′c
j (A
′c/J ′ci ,B
c)J ci = 0.
(3) We have TorA
c
j (Bc,A
c/J ci ) = 0 for j < di.
(4) We have J ′ci−1Tor
Ac
j (B
c,Ac/J ci ) = 0 for j > di.
(5) Set Bci := Tor
Ac
di
(Bc,Ac/J ci ). Then J
′c
i−1B
c
i = B
c
i .
(6) The kernel and the cokernel of the natural homomorphism
Bci ⊗Ac HomA′c(B
c
i ,A
′c/J ′ci )→ A
′c/J ′ci
are annihilated by J ′ci−1 on the left and on the right. Similarly, the kernel and the
cokernel of the natural homomorphism
HomAc(B
c
i ,A
c/J ci )⊗A′c B
c
i → A
c/J ci
are annihilated on the left and on the right by J ci−1.
We remark that under the freeness condition we have imposed on p00, the bimodules
with superscript c are the specializations of those with superscript p0 provided c ∈ p00.
The existence of an open subset with these conditions follows from (2) of Corollary 5.8.
The scheme of the proof of Theorem 7.1 is as follows. We first prove the theorem for
the algebras A¯κ(n), A¯κ′(n), where m = n, in Section 7.2. In these case we just have one
proper ideal in either of these two algebras. Then, in Section 7.3, we construct the ideals
J p0i ,J
′p0
i in general. After that we prove (2)-(6) of Theorem 7.1, first, for a Weil generic
parameter c and then for a Zariski generic parameter, Section 7.4.
Of course, c◦ + (Cθ ∩ ker δ ∩ ZQ0) intersects p00. We remark that for c ∈ [c
◦ + (Cθ ∩
ker δ ∩ ZQ0)] ∩ p00, thanks to Lemma 5.25, the functor B
c ⊗LAc • is just WCθ→θ′.
Theorem 7.1 is used to prove that WCθ→θ′ : D
b(Aλ◦(v) -mod)→ Db(Aλ′◦(v) -mod) is a
perverse equivalence.
Let us recall the general definition. Let C, C′ be two abelian categories equipped with
filtrations {0} = CN+1 ( CN ( CN−1 ( . . . ( C1 ( C0 = C, {0} = C′N+1 ( C
′
N ( . . . (
C′1 ( C
′
0 = C
′ by Serre subcategories. Following Rouquier, [R1], we say that a derived
equivalence ϕ : Db(C)→ Db(C′) is perverse with respect to the filtrations above if
(i) ϕ restricts to an equivalence DbCi(C)→ D
b
C′i
(C′), where we write DbCi(C) for the full
subcategory of Db(C) consisting of all complexes with homology in Ci.
(ii) Hj(ϕM) = 0 for M ∈ Ci and j < i.
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(iii) The functor ϕ[−i] induces an equivalence Ci/Ci+1
∼
−→ C′i/C
′
i+1. Moreover, Hj(ϕM) ∈
C′i+1 for j > i and M ∈ Ci.
We remark that, thanks to (iii), a perverse equivalence induces a natural bijection
between the simple objects in C and C′. We will write S 7→ S ′ for this bijection.
Theorem 7.2. Set C := Aλ◦(v) -mod, C
′ := Aλ′◦(v) -mod. Then, perhaps after replacing
λ◦ with λ◦ + ψ for ψ ∈ C ∩ ker δ ∩ ZQ0, the following holds.
Define Ci to be the subcategory of all modules in C annihilated by Jq+1−⌊i/(m−1)⌋ (this is
a Serre subcategory by (1) of Theorem 7.1) and C′i ⊂ Ci analogously. Then the following
is true:
(1) WCθ→θ′ is a perverse equivalences with respect to these filtrations.
(2) The induced equivalence Cj(m−1)/Cj(m−1)+1 → C′j(m−1)/C
′
j(m−1)+1 is given by B
c
q+1−j⊗Ac
•. Moreover, for a simple S ∈ Cj(m−1) \ Cj(m−1)+1, the head of B
c
q+1−j ⊗Ac S coin-
cides with S ′.
(3) The bijection S 7→ S ′ preserves the associated varieties of the annihilators.
The section is organized as follows.
7.2. Type A: case κ = r
n
. Here we assume that n = m, κ = r
n
with GCD(r, n) = 1 and
κ 6∈ (−1, 0). In this case we have just one proper ideal J ⊂ H := Hκ(n) and the quotient
H/J is finite dimensional. The algebra A¯κ(m) is Morita equivalent to H.
Claims (2)-(6) of Theorem 7.1 amount to the following two claims ((*) implies those
claims for i = 1, while (**) implies them for i = 0):
(*) We have TorHj (B,H/J ) = Tor
H′
j (H
′/J ′,B) = 0 if j 6= n − 1. Furthermore,
TorHn−1(B,H/J ) = Tor
H′
n−1(H
′/J ′,B) = HomC(L, L′), where we write L (resp., L′)
for the simple finite dimensional H-module (resp., H′-module).
(**) The kernels and cokernels of the natural homomorphisms B ⊗H HomH′(B,H′) →
H′,HomH(B,H)⊗H′ B → H are finite dimensional.
The Tor vanishing statement in (*) is a consequence of (1) of Proposition 4.1 (by Re-
mark 5.2, B ⊗LH′ • is still the wall-crossing functor for the categories of right modules).
The category of finite dimensional H-modules (resp., of finite dimensional H′-modules) is
a semisimple category with a single indecomposable object L (resp., L′). By (2) of Propo-
sition 4.1, B ⊗LH L = L
′[1 − n] and L′ ⊗LH′ B = L[1 − n]. So the equality for the Torn−1’s
follows from the previous sentence and isomorphisms H/J = HomC(L, L),H′/J ′ =
HomC(L
′, L′).
Let us proceed to (**). Apply the functor •†,x to the homomorphisms of interest, where
x ∈M0(v) is generic. For the first homomorphism, we get a natural homomorphism
B†,x ⊗H†,x HomH′†,x(B†,x,H
′
†,x)→H†,x.
But the algebras and bimodules involved are all just C. So we see that the latter ho-
momorphism is an isomorphism. It follows that the kernel and the cokernel of B ⊗H
HomH′(B,H′)→H′ are killed by •†,x. So they have proper associated varieties and hence
are finite dimensional.
7.3. Chain of ideals. For a partition µ = (µ1, . . . , µk) with |µ| 6 n set A¯(µ) =⊗k
i=1 A¯κ(µi) and define A¯
′(µ) similarly. Consider the restriction functors •†,µ : HC(A
p0)→
HC(C[p0]⊗A¯(µ)),HC(A′ p0 -Ap0)→ HC(C[p0]⊗A¯′(µ) -C[p0]⊗A¯(µ)) etc. Let •†,µ denote
the right adjoint functor. Recall, Proposition 5.22, that the ideals in the algebra A¯(qm)
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form a chain: A¯(qm) = J¯0(qm) ) J¯1(qm) ) . . . ) J¯q(qm) ) J¯q+1(qm) = {0}. We set
J¯i(mq) := J¯i(qm)†,mq . These are precisely the ideals appearing before Lemma 5.24.
We set J p0i to be the kernel of the natural map
Ap0 → (C[p0]⊗ [A¯(m)/J¯1(m)]
⊗q+1−i)†,(m
q+1−i),
where •†,? is the functor from Proposition 5.21, and define J ′ p0i similarly.
Remark 7.3. Note that, by the definition of J p0i the following is true. If J ⊂ A
p0 is such
that J†,(mq+1−i) is in the kernel of A¯(m
q+1−i)։ [A¯(m)/J¯1(m)]⊗q+1−i, then J ⊂ J
p0
i .
We are going to establish some properties of these ideals. First, let us describe properties
that hold for all parameters c.
Lemma 7.4. The following is true.
(a) (J ci )†,(mq+1−i) coincides with the maximal ideal of A¯(m
q+1−i).
(b) V(Ac/J ci ) coincides with L(mq+1−i), where the latter is the closure of the symplectic
leaf corresponding to the subgroup Sq+1−im ⊂ Γn.
(c) (J ci )†,(mq) = J¯i(m
q). Moreover, (J ci )†,(qm) = J¯i(qm).
(d) J p0q ⊂ J
p0
q−1 ⊂ . . . ⊂ J
p0
1 .
Similar claims hold for J ′ci ,J
′ p0
i .
Proof. The ideal (J ci )†,(mq+1−i) ⊂ A¯(m
q+1−i) is contained in the maximal ideal as the latter
is the kernel of A¯(mq+1−i)։ (A¯(m)/J¯1(m))⊗(q+1−i). The inclusion V(Ac/J ci ) ⊂ L(mq+1−i)
follows from Proposition 5.21. By Lemma 5.11, V(A¯⊗q+1−u/J ci,†,(mq+1−i)) is a point. The
equality in (a) follows from Lemma 5.24. In its turn, the equality in (a) implies the
equality in (b).
(b) implies that V(A¯(mq)/(J ci )†,(mq)) = V(A¯(m
q)/J¯i(mq)). Lemma 5.24 yields (J ci )†,(mq) =
J¯i(mq). The equality (J ci )†,(qm) = J¯i(qm) is proved similarly.
Let us prove (d). We remark that (J ci )†,(mq+2−i) is a proper ideal because its associated
variety (computed using Lemma 5.11) is proper. Hence is contained in the maximal
ideal of A¯(mq+2−i). It follows that (J p0i )†,(mq+2−i) lies in the kernel of the epimorphism
A¯(mq+2−i) ։ (A¯(m)/J¯1(m))⊗(q+2−i). The inclusion J
p0
i ⊂ J
p0
i−1 follows from Remark
7.3. 
Now let us analyze what happens when c is Weil generic.
Lemma 7.5. Let c be Weil generic. Then the following is true:
(1) The functor •†,(mq) is faithful.
(2) The ideals J ci , i = 1, . . . , q, exhaust all proper ideals in A
c.
(3) J ci J
c
j = J
c
max(i,j).
Proof. Let us show that for a Weil generic c, the algebra Ac has no finite dimensional
representations. Similarly to the proof of Proposition 5.16, we see that otherwise there
is a two-sided ideal J ⊂ Ap0 such that Ap0/J is generically flat and finite over C[p0] and
SupprP(A
p0/J) = p0. So for a Poisson ideal grJ ⊂ C[Mp0(v)] we have Suppp(C[Mp0(v)]/ grJ) =
p0. It follows that, for every p ∈ p0, the variety Mp(v) contains a point that is a sym-
plectic leaf. We remark that Mp0(v) =Mp0(δ)
n/Sn, this follows from the description of
Mp0(v) as the generalized Calogero-Moser space, see [EG, Section 11] (the power is taken
over p0). For p generic, Mp(δ) is smooth and symplectic and so the minimal dimension
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of a symplectic leaf in Mp(v) is 2. We arrive at a contradiction that shows that Ac has
no finite dimensional representations provided c is Weil generic.
Now we are in position to prove (1). This boils down to checking that the associated
variety of any HC Ac-bimodule (or HC A′c-Ac-bimodule, etc.) contains L(mq). First of all,
let us show that the associated variety contains Ln, the symplectic leaf corresponding to
Sn ⊂ Γn. Indeed, the slice algebra A¯λ(vˆ) for any leaf not containing Ln has a tensor factor
isomorphic to eHκ,c(n′)e with nonzero n′ 6 n. But that algebra has no finite dimensional
irreducible representations by the first paragraph of the proof, a contradiction. That
the associated variety contains L(mq) follows from the representation theory of type A
Cherednik algebras Hκ(n′) has a finite dimensional irreducible representation if and only
if κ has denominator precisely n′. The proof of faithfulness of •†,(mq) is now complete.
Let us proceed to the proof of (2) and (3). By (b) of Lemma 7.4, V(Ac/J ci ) = L(mq+1−i).
The functor •†,(qm) is faithful, this follows from the argument in the previous paragraph.
So the map J 7→ J†,(qm) embeds the poset of two-sided ideals in Ac into that for A¯(qm).
(2) follows from here and Proposition 5.22. To check (3) note that •†,(qm) respects the
products of ideals and again use Proposition 5.22. 
Now let us transfer some of the properties in Lemma 7.5 to the case when c is only
Zariski generic.
Lemma 7.6. We have J ci J
c
j = J
c
max(i,j) for c in some non-empty Zariski open subset of
p0.
Proof. By (3) of Lemma 7.5, the required equality holds when c is Weil generic. Now
consider the quotient J p0max(i,j)/J
p0
i J
p0
j . It follows from (2) of Corollary 5.8 that the fiber
of this HC bimodule at a Zariski generic point of p0 is zero. This implies our claim. 
7.4. Proof of Theorem 7.1. We write B¯ for the wall-crossing A¯κ′(m)-A¯κ(m)-bimodule.
Without restrictions on c, we know that
Bc†,(mq+1−i) = B¯
⊗q+1−i,
TorA
c
j (B,A
c/J ci )†,(mq+1−i) = Tor
A¯(mq+1−i)
j (B¯
⊗q+1−i, (A¯(m)/J (m))⊗q+1−i),
TorA
′c
j (A
′c/J ′ci ,B)†,(mq+1−i) = Tor
A¯′(mq+1−i)
j ((A¯
′(m)/J ′(m))⊗q+1−i, B¯⊗q+1−i).
(7.1)
The first equality is a special case of (5.11). The second and third equalities follows
from the first and Lemma 5.12.
Proof of Theorem 7.1. First, we assume that c is Weil generic. Note that any HC A′c-Ac
bimodule X the following are equivalent
• X†,(mq+1−i) = 0,
• XJ ci−1 = 0,
• J ′ci−1X = 0.
This, combined with (7.1) and Section 7.2, yields (4) and (6). Further, the following
conditions are equivalent as well:
• dimX†,(mq+1−i) <∞,
• XJ ci = 0,
• J ′ci X = 0.
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This yields (2).
Let us prove (3) and (5). Suppose that (3) is false. Pick the minimal i such that there
is j < di with X := Tor
Ac
j (B
c,Ac/J ci ) 6= 0. Next, let j be minimal for the given i. Since
X†,(mq+1−i) = 0, we see that
(7.2) XJ ci−1 = 0.
Consider the derived tensor product
(7.3) Bc ⊗LAc A
c/J ci−1 = (B
c ⊗LAc A
c/J ci )⊗
L
Ac/J ci
Ac/J ci−1.
By the choice of j, the jth homology of the right hand side of (7.3) equals X ⊗Ac/J ci
Ac/J ci−1 = X /XJ
c
i−1. The latter equals X by (7.2). Since j < di−1 and the left hand side
of (7.3) has non-vanishing jth homology, we get a contradiction with our choice of i. The
equality TorA
′c
j (A
′c/J ′ci ,B) = 0 for j < di is proved in the same way (using that B is a
long wall-crossing bimodule also when viewed as a Ac,opp-A′c,opp-bimodule, Remark 5.2).
This completes the proof of (3).
Let us proceed to (5) and prove BciJ
c
i−1 = B
c
i . Assume the converse, then B
c
i⊗A
c/J ci−1 6=
0. Similarly to the previous paragraph, this implies that TorA
c
di
(Bc,Ac/J ci−1) 6= {0} that
contradicts (3). This completes the proof of Theorem 7.1 for a Weil generic c.
Let us prove (2)-(6) for a Zariski generic c. We will do (2), the other claims are
similar. Consider the HC A′p0-Ap0 bimodule J ′p0i Tor
Ap0
j (B
p0 ,Ap0/J p0i ). Its specialization
to a Zariski generic parameter c coincides with J ′ci Tor
Ac
j (B
c,Ac/J ci ). So a Weil generic
specialization of this bimodule vanishes. Therefore the same is true for a Zariski generic
specialization, this is a consequence of (2) of Corollary 5.8. 
7.5. Proof of Theorem 7.2. Let us check (i) in the definition of a perverse equiv-
alence. Recall that WCθ→θ′ is Bc ⊗LAc • and hence WC
−1
θ→θ′ is RHomA′c(B
c, •). For
example, let us prove WC−1θ→θ′D
b
C′i
(C′) ⊂ DbCi(C). For M
′ annihilated by J ′ci , we have
RHomA′c(Bc,M ′) = RHomA′c/J ′ci (A
′c/J ′ci ⊗
L
A′c B
c,M ′). Now we use (2) of Theorem 7.1
which says, in particular, that all homology of A′c/J ′ci ⊗
L
A′c B
c are annihilated by J ci on
the right. This checks (i).
(ii) follows from (3) of Theorem 7.1 and the observation that, for M annihilated by J ci
we have Bc ⊗LAc M = (B
c ⊗LAc A
c/J ci )⊗
L
Ac/J ci
M .
Let us prove (iii). By (6) of Theorem 7.1, the functor Bci ⊗Ac/J ci • : A
c/J ci -mod →
A′c/J ′ci -mod induces an equivalence Cq+1−i/Cq+2−i
∼
−→ C′q+1−i/C
′
q+2−i (for example, a right
inverse is given by tensoring with HomA′c(Bci ,A
′c/J ′c)). (6) also implies that, for M ∈
Cq+1−i, we have Tor
Ac/J ci
j (B
c
i ,M) ∈ C
′
q+2−i for all j > 0. Together with (4) of Theorem 7.1
this finishes the proof of (iii). This completes the proof of (1) of Theorem 7.2 and also
establishes the first claim in (2).
To complete the proof of (2) we need to check that J ′cq−i(B
c
q+1−i⊗Ac S) = B
c
q+1−i⊗Ac S.
By (5) of Theorem 7.1, the natural homomorphism J ′cq−i⊗A′cB
c
q+1−i → B
c
q+1−i is surjective.
It follows that the natural homomorphism J ′cq−i ⊗A′c B
c
q+1−i ⊗Ac S → B
c
q+1−i ⊗Ac S is
surjective as well. This finishes the proof of (2) of Theorem 7.2.
To show that the associated varieties of the annihilators are preserved, one can argue as
follows. Let I denote the annihilator of S. So Bcq+1−i⊗AcS is a quotient of B
c
q+1−i⊗AcA
c/I,
a HC bimodule annihilated by I on the right. From Corollary 5.4 one can now deduce
that the associated variety of the annihilator I ′ of S ′ contains that of I. On the other
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hand, S is a submodule of HomA′c(Bcq+1−i, S
′) = HomA′c(Bcq+1−i/I
′Bcq+1−i, S
′). So the
right annihilator of Bcq+1−i/I
′Bcq+1−i is contained in I. This shows that the associated
variety of I ′ is contained in that of I and completes the proof of (3).
Theorem 7.2 is now proved.
7.6. Double wall-crossing bimodule. This section is not used in the proof of Theorem
1.2. Here we want to examine the structure of a so called double wall-crossing bimodule
for type A Rational Cherednik algebras. Namely, let B be the wall-crossing Aκ′(n)-
Aκ(n)-bimodule, and B′ be the wall-crossing Aκ(n)-Aκ′(n)-bimodule. Form the complex
D := B′ ⊗LAκ′ (n) B.
Here is our main result about the structure of D.
Theorem 7.7. We have Hi(D) = 0 for i > 0. Moreover, H0(D) is an indecomposable
bimodule that has a filtration H0(D) = Dq+1 ⊃ Dq ⊃ . . . ⊃ D1 ⊃ D0 = {0} such that
Di+1/Di = Ji/Ji+1 for all i.
Let us start by a result towards the description of the class of D in the K0 of HC
bimodules.
Proposition 7.8. Suppose that (λ, θ), (λ′, θ′) ∈ AL(v) and that the higher homology of
A(θ
′)
λ,χ(v) ⊗
L
Aλ(v)
A(θ)λ′,−χ(v) vanish, where χ := λ − λ
′. Then the class of A(θ
′)
λ,χ(v) ⊗
L
Aλ(v)
A(θ)λ′,−χ(v) in K0(HC(Aλ′(v))) coincides with that of Aλ′(v).
Proof. Take a generic line ℓ through λ and let ℓ′ := ℓ + χ. By Proposition 5.6, A(θ)λ′,−χ
coincides with the specialization A(θ)ℓ′,−χ(v)λ′ and similarly A
(θ′)
λ,χ(v) = A
(θ′)
ℓ,χ (v)λ. Let z
be a coordinate on ℓ vanishing at λ (that is also viewed as a coordinate on ℓ′ via the
identification ℓ′ = ℓ + χ). We will write B1z for C[[z]] ⊗C[z] A
(θ)
ℓ′,−χ(v), B
2
z for C[[z]] ⊗C[z]
A(θ
′)
ℓ,χ (v) and B
1,B2 for the specializations of these bimodules to z = 0, the latter two
are our original wall-crossing bimodules. Since B1z ,B
2
z are flat over C[[z]] (z is not a
zero divisor by the construction) we have Bi := C ⊗LC[[z]] B
i
z. We will also write Az for
C[[z]]⊗C[z] Aℓ(v) and A′z for C[[z]]⊗C[z] Aℓ′(v) and A,A
′ for the specializations.
Now consider the derived tensor product Dz := B1z ⊗
L
Az B
2
z . This is a complex of A
′
z-
bimodules with Harish-Chandra cohomology. We claim that
(7.4) C((z))⊗C[[z]] Dz ∼= C((z))⊗C[[z]] A
′
z.
This follows from Proposition 5.17 because ℓ was chosen to be generic
On the other hand, C⊗LC[[z]] Dz = B
1 ⊗LA B
2. So under the specialization map
K0(HC(C((z))⊗C[[z]] A
′
z))→ K0(HC(A
′)),
the class of B1 ⊗LA B
2 coincides with the image of the class of C((z))⊗C[[z]] Dz under that
map. Thanks to (7.4), we are done. 
Now we are going to treat the case of m = n. We start with a lemma.
Lemma 7.9. We have TorHi (H/J ,H/J ) = H/J if i is even, 0 6 i 6 2n− 2 or 0 else.
Proof. We have H/J = L ⊗ L∗, where L is a unique finite dimensional representation
of H. So TorH• (H/J ,H/J ) = H/J ⊗ Tor
H
• (L
∗, L). Recall, [GGOR, 4.2], that there is
an antiautomorphism H → Hopp that switches h∗, h. Replace L with the BGG resolution
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. . . → ∆(∧2h) → ∆(h) → ∆(triv) in the category O (see [BEG] for the existence of this
resolution), and L∗ with its right handed analog:
. . .→ ∆opp(∧2h∗)→ ∆opp(h∗)→ ∆opp(triv)
where ∆opp(V ) := Hopp ⊗S(h∗)#W V denotes the corresponding Verma modules.
We claim that dimTori(∆
opp(λ),∆(µ)) = δi0δλµ. Indeed, we can consider the “univer-
sal” Verma modules ∆ = H/Hh,∆∗ = H/h∗H. Consider the Koszul resolution of ∆, i.e.,
→H⊗
∧2
h→H⊗ h→H. Taking the tensor product with ∆opp, we get
. . .→ CW ⊗ S(h)⊗ ∧2h→ CW ⊗ S(h)⊗ h→ CW ⊗ S(h).
The homology of this complex is CW as a CW -bimodule concentrated in degree 0. The
claim in the beginning of the paragraph follows.
So we can compute TorHi (L
∗, L) using the BGG resolutions. We immediately get
TorHi (L
∗, L) = C if i even, 0 6 i 6 2(n− 1) and is 0 else. 
Corollary 7.10. TorHi (J ,H/J ) = H/J if i is odd, 1 6 i 6 2n− 3 and 0 else.
Lemma 7.11. The complex D = B′ ⊗LH B (where B,B
′ are wall-crossing bimodules for
H obtained from wall-crossing bimodules for A¯ via Morita equivalence) is concentrated
in homological degree 0 (and so is a single bimodule). We have an exact sequence 0 →
H/J → D → J → 0.
Proof. There is a nonzero homomorphism H0(D) → H, see (5.15), whose composition
with H ։ H/J is zero because the double wall-crossing functor D ⊗LH • homologically
shifts a finite dimensional module. So J is a quotient of H0(D). Let x be a generic point
of C2n/Sn. Then, as follows from Lemma 5.12, Hi(D)†,x (again, the restriction functor is
defined via the Morita equivalence with A¯κ(m)) coincides with the ith homology for the
double wall-crossing complex for C. So we deduce that the kernel of H0(D)։ J as well
as the other homology of D vanish under •†,x. An irreducible HC H-bimodule either has
maximal support or is finite dimensional, in the latter case it is H/J . It remains to show
that Hi(D) = 0 for i > 0 and that the kernel of H0(D)։ J is H/J .
Applying Proposition 4.1 twice, we see thatD⊗LHL = L[2−2m]. Therefore D⊗
L
HH/J =
H/J [2 − 2n]. We have a spectral sequence converging to the homology of D ⊗LH H/J
with Ei,j2 = Tor
H
j (Hi(D),H/J ). Let i be the maximal index such that Hi(D) 6= 0. If
i > 0, then, by Lemma 7.9, Ei,2n−22 6= 0. Also we remark that the homological dimension
of H does not exceed 2n − 2 (because it deforms the algebra C[C2n−2]#Sn with that
homological dimension) and therefore Ei,j2 = 0 for j > 2n− 2. So the term E
i,2n−2
2 is not
killed by the differentials in the spectral sequence, a contradiction.
It follows that D is a single bimodule, not a complex. Thanks to Proposition 7.8, the
kernel of D ։ J has to coincide with H/J . 
Proof of Theorem 7.7. Let us show that Hℓ(D) = 0 for ℓ > 0. Let us write D¯ for the
double wall-crossing bimodule for A¯κ(m). From Lemma 5.12 we deduce that
Hℓ(D)†,(mq) = Hℓ(D¯
⊗q).
For ℓ > 0, by Lemma 7.11, the right hand side vanishes. The equality Hℓ(D) = 0 follows
from the fact that •†,(mq) is a faithful functor, see Lemma 5.23.
Now let us prove the claim about the filtration on H0(D) (below we will write D
instead of H0(D)). First of all, by Proposition 7.8, the simple composition factors of D
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are precisely Ji−1/Ji, each occurring with multiplicity 1. Further, let Di denote the (left,
say) annihilator of Ji in D, equivalently,
Di = HomA¯κ(n)(A¯κ(n)/Ji,D).
It is enough to show that Di 6= Di−1 for all i. This will follow if we show that Di†,(mq) 6=
Di−1†,(mq). By Lemma 5.12, D
i
†,(mq) coincides with the annihilator of (Ji)†,(mq) in D†,(mq) =
D¯⊗q. This fact together with the description of D¯ easily implies Di†,(mq) 6= D
i−1
†,(mq). 
8. Completion of the proof of Theorem 1.2
In this short section we prove Theorem 1.2 – that ImCC = Laω in the following two
cases:
(a) The quiver Q is of finite type.
(b) Q is an affine quiver, v = nδ, w = ǫ0.
Lemma 8.1. Let θ, θ′ be two stability conditions. Suppose that θ, θ′ are not separated by
kerα, where α 6 v is an imaginary root with 〈α, λ〉 ∈ Z. Further, if there is an imaginary
root β 6 v with 〈β, λ〉 ∈ Z, then 〈θ, β〉 > 0. Let M be an extremal simple Aθλ(v)-module.
Then H0(WCθ1→θqM) has a quotient that is an extremal simple A
θ′
λ (v)-module.
Proof. Let θ0 = θ, θ1, . . . , θq = θ
′ be stability conditions such that θi and θi+1 are separated
by kerαi, where αi is a real root with 〈αi, λ〉 ∈ Z and αi 6 v. We assume that q is minimal
with this property. It follows from Corollaries 6.5,6.7 that if Mi is an extremal simple
Aθiλ (v)-module, then the head of H0(WCθi→θi+1Mi) again contains an extremal simple, say
Mi+1. We start with M1 and produce the extremal simples M2, . . . ,Mq.
By the proof of [BPW, Theorem 6.34], we have
WCθ1→θq = WCθq−1→θq ◦ . . . ◦WCθ1→θ2 .
So Mq is a quotient of H0(WCθ1→θqM). 
Proof of Theorem 1.2. We need to prove that there are no extremal simples supported on
ρ−1(0) when ν is not extremal. Assume the converse.
Lemma 8.1 together with Proposition 4.1 already prove Conjecture 1.1 in case (a).
Now let us deal with case (b) – the SRA case. Pick an extremal simpleM ∈ Aθλ(v) -modρ−1(0).
The case when ker δ is not a quantum wall for λ is done as in (a). Now suppose that ker δ
is a quantum wall for λ. Pick an extremal simple M in Aθλ(v) -modρ−1(0). We can pick
stability conditions θ1, . . . , θq with the following properties:
(a) θ = θj for some j.
(b) −θq and θ1 lie in chambers separated by ker δ.
(c) θi and θi+1 are separated by a single wall that is real.
(d) q is minimal with this property.
Let Mj := M and find Mi ∈ A
θi
λi
(v) -mod, i = 1, . . . , q, (where λi ∈ λ+ZQ0 is such that
(λi, θi) ∈ AL(v)) such that Mi and Mi+1 are in bijection produced by crossing the wall
between θi and θi+1, see Corollary 6.5. Note that Γ
θi
λi
(Mi) is finite dimensional for any i
because Γθiλi(Mi) is in the head of a tensor product of Γ
θi+1
λi+1
(Mi+1) with a HC bimodule,
and vice versa. Set θ0 := −θq.
Using LMN isomorphisms, we can identify Mθi(v) with Mθ˜i(nδ) and Aθiλi(v) with
Aθ˜i
λ˜i
(nδ) for appropriate n, θ˜i, λ˜i. Note that θ˜i, θ˜i+1 are still separated by a single wall, for
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i = 0, this wall is ker δ, and for i > 0, this is a real wall. Moreover, the weight ν defined by
v is extremal if and only if n = 0. Let M0 be the simple in A
θ˜0
λ˜0
(nδ) -mod = Aθ0λ0(v) -mod
corresponding to M1 under the bijection in (3) of Theorem 7.2.
Consider the complex WCθ˜0→θ˜q(M0). As in the proof of Lemma 8.1, we have
WCθ˜0→θ˜q(M0) = WCθ˜1→θ˜q ◦WCθ˜0→θ˜1(M0).
By Proposition 4.1, the left hand side has vanishing Hk for k < n because Γ
θ˜0
λ˜0
(M0) is
finite dimensional. On the other hand, by Theorem 7.2, we have Hj(WCθ˜0→θ˜1(M0))։ M1
for some j < n and Hk(WCθ˜0→θ˜1(M0)) = 0 for k < j. From Lemma 8.1, we deduce that
Hj(WCθ˜1→θ˜q ◦WCθ˜0→θ˜1(M0)) ։ Mq. We arrive at a contradiction that completes the
proof. 
Remark 8.2. Let us deduce the original conjecture of Etingof, [Et, Conjectures 6.3,6.8],
from Conjecture 1.1. According to results of [GL, Section 5], we have a derived equiv-
alence Db(Hκ,c(n) -mod)
∼
−→ Db(Aθλ(v) -mod) that restricts to D
b
fin(Hκ,c(n) -mod)
∼
−→
Dbρ−1(0)(A
θ
λ(v) -mod). So the number of finite dimensional irreducible Hκ,c(n)-modules
coincides with the number of irreducible Aθλ(v)-modules supported on ρ
−1(0). It is easy
to see that the number given by Conjecture 1.1 is the same as conjectured by Etingof.
9. Related developments and future directions
9.1. Localization theorems. Let Q be a finite or affine quiver. We are going to state
conjectures on the locus in P, where Aλ(v) has finite homological dimension (such points
λ will be called regular; non-regular λ will be called singular), and also on the locus AL(v).
Let us start with a special case when Q has a single vertex. In this case the answers to
our questions are known when there are no loops (so the quiver is finite) or when there
is a loop (the quiver is affine) and the framing is of dimension 1. So we consider the
case when Q is a single loop. The corresponding quiver variety Mθ(v) is known as the
Gieseker moduli space.
Conjecture 9.1. λ is singular if and only if λ = r
m
, where −w < r
m
< 0 and 1 6 m 6 v.
When θ is positive, then (λ, θ) ∈ AL(v) if and only if
• either λ is irrational,
• or λ = r
m
with m > v,GCD(r,m) = 1,
• or λ = r
m
with r > 0, m 6 v.
This conjecture will be proved in [L8].
We can state now the conjecture in the general case (Q is finite or affine). It is possible
to state it explicitly, compare with Proposition 5.29, but we prefer to illustrate a general
principle instead.
So let Q be an arbitrary quiver (of finite or affine type). We assume that ν is dominant.
Fix an indecomposable root α with α 6 v. We define a certain union of hyperplanes Σα.
Namely, let k be the maximal number such that kα 6 v and w·(v−kα)− 1
2
(v−kα, v−kα) >
0. Consider the quiver Qˆ consisting of a single vertex with 1− 1
2
(α, α) loops. Set vˆ := k
and wˆ := w · α − (v, α) + k(α, α) (the 3rd summand is 2k when α is real, and is 0 when
α is imaginary). The quiver variety for these data is the variety Mˆθ(vˆ) corresponding to
a point x from a symplectic leaf of minimal dimension in Mλ(v), where λ is a generic
point in kerα, compare with the proof of Proposition 5.29. Let Σα be the union of the
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hyperplanes given by 〈α, λ− ̺(v)〉 = s− ˆ̺(vˆ), where s is such that the algebra Aˆs(vˆ) has
infinite homological dimension. The set of such s is known explicitly when Q is finite or
affine. The quiver Qˆ has no loops, if α is finite, or has a single loop if α is affine.
Conjecture 9.2. λ is singular if and only if λ ∈
⋃
α6v Σα. If θ is a stability condition lying
in a classical chamber C, then (λ, θ) ∈ AL(v) if and only if λ+(C ∩ZQ0)∩
⋃
α6v Σα = ∅.
The ”if” part should not be difficult (modulo Conjecture 9.1 and the known results on
twisted differential operators on Grassmanians).
When Q is an affine quiver, v = nδ, w = ǫ0 (the case of Symplectic reflection algebras),
a conjecture on the singular (=aspherical) locus was made in [Et, Conjecture 5.3]. In the
cyclic case, the conjecture was proved before that in [DG]. It is easy to see that (after
relating the parameterizations) our conjecture generalizes that one.
In fact, one can state an analog of Conjecture 9.2 in a much more general situation.
Let X be a symplectic algebraic variety with form ω and a C×-action such that C[X ]
is a positively graded finitely generated algebra and t.ω = tdω for some positive integer
d. Suppose that the natural morphism X → Spec(C[X ]) is a projective resolution of
singularities. Then one says that X is a symplectic resolution of singularities (of the
affine variety X0 := Spec(C[X ])). According to [BezKa1], see also [L5, Section 2], there
is a universal C×-equivariant deformation A of X over C[p, ~], where p := H2(X). Here
A is a microlocal sheaf on X of graded algebras that deforms OX such that the bracket
induced by A on OX equals ~{·, ·}, where {·, ·} is the bracket on OX induced by ω. Let
X˜ be the deformation of X over H2DR(X) corresponding to A/(~). A hyperplane kerα
is called a root hyperplane, if the variety X˜p for a generic p ∈ kerα is not affine. For
λ ∈ H2DR(X), let Aλ denote the algebra of global sections of the specialization Aλ of
A in (1, λ). It was conjectured by McGerty and Nevins in [MN], that the functor RΓ :
Db(Aλ -mod) → Db(Aλ -mod) is an equivalence if and only if Aλ has finite homological
dimension.
Conjecture 9.3. The singular locus is the union of a finite number of hyperplanes each
being parallel to kerα for some root α.
To get the exact equations of hyperplanes one needs to look at the slice algebra Aˆλ
associated to a hyperplane kerα as before.
9.2. General symplectic resolutions. We believe that direct analogs of Theorems
7.1,7.2 should hold for all quiver varieties and all roots (checking them for real roots
should be easy) and, more generally, for quantizations of all symplectic resolutions of
singularities. But proving these claims in such generality currently seems to be out of
reach. Let us state conjectures in the general case.
Let X,X0 be as in Section 9.1. The C[p, ~]-algebra A := Γ(A) depends only on X0
and not on the choice of X , [BPW, Proposition 3.6]. In particular, the set of the root
hyperplanes depends only on X . Moreover, it follows from the work of Namikawa, [Nam],
see also [BPW, Theorem 2.20] that, for every connected component of the complement
to the union of root hyperplanes in H2(X,R), we have the corresponding symplectic
resolution, say Xθ. So we can define wall-crossing functors and wall-crossing bimodules,
A(θ)λ,χ, as before, where χ ∈ Pic(X). The Pickard group is again independent from the
choice of a resolution.
We conjecture that for every root hyperplane analogs of Theorems 7.1,7.2 hold.
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9.3. Supports of arbitrary dimensions. We work with a general setting of quantiza-
tions of symplectic resolutions. One can pose a problem of counting Aλ-irreducibles with
given (positive) dimension of support. An obvious difficulty here is that the number of
such modules is infinite. There are, at least, three different approaches to the counting
problem: to deal with a filtration by support on K0, to work in characteristic p ≫ 0 or
to restrict to a suitable category of modules in characteristic 0.
9.3.1. Category O. An easier special case is when there is a Hamiltonian C×-action on
X with finitely many fixed points. This action deforms to a Hamiltonian action on A
and hence on A, let h ∈ A denote the corresponding hamiltonian so that 1~ [h, ·] coincides
with the derivation of A induced by the C×-action. The algebra Aλ acquires an internal
grading by eigenspaces of adh, Aλ :=
⊕
i∈ZA
i
λ. Then we can consider the category Oλ
of Aλ-modules consisting of all finitely generated modules with locally nilpotent action
of
⊕
i>0Aλ, compare with [BGK, L3, GL, BLPW2]. The simples in this category are
in one-to-one correspondence with the irreducible A+λ := A
0
λ/(
⊕
i>0A
−i
λ A
i
λ)-modules. It
is not difficult to see that the algebra A+λ is finite dimensional, compare to [GL, Lemma
3.1.4]. Moreover, for some non-empty Zariski open subset of λ, the algebra A+λ
∼= C[XC
×
],
see, e.g., [BLPW2, 5.1]. So we may assume that the irreducibles in our category O are
parameterized by XC
×
. Also to every fixed point p we can assign the corresponding
Verma module, ∆p := Aλ ⊗A>0λ
Cp. Here Cp stands for the 1-dimensional A+λ -module
corresponding to p, we view Cp as an A
>0
λ -module via the epimorphism A
>0
λ ։ A
+
λ . For
λ in some Zariski open subset the category O is highest weight with standard objects ∆p,
see [BLPW2, 5.2]. We identify K0(Oλ) with CX
C
×
by sending the class [∆p] of ∆p to the
basis vector corresponding to p. For example, suppose X = Mθ(nδ) for a cyclic quiver
Q with ℓ vertices and w = ǫ0. Then we get the category Oκ,c(n) for cyclotomic Rational
Cherednik algebra Hκ,c(Γn) with Γn := Sn ⋉ (Z/ℓZ)n (at least for some Zariski open
subset in p; it was conjectured in [GL, Section 3] that the subset coincides with the set
of all spherical parameters, we expect that this conjecture follows from results of [DG]).
The Verma modules ∆τ in that category are indexed by the irreducible representations
τ of Γn that are in a natural bijection with X
C×, as pointed out by Gordon in [Go, 5.1],
let us denote the fixed point corresponding to τ by p(τ). It follows from results of [GL,
Section 3] that ∆τ coincides with ∆p(τ).
In general, the number of C×-fixed points on X coincides with dimH∗(X) and is
“known” in many cases. So one can ask the question to compute the number of the
irreducibles in Oλ with given dimension of support. In the cyclotomic Cherednik algebra
case this problem was solved by Shan and Vasserot in [SV]. We will state a conjecture in
the case when X =Mθ(v) and Q is a cyclic quiver (in this case we do have a Hamiltonian
C×-action with finitely many fixed points). We remark that different choices of C× lead
to different choices of the categories O, but our answer should not depend on the choice.
More precisely, there are derived equivalences relating categories O for different choices
of C×, see [L10], these equivalences can be seen to preserve the supports.
We change our notation: we write Oλ(v) instead of Oλ, while Oλ now stands for⊕
vOλ(v). We also write O
w
λ if we want to indicate the dependence on w.
The description of C×-stable points in X follows, for example, from the work of Naka-
jima, [Nak2, Sections 3,7]. Namely, consider a maximal torus T ⊂
∏
k∈Q0
GL(wk). Then
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the T -invariant points on Mθ(w) :=
⊔
vM
θ(v, w) are naturally identified with∏
k∈Q0
Mθ(ǫk)
wk
The C×-fixed locus inMθ(w) is then the union of the fixed points in
∏
k∈Q0
Mθ(ǫk)wk , in
each dimension there are finitely many of those. The fixed points in Mθ(ǫk) are indexed
by partitions.
We want to state a conjecture on the filtration of K0(Oλ) by the homological shifts
under the wall-crossing functor WC through the affine wall.
We again start with the case when Q is a single loop. Then K0(Oλ) = F⊗r, where r
stands for the framing and F is the Fock space, i.e., the space with a basis indexed by
partitions. Consider the r copies of the Heisenberg Lie algebras heisi with bases bij , j ∈
Z\{0} and one more copy of the Heisenberg, heis∆ with basis bj , j ∈ Z\{0} embedded into∏r
i=1 heis
i diagonally. Inside Oλ(n) consider the Serre subcategory Fj Oλ(n) spanned by
all simples with support of codimension at least j so that Fj Oλ(n) is a decreasing filtration
on Oλ(n). We view each of the r copies of F as a standard Fock space representation of
the corresponding Heisenberg algebra heisi. So K0(Oλ) becomes a
∏r
i=1 heis
i-module and
hence a heis∆-module.
Conjecture 9.4. Let m denote the denominator of λ (equal to +∞ if 〈λ, δ〉 6∈ Q). The
subspace K0(Fj Oλ) ⊂ K0(Oλ) is the sum of the images of the operators bmj1 . . . bmjk with
j1, . . . , jk ∈ Z>0 and (rm− 1)(j1 + . . .+ jk) > j.
Now let us proceed to the general case: when Q is a cyclic quiver with ℓ vertices and
the framing w is arbitrary. We again want to describe the filtration on K0(Owλ ) relative
to the affine wall. The description will still be given in terms of some Heisenberg action
on K0(Owλ ).
Let us specify that action. As we have seen above, K0(Owλ ) =
⊗
k∈Q0
K0(O
ǫk
λ )
⊗wk . The
space K0(O
ǫk
λ ) can be thought as an integrable highest weight module L˜ωk , where ωk is the
fundamental weight corresponding to k, for the Lie algebra gˆlℓ (so that L˜ωk = Lωk ⊗ F),
compare to [Et, Section 6]. Inside gˆlℓ consider the full Heisenberg subalgebra that is a
central extension of Cℓ ⊗ C[t±1]. It has a basis bkj with k ∈ Q0, j ∈ Z.
Conjecture 9.5. Let m denote the denominator of 〈λ, δ〉 (equal to +∞ if λ 6∈ Q).
Consider the subcategory Faffj O
w consisting of all modules M with Hi(WCM) = 0 for
i < j, where WC stands for the short wall-crossing functor through the affine wall. The
subspace K0(F
aff
j O
w
λ ) ⊂ K0(O
w
λ ) is the sum of the images of the operators b
s1
mj1
. . . bskmjk
with j1, . . . , jk ∈ Z>0, s1, . . . , sk ∈ Q0, and (wm − 1)(j1 + . . . + jk) > j, where w :=∑
k∈Q0
wk.
Modulo Conjecture 9.5, one can state a conjecture regarding the filtration by dimension
of support.
Conjecture 9.6. The span in K0(O
w
λ ) of the classes of all modules with dimension of sup-
port 6 i is the sum of a-submodules generated by the singular vectors in Faffs(wm−1)O
w(v),
where v and i are subject to the following condition:
w · v − (v, v)/2− s(wm− 1) 6 i.
We expect that Conjecture 9.6 should be an easy corollary of Conjecture 9.5. We
remark that it is compatible with Conjecture 1.1 and also with the main result of [SV].
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9.3.2. Filtration on K0. One can also work with a filtration on K0(Aλ(v) -mod) as in [Et,
Conjectures 6.1,6.7]. As before, we assume that Aλ(v) has finite homological dimension so
thatK0 of the category of finitely generated Aλ(v)-modules is naturally identified with the
split K0 of the category of projective Aλ(v)-modules. Let Fj K0(Aλ(v) -mod) stand for the
subspace in [Aλ(v) -mod] generated by all objectsM such that GK-dim(Aλ(v)/AnnM) 6
dimMθ(v)− 2j. Then one can state a conjecture similar to Conjecture 9.6. One obvious
problem with proving such a conjecture is the absence of an analog of Proposition 4.1: the
modules we are dealing with are not necessarily holonomic. Still it should not be difficult
to show that the filtration by homological shifts under the short wall-crossing functors is
as required.
9.3.3. Characteristic p. Yet another setting where one can state counting conjectures is in
characteristic p≫ 0. We use the notation of Section 10.1 in the appendix. In particular,
F stands for an algebraically closed field of characteristic p. To simplify the statement we
consider the case of a rational parameter λ such that the algebra Aλ(v)C ⊗Aλ(v)
opp
C has
finite homological dimension.
Set K0p := K0(Aλ(v)F -mod) and K
0
∞ = K0(Aλ(v)C -mod) (recall that we consider the
K0 groups over C). We have the specialization map Sp : K0∞ → K
0
p for every prime
p≫ 0.
Consider the category Aλ(v)F -mod0 of finitely generated modules with zero generalized
p-character. All these modules are finite dimensional. Set Kp0 := K0(Aλ(v)F -mod0).
It is not hard to show that the cardinality of Irr(Aλ(v)F -mod0) is independent of the
field F of large positive characteristic; we let N denote this number. Thus Kp0 ∼= C
N for
all p≫ 0. We have the Euler characteristic of Ext pairing χ : K0p ×K
p
0 → C.
Conjecture 9.7. a) For p≫ 0 the pairing K0∞ ×K
p
0 → C,
(9.1) (A,B) = χ(Sp(A), B),
is nondegenerate.
b) There exist polynomials in one variable Di(t) ∈ Q[t], i = 1, . . . , N , such that for
p≫ 0 the dimensions of the irreducible modules equal Di(p).
c) Let Aλ(v) -mod
≤d
0 be the Serre subcategory generated by irreducible objects Li such
that the corresponding polynomial Di satisfies: deg(Di) ≤ d. Then the induced filtration
on K0(Aλ(v)F -mod0) is dual to the filtration on K0(Aλ(v)C -mod) considered in 9.3.2
with respect to the pairing (9.1).
Let us speculate on a possible scheme of proof. First, we need an analog of Proposition
4.1 that is not available yet, we believe this is the most important thing missing. Second,
we need an analog of Webster’s construction in positive characteristic. The latter is not
expected to be difficult. Theorem 7.1 and an analog of Conjecture 9.5 should carry over
to positive characteristic without significant modifications. This should be sufficient to
prove the counting conjecture.
9.4. Infinite homological dimension. In this subsection we will state a conjecture on
the number of irreducible finite dimensional Aλ(v)-modules in the case when the homolog-
ical dimension of Aλ(v) is infinite. Similar in spirit conjectures can be stated for categories
O (or their replacements) or in positive characteristic, but we are not going to elaborate
on that.
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Consider the functor RΓθλ : D
b(Aθλ(v) -mod) → D
b(Aλ(v) -mod). It should be a
quotient functor, at least, this is so in the SRA situation thanks to an equivalence
Db(Aθλ(v) -mod)
∼= Db(Hκ,c(n) -mod) established in [GL, 5.1] (see 5.1.6, in particular).
Under this equivalence the functor RΓθλ becomes the abelian quotient functorM 7→ eM.
According to Conjecture 9.2, this quotient is proper if and only if λ lies in the finite union
of hyperplanes (to be called “singular”), the singular hyperplanes can be (conjecturally)
described explicitly when Q is of finite or of affine type, see Section 9.1.
So K0(Aλ(v) -modfin) becomes a quotient of K0(Aθλ(v) -modρ−1(0)). Our goal is to
provide a conjectural description of this quotient. Our conjecture will consist of two
parts. The first (easier) will deal with the case when λ is a Zariski generic point of a
singular hyperplane. The second (much harder) will handle the general case.
Let us deal with the Grassmanian case first. So let Q be a quiver with a single vertex
and no arrows. The singular locus is λ = 1− w, 2−w, . . . ,−1. Assume, for convenience,
that θ > 0 and 2v 6 w. Identify Aθλ(v) -mod with A0(v) -mod. The ideals in the latter
form a chain: {0} = Jv+1 ( Jv ( . . . ( J1 ( J0 = A0(v). The kernel of the functor RΓθλ
can be shown to consist of all modules annihilated by Ji, where
(9.2) i = v + 1−min(v,−λ, w + λ)
(or, more precisely, the complexes with such homology). On the level of the categorical
sl2-action, those should be precisely the complexes lying in the image of F
v+1−i (one may
need to restrict to regular holonomic modules here).
Let us return to the general setting.
Conjecture 9.8. (1) Let α be a real root and λ be a Zariski generic parameter on
a singular hyperplane 〈λ, α〉 = s. Then the complexified K0 of the kernel of
Db(Aθλ(v) -modρ−1(0))։ D
b(Aλ(v) -modfin) coincides with the image of f iα, where
i is determined from s and v, w as in (9.2).
(2) Let 〈αj, ·〉 = sj , j = 1, . . . , k be all singular hyperplanes with real αj that contain λ.
Then K0(kerD
b(Aθλ(v) -modρ−1(0)) ։ D
b(Aλ(v) -modfin)) is spanned (as a vector
space) by the sum of the images of f
ij
αj , j = 1, . . . , k, where the numbers ij are
determined as in (1).
We believe that one should not include the singular hyperplanes defined by imaginary
roots. The reason is that there are no finite dimensional irreducibles for a Weil generic λ
on a hyperplane defined by an imaginary root. When one deals with modules with higher
dimensional support on should modify the conjecture to account for imaginary roots. We
are not going to elaborate on that.
9.5. Categorical actions. We did not care much about a nice behavior of functors
Eα, Fα introduced in Section 6.1. Also we have related the wall-crossing functor through
a wall defined by a real root to a categorical sl2-action. One can ask if such a relation
exists for the wall-crossing through an affine wall. We will address these issues in the
present section.
As in Section 6.1, we pick the system Πθ of simple roots for a corresponding to the
Weyl chamber containing θ.
Conjecture 9.9. For α ∈ Πθ, the functors Eα, Fα are well-defined. The functorsEα, Fα, α ∈
Πθ, give rise to an action of the 2-Kac-Moody Lie algebra associated to a on
⊕
vD
b(Aθλ(v) -mod).
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When λ ∈ ZQ0, the claim follows from Webster’s construction, [We]. The second author
plans to return to this conjecture for general λ in a subsequent paper.
There is a concrete corollary of this conjecture, to determining the images of finite
dimensional simple Aλ(v)-modules under CC. Namely, for a weight σω dominant for a,
define the subcategory C
σω
consisting of all complexes that are sums of simples that appear
in Fα1 . . . Fαk1σω, where 1σω is the indecomposable Aλ(σ ·w)-module. Modulo Conjecture
9.9, this category is a minimal categorification of the a-module with highest weight σω.
It follows from [VV] that the classes of indecomposable objects constitute a canonical
basis in this integrable module. Assuming Conjecture 1.1, every simple finite dimensional
Aλ(v)-module lies in some C
σω
and so we get a description of the characteristic cycles of
all simple finite dimensional modules.
Let us proceed to a conjectural relation of the affine wall-crossing functor to a categorical
Heisenberg action. A possible definition of a categorical Heisenberg action appeared in
[CL], see Section 3 there in particular. On the other hand, some concrete examples of
categorical Heisenberg actions were constructed in both classical (by Cautis and Licata,
[CL], in the case when Mθ(v) = Hilbn(C˜2/Γ1), where C˜2/Γ1 is a minimal resolution of
C2/Γ1) and quantum (Shan and Vasserot, [SV, Section 5], when Q is cyclic) situations.
Cautis, Licata and Sussan, [CLS], defined a complex from a categorical Heisenberg action
that should be thought as a Heisenberg version of the Rickard complex, let us denote
this complex by Θδ. This gives rise to a derived self-equivalence of a category with a
categorical Heisenberg action.
Let λ, λ′ be parameters with integral difference separated only by the affine wall (mean-
ing that the corresponding stability conditions θ, θ′ are separated by that wall only).
Conjecture 9.10. There is a categorical Heisenberg action on
⊕
vD
b(Aθλ(v) -mod) with
the following property: the t-structure on Db(Aθλ(v) -mod) coming from the identification
with Db(Aθ
′
λ (v) -mod) is obtained from the initial one by applying Θδ.
One may need to change the definition of a categorical Heisenberg action for the con-
jecture to be true.
When Q is cyclic, there is a version of the above conjecture for categories O, the
categorical action should categorify the Heisenberg action used in Conjecture 9.5. In
particular, when we restrict to
⊕
nO
ǫ0
λ (nδ), the action of interest should be the Shan-
Vasserot action mentioned above.
9.6. Combinatorial wall-crossing. Consider the general setting of an arbitrary sym-
plectic resolution.
Assuming that an analog of Theorem 7.2 holds for the algebras Aλ, we see that when
the quantization parameters λ, λ′ are separated by a single wall, the corresponding functor
WCλ→λ′ induces a bijection Irr(Aλ)→ Irr(Aλ′) that preserves the dimension of supports.
We call this bijection, to be denoted by wcλ→λ′ , a combinatorial wall-crossing.
It makes more sense to consider such bijections when we have some alternative parametriza-
tion of simples. For example, let us consider the case when we have category O (clearly,
the combinatorial wall-crossing restricts to a bijection Irr(Oλ) → Irr(Oλ′)). In this case,
the simples are parameterized by the C×-fixed points. And so we get automorphisms of
the set XC
×
, one for each wall. Again, it should not be difficult to see that the bijection
wcλ→λ′ does not change as we vary λ along the hyperplane parallel to the wall used to
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define the wall-crossing map. This again should reduce the computation of the auto-
morphisms wcλ→λ′ to the ”rank 1” case. Overall, the combinatorial wall-crossing maps
should be a part of an action of some crystal analog of a braid group. Such actions have
already appeared in the literature, e.g. the cactus groups from [HK] (this group with its
action on tensor products of crystals, presumably, can be recovered using a related more
algebraic formalism of tensor product categorifications, see [LW], there it should be given
by ”partial Ringel dualities”).
The second author has computed the map wc+→− in the case of categories O for type
A Rational Cherednik algebras. Assume the parameter is r
m
, where GCD(r,m) = 1.
Then the wall-crossing map sends a diagram ν = mν ′ + ν ′′ (the equality means that
νi = mν
′
i + ν
′′
i ) to (mν
′t +M(ν ′′))t. Here ν ′′ is an m-corestricted partition (in the sense
that every column appears less than m times) and M stands for the Mullineux involution.
Using categorical Kac-Moody actions (together with the rank 1 reduction described
above) it should not be difficult to compute the maps wcλ→λ′ for the categories O for
cyclotomic Rational Cherednik algebras (the case of cyclic quiver, v = nδ, w = ǫ0). This
again has a concrete application: to a classification of finite dimensional irreducible repre-
sentations (and more generally, to classifying modules with given support). Namely, let us
consider the cyclotomic categoryO(n) corresponding to the parameters κ = −1
e
, s1, . . . , sℓ,
where s1, . . . , sℓ are integers, the parameters are taken as in [S, Section 3] or [GL, Sec-
tion 2]. The simple objects are parameterized by multipartitions. There is a case when
it is easy to classify the finite dimensional irreducibles: when one of the s•’s, say sℓ, is
much less than the other si’s. In this case, the multipartitions corresponding to the finite
dimensional irreducibles are precisely (ν(1), . . . , ν(ℓ)), where ν(ℓ) = ∅ and ν is a singular
(i.e., killed by all crystal annihilation operators e˜i) vertex in the crystal of the level ℓ
Fock space corresponding to the multicharge (s1, . . . , sℓ). Using the wall-crossing maps,
it is possible to obtain the classification of finite dimensional irreducible modules for all
parameters. This will be a subject of a subsequent paper by the second author.
10. Appendix 1: generalized Procesi bundles
This appendix contains a ramification of results of Kaledin, [Ka1], that is needed in
Section 3.2.
10.1. Quiver varieties and quantizations in characteristic p. We can define the
GIT quotient Mθ(v) in characteristic p for p large enough. More precisely, the moment
map µ : T ∗R→ g is defined over Z. So we can reduce it modulo p and get µF : T ∗RF → gF,
where F is an algebraically closed field of characteristic p. For p large enough, this is still
a moment map and we can form the Hamiltonian reduction Mθ(v)F that is a smooth
symplectic algebraic variety over F.
Lemma 10.1. There is a finite localization S of Z and a smooth symplectic scheme
Mθ(v)S over Spec(S) with the following properties:
(1) Mθ(v),Mθ(v)F are obtained from Mθ(v)S by base change (for every S-algebra F
that is an algebraically closed field).
(2) C[Mθ(v)],F[Mθ(v)F] are obtained from S[Mθ(v)S] by base change.
(3) H i(Mθ(v)S,OMθ(v)S ) = 0, H
i(Mθ(v)F,OMθ(v)F) = 0 for i > 0, where F is as in
(1).
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Proof. We remark that µ−1(0)θ−ss → Mθ(v) is a principal G-bundle, in particular, it
is locally trivial in the Zariski topology. It is defined over some finite localization S of
Z. After a finite localization, µ−1S (0)
θ−ss – the stable locus of Spec(S[T ∗RS]/(µ
∗
S(gS))) –
becomes the total space of this principal bundle. (i) follows.
Fix an open affine cover ofMθ(v)S. After a finite localization all cocycle groups in the
Cˇech complex for OMθ(v)S coincide with the corresponding coboundary groups and they
are free over S. (2) and (3) follow. 
This result can be generalized to Mθp(v) in a straightforward way.
Quantizations ofMθ(v)F were studied in [BFG], see Section 3,4,6 there. Take λ ∈ FQ0p .
The algebra D(R)F is Azumaya over the Frobenius twist F[T ∗RF](1) so we can view DR,F
as a coherent sheaf on (T ∗RF)
(1). According to [BFG, Section 3],
Aθλ(v)F := [DR,F/DR,F{xR − 〈λ, x〉}|(T ∗RF)(1),θ−ss ]
GF
is a sheaf of Azumaya algebras on Mθ(v)(1)F . If we consider this sheaf in the conical
topology, it becomes filtered, and the associated graded is Fr∗OMθ(v)F .
There is an extension of this construction to λ ∈ FQ0. The difference is that Aθλ(v)F is
now an Azumaya algebra overMθAS(λ)(v), where AS is the Artin-Schreier map, see [BFG,
Section 3.2]. We also have a version that works in families. We get a sheaf AθP(v)F of
Azumaya algebra over pF ×p(1)
F
Mθp(v)
(1)
F that specializes to A
θ
λ(v)F for any λ.
Let us write Aλ(v)F for the global sections of Aθλ(v)F.
Lemma 10.2. Fix λ◦ ∈ QQ0. There is a finite localization S of Z with the following
property: For any λ ∈ λ◦ + ZQ0 there exists a filtered S-algebra Aλ(v)S such that
(1) grAλ(v)S = S[Mθ(v)S].
(2) C⊗S Aλ(v)S = Aλ(v).
(3) F⊗S Aλ(v)S = Aλ(v)F.
Proof. We may assume that Lemma 10.1 holds for S and moreover that λ◦ ∈ SQ0 and
that µS is flat. We can define the microlocal quantizations Aθλ(v)S ofM
θ(v)S in the same
way as was done for the complex numbers. Set Aλ(v)S := Γ(Aθλ(v)S).
(1) follows from (2) and (3) of Lemma 10.1. The microlocal quantization Aθλ(v) is
obtained from Aθλ(v)S by the base change to C followed by a suitable completion (needed
to preserve the condition that the sheaf is still complete and separated with respect to
the filtration). (2) follows. To prove (3), we notice that we have a natural homomorphism
Aθλ(v)F → Fr∗(F ⊗S A
θ
λ(v)S). On the level of the associated graded, it is the identity
automorphism of Fr∗OMθ(v)F . So it gives rise to an isomorphism Aλ(v)F = Γ(M
θ(v)F,F⊗S
Aθλ(v)S) = F⊗S Aλ(v)S. 
10.2. Splitting. We writeM(v)(1)F for Spec(F[M
θ(v)
(1)
F ]),Mp(v)
(1)
F for pF×p(1)
F
Spec(F[Mθp(v)
(1)
F ]).
ConsiderMθ(v)(1)∧0F = ρ
−1
F (M
θ(v)∧0F ) andM
θ
p(v)
(1)∧0
F , the formal neighborhood ofM
θ(v)
(1)∧0
F
in ρ−1F (Mp(v)
(1)∧0).
Proposition 10.3. The restrictions Aθλ(v)
∧0
F of A
θ
λ(v)F to M
θ(v)
(1)∧0
F and A
θ
PF
(v)∧0 of
AθPF(v) to M
θ
pF
(v)(1)∧0 (where the fiber over 0 ∈ p is Aθλ(v)F) split.
Proof. Let us prove the claim about Aθλ(v)
∧0
F .
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We claim that the class of Aθλ(v)F in Br(M
θ(v)
(1)
F ) comes from the one-form β on
Mθ(v)(1)F (see [Mi, III.4] for a general discussion of Azumaya algebras coming from 1-
forms) that is obtained by pairing of the symplectic form ω with the Euler vector field
for the F×-action. Let us prove this claim. Let π denote the quotient morphism Z :=
(µ
(1)
F )
−1(0)θ−ss ։Mθ(v)(1)F (by the G
(1)
F -action). By [BFG, Remark 4.1.5], π
∗(Aθλ(v)F) is
Morita equivalent to DR,F|Z . The class of DR,F comes from the canonical 1-form β˜ on
(T ∗RF)
(1). Its restriction to Z coincides with π∗β. It follows that the class of π∗Aθλ(v)F
in the Brauer group coincides with the class defined by π∗β. Now recall that Z is a
principal G
(1)
F -bundle on M
θ(v)
(1)
F that is locally trivial in Zariski topology. It follows
that the restriction of the class of Aθλ(v) to an open subset U ⊂ M
θ(v)
(1)
F (where the
bundle trivializes) coincides with the restriction of the class of β. Since the restriction
induces an embedding Br(Mθ(v)(1)F ) →֒ Br(U) ([Mi, III.2.22]), the claim in the beginning
of the paragraph is proved.
An Azumaya algebra defined by a one-form β ′ splits provided β ′ = α − C(α) for some
1-form α, where C stands for the Cartier map Ω1cl → Ω
1 (here we write Ω1 for the bundle
of 1-forms and Ω1cl for the bundle of closed 1-forms). We claim that C : Γ(M
θ(v)
(1)
F ,Ω
1
cl)→
Γ(Mθ(v)(1)F ,Ω
1) is surjective. This follows from the following exact sequences of sheaves:
0→ Ω1ex → Ω
1
cl
C
−→ Ω1 → 0, 0→ Op → O → Ω1ex → 0.
SinceH i(Mθ(v)(1)F ,O) = H
i(Mθ(v)F,O) = 0 for i = 1, 2, we see thatH1(Mθ(v)
(1)
F ,Ω
1
ex) =
0 and hence Γ(Mθ(v)(1)F ,Ω
1
cl)։ Γ(M
θ(v)
(1)
F ,Ω
1).
The global sections Γ(Mθ(v)(1)F ,Ω
1
cl),Γ(M
θ(v)
(1)
F ,Ω
1) are graded with respect to the F×-
action, let Γ(. . .)d denote the dth graded component. The map C sends Γ(Mθ(v)
(1)
F ,Ω
1
cl)d
to Γ(Mθ(v)(1)F ,Ω
1)d/p if d is divisible by p and to 0 else. Pick F-linear sections C−1 :
Γ(Mθ(v)(1)F ,Ω
1)d → Γ(Mθ(v)
(1)
F ,Ω
1
cl)pd.
Let us point out that the degree of β is 2. It follows that α :=
∑+∞
i=0 C
−i(β) is a
well-defined 1-form onMθ(v)(1)∧0F . Indeed the ith summand has degree 2p
i and so C−i(β)
converges to zero in the topology defined by the maximal ideal of 0 in F[M(v)(1)F ]. Clearly,
β = α− C(α).
This finishes the proof of the claim that Aθλ(v)
∧0
F splits.
Let us proceed to the splitting of AθPF(v)
∧0 . We will prove a stronger statement. Let A˜
be an Azumaya algebra over ρ−1F (Mp(v)
(1)∧0
F ) whose restriction to ρ
−1
F (M(v)
(1)∧0
F ) splits.
Then the restriction of A˜ to Mθp(v)
(1)∧0 splits as well.
LetMθpF(v)
(1)k denote the kth infinitesimal neighborhood of ρ−1F (M(v)
(1)∧0
F ) in ρ
−1
F (MpF(v)
(1)∧0),
a scheme over Spec(F[p]/mk+1), where m is the maximal ideal. We remark that
H i(Mθ(v)(1)∧0F ,O) = 0, for i > 0
(to simplify the notation we just write O for the structure sheaf). This follows from
H i(Mθ(v)(1)F ,O) = 0 and the formal function theorem.
We have a short exact sequence of sheaves on Mθp(v)
(1)∧0
F :
(10.1) 0→ SkN → O×
MθpF (v)
(1)k+1 → O
×
MθpF (v)
(1)k → 0,
where N is the normal bundle to Mθ(v)(1)F in M
θ
p(v)
(1)
F .
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We claim that that N = p⊗O. First, note that the conormal bundle to µ−1(0)θ−ss in
T ∗R is the trivial bundle with the fiber g: if ξ1, . . . , ξm is a basis in g, then dµ
∗(ξ1), . . . , dµ
∗(ξm)
is a basis in the conormal bundle. It follows the conormal bundle to µ−1(0)θ−ss in
µ−1(g∗G)θ−ss is trivial with fiber gG. Since N is the equivariant descent of the latter
bundle, we get N = p⊗O.
This implies
(10.2) H i(Mθ(v)(1)∧0F , S
kN ) = 0 for i > 0.
In particular, the Pickard groups of the schemes Mθp(v)
(1)k
F are naturally identified.
To check that A˜ splits, it is enough to show that A˜|
Mθp(v)
(1)k
F
splits for each k. For
this, we notice that, since the splitting bundles are defined up to a twist with a line
bundle, a splitting bundle lifts from Mθp(v)
(1)k
F to M
θ
p(v)
(1)k+1
F . This gives a splitting of
the restriction of A˜ to the required formal neighborhood.
Recall that Br(Mθp(v)
(1)k
F ) →֒ H
2
et(M
θ
p(v)
(1)k
F ,O
×), see [Mi, Theorem 2.5]. From (10.1),
(10.2), it follows that H2et(M
θ
p(v)
(1)k
F ,O
×) and H2et(M
θ
p(v)
(1)k+1
F ,O
×) are naturally identi-
fied. In particular, if the restriction of A˜ to Mθp(v)
(1)k
F splits, then so does the restriction
to Mθp(v)
(1)k+1
F . 
10.3. Comparison for different resolutions. Let Pˆθp,F denote a splitting bundle for
AθP(v)
∧0
F . The bundle Pˆ
θ
p,F has trivial higher self-extensions, compare with [BezKa2], and
hence has a F×-equivariant structure, see [V].
We remark that since Mθ(v)F is smooth and defined over Fp, we have an isomorphism
Mθ(v)F ∼= Mθ(v)
(1)
F of F-schemes. Therefore we can view Pˆ
θ
F, the specialization of Pˆ
θ
p,F
to 0 ∈ pF, as a bundle on M
θ(v)∧0F . Similarly, we can view Pˆ
θ
p,F as a bundle on M
θ
p(v)
∧0
F .
This is because the Artin-Schreier map is etale and so induces an isomorphism of F[p]∧0
with itself. Since the bundle PˆθF has no higher self-extensions, we can extend it to a unique
F×-equivariant vector bundle on Mθp(v)F to be denoted by P
θ
p,F.
One can lift Pθp,F to characteristic 0 as explained in [BezKa2]. Let us recall how to
do this. The bundle Pθp,F is defined over some finite field Fq. Let R be an algebraic
extension of the ring S from Section 10.1 with quotient field Fq and set Mθp(v)R :=
Spec(R) ×Spec(S) Mθp(v)S. Since the bundle P
θ
p,F has no higher Ext’s it can be extended
to a unique Gm-equivariant bundle P˜θp,F on the formal neighborhoodM
θ
p(v)
∧q
R ofM
θ
p(v)Fq
in MθpR(v) (the existence is guaranteed by vanishing of Ext
2, and the uniqueness by the
vanishing of Ext1). Since the bundle P˜θp,F is Gm-equivariant, and the action is contracting,
this bundle is the completion of a unique Gm-equivariant bundle Pθp
R∧q
on Mθp(v)R∧q ,
where R∧q stands for the q-adic completion of R. Since the quotient field of R∧q embeds
into C, we get a bundle Pθp on M
θ
p(v). This bundle is C
×-equivariant and has no higher
self-extensions. We remark that its restriction to Mθ(v) has no higher self-extensions
either because Pθp is flat over C[p].
Now we want to compare the endomorphism algebras of the bundles Pθp for different θ.
Proposition 10.4. For any (generic) θ, θ′, we have End(Pθp )
∼= End(Pθ
′
p ), an isomor-
phism of C[p]-algebras.
78 ROMAN BEZRUKAVNIKOV AND IVAN LOSEV
Proof. The proof is in several steps.
Step 1. Let Mθp(v)
(1)reg
F denote the locus where the morphism M
θ
p(v)
(1)
F →Mp(v)
(1)
F is
an isomorphism, it is equal to the union of the open symplectic leaves inMλ(v)(1), λ ∈ pF.
So Mθp(v)
(1)reg
F =M
θ′
p (v)
(1)reg
F . We claim that the restrictions of the bundles P
θ
p,F,P
θ′
p,F to
this open subvariety differ by a twist with a line bundle. The latter will follow if we check
that
(10.3) End(Pθp,F)
∼= End(Pθ
′
p,F).
Indeed, the restriction of this endomorphism algebra to Mθp(v)
(1)reg
F is Azumaya and the
restrictions of both Pθp,F,P
θ′
p,F are splitting bundles so differ by a twist with a line bundle.
To establish (10.3) we will first verify that End(Pˆθp,F) = End(Pˆ
θ′
p,F). The left hand side is
Γ(AθPF(v)
∧0), while the right hand side is Γ(Aθ
′
PF
(v)∧0), both are isomorphic to APF(v)
∧0.
Now by the formal function theorem, the completions End(Pθp,F)
∧0,End(Pθ
′
p,F)
∧0 are iso-
morphic F[[p]]-algebras. We want to deduce the isomorphism End(Pθp,F) ∼= End(P
θ′
p,F) from
here. This will follow if we show that the isomorphism End(Pθp,F)
∧0 ,End(Pθ
′
p,F)
∧0 can be
made F×-equivariant by twisting the actions on the indecomposable summands of the
vector bundles involved by characters of F×. This, in turn, will follow if we show that the
restrictions of the indecomposable summands of Pθp,F to ρ
−1
F (Mp(v)
(1)∧0,reg
F ) are still inde-
composable (any two F×-equivariant structures on an indecomposable bundle differ, up to
an isomorphism, by a twist with a character). That the restriction is still indecomposable
follows from the observation that the complement to Mθp(v)
(1)reg
F has codimension 2.
Step 2. So now we can assume that
Pθp,F|Mθp(v)regF
∼= Pθ
′
p,F|Mθp(v)regF ,
where we now consider Pθp,F as a bundle on M
θ
p(v)F. We claim that the first self-
Ext of these isomorphic bundles vanishes. The variety Mp(v)F is Cohen-Macaulay be-
cause it is normal and admits a symplectic (in particular, rational) resolution. Since
H i(Mθp(v)F, End(P
θ
p,F)) = 0, we see that End(P
θ
p,F) is a Cohen-Macaulay F[P
θ
p,F]-module.
Therefore, for a subvariety Y ⊂Mp(v)F of codimension i, we haveH
j
Y (Mp(v)F,End(P
θ
p,F)) =
0 for j < i. SinceMp(v)F\Mp(v)
reg
F has codimension 3, we use a standard exact sequence
for the cohomology with support to see that H i
Mp(v)F\Mp(v)
reg
F
(Mp(v)F,End(Pθp,F)) = 0 for
i < 2. Therefore, H1(Mp(v)
reg
F , End(P
θ
p,F)) = 0 and we are done.
Step 3. Now we have a closed subscheme Mθp(v)
reg
Fq ⊂ M
θ
p(v)
reg
R . Consider the corre-
sponding formal neighborhoodMθp(v)
reg,∧q
R . There is a natural morphism ι :M
θ
p(v)
reg,∧q
R →
Mθp(v)
∧q
R of formal schemes. The bundles ι
∗P˜θp,F, ι
∗P˜θ
′
p,F are isomorphic by the previous
step, because both deform Pθp,F|Mθp,F(v)reg . The induced homomorphism End(P˜
θ
p,F) →
End(ι∗P˜θp,F) is an isomorphism because both algebras are flat over R
∧q , complete in the
q-adic topology, and modulo the maximal ideal of R∧q this homomorphism coincides with
the isomorphism End(PθpF)→ End(P
θ
pF
|MθpF(v)
reg ).
By Step 1, ι∗P˜θp,F is independent of θ. So End(P˜
θ
p,F) is Gm-equivariantly isomorphic to
End(P˜θ
′
p,F). This yields an isomorphism required in this proposition. 
10.4. Summary. Let us summarize what we have got.
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Proposition 10.5. There is a C×-equivariant vector bundle Pθ on Mθ(v) with the fol-
lowing properties:
(1) Exti(Pθ,Pθ) = 0 for i > 0, while End(Pθ) has finite homological dimension.
(2) Let Pθp be a unique C
×-equivariant extension of Pθ to Mθp(v). Then the restric-
tion of Pθp to Mp(v)
reg is independent of θ. Therefore the algebra End(Pθp ) is
independent of θ.
(3) Ext1(Pθp |Mp(v)reg ,P
θ
p |Mp(v)reg ) = 0.
Proof. All claims but the finiteness of the homological dimension have already been es-
tablished. To get the finite homological dimension we will need to make a special choice
of λ (and of p).
First of all, let us notice that there is λ ∈ QQ0 such that the homological dimension
of Aλ(v) ⊗ Aλ(v)opp is finite. Indeed, for any λ there is k ∈ Z such that the abelian
localization theorem holds for Aλ+kθ(v) ⊗ Aλ+kθ(v)
opp on Mθ(v) ×M−θ(v). It follows
that the homological dimension of Aλ+kθ(v)⊗Aλ+kθ(v)opp is finite.
We claim that for p ≫ 0, the homological dimension of Aλ(v)F is finite. This follows
from a more general result.
Lemma 10.6. Let S be as above. Let A be an S-algebra such that A⊗SAop is Noetherian.
Suppose that for AC = C⊗S A, the homological dimension of AC ⊗C A
opp
C is finite. Then
the algebra AF := F⊗S A has finite homological dimension for all p ≫ 0. Moreover, the
projective dimension of the regular AF-bimodule is finite.
Proof of Lemma 10.6. For an algebra A over a field, the homological dimension is finite
provided the projective dimension of the regular bimodule A is.
Let F be a finitely generated free A-bimodule, M a finitely generated A-bimodule and
ϕ a homomorphism F → M such that the homomorphism ϕC is surjective. Because all
bimodules involved are finitely generated, ϕS′ is an epimorphism for a finite localization
S ′ of S. So, using induction, we reduce to showing that if M is a finitely generated
A-bimodule such that MFrac(S) is a projective AFrac(S)-bimodule, then MS′ is a projective
AS′-bimodule for a finite localization S
′ of S. Fix an epimorphism ϕ : F ։ M of
A-bimodules. Then ϕFrac(S) admits a left inverse, ι. Clearly, ι is defined over a finite
localization S ′ of S. It follows that MS′ is projective.
Therefore the projective dimension of the regular AS′-bimodule is finite. So the projec-
tive dimension of AFp is finite for p≫ 0 proving the lemma. 
Since the projective dimension of the regular Aλ(v)F-bimodule is finite, so is the projec-
tive dimension of the regular Aλ(v)
∧0
F -bimodule, because Aλ(v)
∧0
F is a flat (left and right)
Aλ(v)F-module. It follows that Aλ(v)
∧0
F has finite homological dimension. In other words,
the homological dimension of End(PˆθF) is finite. Because of the contracting F
×-action,
the homological dimension of End(PθF) is also finite. The same holds for the deformation
End(P˜θF) of End(P
θ
Fq) over R
∧q . We remark that P˜θF is the specialization of the bundle
P˜θp,F constructed above to the zero parameter. Again, thanks to the contracting action of
Gm, the homological dimension of End(PθR∧q ) is finite, and we are done. 
11. Appendix 2: categories of modules
11.1. Coherent and quasi-coherent modules over quantizations.
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11.1.1. Coherent modules. Now let X be a normal Poisson variety (with a C×-action
rescaling the Poisson bracket) and D be its filtered quantization. Recall that this means
that D is a filtered sheaf of algebras in the conical topology on X together with an
isomorphism grD ∼= OX of sheaves of graded Poisson algebras. We also require that the
filtration on D is complete and separated.
Let M be a sheaf of D-modules in the conical topology.
Definition 11.1. We say that a D-module M is coherent if it is equipped with a global
complete and separated filtration such that grM is a coherent OX -module (this filtration
is called good).
The category of coherent D-modules (where morphisms are the morphisms of sheaves
of D-modules) will be denoted by Coh(D).
The following lemma establishes basic properties of coherent D-modules (that mirror
properties of coherent sheaves in Algebraic geometry).
Lemma 11.2. The following is true.
(a) Let X be affine, D be its quantization, and A := Γ(D). Then the functors M 7→
M loc := D⊗AM and N 7→ Γ(N) are mutually inverse equivalences between A -mod
and Coh(D).
(b) A submodule and a quotient of a coherent D-module are coherent.
(c) Let f be a morphism (X,DX) → (Y,DY ) (i.e., a C×-equivariant morphism f :
X → Y together with a morphism DY → f•DX , where f• is the sheaf-theoretic
push-forward, of filtered algebras that gives the homomorphism OY → f•OX that
is a part of the data of the morphism f). Then there is a pull-back functor f ∗ :
Coh(DY ) → Coh(DX) given by M 7→ DX ⊗f•DY f
•M , where f • is the sheaf
theoretic pull-back.
Proof. Let us prove (a). Note that gr(M loc) is the coherent sheaf on X associated to grM
and gr Γ(N) = Γ(grN), the latter is true because H1(X, grN) = 0. This shows that the
natural homomorphisms M 7→ Γ(M loc),Γ(N)loc → N are isomorphisms after passing to
the associated graded modules, hence are isomorphisms because all the filtrations involved
are complete and separated.
Let us prove (b). LetM ′ ⊂M be a submodule andM is coherent. Then we can restrict
the filtration fromM to M ′. For an open affine subspace U , we have Γ(U,M ′) ⊂ Γ(U,M)
and Γ(U,M) is a finitely generated Γ(U,D)-module with a good filtration. It follows
that Γ(U,M ′) is closed (compare to the case of left ideals from the previous lecture) and
from here one deduces that the filtration on Γ(U,M ′) is complete and separated. So
the filtration on M ′ is complete and separated. Besides, grM ′ ⊂ grM and so grM ′ is
coherent. So M ′ is coherent. To show that M/M ′ is coherent we notice that it inherits a
(global) filtration and, by (a), M/M ′|U is coherent for every open affine U . From here we
deduce that M/M ′ is coherent.
To prove (c), notice that f ∗M is a cokernel of the morphism of coherent sheaves. We
are done by (b). 
11.1.2. Quasi-coherent modules. Let us proceed to quasi-coherent D-modules. By defini-
tions, those are unions of their coherent submodules. Here are their basic properties.
Lemma 11.3. The following is true.
(1) The direct analogs of (a)-(c) of Lemma 11.2 hold.
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(2) In the notation of (c) of Lemma 11.2, we have the push-forward functor f∗ :
QCoh(DX) → QCoh(DY ) (that coincides with the sheaf theoretic push-forward).
If f is proper, then this functor restricts to Coh(DX)→ Coh(DY ).
(3) The category QCoh(D) contains enough injectives.
(4) The natural morphism D?(Coh(D))→ D?(QCoh(D)) (where ? is either a + or a
−) is a full embedding.
Proof. Let us prove (1). The analog of (a) of Lemma 11.2 holds because the localization
and global section functors commute with taking unions. The analog of (b) is straight-
forward and (c) was a consequence of (b).
(2) of the present lemma is more involved. The first step is to prove the special case
when X is an affine open subset in Y . Again, the push-forward functor commutes with
taking the direct limits. So it is enough to deal with coherent sheaves. The sheaves in the
image of f∗ are generated by their global sections (because X is affine), so are quotients
of the direct sum of several copies of DY and hence are quasi-coherent by (1) of the
present lemma. The claim that, in the general case, f∗ maps QCoh(DX) to QCoh(DY ) is
a formal consequence of this and of the claim that quasi-coherent modules are closed with
respect to taking subs. Now assume that f is proper. Note that a choice of a filtration
on M ∈ Coh(DX) gives rise to a filtration on f∗M . Moreover, gr(f∗M) ⊂ f∗(grM). The
latter is a coherent sheaf. From here one deduces that f∗M is coherent.
Let us prove (3). Recall that the category of modules over a ring contains enough
injectives. Now we can cover X with an open affine C×-stable subsets, X =
⋃
kX
k, let
ιk denote the inclusion X
k →֒ X . Let Ik be an injective hull of Γ(M |Xi). Then
⊕
k ιk∗I
k
is an injective hull of M .
(4) is a formal corollary of the claim that every quasi-coherent module is the union of its
coherent submodules (and so in every complex with coherent homology we can produce
a quasi-isomorphic subcomplex with coherent terms). 
11.2. Equivariant derived categories. Here we are going to recall some generalities on
equivariant derived categories of D-modules and prove Lemma 2.9 and (2) of Proposition
2.10.
Let A be an associative algebra equipped with a rational action of a connected reductive
algebraic group G. Assume that this action is Hamiltonian with quantum comoment map
Φ so it makes sense to speak about weakly G-equivariant and G-equivariant A-modules.
Then the equivariant derived category DbG(A -mod) is defined as follows. Consider the
Chevalley-Eilenberg complex U¯(g), a standard resolution of the trivial one dimensional
g-module and form the tensor product A ⊗ U¯(g). This is a differential graded algebra
equipped with a Hamiltonian G-action (the diagonal action together with the diagonal
quantum comoment map). So it makes sense to speak about G-equivariant differential
graded A⊗U¯(g)-modules. The category DbG(A -mod) obtained from the category of those
modules by passing to the homotopy category and localizing the quasi-isomorphisms.
Consider the natural homomorphism π : A ⊗ U¯(g) → A of differential graded algebras
(taking the 0th homology). The pull-back functor π∗ is a natural functor Db(A -modG)→
DbG(A -mod). On the other hand, the category of G-equivariant A ⊗ U(g)-modules is
the same as the category of weakly G-equivariant A-modules. We have a G-equivariant
homomorphism ι : A⊗ U(g)→ A⊗ U¯(g) intertwining the quantum moment maps. This
gives a pull-back functor ι∗ : DbG(A -mod) → D
b(A ⊗ U(g) -modG). The composition
82 ROMAN BEZRUKAVNIKOV AND IVAN LOSEV
ι∗ ◦ π∗ comes from the forgetful functor between abelian categories. Besides, we have left
adjoints of ι∗, π∗, the functors ι!(•) := • ⊗LU(g) C and π
!(•) := A⊗L
A⊗U¯(g)
•.
This discussion implies the following lemma.
Lemma 11.4. Let V be a G-module. For M ∈ DbG(A -mod), we have a natural isomor-
phism
HomDbG(A -mod)((A⊗ V )⊗
L
U(g) C,M) ∼= HomG(V,H0(M)).
Combining this lemma for V = C with (1) of Proposition 2.10, we deduce (2) of that
proposition.
Proof of Lemma 2.9. The microlocalization functors intertwine π∗ and π!. Recall from
[BL, Theorem 1.6] that if G acts freely on U , then the functors π∗U , π
!
U for the algebra A =
DR(U) are mutually inverse equivalences. For A = D(R), this means that the adjunction
morphisms π! ◦ π∗ → id and id→ π∗ ◦ π! have homology supported on µ−1(0)θ−uns. This
implies the claim of the lemma. 
References
[BaGi] V. Baranovsky, V. Ginzburg. In preparation.
[BB1] A. Beilinson, J. Bernstein, Localisation de g-modules. C. R. Acad. Sci. Paris Ser. I Math. 292
(1981), no. 1, 1518.
[BB2] A. Beilinson, J. Bernstein, A generalization of Casselman’s submodule theorem. Representation
theory of reductive groups (Park City, Utah, 1982), 3552, Progr. Math., 40, Birkhau¨ser Boston,
1983.
[BB3] A. Beilinson, J. Bernstein. A proof of Jantzen conjectures, I.M. Gelfand Seminar, 150, Adv. Soviet
Math. 16, Part 1, Amer. Math. Soc., Providence, RI, 1993.
[BerKa] A. Berenstein, D. Kazhdan, Geometric and unipotent crystals. II. From unipotent bicrystals to
crystal bases. Quantum groups, 1388, Contemp. Math., 433, Amer. Math. Soc., Providence, RI, 2007.
[BL] J. Bernstein, V. Lunts. Localization for derived categories of (g,K)-modules. J. Amer. Math. Soc. 8
(1995), no. 4, 819856.
[BEG] Yu. Berest, P. Etingof, V. Ginzburg, Finite-dimensional representations of rational Cherednik
algebras. Int. Math. Res. Not. 2003, no. 19, 1053-1088.
[BE] R. Bezrukavnikov, P. Etingof, Parabolic induction and restriction functors for rational Cherednik
algebras. Selecta Math., 14(2009), 397-425.
[BFG] R. Bezrukavnikov, M. Finkelberg, V. Ginzburg, Cherednik algebras and Hilbert schemes in char-
acteristic p. Represent. Theory 10 (2006), 254-298.
[BFO] R. Bezrukavnikov, M. Finkelberg, V. Ostrik, Character D -modules via Drinfeld center of Harish-
Chandra bimodules. Invent. Math. 188 (2012), no. 3, 589-620.
[BezKa1] R. Bezrukavnikov, D. Kaledin. Fedosov quantization in the algebraic context. Moscow Math. J.
4 (2004), 559-592.
[BezKa2] R. Bezrukavnikov, D. Kaledin. McKay equivalence for symplectic quotient singularities. Proc.
of the Steklov Inst. of Math. 246 (2004), 13-33.
[BezKa3] R. Bezrukavnikov, D. Kaledin. Fedosov quantization in positive characteristic. J. Amer. Math.
Soc. 21 (2008), 409-438.
[BMR] R. Bezrukavnikov, I. Mirkovic, D. Rumynin. Localization of modules for a semisimple Lie algebra
in prime characteristic (with an appendix by R. Bezrukavnikov and S. Riche), Ann. of Math. (2)
167 (2008), no. 3, 945-991.
[Bo] A. Borel. Algebraic D-modules. Academic Press, 1987.
[BoKr] W. Borho, H. Kraft. U¨ber die Gelfand-Kirillov-Dimension. Math. Ann. 220(1976), 1-24.
[BLPW1] T. Braden, A. Licata, N. Proudfoot, B. Webster. Hypertoric category O. Adv. Math. 231 (2012),
no. 3-4, 14871545.
[BLPW2] T. Braden, A. Licata, N. Proudfoot, B. Webster, Quantizations of conical symplectic resolutions
II: category O and symplectic duality. arXiv:1407.0964.
ETINGOF CONJECTURE FOR QUANTIZED QUIVER VARIETIES 83
[BPW] T. Braden, N. Proudfoot, B. Webster, Quantizations of conical symplectic resolutions I: local and
global structure. arXiv:1208.3863.
[BGK] J. Brundan, S. Goodwin, A. Kleshchev. Highest weight theory for finite W -algebras. IMRN 2008,
no. 15, Art. ID rnn051; arXiv:0801.1337.
[Br] J.-L. Brylinski. Transformations canoniques, dualit projective, thorie de Lefschetz, transformations
de Fourier et sommes trigonomtriques. Aste´risque No. 140-141 (1986), 3134
[CDK] Cautis, Dodd, Kamnitzer, in preparation.
[CL] S. Cautis, A. Licata. Heisenberg categorification and Hilbert schemes. Duke Math. J. 161 (2012),
24692547.
[CKL] S. Cautis, J. Kamnitzer, A. Licata. Derived equivalences for cotangent bundles of Grassmannians
via categorical sl(2) actions, J. Reine Angew. Math. 675 (2013), 5399.
[CLS] S. Cautis, A. Licata, J. Sussan. Braid group actions via categorified Heisenberg complexes.
arXiv:1207.5245.
[CR] J. Chuang and R. Rouquier, Derived equivalences for symmetric groups and sl2-categorifications.
Ann. Math. (2) 167(2008), n.1, 245-298.
[CB1] W. Crawley-Boevey, Geometry of the moment map for representations of quivers, Comp. Math.
126 (2001), 257–293.
[CB2] W. Crawley-Boevey, Normality of Marsden-Weinstein reductions for representations of quivers.
Math. Ann. 325 (2003), no. 1, 5579.
[DG] C. Dunkl, S. Griffeth. Generalized Jack polynomials and the representation theory of rational
Cherednik algebras. Selecta Math. 16(2010), 791-818.
[Ei] D. Eisenbud Commutative algebra with a view towards algebraic geometry. GTM 150, Springer Verlag,
1995.
[Et] P. Etingof, Symplectic reflection algebras and affine Lie algebras, Mosc. Math. J. 12(2012), 543-565.
[EG] P. Etingof, V. Ginzburg. Symplectic reflection algebras, Calogero-Moser space, and deformed Harish-
Chandra homomorphism. Invent. Math. 147 (2002), N2, 243-348.
[EGGO] P. Etingof, W.L. Gan, V. Ginzburg, A. Oblomkov. Harish-Chandra homomorphisms and sym-
plectic reflection algebras for wreath-products. Publ. Math. IHES, 105(2007), 91-155.
[Ga] O. Gabber. The integrability of the characteristic variety. Amer. J. Math. 103 (1981), no. 3, 445468.
[Gi1] V. Ginzburg. Lectures on D-modules. Available at: http://www.math.ubc.ca/∼cautis/dmodules/ginzburg.pdf
[Gi2] V. Ginzburg. Harish-Chandra bimodules for quantized Slodowy slices, Repres. Theory 13(2009),
236-271.
[GGOR] V. Ginzburg, N. Guay, E. Opdam and R. Rouquier, On the category O for rational Cherednik
algebras, Invent. Math., 154 (2003), 617-651.
[Go] I. Gordon. Quiver varieties, category O for rational Cherednik algebras, and Hecke algebras. Int.
Math. Res. Pap. IMRP (2008), no. 3, Art. ID rpn006.
[GL] I. Gordon, I. Losev, On category O for cyclotomic Rational Cherednik algebras. arXiv:1109.2315.
[GS] I. Gordon, J.T. Stafford. Rational Cherednik algebras and Hilbert schemes. Adv. Math. 198 (2005),
no. 1, 222-274.
[HK] A. Henriques, J. Kamnitzer. Crystals and coboundary categories. Duke Math. J. 132 (2006), 191-216.
[Ka1] D. Kaledin. Derived equivalences by quantization. Geom. Funct. Anal. 17 (2008), no. 6, 19682004.
[Ka2] D. Kaledin. Geometry and topology of symplectic resolutions. Algebraic geometrySeattle 2005. Part
2, 595-628, Proc. Sympos. Pure Math., 80, Part 2, Amer. Math. Soc., Providence, RI, 2009.
[KR] M. Kashiwara, R. Rouquier. Microlocalization of rational Cherednik algebras. Duke Math. J. 144
(2008), no. 3, 525-573.
[L1] I.V. Losev. Symplectic slices for reductive groups. Mat. Sbornik 197(2006), N2, p. 75-86 (in Russian).
English translation in: Sbornik Math. 197(2006), N2, 213-224.
[L2] I. Losev. Finite dimensional representations of W-algebras. Duke Math. J. 159(2011), n.1, 99-143.
[L3] I. Losev.On the structure of the category O for W-algebras. Se´minaires et Congre`s 24(2013), 351-368.
arXiv:0812.1584.
[L4] I. Losev, Completions of symplectic reflection algebras. Selecta Math., 18(2012), N1, 179-251.
[L5] I. Losev, Isomorphisms of quantizations via quantization of resolutions. Adv. Math. 231(2012), 1216-
1270.
[L6] I. Losev, Dimensions of irreducible modules over W-algebras and Goldie ranks. arXiv:1209.1083.
[L7] I. Losev, Proof of Varagnolo-Vasserot conjecture on cyclotomic categories O. arXiv:1305.4894.
84 ROMAN BEZRUKAVNIKOV AND IVAN LOSEV
[L8] I. Losev, Etingof conjecture for quantized quiver varieties II: affine quivers. arXiv:1405.4998.
[L9] I. Losev. Bernstein inequality and holonomic modules. arXiv:1501.01260.
[L10] I. Losev. On categories O for quantized symplectic resolutions. arXiv:1502.00595.
[LO] I. Losev, V. Ostrik, Classification of finite dimensional irreducible modules over W-algebras.
arXiv:1202.6097.
[LW] I. Losev, B. Webster, On uniqueness of tensor products of irreducible categorifications.
arXiv:1303.1336.
[Lu] G. Lusztig. Quiver varieties and Weyl group actions. Ann. Inst. Fourier, 50 (2000), no. 2, 461-489.
[Ma] A. Maffei. A remark on quiver varieties and Weyl groups. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (5),
1(2002), 649-686.
[MN] K. McGerty and T. Nevins, Derived equivalence for quantum symplectic resolutions. Selecta Math.
20(2014), 675-717.
[Mi] J. Milne. E´tale cohomology. Princeton Mathematical Series, 33. Princeton University Press, Prince-
ton, N.J., 1980.
[Nak1] H. Nakajima. Instantons on ALE spaces, quiver varieties and Kac-Moody algebras. Duke Math.
J. 76(1994), 365-416.
[Nak2] H. Nakajima. Quiver varieties and tensor products. Invent. Math. 146 (2001), no. 2, 399-449.
[Nak3] H. Nakajima. Reflection functors for quiver varieties and Weyl group actions. Math. Ann. 327
(2003), no. 4, 671-721.
[Nam] Y. Namikawa. Poisson deformations and Mori dream spaces, arXiv:1305.1698.
[R1] R. Rouquier, Derived equivalences and finite dimensional algebras. Proceedings of ICM 2006.
[R2] R. Rouquier, 2-Kac-Moody algebras. arXiv:0812.5023.
[S] P. Shan. Crystals of Fock spaces and cyclotomic rational double affine Hecke algebras. Ann. Sci. Ecole
Norm. Sup. 44 (2011), 147-182.
[SV] P. Shan and E. Vasserot, Heisenberg algebras and rational double affine Hecke algebras. J. Amer.
Math. Soc. 25(2012), 959-1031.
[VV] M. Varagnolo, E. Vasserot. Canonical bases and KLR-algebras. J. Reine Angew. Math. 659 (2011),
67-100.
[We] B. Webster. A categorical action on quantized quiver varieties. arXiv:1208.5957.
[Wi] S. Wilcox, Supports of representations of the rational Cherednik algebra of type A, arXiv:1012.2585.
[V] V. Vologodsky, an appendix to: R. Bezrukavnikov, M. Finkelberg, Wreath Macdonald polynomials
and categorical McKay correspondence. arXiv:1208.3696.
R.B.: Department of Mathematics, Massachusetts Institute of Technology, Cam-
bridge MA 02139 USA
E-mail address : bezrukav@math.mit.edu
I.L.: Department of Mathematics, Northeastern University, Boston MA 02115 USA
E-mail address : i.loseu@neu.edu
