Abstract| In this paper we propose a theoretical model for analysis of classi cation methods, in which the teacher knows the classi cation algorithm and chooses examples in the best way possible. We apply this model using the nearestneighbor learning algorithm, and develop upper and lower bounds on sample complexity for several di erent concept classes. For some concept classes, the sample complexity turns out to be exponential even using this best-case model, which implies that the concept class is inherently di cult for the nearest-neighbor algorithm. We identify several geometric properties that make learning certain concepts relatively easy. Finally we discuss the relation of our work to helpful teacher models, its application to decision-tree learning algorithms, and some of its implications for current experimental work.
I. Introduction
Since their introduction in the 1950's, nearest-neighbor (NN) classi ers have been shown very e ective in practice for many problem domains. While the framework of NN was originally proposed as a tool for pattern recognition, it is widely used in many applications of intelligent systems such as speech processing, medical diagnosis, molecular biology, and others (e.g., 1], 2], 3], 4]). In addition to these practical applications of NN, researchers have developed many important theoretical results showing bounds on the error rate that nearest-neighbor classi ers obtain 5], 6]. Most of this previous research has focussed on analysis of the performance of NN in the limit (i.e., convergence properties) or in the average case; in this paper, we emphasize best-case bounds instead; i.e., results that give the minimum number of training examples required to learn a concept exactly. Exact learning in this paper means that a classi er will assign the correct label to all possible positive and negative instances of a concept.
In this paper, we introduce a model that is based on geometric tools rather than statistical ones, and show how this model can be used to prove upper and lower bounds on the minimum number of examples required by an algorithm in order to learn a concept exactly. Geometric analysis has been successfully used in the past to understand the behavior of learning systems 7], 8], though not in the context of a best-case model such as that introduced here.
The practical motivation for such a model can be understood best through an illustration. Consider an automated handwriting recognition system based on the nearest-neighbor algorithm that must be trained by the user. Consider the problem of training it to recognize the character T, which might be described by eight features: the endpoints of the horizontal line segment (x 1 ; y 1 ) and (x 2 ; y 2 ), and the endpoints of the vertical line segment (x 3 ; y 3 ) and (x 4 ; y 4 ). The de nition of the character T may be expressed using inequalities such as: j(y 1 ? y 2 )j < 1 j(x 3 ? x 4 )j < 2 j(y 1 ? y 3 )j < 3 j(x 1 + x 2 )=2 ? x 3 j < 4 Another way to represent this concept is as a geometric region in < 8 . However, although the user knows this concept, his only method of training the character recognition system is by providing positive and negative examples of the concept T. Naturally, the user prefers to minimize the time spent in training. The system's developer would like to be able to tell the user as much as possible about how many and what kinds of examples to provide to the system. Our question here is, how many examples must the user provide before the system \learns" the concept exactly? As it turns out, the answers to these questions depend on geometric properties of the concept being learned.
Our goal in this paper is to provide a model that may ultimately help to give precise answers to such questions. We have chosen to address the issue from the point of view of best-case models because we are assuming that the algorithm will be trained (as in this example) by someone who wants to help it learn; i.e., a helpful teacher. In the model we de ne below, the teacher knows the algorithm and tries to present a minimum number of training examples to the algorithm. Lower bounds obtained with this very optimistic model provide absolute limits on the minimum number of examples required for an algorithm to learn a concept. We apply our model principally to the nearest-neighbor learning algorithm, which is a well-known and practically useful algorithm. We will show that even with this best-case model, there are still some interesting concept classes that are very hard to learn.
In particular, we consider the following questions: What is the minimum number of examples needed before an algorithm will correctly classify all possible examples of a concept? What is the minimal size representation for a given concept, and how does this relate to the minimum number of examples needed for training an algorithm? What geometric properties make a concept class di -cult to learn in our model? How stable is a minimal representation; i.e., is it robust when the algorithm is provided with additional examples?
II. The best-case model
We answer these and other questions using a best-case model for analyzing sample complexity. A learning algorithm takes a training set S of examples, X 1 ; X 2 ; : : :; X n , where each example consists of a set of d features plus a category label. The algorithm must use the examples to build a representation with which it will classify a test set T of new examples. Thus we use the term \learning algorithm" interchangeably with \classi cation algorithm." 1 A concept is a mapping from the set of all examples in a domain to a set of labels. A concept class is a set of concepts. For example, in the domain de ned by the unit square, the partitioning de ned by the line x = 0:5 might be a concept where any (x; y) in which x 0:5 is labelled 0, and x > 0:5 is labelled 1. An example of a concept class in this domain might be the set of all partitionings de ned by lines of the form x = r, where 0 r 1. If the examples s i are contained in < d , then an equivalent term for concept is decision boundary, where the boundary includes all surfaces separating the classes.
We will say that a learner has learned a concept exactly if it correctly classi es all possible examples. The distribution from which the new examples in T are taken can be di erent from the distribution used for S. Because our model is not statistical, the results are independent of any assumptions about these distributions.
In our model, the learning algorithm and the concept are xed and known to the teacher. The teacher then chooses examples for S in the best way possible. By \best" we mean the learning algorithm requires a minimum number of training examples to learn a concept. The term sample complexity refers to the number of examples required for learning. The teacher is able to compute a representation of the concept in the same language used by the learner. We have also called this the \helpful teacher" model 9], 10].
We will show below that even when using this best-case model, some concept classes still have exponential sample complexity for the nearest-neighbor algorithm. Because this is a best-case analysis, we know these classes are hard to learn|the sample complexity may be worse when one considers average-case or worst-case scenarios. On the other hand, we have also found that, for many concepts, surprisingly little information is required to teach a correct representation. In these cases, though, the representation used by the learner may be \unstable": if the learner stores additional examples, its representation will change, and it may no longer be correct. 1 These usages are standard in the machine learning and arti cial intelligence literature, but may di er from the terms used in the pattern recognition community; thus they are explicitly de ned here.
III. Nearest-neighbor algorithms
The nearest-neighbor algorithm has been a subject of both experimental and theoretical studies for many years (see, e.g., 11], 5], 6], 12]). Experimental studies have shown that the predictive accuracy of nearest-neighbor algorithms is comparable to that of decision trees, rule learning systems, and neural net learning algorithms on many practical tasks (see, e.g., 2], 13], among many others). In addition, it has long been known that the probability of error of the nearest neighbor rule is bounded above by twice the (optimal) Bayes probability of error 5].
The basic nearest-neighbor algorithm (henceforth NN) can be summarized as follows. An example is a vector of real numbers plus a label that represents the name of a category. Assuming a domain with d features, where all features have been normalized to the same range, the distance between two examples X = (x 1 ; x 2 ; : : :; x d ) and Y = (y 1 ; y 2 ; : : :; y d ) is simply Euclidean distance: 2 The algorithm itself is very simple:
1. Store all training instances, plus their classi cations. 2. For a new example X, compute the distance between X and each stored instance. 3. Let A be the stored instance with the minimum distance to X. Output the classi cation of A as the predicted classi cation of X. We will present theorems below showing that algorithm NN can learn some concepts very e ciently using our best case model. One advantage of choosing the nearestneighbor algorithm as a target of study is that applying our model is quite easy for this algorithm. The teacher simply selects examples at the best possible locations in the d-dimensional feature space, and provides those examples to the algorithm. With other algorithms, particularly those that depend on the order of the inputs, nding the teacher's best strategies can be much more di cult. Because the nearest-neighbor algorithm does not depend on the order of the inputs, the teacher is saved from having to calculate the optimal order in which to present a set of training examples.
A. Related learning models
In the theoretical computer science community, Angluin 14] de ned a di erent model of a helpful teacher, in which the learner is allowed to ask questions such as \is x a positive example?" She has produced a variety of results for learning regular expressions and context-free grammars. Our studies di er substantially from Angluin's work, since our teacher has more knowledge of the learner and much more control over the set of training examples. A more closely-related model is the one recently developed by Goldman and Kearns 15] . In their model, the teacher presents examples to the learner, who in turn is required to output its predictions on-line. Their teacher does not know the learning algorithm (unlike our model), but it does know the concept, and it is allowed to observe the predictions made by the learner. The learner is required to be consis-tent. The goal of the teacher is to select examples so that the learner will produce a correct concept while making a minimal number of on-line mistakes.
Our model is also related to the notion of \testability" introduced by Romanik 16 ]. In her model, a class is de ned to be testable if, given a target object in the class and an error bound > 0, a randomly generated set of test points will, with high probability, distinguish the target object from any other object in the class if the two objects di er by more than . This model includes a measure of testing complexity that is closely related to the sample complexity bounds produced using our best-case model. The notion of testability can be viewed as a converse of learnability. Inherent in this model is the error bound; there is not (as yet) a notion of exact testing that would correspond to exact learning.
A substantial body of research has been devoted to the notion of nearest-neighbor \editing," which involves removing examples from a training set S in order to reduce the amount of storage required for NN. In the editing (or ltering) model, the training set S is provided as input, and the learner attempts to nd a subset of S that constitutes an equally good classi er. This di ers from our model in the following respect: editing methods assume that the training set S is given as input, while our best-case model actually constructs the training set S; i.e., in our model the input is the concept boundary, and the output is a minimum size training set. Nearest-neighbor editing was introduced by Hart 17] ,and modi ed and extended by Swonger 18] , Wilson 19] , and Chang 20] . Ritter et al. 21] were the rst to give an algorithm that nds a consistent subset of minimum size. Toussaint et al. 22] introduced the notion of using Voronoi boundaries for editing. Later they showed that when the points of S are in general position, their method nds a minimal-size consistent subset 23].
IV. Learning geometric concepts
A. Learning simple convex concepts One of the simplest geometric concepts is a simple line or hyperplane, which translates into the learning problem of classifying examples from exactly two categories that are separated by a line, plane, or hyperplane. Although very simple, this concept class has proven very useful for a large number of real data sets, and is fundamental to classi cation techniques such as cluster analysis. Throughout this paper, we will say that an algorithm learns a geometric object when it learns a partitioning of space de ned by that object. For example, when we write that an algorithm learns a polygon, we mean that the algorithm learns a partitioning of the plane in which the interior of the polygon is labelled with one class and the exterior is labelled with another.
We begin with some simple observations about best-case results for hyperplanes and other geometric objects. These observations are presented merely to illustrate the type of results we will be presenting in the next section. More details on these and additional observations can be found in Salzberg et al. 9], 10].
Observation 1: Under the best-case learning model, exactly two examples are required by algorithm NN to learn a concept de ned by a hyperplane in any number of dimensions. The strategy for the teacher here is obvious: choose any two points equidistant to the line (or hyperplane) such that the line de ned by the two points is perpendicular to the original line. These two points alone will then correctly classify all future examples. A convex polygon is also very easy to learn in the best case:
Observation 2: If the concept boundary is a convex polytope (in 2 dimensions, a polygon) with n faces, then n + 1 examples are necessary and su cient to learn the concept exactly. The teacher in this case chooses any point inside the polytope as a positive example of the concept. It then simply re ects that point through each of the n faces (or extensions of the faces), generating n new points labelled as negative examples. These n + 1 points now de ne the polytope exactly. Our introductory problem of training a system to recognize the letter \T" illustrates this concept class; in particular, after normalizing coordinates, the concept we described there is a 10-sided convex object in < 6 and can be learned from 11 examples (1 positive and 10 negative).
B. Learning complex geometric concepts
Next we consider the sample complexity of learning a number of more complex geometric concepts. By virtue of their complexity, these objects probably have the ability to capture many real-world concepts, including those with complex boundaries. Interestingly, some of these concept classes may require a large number of examples, even in the best case. Unless other learning algorithms (besides NN) turn out to be signi cantly more powerful, these concept classes will remain \hard" for learning.
To provide some tools for learning complex objects, we will rst need a few techniques for learning triangles. These observations will be useful in the proofs that follow. First recall the de nition of a Voronoi diagram: given a set of points S, a point is in the Voronoi diagram of S if it is equidistant to its two nearest neighbors in S. In other words, if a point p has two or more nearest neighbors in S, then p is in the Voronoi diagram of S. (Distance can be measured in di erent ways, but Euclidean distance is the most common method.) Thus, the partitioning of space induced by the NN algorithm is, by de nition, a Voronoi diagram 24].
Observation 3: Suppose we are learning a concept with a triangular boundary. Suppose also that the triangle is not obtuse; i.e., no angle is greater than 90 . Then exactly nine points are su cient for Algorithm NN to learn the triangle, using the following strategy.
If l is the length of the shortest side of the triangle, and h is the shortest altitude of the triangle (i.e., the minimum distance of any vertex to its opposite side), let = 1=2 minfl; hg. Choose a distance 1 < , and place a point this distance from each corner of the triangle in its interior, such that the point is equidistant from the two Of course, a triangle can be learned with just four points (by Observation 2) rather than nine, but the technique depicted in Figure 1 can be extended to triangulations of the plane with convex boundaries and non-obtuse triangles. For our purposes, a triangulation is a partitioning of the plane with a polygonal boundary in which all interior regions (w.r.t. the boundary) are triangles. When more than one triangle shares a single vertex, then we can use a pair of points around each edge incident to each vertex. This pair of points would be placed a distance 1 < from the vertex, and equidistant on either side of the edge at a distance less than 1 sin ?1 2 from the edge, where is the smallest angle at the vertex.
Observation 4: For any triangulation in which all triangles are non-obtuse (i.e., either right or acute triangles), a teacher can select points around every vertex of every triangle, using the strategy just described. These points allow algorithm NN to learn the triangulation exactly. The boundary of the triangulation must be convex. If the triangulation contains n vertices, this strategy requires O(n) points.
Note that Observation 4 does not hold when the triangulation contains obtuse triangles. Consider Figure 2 , in which an obtuse triangle is shown attached to an acute one. If the training examples are placed around each vertex, then the Voronoi diagram created will not correctly demarcate the edge shared by the triangles. Part of the Voronoi diagram is shown as dotted lines in the gure, and the resulting mis-classi ed area is shaded.
C. Triangulating with nonobtuse triangles
Consider the set of concepts de ned by non-convex simple polygons (i.e., polygons that are not self-intersecting). This very general concept class is, it turns out, much harder to learn than that of convex polygons. It would be desirable to use the observations above to select points for any polygon; e.g., by rst triangulating the polygon and then learning the triangulation. However, Figure 2 shows the problem that arises when the triangulation contains obtuse triangles. If we could encase a polygon P in its convex hull and triangulate the resulting gure using only nonobtuse triangles, then by Observation 4, algorithm NN could learn any concept in the class of non-convex polygons using O(n) examples. It turns out that this triangulation problem is quite hard, even in 2-D, and our best result for learning non-convex polygons uses another method, described in Section IV-E.
The problem of triangulating polygons with nonobtuse triangles has until recently been an open problem in computational geometry. Baker et al. 25 ] produced the rst solution, which used a relatively large number of triangles (the precise bound was not given). Bern and Eppstein 26] reported a solution in two dimensions that uses O(n 2 ) triangles for an n-sided polygon, and later Bern et al. 27] improved this result to O(n) nonobtuse triangles. Their method makes some progress towards solving our best-case learning problem, although a complete solution requires tri- To see why triangulating the interior of a non-convex polygon with nonobtuse triangles is not su cient, consider the example in Figure 6 below. (This gure is used again later, in Section IV-D.) Any triangulation of the interior, even one using nonobtuse triangles, will have vertices that coincide with the corners of the top of each vertical \ nger" in the gure. The point placement strategy of Observation 4 will not work because it will place exterior points just outside these vertices, and those points will be closer to the interior of the object's horizontal \ ngers" than any interior point. To de ne this shape for algorithm NN, one needs rst to create the convex hull containing all the vertices in the gure, and then to produce a triangulation that contains all the interior edges of the gure as well as the boundary. If this triangulation of the interior and exterior of the polygon contains only nonobtuse triangles, then we can de ne the object using the strategy of Observation 4.
D. Rectilinear solids
Before considering learning the general class of all convex polygons (i.e., learning partionings of space de ned by polygonal boundaries), we can rst consider learning a subclass that is somewhat easier. Rectilinear polygons are polygons in which all the sides are parallel to the axes. Figure 3 shows a rectilinear polygon in two dimensions. We will consider two-dimensional objects rst, but our results here extend easily to d dimensions. We give both upper and lower bounds for this concept class. Rectilinear concepts play an important role in our analysis because they can be used to learn general geometric concepts with arbitrary precision.
Theorem 1: Any rectilinear polygon with n edges in two dimensions can be learned in the best-case model with n 2 examples. Proof: Draw the smallest possible rectangle around the rectilinear polygon. For each edge of the polygon, extend the edge in both directions until it meets the containing rectangle. The resulting grid will contain at most n 2 =4 vertices. Since every vertex of the grid has degree 4, we can place 4 points symmetrically around each vertex (arbitrarily close to the vertex). This set of points will de ne a Voronoi diagram that contains the grid, and therefore contains the rectilinear polygon. With appropriate labelling of points, the learning is complete, having used n 2 examples. Figure 4 illustrates the grid and the placement of points for the rectilinear polygon from Figure 3 . For visual clarity, a single dot appears in the gure at every vertex around which points need to be placed. Note that points only need to be placed around grid vertices where the grid coincides with one of the vertices or edges of the original polygon.
Any set of non-overlapping rectilinear objects, including a rectangular tiling of the plane, can be learned with the same strategy, and the same sample complexity. Note that for particular rectilinear objects (e.g., grids), the complexity may be linear. We also can improve the algorithm slightly by using a smaller object to enclose it|instead of a convex rectangle, we can use a \rectilinearly convex" object. 2 Suppose next that we wish to learn a concept de ned by an arbitrary partitioning of the plane into polygons; for example, a triangulation of the plane. For such a concept, we may wish to allow each region of the partitioning to have a di erent class label. Despite the apparent complexity of this concept class, we can use the rectilinear concepts just described to help learn these concepts. The idea behind this solution is that instead of learning the given partitioning, we will learn a very similar concept. First we need to de ne what we mean by a \similar" concept. Let the input concept C be de ned as a polygonal tesselation (a planar partitioning that uses polygons) on the unit square. Next we de ne a measure that represents the area of the symmetric di erence between a new concept C 0 and C. Included in is the area that belongs to C and not C 0 plus the area that belongs to C 0 and not C. Thus we use to represent the di erence between the true concept and the learned concept; i.e., these are the regions of the unit square that would be misclassi ed. When is very small, we say that the concepts C and C 0 are -similar. Another way to view this is that C 0 is an approximation on a grid to C. Corollary 1.1: Given any polygonal tesselation C in the unit square, algorithm NN can learn exactly a concept C 0 that di ers from C by at most , using only kn 2 = points, where n is the number of edges in the tesselation and k is a constant.
Proof: Given a tesselation, we transform it by laying it on a g g grid. We create a new rectilinear tesselation from the four edges of every grid cell that intersects the edges of the original tesselation. An example is shown in Figure 5 . In the gure, the grid squares that become part of the rectilinear tesselation have been darkened. The original tesselation can intersect no more than 2ng grid cells. Because the area of each grid square is 1=g 2 (the grid is in the unit square), and at most 1=2 of each square is misclassi ed, the total area in which the rectilinear tesselation di ers from the original tesselation is less than (2ng)(1=g 2 )(1=2) = n=g. Therefore, if we can learn the rectilinear tesselation exactly and use it for classi cation, then the area in which errors can occur will be no more than n=g. In order to guarantee that the error area n=g < , we can choose g > n= . This implies the rectilinear tesselation will have no more than (2ng)(4) = 8n 2 = edges.
We can use the rectilinear polygon algorithm to teach the transformed tesselation to algorithm NN. Generally, given e edges, this algorithm would generate e 2 points. In particular, this would mean that the rectilinear tesselation we create would require n 4 = 2 points. Because the grid is a square grid, however, extending each line segment in the tesselation does not generate any new vertices. Thus the rectilinear teaching algorithm only uses a linear number of points, and only 8n 2 = points are necessary to learn a concept whose symmetric di erence with the original tesselation is less than .
This construction extends easily to higher dimensions. Corollary 1.2: Over the unit d-cube in d dimensions, given a target concept C, the number of points used by this algorithm to learn a similar concept C 0 is kdn d = d?1 , where k is a constant and now represents the volume of the symmetric di erence between C and C 0 . More details can be found in 9]. Note also that, in any number of dimensions, any point that is classi ed incorrectly using this technique is within a very small distance| no greater than the diagonal length of a grid cell|from an edge of the original tesselation. Thus the similar concept C 0 not only di ers by a very small amount (i.e., ) from the target concept C, but its boundary is always close to the boundary of C.
For the rectilinear concept class, we can also show a lower bound for the best-case model. Theorem 2: At least n 2 =32 examples are required for learning some rectilinear polygons in the best-case model, where n is the number of sides of the polygon.
Proof: We prove this theorem by constructing a rectilinear object that requires n 2 =32 points to de ne it. See Figure 6 for an example of such an object. 3 The object shown has approximately n=8 vertical \ ngers" and n=8 horizontal \ ngers" (since each nger uses four sides of the polygon). These ngers can be made arbitrarily thin and arbitrarily long. By placing the vertical ngers far apart, as we have illustrated in the gure, we make it impossible to de ne the topmost (horizontal) edge of each nger without interfering with all of the horizontal ngers. Thus a point placed above the topmost edge of each vertical nger will propagate through all of the horizontal ngers, requiring us to draw a pair of points around each of the edges above it. There are n=4 such edges in the n=8 horizontal ngers, which means that each vertical nger will require at least n=4 new points for learning (some of the points used to dene horizontal edges may be shared). Therefore the total number of points required is at least (n=8)(n=4) = n 2 =32.
It is worth noting that this lower bound also implies a similar lower bound on the number of nonobtuse triangles required for triangulating the shape formed by a polygon plus its convex hull. Although the interior of a non-convex polygon can be triangulated using just O(n) nonobtuse triangles 27], the interior plus exterior will require (n 2 ) nonobtuse triangles for some polygons.
The theorems for exact learning of rectilinear objects both extend quite straightforwardly into d dimensions. Let a rectilinear polytope be a d-dimensional object for which every face (or facet) of the object is parallel to one of the axes.
Corollary 2.1: No more than (2n=d) d examples are required in the best case for exact learning of rectilinear polytopes with n faces (or facets) in d dimensions.
Proof: The algorithm is basically identical to the algorithm given for Theorem 1. We simply enclose the rec- Proof: This lower bound can be proven by construction, as was done above. In three dimensions, we place kn=3 planar slices above the object shown in Figure 6 . (k is a constant, k < 1.) If each slice is very thin and all the slices are very close together, then all of the points required to de ne Figure 6 in 2-D will propagate through the kn=3 slices. In this manner we can construct a ( kn d ) 3 lower bound in 3-D. Similarly, we can extend the construction to any number of dimensions.
E. Learning polygonal partitionings
The class of simple non-convex polygons is much harder to learn than rectilinear polygons. In fact, it appears to be as hard as learning arbitrary triangulations of the plane. Triangulations are at least as hard as non-convex polygons, in the sense that we always can triangulate an n-sided polygon by adding a linear number of sides. The proof that non-convex polygons are as hard as triangulations is an open problem.
Because nearest-neighbor partitions are by de nition Voronoi diagrams, the problem we would like to solve is equivalent to the following Minimum Voronoi Cover problem: Given a planar tesselation, what is the smallest Voronoi diagram that contains that tesselation as a subgraph? Heath 28] showed that for arbitrary planar polygonal tesselations this problem is NP-complete.
E.1 Triangulations of the plane
We now turn to the class of triangulations. A triangulation is a tesselation of some region into triangles, where the boundary of the triangulation may be any simple polygon. This class is very large, subsuming all geometric concept classes in which the component concepts have straight edges.
Our best current result for exact learning of triangulations in the best-case model requires a number of points that is proportional to the largest aspect ratio (the altitude with respect to the longest edge) of any triangle. This ratio can be arbitrarily large; however, Corollary 1.1 above gives an algorithm that will use kn 2 = examples to learn a very similar concept to any polygonal tesselation, where n is the number of edges and is the total area of the difference between the learned concept and the target (input) concept. Thus if the aspect ratio is too large, the preferred approach might be to learn a very similar concept instead.
First, recall our earlier observation, that if all triangles are acute, algorithm NN in the best case can learn a triangulation with O(n) examples.
Theorem 3: Any triangulation of the plane with n edges can be learned with 2L h + n points in the best-case model, where L is the total length of all edges of the triangulation, and h is the minimum altitude of all triangles. Note that even if all edges are very long, h might be extremely small if the triangulation contains very long, narrow triangles.
Proof: We give an algorithm that uses at most 2L h +n points to de ne any triangulation. Beginning simultaneously at both ends of every edge in the triangulation, place a pair of points symmetrically on either side of the edge as close as possible to the edge itself and to each end of the edge. (The distance between each point and the edge will depend on how many bits of precision are used; as long as this distance is much less than h, the resulting Voronoi di-agram will contain the edge.) Next, moving from the ends towards the middle of each edge, place a pair of points at intervals of length h symmetrically on either side of the edges. Stop when the midpoint of the edge is reached. The points placed near the midpoint may be closer together than h, but this detail will not a ect the correctness of the algorithm. If the pairs of points placed near the midpoint are at a distance greater than h from each other, place one more pair of points around the midpoint itself.
This strategy correctly de nes every edge of the triangulation. To see this, consider the triangle shown in Figure  7 . The edges of the triangle are labelled e 1 ; e 2 ; e 3 and the vertices are v 12 ; v 23 ; v 13 . Consider a point x on an edge e 1 between two pairs of points, p 1 and p 2 . Without loss of generality, assume that x is closer to the pair p 1 . By de nition, x is equidistant to each of the points in p 1 . Therefore, it will have a Voronoi diagram edge running through it unless some other point chosen by the teacher is closer. The distance from x to the points in p 1 is at most h 2 . Since h is the shortest altitude (or edge) of the triangulation, there cannot be a vertex closer to x than the pair of points p 1 . Likewise, if the closest edge, e 3 (as shown in Figure 7 ) is within h of point x, then it must share an endpoint with e 1 (i.e., it is part of the same triangle). In the worst case, suppose that the closest point along e 3 is one of the points placed by our Helpful-Teacher strategy. Call that point q.
If q is closer to v 13 than to v 23 , then it must have been placed the same distance from v 13 as was p 2 . Simple geometry then shows that p 2 will be closer to x than will q. However, if q is closer to edge v 23 (as shown in the gure), then the vertical distance from q to e 1 is more than h 2 since the altitude at v 23 is at least h. Therefore either p 1 or p 2 must still be closer to x. Thus, nally, we can be sure that x does have a Voronoi diagram edge running through it which is precisely collinear with the edge e 1 .
Clearly, the number of points placed on any one edge by this strategy is no greater than 2Le h , where L e is the length of the edge. Thus the total number of points used by the teacher in the best case is bounded by 2L h +n, where n is the number of edges.
Note that if all triangles are nonobtuse, the strategy of Observation 4 above is much more e cient than the one just described.
To learn a polygon-shaped concept using this method, one would rst triangulate the polygon in such a way as to maximize h. Bern et al. 29] have developed an algorithm that can construct a triangulation of a polygon in O(n 2 log n) time that maximizes the minimum triangle altitude. Although this result does not give a lower bound for h, it does provide the maximum possible value for h. However, this method does not necessarily minimize L h , and in fact the problems of minimizing L and minimizing L h remain open problems in computational geometry, even for two dimensions.
For many triangulations, the strategy of Theorem 3 will work well, but since L can be exponentially larger than h, the number of examples required in the worst case is very large. (This assumes nite precision on the inputs; if one allows in nite precision, L=h is unbounded). To handle such cases, we would use the strategy for learning a rectilinear concept that is -similar to the triangulations, presented in Corollary 1.1. If an area no larger than is allowed to be misclassi ed, this strategy requires kn 2 = edges, regardless of the ratio L=h.
Corollary 3.1: In d dimensions, the algorithm of Theorem 3 su ces to de ne a simplicial decomposition (a multidimensional triangulation), with two modi cations. First, pairs of points have to surround each edge in each dimension. (E.g., in three dimensions, when edges are the intersection of two faces, each edge has two pairs of points, rather than one pair, at intervals of length h along the edge.) Second, pairs of points need to be placed on each side of every face (or hyperface) so that the distance from any location on the hyperface to a point is always less than h=2. If A is the total area of all faces of the decomposition, and n is the number of edges, then the number of examples required in d dimensions is at most (A=h) d?1 + n d?1 .
V. Decision trees and minimal representations
Although we have chosen to focus on the nearestneighbor method in this paper, the best-case model applies to any learning algorithm. In all of our results using the nearest-neighbor learning algorithm, the examples chosen for the best-case model form a minimal representation of the concept|i.e., with respect to the Voronoi diagrams formed by the examples, if any example is deleted from the training set, the Voronoi diagram will be altered so that the decision boundary is incorrect. This observation naturally leads to the question, is the best-case model doing anything other than looking for the minimal representation of a concept? Although the answer to this question is yes in the case of nearest-neighbor, the answer is no for many other learning algorithms. This is best illustrated with a brief example using a decision tree algorithm. (More details can be found in 9].) Consider Figure 8 . The concept here is a two-category problem, where the categories are labelled A and B in the gure. Category A occurs in two disjoint regions of the 2-dimensional plane, in the upper left and lower right quadrants. The horizontal boundaries of the two A regions are collinear, but the vertical boundaries are not. In order to teach this concept accurately, a teacher must provide at least six points to C4.5, two in category A and four in category B. Those points are indicated in the gure.
If we give these six points to the decision tree program C4. 5 30] , it will construct a tree that correctly partitions the space. The tree itself, however, will be larger (by one node) than the minimal size tree. In order to force C4.5 to construct the minimal size tree, at least eight examples must be provided, rather than six. Thus the best-case model for learning will produce the larger tree, because the number of examples required by the learning algorithm is smaller.
This example illustrates clearly that the teacher in our model is not simply looking for minimal representations. Instead, our helpful teacher looks for the smallest set of examples that will allow the learner to build a correct representation. Although the problem of nding minimal representations often is related to the problem of teaching efciently, it is not the same.
VI. Conclusion
The results presented in this paper show that, for a given algorithm, it is possible to demonstrate lower and upper bounds for many di erent concept classes using a bestcase model that can also be viewed as a helpful teacher. Our results are summarized in Table I . These bounds are useful for a variety of reasons. First is that our analysis shows how geometric properties such as the convexity and aspect ratio of concept classes are related to complexity of learning, at least for the NN algorithm. In addition, the lower bounds provide an absolute limit on the number of examples required for learning. Such limits can tell us in advance how many examples must be provided if we expect our algorithm to learn a concept.
Limits derived using the best-case model may provide an instructive basis for comparison between learning algorithms. We now have theoretical models giving worst-case, average-case, and best-case analyses. Although most of the studies here involve only the nearest neighbor algorithm, this is only a rst step. Next steps include nding best-case bounds for other algorithms and helpful teaching strategies for non-geometric concepts such as Boolean formulas.
Some concept classes appear to be \hard" for the nearestneighbor algorithm, in that the number of examples re- quired for learning, even in the best case, is exponential in the number of dimensions d. In particular, the class of nonconvex simple polygons behaves this way. We have shown (by construction) a lower bound on a subclass of nonconvex polygons|rectilinear polygons|that exhibits this exponential behavior. This result points out a weakness in the nearest-neighbor algorithm itself; thus, if another learning algorithm can be shown to learn this class more e ciently, that algorithm could justi ably be described as more powerful than nearest neighbor.
We note that in the context of nearest-neighbor learning, nding the minimum number of examples is equivalent to nding the minimum size Voronoi diagram that contains the decision boundary. For other learning methods, providing the minimum number of examples may generate something larger than the minimum representation. For example, we have shown that a strategy to produce the minimum size decision tree for an algorithm such as C4.5 sometimes requires more examples than our best-case model. Although the issue of minimal representations is certainly related to our model, our main interest is in determining the minimum number of examples and in strategies for generating these examples.
We should also take note of the following: it is sometimes the case that providing more examples to the nearestneighbor algorithm reduces its accuracy. This is a partial answer to the question we asked at the beginning of this paper, namely, what is the e ect on a learned concept of providing the learner with additional examples? With nearest neighbor, the simplest example of this e ect occurs for learning a plane. Only two examples need to be provided; however, if one provides additional examples, the concept de nition will shift and become inaccurate unless those examples are given in pairs that are re ections of each other through the plane. Thus, although best-case results for sample complexity may be vastly smaller than worstcase results, the representation created by nearest-neighbor might be unstable in the best case. An interesting question for further study is how many examples are required to produce stable representations; i.e., representations to which one can add more examples with only a limited loss in accuracy. 
