Modeling the mechanical response of components requires simplifications and idealizations that affect the fidelity of the results and introduce errors. Some errors correspond to the limited knowledge of intrinsic physical attributes while others are introduced by the modeling framework and mathematical approximations. This paper studies the dependence of the force-displacement response of threaded fasteners on modeling attributes such as geometry, material, and friction resistance using finite element simulations. A systematic comparison of 1D, 2.5D or 3D computational models demonstrates the influence of model properties and the limitations of the methodologies. Finally, the paper discusses the sources of model inputs and model form errors for threaded fasteners.
Introduction 1
Modeling the mechanical response of threaded fasteners often assumes sim-2 ple 1D smooth geometry [1, 2] without considering the complex phenomena and texture while cut threads have discontinuous fibers with lower local strength 52 [17, 18] . Even the manufacturing speed changes the microstucture and influ-53 ences the mechanical response [16] . Thus, the identification of fasteners with 54 their chemical composition or alloy grade conveys a large error that neglects 55 residual stresses, microstructures, and defects. Multi-scale material models can 56 mitigate these errors by explicitly incorporating sources of mesoscale variabil-
Geometry
Material Mechanics Methodology e.g., shape, dimensions, tolerances e.g., properties, anisotropy, inhomogeneity e.g., friction, temperature, loading e.g., discrete, implicity, small deformations
Mechanical response
e.g., force, displacement, stress, strain, K app , ΔK app 
104
Regarding geometric variability, simulations employ 1D smooth models, 105 2.5D threaded models, and fully 3D threaded models, as shown in Figure 3 . our mesh refinement is enough to yield mesh convergence of the shank stress.
128
The loading of the fastener consists of quasistatic normal displacement of the Models consider bolts made of A286 stainless steel while the substrate corre- i.e.,
154
Regularized displacement = Applied displacement Displacement in 3D models Gauge length .
Thus, the regularized displacement represents the number of pitches that the 155 head of the bolt has displaced. corresponds to local instabilities that occur due to localized unloading.
164
For both material models, a higher friction coefficient limits the slip in (b) Elasto-plastic materials. Indeed, 2.5D and 3D models seem to yield at two distinctly different force levels despite the regularization.
183
The response of 1D smooth specimen (Figure 3 a) is also presented in Figure   184 6 in black dotted lines. Contrary to strain calculations, the total displacement 185 depends on the actual dimensions of the specimen. To regularize this magnitude 186 for 1D models, we consider a gauge length of 40% of the total specimen length,
187
which is chosen to match the elastic compliance of full 3D models shown in 188 Figure 6a ; the same regularization was employed for elasto-plastic models in 189 Figure 6b .
190
The results show that 1D models can reproduce the axial force-displacement
191
behavior of 3D models as long as they are scaled with an appropriate gauge 192 length. Friction has a secondary effect on the response (also found by Ref.
193
[36]), and their effects are smeared out by the gauge length. More importantly, To investigate the discrepancy among 2.5D and 3D models, we simulated imposed by the substrate in 3D models.
234
Similarly, Figure 11 presents the von Misses stress from 2.5D and 3D models 235 at 30% and 70% of the maximum applied displacement (same as in Figure 10 ).
236
The von Misses fields between 2.5D and 3D models are different, the latter showing a much higher stress at the shank. expected from the results of 3D models but not from 2.5D models.
245
A second consideration regards to the strain and stress fields in 2.5D models 
Torsional prestrains in 3D models

258
Another distinctive capability of 3D models is the consideration of torsional 
Comparison with experiments
277
To further understand the limitations of models, predictions from 3D models 278 are compared to pull-out experiments for different bolts with A286 denomina-279 tion. We consider four experimental pull-out tests:
280
• Exp-1 and Exp-2 from Ref.
[41], which employed two A286 #8-32, 5/8in 281 bolts using gauge lengths of 0.25in and 0.15in, respectively.
282
• Exp-3 from Ref.
[42], which employed an A286 #10-32, 5/8in bolt with 283 a gauge length of 0.2in.
284
• Exp-4 from Ref.
[39], which employed an A286 1/4-28, 2in bolt with a 1.5in shank.
286
All experiments were performed under quasistatic loading without torsional 287 pre-strains. The substrates were different among experiments but they all have 288 a higher yield stress than A286 (e.g., 4140 steel); thus, we will assume an elastic 289 substrate in simulations. Since the authors were not involved in performing these 290 experiments, the modeling results in prior sections are blind and independent.
291
Current experimental methodologies carry such small errors in measuring 292 forces and displacements (typically << 10%) that their impact on pull-out 293 measurements can be neglected. However, models carry epistemic uncertainty
294
(i.e., lack of knowledge) in the characterization of the real testing configuration.
295
For example, the real gauge length up to the first engaged thread (see Figure   296 2), installation residual stresses/strains, bolt alignment, etc. Given the limited 297 and systematic effect of friction coefficients on 3D models (see Figure 6 for 298 instance), we argue that discrepancies among models and experiments are not 299 controlled by friction, but dominated by testing conditions (rate, temperature), 300 bolt dimensions, and material properties. is not available and is a source of error. In spite of these differences, models properties for the models corresponds to as-rolled A286 steel, these differences 327 are attributed to the microstructural changes and work hardening during the 328 manufacturing process.
329
These arguments suggest that the lack of consideration of prior work hard-330 ening in the material properties controls the differences in force levels in Figure   331 15a. Therefore, an increase in the yield level and a decrease in hardening modu-332 lus (Table 2) would improve the matching to experiments. Similarly, the elastic 333 compliance is controlled by the regularization length and differences in compli- closely (e.g., Figure 6 ), which supports standardized methodologies. In this case, 367 model form error is small enough to be mitigated by modifying model inputs.
334
368
Such a calibration (e.g., Equation 2) may be performed with elastic models that 369 require low-computational effort, and later employed for elasto-plastic models.
370
Figures 5 and 6 demonstrate that elastic materials result in an almost lin- and the yield level (e.g., Figure 13 ), while the influence seems to be reduced upon 384 further loading. These results suggest that uncertainty in torsional pre-strains 385 may be mitigated by modifying model inputs.
386
Finally, Figure 15 shows that 3D models can reproduce the response of fas- 
