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Abstract
This work is concerned with a class of jump-diffusion processes with state-dependent switching. First,
the existence and uniqueness of the solution of a system of stochastic integro-differential equations are
obtained with the aid of successive construction methods. Next, the non-explosiveness is proved by
truncation arguments. Then, the Feller continuity is established by means of introducing some auxiliary
processes and by making use of the Radon–Nikodym derivatives. Furthermore, the strong Feller continuity
is proved by virtue of the relation between the transition probabilities of jump-diffusion processes and the
corresponding diffusion processes. Finally, on the basis of the above results, the exponential ergodicity is
obtained under the Foster–Lyapunov drift conditions. Some examples are provided for illustration.
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1. Introduction
Let (X (t), Z(t)) be a right continuous strong Markov process with left-hand limits onRd×N ,
where N := {1, 2, . . . , n0}. The first component X (t) satisfies the following stochastic integro-
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differential equation:
dX (t) = b(X (t), Z(t))dt + σ(X (t), Z(t))dB(t)
+
∫
Rd\{0}
c(X (t−), Z(t−), u)N (dt, du), (1.1)
where σ(x, k) is Rd × Rd valued and b(x, k) and c(x, k, u) are Rd valued for any x, u ∈ Rd
and any k ∈ N . Let (Ω , F , P) be a probability space, and {Ft } an increasing family of
sub-σ -algebras of F , and B(t) an Ft -adapted Rd -valued Brownian motion; let N (dt, du)
(corresponding to a random point function p(t)) be a stationary Ft -Poisson point process that
is independent of B(t), and let N˜ (dt, du) = N (dt, du) − Π (du)dt be the compensated Poisson
random measure on [0,∞)× Rd , where Π (·) is a deterministic finite characteristic measure on
the measurable space
(
Rd \ {0},B(Rd \ {0})). The second component Z(t), being Ft -adapted,
is a discrete random process with a finite state space N such that
P{Z(t +∆) = l|Z(t) = k, X (t) = x} =
{
qkl(x)∆+ o(∆), if k 6= l,
1+ qkk(x)∆+ o(∆), if k = l (1.2)
uniformly in Rd , provided ∆ ↓ 0, where 0 < qkl(x) < +∞ for all k 6= l ∈ N . For x ∈ Rd and
σ = (σi j ) ∈ Rd × Rd , define
|x | =
(
d∑
i=1
|xi |2
)1/2
, |σ | =
(
d∑
i, j=1
|σi j |2
)1/2
.
Let N be endowed with the discrete topology, and B(Rd × N ) be the product σ -algebra on
Rd × N . For the existence and uniqueness of the strong Markov process (X (t), Z(t)) satisfying
the system (1.1) and (1.2), we make the following assumption.
Assumption 1.1. Assume that b(x, k), σ(x, k), and qkl(x) are continuous in x , that c(x, k, u) is
B(Rd × N )× B(Rd \ {0}) measurable, and that for some constant H > 0,
|b(x, k)− b(y, k)|2 + |σ(x, k)− σ(y, k)|2 ≤ H |x − y|2, (1.3)∫
Rd\{0}
|c(x, k, u)− c(y, k, u)|2Π (du) ≤ H |x − y|2 (1.4)
and
|qkl(x)− qkl(y)| ≤ H |x − y| (1.5)
for all x, y ∈ Rd and k 6= l ∈ N . Moreover, changing the constant H > 0 if necessary, assume
that
sup{qkl(x) : x ∈ Rd , k 6= l ∈ N } ≤ H < +∞. (1.6)
Under Assumption 1.1, we can prove that the system given by (1.1) and (1.2) has a unique
solution (X (t), Z(t)) that is a strong Markov process which is right continuous with left-hand
limits (see Section 1). We can also show that (X (t), Z(t)) is non-explosive (see Section 2).
Throughout the rest of this paper, we shall always, as a standing hypothesis, assume that
Assumption 1.1 holds. It is easy to see from (1.1) and (1.2) that X (t) delineates the jump-
diffusion behavior, whilst Z(t) describes the so-called switching. Moreover, the switching also
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depends on the jump-diffusion component of the state. Therefore, the process (X (t), Z(t))
can be simply called a jump-diffusion process with state-dependent switching. As is well
known, jump-diffusion processes can be considered as continuous Itoˆ diffusions perturbed
by random jumps, and are useful stochastic models that have appeared frequently in many
applications such as mathematical modeling of financial markets (see [26] and the references
therein). Itoˆ diffusion processes with state-dependent switching are often used to describe
some typical hybrid systems that arise in many applications of systems with multiple modes
such as fault-tolerant control systems, multiple target tracking, and manufacturing systems;
see [1,2,28,36] and the references therein. Roughly, for systems to be considered, random
jumps describe their state discontinuous changes, whilst state-dependent switching characterizes
their discrete shifts in regime. A jump-diffusion process with state-dependent switching is a
combination of a diffusion process with both random jumping and state-dependent switching. A
jump-diffusion process with state-dependent switching is often called a hybrid jump-diffusion
process; sometimes it is also called a jump-diffusion process with regime switching. When
the functions qkl(x) in (1.2) are independent of x and the second component Z(t) is a
Markov chain itself independent of B(t) and N (t, A), the corresponding strong Markov process
(X (t), Z(t)) can be called a jump-diffusion process with Markovian switching. Usually, a jump-
diffusion process with Markovian switching is a typical hybrid jump-diffusion process. Such
Markovian hybrid systems have also been used in emerging applications in communication
networks, mathematical finance, and risk management (see [3,9,17,19,34] and the references
therein).
The switching jump-diffusion process (X (t), Z(t)) determined by (1.1) and (1.2) is a rather
general switching model. When c(x, k, u) ≡ 0, it reduces to a switching diffusion process.
When the second component Z(t) is missing, it reduces to the usual jump-diffusion process.
Such state-dependent switching formulation enables one to describe complex systems and their
inherent uncertainty and randomness in the environment. However, it adds much difficulty in
analysis. Indeed, the dependence between X (t) and Z(t) does complicate problems greatly and
it necessitates careful handling of the discrete component Z(t). For example, in the case of
Markovian switching, we can use coupling methods to prove the Feller continuity (see [31]),
but in the general case of state-dependent switching, we utilize the Radon–Nikodym derivatives
instead. Theoretically, switching diffusion processes are related to coupled elliptic PDE systems.
In fact, potential theory and the Harnack principle for them were well studied in [5–7]. Besides,
large deviations and relevant results for them with some small parameter were also extensively
studied in [10–12,30].
The stability for both switching diffusion processes and jump-diffusion processes has received
much attention lately; see [1,2,16,19,26,28,29,31–33,35–37] and the references therein. For
example, the stability in distribution was studied for switching diffusion processes in [1,2,36]
and for jump-diffusion processes (without switching) in [26]. Moreover, the stability in total
variation was discussed for switching diffusion processes in [28,29]. Since the convergence
in total variation norm leads to weak convergence, the stability in total variation clearly
implies stability in distribution. In order to get the results for convergence in total variation,
coupling methods were used in [28,29]. Furthermore, f -exponential ergodicity was studied for
diffusion processes with state-dependent switching in [32,33] and jump-diffusion processes with
Markovian switching in [31]. Here and hereafter, the so-called f -norm, whose definition will
be given in Section 6, is a very strong norm, and the well-known total variation norm is only a
special case of it. Our aim in the present paper is to investigate the f -exponential ergodicity for
jump-diffusion processes with state-dependent switching. One should note that a thorough study
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of stability on general Markov processes with continuous parameter can be found in [21,22].
However, those results do not directly apply to our model (namely, jump diffusions with state-
dependent switching), and some necessary properties, such as the Feller continuity and strong
Feller continuity, for our model are nontrivial and require proofs. It is known that the Feller
continuity and strong Feller continuity are basic for the f -exponential ergodicity results. Hence
it is of considerable interest to study the Feller continuity and strong Feller continuity for jump
diffusions with state-dependent switching. In addition, the Feller continuity and strong Feller
continuity are of interest in their own right.
The rest of the paper is organized as follows. In Section 2, with the aid of successive
construction methods, we prove the existence and uniqueness of the solution of system (1.1) and
(1.2). In Section 3, we show the non-explosiveness or regularity by certain truncation arguments.
In Section 4, by means of introducing some auxiliary processes and by making use of the
Radon–Nikodym derivatives, we establish the Feller continuity, which is the main result of the
paper and also is basic for the subsequent results. In Section 5, we show strong Feller continuity
by virtue of the relation between the transition probabilities of jump-diffusion processes and the
corresponding diffusion processes in [25]. Finally, in Section 6, on the basis of the above results,
we obtain the f -exponential ergodicity under the Foster–Lyapunov drift conditions, and present
some illustrative examples.
2. Existence and uniqueness
In this section, we prove that the system (1.1) and (1.2) determines a unique right continuous
strong Markov process (X (t), Z(t)) with left-hand limits and show that (X (t), Z(t)) is
associated with an appropriate generator, and its probability distribution on the path space can
be viewed as the unique solution to a martingale problem. We first introduce a metric λ(·, ·) on
Rd × N as follows:
λ ((x,m), (y, n)) = |x − y| + d(m, n),
where
d(m, n) =
{
0, if m = n,
1, if m 6= n.
Therefore, (Rd × N , λ(·, ·),B(Rd × N )) is a complete separable metric space. We then have
a natural ca`dla`g space D([0,∞),Rd × N ). We now begin to construct a strong Markov
process (X (t), Z(t)) satisfying (1.1) and (1.2) with D([0,∞),Rd × N ) as its path space under
Assumption 1.1. To do so, we still need to introduce some notation and give some preparatory
results. First, let σ1 < σ2 < · · · < σn < · · · be the enumeration of all elements in the domain Dp
of the point process p(t) corresponding to the stationaryFt -Poisson point process N (dt, du). It is
easy to see that σn is an Ft -stopping time for each n. Moreover, we have that limn→∞ σn = +∞
since the characteristic measure Π (·) is finite. Next, let us denote the successive switching
instants of the second component Z(t) by
τ0 ≡ 0, τn = inf{t : t > τn−1, Z(t) 6= Z(τn−1)}, n ≥ 1. (2.1)
From [37] we know that the second component Z(t) can also be described by
P{Z(t +∆t) = l|Z(t) = k, X (s), Z(s), s ≤ t} = qkl (X (t))∆t + o(∆t), k 6= l. (2.2)
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Namely, Z(t) jumps from k to l 6= k with probability qkl(X (t)) like for a finite Markov chain. As
was done for Lemma 3.3.(ii) and Proposition 3.4 of [33], we can prove the following proposition,
which is stated without proof.
Proposition 2.1. For every (x, k) ∈ Rd × N and every t > 0, we have that
P (τ1 > t |Z(0) = k, X (0) = x) ≥ exp (−(n0 − 1)Ht) , (2.3)
where n0 is the number of elements in N. Moreover, for every (x, k) ∈ Rd × N, we also have
that
P
(
lim
n→∞ τn = +∞|Z(0) = k, X (0) = x
)
= 1. (2.4)
Meanwhile, from the properties of the stationary Ft -Poisson point process N (dt, du), for the
stopping time σ1 defined above, we obviously have that for every t > 0,
P(σ1 > t) = exp
(
−Π (Rd \ {0})t
)
, (2.5)
which holds independently of the initial condition X (0) = x and Z(0) = k.
Now, for any 0 ≤ s < t < +∞, define two counting measures as follows:
S((s, t]) := max{n : τn ≤ t} −max{n : τn ≤ s},
J ((s, t]) := max{n : σn ≤ t} −max{n : σn ≤ s}.
We also define two counting processes, S(t) := S((0, t]) and J (t) := J ((0, t]). Obviously,
S(t) (resp., J (t)) represents the total number of switches (resp., jumps) that have occurred up to
time t . Using (2.3)–(2.5), we can prove the following proposition, whose detailed proof is also
omitted.
Proposition 2.2. For any 0 ≤ s < t < +∞, we have the following two assertions:
P (S((s, t]) ≥ 1) ≤ 1− exp {−(n0 − 1)H(t − s)} , (2.6)
P (J ((s, t]) ≥ 1) = 1− exp
{
−Π (Rd \ {0})(t − s)
}
. (2.7)
Moreover, (2.7) holds independently of the second component Z(t).
Proposition 2.3. We have the following three assertions:
(i) With probability 1, σ1 does not coincide with τ1.
(ii) With probability 1, σ1 does not coincide with any one of {τn : n ≥ 1}.
(iii) With probability 1, {σn : n ≥ 1} and {τn : n ≥ 1} are mutually disjoint.
Proof. Since assertion (iii) implies both assertion (i) and assertion (ii), it suffices to prove
assertion (iii) only. To this end, it is sufficient to prove that for any given T > 0, with probability
1, {σn : σn ≤ T } and {τn : τn ≤ T } are mutually disjoint. In fact, for any large integer M ≥ 1,
P
(
{σn : σn ≤ T }
⋂
{τn : τn ≤ T } 6= ∅
)
≤
M−1∑
m=0
P
(
J
((
m
M
T,
m + 1
M
T
])
≥ 1, S
((
m
M
T,
m + 1
M
T
])
≥ 1
)
.
(2.8)
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For each 0 ≤ m ≤ M , let
Am :=
{
S
((
m
M
T,
m + 1
M
T
])
≥ 1
}
, Bm :=
{
J
((
m
M
T,
m + 1
M
T
])
≥ 1
}
.
By virtue of Proposition 2.2 and the simple inequality 1 − exp(−a) ≤ a for any nonnegative
number a, we then arrive at
P (Am Bm) = P (Am) P (Bm |Am)
≤ (1− exp {−(n0 − 1)H T/M})
(
1− exp
{
−Π (Rd \ {0})T/M
})
≤ Π (Rd \ {0})(n0 − 1)H T 2/M2.
Now substituting this into the right-hand side of (2.8), we obtain that the left-hand side of (2.8)
does not exceed
Π (Rd \ {0})(n0 − 1)H T 2/M,
which can be arbitrarily small since the large denominator M is arbitrary. This implies the desired
conclusion that the left-hand side of (2.8) equals nothing but zero. The proof is complete. 
Next, we prove the existence and uniqueness of solution (X (t), Z(t)) to system (1.1) and
(1.2). First, let us consider it in the time interval [0, σ1]. For any t ∈ [0, σ1) and any path
{(X (s), Z(s)) : 0 ≤ s ≤ t}, we always have∫ t
0
∫
Rd\{0}
c(X (s−), Z(s−), u)N (ds, du) ≡ 0.
Hence, on the interval [0, σ1), we can consider the following equivalent system instead of system
(1.1) and (1.2):
dY (t) = b(Y (t), Z ′(t))dt + σ(Y (t), Z ′(t))dB(t), (2.9)
P{Z ′(t +∆) = l|Z ′(t) = k, Y (t) = y} =
{
qkl(y)∆+ o(∆), if k 6= l,
1+ qkk(y)∆+ o(∆), if k = l (2.10)
uniformly in Rd , provided ∆ ↓ 0. Clearly, there exists a unique strong solution (Y (t), Z ′(t))
to the system (2.9) and (2.10) such that (Y (0), Z ′(0)) = (ξ, κ) a.s., where (ξ, κ) is any given
Rd×N -valued F0-measurable random variable; see [25,32] or [37] for details. Since σ1 does not
coincide with any of {τn : n ≥ 1} almost surely by Proposition 2.3, we can construct the strong
Markov process (X (t), Z(t)) as follows. For any given initial condition (X (0), Z(0)) = (ξ, κ),
on the time interval [0, σ1], set
X (t) =
{
Y (t), 0 ≤ t < σ1,
Y (σ1−)+ c(Y (σ1−), Z ′(σ1−), p(σ1)), t = σ1,
and
Z(t) = Z ′(t), 0 ≤ t ≤ σ1,
where p(t) is the random point function corresponding to N (dt, du). Next, as was done in
Section 9 in Chapter IV of [14], set ξ˜ = X (σ1), κ˜ = Z(σ1), B˜(t) = B(t + σ1) − B(σ1)
and p˜(t) = p(t + σ1). Recall that σ2 does not coincide with any of {τn : n ≥ 1} almost surely
2204 F. Xi / Stochastic Processes and their Applications 119 (2009) 2198–2221
by Proposition 2.3. Similarly, we can determine the process (X˜(t), Z˜(t)) on the time interval
[0, σ2 − σ1] with respect to (˜ξ , κ˜) as above. Then, define
(X (t), Z(t)) = (X˜(t − σ1), Z˜(t − σ1)), t ∈ [σ1, σ2].
Continuing this procedure successively, (X (t), Z(t)) is determined uniquely on the time interval
[0, σn] for every n and thus (X (t), Z(t)) is determined globally due to limn→∞ σn = +∞.
Therefore, we have proved the existence of a unique strong solution to system (1.1) and (1.2).
Certainly, the existence of a unique weak solution to system (1.1) and (1.2) is obvious from this
stronger result. To summarize, we get the following theorem.
Theorem 2.4. The system (1.1) and (1.2) has a unique strong solution (X (t), Z(t)), which is
a strong Markov process with D([0,∞),Rd × N ) as its path space. Moreover, the probability
distribution induced by (X (t), Z(t)) in the path space D([0,∞),Rd × N ) is also the unique
weak solution to system (1.1) and (1.2).
In what follows, we will show that (X (t), Z(t)) can also be associated with an appropriate
generator. Let 〈·, ·〉 and ∇ denote the inner product and the gradient operator in Rd , respectively.
If A is a vector or matrix, we use A∗ to denote its transpose. For x ∈ Rd , set a(x, k) =
σ(x, k)σ (x, k)∗. As usual, let C20(Rd) denote the family of all functions on Rd which are twice
continuously differentiable and have compact support. For each k ∈ N , and for any function
f (·, k) ∈ C20(Rd), define an operator A as follows:
A f (x, k) = L(k) f (x, k)+ Ω(k) f (x, k)+ Q(x) f (x, k). (2.11)
Here operators L(k), Ω(k) and Q(x) are further defined as follows:
L(k) f (x, k) = 1
2
d∑
i, j=1
ai j (x, k)
∂2
∂xi x j
f (x, k)+ 〈b(x, k),∇x f (x, k)〉, (2.12)
Ω(k) f (x, k) =
∫
Rd\{0}
[ f (x + c(x, k, u), k)− f (x, k)]Π (du), (2.13)
Q(x) f (x, k) =
∑
l∈N
qkl(x) ( f (x, l)− f (x, k)) . (2.14)
Let E (x,k) denote the expectation corresponding to the distribution P(x,k) of (X (t), Z(t)) starting
from (x, k). By virtue of Lemma 2.4 of [24] and the method of proof of Lemma 3 in Chapter II
of [25], we can obtain the following proposition (see Section 2 of [35]).
Proposition 2.5. (X (t), Z(t)) has generator A in the sense that the formula
E (x,k) f (X (t), Z(t)) = f (x, k)+ E (x,k)
∫ t
0
A f (X (s), Z(s))ds (2.15)
holds for each point (x, k) ∈ Rd × N and each function f (·, k) ∈ C20(Rd) with k ∈ N.
Remark 2.6. The generatorA can be regarded as the so-called extended generator of the process
(X (t), Z(t)) (cf. [22]). As mentioned in [22], the identity (2.15) implicitly states that
K f (t) := f (X (t), Z(t))− f (x, k)−
∫ t
0
A f (X (s), Z(s))ds (2.16)
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is a martingale. As in [35], we can define the martingale problem for the operatorA. A probability
distribution in the path space D([0,∞),Rd × N ) is said to be a solution of the martingale
problem for the operator A if K f (t) defined in (2.16) is a martingale under this probability
distribution. Since the existence of a solution of a martingale problem is equivalent to the
existence of a weak solution, it follows from Theorem 2.4 that the probability distribution µ1(·)
induced by (X (t), Z(t)) in the path space D([0,∞),Rd × N ) is the unique solution of the
martingale problem for the operator A. Namely, K f (t) defined in (2.16) is a martingale under
µ1(·). Meanwhile, we further have the following Dynkin formula (refer to [22,35]). For each
bounded stopping time τ for the process (X (t), Z(t)) and each function f (·, k) ∈ C20(Rd) with
k ∈ N , we have
E (x,k) f (X (τ ), Z(τ )) = f (x, k)+ E (x,k)
∫ τ
0
A f (X (s), Z(s))ds (2.17)
for (x, k) ∈ Rd × N .
Remark 2.7. In the above, with the aid of successive construction as in [14], we proved the
existence and uniqueness of the strong solution (X (t), Z(t)) to system (1.1) and (1.2). In the
course of construction, we obtained some useful estimates too. On the other hand, one can also
construct a unique strong Markov process (X (t), Z(t)) corresponding to system (1.1) and (1.2)
by using the killing technique and the patching-together procedure (refer to [6] and the references
therein). Using the latter construction method, the characteristic measure Π (·) need not be finite.
3. Non-explosiveness
In this section we prove the non-explosiveness of (X (t), Z(t)). To proceed, for all integers
m ≥ 1, let Om := {x ∈ Rd : |x | < m} and define
γm := inf{t ≥ 0 : (X (t), Z(t)) ∈ Ocm × N }.
Recall that S(t) = S((0, t]) = max{n : τn ≤ t} is the total number of switches of the second
component of (X (t), Z(t)) prior to t . It follows from (2.4) that for every (x, k) ∈ Rd × N and
every t > 0, P(x,k) (S(t) < +∞) = 1. Consequently, for every m ≥ 1, we then have that
P(x,k) (γm ≤ t) =
∞∑
n=0
P(x,k) (γm ≤ t, S(t) = n) . (3.1)
For each k ∈ N , let Xk(t) denote the unique strong solution to the following stochastic
integro-differential equation:
dXk(t) = b(Xk(t), k)dt + σ(Xk(t), k)dB(t)
+
∫
Rd\{0}
c(Xk(t−), k, u)N (dt, du). (3.2)
Intuitively, the process (X (t), Z(t)) can be viewed as the result of the n0 processes Xk(t),
k = 1, 2, . . . , n0, switching from one to another according to the movement of the discrete
random process Z(t). By the finiteness of the characteristic measure Π (·), each Xk(t) is non-
explosive. Set
γ (k)m := inf{t ≥ 0 : Xk(t) ∈ Ocm}, k ∈ N .
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Thus, for every x ∈ Rd and t > 0, we have
lim
m→∞ P
(k)(x)
(
γ (k)m ≤ t
)
= 0, k ∈ N , (3.3)
where P(k)(x) denotes the probability distribution of Xk(t) starting from x . Note that although
Z(t) is not, in general, a Markov process, its switching times {τn : n ≥ 0} defined in (2.1) are
stopping times with respect to the strong Markov process (X (t), Z(t)). Therefore we can still
use the standard technique of the stopping times sequence as was done in [11]. In the sequel, for
a set B, we denote its indicator function by χB .
Proposition 3.1. The process (X (t), Z(t)) is non-explosive.
Proof. Obviously, by (3.1), it is sufficient to prove that for every (x, k) ∈ Rd × N , every t > 0
and every integer n ≥ 0,
lim
m→∞ P
(x,k) (γm ≤ t, S(t) = n) = 0. (3.4)
We prove this by induction on n ≥ 0. Note that the first component of (X (t), Z(t)) coincides
with the jump diffusion Xk(t) on the interval [τ0, τ1) when Z(τ0) = k. Recall that each τk
will not coincide with any jump instant of Xl(t) for all l ∈ N almost surely as mentioned in
Proposition 2.3. Using (3.3), we obtain
P(x,k) (γm ≤ t, S(t) = 0) ≤ P(k)(x)
(
γ (k)m ≤ t
)
→ 0
as m →∞, and then we know that (3.4) holds for n = 0. Now, we suppose that (3.4) holds for
S(t) = n. Then, by virtue of the strong Markov property, we arrive at
P(x,k) (γm ≤ t, S(t) = n + 1)
= P(x,k) (γm ≤ t, τn+1 ≤ t < τn+2)
= E (x,k)
(
P(X (τ1),Z(τ1)) (γm ≤ t, τn ≤ t < τn+1) χ(τ1≤t)
)
=
∞∑
l=1
E (x,k)
(
χ(X (τ1)≤l)P(X (τ1),Z(τ1)) (γm ≤ t, τn ≤ t < τn+1) χ(τ1≤t)
)
.
(3.5)
By the inductive hypothesis, on the set of (X (τ1) ≤ l, τ1 ≤ t), we have
lim
m→∞ P
(X (τ1),Z(τ1)) (γm ≤ t, τn ≤ t < τn+1) = 0.
Combining this with (3.5) and using Lebesgue’s dominated convergence theorem, we obtain
lim
m→∞ P
(x,k) (γm ≤ t, S(t) = n + 1) = 0,
which means that (3.4) also holds for S(t) = n + 1. This completes the proof. 
Remark 3.2. We can define truncations (X (t ∧ γm), Z(t ∧ γm)) (m ≥ 1) of the non-
explosive process (X (t), Z(t)). Let C2(Rd) denote the family of functions on Rd that are twice
continuously differentiable. Then, by Proposition 2.5, we have that for every m ≥ 1,
E (x,k) f (X (t ∧ γm), Z(t ∧ γm))
= f (x, k)+ E (x,k)
∫ t
0
A f (X (s ∧ γm), Z(s ∧ γm))ds (3.6)
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holds for each point (x, k) ∈ Om×N and each function f (·, k) ∈ C2(Rd)with k ∈ N . Moreover,
for (X (t ∧ γm), Z(t ∧ γm)), Dynkin’s formula (2.15) holds for any function f (·, k) ∈ C2(Rd)
with k ∈ N . These facts enable one to establish ergodicity conditions so that there are more
choices for test functions (see [22] and Section 6).
4. Feller continuity
In this section, we prove the Feller continuity of (X (t), Z(t)). In order to do so, we now
introduce an auxiliary process (V (t), ψ(t)) and give some necessary estimates. Let the first
component V (t) satisfy the following stochastic integro-differential equation:
dV (t)= b(V (t), ψ(t))dt + σ(V (t), ψ(t))dB(t)
+
∫
Rd\{0}
c(V (t−), ψ(t−), u)N (dt, du), (4.1)
and let the second component ψ(t), which is Ft -adapted and independent of B(t) and N (t, A),
be a right continuous and time-homogeneous Markov chain with finite state space N such that
P{ψ(t +∆) = l|ψ(t) = k} =
{
∆+ o(∆), if k 6= l,
1− (n0 − 1)∆+ o(∆), if k = l (4.2)
provided ∆ ↓ 0, where n0 is the number of elements in N . Note that the auxiliary process
(V (t), ψ(t)) is a jump-diffusion process with Markovian switching. For definiteness, we denote
the process (V (t), ψ(t)) determined by the system (4.1) and (4.2) with initial condition
(V (0), ψ(0)) = (x, k) by (V x (t), ψk(t)).
Lemma 4.1. For all T > 0 and δ > 0, we have that
P
{
max
0≤t≤T
λ
(
(V x (t), ψk(t)), (V y(t), ψk(t))
)
≥ δ
}
→ 0 (4.3)
as |x − y| → 0, where λ(·, ·) is the metric introduced in Section 2.
Proof. It is easy to see that
d
(
V x (t)− V y(t)) = (b(V x (t), ψk(t))− b(V y(t), ψk(t))) dt
+
(
σ(V x (t), ψk(t))− σ(V y(t), ψk(t))
)
dB(t)
+
∫
Rd\{0}
(
c(V x (t−), ψk(t−), u)− c(V y(t−), ψk(t−), u)
)
N (dt, du).
Applying Itoˆ’s formula to the function |V x (t) − V y(t)|2 and taking into account that the
expectation of the stochastic integral with respect to Brownian motion B(t) in this formula
vanishes, we then obtain
E |V x (t)− V y(t)|2 = |x − y|2
+ 2E
∫ t
0
〈V x (s)− V y(s), b(V x (s), ψk(s)))− b(V y(s), ψk(s))〉ds
+ E
∫ t
0
|σ(V x (s), ψk(s))− σ(V y(s), ψk(s))|2ds
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+ E
∫ t
0
∫
Rd\{0}
{(
V x (s−)− V y(s−)
+ c(V x (s−), ψk(s−), u)− c(V y(s−), ψk(s−), u)
)2
− (V x (s−)− V y(s−))2} N (ds, du).
With some elementary calculations, it follows from this, (1.3) and (1.4) that
E |V x (t)− V y(t)|2 ≤ |x − y|2 + K
∫ t
0
E |V x (s)− V y(s)|2ds,
where constant K := (Π (Rd \ {0})+ 3H + 1). Thus, by Gronwall’s inequality (cf. Lemma 1.1
in Chapter 2 of [13]), we get
E |V x (t)− V y(t)|2 ≤ |x − y|2 exp(K t).
Therefore, we have∫ T
0
E |V x (s)− V y(s)|2ds ≤ |x − y|2
∫ T
0
exp(K s)ds → 0 (4.4)
as |x − y| → 0. Meanwhile, it also follows that
max
0≤t≤T
|V x (t)− V y(t)| ≤ |x − y|
+
∫ T
0
∣∣∣b(V x (s), ψk(s)))− b(V y(s), ψk(s))∣∣∣ ds
+ max
0≤t≤T
∣∣∣∣∫ t
0
[σ(V x (s), ψk(s)))− σ(V y(s), ψk(s))]dB(s)
∣∣∣∣
+
∫ T
0
∫
Rd\{0}
∣∣∣c(V x (s−), ψk(s−), u)− c(V y(s−), ψk(s−), u)∣∣∣ N (ds, du)
= (I)+ (II)+ (III)+ (IV).
(4.5)
Now, from Chebyshev’s inequality and (1.3), we have that for any given ε,
P {term (II) in (4.5) is not less than ε}
≤ 1
ε2
E
[∫ T
0
∣∣∣b(V x (s), ψk(s)))− b(V y(s), ψk(s))∣∣∣ ds]2
≤ H T
ε2
∫ T
0
E |V x (s)− V y(s)|2ds.
(4.6)
Then, using the generalized Kolmogorov inequality and (1.3), we have that for any given ε,
P {term (III) in (4.5) is not less than ε}
≤ 1
ε2
E
∫ T
0
|σ(V x (s), ψk(s)))− σ(V y(s), ψk(s))|2ds
≤ H
ε2
∫ T
0
E |V x (s)− V y(s)|2ds.
(4.7)
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Next, we consider term (IV) in (4.5). Its expectation is bounded above by
E
∫ T
0
∫
Rd\{0}
∣∣∣c(V x (s−), ψk(s−), u)− c(V y(s−), ψk(s−), u)∣∣∣Π (du)ds.
In addition, from (1.4), we can derive that∫
Rd\{0}
∣∣∣c(V x (s−), ψk(s−), u)− c(V y(s−), ψk(s−), u)∣∣∣Π (du)
≤
√
Π (Rd \ {0})H ∣∣V x (s)− V y(s)∣∣ .
Therefore, we obtain that
E {term (IV) in (4.5)} ≤
√
Π (Rd \ {0})H T
(∫ T
0
E |V x (s)− V y(s)|2ds
)1/2
. (4.8)
In summary, it follows from (4.4) and (4.6)–(4.8) that each of the terms (II), (III) and (IV)
converges to 0 in probability as |x− y| → 0. Certainly, term (I) also converges to 0 in probability
as |x − y| → 0. Finally, combining these convergence results with (4.5), we conclude that (4.3)
holds. This completes the proof. 
For subsequent use, we introduce some notation. Set D := D([0,∞),Rd × N ) and denote
by D the usual σ -field of D. Likewise, for any T > 0, set DT := D([0, T ],Rd × N ) and denote
by DT the usual σ -field of DT . Moreover, denote by µ1(·) the probability distribution induced
by (X (t), Z(t)) and µ2(·) the probability distribution induced by (V (t), ψ(t)) in the path space
(D,D), respectively. Denote by µT1 (·) the restriction of µ1(·) and by µT2 (·) the restriction of
µ2(·) to (DT ,DT ), respectively. For any given T > 0, we will show that µT1 (·) is absolutely
continuous with respect to µT2 (·) and the corresponding Radon–Nikodym derivative has the
following form:
MT (V (·), ψ(·)) := dµ
T
1
dµT2
(V (·), ψ(·))
=
n(T )−1∏
i=0
qψ(ηi )ψ(ηi+1) (V (ηi+1))
× exp
(
−
n(T )∑
i=0
∫ ηi+1∧T
ηi
[
qψ(ηi )(V (s))− n0 + 1
]
ds
)
,
(4.9)
where
qk(x) =
∑
l 6=k
qkl(x),
ηi is the sequence of Markov times defined by
η0 = 0, ηi+1 = inf{s > ηi : ψ(s) 6= ψ(ηi )}
and
n(T ) = max{i : ηi ≤ T }.
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Lemma 4.2. For any given T > 0, µT1 (·) is absolutely continuous with respect to µT2 (·) and the
corresponding Radon–Nikodym derivative formula (4.9) holds.
Proof. The proof is divided into four steps.
Step 1: For each t > 0, let Mt (V (·), ψ(·)) be given by (4.9) but with capital T substituted by
small t . We can prove that Mt (V (·), ψ(·)) is a martingale under µ2(·). To do so, we first observe
that
Mt (V (·), ψ(·)) = exp
(∫
[0,t]×N
log qψ(s−)l (V (s)) n(ds, dl)
−
∫ t
0
[
qψ(s)(V (s))− n0 + 1
]
ds
)
,
(4.10)
where n(t, A) is a Poisson random measure defined by
n(t, A) :=
∑
s≤t
χ(ψ(s)∈A,ψ(s)6=ψ(s−))
for any t > 0 and A ⊂ N . As in the proof of Proposition 2.3, we can also show that {σn : n ≥ 1}
and {ηi : i ≥ 1} are mutually disjoint almost surely. Like in the proof of Lemma 2.5 in [24],
making use of Itoˆ’s formula and performing some tedious calculations, we then can derive that
Mt (V (·), ψ(·))− 1 =
∫
[0,t]×N
Ms− (V (·), ψ(·))
(
qψ(s−)l (V (s))− 1
)
n˜(ds, dl), (4.11)
where n˜(t, A) = n(t, A) − E (n(t, A)) is the compensated Poisson random measure and also a
martingale measure on [0,∞)× N . From (4.11), we can see that Mt (V (·), ψ(·)) is a martingale
under µ2(·).
Step 2: As in Section 2, for each k ∈ N , and for any function f (·, k) ∈ C20(Rd), define an
operator A˜ as follows:
A˜ f (x, k) = L(k) f (x, k)+ Ω(k) f (x, k)+ Q˜ f (x, k). (4.12)
Here operators L(k) and Ω(k) were defined in Section 2 while operator Q˜ is defined as follows:
Q˜ f (x, k) =
∑
l∈N
( f (x, l)− f (x, k)) .
By virtue of Proposition 2.5, we know that the auxiliary process (V (t), ψ(t)) has generator A˜.
Furthermore, in view of Remark 2.6, µ2(·) is the unique solution of the martingale problem for
the operator A˜. In other words, for each f (x, k) ∈ C20(Rd) with k ∈ N ,
K˜ f (t) := f (V (t), ψ(t))− f (x, k)−
∫ t
0
A˜ f (V (s), ψ(s))ds (4.13)
is a martingale under µ2(·). Meanwhile, recalling Remark 2.6,
K f (t) = f (V (t), ψ(t))− f (x, k)−
∫ t
0
A f (V (s), ψ(s))ds (4.14)
is a martingale under µ1(·) and it is the unique such probability distribution.
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Step 3: By analogy to the proof of Lemma 2.5 in [24], we can prove that Mt K f (t) is a
martingale under µ2(·). As a matter of fact, by an integration by parts, we first derive that
Mt K f (t) =
∫ t
0
K f (s−)dMs +
∫ t
0
Ms−dK˜ f (s)
+
∫ t
0
Ms−
(
dK f (s)− dK˜ f (s)
)
+
∑
s≤t
(Ms − Ms−)
(
K f (s)− K f (s−)
)
.
(4.15)
From (4.10) and (4.14), it is easy to see that∑
s≤t
(Ms − Ms−)
(
K f (s)− K f (s−)
)
=
∑
s≤t
(Ms − Ms−) ( f (V (s), ψ(s))− f (V (s), ψ(s−)))
=
∫
[0,t]×N
Ms−
(
Ms
Ms−
− 1
)
( f (V (s), l)− f (V (s), ψ(s−))) n(ds, dl)
=
∫
[0,t]×N
Ms−
(
qψ(s−)l (V (s))− 1
)
( f (V (s), l)− f (V (s), ψ(s−))) n(ds, dl).
(4.16)
Meanwhile, from (4.13) and (4.14), it is also easy to see that∫ t
0
Ms−
(
dK f (s)− dK˜ f (s)
)
= −
∫ t
0
Ms−
∑
l∈N
(
qψ(s)l (V (s))− 1
)
( f (V (s), l)− f (V (s), ψ(s−))) ds.
(4.17)
Recall that the Poisson random measure n(t, A) was defined via Markov chain ψ(t) and that all
the off-diagonal entries of the Q-matrix of ψ(t) are equal to 1. Thus, the sum of the last line of
(4.16) and the second line of (4.17) is equal to∫
[0,t]×N
Ms−
(
qψ(s−)l (V (s))− 1
)
( f (V (s), l)− f (V (s), ψ(s−))) n˜(ds, dl).
Combining this fact, (4.15)–(4.17), we arrive at
Mt K f (t)=
∫ t
0
K f (s−)dMs +
∫ t
0
Ms−dK˜ f (s)+
∫
[0,t]×N
Ms−
(
qψ(s−)l (V (s))− 1
)
× ( f (V (s), l)− f (V (s), ψ(s−))) n˜(ds, dl). (4.18)
By virtue of the facts that both Mt (V (·), ψ(·)) and K˜ f (t) are martingales under µ2(·) and that
n˜(t, A) is a martingale measure on [0,∞) × N under µ2(·), it readily follows from (4.18) that
Mt K f (t) is a martingale under µ2(·).
Step 4: Finally, for each A ∈ DT , we set
µ˜1(A) =
∫
A
MT (V (·), ψ(·)) dµ2. (4.19)
Like in the proof of Lemma 2.5 in [24] again, µ˜1(·) is well defined as a probability distribution
on (DT ,DT ). Additionally, it is easy to see that K f (t) is a martingale under µ˜1(·) since
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Mt K f (t) is a martingale under µ2(·) as proved in Step 3. Recall that µ1(·) is the unique
probability distribution under which K f (t) is a martingale (see Step 2). Therefore, we conclude
that µ˜1(·) = µ1(·) and the required assertion (4.9) follows. This completes the proof of the
lemma. 
In the following lemma, we will show a useful convergence result for the Radon–Nikodym
derivative defined in (4.9). For this, we need the following inequality:
|qk(x)− qk(y)| ≤ (n0 − 1)H |x − y| (4.20)
for all x, y ∈ Rd and k ∈ N , which easily comes from (1.5).
Lemma 4.3. For all T > 0, we have that
E
∣∣∣MT (V x (·), ψk(·))− MT (V y(·), ψk(·))∣∣∣→ 0 (4.21)
as |x − y| → 0.
Proof. Carefully using the obvious inequality∣∣∣∣∣ m∏
i=1
ai −
m∏
i=1
bi
∣∣∣∣∣ ≤ m
(
max
1≤i≤m
{ai , bi }
)m−1
max
1≤i≤m
|ai − bi |
for any two positive sequences of {ai }mi=1 and {bi }mi=1 (cf. the proof of Proposition 4 in [10]), and
noting (1.6), we obtain that
E
∣∣∣MT (V x (·), ψk(·))− MT (V y(·), ψk(·))∣∣∣
≤ E
∣∣∣∣∣n(T )−1∏
i=0
qψk (ηi )ψk (ηi+1)
(
V x (ηi+1)
)
exp
(
−
∫ T
0
qψk (s)(V
x (s))ds
)
−
n(T )−1∏
i=0
qψk (ηi )ψk (ηi+1)
(
V y(ηi+1)
)
exp
(
−
∫ T
0
qψk (s)(V
y(s))ds
)∣∣∣∣∣
× exp [(n0 − 1)T ]
≤ E
∞∑
n=0
(n + 1)(H + 1)n exp [(n0 − 1)T ]χ(n(T )=n)
×max
{ ∣∣∣qψk (ηi )ψk (ηi+1) (V x (ηi+1))− qψk (ηi )ψk (ηi+1) (V y(ηi+1))∣∣∣ ,∣∣∣∣exp(− ∫ T
0
qψk (s)(V
x (s))ds
)
− exp
(
−
∫ T
0
qψk (s)(V
y(s))ds
)∣∣∣∣ :
0 ≤ i ≤ n − 1
}
.
(4.22)
For any given ε > 0, by virtue of (1.5), (1.6), (4.20), and the inequality | exp(−a)− exp(−b)| ≤
|a − b| for any a, b ≥ 0, and with some careful calculations, we get that the maximum defined
by the last three lines of (4.22) is bounded above by
2(H + 1)χ(max{|V x (t)−V y(t)|:0≤t≤T }≥ε) + ε(n0 − 1)H(T + 1).
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Inserting this estimate into (4.22), we then arrive at
E
∣∣∣MT (V x (·), ψk(·))− MT (V y(·), ψk(·))∣∣∣
≤ 2 exp[(n0 − 1)T ]E
( ∞∑
n=0
(n + 1)(H + 1)n+1χ(n(T )=n)
×χ(max{|V x (t)−V y(t)|:0≤t≤T }≥ε)
)
+ε(n0 − 1)(T + 1) exp[(n0 − 1)T ]
× E
∞∑
n=0
(n + 1)(H + 1)n+1χ(n(T )=n)
= (I)+ (II).
(4.23)
Note that n(T ) is the number of jumps of trajectories of ψ(t) prior to T . Hence it can be
considered as a Poisson process with rate (n0 − 1). Then, it follows that
E
∞∑
n=0
(n + 1)(H + 1)n+1χ(n(T )=n)
= [(n0 − 1)T H + 1]H exp[(n0 − 1)T (H − 1)],
which clearly implies that the sum on the left-hand side is integrable. From this and Lemma 4.1,
we derive that term (I) in (4.23) tends to zero as |x − y| → 0. At the same time, we also know
that term (II) in (4.23) can be arbitrarily small since the multiplier ε is arbitrary. The proof is
complete. 
Lemma 4.4. For all T > 0 and (x, k) ∈ Rd × N, the Radon–Nikodym derivative
MT
(
V x (·), ψk(·)) defined in (4.9) is integrable.
Proof. Using (1.6) and noting that n(T ) is Poisson distributed with mean (n0 − 1)T , we obtain
that
E MT
(
V x (·), ψk(·)
)
= E
n(T )−1∏
i=0
qψk (ηi )ψk (ηi+1)
(
V x (ηi+1)
)
exp
(
−
∫ T
0
qψk (s)(V
x (s))ds
)
exp [(n0 − 1)T ]
≤ exp [(n0 − 1)T ] E
n(T )−1∏
i=0
qψk (ηi )ψk (ηi+1)
(
V x (ηi+1)
)
≤ exp [(n0 − 1)T ] E
(
Hn(T )
)
≤ exp [(n0 − 1)T H ] < +∞,
which implies the desired integrability. This completes the proof. 
Having established the preparatory results above, now we are in a position to return to the
main result of this section. Namely, we now can prove the Feller continuity of (X (t), Z(t)). For
the sake of definiteness, we denote the process (X (t), Z(t)) determined by system (1.1) and (1.2)
with initial condition (X (0), Z(0)) = (x, k) by (X x (t), Z k(t)).
Theorem 4.5. The process (X (t), Z(t)) determined by system (1.1) and (1.2) has the Feller
property.
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Proof. Fix t > 0 and bounded and continuous function f (x, k). In view of (4.9), for all
(x, k) ∈ Rd × N ,
E f (X x (t), Z k(t)) = E f (V x (t), ψk(t)) · Mt
(
V x (·), ψk(·)
)
. (4.24)
Next, combining the convergence in probability of (V x (t), ψk(t)) to (V y(t), ψk(t)) as |x−y| →
0 proved in Lemma 4.1 with the continuity of f (x, k), we also have that
f (V x (t), ψk(t))→ f (V y(t), ψk(t)) in probability (4.25)
as |x − y| → 0. Then, like in the proof of Proposition 1.2 in [27], for any given ε > 0, using
(4.24), we have∣∣∣E f (X x (t), Z k(t))− E f (X y(t), Z k(t))∣∣∣
≤ E
{∣∣∣ f (V x (t), ψk(t)) · Mt (V x (·), ψk(·))
− f (V y(t), ψk(t)) · Mt
(
V y(·), ψk(·)
)∣∣∣}
≤ ‖ f ‖ · E
∣∣∣Mt (V x (·), ψk(·))− Mt (V y(·), ψk(·))∣∣∣
+ 2‖ f ‖ ·
∫
(| f (V x (t),ψk (t))− f (V y(t),ψk (t))|≥ε)
Mt
(
V y(·), ψk(·)
)
dP
+ ε · E Mt
(
V y(·), ψk(·)
)
= (I)+ (II)+ (III),
(4.26)
where ‖ f ‖ := sup{| f (x, k)| : (x, k) ∈ Rd × N }. From Lemma 4.3, term (I) in (4.26) tends to
zero as |x − y| → 0. From (4.25) and Lemma 4.4, we derive that term (II) in (4.26) also tends
to zero as |x − y| → 0. At the same time, term (III) in (4.26) can be arbitrarily small since the
multiplier ε is arbitrary and Mt
(
V y(·), ψk(·)) is integrable by Lemma 4.4. Finally, combining
these three facts with (4.26) and N having discrete metric, we obtain the desired result. This
completes the proof. 
Remark 4.6. It is worth noting that there are some differences between state-dependent
switching and Markovian switching. In [31], the Feller continuity was proved for jump-diffusion
processes with Markovian switching by coupling methods. Instead, we now make use of
the Radon–Nikodym derivatives to prove the Feller continuity for the general jump-diffusion
processes with state-dependent switching. The methods of the Radon–Nikodym derivatives are
effective. They enable us to replace the somewhat technical condition of Assumption 4.1 in [31]
by a rather natural condition (1.4) in the present Assumption 1.1.
Remark 4.7. For the jump-diffusion processes with state-dependent switching, when both
σ(x, k) and c(x, k, u) are independent of k (namely, when the second term and the third
term on the right-hand side of (1.1) are independent of Z(t) and Z(t−), respectively), one
can still use coupling methods to get the convergence of the transition probability family of
(X (t), Z(t)) in the Wasserstein metric and to prove the Feller continuity for this particular case
of (X (t), Z(t)) as in [33]. However, when σ(x, k) and c(x, k, u) depend on k, we have to use the
Radon–Nikodym derivative defined above to obtain the convergence of the transition probability
family of (X (t), Z(t)) in the Le´vy–Prohorov metric and to prove the Feller continuity for the
general case of (X (t), Z(t)). This perhaps illustrates that the Wasserstein metric is more difficult
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to handle than the Le´vy–Prohorov one. Generally, one can refer to Section 5.1 of [4] for further
details of the relation between these two metrics.
5. Strong Feller continuity
In this section, we will further prove the strong Feller continuity of (X (t), Z(t)) by making
use of the relation between the transition probabilities of jump-diffusion processes and the
corresponding diffusion processes in [25]. We again introduce some auxiliary processes as
follows. For each k ∈ N , let X0k (t) be the unique strong solution to the following stochastic
differential equation in Rd :
dX0k (t) = σ(X0k (t), k)dB(t)+ b(X0k (t), k)dt. (5.1)
For each k ∈ N , we denote the transition probability families of the jump-diffusion process Xk(t)
(satisfying (3.2)) and the diffusion process X0k (t) by {P(k)(t, x, A) : t ≥ 0, x ∈ Rd , A ∈ B(Rd)}
and {P(k),0(t, x, A) : t ≥ 0, x ∈ Rd , A ∈ B(Rd)}, respectively. By virtue of Theorem 14 in
Chapter I of [25], we know that the following lemma holds.
Lemma 5.1. For any given k ∈ N, if the transition probability P(k),0(t, x, A) has a density
p(k),0(t, x, y) with respect to the Lebesgue measure, then the transition probability P(k)(t, x, A)
also has a density p(k)(t, x, y) with respect to the Lebesgue measure. Moreover, if the transition
probability density p(k),0(t, x, y) is positive, then the transition probability density p(k)(t, x, y)
also is positive.
Suppose that the diffusion process Φ(t) satisfies the following stochastic differential equation
in Rd :
dΦ(t) = σ(Φ(t))dB(t)+ b(Φ(t))dt. (5.2)
The Fisk–Stratonovich type generator of Φ(t) can be defined by the following vector fields
A0, A1, . . . , Ad on Rd :
A0(x) =
d∑
i=1
[
bi (x)− 12
d∑
j=1
d∑
h=1
σ jh(x)
∂
∂x j
σih(x)
]
∂
∂xi
,
Al(x) =
d∑
i=1
σil(x)
∂
∂xi
, l = 1, 2, . . . , d.
A sufficient condition for Φ(t) to have a positive transition probability density p(t, x, y) is that
dim Lie{Al(x) : 1 ≤ l ≤ d} = d (5.3)
for all x ∈ Rd , where Lie{·} denotes the Lie algebra generated by the vector fields in the
braces (see [18] or Example 8.1 in Chapter VI of [14]). In particular, if the diffusion matrix
a(x) := σ(x)σ (x)∗ is uniformly positive, then Φ(t) must have a positive transition probability
density p(t, x, y). The uniform positivity of the diffusion matrix is a somewhat stringent
condition. However, it is indeed much easier to verify and then to apply in practice. We make
the following assumption in order to prove the strong Feller continuity and also the exponential
ergodicity for (X (t), Z(t)).
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Assumption 5.2. For each k ∈ N , assume that the single diffusion process X0k (t) determined
by (5.1) has a positive transition probability density p(k),0(t, x, y) with respect to the Lebesgue
measure.
In order to prove the strong Feller continuity, we will first prove that for every t > 0 and
every (x, k) ∈ Rd × N , the transition probability P(t, (x, k), ·) corresponding to (X (t), Z(t)) is
absolutely continuous with respect to a reference measure µ˜(·). Here and hereafter, the reference
measure µ˜(·) is the product measure onRd×N of the Lebesgue measure onRd and the counting
measure on N . In addition, the Lebesgue measure on Rd will be denoted by m(·). Hereafter, for
a given set D ∈ B(Rd × N ), let, for each k ∈ N ,
Dk = {x ∈ Rd : (x, k) ∈ D}
be the section of D at k. Then, the product measure theorem (cf. Theorem 1 in Section 6.3 of [8])
gives us the following lemma which will be used later.
Lemma 5.3. For any set D ∈ B(Rd × N ) with µ˜(D) = 0, m(Dk) = 0 for all k ∈ N.
Recall that S(t) = max{n : τn ≤ t}. Therefore we also get the following lemma, similar to
(3.1) (refer to (3.3) in [33]).
Lemma 5.4. For every (x, k) ∈ Rd × N, every t > 0, and every set D ∈ B(Rd × N ), we have
that
P(x,k) ((X (t), Z(t)) ∈ D) =
∞∑
n=0
P(x,k) ((X (t), Z(t)) ∈ D, S(t) = n) . (5.4)
Lemma 5.5. Suppose that Assumption 5.2 holds.
(i) For every (x, k) ∈ Rd × N, every t > 0 and every integer n ≥ 0, we have that
P(x,k) ((X (t), Z(t)) ∈ D, S(t) = n) = 0
for any set D ∈ B(Rd × N ) satisfying µ˜(D) = 0.
(ii) For every (x, k) ∈ Rd × N and every t > 0, we have that
P(x,k) ((X (t), Z(t)) ∈ D) = 0
for any set D ∈ B(Rd × N ) satisfying µ˜(D) = 0.
Proof. Note that for each k ∈ N , the jump-diffusion process Xk(t) determined in (3.2) has
a transition probability density, by using Lemma 5.1 and Assumption 5.2. Note also that the
first component of (X (t), Z(t)) coincides with the jump-diffusion process Xk(t) on the interval
[τ0, τ1) when Z(τ0) = k. We will prove assertion (i) by induction on n ≥ 0. When n = 0, from
the two facts noted above and Lemma 5.3, we obtain that
P(x,k) ((X (t), Z(t)) ∈ D, S(t) = 0)
= P (X (t) ∈ Dk, Z(t) = k, τ0 ≤ t < τ1|X (0) = x, Z(0) = k)
≤ P (Xk(t) ∈ Dk |Xk(0) = x) = 0
for any set D ∈ B(Rd × N ) satisfying µ˜(D) = 0. Now, we suppose that assertion (i) holds
for S(t) = n. Then, by virtue of the strong Markov property and the inductive hypothesis, we
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conclude that
P(x,k) ((X (t), Z(t)) ∈ D, S(t) = n + 1)
= P(x,k) ((X (t), Z(t)) ∈ D, τn+1 ≤ t < τn+2)
= E (x,k)
(
P(X (τ1),Z(τ1)) ((X (t), Z(t)) ∈ D, τn ≤ t < τn+1)
)
= 0
for any set D ∈ B(Rd × N ) satisfying µ˜(D) = 0. This proves assertion (i), while assertion (ii)
readily follows from assertion (i) and (5.4). 
Finally, we state the main result in this section.
Theorem 5.6. Suppose that Assumption 5.2 holds. For any given t > 0, the transition probability
kernel
P(t) := {P(t, (x, k), A) : (x, k) ∈ Rd × N , A ∈ B(Rd × N )}
of (X (t), Z(t)) is strong Feller continuous.
Proof. For a set A ∈ B(Rd × N ), let A◦ and ∂A denote the interior and the boundary of A,
respectively. It follows from the definition of µ˜(·) that µ˜(∂A) = 0 for all A ∈ B(Rd × N ).
Therefore, by virtue of the absolute continuity and the Feller continuity proved in Lemma 5.5
and Theorem 4.5, we conclude that for every (x, k) ∈ Rd × N and every t > 0,
lim inf
y→x P(t, (y, k), A) ≥ lim infy→x P(t, (y, k), A
◦)
≥ P(t, (x, k), A◦) = P(t, (x, k), A),
which implies the desired strong Feller continuity (cf. [23]). The proof is complete. 
6. Exponential ergodicity
In this section, we investigate the exponential ergodicity for (X (t), Z(t)). We first consider a
form of stability called the boundedness in probability on average for (X (t), Z(t)) (see [21] for
more details about the corresponding concept). The process (X (t), Z(t)) is called bounded in
probability on average if for each (x, k) ∈ Rd × N and each ε > 0, there exists a compact subset
C ⊂ Rd such that
lim inf
t→∞
1
t
∫ t
0
P(s, (x, k),C × N )ds ≥ 1− ε.
We now introduce a Foster–Lyapunov drift condition as follows. For some α, β > 0, f (x, k) ≥ 1,
a compact set C ⊂ Rd , and nonnegative function V (·, k) ∈ C2(Rd) with k ∈ N ,
AV (x, k) ≤ −α f (x, k)+ βχC×N (x, k), (x, k) ∈ Rd × N , (6.1)
where A is the operator defined in (2.11).
Remark 6.1. As in [22], the Foster–Lyapunov drift conditions should be couched in terms of
the extended generator Am of the truncations (X (t ∧ γm), Z(t ∧ γm)) (m ≥ 1); cf. Section 3.
However, because there is no actual difference (see Remark 3.2), here and hereafter, we still write
the Foster–Lyapunov drift conditions in terms of A but not Am .
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Proposition 6.2. Suppose that (6.1) and Assumption 5.2 hold. Then (X (t), Z(t)) is bounded in
probability on average.
Proof. From Theorem 5.6, we know that (X (t), Z(t)) is a strong Feller process and so it
certainly is a so-called T -process (see [21] for the detailed definition of the T -processes). From
Proposition 3.1, we know that (X (t), Z(t)) is also non-explosive. Therefore, the result follows
from Theorem 4.7 in [22]. 
Now we proceed to investigate the exponential ergodicity for (X (t), Z(t)). As in [22], for
any positive function f (x, k) ≥ 1 defined on Rd × N and any signed measure ν(·) defined on
B(Rd × N ), we write
‖ν‖ f = sup{|ν(g)| : all measurable g(x, k) satisfying |g| ≤ f },
where ν(g) denotes the integral of function g with respect to measure ν. Note that the total
variation norm ‖ν‖ is just ‖ν‖ f in the special case where f ≡ 1. For a function ∞ > f ≥ 1
on Rd × N , Markov process (X (t), Z(t)) is said to be f -exponentially ergodic if there exist a
probability measure pi(·), a constant θ < 1 and a finite-valued function Θ(x, k) such that
‖P(t, (x, k), ·)− pi(·)‖ f ≤ Θ(x, k)θ t (6.2)
for all t ≥ 0 and all (x, k) ∈ Rd × N . Moreover, a nonnegative function V (x, k) defined on
Rd × N is called a norm-like function if V (x, k)→∞ as |x | → ∞ for all k ∈ N . Now we also
need to introduce another Foster–Lyapunov drift condition as follows. For some α, β > 0 and a
norm-like function V (·, k) ∈ C2(Rd) with k ∈ N ,
AV (x, k) ≤ −αV (x, k)+ β, (x, k) ∈ Rd × N . (6.3)
Theorem 6.3. Suppose that (6.3) and Assumption 5.2 hold. Then (X (t), Z(t)) is f -exponentially
ergodic with f (x, k) = V (x, k)+1 and Θ(x, k) = B (V (x, k)+ 1), where B is a finite constant.
Proof. From the proof of Proposition 6.2, we recall that (X (t), Z(t)) is a T -process. Note that
for any given k ∈ N , the first component of (X (t), Z(t)) coincides with the jump-diffusion
process Xk(t) determined in (3.2) on the interval [τ0, τ1) when Z(τ0) = k and Xk(t) has a
positive transition probability density, by using Lemma 5.1 and Assumption 5.2. Therefore, by
0 < qkl(x) < +∞ and its continuity with respect to x for any k 6= l ∈ N imposed below
(1.2) and in Assumption 1.1, the support of (X (t), Z(t)) is equal to Rd × N for all t > 0. Thus,
(X (t), Z(t)) is a µ˜-irreducible T -process, and so for any given constant h > 0, the h-skeleton
chain (X (nh), Z(nh))n≥0 is an irreducible T -chain. By Proposition 3.1, (X (t), Z(t)) is non-
explosive. In view of Theorem 3.2 in [20], all compact sets of the state space Rd × N are petite
for the h-skeleton chain (X (nh), Z(nh))n≥0 (see [20] for the detailed definitions of the T -chains
and the petite sets). Consequently, using (6.3) and applying Theorem 6.1 in [22] to the Markov
process (X (t), Z(t)), we obtain the desired result. The proof is complete. 
Remark 6.4. In order to obtain the above results, in Assumption 1.1 we have assumed that
b(x, k), σ(x, k), qkl(x) and c(x, k, u) satisfy the global Lipschitz condition (for simplicity of
presentation). On the basis of the above results, adopting a series of truncation arguments, one
can prove that the system given by (1.1) and (1.2) still has a unique regular (i.e., non-explosive)
solution, and further its Feller continuity, strong Feller continuity, and exponential ergodicity, if
the above global Lipschitz condition is replaced by the local one with a certain non-explosive
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condition (refer to [15,22,25,32,33]). In other words, most of the above results remain valid if
the global Lipschitz condition is replaced by the local one with a certain non-explosive condition.
However, we will not dwell on this issue here.
To conclude this section, we provide the following two examples to illustrate our results.
Example 6.5. Take d = 1 and consider the following jump-diffusion process with state-
dependent switching:
dX (t) = α(Z(t))X (t)dt + σdB(t)+
∫
R\{0}
β(Z(t−))uN (dt, du), (6.4)
where constant σ > 0, B(t) is a one-dimensional Brownian motion; N (dt, du) is a stationary
Poisson point process and independent of B(t) such that N˜ (dt, du) = N (dt, du) − Π (du)dt is
the compensated Poisson random measure on [0,∞) × R, where Π (·) is a deterministic finite
characteristic measure concentrated on the measurable space (Γ ,B(Γ )) (here Γ is a compact set
not including the origin 0 in R while B(Γ ) denotes the σ -algebra of Borel sets in Γ ), and β(1)
and β(2) are any given real numbers; and Z(t) is a two-state random jump process on N = {1, 2}
with the x-dependent generator (i.e., x-dependent Q-matrix) (see (1.2)) given by
Q(x) = (qkl(x)) =
(−5− cos x 5+ cos x
2
5
+ 1
5
sin x −2
5
− 1
5
sin x
)
and α(1) = 1 while α(2) = −0.5.
In what follows, we show that Assumptions 1.1 and 5.2 hold and condition (6.3) is satisfied.
Assumption 1.1 holds. Since constant σ > 0, Assumption 5.2 holds too. Finally, we verify
that condition (6.3) is also satisfied. To this end, we set a function V (x, k) on R × {1, 2} as
V (x, 1) = 9x2 and V (x, 2) = 4x2. At the same time, we also recall the functions of qkl(x) and
the values of α(k) defined before. By some elementary calculations, for the operator A defined
in (2.11) we arrive at
AV (x, 1) = L(1)V (x, 1)+ Ω(1)V (x, 1)+ Q(x)V (x, 1)
≤ −2x2 + 18β(1)
(∫
Γ
uΠ (du)
)
x + 9σ 2 + 9 (β(1))2
(∫
Γ
u2Π (du)
)
and
AV (x, 2) = L(2)V (x, 2)+ Ω(2)V (x, 2)+ Q(x)V (x, 2)
≤ −x2 + 8β(2)
(∫
Γ
uΠ (du)
)
x + 4σ 2 + 4 (β(2))2
(∫
Γ
u2Π (du)
)
for x ∈ R. It is not difficult to verify that this implies (6.3) by recalling the compactness of Γ
and the finiteness of Π (·). Therefore, by Theorem 6.3, (X (t), Z(t)) is f -exponentially ergodic
with f (x, k) = V (x, k)+ 1 and Θ(x, k) = B (V (x, k)+ 1), where B is a finite constant.
Example 6.6. Take d = 1 and consider the following jump-diffusion process with state-
dependent switching:
dX (t) =
(
η(Z(t))X (t)− X3(t)
)
dt + σdB(t)+
∫
R\{0}
β(Z(t−))uN (dt, du), (6.5)
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where everything is the same as for Example 6.5 except that the random jump process Z(t) now
is defined on N = {1, 2, . . . , n0} by (1.2) as in Section 1, and constants η(k) > 0 for k ∈ N and
β(k), k ∈ N , are any given real numbers. In particular, when the functions qkl(x) in (1.2) are
independent of x and β(k) ≡ 0 for all k ∈ N , (6.5) reduces to equation (3.12) in Example 3.7
of [29].
As mentioned in Remark 6.4, we have the following conclusion. Although the drift coefficient
b(x, k) := η(k)x−x3 does not satisfy Assumption 1.1, taking account of the structure of b(x, k),
making use of the truncation approach developed in Section 4 of Chapter III in [15] (cf. Section
6 in [33]), and on the basis of the non-explosiveness proved in Section 3, one can prove that
the system given by (6.5) and (1.2) still has a unique right continuous strong Markov process
(X (t), Z(t)) and it also is non-explosive. Furthermore, one can also show that it has the Feller
property. However, we here omit all the proof details.
In what follows, we verify that Assumption 5.2 holds and condition (6.3) is satisfied. As in
Example 6.5, we know that Assumption 5.2 holds. Finally, we verify that condition (6.3) is also
satisfied. To this end, we set a function V (x, k) on R × N as V (x, k) ≡ x2. Also by some
elementary calculations, for the operator A defined in (2.11) we have
AV (x, k) ≤ −V (x, k)+ β, (x, k) ∈ R× N ,
where positive β is chosen not less than
sup
{
σ 2 + (2η(k)+ 1) x2 − 2x4 + 2β(k)
(∫
Γ
uΠ (du)
)
x
+ (β(k))2
(∫
Γ
u2Π (du)
)
: (x, k) ∈ R× N
}
.
Therefore, by Theorem 6.3, (X (t), Z(t)) is f -exponentially ergodic with f (x, k) = V (x, k)+ 1
and Θ(x, k) = B (V (x, k)+ 1), where B is a finite constant. In Example 3.7 of [29], we only
prove that (X (t), Z(t)) (when qkl(x) ≡ qkl > 0 are constants for all k 6= l ∈ N and β(k) ≡ 0 for
all k ∈ N ) is stable in total variation. Clearly, our present result is a considerable improvement.
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