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The problem of maximizing or minimizing a given characteristic value of Hill’s 
equation, -u”+q(r)u=lu, where the periodic potential q(t) is subjected to a 
p-norm constraint is considered. Let the characteristic values be enumerated by 
1, < 1; < 1; < 1, < 1, <: A; < & < 2, Q . . . . The characteristic values of even (respec- 
tively, odd) index are shown to be nondegenerate when maximized (resp., mini- 
mized) and the optimizing potentials are characterized. Except for the problem of 
minimizing I.,, all other optimization problems lead to degenerate characteristic 
values. Further results on minimization of ,I,, and maximization of 2; are given. It 
is also shown that the optimizing potentials when degeneracy occurs are not always 
constant. The results obtained provide upper and lower bounds for the charac- 
teristic values of any Hill’s equation. In addition, given a bound or bounds on one 
or more characteristic values of a Hill’s equation with unknown potential q one can 
infer bounds on the various p-norms of q. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Problems of optimizing a given eigenvalue of a differential operator of a 
particular form when its coefficient functions are constrained in some 
fashion have been the subject of investigation by many authors over the 
years. Lagrange [19] may have posed the first such problem when he 
asked for “the shape of the strongest column.” More recently, Krein [lS] 
dealt with the problem of maximizing or minimizing the characteristic 
frequencies of a vibrating string subject to certain natural constraints on its 
total mass and on its mass distribution. Further work on related problems 
has been carried out by many persons, a representative selection being 
[3, 4, 6-13, 16, 17, 20, 22, 23, 26-281 and references therein. A number of 
these works [6-10,271 were initiated in response to a problem posed by 
Ramm [24]. 
This paper follows up and elaborates upon earlier works of Harrell [ 141 
and Harrell and the author [ 1,2] which were also motivated by the 
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problem Ramm posed. In those works, problems of optimizing a given 
eigenvalue of the operator -d + V(g) acting on L*(Q) with the potential I/ 
subjected to a p-norm constraint were considered. Here L! is a subset of Rd 
having smooth boundary. These papers provide the general framework for 
the current investigation. In particular, we shall see how the general results 
and techniques of [ 1,2, 143 apply to Hill’s equation and its characteristic 
values. There is one drawback to the results in [ 1, 2, 143, which is that the 
optimizing potentials were left uncharacterized in those cases leading to a 
degenerate optimized eigenvalue. Thus our interest in Hill’s equation arose 
not only because of its general interest and importance but also because it 
affords a one-dimensional example in which eigenvalue degeneracy may 
occur and from which, therefore, insights into the general phenomenon of 
eigenvalue degeneracy might possibly be gleaned. 
Our results on Hill’s equation show that the problem of eigenvalue 
degeneracy does indeed arise in cases of interest and is definitely not just 
an artifact of the method of proof in [ 1, 141. In particular, it is shown that 
in cases where the optimized eigenvalue is degenerate the optimizing poten- 
tial is not characterized by the nonlinear equation (Eq. (2.9) of [ 11) which 
characterizes the optimizing potential (via the optimized eigenfunction U) 
in the nondegenerate cases. 
2. NOTATIONAL PRELIMINARIES 
We consider Hill’s equation in the form 
-zP+q(t)u=h, (2.1) 
where q(t) is assumed to be measurable and periodic of periodic 1, i.e., 
q(t + 1) = q(t), on R. We follow the notation of Magnus and Winkler [21] 
for the characteristic values. Thus we have two infinite sequences of values, 
{ li} ,TZO and { 2;) p”= , , interspersed as follows: 
a,<a;~1;<a,~a*<a;~a&<a,~.... (2.2) 
The &‘s are just the eigenvalues of Eq. (2.1) on [0, 11 when periodic 
boundary conditions (u( 1) = u(O), u’( 1) = u’(0)) are imposed and the 2:‘s 
are the eigenvalues of the same equation when anti-periodic boundary con- 
ditions (u(l) = -u(O), u’(1) = -u’(O)) are imposed. We shall refer to both 
sets of eigenvalues collectively as the characteristic values of Hill’s equation. 
All our further discussions of these values will be from the point of view 
given above, that is, we shall view the &‘s and &‘s as eigenvalues of 
Eq. (2.1) restricted to the interval [O, l] with suitable boundary conditions 
imposed. 
It will transpire that the eigenvalues of Eq. (2.1) on [0, l] with other 
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boundary conditions will also play a role. In particular, we shall denote the 
Dirichlet eigenvalues (u(0) = 0 = u(1)) by (pi)2 i and the Neumann eigen- 
values (u’(0) = 0 = u’( 1)) by { vi > ,?= 0. Observe that Neumann eigenvalues 
are indexed from 0, Dirichlet from 1. Furthermore, when it becomes 
necessary to make the dependence of the various eigenvalues on q(z) 
explicit we shall use notation such as Ai( ,uj(q), etc. 
Finally, we introduce the notations 
for the maximized eigenvalues to the respective problems when subjected to 
the constraint (JA lq(t)l p dr)‘lp < M and 
for the analogous minimized eigenvalues. To be more explicit, we have, for 
example, 
AT(M) = s”P{Ai(4) I4 E Lp(09 l )T lIqllp d M). 
Note that we still suppress the p-dependence of the various eigenvalues 
throughout this paper; in any given discussion, one should assume that p 
is a fixed real number larger than 1. We remark that the maximized and 
minimized eigenvalues exist as real numbers and that as functions of M 
they are continuous and strictly monotone for A4 > 0. This is an easy con- 
sequence of the Min-Max Principle [25] and is discussed, for example, in 
[ 11. Clearly, the maximized eigenvalues will be strictly increasing while the 
minimized eigenvalues will be strictly decreasing. On occasion we shall find 
it useful to consider the inverse functions of the maximized or minimized 
eigenvalues. These are well-defined and continuous by the above. Further- 
more, their domains have the form [c, cc ) (respectively, (- co, c] ) for 
maximization (resp., minimization) problems, where c is the eigenvalue for 
q(t) E 0 which -corresponds to the boundary conditions and index under 
consideration. 
3. THE MAIN RESULT 
Since our result on Hill’s equation is intimately related to the previous 
work on optimization problems by Harrell and the author we begin with 
a restatement of some of the results of [l] in a form particularly suited to 
our present purposes. In [ 11, it was shown that there always exist optimiz- 
ing potentials for arbitrary self-adjoint Sturm-Liouville operators of the 
form 
- d’/dt’ + q(t) (3.1) 
HILL'S EQUATION 441 
acting on L*(O, 1) when one seeks to maximize or minimize a given eigen- 
value Ai subject to a constraint jlqllp< h4. That is, given M>O, p> 1, 
and the problem of maximizing (respectively, minimizing) n i(q), there is 
always a 4 E LP(O, 1) with 11411, GM and n,(4) = n*(M) (resp., = n,,(M)). 
Furthermore, one has 
THEOREM 1 (Ashbaugh-Harrell [ 11). If q(t) is an optimizing potential 
for a given eigenvalue Ai and if A,(q) is nondegenerate then its eigenfunc- 
tion u satisfies 
u* = (const.) JqICpP’) on CO, 11 
and u (suitably normalized) satisfies the nonlinear equation 
(3.2) 
--“+ Iuj(P+~v(P-~) (sgn u) = n,(g)u. (3.3) 
The upper sign applies tf 4 is a maximizer and the lower sign applies tf q is 
a minimizer. 
This theorem can be used to completely characterize the maximizers 
and minimizers for Sturm-Liouville problems with separated boundary 
conditions since all eigenvalues of such problems are known to be 
nondegenerate. Unfortunately this theorem cannot be applied directly to 
eigenvalue optimization problems for Hill’s equation since one does not 
know a priori that the optimized eigenvalues will be nondegenerate. 
One can, however, use the theorem above and assorted classical facts 
concerning Hill’s equation to prove our main result: 
THEOREM 2. If q is a maximizing potential for Ai then 
(i) Ai is nondegenerate if i is even, 
(ii) A.,(Q) is degenerate with A,+,(q) zfi is odd. 
If q is a minimizing potential for li then 
(iii) Ai is nondegenerate tf i is odd or if i = 0, 
(iv) A,(q) is degenerate with Ai- ,(q) if i is even and greater than 0. 
These statements also hold when ;1’ replaces I throughout and, in fact, the 
statements concerning i = 0 may then be dropped. Furthermore, in the cases 
of nondegeneracy except that of minimizing 2, the optimizing potentials, 
eigenvalues, and eigenfunctions can be taken to coincide with the corresponding 
objects for the same problem but with Neumann boundary conditions replacing 
periodic or anti-periodic boundary conditions. These optimizing potentials and 
eigenfunctions are unique up to translation and satisfy the algebraic 
relation (3.2). 
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Proof: First we recall the following classical facts [S, 151: 
(1) For periodic boundary conditions the eigenfunction correspond- 
ing to 2, has no nodes on [0, 1) and the eigenfunctions corresponding to 
A 2,,-, and A,,,, have 2m nodes on [0, 1). 
(2) For anti-periodic boundary conditions the eigenfunctions corre- 
sponding to A;, _ I and A;, have 2m - 1 nodes on [0, 1). 
(3) The Neumann and Dirichlet eigenvalues of - U” + q( t)u = Au on 
CO, 11, vi(q) and Pi(q), satisfy 
K(q) 6 v,(q), Pi(q) d A:+ l(4) for odd i (3.4) 
L l(4) d v,(q), Pi(q) d A(4) for even i. (3.5) 
We also observe that translates of optimizers will also be optimizers for 
Hill’s equation since q(t) is periodic and any eigenfunction will be either 
periodic or anti-periodic. 
First we prove the parts of the theorem dealing with cases of non- 
degeneracy. We shall treat only the case of maximizing the 1;s in detail; the 
proofs for minimization and for the 2;‘s are nearly identical. We begin by 
showing that v*(M) =1:(M) for even i. By (3.5) we have vi(q)<li(q) for 
even i so clearly v*(M) d n,*(M) for even i. To see that the opposite 
inequality holds as well we argue by contradiction: if v*(M) were less than 
n:(M), the maximizer q of li would lead to an i-noded periodic solution to 
Hill’s equation. By a translation (if necessary) we could then arrive at an 
i-noded solution to the Neumann problem on [0, l] for (3.1) with q 
representing a translate of ij. Since this q will have the same p-norm as Lj 
and v,(q)= Ai = AT(M) we would then have a contradiction with 
v:(M) <AT(M). Thus vT(M)>Q(M) and v:(M)= n?(M) for even i 
follows. Nondegeneracy follows from the connection with the Neumann 
maximization problem provided above and the characterization of the 
maximizers for that problem provided by Theorem 1: two independent 
periodic eigenfunctions for the potential 4 could not both satisfy Eq. (3.2). 
The part of Theorem 2 dealing with characterization of optimizers also 
follows from these observations. That l,(q) is always nondegenerate is a 
well-known fact, reflected in Inequalities (2.2). 
The cases where the optimized characteristic values turn out to be 
degenerate will also be dealt with by contradiction. Again we restrict our 
attention to maximization of Li. If ii were nondegenerate when maximized 
we could apply Theorem 1 to see that the relation (3.2) would have to hold 
between the optimizing potential and eigenfunction we were analyzing. 
Then since Eq. (3.3) has only one solution having a prescribed positive 
number of nodes, obeying the boundary conditions, and leading to a given 
value of M up to translations (see Section III of [l] for a detailed 
account), we see that /2:(M) = VI*, r(M) for odd i follows. But this shows 
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that A,*(M) and .k:+ ,(M) are equal since we proved earlier that AT+ ,(M) = 
vi*,,(M) for odd i. Thus A?(M) is degenerate with A,*,,(M), yielding the 
desired contradiction. 
Remark. For soke of the other problems not dealt with explicitly in the 
proof above the correspondence with Neumann eigenvalues will involve an 
index shift. The correct correspondence can always be recovered by node- 
counting. 
4. THE DEGENERATE CASES: SOME OBSERVATIONS 
The results of Theorem 2 still leave the cases where degeneracy occurs 
incompletely characterized. While we leave this question unsettled in 
general, we can characterize the maximizer of Al,(q) as the constant poten- 
tial having p-norm equal to M. This observation follows from the fact that 
,A.; is the groundstate eigenvalue of the operator (3.1) with anti-periodic 
boundary conditions. By virtue of its being a groundstate eigenvalue we 
can bring other tools to bear on the problem. In particular, by strict con- 
cavity of the groundstate eigenvalue we can be sure that the maximizing 
potential is unique (not just up to translates). Thus this potential must 
agree with each of its translates, which are also maximizing potentials, and 
hence must be a constant. 
Lest the reader be led to guess that the optimizing potentials for all cases 
of degenerate igenvalues are constant potentials, we leave him with the 
following cautionary observation: 
PROPOSITION 3. For a maximization problem with a degenerate eigen- 
value, except for that of maximizing A’, , and for p sufficiently near to 1 the 
optimizing potential is not a constant potential. 
Proof. The proof is by explicit calculation. We fix values of A,, M, and 
p and assume that 1 is a maximal Ai or A; having a constant maximizing 
potential, q(t) = M. We then compare the p-norm of 4 with that of various 
piecewise constant potentials where the height and width of each piecewise 
constant piece is adjusted so that its “first Dirichlet eigenvalue” is A; i.e. we 
arrange for the first eigenvalue of the operator (3.1) restricted to a maximal 
subinterval over which q is constant and with Dirichlet boundary condi- 
tions imposed at the endpoints of this subinterval to be 1. This is done for 
each of n subintervals where n is the number of nodes in [O, 1) of the eigen- 
function under discussion (see Figs. f and 2). By doing this one constructs 
a potential having A as a degenerate igenvalue of the appropriate index. 
This can be seen by observing that each maximal subinterval supports a 
Dirichlet-type solution and a Neumann-type solution with eigenvalue 1 and 
that these solutions can be pieced together using appropriate scale factors 
to form two independent piecewise Cz and periodic or anti-periodic (as 
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FIG. 1. A piecewise constant potential of the type discussed. Here n = 3 so this example 
applies to maximization of 1;. 
appropriate) solutions to a new Hill’s equation on [0, l] (see Fig. 2). For 
n nodes one has 
M = A- (m)‘. (4.1) 
For the piecewise constant potential, letting { ci} r= 1 and { li} := 1 denote the 
heights and widths of the various pieces, one finds that 
c, = 2 - ( 7cpiy 
and its p-norm M’ is given by 
(M’)P = i ,,[A - (Tc/li)‘]“. 
i=l 
(4.2) 
FIG. 2. The two degenerate wavefunctions for the potential in Fig. 1. 
obey anti-periodic boundary conditions. 
Observe that they 
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Thus the constant potential q is not a maximizer if we can find values for 
the Zi, summing to 1, for which M’ CM, i.e., 
With 
qqx) = x[A - (x/x)‘]” (4.4) 
this is seen to be equivalent to 
for some choice of 1’s with 
Ii > ?l/J;i and i, li= 1. (4.6) 
For n > 2, aside from domain considerations this is just the assertion 
that d(x) is not a convex function and this fact follows easily from the 
expression 
pY(x) = Zpn*[l. - (?r/Xy y-2 ((2p - 1)(7r/x)2 - 2)/.X’ 
which shows that d”(x) ~0 for x>rt[(2p-- 1)/L]“‘. Taking domains into 
account, one sees that if p is near enough to 1 we will be able to choose 
the Iis, not all equal, so that (4.5) holds while still accomodating the con- 
straints (4.6). This shows that in such situations the maximizing potential 
is not constant, as we wished to show. 
Remarks. (1) The fact that the nearer p is to 1 the “easier” it is to 
obtain a nonconstant potential which does better than the constant poten- 
tial has its analog in the problems of minimizing Jo and vO, The case of v,, 
has already been discussed previously to some extent [I]. Similarly, the 
larger M is the easier it is to do better than the constant potential. This, 
too, is analogous to a phenomenon which occurs for & and vO. These 
topics will be treated in greater detail in a future paper. 
(2) A similar analysis of the degenerate minimization problems 
shows that piecewise constant potentials of the type discussed above can 
never do better than constant potentials in these situations. 
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5. CONCLUDING REMARKS 
In discussions of Hill’s equation one refers to cases where equality occurs 
somewhere in (2.2) as a case of a closed gap. Thus one can rephrase our 
conclusions in the cases leading to degenerate optimized eigenvalues as 
these being cases for which the optimizing potential has a closed gap 
corresponding to the index of the eigenvalue under consideration. While 
there has been work which characterizes the periodic potentials having all 
but finitely many gaps closed, this would seem rather far from yielding a 
characterization of the optimizing potentials for the cases with degenerate 
eigenvalues (the case of one closed gap). This topic appears to be a worthy 
subject for further research. 
We also remark that the problem of minimizing I,(q) (and also v,,(q)) 
leads to interesting complications not arising in the other nondegenerate 
problems. A partial discussion of this problem for the Neumann 
groundstate appears in [ 11; a more detailed analysis of these problems by 
the present author is currently under way. The results of this investigation 
will be presented elsewhere. 
Note added in proof While Theorem 2 does not give as complete information in the case 
of minimizing I, as it does in the other nondegenerate cases, it is not hard to supply the 
corresponding characterization. In that case, the optimizing potential, eigenvalue, and 
wavefunction can be taken to coincide with their counterparts in the Neumann minimization 
problem where the added condition that u(0) = u(l) (in addition to u’(0) = 0 = u’( 1)) is 
imposed. As in the other nondegenerate cases, one can obtain a rather explicit characterization 
of these objects by means of the analysis in Ref. [ 11. Specifically, the trajectories that matter 
now are the periodic orbits and critical points in Fig. 2(c) (Ref. [I, p. 17761) which do not 
touch the t/-axis. The condition u(O) = u( 1) forces us to consider only closed orbits so that 
condition (3.37) [l, p, 17801 now has the added restriction that j be a positive even integer, 
i.e., that the interval length [ be an integral multiple of the period T(h, E,) of the auxiliary 
classical oscillator problem discussed in [ 11. With this restriction the analysis carries through 
essentially unchanged. 
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