Abstract-Conditional random fields (CRFs) are a statistical framework that has recently gained in popularity in both the automatic speech recognition (ASR) and natural language processing communities because of the different nature of assumptions that are made in predicting sequences of labels compared to the more traditional hidden Markov model (HMM). In the ASR community, CRFs have been employed in a method similar to that of HMMs, using the sufficient statistics of input data to compute the probability of label sequences given acoustic input. In this paper, we explore the application of CRFs to combine local posterior estimates provided by multilayer perceptrons (MLPs) corresponding to the frame-level prediction of phone classes and phonological attribute classes. We compare phonetic recognition using CRFs to an HMM system trained on the same input features and show that the monophone label CRF is able to achieve superior performance to a monophone-based HMM and performance comparable to a 16 Gaussian mixture triphone-based HMM; in both of these cases, the CRF obtains these results with far fewer free parameters. The CRF is also able to better combine these posterior estimators, achieving a substantial increase in performance over an HMM-based triphone system by mixing the two highly correlated sets of phone class and phonetic attribute class posteriors.
I. INTRODUCTION
O NE of the more common themes in the recent automatic speech recognition (ASR) literature has been the re-envisioning of the appropriate input to statistical models. In particular, local posterior estimates, such as the prediction of phone classes given acoustic input, have been used to supplant or augment the traditional Mel-frequency cepstral coefficient (MFCC) input [1] . However, interest has also been shown in the idea of using subphonetic phonological (or articulatory) attributes 1 
in ASR. It has been proposed (most notably in [2])
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that the "beads-on-a-string" approach to modeling speech as a connected sequence of distinct phone segments does not properly address pronunciation variability found in spontaneous speech. It has also been argued [3] that ASR systems can be improved by integrating statistical modeling techniques with more linguistically directed feature extraction and recognition methods. These arguments point to an idea of modeling speech as connected sequences of interacting features rather than individual phone segments.
As acoustic representations based on linguistic knowledge are derived and extracted from the speech signal, methods must be examined to integrate these inputs to recognize speech. While models such as hidden Markov models (HMMs) and the more general dynamic Bayesian networks (DBNs) have been explored for this task, both models have a set of independence assumptions on the extracted features that either require an explicit decorrelation step before the features can be used (in the case of HMMs) or require the modeler to explicitly describe all dependencies among possibly hidden features in the model (in the case of DBNs). These can both lead to complications as the types of features being integrated change-the former because decorrelation for modeling purposes may remove or change important information in the underlying feature streams, the latter because the interactions of a new feature with previously defined features in the model may not be well known or easily discovered.
In this paper, we present a first exploration of the use of CRFs to integrate various features based on frame-wise phone classification and phonetic attribute classification for phonetic recognition. As a mathematical model, CRFs have properties that set them apart from DBNs and HMMs that may be advantageous for ASR. Unlike HMMs, CRFs are a discriminative model and do not attempt to model how the input sequences are generated. CRFs therefore do not place any independence requirements among input sequences across time or across individual input values. Unlike DBNs, CRFs allow for an arbitrary structure of dependencies among features to exist without the need for the modeler to determine the underlying structure. 2 We discuss three distinct phone recognition experiments using CRFs, each performed using two types of features extracted from the acoustic signal-phonological attribute features corresponding to a description of the realized phone (based on the description of the phone provided by the IPA phonetics chart) as well as phone class features provided by the output of a neural network trained to be a phone classifier.
We first show how a simple CRF model can be applied to these feature sets to achieve results comparable to a similar HMM model. Next, we build on our results to show how a single pass of realignment training can improve our CRF phone recognition results. Finally, we show how the CRF model can achieve improved results by using both sets of features together without explicit decorrelation or defining of dependencies among the features.
The structure of the remainder of this paper is as follows. In Section II, we discuss prior work performed on feature extraction and integration into ASR systems as well as prior work on CRF models and on discriminative training. In Section III, we present the CRF model itself, including a discussion of training and decoding using these models. Section IV discusses experiments in phonetic recognition with the CRF models and compares the results to results obtained via HMM models.
II. PRIOR WORK
Many different methods for acquiring phonological feature information from an acoustic speech signal have been explored in recent years. In [4] , multilayer perceptron artificial neural networks (MLP ANNs) were used to extract phonological features from an acoustic signal. In [5] , time-delay recurrent neural networks were used to detect phonological features in running speech while in [6] , phonological features were modeled using Gaussian mixture models (GMMs). In this paper, we make use of a multilayer perceptron ANN to derive phonological attribute classifications in a manner similar to that of [4] .
In addition, there have been a number of different avenues for combining phonological attributes together for ASR explored in recent years. In [4] , two methods of ASR using phonological attributes are examined. In the first method, the outputs of MLP ANNs are used as emission probabilities for a Hybrid HMM/ANN ASR system (as described in [7] ). This framework requires the attributes to be combined through an MLP ANN to determine phone label emission probabilities. In contrast, the CRF model described in this paper operates directly on the feature stream to derive phone labels without the need for an intermediate step.
Tandem HMM methods [1] , where neural network outputs are used as inputs to a Gaussian-based HMM, have been examined as a method for ASR using phonological attributes. In addition to the Hybrid system, [4] also describes a system that uses outputs of a set of phonological attribute classifiers in an HMM system; this style of system has been further explored in [8] and in [9] . 3 As the Tandem HMM system is built using mixtures of Gaussians to describe state emission probabilities, either the correlated phonological feature inputs must first be decorrelated before being fed into the system or the system must make use of full or semi-tied covariance matrices and suffer an explosion in parameters and required training data. A different method that avoids this situation is examined in [10] , where DBNs are used to combine phonological attributes for recognition. The use of DBNs requires assumptions to be made about the independence or nonindependence of underlying hidden feature variables. CRFs, on the other hand, make no assumptions about the dependencies among features, and so these relationships do not need to be explicitly defined in the model nor do the inputs to the model require explicit decorrelation.
A multistream architecture for integrating GMM phonological attributes with acoustic features for ASR is proposed in [11] . Our work does not use a multistream framework to integrate features-instead, the CRF framework allows multiple feature sets to be concatenated together and input directly as a single stream. Additionally, our work is performed solely with the phonological and phone class feature outputs and does not integrate acoustic features (though, work done in [12] shows that CRFs can also be built using acoustic features as inputs, and it is a natural extension to append these features).
One can also choose to model phonological features directly within HMMs by effectively expanding the state space of the HMMs to represent combinations of phonological attributes. In [13] and [14] , overlapping phonological attribute bundles are utilized as states in HMMs, forgoing the traditional triphone model by explicitly incorporating prosodically sensitive rules describing how phonological attributes interact. Such an approach, while requiring extensive development in encoding phonological rules, achieves a good result (72.95% on the full TIMIT phone classification test set compared to 70.86% using a standard triphone system). The techniques in that paper are complementary to the CRF techniques discussed in this paper; in the conclusion we speculate how overlapping attributes can be utilized to extend the work here.
CRFs were introduced as a discriminative model for modeling data structured as Markov random fields in [15] . In this paper, we restrict ourselves to considering CRFs that fit a linearchain structure over time. The uses of linear chain CRFs have been previously explored in tasks such as part of speech tagging [15] and parsing [16] . In the ASR domain, CRFs have shown impressive results in the area of phone classification, as described in [12] , and in the area of phone recognition by the authors in [17] , [18] , and [19] . This work extends on the previous work performed by the authors by providing extended experiments on feature combinations as well as providing more depth in the descriptions and analyses of all experiments. Additionally, this work differs from the work in [12] in a few ways. First, the work in this paper is based on the task of phone recognition, not classification. Second, the work in this paper makes use of phone and phonological feature classifiers to provide inputs to the CRFs as feature functions, while the work in [12] uses the extracted acoustic features directly as inputs. Finally, the work in [12] explores the use of hidden state sequences for modeling the phones being classified (e.g., hidden conditional random fields or HCRFs), while the work here uses labeled phones with no hidden state sequences for training.
In fact, in the current experiments we only utilize one state per phone for the phone recognition task. The results we obtain are enabled precisely because of the use of discriminative posterior-based classifiers which incorporate a window of context in making local decisions; unlike MFCC-based systems (such as the HCRF system), we have found that we can get most of the benefit (and thus a smaller system) by retaining only one state per phone. We return to this point for discussion in Section IV-F.
The term discriminative has been utilized in several contexts within this paper already, and it is instructive to examine the different areas of discriminative modeling currently in use within the ASR community. In this paper, three different discriminative/nondiscriminative dichotomies are used.
• Input features: many of the models use standard acoustic features such as MFCCs (e.g., HCRFs), but Tandem models and this paper use local discriminative linguistic features (such as phone posteriors). These are not exclusive; many systems often concatenate both acoustic features and posteriors derived from them as inputs to a system (e.g., [9] ). • Statistical model: HMMs correspond to a family of generative models; that is, the statistical models are formulated so that they model data generation, requiring a likelihood of the data as well as a model prior to compute model posteriors. CRFs are within the family of discriminative models, where the posterior is calculated directly without modeling the data explicitly. This dichotomy is described in much fuller detail by Sutton and McCallum in [20] .
• Training method: Generative models, such as HMMs, can be trained either with a nondiscriminative criterion (maximum-likelihood), or with a number of discriminative criteria such as maximum mutual information (MMI) or minimum phone error (MPE) [21] - [27] . The CRF systems in this paper are trained according to the conditional maximum likelihood (CML) discriminative criterion, although other training criteria are possible as well. A full comparison of all of the different techniques available for training sequential statistical models is beyond the scope of this paper. However, chief among the advantages of CRFs over discriminatively trained HMMs are 1) an efficient method for finding competitor classes (this can be accomplished using an alpha-beta recursion in place rather than requiring the decoding and storing of competitor lattices), and 2) the CRF's conditioning on input means that the input data need not be modeled (thus leading to compact models and a lack of independence assumptions within the input). The definition and training of the CRF model are described in the next section.
III. CONDITIONAL RANDOM FIELDS

A. Model
A CRF is a probabilistic model that directly models the posterior distribution of a label sequence conditioned on the observed data presented to it. Unlike an HMM, which attempts to model how the observed data is generated to select the most appropriate label, a CRF is a discriminative model that instead uses attributes of the observed data to constrain the probabilities of the various labels that the observed data can receive.
A CRF defines a posterior probability of a label sequence for a given input sequence . In a linear chain conditional random field, the label for a given frame depends jointly on the label of the previous frame, the label of the succeeding frame, and the observed data . These dependencies are computed in terms of functions defined by pairs of labels and by label-observation pairs. The input sequence corresponds to a series of frames of speech data, while the label sequence is the series of labels assigned to that observed frame sequence. Each frame in is assigned exactly one label in .
An example linear chain conditional random field graph is shown in Fig. 1 . Here, each phonetic label for a particular time segment is specified by a node labeled with , and each observation for a particular time segment is represented as a node labeled with . Note that the CRF formulation does not assume any particular relationship among the observed data nodes-the nodes of observed data may be connected in any arbitrary manner and the same formulation may be used.
What follows is a short summary of the CRF model and its derivation as presented originally in [15] for discussion purposes. A more detailed discussion and derivation can be found in the source paper. Lafferty et al. [15] define a CRF in terms of its graph structure, which describes the Markovian structure of the independence assumptions in this undirected probabilistic model. Unconnected nodes in the graph are independent given the intervening nodes. When the graph is a linear chain of nodes (such as those representing labels on individual frames of speech, as in Fig. 1 ), the cliques of the graph (edges and vertices) can be used to define a probability distribution by the Hammersley-Clifford theorem of Markov random fields [28] . In the linear-chain graph, the distribution of the label sequence given the observation sequence will have the form (1) where ranges over the frame indices of the observed data and is a normalizing constant over all possible label sequences of computed as (2) The CRF is thus described by a set of feature functions , defined on graph cliques, with associated weights . A feature function is nonzero only if the labels associated with the function match the labels in the sequence for the observation at time and the observation in at time shows the evidence required for the feature function. In a linear-chain CRF, feature functions are of two different types: state feature functions, associated with the graph vertices, whose output is dependent only on the observations and the label at the current timestep (corresponding to the nodes in the graph) and transition feature functions, associated with the graph edges, whose output is dependent on the observations and both the label at the current timestep and the label at the previous timestep (corresponding to the edges of the graph).
State feature functions and transition feature functions can be built in different ways to model the space described by the observations. The approach taken in [12] is to build feature functions that correspond to the sufficient statistics of a Gaussian model describing the observations being modeled. Feature functions are chosen such that their weights correspond to the parameters of a Gaussian distribution that would model the observations for a given phone label.
We follow a different approach for selecting feature functions for our CRFs-an approach that is more similar to the feature selection approach of CRFs for other domains. Our state feature functions are built to indicate the existence or nonexistence of a particular phonological or phone class attribute in the observed feature stream at a given time step.
As an example, we may want to indicate that a particular phone label (say /b/) is dependent on the existence or nonexistence of voicing in the observed data in a frame. We could model this with a state feature function that fires for that label when voicing is observed in the underlying data if and voiced true otherwise (3) where voiced is the output of a voicing detector applied to the data at time . Likewise, transition feature functions may be built on models of attributes seen during transitions from phone to phone. For example, we might use the nasality attribute (modeled as nasal ) in a transition feature function that models the transition of a nasal phone such as /n/ to a vowel (such as /ah/) as if , and nasal true otherwise.
(4)
The weights applied to these feature functions determine how much influence a nonzero firing feature function will have on the overall probability of the label sequence. For example, we would expect a positive weight to be learned with both examples above-voicing should be an indicator of the underlying voiced phone /b/ in most cases, and we expect nasality to spread from the phone /n/ to the vowel that occurs after it. We may also be interested in feature functions with negative weights-feature functions that indicate some aspect of the data that should be a strong indication that a particular phone is not occurring at a particular time. For example, we might expect a positive output from a feature corresponding to a glottal place of articulation (modeled as glottal ) to be a negative indicator of the stop phone /b/. In this case, we can define a feature function such as if and glottal true otherwise.
Here, we would expect the weight associated with this feature function to be negative-the evidence provided by the glottal place detector would be a strong indication that the phone we are trying to label is not /b/ and so will drag down the overall probability of the sequence with /b/ at this time frame.
The CRF model does not require that these feature functions be binary in nature (although traditional NLP applications utilize binary features). When the output of a feature detector is a real-value, there is a natural desire to use nonbinary feature functions to model the associations described by these attributes. In our work, features are derived by using multilayer perceptron neural networks (MLPs) that take the acoustic inputs and map them to attributes. Using these feature detectors, (3) is altered to provide continuous values voiced if otherwise (6) where voiced is the posterior probability output of our MLP network that has been trained to detect voicing over the input frame .
B. Training and Decoding
CRFs are trained through maximization of the conditional likelihood function over a set of training data. Different approaches to training models of this type have been examined (see for example [16] and [29] ). In [12] , both quasi-Newton gradient descent and stochastic gradient descent methods are shown to perform well for CRF training. In this paper, we have chosen to use gradient descent via the quasi-Newton Limited-Broyden-Fletcher-Goldfarb-Shanno (L-BGFS) algorithm to train our CRFs, following work performed in [16] . We have also made some preliminary steps toward implementing a stochastic gradient descent version of our code. Our initial experiments in this area seem to confirm the results given in [12] and indicate that this will be a promising approach for future experiments.
To use any gradient descent method, the gradient of the likelihood function must be calculated. For the purposes of discussion, we summarize here the derivation of the gradient as given in [16] and we direct those interested in more details to that paper.
First, the feature functions are ordered into a vector of feature functions . Next, the global feature vector of the input sequence and the corresponding label sequence over the entire sequence is computed as (7) This allows (1) to be rewritten as (8) where is the vector of weights corresponding to the feature function vector . The normalization value can be rewritten as (9) The log likelihood of a label-observation pair given the weight vector is then formulated as (10) Taking the gradient of (10) with respect to the weights yields (11) or equivalently (12) where (13) is the probability of the sequence given and the likelihood of an entire training set of label/observation pairs can be formulated as (14) It is obvious that to compute this gradient the term must be able to be efficiently computed, as must the normalizing term . Fortunately, a variant of the forward-backward algorithm is derived in [16] which can compute both of these terms efficiently for linear-chain CRFs.
The decoding step involves finding the label sequence over the data that maximizes (1) . Since the normalizing term is independent of the label sequence , this is equivalent to (15) which can be found by decomposing into a sum of the individual values across time for all observations. The best path across time can then be found by application of the Viterbi algorithm.
IV. EXPERIMENTAL SETUP
A. Overview
We present here a set of experiments that are a first exploration of using a CRF to integrate phone and phonological attribute information for ASR. These initial experiments perform the task of phonetic recognition on the si and sx utterances of the TIMIT Acoustic Phonetic corpus [30] . We use a standard partitioning of the test portion of the TIMIT corpus into the 24-speaker core test set and the 50-speaker MIT development set [31] . In addition, following [32] , we also report results for a larger test set of 118 speakers, containing the speakers in the core test set as well as the remaining speakers from the TIMIT test set that are not among the speakers in the development set. Here, we refer to the TIMIT core test partition as "Core" and the larger test set referred to as "Test" in [32] as "Enhanced."
These experiments are performed using the outputs of ANN MLP classifiers as inputs to the CRFs being examined. Details on the outputs of these classifiers are given in the sections where they are used, but each classifier is constructed and trained in a similar manner. The classifiers are built using the ICSI Quicknet software package [33] and are trained on the si and sx utterances of the training partition of the TIMIT corpus using 12th-order PLP cepstral coefficients plus first-and second-order deltas as inputs. The MLPs used here are all built with 1000 hidden units and are trained using a nine-frame window of PLP coefficients and a 351-node input layer. Training is performed on a random selection of 416 speakers taken from the training set across all dialect regions, and the MLPs were trained to convergence on a cross-validation set of 46 speakers taken from the training set. CRF classifiers are built using a modified version of the Java CRF toolkit [34] .
To measure the performance of the CRF on the phonetic recognition task, we compare the results of the CRF to the results obtained through the use of Tandem HMM baselines as described in [1] . The Tandem baselines are built using the HTK Toolkit [35] and trained on the linear outputs of the MLP neural networks that have had a Karhunen-Loeve (K-L) transform applied to them to decorrelate the input features. Following [36] , we use a reduced phoneme labeling for TIMIT of 39 possible outputs instead of the full 61 phone labels to evaluate both the Tandem and CRF models. The Tandem HMM system results are reported for both full tied-state, word-internal triphone models as well as for monophone models. Triphone results are reported using a lattice-based language model that enforces triphone constraints and allows for biphone and monophone back-off but is not probabilistically weighted, as in our experiments this lattice-based model gave accuracy results superior to a weighted bigram-based triphone lattice. Monophone results are reported using a bigram phone language model.
The remainder of this section proceeds as follows. In Section IV-B, we describe a CRF trained using the output of a phone classifier to define feature functions and examine the experimental results obtained from this initial model. In Section IV-C, we discuss a set of phonological attribute classifiers as well as a CRF trained using the output of these classifiers to define feature functions, and explore the experimental results of this model. In Section IV-D, we perform a simple Viterbi realignment on the training data after an initial batch of training and show how retraining on the realigned data leads to an improvement in performance. Finally, in Section IV-E, we perform a set of experiments where both phone classifier and phonological attribute classifiers are used in a single CRF and again show an improvement in system performance.
B. Phone Classifier Model 1) Model Description:
For our initial experiments, we investigate the use of the outputs of a phone classifier to construct feature functions for our CRF. The phone classifier used in these experiments is a single MLP classifier constructed and trained as described in Section IV-A. The output layer of the phone classifier is a set of 61 outputs each corresponding to one of the possible TIMIT phone label classes. Frame-level transcriptions for training purposes are constructed using the hand-transcribed phonetic transcriptions provided with the TIMIT corpus.
For the CRF, our feature functions are defined in line with the framework outlined by (6) and Section III-A. We create a state feature function for each label/class pairing. For example, the following describes a feature function that ties together the output label with the phone classifier output for :
These feature functions are defined for each label/class pairing, independent of the identity of the class or label. For example, the following state feature function is also defined for the output label based on the phone classifier output for the phone class
In addition to the feature functions derived from the MLP classifier, we also make use of a bias feature function in our CRF formulation. There is exactly one bias state feature function for each label and one bias transition feature function for each label-label pair. These bias feature functions are nonzero if the label (or label pair) that they are defined for occur and are zero otherwise. For example, the following bias feature function is active for the phone label :
Transition feature functions are defined in a similar manner: if the label-label transition described by the feature function occurs between two frames the feature function fires with a value of one, otherwise the feature function has a value of zero. For example, the following transition feature function is active for transitions from to if otherwise.
As described above, the Tandem HMM baseline systems are trained using linear outputs of the MLP classifiers that have had a Karhunen-Loeve transform applied to them. In order to fully compare our results to the Tandem baselines, we also train a model using these transformed linear outputs as inputs to a CRF. For these models, the transition and bias feature functions are exactly as described above, while the state feature functions are defined using the transformed linear outputs instead of the softmax outputs. Because these inputs have been transformed through a principal components analysis, these CRFs lose the easy one-to-one correspondence between classifier outputs and labels. However, these additional experiments allow us to eliminate the differences in the inputs as a cause for differences in system performance. A feature function using these transformed values as inputs has the form MLP if otherwise (20) where MLP denotes the Karhunen-Loeve transformation of the MLP detector outputs obtained from the observation vector and denotes the th dimension of that vector. In other words, the feature detector described in (20) above returns the first dimension of the transformed feature vector when the current label is and returns a 0 when the current label is not . At training time, the values of all feature functions are easily determined from the training labels. At decoding time, all possible states and transitions are hypothesized and the most likely frame label sequence is found via the Viterbi algorithm as discussed in Section III. Finally, consecutive frames that are assigned the same label in the most likely sequence are grouped together under a single label for evaluation of the accuracy of the labeled phone sequence. Note that this collapsing of frame labels can cause a phone deletion to occur in instances where the same phone appears twice in a row-such as in the pronunciation /hh iy iy t s/ for the phrase "he eats." This is a limitation of the single-state per phone label CRF model used in these experiments.
To have enough data to train both the MLP classifier and the CRF, the TIMIT training data is used to first train the MLPs for classification. Once the MLPs have been sufficiently trained, they are applied to the training set to derive the phone class outputs used to train the CRF. (This process follows the procedure laid out in [1] ).
The CRFs are trained via L-BFGS gradient descent, and the model described by these weight values is applied to the development set and the accuracy is computed. We keep the weight values that give the highest accuracy on the development set and use these weights to determine the accuracy of the model on the core and enhanced TIMIT test sets.
2) Experimental Results: Table I shows a breakdown of recognition results for the CRF compared to a set of Tandem HMM baseline models. Accuracy results are reported for the 24-speaker partition of the TIMIT training set described in Section IV-A. Two different Tandem baseline models are examined for comparison purposes-a model trained for phone recognition using only monophone labels and a model trained using triphone labels. As with the CRF, the Tandem models are tuned using the development set and keeping the model parameters that provide the best development set performance. The best performance for the monophone model is achieved with a 32 Gaussian per state model while the best performance for the triphone model is achieved with a 16 Gaussian per state model. In addition, we report on a 16 Gaussian per state While the accuracy results of this phone classifier CRF does not meet the accuracy results of the best Tandem baseline models, its accuracy does approach the accuracy of the 16 Gaussian per state Tandem model. The difference in performance between the models is not significant ; all significance tests in this paper were performed with a one-tailed Z-test. It is noteworthy that the CRF achieves this result with almost two orders of magnitude fewer parameters than the Tandem system, though the Tandem system is still able to achieve a better result by using additional parameters.
It is also worth noting that there is no significant difference between performance of the CRF trained using the posterior MLP outputs and the CRF trained using the linear, transformed MLP outputs. In fact, the performance of the system using the transformed linear outputs is marginally worse than the performance of the system using the posterior outputs, so the comparably better performance of the Tandem system cannot be attributed to the difference in the inputs.
C. Phonological Attribute Classifier Model 1) Model Description:
In our second experiment, we investigate the use of the outputs of a set of phonological attribute classifiers based on the attributes of the IPA phonetics chart as inputs to our CRFs. In accordance with previous work done in the area of phonological feature extraction (see Section II), phonological attributes are extracted through a bank of MLP ANNs. The breakdown of these attributes expands on work performed in [37] , and a complete inventory of our phonological attributes is outlined in Table II . For each attribute category, a single n-ary MLP network is trained to detect the attributes in that category. For example, the MLP for the voicing attribute is trained with three possible output classes-voiced, unvoiced, and not applicable.
The labeling of phonological attributes is obtained in a straightforward manner. Each hand-transcribed phone in the TIMIT phoneset is mapped to a vector of eight values that correspond to its canonical description as a bundle of attributes. Each phonological attribute classifier is then trained using these labels as the hard targets of the classifier.
The feature functions for the phonological attribute class CRF are constructed almost exactly as the feature functions for the phone class CRF above. State bias and transition bias functions between the two models are defined identically. State feature functions are defined using the label/phonological attribute pairs in a manner similar to how feature functions are defined in the phone classifier model described above. For example, the following state feature function implements the feature function as described by (6) to link the output label with the output of the VOICING attribute classifier for voiced speech:
where MLP designates the value of the voicing classifier for voiced speech on the frame .
As with the phone classifier model above, state feature functions are defined for all possible label/attribute pairings, not just canonical attributes for the label. For example, in addition to the state feature function above, the model also defines a state feature function that ties the phone label to the output of the VOICING attribute classifier for unvoiced speech MLP if otherwise (22) where MLP designates the value of the voicing classifier for unvoiced speech on the frame . The state and transition bias features are defined analogously to the previous system.
Training and evaluation of the phonological attribute classifier CRF are performed in exactly the same manner as training and evaluation of the phone classifier CRF described above. As with the phone classifier CRFs, we train two different CRFs for the phonological attribute classifier outputs-one model using the softmax posterior outputs, and one using the linear outputs transformed through the Karhunen-Loeve transform to compare to a similarly trained Tandem system.
2) Experimental Results: Table III shows a breakdown of recognition results for the CRF compared to the comparable set of Tandem HMM baseline models. Again, results for a Tandem model trained for phone recognition using only monophone labels and a model trained using triphone labels are both shown for comparison purposes. The best performance for the monophone model is achieved with a 32 Gaussian per state model while the best performance for the triphone model is achieved with a 16 Gaussian per state model. We again report on a 16 Gaussian per state monophone model which achieved the closest accuracy to the phone classifier CRF.
Unlike the phone classifier CRFs, the phonological attribute CRF trained on the transformed linear MLP classifier outputs shows a substantial and significant improvement in accuracy over the CRF trained using the softmax posterior classifier outputs. To examine whether this improvement was achieved due to the linearization of the outputs or due to the application of principal components analysis, a third CRF was trained on just the linear outputs of the MLP classifier without the application of the Karhunen-Loeve transform. As shown in Table III , the CRF trained on just the linear outputs of the MLP classifiers achieved a result comparable to that of the CRF trained on the softmax outputs, indicating that the application of the KL transform is an important factor to improving recognition on this set of inputs.
As with the phone classifier CRFs, the phonological attribute classifier CRFs do not achieve results comparable to the best results achieved by the Tandem models. However, as with the phone classifier CRFs one of the phonological attribute models does achieve a result comparable to a Tandem model with a much smaller number of parameters than the comparable Tandem model. Table III shows that the results achieved by the CRF trained on transformed, linear outputs of the MLP classifiers and the 16 Gaussian per state monophone Tandem model achieve comparable performance, but the CRF achieves this performance with substantially fewer parameters.
While neither basic CRF system achieves the accuracy of the 16 Gaussian triphone Tandem model, it is important to note some differences that the Tandem model has from the CRF that may be advantageous. Besides the obvious advantage of explicit triphone context in the labeling, the Tandem model explicitly models a three-state model for each phone label-the CRF makes no attempt to explicitly model different portions of a phone in a different manner. All phones in the CRF are modeled with the equivalent of a single state. The Hidden Conditional Random Field model (HCRF) detailed in [12] describes a method to extend a CRF to a multistate model without requiring the states to be labeled a priori. We are currently extending our system to incorporate these ideas, but all results in this paper are reported for single-state-per-label CRFs.
The second advantage that the Tandem system has over the CRF system lies in its training process. The Tandem system makes use of EM training, which allows for a probabilistic assignment of phone labels during the training stage. In contrast, the CRF system shown here is trained only on fixed labels derived from the TIMIT training set. One approach to overcoming this disadvantage is addressed in the next section.
D. Viterbi Realignment Training
As discussed in the previous section, the requirement that the CRF have a fixed frame-level assignment of phone labels during training puts it at a disadvantage to the EM-trained HMM Tandem system, which allows for a probabilistic assignment of labels at training time. To compensate for this, we explored the use of Viterbi realignment training for our CRF system. Our training procedure is changed as follows: A CRF is trained as previously outlined. Then, using the weights derived from this CRF, the training labels are realigned using a best path Viterbi forced alignment. The weights used for this realignment are then used as initial seed weights for a new set of training iterations of the CRF. Again, this training stops when the accuracy of the model applied to the development test set stops improving.
The results are shown in Table IV . Results for the Tandem system trained with 16 Gaussian and triphone labels are included from Table I and Table III for comparison purposes. The results for the CRF trained on phone class posteriors and realigned are insignificantly better than those of the 16 Gaussian triphone Tandem system trained on phone classifier outputs. Likewise, the results for the CRF trained on the transformed, linear phonological attribute classifier outputs are insignificantly better than those of the 16 Gaussian per state triphone Tandem system trained on phonological attribute classifier outputs. In both cases, the CRF achieves this result with substantially fewer parameters than the comparable Tandem system. Table IV also includes a result for the CRF system trained on the linear outputs of the phonological attribute detectors without the application of the K-L Transformation. This result, showing a worse performance for the CRF system than the Tandem system even after realignment, indicates that the gain in the performance of the CRF system using the linear, transformed outputs comes via the transformation of the outputs and is not due to the linear outputs themselves. Table V shows a breakdown of the overall performance of each CRF, both realigned and without realignment. It is readily apparent where the increase in accuracy comes from. The number of correct labels hypothesized by the CRFs have increased by anywhere from 3%-3.75%. Simultaneously, we see that the number of insertions have almost doubled in number-leading to accuracy gains of only 1.5%-2.3% for the individual CRFs.
Comparing the CRFs to their counterpart Tandem HMM models show similar results for each model. The CRFs have between 2%-4% fewer correct labels than the corresponding Tandem model, and the CRFs continue to have a higher number of deleted phones than the corresponding Tandem model. However, the CRFs all continue to show fewer insertions than the corresponding Tandem model-in all cases but one the CRFs have less than half the number of insertions of the similar Tandem model. It is the overall gain in correctness that the realignment allows combined with the continued comparable sparsity of insertions that allows the CRF to achieve an accuracy result comparable to the Tandem system.
Looking more closely at the results of the two phonological attribute-based CRFs, it is clear that the gains in performance made by the linear-transformed outputs over the posterior outputs are attributable to both a substantial decrease in overall deletions as well as a smaller reduction in the number of substitutions. This comes at a cost of a small increase in the number of overall insertions. The improvements in deletions and substitutions is spread over all phones-no single label or group of labels improves at the expense of the others. Likewise, the increase in insertions is spread over all phones.
The results of the posterior-trained phone class CRF are significantly better on the Enhanced test set than the results of a CRF trained on the transformed linear outputs of the phone classifier. It is interesting to note that the phone class posterior outputs are highly correlated with each other, yet decorrelation provides no increase in performance. This suggests that the improvement in the phonological attribute classifier space may not be coming due to the decorrelation of the inputs (as appears to be the case with the HMM model), but instead may be due to the transformation of the space into the variance space of the outputs. It is also noteworthy that the difference in accuracy between the best phone classifier CRF and the best phonological attribute CRF is not significant. 
E. Feature Combinations
A key strength of the CRF model is said to lie in its ability to incorporate many different attributes of the observed sequence without regard for possible correlations. To examine this idea, we looked at the results of training a CRF system on an input set that makes use of both the phonological and phone class attributes simultaneously to see if an increase in performance could be obtained with information that is supposedly redundant.
The results of these experiments are shown in Table VI . We report results for a Tandem system supplied with linear MLP outputs and a K-L transform applied to the combined outputs. Two results are reported for the CRFs-the first with phone class and phonological attribute class outputs as posteriors, and the second with the phone class outputs as posteriors and the phonological attribute class outputs as linear, K-L transformed outputs (i.e., the best results from the previous section). Both CRFs are trained using the Viterbi realignment training as outlined in the previous section.
The performance of the Tandem system trained with all 105 attributes is not significantly different than the performance of the Tandem system trained only on phone classes. Conversely, the performance of the CRF system trained on the posterior phone classes and the transformed linear phonological attributes is not only significantly better than that of the Tandem system, it is also significantly better than that of the CRF trained on only the phone classifier outputs. The improvement in performance for the CRF trained on all 105 posterior outputs over the CRF trained on only the 61 phone class outputs is not significant on the core test set, but is significant on the larger enhanced test set. Note also that the result is obtained with only a fraction of the parameters needed to model all 105 attributes in the Tandem system.
Comparing the results of the CRF trained with all 105 attributes against the CRF trained only on 61 phone classes shows an overall improvement in the correct labeling of almost all phones. Table VII shows a comparison of the CRF using only posterior phone class outputs to the model using both the posterior phone class outputs and the transformed, linear phonological attribute class outputs. Using all 105 attributes substantially improves the overall correctness of the model by 1.4%, mainly through a large reduction in the number of deleted phones and a minimal reduction the number of substitutions. This comes at the expense of a small increase in the number of insertions for the model that reduces the overall improvement in accuracy to roughly 1%. 
F. Further Experiments
One might suggest that it is somewhat unfair to compare ML-trained HMMs against the discriminatively trained CRFs, and rather one should compare against HMM models trained under a discriminative criterion such as maximum mutual information (MMI) or minimum phone error (MPE). We trained a triphone-based MMI system using HTK, 4 but found that the error rate was mostly unaffected in both the phonological attribute and phone class Tandem systems. Interestingly, a similar result was found by Rose and Momayyez [38] for phonological feature tandem systems using TDNNs. This result may be either due to the fact that in both our system and theirs the "acoustic inputs" to the system were already discriminatively trained by the corresponding neural network, or, as Rose and Momayyez claim, there is not enough data in TIMIT to train triphones discriminatively, or (in our case) because there is some subtlety in training that was overlooked. Clearly, MMI training has benefited monophone recognition [39] and classification [12] , so further experimentation is needed, but likely any comparison would need to be performed on a different database. However, for TIMIT recognition, the clear advantage for using the CRF technique was its simplicity: MMI training required several long stages of competitor lattice building which consumed many compute cycles and significant amounts of disk space, whereas the CRF's forward-backward procedure was able to comparatively quickly and compactly compute the competitor set.
Another interesting question is why the CRF is able to compete using a one-state model with a three-state triphone model. One possibility is that the MLP classifiers, which incorporate a nine-frame context window, obviates the need for the three state model; another possibility is that the CRF's additional degrees of freedom in its exponential model can somehow compensate better for the diverse input. The truth seems to be a combination of these reasons. We trained a monophone HTK system on the phonological attribute data using only one state per phone; the resulting system is roughly 6% (absolute) less accurate than the three-state system. Conversely, a PLP-based one-state monophone HTK system is around 11% (absolute) less accurate than a corresponding three-state system. These results indicate that the windowed posterior estimates from the MLP do compensate to some degree for an impoverished state space in the statistical model; however, the differential between the one and three state systems indicates that this compensation is incomplete, suggesting that the CRF is using the posterior estimates more efficiently than an HMM in a one-state model.
It is worth noting that none of our models in these experiments yet approach the best results for an HMM system of roughly 75% for the task of phone recognition on the Core test set ( [40] , [41] ) and of 79.04% on the full TIMIT test set ( [42] ). The results here are designed to show a comparative assessment between the two models on the same set of discriminatively trained inputs. In addition, in some of our more recent experiments, we have found that using features such as log-likelihood ratios between Gaussian pairs can be an effective feature to use as input to our CRF systems. One can imagine developing phone-based recognition systems using the techniques described in these previous works and using a CRF system to combine the local results of these systems into a single output stream.
V. CONCLUSION
This paper presented our pilot study into feature-based phone recognition using the model of CRFs. Our experiments have shown that a basic, single-state, monophone context CRF model can be used to combine a set of phonological feature streams and achieve phonetic recognition results superior to that of a monophone context, single-Gaussian HMM model and comparable to that of a triphone context, multiple-Gaussian mixture model HMM system trained on the same set of features. We have also shown that the CRF model can achieve these results with not only a much smaller context, but also with a much smaller set of parameters to model the space with.
Additionally we have shown that features that are highly correlated (such as phonological features and phone classes) can be added to a CRF system in a straightforward manner and give significant improvements in phone recognition performance. In our experiments, these improvements come not at the expense of one set of phones over another set, but instead by raising the overall performance of almost all of the phones in the test set. While adding features to a comparable HMM system does improve correct labellings, it comes at the expense of many spurious insertions that affect overall accuracy. In contrast, the CRF model shows improvement in overall recognition accuracy, with an increase in correct labels and a reduction in insertions, deletions, and substitutions.
In achieving greater accuracy, the system produces fewer insertions and in some sense trades a lower overall correctness for a higher accuracy. In an HMM system, insertions can be tuned through the use of a phone insertion penalty parameter, something that the CRF as implemented here currently lacks. We can imagine means to achieve a similar function in a CRF, such as through appropriate scaling of the transition bias weights, but we have not yet performed an investigation of these techniques. 5 It also bears repeating that these results were obtained with a very simple, monophone context, single-state per phone CRF model in comparison to a three-state, triphone context HMM model. The results obtained with this simple model, and the jump in performance obtained by adding new features to the model, show promise for a CRF model for ASR. Future work will expand the model to a "multiple state per phone model" and extend these experiments beyond phone recognition into word recognition.
CRFs allow a large set of correlated feature functions and thus a challenge for the future is to investigate other types of information that may improve performance. A clear next step is to follow in the footsteps of Tandem models and incorporate both acoustic features (as in [12] ) and local posterior features. However, a richer set of inputs is possible; for example, we have worked on integrating log-likelihood ratios from HMM-based phonological attribute modes [43] ; this suggests it may be possible to incorporate information like that from the overlapping phonological attribute models of Sun and Deng [14] . Furthermore, one can associate input features with transitions in the CRF; Wang [44] explores the possibility of detecting phone and/or phonetic attribute boundaries and using these as transition features within the CRF.
In sum, this initial foray into the use of local posterior estimators as feature functions for CRFs suggests an exciting, new method that could be complimentary to other approaches and should be considered as a potential avenue for exploring a richer set of acoustic representations for automatic speech recognition.
