†a) , Member SUMMARY NAND-based block devices such as memory cards and solid-state drives embed a flash translation layer (FTL) to emulate the standard block device interface and its features. The overall performance of these devices is determined mainly by the efficiency of the FTL scheme, so intensive research has been performed to improve the average performance of the FTL scheme. However, its worst-case performance has rarely been considered. The present study aims to improve the worst-case performance without affecting the average performance. The central concept is to distribute the garbage collection cost, which is the main source of performance fluctuations, over multiple requests. The proposed scheme comprises three modules: i) anticipated partial log block merging to distribute the garbage collection time; ii) reclaiming clean pages by moving valid pages to bound the worst-case garbage collection time, instead of performing repeated block merges; and iii) victim selection based on the valid page count in a victim log and the required clean page count to avoid subsequent garbage collections. A trace-driven simulation showed that the worst-case performance was improved up to 1,300% using the proposed garbage collection scheme. The average performance was also similar to that of the original scheme. This improvement was achieved without additional memory overheads. key words: anticipated garbage collection, worst-case performance, hybrid mapping, flash translation layer, NAND-based block devices
Introduction
NAND flash memory has the advantages of low power usage, small size, light weight, silence, shock resistance, and a high read speed compared with hard disk drives (HDDs). Thus, NAND-based block devices have been used widely in mobile computing systems. Recently, they have replaced HDDs in the form of solid-state drives (SSDs) even in servers and data centers. NAND-based block devices are used widely in various applications and their requirements vary accordingly. In OLTP (online transaction processing) or soft real-time applications, a reasonable worst-case performance and a low variation in the response time are as important as the average performance. Previous studies of NAND-based block devices have mainly been directed at improving the average performance, and the worst-case performance has rarely been considered [1] . Thus, improving the worst-case performance without affecting the average performance is our main objective in the present study. The central concept is to distribute the garbage collection overheads over multiple write requests based on anticipated partial garbage collection. NAND flash memory is a type of electrically erasable programmable read only memory that consists of blocks. A block, which comprises multiple pages, is the unit of an erase operation. A page is a read/write unit. NAND flash memory has several advantages over HDDs, but there is a major constraint called erase-before-write. In order to write data to a page, the page should be clean, which means that it has not yet been written after being erased. Given that valid data in other pages in a block are removed by block erasure, it is not possible to implement an overwrite operation as an in-place update similar to that used in HDDs. Instead, NAND-based block devices deploy an out-of-place update, which writes data to a new clean page and invalidates the old page with the obsolete data. The locations of the valid data are changed by the out-of-place update during every write request, so the mapping table needs to be maintained between the sector number and its current location. Performing an out-of-place update while maintaining a mapping table is the main function of the firmware found inside NAND-based block devices, which is called the flash translation layer (FTL). The overall performance and the memory requirements of NAND-based block devices are determined primarily by the efficiency of the FTL algorithm.
FTL is classified into block mapping [2] , page mapping [3] , and hybrid mapping [1] , [4] - [6] , according to the mapping granularity between the logical address and physical address. The block mapping scheme that maps the address in a block unit has extremely poor performance with small random write patterns. By contrast, the page mapping scheme, where the mapping unit is a page, requires a large memory for the mapping table.
Hybrid mapping schemes combine both schemes. They use several blocks called log blocks as a write buffer, and these are managed by page mapping to cope with small write requests. The other blocks called data blocks are managed using block mapping to reduce the mapping table size. Among the hybrid mapping schemes, the fully associative sector translation (FAST) [5] , which allows data blocks to share log blocks, delivers a good average performance and has low memory consumption. However, its major drawback is a significant fluctuation in the response time, which degrades the worst-case performance. If there are no more clean pages in log blocks, garbage collection is initiated, which reclaims the victim log block by merging it with the associated data blocks. The merging process is performed repeatedly for each associated data block. Thus, the garbage collection time and the respective response time of write reCopyright c 2014 The Institute of Electronics, Information and Communication Engineers quests fluctuate severely in proportion to the degree of association.
To address this problem, an anticipated garbage collection scheme is proposed, where the main features are as follows. First, it reduces the associativity of the next victim log in advance. During each write request, a partial merge with one of the associated data blocks is performed until the association of the next victim log reaches zero. Second, when garbage collection is initiated, it reclaims clean pages by moving valid pages from the victim log instead of merging the victim repeatedly to bound the garbage collection time. Finally, it selects a victim log using a first-in-first-out (FIFO) scheme in the same way as the FAST scheme. However, if the candidate victim log is not sufficiently invalidated and moving valid pages cannot reclaim enough clean pages for a current write request, another log that is sufficiently invalidated is selected as the victim so subsequent garbage collection is not initiated after reclaiming clean pages by moving valid pages.
A realistic trace-driven simulation showed that the proposed scheme improved the worst-case write latency up to 1,300% without affecting the average performance, but with no additional memory overheads.
The remainder of the paper is organized as follows. Section 2 describes the FTL schemes in detail. Section 3 presents the anticipated garbage collection scheme, and Sect. 4 evaluates the performance improvement obtained with the proposed scheme. Finally, Sect. 5 gives our conclusions.
Flash Translation Layer
As described in the introduction, FTL is classified as page mapping, block mapping, and hybrid mapping, according to the mapping granularity. The block mapping scheme [2] uses a NAND block as the address mapping unit. During a write request, it searches for a clean block and writes the requested data to the block together with the unmodified data from the old block. The old block is then marked as invalid. Thus, the offset inside the block is not changed, even by an out-of-place update, and it is sufficient to maintain the location of each logical block, which reduces the memory requirements for the mapping table. If there are no more clean blocks, one of the invalidated blocks is reclaimed by the erase operation. A drawback of this method is its low average performance because of the excessive copying overheads of the unmodified pages. Even with a small overwrite request, the whole block needs to be copied.
The page mapping scheme [3] uses a NAND page as the address mapping unit. During a write request, it searches for a clean page and writes the requested data to the page. The old page is then invalidated. If the volume of the data is less than the page size, the unmodified data from the old page are copied together. Thus, the offset inside the page is not changed, which means that the mapping table should be maintained in a page unit. Garbage collection is initiated if there are no more clean pages, which selects a victim block and copies valid pages to a spare clean block. The victim block is then erased to produce a new spare clean block. Subsequent write requests are addressed using the previous spare block.
The page mapping scheme delivers a good average performance by fully utilizing clean pages. The garbage collection time is also bounded, except when there are too many valid pages in the victim block and the number of reclaimed clean pages is less than that required for the current request, which may cause a series of subsequent garbage collections. This problem is mitigated by a greedy victim selection scheme [7] , which victimizes the block with the lowest number of valid pages. However, if the device utilization level is high and the ratio of valid pages is high, this remains a barrier to achieving good performance. Another conspicuous drawback of this method is its high memory consumption. Given that a NAND page is 16 KB, the device capacity is 1 TB, and the physical location of a page is represented by 4 bytes, the mapping table size can reach 256 MB. In the same condition, the mapping table size for block mapping is 4 MB, assuming that a block comprises 64 pages. The memory requirement also increases as the device capacity increases. Thus, the page mapping scheme has a problem when deployed, except in memory-rich block devices.
To avoid excessive page copies during small write requests and to reduce the mapping table size, the block associative sector translation (BAST) scheme [4] , which is the first hybrid mapping scheme, uses a portion of the NAND blocks as a buffer for data blocks. The data blocks are managed by block mapping and the buffer blocks, which are called log blocks, are managed by page mapping. The log blocks and the data blocks have one-to-one associations, so a log block can be used only by one data block.
During a write request, the data are first written to the log block associated with the target data block. If there is no associated log block, a clean log block is allocated. If there is no clean page in the associated log block or no clean log block, garbage collection is initiated to reclaim a clean log block, which selects a victim log using a least recently used (LRU) scheme and merges it with the associated data block. During the merging process, a clean data block is allocated, the valid pages of the log block and the data block are copied to the clean data block in the logical page order, and the old data block and the log block are erased. Thus, the log block merge incurs two block erasures and N page reads & writes, where N denotes the number of pages in a block.
The drawback of the BAST scheme is that it is vulnerable to random write patterns. If the write requests are distributed throughout the entire space, clean log blocks are frequently lacking and the victim logs are merged with clean pages because the log block can only be used by one data block. This degrades the average performance significantly [5] .
To address the above problem, the FAST scheme [5] allows log blocks to be shared by multiple data blocks. During a write request, data are written to a current working log block, regardless of its sector number. If there is no clean page in the working log, a clean log block is allocated and used as a new working log. Garbage collection is initiated if there is no clean log block, which selects a victim log by FIFO replacement and merges it with the associated data blocks. Log blocks can be associated with multiple data blocks, so the merging process is performed repeatedly for the same number of times as the association degree. For example, if the victim log is associated with two data blocks, the merging process is performed two times. During each merge, a new clean data block is allocated, and the valid pages in the log blocks and the old data block are copied to the clean data block. After all of the merges are complete, the victim log and the old data blocks are finally erased. Thus, the garbage collection time increases in proportion to the association degree, which is calculated using Eq. (1), where A, N, T read , T write , and T erase denote the association degree, number of pages in a block, NAND page read time, NAND page write time, and NAND block erase time, respectively.
The FAST scheme delivers a good average performance by fully utilizing the clean pages in log blocks. However, the worst-case performance is significantly poor because of the high association degree of the victim logs.
The shared block associative sector translation (SBAST) scheme [6] is a variant of the BAST scheme, which can cope with random write patterns. SBAST allows a log block to be shared by multiple data blocks in a similar way to the FAST scheme. However, a data block can use only one log block, which differs from the FAST scheme. During a write request, the data are written to the log block associated with the target data block. If there is no associated log block, a clean log block or the LRU log block is allocated. If the LRU log block has more clean pages than the threshold, δ clean , it is shared with the target data block. By contrast, if the number of clean pages is below the threshold, the LRU log block is merged with the associated data blocks. Similar to the FAST scheme, the merging process is performed repeatedly for the same number of times as the association degree. The SBAST scheme has the same drawback of a poor worst-case performance, although its association degree tends to be lower than the FAST scheme.
The k-way associative sector translation (KAST) scheme [1] is a variant of the FAST scheme to improve the low worst-case performance. It restricts the maximal association degree of log blocks to K. If a log block is associated with K data blocks, it is not associated with another data block any more, even though it has clean pages. At garbage collection, the log block with the lowest association degree is selected as a victim. Therefore, the worst-case performance is greatly improved. The tradeoff is a degraded average performance. When a new log block is needed to serve a current write request and however all the log blocks are already associated with K data blocks, the garbage collection is performed and a log block that has clean pages is merged with the associated data blocks. This under-utilization of log blocks increases the frequency of garbage collection and thereby hurts the average performance.
Anticipated Garbage Collection
The main objective of our study is to improve the worst-case performance of hybrid schemes such as the FAST scheme, which deliver a good average performance by sharing log blocks. The poor worst-case performance is caused by a long garbage collection time when a victim log is highly associated, as demonstrated by Eq. (1). Thus, it is necessary to lower and constrain the association degree of victim logs, and we propose an anticipated garbage collection scheme for this purpose, which comprises three modules; anticipated partial log block merging to reduce the association degree of victim logs, moving valid pages instead of repeated block merging, and a victim selection scheme that considers the number of valid pages.
In the FAST scheme, the response time of write requests fluctuates severely, depending on the number of clean pages in the current working log and the association degree of the victim log. If the current working log has sufficient clean pages for the current request, the response time is very short. However, if garbage collection is performed to reclaim clean pages, the response time can be prolonged significantly depending on the association degree of the victim log. To reduce this fluctuation, we propose the performance of a partial log block merging in advance to decrease the association degree.
For example, let us assume that a page contains four sectors, a block has four pages, 100 NAND blocks are used as log blocks (L1 -L100), and the other 1000 blocks are used as data blocks (D1 -D1000). Currently, the first-in log in the FIFO list, which is expected to be the next victim, is associated with two data blocks (D2 and D3), and the working log has four clean pages ( Fig. 1 (a) ).
On an arrival of the write request of sector 0, the new data of sector 0 is written in first clean page of the working log, and the obsolete data of sector 0 in the data block (D1) is invalidated ( Fig. 1 (b) ). After serving the current write request, the anticipated garbage collection scheme merges the first-in log in the FIFO list with one of the associated data blocks. Thus, the first-in log is merged with its first associated data block (D2), and its association degree is decreased by one (Fig. 1 (b) ). In the merging process, the valid data of D2 (sector 24 and 28) and those of the first-in log (sector 16 and 20) were copied to a new clean data block (D1000), and then D2 was reclaimed by the erase operation.
This partial log block merging process is performed repeatedly during each write request until the association of the next victim log is reduced to zero. For example, after serving the write request of sector 4, the first-in log is merged with its associated data block (D3) (Fig. 1 (C) ). The valid data of D3 (sector 32 and 36) and those of the first-in log (sector 40 and 44) are copied to D999, and D3 is reclaimed to a clean block. As a result of the anticipated partial log block merging, the association degree of the first-in log is now zero.
The anticipated partial log block merging process will increase the response time of write requests by one data block merge time, i.e., (N * (T read + T write ) + T erase ), where N denotes the number of pages in a block. However, this also lowers the association degree of the victim logs, which improves the worst-case performance.
Anticipated partial log block merging decreases the association degree, but there is still a possibility that a victim log is highly associated. If the victim is reclaimed by the repeated block merge, the garbage collection time is still increased proportionally. To address this problem, the proposed scheme moves valid pages instead of a repeated block merge, which is similar to garbage collection in the page mapping scheme. For example, if we assume that the victim log has V valid pages, the proposed scheme copies the valid pages to one of the clean data blocks and erases the victim log. The erased victim log is moved to a clean data block and the data block where the valid pages are moved is switched to the current working log block. Moving valid pages bounds the garbage collection time to (V * (T read + T write ) + T erase ), regardless of the association degree of the victim log. The tradeoff is the reduced number of reclaimed clean pages. The proposed scheme reclaims (N − V) clean pages, whereas repeated block merge reclaims N clean pages. This may lead to more frequent garbage collection. However, this side effect is limited by the anticipated partial log block merge, which reduces the number of valid pages in the next victim log.
Another problem of moving valid pages is that it can lead to subsequent garbage collections if the number of reclaimed pages is less than the number of clean pages requested. For example, let us assume that 32 clean pages are needed to serve a current write request and no clean pages exist in the current working log. If a block contains 64 pages and the victim log selected as the FIFO replacement has 50 valid pages, there are still insufficient clean pages after moving valid pages, which reclaims 14 clean pages. Thus, further garbage collections need to be performed until the required number of clean pages is reclaimed. This may prolong the response time.
To address this problem, if the number of invalid pages in the next victim log block is less than the number of clean pages required, the proposed scheme selects another log as the victim, which has the same number or more invalid pages than the number of clean pages required to prevent subsequent garbage collections. The worst-case scenario is when a sufficiently invalidated log is not found, which occurs rarely. In this case, the most invalidated log is selected as the victim to minimize the number of subsequent garbage collections. Subsequent garbage collections are generally avoided by selecting a victim log after considering the number of invalid pages and the number of clean pages requested. This also gives the first-in log in the FIFO list with many valid pages more chance of reducing its number of valid pages and the association degree by the anticipated log block merge.
Thus, the anticipated garbage collection scheme reduces and constrains the garbage collection time by avoiding repeated merges of highly associated victim logs. The overheads of garbage collection are distributed over multiple requests, which help to enhance the worst-case performance significantly.
Performance Evaluation
A trace-driven simulation was performed to evaluate the performance of the proposed scheme. The simulator reads the I/O request information from the traces and counts the number of reading/writing NAND pages and erasing NAND blocks while serving the I/O requests. Finally, it calculates the average and the worst-case latency of the I/O requests based on the latencies of NAND operations.
The two traces were collected in windows PCs with a diskmon utility while installing programs, updating windows, editing documents, surfing the internet, and so on. The diskmon utility captures the read/write request information to a disk such as request issue time, start sector number, sector count to read/write, and so on.
The target partitions were formatted with NTFS file system. The partition size of the NTFS1 trace was 32 GB and the total volume of bytes written was 35 GB. The NTFS2 trace was collected from a partition of 70 GB. The total volume of written bytes was 187 GB. Table 1 shows the detailed information of the traces.
The NAND-based device was modeled to organize multiple NAND flash chips with a two-channel & four-way structure, which is common in large capacity NAND devices. In the two-channel & four-way structure, eight physical pages were read/written together [8] . Similarly, eight blocks were erased together. In other words, eight physical pages comprised one cluster page and eight physical blocks comprised one cluster block.
The read/write latency of a cluster page is calculated as Eq. (2) and (3) because two channels can transfer the data at the same time and reading/writing a physical page can be performed at the same time in each direction. C read , C write , P read , P write , and L channel denote read latency of a clustered page, write latency of a clustered page, read latency of a physical page, write latency of a physical page and channel latency, respectively. The erase latency of a cluster block is the same as the physical block erase latency as Eq. (4). The transfer latency of the command was neglected, because it was very short compared with transferring the data.
Each NAND flash chip was modeled according to the NAND specification [9] . A physical page was 2 KB and a physical block was 128 KB. The read and write latencies of a physical page were 25μs and 200μs, respectively. The erase latency of a physical block was 2ms. Transferring a physical page over a channel required 70μs. From these values, the clustered read/write/erase latencies were calculated using Eq. (2)-(4). Table 2 summarized the specification data of the target NAND-based block device. Figures 2 and 3 show the worst-case write latencies of the representative hybrid mapping schemes in the NTFS1 and in NTFS2 traces, respectively. The x-axis represents the log block ratio in the hybrid mapping schemes, which varied from 1-5% of the entire blocks, and the y-axis shows the worst-case write latency in milliseconds. FAST-AGC repre- Table 2 Specification of the NAND-based block device. sents the FAST scheme with the anticipated garbage collection process. In the KAST scheme, the maximal association was fixed to four, which balanced between the average performance and the worst-case performance.
The results showed that the FAST-AGC scheme delivered a similar worst-case latency to the BAST scheme and the KAST scheme. The latency was even shorter in NTFS2. Compared with the original FAST scheme, the worst-case write latency was reduced up to 1/13th in NTFS1 and 1/10th in NTFS2. As expected, decreasing the association of victim logs in advance and reclaiming clean pages by moving valid pages instead of repeated block merges was fairly effective in reducing the garbage collection time and the worst-case latency. Table 3 compares the detailed latency distribution of write requests. In the both the FAST scheme and the FAST-AGC scheme, the latencies of most requests were short. About a half of write requests delivered the latency under 1ms. However, the extremely long latency due to the excessive repeated block merge is observed in the FAST scheme. The latency above 1 second takes up 0.001% and the latency above 300ms reaches to 0.069%. Those long latencies were not generated in the FAST-AGC scheme, because it distributed the garbage collection cost.
However, a concern was the possibility of degrading the average performance. As described in Sect. 3, moving valid pages reclaims less clean pages and leads to more frequent garbage collection if the victim logs are not mostly invalidated. This can affect the average performance. However, it was interesting that the average performance of the FAST-AGC scheme was as good as that of the original FAST scheme, as shown in Figs. 4 and 5 . In all of the configurations tested, the average latency was almost the same as that with the FAST scheme. By contrast, the average write latency with the BAST scheme was 37% to 41% longer, because it does not share log blocks and the clean pages of log blocks are not fully utilized. The KAST scheme also delivered a significantly low average performance, especially when the log block ratio is low. Thus, the performance evaluations showed that the proposed scheme improved the worst-case performance significantly without degrading the average performance. Figure 6 - Fig. 9 show the ground truth data to explain the improvement achieved by the proposed scheme. The data are similar in NTFS1 and in NTFS2, so only those in NTFS2 are shown. Figure 6 , which shows the maximal association degree of victim logs, explains the poor worst-case performance of the FAST scheme. The victim log was associated with 34-45 data blocks, which meant that the victim log was merged repeatedly with these data blocks during garbage collection. The FAST-AGC scheme reduced the maximal association degree to 18-33 by partially merging the next victim log in advance. However, even with the anticipated log block merge, the maximal association was still high. Despite the high maximal association, the FAST-AGC scheme delivered a good worst-case performance by reclaiming clean pages by moving valid pages instead of repeated block merges.
A possible side effect of moving valid pages is more frequent garbage collection, and the average performance was degraded by reclaiming less clean pages than repeated block merges. The significance of this side effect depends on the number of valid pages in the victim logs. Figure 7 shows the average number of valid pages in the victim logs with the FAST-AGC scheme. As shown in Fig. 7 , the average number of valid pages was 0.003-0.022, which means that the victim logs had no valid pages in most cases due to the anticipated partial log block merge, and the number of clean pages reclaimed by moving valid pages was generally similar to that with repeated block merging. Therefore, the garbage collection count was not increased significantly, as shown in Fig. 8 where the ratio increased by 0.004-0.03%. Although garbage collection was slightly more frequent, the total block erase count was almost the same as that with the FAST scheme (Fig. 9 ) because less block erasures were performed during each garbage collection. Thus, the FAST-AGC scheme delivered the same average performance as the FAST scheme, but improved the worst-case performance significantly.
Conclusion
In this study, the significantly poor worst-case performance of hybrid mapping schemes was addressed. The poor worstcase performance is due to the high association degree of victim log blocks and the consequent repeated block merges required during garbage collection. The anticipated garbage collection method, which this work proposed for hybrid schemes, performs the partial block merge in advance on the next victim log after each write request until the association degree reaches zero, which distributes the log block merge time over multiple requests. However, even with the anticipated block merge, the victim logs are still highly associated in the worst case. To address this problem, the proposed scheme reclaims clean pages by moving valid pages instead of repeated block merges. Garbage collection time is restricted even if the victim log is highly associated.
The possible side effects of moving valid pages are: i) further garbage collections are required if there are less reclaimed clean pages than those requested, and ii) the average performance may be degraded by more frequent garbage collection. The first side effect is resolved by selecting a sufficiently invalidated log as the victim to service the current write request. The second side effect is addressed by the anticipated partial log merge, which decreases the association degree and the number of valid pages in the next victim logs.
The trace-driven performance evaluation results showed that the proposed scheme improved the worst-case performance significantly without degrading the average performance. The worst-case performance was similar to that with the BAST scheme, where the log association is always one, and the average performance was the same as that with the original FAST scheme.
