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Abst rac t - -Our  object is to introduce g(G), the e-mail gossip number of a connected graph G, and 
derive a simple equation expressing this new invariant in terms of the known [1] connected omination 
number cd(G). As a corollary we see that determining each of these numbers is NP-hard. In general 
we follow the graph theoretic notation and terminology of [2]. Throughout G = (V, E) is a connected 
graph with IV] = n nodes. 
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1.  GOSSIP  NUMBER 
The gossip number of a connected graph G can be described intuitively as follows: each of the 
n nodes vl, v2 , . . . ,  vn stands for a person who knows an item (of information) not known to any 
of the n - 1 others. A "phone call" is an edge v~v3 of G, regarded as a "show and tell" event, a 
complete disclosure of all the items then known to each of v~ and vj. Then the gossip number, 
g(G), is the smallest number of phone calls required for each person to acquire knowledge of all 
n items. This definition can also be given in a strictly formal graph theoretic manner as the 
smallest number of terms in a sequence of edges of G satisfying a certain property. 
We now introduce the e-mail gossip number. As everybody on the Internet knows, one can send 
by e-mail the same information to several people in one message. We assume that each e-message 
from node vi in graph G is sent to everyone in N(v~), the neighborhood f v~ consisting of all 
nodes adjacent o v~. The e-mail gossip number, eg(G), is the smallest number of e-messages 
needed for each person to acquire all n items. This new invariant of a graph can also be defined 
formally. 
We illustrate eg(G) for complete graphs and cycles. 
1. eg(K, )  = n, as any sending sequence of all n nodes will do, and 
2. eg(C,O = 2n - 3 using the following sending node sequence 
Vl,V2, • . .  ,Vn,VI~U2,. . .  ,Vn-- 3. 
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2. DOMINAT ION INVARIANTS 
The research literature of graph theory continues to grow dramatically, and that of domination 
in graphs is currently explosive within graph theory! The closed neighborhood N[v] of a vertex v 
is defined to be N(v) t3 {v}. Each node v of a connected graph G dominates all the nodes in 
its closed neighborhood N[v]. We have a dominating set S C V(G) when each node not in S is 
dominated by some node in S: 
U N[v] = V(G). 
YEs  
The domination umber of G is the smallest cardinality of a dominating set. The vast liter- 
ature on domination includes the bibliography compiled by Hedetniemi and Laskar [3] and the 
forthcoming definitive work by Haynes, Hedetniemi and Slater [4]. 
The connected omination umber cd(G) is the minimum number of nodes in a dominating 
set S such that the induced subgraph (S) is connected. For example, the domination umber of 
the hexagon Cs is 2, but cd(Cs) -- 4. This invariant was introduced in [1]. 
3. RESULT  
• Our purpose in this note is to derive a simple linear equation expressing eg(G), the e-mail 
gossip number, in terms of cd(G), the connected omination umber. Recall that a postorder of 
a rooted tree is a linear ordering of its vertices in which any node appears after all of its children, 
and a preorder is an ordering of the vertices in which each node appears before any of its children. 
THEOREM 1. The e-mail gossip number of a graph G = (V, E) with n vertices is given by: 
eg(a) = n - 1 + cd(a). 
PROOF. We first show that eg(G) > n - 1 + cd(G). Let u be the last node which sends its 
message in an optimal e-mail sequence of messages which achieves eg(G). Since every node must 
send its item, there are at least n - 1 messages sent before the first message from u. It is now 
convenient to make a simple observation. 
LEMMA 2. Let v be an arbitrary node, and let a be the information item originally known only 
to node v. Then the set S of all nodes that first send a to their neighbors forms a connected 
dominating set of G. 
PROOF. At first only v knows a. After eg(G) is realized, every node knows a. Therefore for 
each node u, either u E S or u is adjacent o a node of S from which u obtained a. Hence, S is 
a dominating set of G. The subgraph (S) induced by S is connected, as can easily be shown by 
induction on [S[, the cardinality of S. | 
By the above lemma, the set of nodes that transmit message a form a connected ominating 
set S of G so that [S[ > cd(G). Therefore the number of messages needed to attain the e-mail 
gossip goal is at least n - 1 + cd(G). 
We now show that eg(G) < n - 1 + cd(G). We first prove the following lemmas. 
LEMMA 3. Let T be a tree rooted at node r. Let T have x internal nodes (including r). Then 
items can be distributed from r to a11 other nodes o fT  using x e-messages. 
PROOF. The messages start from the root and proceed own the tree level-by-level in a preorder 
(breadth-first) fashion. First the root r sends an e-message to its children in T. Then each of the 
nodes which are children of the root, if it is not a leaf node, sends an e-message to its children, 
and so on. Once all x of the internal nodes have sent out their e-messages, all nodes of the tree 
have received the items sent by r. | 
The E-Mail Gossip Number 17 
LEMMA 4. Let T be a tree with n nodes, and let T be rooted at node r. All the items being 
held at a11 the nodes can be collected at r using n - 1 messages. 
PROOF. The proof is similar to the proof of Lemma 3. Here nodes send their messages up the 
tree towards the root, in the order of increasing height in the tree in a postorder fashion. In 
other words, the leaf nodes of T (nodes at height 0) send their items first, followed by nodes all 
of whose children are leaves (nodes at height 1), and so on. Once all n - 1 of the nonroot nodes 
have sent their messages, the root receives all the items held by the nodes initially. | 
Let C be a minimum connected ominating set of G so that [C[ = cd(G). Consider a fixed 
node r E C of G and a spanning tree T of G rooted at r. Collect all the items at r using n - 1 
messages by using postorder in T, as in Lemma 4. Send out these items using cd(G) messages 
by using a preorder transmission i  a spanning tree rooted at r in the induced subgragh (C), as 
in Lemma 3. The total number of messages so obtained is n - 1 + cd(G), which is thus an upper 
bound for eg(G). This completes the proof of Theorem 1. | 
COROLLARY 5. Given a graph G = (V, E) .and a positive integer k, the problems of deciding 
whether eg(G) < k and whether cd(G) < k are NP-complete. 
PROOF. By Theorem 1 these two problems are equivalent. To prove that determining the value 
of cd(G) is NP-hard,  we note a straightforward reduction from the Maximum Leaf Spanning 
Tree problem (ND2 in the book of Garey and Johnson [5]) is known. The set of nonendnodes of
a spanning tree of a graph with n >_ 3 nodes is obviously a connected ominating set. Similarly, 
given such a set M, it is easy to obtain a spanning tree in which the nodes of V - M are leaves. 
Hence, cd(G) <_ k if and only if G has a spanning tree with at least n - k leaves. 
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