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Abstract
We prove a scaling limit result for random walk on certain random planar maps with its
natural time parametrization. In particular, we show that for γ ∈ (0, 2), the random walk on
the mated-CRT map with parameter γ converges to γ-Liouville Brownian motion, the natural
quantum time parametrization of Brownian motion on a γ-Liouville quantum gravity (LQG)
surface. Our result applies if the mated-CRT map is embedded into the plane via the embedding
which comes from SLE / LQG theory or via the Tutte embedding (a.k.a. the harmonic or
barycentric embedding). In both cases, the convergence is with respect to the local uniform
topology on curves and it holds in the quenched sense, i.e., the conditional law of the walk given
the map converges.
Previous work by Gwynne, Miller, and Sheffield (2017) showed that the random walk on the
mated-CRT map converges to Brownian motion modulo time parametrization. This is the first
work to show the convergence of the parametrized walk. As an intermediate result of independent
interest, we derive an axiomatic characterisation of Liouville Brownian motion, for which the
notion of Revuz measure of a Markov process plays a crucial role.
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1 Introduction
1.1 Background
The mathematical study of random walks on random planar maps goes back to the seminal paper
of Benjamini and Schramm [BS01]. This paper was motivated by contemporary works by Ambjørn
et al. [AAJ+99,ANR+98] which introduced and studied (in a nonrigorous way) a notion of diffusion
in the geometry of Liouville quantum gravity. As we will discuss in more detail below (and partly
make rigourous in this paper), this diffusion can heuristically be thought of as a continuum limit
of random walk on random planar maps. Benjamini and Schramm proved recurrence of any local
limit of a sequence of randomly rooted planar graphs, subject to a bounded degree assumption,
and initiated a remarkably fruitful program of research aiming to describe properties of random
walks on random planar maps, especially random walks on the so-called Uniform Infinite Planar
Triangulation (UIPT) as well as other models of random planar maps in the same universality class.
In the years since then, this program of research has blossomed into a very rich and quickly
expanding area of probability theory. We will not attempt to give a complete review of this literature
here. Instead, we mention a few highlights and refer to [Cur16,GHS19b] as well as the excellent
lecture notes by Nachmias [Nac20] for relevant expository articles. The UIPT was constructed
by Angel and Schramm in [AS03]. Gurel-Gurevich and Nachmias [GGN13] removed the bounded
degree assumption of [BS01] and replaced it by an exponential tail on the degree of the root vertex
of the map (in particular applying to the UIPT). The random walk on the UIPT was proved to be
subdiffusive by Benjamini and Curien in [BC13] through the consideration of the so-called pioneer
points which were analyzed in great detail. More recently, the exact value of the diffusivity exponent
on the UIPT (equal to 1/4) was obtained through the combination of two works: a paper by Gwynne
and Miller [GM17] which proves the lower bound for the diffusivity exponent and also computes the
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spectral dimension, and a paper by Gwynne and Hutchcroft [GH18] which proves the upper bound
for the diffusivity exponent.
Naturally, these developments cannot be dissociated from the remarkable progress in the
understanding of the purely geometric features of these random maps, culminating for instance in
the convergence of random planar maps (viewed as random metric spaces) to the Brownian map
which was proven by Le Gall [Le 13] and Miermont [Mie13], see for instance the survey [Le 14].
On the continuum side, the paper by Duplantier and Sheffield [DS11] provided a framework
(corresponding to the DDK ansatz [Dav88, DK89]) for building a continuum theory of Liouville
quantum gravity (LQG) based on a rigorous construction of the volume form associated with the
formal metric tensor
eγh (dx2 + dy2) (1.1)
where h is a variant of the Gaussian free field on a planar domain, dx2 + dy2 is the Euclidean metric
tensor on that domain, and γ ∈ (0, 2) is a constant (which is related to the type of random planar
map being considered). In [DS11], the volume for associated with (1.1) is understood as a random
measure (in fact, this random measure is a special case of the theory of Gaussian multiplicative chaos,
which was initiated in [Kah85]; see [RV11] and [Ber] for additional context). A rigorous construction
of a continuum diffusion in the geometry associated with (1.1) was proposed in [GRV16, Ber15],
for every parameter γ ∈ (0, 2). This diffusion, called Liouville Brownian motion (LBM) and
described in more details below, is widely conjectured to be the scaling limit of simple random
walks on many models of random planar maps. Much is now known about the behaviour of LBM,
including a rigorous verification in [RV14b] of the predictions made in [ANR+98] about the spectral
dimension; as well as several works considerably refining our understanding of its heat kernel: see,
e.g., [GRV14,DZZ18,AK16,Jac18,MRVZ16,BGRV16].
However prior to the present paper there were no rigorous results relating the behaviour of
simple random walk on natural models of random planar maps to Liouville Brownian motion. The
main purpose of this paper is to establish the first such result, in the case of random walk on the
so-called mated-CRT random planar maps. These random planar maps are in some sense more
directly connected to Liouville quantum gravity than other random planar map models (thanks to
the results of [DMS14]) and will be described in more detail below. Interestingly, mated-CRT maps
also provide a coarse-grained approximation to many other models of random planar maps (see
Remark 1.1). The main result of this paper is that for any parameter γ ∈ (0, 2), the scaling limit of
simple random walk on the mated-CRT planar map with parameter γ is Liouville Brownian motion
with the same parameter. See Theorems 1.2 and 1.4 for precise statements, including the topology
of convergence. Our results build on the earlier work [GMS17], which shows that the random walk
on the mated-CRT map converges to Brownian motion modulo time parametrization.
1.2 Setup
Infinite-volume mated-CRT maps. Mated-CRT maps are a one-parameter family of random
planar maps, indexed by γ ∈ (0, 2), which were first used implicitly in [DMS14] and studied more
explicitly in [GHS19a,GMS17].
We start with a brief description of infinite-volume mated-CRT maps, with the topology of the
plane. In this case, the basic data is provided by a pair of correlated real-valued two-sided Brownian
motions (Lt, Rt)t∈R such that L0 = R0 = 0 and with correlation coefficient given by − cos(piγ2/4),
i.e.,
cov(Lt, Rt) = − cos
(
piγ2
4
)
|t|.
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Figure 1: Left: A geometric description of the definition of the mated-CRT map. We consider the
restrictions of L and R to some interval (in this case, [0, 12ε]). We then draw the graphs of the
restrictions of L and C −R to this interval in the same rectangle in the plane, where C is a large
constant chosen so that the graphs do not intersect. The adjacency condition (1.2) for L (resp. R) is
equivalent to the condition that there is a horizontal line segment under the graph of L (resp. above
the graph of C − R) which intersects the graph only in the vertical strips [x − ε, x] × [0, C] and
[y − ε, y]× [0, C]. For each pair (x, y) for which this adjacency condition holds, we have drawn the
lowest (resp. highest) such horizontal line segment in green. Right: Illustration of a proper planar
embedding of the given portion of the mated-CRT map which realizes its planar map structure.
Trivial edges (resp. L-edges, R-edges) are shown in black (resp. red, blue). A similar illustration
appeared as [GMS19, Figure 1].
The mated-CRT map is the map obtained by gluing discretized versions of the the (non compact)
Continuum Random Trees defined by L and R. More precisely, for a given ε > 0, the mated-CRT
map with scale ε is the random graph Gε whose vertex set is VGε = εZ and where there is an edge
between two vertices x, y ∈ εZ (with x < y) if and only if:(
inf
t∈[x−ε,x]
Xt
)
∨
(
inf
t∈[y−ε,y]
Xt
)
≤ inf
t∈[x,y−ε]
Xt (1.2)
where X can be either L or R. Note that in this definition x is always connected to x+ ε via both L
and R, but we only include one such edge in this case (let us call such an edge trivial). If y > x+ ε
it is possible that (1.2) is satisfied for neither, one, or both of L and R: in the case when (1.2) is
satisfied for both L and R there are two edges joining x and y. When y > x+ ε and (1.2) is satisfied
we call the corresponding edge nontrivial. A nontrivial edge can be of two types: type L or type R
depending on whether (1.2) is satisfied with X = L or X = R. By Brownian scaling, it is clear that
the law of Gε viewed as a graph does not depend on ε, but for reasons we will explain just below it is
convenient to consider the whole family of graphs {Gε}ε>0 constructed from the same pair (L,R).
Note that the condition (1.2) says that there are times s ∈ [x− ε, x] and t ∈ [y − ε, y] such that
s and t are identified in the equivalence relation used to construct the CRT associated with L or R.
The definition of the mated-CRT map can therefore indeed be thought of as a gluing of discretized
versions of the CRT’s associated to L and R.
In order to turn the graph Gε into a (rooted) planar map we first specify the root vertex to be
the trivial edge from 0 to ε. In a planar map there is also a notion of counterclockwise cyclical
4
order on the edges surrounding a given vertex. For the mated-CRT map, this ordering is obtained
as follows. We order the L-edges emanating from a given vertex x ∈ εZ by giving them the order
they inherit from their endpoints on εZ. We order the R-edges in the reverse way, and declare
that the L-edges come before the R-edges. The L-edges and the R-edges are separated by the two
trivial edges emanating from x. With this order, it is easy to see why a proper planar embedding of
this graph exists (i.e., an embedding in which the edges do not overlap). Simply draw the R-edges
on one side of εZ in the plane and the L-edges on the other, and observe that the R-edges (and
equivalently the L-edges) can be drawn without overlapping: if s1 < s2 and t1 < t2 are identified
in R, then either s1 < s2 < t1 < t2 or s1 < t1 < t2 < t2. See Figure 1 for an illustration. We note
that with this planar map structure, the mated-CRT map is in fact a triangulation; see the caption
of [GMS19, Figure 1] for an explanation.
Remark 1.1 (Connection to other random planar map models). The above construction of the
mated-CRT map is motivated by a class of combinatorial bijections called mating of trees bijections.
Basically, such bijections tell us that certain natural random planar maps decorated by statistical
mechanics models can be constructed via discrete analogs of the above construction of the mated-
CRT map, with the two coordinates of a random walk on Z2 (with an increment distribution
depending on the map) used in place of (L,R). Examples of planar maps which can be encoded in
this way include uniform triangulations decorated by site percolation configurations [Ber07a,BHS18]
as well as planar maps decorated by spanning trees [Mul67,Ber07b], the critical Fortuin-Kasteleyn
cluster model [DS11,Ber07b], or bipolar orientations [KMSW19]. Due to the convergence of random
walk to Brownian motion, the mated-CRT map can be viewed as a coarse-grained approximation of
these other random planar maps. This coarse-graining can sometimes be used to transfer results
from the mated-CRT map to other random planar maps, as is done, e.g., in [GHS17,GM17,GH18].
Currently, however, the estimates comparing mated-CRT maps to other maps are not sufficiently
precise to transfer scaling limit results like the one proven in this paper.
Finite volume mated-CRT maps. Mated-CRT planar maps can also be defined in finite volume
with other topologies such as the disk. In this version, L and R are two correlated Brownian motions
over the time-interval [0, 1] (instead of the entire real line R), start from L0 = R0 = 0 and are
conditioned so that (Lt, Rt)0≤t≤1 remains in the positive quadrant [0,∞)2 until time 1 and ends up
in the position (1, 0) at time one. (This is a degenerate conditioning; see [MS19] for a construction,
building on the cone excursions studied by Shimura in [Shi85].) We call such a pair a Brownian
excursion in the quadrant. The vertex set of the mated-CRT map with the disk topology is then
taken to be VGε = εZ∩ [0, 1] instead of εZ, but apart from that the definitions above stay the same.
Note that the tree encoded by R is a standard (compact) Continuum Random Tree, whereas the
one encoded by L also comes with a natural boundary. More precisely, we define boundary vertices
∂Gε as the set of vertices x ∈ εZ ∩ [0, 1] such that
inf
t∈[x−ε,x]
Lt ≤ inf
t∈[x,1]
Lt. (1.3)
See Figure 2 for an illustration.
Tutte embedding. The advantage of working in the finite volume setup discussed above (as
opposed to say the earlier whole plane setup) is that the Tutte embedding can be defined in a
straightforward way. The Tutte embedding of a graph is a planar embedding which has the property
that each interior vertex (i.e., a vertex not on the boundary) is equal to the average of its neighbours.
Equivalently, the simple random walk on the graph is a martingale. A concrete construction in
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Figure 2: Left: The conditioned correlated Brownian motion (L,R) used to construct the mated-
CRT map with the disk topology. Right: The analog of Figure 1, left, for the disk topology, with
ε = 1/12. We have x ∈ ∂Gε if and only if there is a horizontal line segment under the graph of L
which intersects the graph of L only in [x− ε, x] ∩ [0, C] and also intersects {1} × [0, C]. Here the
boundary vertices are ε, 2ε, 10ε, 11ε, and 12ε.
the case of a finite volume mated-CRT map is as follows. We first choose a marked root vertex of
the mated-CRT map by sampling t uniformly from [0, 1] and letting xε ∈ (εZ) ∩ [0, 1] be chosen
so that t ∈ [xε − ε,xε]. Let x1 < . . . < xk denote the vertices of the boundary ∂Gε, in numerical
order. Let p(xk) denote the probability that simple random walk on Gε, started from xε, first hits
∂Gε in the arc {x1, . . . , xk}. Then the boundary vertices x1, . . . , xk are mapped (counterclockwise)
respectively to z1 = e
2ipip(x1), . . . , zk = e
2ipip(xk). This makes it so that the harmonic measure from
xε approximates Lebesgue measure on ∂D. As for the interior vertices, if x ∈ VGε, let ψε : VGε → C
denote the unique function which is discrete harmonic on VGε \ ∂Gε and whose boundary values are
given by ψε(xi) = zi. This gives an embedding of the vertices of the graph (into the unit disk D, by
an argument similar to the maximum principle). A theorem of Tutte [Tut63] then guarantees that
if the edges of the graph are drawn as straight lines then the edges can overlap but not cross.
SLE/LQG embedding. One of the reasons the mated-CRT maps (either in finite or infinite
volume) are convenient is that, due to the main result of [DMS14], they admit an elegant alternative
description given by a certain type of γ-LQG surface (represented by a random distribution h in
a portion D ⊂ C of the complex plane), decorated by an independent space-filling version of a
Schramm-Loewner evolution (SLE) curve η with parameter κ = 16/γ2 ∈ (4,∞). The notion of
LQG surfaces will be described in greater details in Section 2.2, but let us nevertheless describe the
embedding as succinctly as possibly, deferring the definitions to that section. See Figure 3 for an
illustration.
We start with the infinite volume case, which is slightly easier to explain. In that case, D = C
and h is the random distribution corresponding to a so-called γ-quantum cone. Since the law of h
is locally absolutely continuous with respect to that of a Gaussian free field one can define a volume
measure µh which is a version of the LQG measure (or Gaussian multiplicative chaos) associated to
h. One way to define this measure is as follows. For z ∈ C and ε > 0, let hε(z) be the average of h
over the circle of radius ε centered at z. Then for any open set A ⊂ C,
µh(A) = lim
ε→0
∫
A
εγ
2/2eγhε(z)dz (1.4)
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Figure 3: Illustration of the LQG / SLE embeddding of the mated-CRT map in the disk case (a
similar figure appears in [GMS17]). Left: A segment of a space-filling curve η : [0, 1]→ D, divided
into cells η([x − ε, x]) for x ∈ (εZ) ∩ (0, 1]. The order in which the cells are hit is shown by the
orange path. This figure looks like what we would expect to see for κ ≥ 8 (γ ≤ √2), since the cells
are simply connected. Middle: To get an embedding of the mated-CRT map, we draw a red point
in each cell and connect the points whose cells share a corresponding boundary arc. Right: Same
as the middle picture but without the original cells, so that only the embedded mated-CRT map is
visible.
in probability (see, e.g., [DS11,Ber17]). In fact the convergence was shown to be a.s. in [SW16].
The curve η mentioned above is in the whole-plane case a whole-plane space-filling SLEκ
from ∞ to ∞, sampled independently from h. When κ ≥ 8, i.e. when γ ≤ √2, whole-plane SLEκ
is already space-filling and η is then nothing but an ordinary whole-plane SLE from ∞ to ∞.
However, when κ ∈ (4, 8) ordinary SLE is not space-filling and the construction is more complicated,
see [MS17, Section 1.2.3] and Section 2.2.2. This choice of (h, η) corresponds to the setting of the
whole-plane mating of trees theorem [DMS14, Theorem 1.9].
Let us now describe the disk case, which is slightly more involved. In this case, D = D is the
unit disk and h is the random distribution corresponding to a type of quantum surface known as a
quantum disk with unit area and unit boundary length. Such a surface does not normally come
with a specified marked point either on the boundary or in the bulk, but we add a marked point on
the boundary by sampling from the boundary length measure (the appropriate analogue of (1.4)
restricted to the boundary).
The curve η is a space-filling SLEκ loop from the marked boundary point to itself (with
loops being filled in clockwise). Such a curve is obtained as the limit of a chordal space-filling
SLEκ between two boundary points x and y, as y → x; see Section 2.2.2 for more details. This
setup corresponds essentially to the (finite volume) mating of trees theorem proved by Ang and
Gwynne [AG19, Theorem 1.1], with two unessential differences: one is that the loops of η are filled
counterclockwise in [AG19] (corresponding to the Brownian pair (L,R) ending on the R axis instead
of the L axis as is the case here). The second is that the paper [AG19] describes the situation
corresponding to unit boundary length (but random area). The corresponding mating of trees
theorem for the case we need here is naturally obtained by conditioning on the total area, whose
law is described in [AG19, Theorem 1.2].
In both setups, since the curve η is space-filling, it can be reparametrized by µh-area: in any time
interval of length t, the curve covers an area of mass t. The LQG embedding of mated-CRT
planar maps is then as follows. Each vertex x ∈ VGε corresponds to a cell η([x − ε, x]) with
appropriate modifications for the last cell if ε is not of the form 1/n for some n ≥ 1. Two cells are
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declared adjacent if their intersection is nonempty and contains a nontrivial curve1. It is not hard
to see via the mating of trees theorems mentioned earlier (Theorem 1.9 in [DMS14] and Theorem 1.1
in [AG19]) that this gives an alternative and equivalent construction of the mated-CRT planar maps
in the respective setups. Concretely, this gives an a priori embedding of the mated-CRT planar map
into the domain D (either the whole plane or the disk) obtained by sending each vertex x to a point
of the corresponding cell. This embedding is extremely useful to carry out concrete computations
on the mated-CRT planar maps. Furthermore, it is closely related to the Tutte embedding: indeed,
one of the main results of [GMS17] implies that the Tutte embedding converges uniformly to the
SLE embedding. More precisely, if ψε denotes the Tutte embedding of the mated-CRT map with
the disk topology, as above, then
max
x∈VGε
|ψε(x)− η(x)| → 0 (1.5)
in probability; see (3.3) in Section 3.4 of [GMS17].
Liouville Brownian motion. Let h be either field considered in the preceding section, i.e., a
γ-quantum cone with circle average embedding or a unit quantum disk. Along with an area measure
µh on D, it is possible to associate to the field h a diffusion X, called Liouville Brownian motion.
We give a few more details now. Let z ∈ D, let Bz denote a standard planar Brownian motion in D
started from z and let τ denote its exit time from D. By definition2 (see, e.g., [Ber15, GRV16]),
Liouville Brownian motion is defined as the time-change Bzφ−1(t), where the Liouville clock φ satisfies
φ(t) = lim
ε→0
∫ t∧τ
0
εγ
2/2eγhε(B
z
s )ds.
In fact, for technical reasons our results will require applying a fixed global rescaling of time, chosen
so that the median of the time needed by Liouville Brownian motion on a γ-quantum cone to leave
a fixed Euclidean ball, say the ball B1/2 of radius 1/2 centered at zero, is one. In other words, if h
is the circle average embedding of a γ-quantum cone,
τ1/2 = inf{t > 0 : |Bφ−1(t)| ≥ 1/2},
and if m0 is its (annealed) median, then our scaled Liouville Brownian motion is by definition
Xzt = B
z
φ−1(tm0). (1.6)
Note that m0 is defined w.r.t. the circle average embedding of a γ-quantum cone, regardless of what
field h we are using to define the Liouville Brownian motion.
1When κ ≥ 8, this second condition is in fact not necessary. On the other hand, when κ ∈ (4, 8), an SLEκ curve is
self-touching, resulting in pinch points for the cells formed by the space-filling curve. On either side of such a pinch
point could be two different cells, but our definition ensures that these are nevertheless not declared adjacent, even
though they intersect at the pinch point.
2In fact, the works [Ber15,GRV16] focus on slightly different versions of the field h where instead of a γ-quantum
cone or quantum disk, h is a Dirichlet GFF. Extending this definition to the case of a γ-quantum cone or to a
quantum disk is relatively straightforward: in particular, in the case of the quantum cone one needs to check that
the process does not stay stuck at zero (due to the γ-log singularity). This is easily confirmed since the expected
time for the LBM started from 0 to reach the boundary of the unit disk, say, given the quantum cone h, is given by∫
D
GrD(0, y)µh(dy) <∞ a.s. (where GrD is the Green’s function on the disk). The finiteness of this last integral can
be checked by splitting the disk into dyadic annuli and considering the contribution of each annulus.
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1.3 Main results
Our main result will come in two versions, corresponding respectively to the whole plane and
disk setups. We start with the whole-plane case. In this case, we work only with the SLE/LQG
embedding since the Tutte embedding is harder to define if we do not have a boundary. Let (h, η)
denote the γ-quantum cone decorated by an independent space-filling SLE describing the SLE/LQG
embedding of the whole plane mated-CRT planar maps (Gε)ε>0 with parameter γ, as described
above. We assume that h is the circle-average embedding of the γ-quantum cone.
For z ∈ C and ε > 0, let Xz,ε : N0 → VGε be the simple random walk on Gε started from x,
where x ∈ VGε = εZ is chosen so that z belongs to the cell η([x− ε, x]) (there is a.s. a unique such x
for each fixed z ∈ C; for the atypical points for which there are multiple possibilities, we arbitrarily
choose the smallest possible value of x). We extend the domain of definition of the embedded walk
N0 3 j 7→ η(Xz,εj ) from N0 to [0,∞) by piecewise linear interpolation. Also let
mε :=
(
median exit time of η(X0,ε) from B1/2
)
(1.7)
where B1/2 is the Euclidean ball of radius 1/2 centered at 0. Note that this is an annealed median,
i.e., we are not conditioning on (h, η) and so mε is deterministic. In this whole plane setup, our
main result is the following theorem.
Theorem 1.2. For each z ∈ C, the conditional law of the embedded, linearly interpolated walk
(η(Xz,εmεt))t≥0 given (Lt, Rt)t∈R (equivalently, given (h, η)) converges in probability to the rescaled
law of γ-Liouville Brownian motion started from z associated with h, defined in (1.6), with respect
to the Prokhorov topology induced by the local uniform metric on curves [0,∞)→ C. In fact, the
convergence occurs uniformly over all points z in any compact subset of C.
Remark 1.3. Our proof shows that there is a constant C > 1 depending only on γ such that the
time scaling constants mε of (1.7) satisfy
C−1ε−1 ≤ mε ≤ Cε−1, for all sufficiently small ε > 0. (1.8)
We do not know that εmε converges, so we do not get convergence in Theorems 1.2 and 1.4 when
we scale time by 1/ε instead of by mε. See, however, Section 1.4.
We now give our theorem statement in the disk case. The theorem is similar to the whole-plane
case except that we state it for the more intrinsic Tutte embedding (rather than the a priori LQG
embedding, although the result is also valid for this latter embedding). Let (h, η) denote the
quantum disk decorated by an independent space-filling SLE describing the SLE/LQG embedding
of the mated-CRT maps (Gε)ε>0 with the disk topology and parameter γ, as described above. We
assume that the marked point for h (equivalently, the starting point for η) is 1. Let ψε : VGε → C
be the Tutte embedding of Gε, as defined in Section 1.2. For z ∈ D and ε > 0, let Xz,ε : N0 → VGε
be the simple random walk on Gε started from x, where x = x(z, ε) ∈ VGε = εZ ∩ [0, 1] is chosen to
be a vertex such that z is closest to ψε(x). In case of ties, pick x arbitrarily among the possible
choices. We extend the domain of definition of the embedded walk N0 3 j 7→ ψ(Xz,εj ) from N0 to
[0,∞) by piecewise linear interpolation. Let mε be as in (1.7) (note that we define mε in terms of
the whole-plane mated-CRT map in both the whole-plane and disk settings).
Theorem 1.4. For each z ∈ D, consider the conditional law of the embedded, linearly interpolated
walk (ψε(Xz,εmεt))t≥0, given (Lt, Rt)t∈[0,1] (equivalently, given (h, η)). As ε→ 0, these laws converge
in probability to the rescaled law of γ-Liouville Brownian motion started from z associated with h,
defined in (1.6), stopped upon leaving the unit disk D, with respect to the Prokhorov topology induced
by the local uniform metric on curves [0,∞)→ C. In fact, the convergence occurs uniformly over
all points z in any compact subset of D \ {1}.
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Due to (1.5), Theorem 1.4 is equivalent to the analogous statement with the SLE/LQG embedding
in place of the Tutte embedding. Note that we only claim uniform convergence on compact subsets
of D \ {1} in Theorem 1.4, not uniform convergence on all of D. We know that the random walk on
Gε converges to Brownian motion modulo time parametrization uniformly over all starting points
in D [GMS17, Theorem 3.4] (in the quenched sense). We expect that the result of Theorem 1.4
also holds uniformly over all z ∈ D, but in order to prove this one would need some arguments
to prevent the walk started near the marked point 1 from getting “stuck” and staying in a small
neighborhood of 1 for an unusually long time without hitting ∂D.
As we explain below, our proof of Theorem 1.2 relies on the one hand on proving a tightness result
for the conditional law of {η(Xz,εmεt)}t≥0 given (h, η), and on the other hand on a characterization
statement for the subsequential limits. We believe that some elements in the structure of this proof
could probably also be used in future work about scaling limits results for random walks on different
models of random planar maps. In particular, our proof establishes the following characterization
of Liouville Brownian motion, which is of independent interest. We state this result somewhat
informally, deferring the actual necessary definitions and full statement to Section 7 and in particular
Proposition 7.10.
Theorem 1.5. Let h be the random distribution associated with the circle average embedding of
a γ-quantum cone. Suppose that we are given a coupling of h and a random continuous function
P = {Pz : z ∈ C} which takes each z ∈ C to a (random) element Pz of the space Prob(C([0,∞),C))
of probability measures on random continuous paths in C started from z. Suppose that the following
conditions hold:
• Conditional on (h, P ), a.s. for each z ∈ C the process with the law Pz is Markovian;
• For each z ∈ C, Pz has the law of a (random) time-change of a standard Brownian motion
starting from z;
• P leaves the Liouville measure µ = µh associated to h invariant.
Then there is a (possibly random) constant c such that for each z ∈ C, Pz coincides with the law of
(Xzct, t ≥ 0), where Xz is a Liouville Brownian motion associated with h, starting from z.
1.4 Outline
Most of the paper is devoted to the proof of Theorem 1.2. See Section 7.4 for an explanation
of how one deduces Theorem 1.4 from Theorem 1.2 using (1.5) and a local absolute continuity
argument. It is shown in [GMS17, Theorem 3.4] that, in the setting of Theorem 1.2, the conditional
law of {η(Xz,εmεt)}t≥0 given (h, η) converges in probability to the law of Brownian motion started
from z with respect to the Prokhorov topology induced by the metric on curves in C modulo time
parametrization. It is also shown there that the convergence is uniform over z in any compact
subset of C. We need to show that the walk in fact converges uniformly to γ-LBM.
Most of the work in the proof goes into proving an appropriate tightness result, which says that the
conditional law of {η(Xz,εmεt)}t≥0 given (h, η) admits subsequential limits as ε→ 0 (Proposition 6.1).
This is done in Sections 3 through 6 and requires us to establish many new estimates for the random
walk on Gε, building on the results of [GMS17, GMS19]. The identification of the subsequential
limit, summarized in Theorem 1.5, is carried out in Section 7. A crucial role is played in particular
by the notion of Revuz measure associated to a Positive Additive Continuous Functional (PCAF)
for general Markov processes.
Before outlining the proof, we make some general comments about our arguments.
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• Only a few main results from each section (usually stated at the beginning of the section)
are used in subsequent sections. So, the different sections can to a great extent be read
independently of each other.
• Our proofs give quantitative estimates for random walk on the mated-CRT map which
are stronger than what is strictly necessary to prove convergence to Liouville Brownian
motion. Such estimates include up-to-constants bounds for exit times from Euclidean balls
(Propositions 4.1 and 5.1), bounds for the Green’s function (Lemmas 4.4, 5.4, and 5.6), and
modulus of continuity estimates for random walk paths (Proposition 6.5) and for the law of
the walk as a function of its starting point (Proposition 6.12).
• For most of the proof of Theorem 1.2, we will scale time by 1/ε instead of by mε, i.e., we
will work with (η(Xz,εt/ε))t≥0. We switch to scaling time by mε at the very end of the proof, in
Section 7.3, for reasons which will be explained at the end of this outline.
In order to establish tightness of (η(Xz,εt/ε))t≥0, we need up-to-constants estimates for the
conditional law given (h, η) of the exit time of the (embedded) random walk on Gε from a Euclidean
ball. Moreover, these estimates need to hold uniformly over all Euclidean balls contained in any
given compact subset of C. Moments of exit times from Euclidean balls can be expressed as sums
involving the discrete Green’s function for random walk on Gε stopped upon exiting the ball. Hence
we need to prove up-to-constants estimates for the discrete Green’s function.
The results of [GMS19] allow us to bound the discrete Dirichlet energies of discrete harmonic
functions on Gε, which leads to bounds for effective resistances (equivalently, for the values of the
discrete Green’s function on the diagonal). The main task in the proof of tightness is to transfer
from these estimates to bounds for the behavior of the Green’s function off the diagonal. Section 3
contains the two key estimates which allow us to do this.
• Lemma 3.4 says that for any finite graph G and any vertex sets A ⊂ B ⊂ V(G), the following
is true. The maximum (resp. minimum) value on the boundary ∂A of the Green’s function for
random walk killed upon exiting B is bounded below (resp. above) by the effective resistance
from A to B.
• Proposition 3.8 is a Harnack-type inequality which says that the maximum and minimum
values of the discrete Green’s function on Gε on the boundary of a Euclidean ball differ by at
most a constant factor.
Combined, these two estimates reduce the problem of estimating the Green’s function to the problem
of estimating effective resistances, which we can do (with a non-trivial amount of work) using tools
from [GMS19].
In Sections 4 and 5, we use the ideas discussed above to establish a lower (resp. upper) bound
for the Green’s function, which in turn leads lower (resp. upper) bounds for the exit times of the
random walk on Gε from Euclidean balls. In Section 6, we use these estimates to establish the
tightness of the conditional law of {η(Xz,εt/ε)}t≥0 given (h, η). The arguments involved in these steps
are non-trivial, but we do not outline them here; see the beginnings of the individual sections and
subsections for outlines.
In Section 7, we show that the subsequential limit must be LBM as follows. Since we already
know the convergence of the random walk on Gε to Brownian motion modulo time parametrization,
every subsequential limit of the conditional law of {η(Xz,εt/ε)}t≥0 given (h, η) is a probability measure
on curves X̂z inC which are time-changed Brownian motions, with a continuous time change function.
Our estimates show that the time change function is in fact strictly increasing. Furthermore, it can
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be checked using the Markov property for random walk on Gε that X̂z is Markovian (Lemma 7.4).
Finally, since the counting measure on vertices of Gε weighted by their degree is reversible for the
random walk on Gε, it is easily seen that the γ-LQG measure µh is invariant (in fact, reversible) for
X̂z.
The properties of the subsequential limit process described in the preceding paragraph are all
also known to hold for Liouville Brownian motion [GRV16,GRV14,Ber15]. It turns out that these
properties are in fact sufficient to uniquely characterize LBM up to a time change of the form t 7→ ct
for a deterministic c > 0 which does not depend on the starting point. This is a consequence of a
general proposition (Proposition 7.10, which is a generalization of Theorem 1.5, which says that two
Markovian time changed Brownian motions with a common invariant measure agree in law modulo
such a time change. In our setting, the two Markovian time changed Brownian motions are the
subsequential limit process and the LBM and the common invariant measure is the LQG measure.
As explained in Section 7.2, Proposition 7.10 is a (in our view surprisingly simple) consequence
of known results in general Markov process theory. In particular, the time change function for
a time changed Brownian motion is a positive continuous additive functionals (PCAF) of the
Brownian motion with the standard parametrization. The Revuz measure associated with the
PCAF is an invariant measure for the time changed Brownian motion, and is in fact the unique
such invariant measure up to multiplication by a deterministic constant. Since the Revuz measure
uniquely determines the PCAF, this shows that two different time changed Brownian motions with
the same invariant measure must agree in law modulo a linear time change, as required.
The above argument shows that for any sequence of positive ε’s tending to zero, there is a
subsequence E and a deterministic3 constant c > 0 which may depend on E along which {η(Xz,εt/ε)}t≥0
converges in law to LBM started from z pre-composed with the linear time change t 7→ ct (in the
quenched sense). This does not yet give Theorem 1.2 since c depends on the subsequence. To
get around this, we need to scale time by mε instead of by 1/ε. Indeed, by the definition (1.7),
the median exit time of the process {η(Xz,εmεt)}t≥0 from B1/2 is equal to 1, so all of the possible
subsequential limits of the laws of this process must be LBM with the same linear time change.
Appendix A contains some basic estimates for the γ-LQG measure and for space-filling SLE
cells which are used in our proofs. The proofs in this appendix are routine and do not use any of
the other results in the paper, so are collected here to avoid distracting from the main ideas of the
argument.
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2 Preliminaries
2.1 Basic notation
We write N = {1, 2, 3, . . . } and N0 = N ∪ {0}.
For a < b, we define the discrete interval [a, b]Z := [a, b] ∩ Z.
For a graph G, we write V(G) and E(G) for its vertex and edge sets, respectively.
For z ∈ C and r > 0, we write Br(z) for the Euclidean ball of radius r centered at z. We abbreviate
Br = Br(0).
If f : (0,∞)→ R and g : (0,∞)→ (0,∞), we say that f(ε) = Oε(g(ε)) (resp. f(ε) = oε(g(ε))) as
ε→ 0 if f(ε)/g(ε) remains bounded (resp. tends to zero) as ε→ 0. We similarly define O(·) and
o(·) errors as a parameter goes to infinity.
If f, g : (0,∞)→ [0,∞), we say that f(ε)  g(ε) if there is a constant C > 0 (independent from ε
and possibly from other parameters of interest) such that f(ε) ≤ Cg(ε). We write f(ε)  g(ε) if
f(ε)  g(ε) and g(ε)  f(ε).
Let {Eε}ε>0 be a one-parameter family of events. We say that Eε occurs with
• polynomially high probability as ε→ 0 if there is a p > 0 (independent from ε and possibly
from other parameters of interest) such that P[Eε] ≥ 1−Oε(εp).
• superpolynomially high probability as ε→ 0 if P[Eε] ≥ 1−Oε(εp) for every p > 0.
We similarly define events which occur with polynomially, superpolynomially, and exponentially
high probability as a parameter tends to ∞.
We will often specify any requirements on the dependencies on rates of convergence in O(·) and o(·)
errors, implicit constants in , etc., in the statements of lemmas/propositions/theorems, in which
case we implicitly require that errors, implicit constants, etc., appearing in the proof satisfy the
same dependencies.
2.2 Background on Liouville quantum gravity and SLE
Throughout this paper we fix the LQG parameter γ ∈ (0, 2) and the corresponding SLE parameter
κ = 16/γ2 > 4.
2.2.1 Liouville quantum gravity
We will give some relatively brief background on LQG. We will in particular focus on quantum
cones (which are the main types of quantum surfaces considered in this paper) and also briefly
discuss quantum disks. The following definition is taken from [DS11,She16,DMS14].
Definition 2.1. A γ-Liouville quantum gravity (LQG) surface is an equivalence class of pairs
(D,h), where D ⊂ C is an open set and h is a distribution on D (which will always be taken to be a
realization of a random distribution which locally looks like the Gaussian free field), with two such
pairs (D,h) and (D˜, h˜) declared to be equivalent if there is a conformal map f : D˜ → D such that
h˜ = h ◦ f +Q log |f ′| for Q = 2
γ
+
γ
2
. (2.1)
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More generally, for k ∈ N a γ-LQG surface with k marked points is an equivalence class of k+2-tuples
(D,h, x1, . . . , xk) where x1, . . . , xk ∈ D∪∂D, with the equivalence relation defined as in (2.1) except
that the map f is required to map the marked points of one surface to the corresponding marked
points of the other.
We think of different elements of the same equivalence class in Definition 2.1 as representing
different parametrizations of the same surface. If (D,h, x1, . . . , xk) is a particular equivalence class
representative of a quantum surface, we call h an embedding of the surface into (D,x1, . . . , xk).
Suppose now that h is a random distribution on D which can be coupled with a GFF on D in
such a way that their difference is a.s. a continuous function. Following [DS11, Section 3.1], we
can then define for each z ∈ C and ε > 0 the circle average hε(z) of h over ∂Bε(z). It is shown
in [DS11, Proposition 3.1] that (z, ε) 7→ hε(z) a.s. admits a continuous modification. We will always
assume that this process has been replaced by such a modification.
One can define the γ-LQG area measure µh on D, which is defined to be the a.s. limit
µh = lim
ε→0
εγ
2/2eγhε(z) dz
with respect to the local Prokhorov distance on D as ε → 0 along powers of 2 [DS11]. One can
similarly define a boundary length measure νh on certain curves in D, including ∂D [DS11] and
SLEκ-type curves for κ = γ
2 which are independent from h [She16]. If h and h˜ are related by
a conformal map as in (2.1), then f∗µh˜ = µh and f∗νh˜ = νh. Hence µh and νh are intrinsic to
the LQG surface — they do not depend on the choice of parametrization. The measures µh and
νh are a special case of a more general theory of regularized random measures called Gaussian
multiplicative chaos which originates in work of Kahane [Kah85]. See [Ber17] for an elementary
proof of convergence (and independence of the limit with respect to the regularization procedure)
and [RV14a] for a survey of this theory.
The main type of LQG surface which we will be interested in in this paper is the γ-quantum
cone, which is the surface appearing in the SLE/LQG embedding of the mated-CRT map. The γ-
quantum cone is a doubly marked LQG surface (C, h, 0,∞) introduced in [DMS14, Definition 4.10].
Roughly speaking, the γ-quantum cone is the surface obtained by starting with a general γ-
LQG surface, sampling a point z uniformly from the γ-LQG area measure, then “zooming in”
near the marked point and re-scaling so that the µh-mass of the unit disk remains of constant
order [DMS14, Proposition 4.13(ii) and Lemma A.10]. This surface can be described explicitly as
follows.
Definition 2.2 (Quantum cone). The γ-quantum cone is the LQG surface (C, h, 0,∞) with the
distribution h defined as follows. Let B be a standard linear Brownian motion and let B̂ be
a standard linear Brownian motion conditioned so that B̂t + (Q − γ)t > 0 for all t > 0 (here
Q = 2/γ + γ/2, as in (2.1)). Let At = Bt − αt for t ≥ 0 and let At = B̂−t + γt for t < 0. The
circle average process of h centered at the origin satisfies he−t(0) = At for each t ∈ R. The “lateral
part” h− h|·|(0) is independent from {he−t(0)}t∈R and has the same law as h˜− h˜|·|(0), where h˜ is a
whole-plane GFF.
By Definition 2.1, one can get another embedding of the γ-quantum cone by replacing h by
h(a·)+Q log |a| for any a ∈ C\{0}. The particular embedding h appearing in Definition 2.2 is called
the circle average embedding and is characterized by the condition that sup{r > 0 : hr(0) +Q log r =
0} = 1. The circle average embedding is especially convenient to work with since for this embedding,
h|D agrees in law with the corresponding restriction of a whole-plane GFF plus −γ log | · |, normalized
so that its circle average over ∂D is 0. Indeed, this is essentially immediate from Definition 2.2 since
the process At has no conditioning for t > 0.
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Since we can only compare h to the whole-plane GFF on the unit disk D, for many of our
estimates we will restrict attention to a Euclidean ball of the form Bρ for ρ ∈ (0, 1). It is possible
to transfer these estimates to larger Euclidean balls using the scale invariance property of the
γ-quantum cone, which is proven in [DMS14, Proposition 4.13(i)].
Lemma 2.3. Let h be the circle average embedding of a γ-quantum cone. For b > 0, define
Rb := sup
{
r > 0 : hr(0) +Q log r =
1
γ
log b
}
. (2.2)
Then hb := h(Rb·) +Q logRb − 1γ log b
d
= h.
Lemma 2.3 says that the law of h is invariant under the operation of scaling areas by a constant
(i.e., adding 1γ log b to h), then re-scaling space and applying the LQG coordinate change formula (2.1)
so that the new field is embedded in the same way as h.
In addition to the γ-quantum wedge we will also have occasion to consider the quantum disk,
which appears in Theorem 1.4. To define the quantum disk, one first defines an infinite measure
Mdisk on doubly quantum surfaces (D, h,−1, 1) using the Bessel excursion measure. We will not
need the precise definition here, so we refer to [DMS14, Section 4.5] for details. The infinite measure
Mdisk assigns finite mass to quantum surfaces with boundary length νh(∂D) ≥ L for any L > 0. By
considering the regular conditional law of Mdisk given {νh(∂D) = L, µh(D) = A} for any L,A > 0,
one defines the doubly marked quantum disk with boundary length L and area A. We define the
singly marked quantum disk or the unmarked quantum disk by forgetting one or both of the marked
boundary points. By Proposition [DMS14, Proposition A.8], the marked points of a quantum disk
are uniform samples from the LQG boundary length measure. That is, if (D, h) is an unmarked
quantum disk (with some specified area and boundary length) and conditional on h we sample x, y
independently from the probability measure νh/L, then (D, h, x) is a single marked quantum disk
and (D, h, x, y) is a doubly marked quantum disk.
2.2.2 Space-filling SLEκ
The Schramm-Loewner evolution (SLEκ) for κ > 0 is a one-parameter family of random fractal
curves originally defined by Schramm in [Sch00]. SLEκ curves are simple for κ ∈ (0, 4], self-touching,
but not space-filling or self-crossing, for κ ∈ (4, 8), and space-filling but still not self-crossing for
κ ≥ 8 [RS05]. One can consider SLEκ curves between two marked boundary points of a simply
connected domain (chordal), from a boundary point to an interior point (radial), or between two
points in C ∪ {∞} (whole-plane). We refer to [Law05] or [Wer04] for an introduction to SLE.
We first consider the whole-plane space-filling SLEκ from ∞ to ∞, which was introduced
in [MS17, Sections 1.2.3 and 4.3]. This is a random space-filling curve η in C which travels from ∞
to∞ which fills all of C and never enters the interior of its past. Moreover, its law is invariant under
spatial scaling: for any r > 0, rη agrees in law with η viewed as curves modulo time parametrization.
This is essentially the only information about space-filling SLEκ which is needed to understand this
paper — we do not use any detailed information about the geometry of the curve. However, we
briefly describe how space-filling SLEκ is defined (without details) to give the reader some more
intuition about what this curve is. See [GHS19b, Section 3.6] for a detailed review of space-filling
SLEκ.
When κ ≥ 8, in which case ordinary SLEκ is already space-filling, whole-plane SLEκ from ∞ to
∞ describes the local behavior of an ordinary chordal SLEκ curve near a typical interior point. For
any a < b, the set η([a, b]) has the topology of a closed disk and its boundary is the union of four
SLEκ-type curves for κ = 16/κ which intersect only at their endpoints.
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When κ ∈ (4, 8), the definition of space-filling SLEκ is more involved. Roughly speaking, chordal
space-filling SLEκ can be obtained by starting with an ordinary chordal SLEκ curve and iteratively
“filling in” the bubbles which it disconnects from its target point by SLEκ-type curves. It is shown
in [MS17] that the curve one obtains after countably many iterations is space-filling and continuous
when parameterized so that it traverses one unit of Lebesgue measure in one unit of time. The
whole-plane space-filling SLEκ from∞ to∞ for κ ∈ (4, 8) describes the local behavior of the chordal
version near a typical interior point, as in the case κ ≥ 8.
The topology of the curve is much more complicated for κ ∈ (4, 8) than for κ ≥ 8. For a < b,
neither the interior of the set η([a, b]) nor its complement C \ η([a, b]) is connected. Rather, each
of these sets consists of a countable union of domains with the topology of the open disk (or the
punctured plane in the case of the unbounded connected component of C \ η([a, b]). The boundary
of η([a, b]) is the union of four SLEκ-type curves for κ = 16/κ, but these curves typically intersect
each other.
If D ⊂ C is a simply connected domain and a ∈ ∂D, we can similarly define the clockwise
space-filling SLEκ loop in D based at a. This is a random curve in D from a to a which is the
limit of chordal space-filling SLE from a to b in D as a → b from the counterclockwise direction.
See Section A.3 for details.
2.3 Mated-CRT map setup
Throughout most of this paper we will work with the following setup. Let (C, h, 0,∞) be a γ-quantum
cone with the circle average embedding. Let η be a whole-plane space-filling SLEκ with κ = 16/γ
2
sampled independently from h and then parametrized so that η(0) = 0 and µh(η([a, b])) = b− a for
every a < b. We define the cells
Hεx := η([x− ε, x]), ∀ε > 0, ∀x ∈ εZ. (2.3)
For ε > 0, we let Gε be the mated-CRT map associated with (h, η), i.e., VGε = εZ and two
distinct vertices x, y ∈ VGε are connected by one (resp. two) edges if and only if Hεx ∩Hεy has one
(resp. two) connected component which are not singletons. For z ∈ C, we define
xεz := (smallest x ∈ εZ such that z ∈ Hεx) (2.4)
and we note that for a fixed z ∈ C \ {0}, xεz is in fact the only x ∈ εZ for which z ∈ Hεx (this is
related to the fact that the boundaries of the cells of Gε have zero Lebesgue measure). For a set
D ⊂ C, we define
Gε(D) := (subgraph of Gε induced by {x ∈ εZ : Hεx ∩D 6= ∅}). (2.5)
We write Xε for the random walk on Gε. For x ∈ VGε, we define
P
ε
x := (conditional law given (h, η) of X
ε started from Xε0 = x) (2.6)
and we write E
ε
x for the corresponding expectation. For D ⊂ C, we define
τ εD := (first exit time of X
ε from Gε(D)). (2.7)
Since h|B1 agrees in law with the corresponding restriction of a whole-plane GFF plus γ log | · |−1,
it will be convenient in most of our arguments to restrict attention to a proper subdomain of B1.
Consequently, throughout the paper we fix ρ ∈ (0, 1) and work primarily in Bρ.
We will frequently need the following estimate for the Euclidean diameters of space-filling SLE
cells.
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Lemma 2.4 (Cell diameter estimates). Fix a small parameter ζ ∈ (0, 1). With polynomially high
probability as ε→ 0, the Euclidean diameters of the cells of Gε which intersect Bρ satisfy
ε
2
(2−γ)2+ζ ≤ diamHεx ≤ ε
2
(2+γ)2
−ζ
, ∀x ∈ VGε(Bρ). (2.8)
Proof. The upper bound for cell diameters is proven in [GMS19, Lemma 2.7]. To get the lower
bound, use Lemma A.1 with δ = ε
2
(2−γ)2+ζ , which implies that with polynomially high probability
as ε → 0, each Euclidean ball of radius ε
2
(2−γ)2+ζ contained in D has µh-mass at most ε. If this
is the case then no such Euclidean ball can contain one of the cells Hεx (since each such cell has
µh-mass ε).
3 Green’s function, effective resistance, and Harnack inequalities
3.1 Definitions of Dirichlet energy, Green’s function, and effective resistance
In this subsection we review some mostly standard notions in the theory of electrical networks and
fix some notation.
Definition 3.1. For a graph G and a function f : V(G)→ R, we define its Dirichlet energy to be
the sum over unoriented edges
Energy(f ;G) :=
∑
{x,y}∈E(G)
(f(x)− f(y))2,
with edges of multiplicity m counted m times.
Definition 3.2. For a graph G, a set of vertices V ⊂ V(G), and two vertices x, y ∈ G, we define
the Green’s function for random walk on G killed upon exiting V by
GrV (x, y) := Ex[number of times that X hits y before leaving V ] (3.1)
where Ex denotes the expectation for random walk on G started from x. Note that GrV (x, y) = 0 if
either x or y is not in V . We also define the normalized Green’s function
grV (x, y) :=
GrGV (x, y)
deg(y)
. (3.2)
By, e.g., [LP16, Proposition 2.1], the function grV (x, ·) is the voltage function when a unit of
current flows from x to V . In particular, grV (x, ·) is discrete harmonic on V(G) \ (V ∪ {x}).
To define effective resistance, we view a graph G as an electrical network where each edge has
unit resistance. For a vertex x ∈ V(G) and a set Z ⊂ V(G) with x /∈ Z, the effective resistance from
x to Z in G is defined (using Definition 3.2) by
R(x↔ Z) := grV(G)\Z(x, x), (3.3)
i.e., R(x↔ Z) is the expected number of times that random walk started at x returns to x before
hitting Z, divided by the degree of x. For two disjoint vertex sets W,Z ⊂ V(G), we define R(W ↔ Z)
to be the effective resistance from w to Z in the graph G obtained from G by identifying all of the
vertices of W to a single vertex w.
There are several equivalent definitions of effective resistance which will be useful for our
purposes.
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1. Dirichlet’s principle. Let f = fZ,x : V(G) → [0, 1] be the function such that f(x) = 1,
f|Z ≡ 0, and f is discrete harmonic on V(G)\ (Z ∪{x}). Then (see, e.g., [LP16, Exercise 2.13])
RG(x↔ Z) = 1
Energy(f;G)
. (3.4)
2. Thomson’s principle. A unit flow from x to Z in G is a function θ from oriented edges
e = (y, z) of G to R such that θ(y, z) = −θ(z, y) for each oriented edge (y, z) of G and∑
z∈V(G)
z∼y
θ(y, z) = 0 ∀y ∈ V(G) \ ({x} ∪ Z) and
∑
z∈V(G)
z∼x
θ(x, z) = 1.
One has (see, e.g., [LPW09, Theorem 9.10] or [LP16, Page 35])
RG(x↔ V ) = inf
 ∑
e∈E(G)
[θ(e)]2 : θ is a unit flow from x to Z
. (3.5)
Notation 3.3. In the case when G = Gε is the mated-CRT map, we will typically include a
superscript ε in the above notations, so, e.g., Rε denotes effective resistance on Gε. We will
commonly apply the above definitions in the case when the vertex sets V,Z,W are of the form
VGε(A) for some set A ⊂ C. To lighten notation we will simply write A instead of VGε(A). So, for
example, GrεA denotes the Green’s function for the random walk on Gε killed upon exiting Gε(A).
3.2 Comparison of Green’s function and effective resistance
The results of [GMS19,GM17] give us good control on effective resistances in the mated-CRT map.
In this subsection we will prove a general lemma which allows us to convert estimates for effective
resistance to estimates for the Green’s function.
To state the lemma, we first introduce some notation. For a graph G and a set A ⊂ V(G), we
write
∂A := {x ∈ A : ∃y ∈ V(G) \A with x ∼ y}. (3.6)
We also write
A := (subgraph of G induced by A ∪ ∂(V(G) \A)). (3.7)
The following lemma bounds the maximum and minimum of the Green’s function on ∂A in
terms of effective resistances. It will be used in conjunction with Lemma 3.9 to get a uniform bound
for the Green’s function on ∂A.
Lemma 3.4. Let G be a finite graph and let A ⊂ B ⊂ V(G) be a finite sets of vertices. Let x ∈ A
and define (using the notation of Definition 3.2)
a := min
y∈∂A
grB(x, y), b := max
y∈∂A
grB(x, y), δ := max{| grB(x, u)− grB(x, v)| : u, v ∈ B, u ∼ v}.
(3.8)
Then for any x ∈ A,
a2
a+ δ
≤ R(A↔ V(G) \B) ≤ b+ δ. (3.9)
Lemma 3.4 is a discrete version of [Gri99, Proposition 4.1], and is proven in a similar manner. It
can be checked that the error term δ in Lemma 3.4 is at most 1; see Lemma 3.7. This is the only
bound for δ which is needed for our purposes. To prove Lemma 3.4, we need some preparatory
lemmas.
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Lemma 3.5. Let G be a graph, let x ∈ G, and let A ⊂ V(G) be a finite set of vertices with x ∈ A.
If θ is a unit flow from x to Z ⊂ V(G) \A, then∑
{θ(u, v) : u ∈ A, v ∈ V(G) \A, u ∼ v} = 1.
Proof. Since θ is a unit flow, we have
∑
v∼x θ(x, v) = 1 and for any y ∈ A \ {x},
∑
v∼y θ(y, v) = 0.
Therefore, ∑
u∈A
∑
v∈V(G)
v∼u
θ(u, v) = 1.
We can break up the double sum on the left into two parts: the sum over the pairs (u, v) ∈ A×A
with u ∼ v and the sum over the pairs (u, v) ∈ A× (V(G) \ A) with u ∼ v. The first sum is zero
since θ(u, v) = −θ(v, u) for every u, v ∈ A. Therefore the second sum is equal to 1.
Lemma 3.6 (Discrete Green’s identity). Let G be a graph, let A ⊂ V(G) be a finite set of vertices,
let f, g : V(G)→ R and suppose that g is discrete harmonic on V(G) \A. Then∑
{x,y}∈E(G)
(f(x)− f(y))(g(x)− g(y)) = −
∑
x∈A
f(x)∆g(x), (3.10)
where ∆ is the discrete Laplacian and the sum is over all unoriented edges of G.
Proof. Write E for the set of oriented edges of G. We have∑
{x,y}∈E(G)
(f(x)− f(y))(g(x)− g(y))
=
1
2
∑
(x,y)∈E(G)
(f(x)− f(y))(g(x)− g(y))
=
1
2
∑
(x,y)∈E(G)
f(x)(g(x)− g(y)) + 1
2
∑
(x,y)∈E(G)
f(y)(g(y)− g(x))
=
∑
x∈V(G)
f(x)
∑
y∼x
(g(x)− g(y))
= −
∑
x∈V(G)
f(x)∆g(x) = −
∑
x∈A
f(x)∆g(x),
where in the last inequality we used that ∆g = 0 on V(G) \A.
Proof of Lemma 3.4. For c > 0, let
Fc := {y ∈ B : grB(x, y) ≥ c}, ∀c ∈ [0, grB(x, x)]. (3.11)
Note that each Fc contains x, Fc is non-increasing in c, and F0 = B.
We claim that with a, b as in the lemma statement, we have Fb′ ⊂ A ⊂ Fa for each b′ > b. Indeed,
since grB(x, ·) is discrete harmonic on B \A and vanishes outside of B, its maximum value on B \A
is by the maximum principle at most its maximum value on ∂A, which is b. Hence Fb′ ∩ (B \A) = ∅
for b′ > b, i.e., Fb′ ⊂ A. Similarly, since grB(x, ·) is discrete harmonic on A \ {x} and attains its
maximum value at x (again by the maximum principle, on all of B), its minimum value on A is
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the same as its minimum value on ∂A, which is a. Hence A ⊂ Fa. In particular, by Rayleigh’s
monotonicity principle (see Chapter 2.4 in [LP16]),
R(Fa ↔ V(G) \B) ≤ R(A↔ V(G) \B) ≤ R(Fb′ ↔ V(G) \B). (3.12)
We claim that
c2
c+ δ
≤ R(Fc ↔ V(G) \B) ≤ c+ δ, ∀c ∈ (0, grB(x, x)]. (3.13)
Once (3.13) is established, (3.9) follows from (3.12) upon letting b′ decrease to b.
It remains to prove (3.13). To this end, consider the function f(y) := c−1 grB(x, y). Then f is
discrete harmonic on B \ {x}, it vanishes outside of B, its values on Fc are at least 1, and its values
on ∂Fc are at most (c+ δ)/c. We first argue that
Energy
(
f;V(G) \ Fc
)−1 ≤ R(Fc ↔ V(G) \B) ≤ c2 Energy(f;V(G) \ Fc). (3.14)
Indeed, the function f∧ 1 vanishes outside of B and is identically equal to 1 on Fc. By Dirichlet’s
principle (3.4),
Energy
(
f;V(G) \ Fc
)
≥ Energy
(
f ∧ 1;V(G) \ Fc
)
≥ R(Fc ↔ V(G) \B)−1. (3.15)
Recalling that f(y) := c−1 grB(x, y), we have that θ(u, v) := c(f(u)− f(v)) is a unit flow from x
to B \ V(G) (here we use that the gradient of gr(x, ·) is a unit flow [LP16, Proposition 2.1]). By
Lemma 3.5, ∑
{θ(u, v) : u ∈ Fc, v ∈ B \ Fc, u ∼ v} = 1. (3.16)
Hence θ|E(V(G)\Fc) is a unit flow from ∂Fc to V(G) \B. By Thomson’s principle (3.5),
c2 Energy
(
f;V(G) \ Fc
)
=
∑
{u,v}∈E(V(G)\Fc)
[θ(u, v)]2 ≥ R(Fc ↔ V(G) \B). (3.17)
From (3.15) and (3.17), we obtain (3.14). We now need to bound Energy
(
f;V(G) \ Fc
)
. By
Lemma 3.6 applied to the graph V(G) \ Fc, the vertex set ∂Fc, and the functions f = g = f,
Energy
(
f;V(G) \ Fc
)
=
∑
u∈∂Fc
f(u)
∑
v∈V(G)\Fc,u∼v
(f(u)− f(v))
≤ c+ δ
c
∑
{f(u)− f(v) : u ∈ Fc, v ∈ V(G) \ Fc, u ∼ v} (recall f ≤ c+ δ
c
on ∂Fc)
≤ c+ δ
c2
, by (3.16). (3.18)
Plugging (3.18) into (3.14) gives (3.13).
The following crude estimate is useful when applying Lemma 3.4.
Lemma 3.7. In the setting of Lemma 3.7, we have δ ≤ 1.
Proof. Consider an edge {u0, v0} ∈ E(G) with grB(x, u0) > grB(x, v0). We need to show that
grB(x, u0)− grB(x, v0) ≤ 1. To this end, let c = grB(x, u0) and let Fc = {y ∈ B : grB(x, y) ≥ c}, as
in (3.11). Then u0 ∈ Fc and v0 /∈ Fc. Since θ(u, v) := grB(x, u)− grB(x, v) is a unit flow from x to
V(G) \B and x ∈ Fc, we can apply Lemma 3.5 to get that∑
{grB(x, u)− grB(x, v) : u ∈ Fc, v ∈ V(G) \ Fc, u ∼ v} = 1. (3.19)
For each u ∈ Fc and each v ∈ V(G) \ Fc, we have grB(x, u)− grB(x, v) ≥ 0. Therefore, each term in
the sum (3.19) is at most 1. In particular, grB(x, u0)− grB(x, v0) ≤ 1.
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3.3 Harnack inequality for the mated-CRT map
Lemma 3.4 gives an upper (resp. lower) bound for the minimum (resp. maximum) value of the
Green’s function on ∂A in terms of effective resistances. It is of course much more useful to have an
upper (resp. lower) bound for the maximum (resp. minimum) value of the Green’s function on ∂A.
Hence we need a Harnack-type estimate which allows us to compare the maximum and minimum
values of the Green’s function on ∂A. In this subsection we will prove such an estimate for the
mated-CRT map Gε in the case when A is the set of vertices which intersect a Euclidean ball.
Throughout this subsection we assume the setup and notation of Section 2.3. In particular we
recall that for z ∈ C, xεz ∈ VGε is chosen so that z is contained in the cell Hεxεz and for D ⊂ C,Gε(D) is the subgraph of Gε induced by the vertex set {xεz : z ∈ D}. We also recall that ρ ∈ (0, 1) is
fixed.
Proposition 3.8 (Harnack inequality on a circle). There exists β = β(γ) > 0 and C = C(ρ, γ) > 0
such that the following holds with polynomially high probability as ε → 0. Simultaneously for
every z ∈ Bρ, every s ∈
[
εβ, 13 dist(z, ∂Bρ)
]
, and every function f : VGε → [0,∞) which is discrete
harmonic on VGε(B3s(z)) \ {xεz},
max
y∈VGε(∂Bs(z))
f(y) ≤ C min
y∈VGε(∂Bs(z))
f(y). (3.20)
The reason why we do not require that f is discrete harmonic at the center point xεz is that we
eventually want to apply Proposition 3.8 with f equal to the normalized Green’s function grεU (x
ε
z, ·)
for B3s(z) ⊂ U ⊂ Bρ (recall Notation 3.3). The key input in the proof of Proposition 3.8 is the
following coupling lemma for random walks on a graph with different starting points, which follows
from Wilson’s algorithm and is a variant of [GMS19, Lemma 3.12].
Lemma 3.9. Let G be a connected graph and let A ⊂ V(G) be a set such that the simple random
walk started from any vertex of G a.s. hits A in finite time. For x ∈ V(G), let Xx be the simple
random walk started from x and let τx be the first time Xx hits A. For x, y ∈ V(G) \A, there is a
coupling of Xx and Xy such that a.s.
P
[
Xxτx = X
y
τy
∣∣∣Xy|[0,τy ]] ≥ P[Xx disconnects y from A before time τx]. (3.21)
Proof. The lemma is a consequence of Wilson’s algorithm. Let T be the uniform spanning tree of G
with all of the vertices of A wired to a single point. For x ∈ V(G), let Lx be the unique path in
T from x to A. For a path P in G, write LE(P ) for its chronological loop erasure. By Wilson’s
algorithm [Wil96], we can generate the union Lx ∪ Ly in the following manner.
1. Run Xy until time τy and generate the loop erasure LE(Xy|[0,τy ]).
2. Conditional on Xy|[0,τy ], run Xx until the first time τ˜x that it hits either LE(Xy|[0,τy ]) or A.
3. Set Lx ∪ Ly = LE(Xy|[0,τy ]) ∪ LE(Xx|[0,τ˜x]).
Note that Ly = LE(Xy|[0,τy ]) in the above procedure. Applying the above procedure with the roles of
x and y interchanged shows that Lx
d
= LE(Xx|[0,τx]). When we construct Lx∪Ly as above, the points
where Lx and Ly hit A coincide provided Xx hits LE(Xy|[0,τy ]) before A. The conditional probability
given Xy|[0,τy ] that Xx hits LE(Xy|[0,τy ]) before A is at least the unconditional probability that Xx
disconnects y from A before time τx. We thus obtain a coupling of LE(Xx|[0,τx]) and LE(Xy|[0,τy ])
such that the conditional probability given Xy|[0,τy ] that these two loop erasures hit A at the same
point is at least P[Xx disconnects y from A before time τx]. We now obtain (3.21) by observing
that Xxτx is the same as the point where LE(X
x|[0,τx]) first hits A, and similarly with y in place of
x.
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In light of Lemma 3.9, to prove Proposition 3.8 we need a lower bound for the probability that
the random walk on Gε disconnects a circle from ∂Bρ before exiting Bρ.
Lemma 3.10. There exists β = β(γ) > 0 and p = p(ρ, γ) ∈ (0, 1) such that the following is true.
Let z ∈ Bρ and let s ∈
[
εβ, 12 dist(z, ∂Bρ)
]
. With polynomially high probability as ε→ 0, uniformly
in the choices of z and s,
min
x∈VGε(Bs\Bs/2)
P
ε
x
[
X disconnects VGε(As/2,s(z)) from VGε(∂As/4,2s(z))
before hitting VGε(∂As/4,2s(z))
]
≥ p. (3.22)
Proof. This follows from [GMS19, Proposition 3.6].
We now upgrade Lemma 3.10 to a statement which holds simultaneously for all choices of z and
s via a union bound argument.
Lemma 3.11. There exists β = β(γ) > 0 and p = p(ρ, γ) ∈ (0, 1) such that the following is true.
With polynomially high probability as ε → 0, it holds simultaneously for every z ∈ Bρ and every
s ∈ [εβ, 13 dist(z, ∂Bρ)] that
min
x∈VGε(∂Bs(z))
P
ε
x
[
X disconnects VGε(∂Bs(z)) from (VGε \ VGε(∂B3s(z))) ∪ {xεz}
before hitting (VGε \ VGε(∂B3s(z))) ∪ {xεz}
]
≥ p. (3.23)
Proof. By Lemma 3.10, there exists β0 = β0(γ) > 0, α0 = α0(γ) > 0, and p = p(ρ, γ) > 0 such
that for each z ∈ Bρ and each s ∈
[
εβ0 , 12 dist(z, ∂Bρ)
]
, the estimate (3.22) holds with probability
1−Oε(εα0), uniformly in the choices of z and s. Let β := 1100 min{β0, α0}. We can find a collection
Z of at most Oε(ε−4β) points z ∈ Bρ such that each point of Bρ lies within Euclidean distance ε2β
of some z ∈ Z.
Due to our choice of β, we can take a union bound over all z ∈ Z and all s ∈ [εβ, 12 dist(z, ∂Bρ)]∩
{2−n/2} to find that with polynomially high probability as ε→ 0, (3.22) holds simultaneously for
every such z and s. Due to our choice of Z, if z ∈ Bρ and s ∈ [εβ, ρ/2] with B3s(z) ⊂ Bρ, then
there exists z′ ∈ Z and s′ ∈ [εβ, 12 dist(z, ∂Bρ)] ∩ {2−n/2} such that
∂Bs(z) ⊂ As′/2,s′(z′) and As′/4,2s′(z) ⊂ B3s(z) \ {z}.
The estimate (3.23) for (z, s) therefore follows from (3.22) for (z′, s′).
Proof of Proposition 3.8. By Lemma 3.11, it holds with polynomially high probability as ε → 0
that (3.23) holds simultaneously for every z ∈ Bρ and s ∈
[
εβ, 13 dist(z, ∂Bρ)
]
. We henceforth
assume that this is the case and work under the conditional law given Gε.
Fix z ∈ Bρ and s ∈
[
εβ, 13 dist(z, ∂Bρ)
]
. For x ∈ VGε, we let Xx be the simple random
walk on Gε and we let τx be the first time that Xx either exits VGε(B3s(z)) or hits xεz. It
follows from (3.23) that the conditional probability given Gε that Xx disconnects VGε(∂Bs(z)) from
(VGε \ VGε(B3s(z)))∪{xεz} before time τx is at least p. By this and Lemma 3.9, if x, y ∈ VGε(∂Bs(z))
we can couple the random walks Xx and Xy in such a way that a.s.
P
[
Xxτx = X
y
τy |Xy|[0,τy ],Gε
] ≥ p. (3.24)
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If f : VGε → [0,∞) is discrete harmonic on VGε(B3s(z)) \ {xεz}, then
f(x) = E[f(Xτx) | Gε] = E
[
E
[
f(Xτx) |Xy|[0,τy ],Gε
] | Gε] ≥ pE[f(Xτy) | Gε] = pf(y). (3.25)
Choosing x (resp. y) so that f attains its minimum (resp. maximum) value on VGε(∂Bs(z)) at x
(resp. y) now gives (3.20) with C = 1/p.
4 Lower bound for exit times
In this subsection we prove a lower bound for the quenched expected exit time of the random
walk on Gε from a Euclidean ball. We continue to work in the setting of Section 2.3. We recall in
particular the notation τ εD from (2.7) for (roughly speaking) the exit time of random walk on Gε
from D ⊂ C.
Proposition 4.1. There exists c = c(ρ, γ) > 0 such that for each δ ∈ (0, 1), it holds with polynomially
high probability as ε→ 0 (at a rate depending on δ, ρ, γ) that the following is true. Simultaneously
for each x ∈ VGε(Bρ) and each r ∈ [δ, dist(η(x), ∂Bρ)],
E
ε
x
[
τ εBr(η(x))
]
≥ ε−1µh(Bcr(η(x))). (4.1)
Note that
E
ε
x
[
τ εBr(η(x))
]
=
∑
y∈VGε(Br(η(x))
GrεBr(η(x))(x, y) (4.2)
where GrεBr(η(x)) is the Green’s function as in Notation 3.3. Hence to prove Proposition 4.1 we need
a lower bound for this Green’s function. We will obtain such a lower bound using Lemma 3.4 and
Proposition 3.8.
We first establish a lower bound for the effective resistance in Gε across a Euclidean annulus
in Section 4.1 using Dirichlet’s principle (3.4) and bounds for the Dirichlet energies of discrete
harmonic functions on Gε from [GMS19]. Due to Lemma 3.4, this gives us a lower bound for the
maximum value of GrBr(η(x))(x, ·) over all vertices y ∈ VGε whose corresponding cells intersects a
specified Euclidean circle centered at η(x). We will then use Proposition 3.8 to upgrade this to a
uniform lower bound for GrBr(η(x))(x, ·).
4.1 Lower bound for effective resistance
To lighten notation, in what follows for δ ∈ (0, 1), we let Zεδ = Zεδ (ρ) be the set of triples
(z, r, s) ∈ C× [0,∞)× [0,∞) such that
z ∈ Bρ−δ, r ∈ [δ, dist(z, ∂Bρ)], and s ∈ [0, r/3]. (4.3)
We also let Rε denote the effective resistance on Gε.
Lemma 4.2. There exists C = C(ρ, γ) > 0 such that for each δ ∈ (0, 1), it holds with polynomially
high probability as ε→ 0 (at a rate depending on δ, ρ, γ) that
Rε(Bs(z)↔ ∂Br(z)) ≥ 1
C
log
(
(r/s) ∧ ε−1), ∀(z, r, s) ∈ Zεδ . (4.4)
Due to Dirichlet’s principle, Lemma 4.2 will follow from the following upper bound for the
Dirichlet energy of certain harmonic functions on Gε.
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Lemma 4.3. There exists C = C(ρ, γ) > 0 such that for each δ ∈ (0, 1), it holds with polynomially
high probability as ε → 0 (at a rate depending on δ, ρ, γ) that the following is true. For each
(z, r, s) ∈ Zεδ , let fεz,r,s : VGε → [0, 1] be the function which is equal to 1 on VGε(Bs(z)), is equal to
zero outside of VGε(Br(z)), and is discrete harmonic on VGε(Br(z)) \ VGε(Bs(z)). Then (in the
notation of Definition 3.1)
Energy
(
fεz,r,s;Gε
) ≤ C
log((r/s) ∧ ε−1) , ∀(z, r, s) ∈ Z
ε
δ . (4.5)
Proof. The main input in the proof is [GMS17, Proposition 4.4], which allows us to upper-bound
the discrete Dirichlet energy of a discrete harmonic function on Gε in terms of the Dirichlet energy
of the continuum harmonic function on C with the same boundary data. This estimate is applied
in Step 1. The rest of the proof consists of union bound arguments which are needed to make (4.5)
hold for all (z, r, s) ∈ Zεδ simultaneously.
Step 1: comparing discrete and continuum Dirichlet energy. Let Z˜εδ/2 be defined as in (4.3) except
with δ/2 in place of δ and r/2 in place of r/3. We first prove an estimate for a fixed choice of
(z, r, s) ∈ Z˜εδ/2. The reason for working with Z˜εδ/2 instead of Zεδ initially is that we will have to
increase the parameters slightly in the union bound argument.
Let gz,r,s : C→ [0, 1] be the function which is equal to 1 on Bs(z), is equal to 0 outside of Br(z),
and is harmonic on the interior of Br(z) \Bs(z). That is,
gz,r,s(w) =
log(|w − z|/r)
log(s/r)
. (4.6)
A direct calculation shows that the continuum Dirichlet energy of gz,r,s is
Energy(gz,r,s;Br(z) \Bs(z)) =
∫
Br(z)\Bs(z)
|∇gz,r,s|2 = 2pi
log(r/s)
.
Furthermore, the modulus of each of gz,r,s and each of its first and second order partial derivatives
is bounded above by a universal constant times s−2(log(r/s))−1 ≤ s−2(log 2)−1 on Br(z) \Bs(z).
Consequently, we can apply [GMS19, Theorem 3.2] to find that there exists β = β(γ) > 0, and
C1 = C1(ρ, γ) > 0 such that for each fixed choice of (z, r, s) ∈ Z˜εδ/2 such that s ≥ εβ, it holds with
probability at least 1−Oε(εα) that
Energy
(
fεz,r,s;Gε
) ≤ C1
log(r/s)
. (4.7)
Note that we absorbed the εα error in [GMS19, Theorem 3.2] into the main term C1/ log(r/s),
which we can do since r/s ≤ ε−β and hence 1/ log(r/s) ≥ β/(log ε−1).
Step 2: transferring to a bound for all choices of z, r, s simultaneously. Let ξ := β ∧ (α/100). By a
union bound, with polynomially high probability as ε→ 0, the estimate (4.7) holds simultaneously
for each (z, r, s) ∈ Z˜εδ/2. Henceforth assume that this is the case.
If (z, r, s) ∈ Zεδ with s ≥ εξ (which implies that also r ≥ εξ), then for small enough ε ∈ (0, 1)
(how small depends only on δ, ρ, γ) we can find (z′, r′, s′) ∈ Z˜εδ/2 such that
Br′(z
′) ⊂ Br(z), Bs(z) ⊂ Bs′(z′), and s′ ∈ [s/2, 2s]. (4.8)
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Then the function fεz′,r′,s′ is equal to zero on VGε(Bs(z)) and vanishes outside of VGε(Br(z)). Since
the discrete harmonic function fεz,r,s minimizes discrete Dirichlet energy subject to these conditions,
it follows from (4.7) for z′, r′, s′ that
Energy
(
fεz,r,s;Gε
) ≤ Energy(fεz′,r′,s′ ;Gε) ≤ 2C1log(r/s) . (4.9)
Step 3: the case when s is small. We have only proven (4.9) in the case when s ≥ εξ. We now
need to remove this constraint. To this end, we observe that for each (z, r, s) ∈ Zεδ with s ≤ εξ, the
function fε
z,r,εξ
is equal to 1 on VGε(Bs(z)) and is equal to zero outside of VGε(Br(z)). Since fεz,r,s
minimizes discrete Dirichlet energy subject to these conditions, we infer from (4.9) with εξ in place
of s that
Energy
(
fεz,r,s;Gε
) ≤ Energy(fz,r,εξ ;Gε) ≤ 2ξ−1C1log(ε−1) . (4.10)
Combining (4.9) and (4.10) gives (4.5) with C = 2ξ−1C1.
Proof of Lemma 4.2. By Dirichlet’s principle (3.4), the discrete Dirichlet energy of the function
fεz,r,s of Lemma 4.3 equals Rε(Bs(z)↔ ∂Br(z))−1. Hence Lemma 4.2 follows from Lemma 4.3.
4.2 Lower bound for the Green’s function
We now use Lemma 4.3 together with the results of Section 3 to prove a lower bound for the Green’s
function on Gε.
Lemma 4.4. There exists C = C(ρ, γ) > 0 such that for each δ ∈ (0, 1), the following is true with
polynomially high probability as ε→ 0 (at a rate depending on δ, ρ, γ). For each x ∈ VGε(Bρ) and
each r ∈ [δ, dist(η(x), ∂Bρ)],
grεBr(η(x))(x, y) ≥ C−1 log
(
r
|η(x)− η(y)| ∧ ε
−1
)
− 1, ∀y ∈ VGε(Br/3(η(x)). (4.11)
Proof of Lemma 4.4. The function y 7→ grBr(z)(xεz, y) is discrete harmonic on VGε(Br(z)) \ {xεz}.
We can therefore apply Proposition 3.8 to find that there exists β = β(γ) > 0 and C1 = C1(ρ, γ) > 1
such that with polynomially high probability as ε→ 0, it holds simultaneously for each z ∈ Bρ−δ,
each r ∈ [δ, dist(z, ∂Bρ)], and each s ∈
[
εβ, r/3
]
that
max
y∈VGε(∂Bs(z))
grεBr(z)(x
ε
z, y) ≤ C1 min
y∈VGε(∂Bs(z))
grεBr(z)(x
ε
z, y). (4.12)
By Lemma 3.4 (applied with A = VGε(Bs(z)) and B = VGε(Br(z))) and Lemma 3.7 (to say that
the error term δ from Lemma 3.4 is at most 1), a.s. for every such z, r, and s,4
max
y∈VGε(∂Bs(z))
grεBr(z)(x
ε
z, y) ≥ Rε(Bs(z)↔ ∂Br(z))− 1. (4.13)
4We note that ∂VGε(Bs(z)), in the notation (3.6), is contained in VGε(∂Bs(z)) but the inclusion could be strict
since there could be cells of Gε which intersect ∂Bs(z) but which do not intersect any cells which are contained in
C \Bs(z). However, all we need is that the maximum of grεBr(z)(xεz, y) over y ∈ VGε(∂Bs(z)) is bounded below by
the maximum over ∂VGε(Bs(z)).
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By Lemma 4.2, there exists C2 = C2(ρ, γ) > 1 such that it holds with polynomially high
probability as ε→ 0 that for each z, r, and s as above,
Rε(Bs(z)↔ ∂Bρ) ≥ C−12 log(r/s). (4.14)
We now apply (4.14) to lower-bound the right side of (4.13), then then use this to lower-bound the
left side of (4.12). This shows that with polynomially high probability as ε→ 0, it holds for each
z ∈ Bρ, each r ∈ [δ, dist(z, ∂Bρ)], and each s ∈
[
εβ, r/3
]
that
min
y∈∂VGε(Bs(z))
grεBr(z)(x
ε
z, y) ≥ C−11
(
C−12 log(r/s)− 1
) ≥ (C1C2)−1 log(r/s)− 1. (4.15)
Setting z = η(x) and s = |η(x) − η(y)| in (4.15) gives (4.11) with C = C1C2 in the special case
when |η(x)− η(y)| ≥ εβ. For s ∈ [0, εβ], we can use the maximum principle (as in Step 3 from the
proof of Lemma 4.3) to get (4.11) with C/β in place of C.
Proof of Proposition 4.1. By Lemma 4.4, there exists C0 = C0(ρ, γ) > 0 such that for each δ ∈ (0, 1),
it holds with polynomially high probability as ε→ 0 that for each x and r as in the lemma statement,
grεBr(η(x))(x, y) ≥ C−10 log
(
r
|η(x)− η(y)| ∧ ε
−1
)
− 1, ∀y ∈ VGε(Br/3(η(x))). (4.16)
We now choose c := min
{
e−2C0 , 1/3
}
. Then if ε < e−2, the first term on the right of the inequality
in (4.16) is at least 2 whenever |η(x)− η(y)| ≤ cr. Hence (4.11) implies that for each x and r as in
the lemma statement,
grεBr(η(x))(x, y) ≥ 1 ∀y ∈ VGε(Bcr(η(x)). (4.17)
Recall from Definition 3.2 that
GrεBr(η(x))(x, y) = deg
ε(y) grεBr(η(x))(x, y) ≥ grεBr(η(x))(x, y).
If (4.17) holds, then for any x and r as in the lemma statement,
E
ε
x
[
τ εBr(η(x))
]
=
∑
y∈VGε(Br(η(x))
GrεBρ(x, y) ≥ #VGε(Bcr(η(x))). (4.18)
Since each cell of VGε has µh-mass ε, we have #VGε(Bcr(η(x)) ≥ ε−1µh(Bcr(η(x)). Plugging this
into (4.18) gives (4.1).
5 Upper bound for exit times
In this section we will prove an upper bound for exit times from Euclidean balls for the random walk
on Gε. We will eventually use the Lq version of the Payley-Zygmund inequality for q = q(γ)→∞
as γ → 2, so we need a bound for moments of all orders.
Proposition 5.1. There exists α = α(γ) > 0 and C = C(ρ, γ) > 0 such that with polynomially
high probability as ε→ 0, it holds simultaneously for every Borel set D ⊂ Bρ with µh(D) ≥ εα and
every x ∈ VGε(D) that
E
ε
x
[
(τ εD)
N
] ≤ N !CNε−N(sup
z∈D
∫
Bεα (D)
log
(
1
|z − w|
)
+ 1 dµh(w)
)N
, ∀N ∈ N. (5.1)
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We note that Proposition 5.1 together with a basic estimate for the γ-LQG measure (deferred
to the appendix) implies the following simpler but less precise estimate.
Corollary 5.2. For each q ∈ (0, (2− γ)2/2), it holds with probability tending to 1 as ε → 0 and
then δ → 0 that for every N ∈ N,
sup
z∈Bρ
max
x∈VGε(Bδ(z))
E
ε
x
[
(τ εBδ(z))
N
]
≤ N !ε−NδNq. (5.2)
Proof. By Proposition 5.1, it holds with probability tending to 1 as ε→ 0, at a rate depending on
δ, that (5.1) holds simultaneously with D = Bδ(z) for each z ∈ Bρ and each x ∈ VGε(Bδ(z)). Note
that we can apply Proposition 5.1 with ρ replaced by ρ′ ∈ (ρ, 1) to deal with the possibility that
Bδ(z) 6⊂ Bρ.
For small enough ε (depending on δ) we have δ + εα ≤ 2δ, so we can bound the integral over
Bεα(Bδ(z)) = Bδ+εα(z) in (5.1) by the integral over B2δ(z). Upon absorbing the factor of C
N
in (5.1) into a small power of δ, we have reduced our problem to showing that with polynomially
high probability as δ → 0,
sup
z∈Bρ
sup
u∈Bδ(z)
∫
B2δ(z)
log
(
1
|u− w|
)
+ 1 dµh(w) ≤ δq. (5.3)
By Lemma A.3, (applied withA = (q/c1) log δ
−1) it holds with polynomially high probability as δ → 0
that (5.3) is bounded above by a q, ρ, γ-dependent constant times (log δ−1) supz∈Bρ µh(B2δ(z)) + δ
q.
We now conclude (5.3) by applying Lemma A.1.
The proof of Proposition 5.1 uses the same basic ideas as the proof of Proposition 4.1 except
that all of the bounds go in the opposite direction. Since E
ε
x
[
(τ εD)
N
]
can be expressed in terms of
the Green’s function GrεD (see Lemma 5.9), we need to establish an upper bound for Gr
ε
D. In fact,
we have GrεD ≤ GrεBρ so we only need an upper bound for GrεBρ .
To prove such an upper bound, we first establish an upper bound for the effective resistance in
Gε from a Euclidean ball Bs(z) ⊂ Bρ to ∂Bρ in Section 5.1. This is done by constructing a unit
flow (via the method of random paths) and applying Thomson’s principle (3.5). As explained in
Section 5.2, this estimate together with Lemma 5.3 and Proposition 3.8 leads to an upper bound for
GrεBρ(x, y) in the case when |η(x)− η(y)| is not too small (at least some fixed small positive power
of ε).
In Section 5.3, we will establish a crude upper bound for GrεBρ(x, y) which holds uniformly over
all x, y ∈ VGε(Bρ), including pairs for which |η(x) − η(y)| is small or even x = y. This bound
will be sufficient for our purposes since we will eventually sum over all x, y so the pairs for which
|η(x) − η(y)| is small will not contribute significantly to the sum. The proof is again based on
Thomson’s principle but different estimates are involved. In Section 5.4 we use our upper bounds
for the Green’s function to establish Proposition 5.1.
5.1 Upper bound for effective resistance across an annulus
We have the following upper bound for the effective resistance from ∂Bs(z) to ∂Bρ. Together with
Lemma 3.4 and Proposition 3.8 this will lead to an upper bound for the off-diagonal Green’s function
on Gε.
Lemma 5.3. There exists β = β(γ) and C = C(ρ, γ) > 0 such that with polynomially high
probability as ε→ 0, it holds simultaneously for every z ∈ Bρ and every s ∈ [εβ,dist(z, ∂Bρ)] that
Rε(Bs(z)↔ ∂Bρ) ≤ C log s−1. (5.4)
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Proof. We will prove the lemma by constructing a unit flow θε from the vertex xεz to VGε(∂Bρ) and
applying Thompson’s principle to the restriction of θε to VGε \ VGε(Bs(z)). The proof is similar to
arguments in [GM17, Section 3.3]. We will first prove an estimate for a fixed choice of z ∈ Bρ and
s ∈ [0,dist(z, ∂Bρ)], then transfer to an estimate which holds for all such (z, s) simultaneously via a
union bound argument in Step 4 at the end of the proof.
Step 1: defining a unit flow. We use the method of random paths; see, e.g., [LP16, Section 2.5,
page 42] for a general discussion of this method. For a fixed choice of z, let u be sampled uniformly
from Lebesgue measure on ∂B1(z), independently from everything else. Consider the infinite ray
from z which passes though u and let S be the segment of this ray from z to a point of ∂Bρ. For
ε ∈ (0, 1), choose (in some measurable manner) a simple path P ε in Gε(S) from xεz to a vertex whose
corresponding cell contains the single point in S ∩ ∂Bρ. For an oriented edge e of Gε(Bρ), let θε(e)
be the probability that the path P ε traverses e in the forward direction, minus the probability that
P ε traverses e in the reverse direction. It is easily seen that θε is a unit flow from xεz to VGε(∂Bρ)
(this follows from general theory, and is checked carefully in our particular case in [GM17, Lemma
3.5]).
By Lemma 3.5, for each s ∈ [0,dist(z, ∂Bρ)], the restriction of θε to the set of oriented edges of
Gε with at least one endpoint in VGε \ VGε(Bs(z)) is a unit flow from ∂VGε(Bs(z)) to VGε(∂Bρ)
(here the boundary of a vertex set is defined as in (3.6)). Note that each edge in this set also belongs
to EGε(C \Bs(z)). By Thomson’s principle (3.5), we therefore have
Rε(Bs(z)↔ ∂Bρ) ≤
∑
e∈EGε(Bρ\Bs(z))
[θε(e)]2, ∀s ∈ [0, dist(z, ∂Bρ)]. (5.5)
Step 2: bounding the energy in terms of a sum over cells. We now bound the right side of (5.5).
The argument is essentially the same as that of [GM17, Lemma 3.6], but we give the details for
the sake of completeness. We will bound the energy of θε in terms of a sum over cells of Gε which
intersect Bρ \Bs(z), which can in turn be bounded using [GMS19, Lemma 3.1]. Throughout the
proof, we require all implicit constants in the symbol  and the rates of all “polynomially high
probability” statements to be deterministic and depend only on ρ and γ (not on z or s).
By the definition of S, for each x ∈ VGε(Bρ) \ {xεz}, the conditional probability given (h, η) that
the segment S intersects the cell Hεx is at most a universal constant times diam(H
ε
x)×dist(z,Hεx)−1,
where here diam and dist denote Euclidean diameter and distance, respectively. By the definition of
θε, this implies that for any edge {x, y} ∈ VGε(Bρ) with x 6= xεz,
|θε(x, y)| ≤ min
{
diam(Hεx)
dist(z,Hεx)
,
diam
(
Hεy
)
dist
(
z,Hεy
)}. (5.6)
Now fix q ∈
(
0, 2
(2+γ)2
)
, chosen in a manner depending only on γ. By Lemma 2.4, it holds with
polynomially high probability as ε→ 0 that each cell Hεx for x ∈ VGε(Bρ) has diameter at most εq,
so
dist(Hεx, z)
−1 ≤ (|η(x)− z| − εq)−1  |η(x)− z|−1, ∀x ∈ VGε(Bρ \B2εq(z)).
Plugging this into (5.6) shows that
|θε(x, y)|  |η(x)− z|−1 diam(Hεx), ∀{x, y} ∈ EGε(Bρ \B2εq(z))
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By summing this last estimate, we get that if β ∈ (0, q) and s ∈ [εβ,dist(z, ∂Bρ)] then whenever (5.6)
holds and ε is sufficiently small (depending on β and q),∑
e∈EGε(Bρ\Bs(z))
[θε(e)]2 
∑
x∈VGε(Bρ\Bs(z))
|η(x)− z|−2 diam(Hεx)2 degε(x). (5.7)
Step 3: bounding the sum over cells. By [GMS19, Lemma 3.1], applied with f(w) = |w− z|−2, there
exists α = α(γ) > 0 and C0 = C0(ρ, γ) > 0 such that if β ∈ (0, q) is chosen sufficiently small, in
a manner depending only on γ, then the following is true. For each s ∈ [εβ,dist(z, ∂Bρ)], it holds
with polynomially high probability as ε→ 0 that the right side of (5.7) is bounded above by
C0
∫
Bρ\Bs(z)
|w − z|−2 dw + εα  log s−1. (5.8)
Since (5.7) holds simultaneously for all s ∈ [εβ, dist(z, ∂Bρ)] with polynomially high probability as
ε → 0, by plugging (5.8) into (5.7) and then into (5.5), we get that the following is true. There
exists C = C(ρ, γ) > 0 such that for each fixed z ∈ Bρ and s ∈ [εβ, dist(z, ∂Bρ)], the bound (5.4)
holds with polynomially high probability as ε→ 0.
Step 4: transferring to a bound for all (z, s) simultaneously. We observe that if Bs(z) ⊂ Bs′(z′) ⊂ Bρ,
then
Rε(Bs′(z′)↔ ∂Bρ) ≤ Rε(Bs(z)↔ ∂Bρ). (5.9)
After possibly shrinking β so that it is much smaller than the exponent in the “polynomially high
probability” statement at the end of the last step, we can take a union bound over all z ∈ Bρ∩(ε2βZ2)
and all s ∈ [εβ,dist(z,Bρ)] ∩ {2−n}n∈Z to get that the following is true. With polynomially high
probability as ε → 0, the bound (5.4) holds simultaneously for each z ∈ Bρ ∩ (ε2βZ2) and all
s ∈ [εβ,dist(z,Bρ)] ∩ {2−n}n∈Z. Due to (5.9), this implies that (5.4) holds simultaneously for all
z ∈ Bρ and s ∈ [0,dist(z, ∂Bρ)] with 2C, say, in place of C.
5.2 Upper bound for off-diagonal Green’s function
We now use Lemma 3.4, Proposition 3.8, and Lemma 5.3 to prove the following upper bound for
the Green’s function.
Lemma 5.4. There exists β = β(γ) > 0 and C = C(ρ, γ) > 0 such that with polynomially high
probability as ε→ 0,
grεBρ(x, y) ≤ C log
(
1
|η(x)− η(y)|
)
+ C (5.10)
simultaneously for all x, y ∈ VGε(Bρ) with |η(x)− η(y)| ≥ εβ.
We first prove a variant of Lemma 5.4 where we also impose an upper bound for |η(x)− η(y)|.
The proof is basically the same as that of Lemma 4.4, but with the inequalities going in the opposite
direction.
Lemma 5.5. There exists β = β(γ) > 0 and C = C(ρ, γ) > 0 such that with polynomially high
probability as ε→ 0,
grεBρ(x, y) ≤ C log
(
1
|η(x)− η(y)|
)
. (5.11)
simultaneously for all x, y ∈ VGε(Bρ) with |η(x)− η(y)| ∈
[
εβ, 13 dist(η(x), ∂Bρ)
]
.
29
Proof. Since the function y 7→ grεBρ(x, y) is discrete harmonic on VGε(Bρ) \ (VGε(∂Bρ) ∪ {x}), we
can apply Proposition 3.8 to find that there exists β = β(γ) > 0 and C1 = C1(ρ, γ) > 1 such that
with polynomially high probability as ε → 0, it holds simultaneously for each z ∈ Bρ and each
s ∈ [εβ, 13 dist(z, ∂Bρ)] that
max
y∈∂VGε(Bs(z))
grεBρ(x
ε
z, y) ≤ C1 min
y∈∂VGε(Bs(z))
grεBρ(x
ε
z, y). (5.12)
By Lemma 3.4 (applied with A = VGε(Bs(z)) and B = VGε(Bρ)) and Lemma 3.7 (to say that the
error term δ from Lemma 3.4 is at most 1), a.s. for every such z and s,
min
y∈∂VGε(Bs(z))
grεBρ(x
ε
z, y) ≤
(
1 +
1
miny∈∂VGε(Bs) gr
ε
Bρ
(xεz, y)
)
Rε(Bs(z)↔ ∂Bρ). (5.13)
By Lemma 5.3, after possibly shrinking β we can find C2 = C2(ρ, γ) > 1 such that with
polynomially high probability as ε → 0, it holds simultaneously for each z ∈ Bρ and each s ∈[
εβ, 13 dist(η(x), ∂Bρ)
]
that
Rε(Bs(z)↔ ∂Bρ) ≤ C2 log s−1. (5.14)
We now use (5.14) to upper-bound the left side of (5.13), but some care is needed due to the term
miny∈∂VGε(Bs) gr
ε
Bρ
(xεz, y) on the right side. This is dealt with as follows. If miny∈∂VGε(Bs(z)) gr
ε
Bρ
(xεz, y)
were larger than 2C2 log s
−1 ≥ 1, then the right side of (5.13) would be at most C2 log s−1 + 1 ≤
2C2 log(s
−1), so either way we must in fact have
min
y∈VGε(Bs)
grεBρ(x
ε
z, y) ≤ 2C2 log s−1. (5.15)
Combining (5.12) and (5.15), each applied with z = η(x) and s = |η(x) − η(y)|, now gives (5.11)
with C = 2C1C2.
Proof of Lemma 5.4. We need to remove the constraint that |η(x)− η(y)| ≤ 13 dist(η(x), ∂Bρ). Set
ρ′ := (1 + ρ)/2. Obviously, grεBρ′ (x, y) ≥ gr
ε
Bρ
(x, y) for each x, y ∈ VGε(Bρ), so it suffices to
prove (5.42) with grεBρ′
in place of grεBρ . This will allow us to avoid dealing with boundary effects
(which are manifested in the requirement that |η(x)− η(y)| ≤ 13 dist(η(x), ∂Bρ) in Lemma 5.5).
By Lemma 5.5 with ρ′ in place of ρ, there exists β and C as in the lemma statement such that
with polynomially high probability as ε→ 0,
grεBρ′ (x, y) ≤ C log
(
1
|η(x)− η(y)|
)
(5.16)
for all x, y ∈ VGε(Bρ′) with |η(x) − η(y)| ∈
[
εβ, 13 dist(η(x), ∂Bρ′)
]
. By Lemma 2.4, there exists
q = q(γ) > 0 such that with polynomially high probability as ε→ 0, we have η(x) ∈ Bρ+εq for each
x ∈ VGε(Bρ′). If this is the case, then for small enough ε > 0 (how small depends only on ρ, γ),
1
3
dist(η(x), ∂Bρ′) ≥ ρ
′ − ρ− εq
3
≥ ρ
′ − ρ
6
. (5.17)
Therefore, with polynomially high probability as ε→ 0, the bound (5.16) holds for all x, y ∈ VGε(Bρ′)
with |η(x)− η(y)| ∈ [εβ, (ρ′ − ρ)/6]. Henceforth assume that this is the case.
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Since grεBρ′
(x, ·) is discrete harmonic on VGε(Bρ) \ {x} and vanishes on VGε \ VGε(Bρ), we can
apply (5.16) and the maximum principle to get that for x, y ∈ VGε(Bρ) with |η(x)−η(y)| > (ρ′−ρ)/6,
grεBρ(x, y) ≤ C log
(
6
ρ′ − ρ
)
. (5.18)
Combining this with (5.16) gives (5.10) with C log
(
6
ρ′−ρ
)
in place of C.
5.3 Upper bound for on-diagonal Green’s function
Lemma 5.4 only provides an upper bound for GrεBρ(x, y) in the case when |η(x)− η(y)| ≥ εβ. The
purpose of this subsection is to prove a crude upper bound for GrεBρ(x, y) which will deal with the
case when |η(x)− η(y)| ≤ εβ.
Lemma 5.6. For each ζ ∈ (0, 1), it holds polynomially high probability as ε→ 0 that
max
x,y∈VGε(Bρ)
GrεBρ(x, y) ≤ ε−ζ . (5.19)
Since GrεBρ(x, y) attains its maximum value when x = y, to prove Lemma 5.6, we only need
to prove an upper bound for GrεBρ(x, x). Since degrees in Gε are easy to control, this amounts to
proving an upper bound for the effective resistance from x ∈ VGε(Bρ) to VGε(∂Bρ). The proof of
this upper bound is based on Thomson’s principle applied to the same unit flow used in the proof of
Lemma 5.3. However, the estimates involved are somewhat more delicate. The following lemma is
one of the key ingredients of the proof.
Lemma 5.7. For each ζ ∈ (0, 1), it holds with polynomially high probability as ε → 0 that
the following is true. Simultaneously for each z ∈ Bρ, the number of vertices x ∈ VGε whose
corresponding cell satisfies
dist(z,Hεx) ≤ diam(Hεx) (5.20)
is at most ε−ζ .
Proof. By Lemma 2.4, there are constants 0 < q < p < ∞ depending only on γ such that with
polynomially high probability as ε→ 0,
εp ≤ diam(Hεx) ≤ εq, ∀x ∈ VGε(Bρ). (5.21)
By (5.21) together with [GHM15, Proposition 3.4 and Remark 3.9], it holds with polynomially high
probability as ε→ 0 that
Hεx contains a Euclidean ball of radius at least ε
ζ/4 diam(Hεx), ∀x ∈ VGε(Bρ). (5.22)
Henceforth assume that the estimates (5.21) and (5.22) hold. We will show that the event in the
lemma statement occurs.
To this end, fix z ∈ Bρ and for k ∈ N let Ck be the set of x ∈ VGε such that dist(z,Hεx) ≤
diam(Hεx) and diam(H
ε
x) ∈ [2−k−1, 2−k]. By (5.21), Ck = ∅ for k /∈ [log2 ε−q, log2 ε−p]Z. Therefore,
we only need to show that
dlog2 ε−pe∑
k=blog2 ε−qc
#Ck ≤ ε−ζ . (5.23)
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For each x ∈ Ck, the cell Hεx is contained in B2−k+1(z). Since the cells x ∈ VGε intersect only
along their boundaries, the Euclidean balls of (5.22) for different choices of x are disjoint. Therefore,
2−2k+2 = areaB2−k+1(z) ≥ pi
∑
x∈Ck
[
εζ/4 diam(Hεx)
]2 ≥ piεζ/42−2k−2#Ck, (5.24)
where in the last line we used that diam(Hεx)
2 ≥ 2−k−1 for each x ∈ Ck. By re-arranging (5.24)
we get #Ck ≤ 16piε−ζ/2. Summing this estimate over the logarithmically many values of k ∈
[log2 ε
−q, log2 ε−p]Z now shows that (5.23) holds provided ε is at most some ζ-dependent constant.
Proof of Lemma 5.6. Step 1: regularity events. We first define a high-probability regularity event
which we will truncate on throughout the proof. After this step, all of the arguments are entirely
deterministic. As explained at the beginning of the proof of Lemma 5.7, it holds with polynomially
high probability as ε→ 0 that the bounds (5.21) and (5.22) both hold. By [GMS19, Lemma 2.6], it
holds with superpolynomially high probability as ε→ 0 that
max
x∈VGε(Bρ)
degε(x) ≤ ε−ζ , ∀x ∈ VGε(Bρ). (5.25)
By Lemma 5.7, it holds with polynomially high probability as ε→ 0 that
#{x ∈ VGε(Bρ) : dist(z,Hεx) ≤ diam(Hεx)} ≤ ε−ζ , ∀z ∈ Bρ. (5.26)
Henceforth assume that (5.21), (5.22), (5.25), and (5.26) all hold, which happens with polynomially
high probability as ε→ 0.
Step 2: bounding the effective resistance in terms of a unit flow. For x ∈ VGε, we let uε(x) be a
point of the cell Hεx chosen in such a way that u
ε(x) lies at maximal Euclidean distance from ∂Hεx,
so that by (5.22),
dist(uε(x), ∂Hεx) ≥ εζ/4 diam(Hεx). (5.27)
For x ∈ VGε(Bρ), let θεx be the flow defined in the proof of Lemma 5.3 with z = uε(x). As explained
in that lemma, θεx is a unit flow from x to VGε(∂Bρ) and hence by Thomson’s principle (3.5),
grεBρ(x, x) = Rε(x↔ VGε(∂Bρ)) ≤
∑
e∈EGε(Bρ)
[θε(e)]2. (5.28)
Furthermore, by (5.6), for each oriented edge (y, y′) of Gε(Bρ) with y 6= x, we have
|θεx(y, y′)| 
diam
(
Hεy
)
dist
(
uε(x), Hεy
) , (5.29)
with a universal implicit constant.
We want to bound the sum on the right side of (5.28) using (5.29). We define the set of “good”
vertices Sεx to be the set of y ∈ VGε(Bρ) such that dist
(
uε(x), Hεy
)
> diam
(
Hεy
)
. We write ESεx to
be the set of edges e ∈ EGε(Bρ) which have at least one endpoint in Sεx. We will bound the sum of
[θεx(e)]
2 over the set of “bad” edges EGε(Bρ) \ ESεx and the set of “good” edges ESεx separately. The
idea is that (5.29) gives a useful bound for the sum over good edges, whereas (5.26) tells us that
there cannot be too many bad edges.
Step 3: bounding the sum over the bad edges. By (5.26) with z = uε(x), the total number
of “bad” vertices satisfies #(VGε(Bρ) \ Sεx) ≤ ε−ζ . By combining this with (5.25), we have
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#(EGε(Bρ) \ ESεx) ≤ ε−2ζ . By the definition of θεx, we have |θεx(e)| ≤ 1 for each e ∈ EGε(Bρ).
Therefore, ∑
e∈EGε(Bρ)\ESεx
[θεx(e)]
2 ≤ ε−2ζ . (5.30)
Step 4: bounding the sum over the good edges. We eventually want to compare
∑
e∈ESεx [θ
ε
x(e)]
2 to a
deterministic integral using (5.29). We start by summing (5.29) over all edges in ESεx to get
∑
e∈ESεx
[θεx(e)]
2 ≤
∑
y∈Sεx
diam
(
Hεy
)2
degε(y)
dist
(
uε(x), Hεy
)2 by (5.29)
≤ ε−3ζ/2
∑
y∈Sεx
dist
(
uε(y), ∂Hεy)
)2
dist
(
uε(x), Hεy
)2 by (5.22) and (5.25). (5.31)
If y ∈ Sεx, then by definition dist
(
uε(x), Hεy
)
> diam
(
Hεy
)
, so for each w ∈ Hεy ,
|w − uε(x)| ≤ dist(uε(x), Hεy)+ diam(Hεy) ≤ 2 dist(uε(x), Hεy). (5.32)
By applying (5.32) to lower-bound the denominator, then averaging over all w ∈ Hεy , we see that
each term in the sum on the right side of (5.31) satisfies
dist
(
uε(y), ∂Hεy)
)2
dist
(
uε(x), Hεy
)2 ≤ 4∫
Hεy
dist
(
uε(y), ∂Hεy)
)2
area(Hεy)|w − uε(x)|2
dw ≤ 4
pi
∫
Hεy
1
|w − uε(x)|2 dw (5.33)
where in the last inequality we used that area(Hεy) ≥ pi dist
(
uε(y), ∂Hεy)
)2
. By plugging the
inequality (5.33) into the right side of (5.31), we get∑
e∈ESεx
[θεx(e)]
2  ε−3ζ/2
∫
D\Hεx
1
|w − uε(x)|2 dw, (5.34)
with a universal implicit constant.
By the lower bound in (5.21) and the definition of uε(x),
dist(uε(x), ∂Hεx)) ≥ εp+ζ/4 which implies Bεp+ζ/4(uε(x)) ⊂ Hεx, ∀x ∈ VGε(Bρ). (5.35)
Combining (5.34) and (5.35) shows that∑
e∈ESεx
[θεx(e)]
2  ε−3ζ/2
∫
D\B
εp+ζ/4
(uε(x))
1
|w − uε(x)|2 dw  ε
−3ζ/2 log ε−1, (5.36)
with the implicit constant depending only on ρ, γ.
Step 5: conclusion. Plugging (5.30) and (5.36) into (5.28) gives grεBρ(x, x)  ε−3ζ/2 log ε−1 with the
implicit constant depending only on γ. Since grεBρ(x, ·) is discrete harmonic on VGε(Bρ)\(VGε(∂Bρ)∪
{x}) and vanishes on VGε(∂Bρ), the maximum principle implies that for any x, y ∈ VGε(x), we have
grεBρ(x, y) ≤ grεBρ(x, x)  ε−3ζ/2 log ε−1. Since GrεBρ(x, y) = degε(x) grεBρ(x, y), we see from this
and and (5.25) that GrεBρ(x, y)  ε−5ζ/2 log ε−1 for all x, y ∈ VGε(Bρ). Since ζ ∈ (0, 1) is arbitrary,
this concludes the proof.
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5.4 Proof of Proposition 5.1
The following estimate is the main input in the proof of Proposition 5.1.
Lemma 5.8. There are constants α = α(γ) > 0 and C = C(ρ, γ) > 0 such that with polynomially
high probability as ε→ 0, it holds simultaneously for every Borel set D ⊂ Bρ and every x ∈ VGε(D)
that ∑
y∈VGε(D)
GrεD(x, y) ≤ Cε−1
∫
Bεα (D)
log
(
1
|η(x)− w|
)
+ 1 dµh(w) + ε
−1+α. (5.37)
Proof. Note that the Green’s function is increasing in the domain, so for any D ⊂ Bρ,
GrεD(x, y) ≤ GrεBρ(x, y), ∀x, y ∈ VGε(D). (5.38)
Hence our upper bounds for GrεBρ automatically give upper bounds for Gr
ε
D.
Fix β, ζ > 0, to be chosen later in a manner depending only on γ. For a Borel set D ⊂ Bρ and
x ∈ VGε(D), we break the sum on the left side of (5.37) into two pieces:
Y nearD,x :=
{
y ∈ VGε(D) : |η(x)− η(y)| < εβ
}
Y typicalD,x := VGε(D) \ Y nearD,x .
Let us first bound the sum over Y nearD,x . By Lemma 5.6, it holds with polynomially high probability
as ε→ 0 that
max
x,y∈VGε(Bρ)
GrεBρ(x, y) ≤ ε−ζ . (5.39)
Since the cells of Gε have µh-mass ε, it is easily seen from Lemmas A.1 and 2.4 that there
exists α0 = α0(β, γ) > 0 such that with polynomially high probability as ε → 0, we have
supz∈Bρ #VGε(Bεβ (z)) ≤ ε−1+α0 , which implies that
#Y nearD,x ≤ ε−1+α0 , ∀D ⊂ Bρ, ∀x ∈ VGε(Bρ). (5.40)
By (5.39) and (5.40) we get that with polynomially high probability as ε→ 0,∑
y∈Y nearD,x
GrBρ(x, y) ≤ ε−1+α0−ζ , ∀D ⊂ Bρ, ∀x ∈ VGε(D). (5.41)
Henceforth assume that ζ < α0.
We now turn our attention to Y typicalD,x . By Lemma 5.4, there exists C0 = C0(ρ, γ) > 0 such that
if β = β(γ) > 0 is chosen to be sufficiently small, then with polynomially high probability as ε→ 0,
grεBρ(x, y) ≤ C0 log
(
1
|η(x)− η(y)|
)
+ C0, ∀x, y ∈ VGε(Bρ) with |η(x)− η(y)| ≥ εβ. (5.42)
For y ∈ Y typicalD,x , we have |η(x)− η(y)| ≥ εβ by definition, so (5.42) implies that
grεBρ(x, y) ≤ fx(η(y)), ∀y ∈ Y typicalD,x , where fx(w) :=
C0
log(|η(x)− w|−1 ∧ ε−β) + C0. (5.43)
The absolute value of fx is bounded above by C log(ε
−β) on Bρ. Furthermore, it is easily seen by
differentiating that fx is Lipschitz continuous on Bρ with Lipschitz constant at most a C-dependent
constant times ε−β. Therefore, Lemma A.5 implies that there exists α1 = α1(γ) > 0 such that if
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β = β(γ) > 0 is chosen to be sufficiently small, then with polynomially high probability as ε→ 0, it
holds simultaneously for every Borel set D ⊂ Bρ and every x ∈ VGε(D) that∑
y∈Y typicalD,x
GrεBρ(x, y) ≤
∑
y∈VGε(D)
degε(y)fx(η(y)) by (5.43) and (3.2)
≤ 6ε−1
∫
Bεα1 (D)
fx(w) dµh(w) + ε
−1+α1 by Lemma A.5
≤ 6C0ε−1
∫
Bεα1 (D)
log
(
1
|η(x)− w|
)
+ 1 dµh(w) + ε
−1+α1 by (5.43). (5.44)
Combining (5.41) and (5.44) and recalling (5.38) gives the statement of the lemma with C = 6C0
and α := min{α0 − ζ, α1}.
We now prove an elementary lemma for general graphs which will allow us to deduce moment
bounds for exit times of the random walk on Gε from Lemma 5.8.
Lemma 5.9. Let G be a graph, let B ⊂ V(G), and let x ∈ B. Let τB be the exit time from B of
the simple random walk on G started from x. Then for each N ∈ N,
E
[
τNB
] ≤ N ! ∑
y1,...,yN∈B
GrB(x, y1)
N∏
n=2
GrB(yn−1, yn). (5.45)
Proof. We have
τB =
∑
y∈B
∞∑
j=0
1(j<τB , Xj=y).
By expanding out the sum, we get
E
[
τNB
]
=
∑
y1,...,yN∈B
∑
j1,...,jN∈N0
P[jN < τB, Xj1 = y1, . . . , XjN = yN ]
≤ N !
∑
y1,...,yN∈B
∑
0≤j1≤···≤jN<∞
P[jN < τB, Xj1 = y1, . . . , XjN = yN ]. (5.46)
For y ∈ B, let Xy denote the simple random walk on G started from y and let τyB be its exit time
from B (so that X = Xx and τB = τ
x
B). By N applications of the strong Markov property, we
obtain
P[jN < τB, Xj1 = y1, . . . , XjN = yN ] = P[j1 < τB, Xj1 = y1]
N∏
n=2
P
[
jn − jn−1 < τyn−1B , Xyn−1jn−jn−1 = yj
]
.
(5.47)
Note that we allow jn = jn−1 for some n ∈ [1, N ]Z, in which case the nth factor in the product on
the right side of (5.47) is either zero or one according to whether yn = yn−1. By (5.47), the right
side of (5.46) equals
N !
∑
y1,...,yN∈B
∑
0≤j1≤···≤jN<∞
P[j1 < τB, Xj1 = y1]
N∏
n=2
P
[
jn − jn−1 < τyn−1B , Xyn−1jn−jn−1 = yn
]
. (5.48)
Summing over jN , then over jN−1, . . . , then over j1 gives (5.45).
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Proof of Proposition 5.1. Let α and C be as in Lemma 5.8. That lemma tells us that with polynomi-
ally high probability as ε→ 0, it holds simultaneously for every Borel set D ⊂ Bρ with µh(D) ≥ εα
and every x ∈ VGε(Bρ) that∑
y∈VGε(D)
GrεD(x, y) ≤ Cε−1
∫
Bεα (D)
log
(
1
|η(x)− w|
)
+ 1 dµh(w) + ε
−1+α
≤ (C + 1)ε−1
∫
Bεα (D)
log
(
1
|η(x)− w|
)
+ 1 dµh(w). (5.49)
Note that we have used the hypothesis that µh(D) ≥ εα to absorb the ε−1+α error into the first
term. By Lemma 5.9, for each such D and x,
E
ε
x
[
(τ εD)
N
] ≤ N ! ∑
y1,...,yN∈VGε(D)
GrεD(x, y1)
N∏
n=2
GrεD(yn−1, yn). (5.50)
The estimate (5.1) (with C + 1 in place of C) follows by applying (5.49) to bound the sum over yN ,
then the sum over yN−1, . . . , then the sum over y1 on the right side of (5.50).
6 Tightness
For z ∈ C, let Xz,ε : N0 → VGε denote the simple random walk on Gε started from the vertex
xεz ∈ VGε. Let X̂z,ε : [0,∞) → C be the process t 7→ η(Xz,εt/ε), extended from εN0 to [0,∞) by
piecewise linear interpolation.
We want to establish a tightness result for the random functions
P ε : z 7→
{
Conditional law of t 7→ X̂z,εt given (h, η)
}
(6.1)
from C to the space of probability measures on continuous paths [0,∞)→ C. To state our tightness
result we need to specify metrics on various spaces.
• The space C([0,∞),C) of continuous paths X : [0,∞) → Bρ is equipped with the local
uniform metric
dUnif(X,X
′) =
∫ ∞
0
e−T ∧
{
sup
t∈[0,T ]
|Xt −X ′t|
}
dT, (6.2)
so that Xn → X if and only if Xn → X uniformly on each compact subset of [0,∞).
• The space Prob(C([0,∞),C)) of probability measures on C([0,∞),C) is equipped with the
Prokhorov metric dProk induced by the metric dUnif on C([0,∞),C).
• The space of functions P : C→ Prob(C([0,∞),C)) is equipped with the L∞ metric
d∞(P, P ′) = sup
z∈C
dProk
(
Pz, P
′
z
)
, (6.3)
so that Pn → P if and only if Pnz → Pz uniformly on each compact subset of C with respect
to the above Prokhorov topology on Prob(C([0,∞),C)).
The main result of this subsection is the following proposition.
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Proposition 6.1. The laws of the random functions (6.1) for ε ∈ (0, 1) are tight with respect to
the topology specified just above. If P is any subsequential limit in law of these functions, then a.s.
P is continuous and the following is true. If z ∈ C and X̂z is a path with the law Pz, then a.s. X̂z
does not stay at a single point for a positive interval of time.
Fix ρ ∈ (0, 1). Since most of our estimates only apply for cells of Gε which intersect Bρ, we will
first prove a tightness statement when we stop our walks upon exiting Bρ. For z ∈ C and ε > 0, let
τ̂ z,ε be the first time that X̂z,ε hits a point η(x) ∈ η(εZ) whose corresponding cell η([x− ε, x]) is
disjoint from Bρ. We define
P ερ,· : z 7→
{
Conditional law of t 7→ X̂z,εt∧τ̂z,ε given (h, η)
}
. (6.4)
Note that P ερ,z assigns probability 1 to the constant path at x
ε
z if z is not contained in a cell of Gε
which intersects Bρ.
Proposition 6.2. The laws of the random functions (6.4) for ε ∈ (0, 1) are tight with respect to
the topology specified just above Proposition 6.1. If Pρ,· is any subsequential limit in law of these
functions, then a.s. P is continuous and the following is true. If z ∈ C and X̂z is a path with the
law Pρ,z, then a.s. X̂
z does not stay at a single point for a positive interval of time before it exits Bρ.
Most of this section is devoted to the proof of Proposition 6.2. We will deduce Proposition 6.1
from Proposition 6.2 and a scaling argument in Section 6.4.
For proving tightness results, it is convenient to work with the space
C := C[C,Prob(C([0,∞),C))] (6.5)
of continuous functions C → Prob(C([0,∞),C)), rather than the space of all functions C →
Prob(C([0,∞),C)) (e.g., so that we can use the Arze´la-Ascoli theorem). So, we will approximate
the function P ερ,· of (6.1) by a continuous function P˜ ερ,· ∈ C which satisfies P˜ ερ,η(x) = P ερ,η(x) for
each x ∈ εZ. One way to do this is as follows. For each x ∈ εZ, choose rεx > 0 such that the
Euclidean neighborhood of the cell Brεx(H
ε
x) does not contain η(y) for any y ∈ εZ \ {x}. Choose
a partition of unity {φεx}x∈εZ subordinate to the open cover cover {Brεx(Hεx)}x∈εZ of C. Then set
P˜ ερ,z =
∑
x∈εZ P
ε
ρ,η(x)φ
ε
x(z).
To prove Proposition 6.2, we need a compactness criterion, which follows easily from the
Prokhorov theorem and the Arze´la-Ascoli theorem.
Lemma 6.3. Let K = {Pz : z ∈ C}P∈K ⊂ C. Then K is pre-compact (i.e., the closure of K is
compact) if the following conditions are satisfied.
1. (Equicontinuity of laws) For each L > 1, there exists δ = δ(L) > 0 such that for each
P = (Pz)z∈C ∈ K and each z, w ∈ BL(0) with |z − w| ≤ δ, the Prokhorov distance between the
laws Pz and Pw is at most 1/L.
2. (Equicontinuity of paths) For each L > 0 and each z ∈ C, there exists δ = δ(z, L) > 0 such
that for each P = (Pw : w ∈ C) ∈ K, the following is true. If X : [0,∞)→ C is sampled from
the law Pz, then with probability at least 1− 1/L,
|Xs −Xt| ≤ 1/L, ∀s, t ∈ [0, L] with |s− t| ≤ δ.
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Proof. By the Arze´la-Ascoli theorem for continuous functions into the complete metric space
Prob(C([0,∞),C)), K is pre-compact provided condition 1 holds and for each fixed z ∈ C, the set
{Pz}P∈K is a pre-compact subset of Prob(C([0,∞),C)).
By the Prokhorov theorem, {Pz}P∈K is pre-compact provided that for each ζ ∈ (0, 1), there is a
pre-compact subset K′ζ = K′ζ(z) of C([0,∞),C) such that for each P ∈ K, we have Pz[K′ζ ] ≥ 1− ζ.
By the Arze´la-Ascoli theorem, K′ζ is pre-compact provided there is a uniform modulus of continuity
for all of the functions in K′ζ .
We now assume condition 2 and check that {Pz}P∈K is pre-compact using the criterion of the
preceding paragraph. To this end, fix ζ ∈ (0, 1) and for k ∈ N let δk be as in condition 2 for
L = 2k/ζ. By a union bound over all k ∈ N, we get that if P ∈ K and X is sampled from Pz then
it holds with probability at least 1− ζ that
|Xs −Xt| ≤ ζ/2k, ∀s, t ∈ [0, 2k/ζ] with |s− t| ≤ δk, ∀k ∈ N. (6.6)
The set K′ζ of X ∈ C([0,∞),C) for which (6.6) holds and X0 = z is a pre-compact subset of
C([0,∞),C), which verifies the condition of the preceding paragraph.
The proof of the tightness part of Proposition 6.2 is divided into two steps, based on the two
conditions of Lemma 6.3. First we prove equicontinuity of paths in Section 6.1, then we prove
equicontinuity of laws in Section 6.2. In Section 6.3, we prove an estimate for the random walk on
Gε which will help us verify the last part of Proposition 6.1 (i.e., that the subsequential limiting
path does not stay at a point for a positive time interval). In Section 6.4 we deduce Proposition 6.1
from Proposition 6.2 via a scaling argument. Throughout this section, we will use the following
terminology.
Definition 6.4. We say that ψ : [0,∞) → [0,∞) is a superpolynomial function if ψ(0) = 0 and
limδ→0 δ−pψ(δ) = 0 for every p > 0.
We do not require the superpolynomial functions appearing in different proposition / lemma
statements to be the same.
6.1 Equicontinuity of paths
The main result of this subsection is the following estimate.
Proposition 6.5 (Equicontinuity of paths). Let χ > 2(2+γ)2−γ . There is a superpolynomial function
ψ, depending only on ρ, χ, γ, such that probability tending to 1 as ε→ 0, it holds simultaneously for
each z ∈ Bρ that the following is true. With conditional probability at least 1− ψ(δ) given (h, η),
|X̂z,εs − X̂z,εt | ≤ 2δ, ∀s, t ∈ [0, τ̂ z,ε] with |s− t| ≤ δχ. (6.7)
Once Theorem 1.2 is established, Proposition 6.5 implies that a.s. Liouville Brownian motion is
locally Ho¨lder continuous with any exponent less than 2−γ2(2+γ) . This bound is not optimal: indeed, it
follows from [GRV16, Corollary 2.14] that Liouville Brownian motion is Ho¨lder continuous with
any exponent less than 1
2(1+γ/2)2
. Note in particular that this exponent does not degenerate as
γ approaches 2. The proof in [GRV16] relies on the study of negative moments for the exit time
from a ball, which in turn relies on the a priori knowledge of the multifractal spectrum of Liouville
Brownian motion. Such tools are not directly available here and we instead use a “worst-case
scenario” approach which leads to a suboptimal (but still finite) exponent.
To prove Proposition 6.5 we want to use our lower bound for the exit times of the walk on Gε
from Euclidean balls (Proposition 4.1) to say that X̂z,ε is very unlikely to travel a long Euclidean
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distance in a short amount of time. The main difficulty is that Proposition 6.5 only gives a lower
bound for the conditional expectation of the exit time given (h, η). This by itself is far from good
enough to get a modulus of continuity estimate for X̂z,ε, so we need to use additional arguments to
get a better lower bound for exit times.
The first step of the proof, carried out in Lemma 6.6, is to use Proposition 4.1 together with
our upper bound for moments of exit times from Euclidean balls (Proposition 5.1) and the Payley-
Zygmund inequality to say the following. Let c > 0 be the constant from Proposition 4.1. If δ ∈ (0, 1)
is fixed and ε > 0 is small, then with high probability it holds holds uniformly over all z ∈ Bρ and
all r ∈ [δ, dist(η(x), ∂Bρ)] that
P
[
Exit time of X̂z,ε from Br(z) ≥ 1
2
µh(Bcr(η(x))) |h, η
]
(6.8)
is bounded below by an explicit quantity depending on µh|Br(η(x)).
Using basic “worst-case” estimates for the LQG measure, the above bound can be made more
explicit. In particular, fix a large constant ` > 1 to be chosen later. Then when ε and δ are small, it
holds with high probability over (h, η) that
P
[
Exit time of X̂z,ε from Bδ`(z) & δ(2+γ)
2`/2 |h, η
]
& δ`γ2/2 (6.9)
uniformly over all x ∈ VGε(Bρ−δ`), where here & denotes inequality up to a multiplicative error of
order δoδ(1) (see Lemma 6.7).
At first glance, the bound (6.9) still seems to be far from a modulus of continuity estimate for
X̂z,ε since it only gives a lower bound for exit times which holds with probability at least δ`γ
2/2, not
with probability close to 1. To get around this difficulty, we exploit the (quenched) convergence of
X̂z,ε to Brownian motion modulo time parametrization, which was proven in [GMS17]. Indeed, using
a basic Brownian motion estimate (Lemma 6.8) and the aforementioned convergence, we can show
that when ε and δ are small the following is true with extremely high conditional probability given
(h, η). If z ∈ Bρ, then the walk X̂z,ε has to travel Euclidean distance δ` at least N ≈ δ−2(`−1) times
before exiting the ball of radius δ centered at its starting point. More precisely, if T is the exit time
of X̂z,δ from Bδ(z), then typically there are of order N ≈ δ−2(`−1) times 0 = τ0 < τ1 < · · · < τN < T
such that X̂z,ετn − X̂z,ετn−1 ≥ δ` for each n = 1, . . . , N (Lemma 6.9). This is related to the fact that
Brownian motion has linear quadratic variation.
The estimate (6.9) tells us that (ignoring small multiplicative errors) under the conditional law
given (h, η), each of the time intervals [τn−1, τn] has probability at least δ`γ
2/2 to have length at
least δ(2+γ)
2`/2. Since there are of order δ−2(`−1) such intervals, and using the Markov property of
the random walk on Gε, we get that the probability that at least one of these intervals has length at
least δ(2+γ)
2`/2 is at least
1−
(
1− δ`γ2/2
)δ−2(`−1)
. (6.10)
If we choose ` > 4/(4− γ2), so that 2(`− 1) > `γ2/2, then (6.10) is of the form 1− ψ(δ) for a
superpolynomial function ψ. We therefore get that when ε > 0 is small, it holds uniformly over all
x ∈ VGε(Bρ−δ) that
P
[
Exit time of X̂z,ε from Bδ(z) & δ(2+γ)
2`/2 |h, η
]
≥ 1− ψ(δ); (6.11)
see Lemma 6.11. Once (6.11) is established, it is a simple matter to conclude the proof of
Proposition 6.5 using the Markov property and a union bound. We remind the reader that this only
holds with high probability over (h, η) because the bound (6.9) only holds with high probability.
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We now proceed with the details of the above argument. For convenience we will mostly phrase
our estimates in terms of the random walk on Gε instead of in terms of the embedded, linearly
interpolated walk X̂z,ε as in the outline above. We start with the Payley-Zygmund argument
mentioned above.
Lemma 6.6. Fix p > 1 and let α = α(γ) be as in Proposition 5.1. There are constants a =
a(p, ρ, γ) > 0 and c = c(ρ, γ) > 0 such that for each δ ∈ (0, 1), it holds with polynomially high
probability as ε→ 0 that simultaneously for each x ∈ VGε(Bρ−δ) and each r ∈ [δ, dist(η(x), ∂Bρ)],
P
ε
x
[
τ εBr(η(x)) ≥
1
2
ε−1µh(Bcr(η(x)))
]
≥ a
 µh(Bcr(η(x))
supz∈Br(η(x))
∫
Br+εα (η(x))
log
(
1
|z−w|
)
+ 1 dµh(w)
p.
(6.12)
Proof. Let q := p/(p−1) be the Ho¨lder conjugate exponent to p and let N := dqe. By Proposition 5.1,
there exists C = C(ρ, γ) > 0 such that for each δ ∈ (0, 1), it holds with with polynomially high
probability as ε→ 0 that simultaneously for each x and r as in the lemma statement,
E
ε
x
[
(τ εBr(η(x)))
N
]
≤ N !CNε−N
(
sup
z∈Br(η(x))
∫
Br+εα (η(x))
log
(
1
|z − w|
)
+ 1 dµh(w)
)N
. (6.13)
Since N > q, the function x 7→ xN/q is convex so Jensen’s inequality together with (6.13) gives
E
ε
x
[
(τ εBr(η(x)))
q
]
≤ Eεx
[
(τ εBr(η(x)))
N
]q/N
≤ (N !)q/NCqε−q
(
sup
z∈Br(η(x))
∫
Br+εα (η(x))
log
(
1
|z − w|
)
+ 1 dµh(w)
)q
. (6.14)
By Proposition 4.1, there exists c = c(ρ, γ) > 0 such that with polynomially high probability as
ε→ 0 that for each x and r as in the lemma statement,
E
ε
x
[
τ εBr(η(x))
]
≥ ε−1µh(Bcr(η(x))) (6.15)
The bound (6.12) for an appropriate choice of a now follows from (6.14), (6.13), and the Lq variant
of the Payley-Zygmund inequality.
We now make the bound in Lemma 6.6 more explicit (so that it is in terms of δ rather than in
terms of µh). This is done using basic uniform estimates for the LQG measure from Appendix A.
Lemma 6.7. Let ` > 1 and ζ > 0. It holds with probability tending to 1 as ε→ 0 and then δ → 0
that
min
x∈VGε(B
ρ−δ` )
P
ε
x
[
τ εB
δ`
(η(x)) ≥ ε−1δ(2+γ)
2`/2+ζ
]
≥ δ`γ2/2+oζ(1), (6.16)
where the oζ(1) is deterministic and depends only on ζ, `, γ.
As discussed in the outline above, we eventually want to choose ` to be sufficiently large
depending on γ. The parameter ζ represents a small error in the exponent and will eventually be
sent to zero.
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Proof of Lemma 6.7. By Lemma A.3, applied with 2δ` in place of δ and with A  δζ , it holds
except on an event of probability decaying faster than any positive power of δ that
sup
z∈B
δ`
(z)
∫
B
2δ`
(z)
log
(
1
|z − w|
)
+ 1 dµh(w) ≤ δζµh(B2δ`(z)), ∀z ∈ Bρ. (6.17)
Let c > 0 be the constant from Lemma 6.6. We emphasize that c does not depend on p. By
Lemma A.2 applied with 2δ` in place of δ, it holds with probability tending to 1 as δ → 0 that
µh(Bcδ`(z))
µh(B2δ`(z))
≥ δ`γ2/2+ζ , ∀z ∈ Bρ. (6.18)
We now apply (6.17) followed by (6.18) to lower-bound the right side of the inequality of
Lemma 6.6 with r = δ` and with p = 1 + ζ. Note that δ` + εα ≤ 2δ` for each small enough ε > 0, so
we can bound the integral over Bδ`+εα(z) by the integral over B2δ`(z). We find that with probability
tending to 1 as δ → 0 and then ε→ 0,
min
x∈VGε(B
ρ−δ` )
P
ε
x
[
τ εB
δ`
(η(x)) ≥
1
2
ε−1µh(Bcδ`(η(x))
]
≥ δ`γ2/2+oζ(1). (6.19)
By Lemma A.1, it holds with probability tending to 1 as δ → 0 that
inf
z∈Bρ
µh(Bcδ`(z)) ≥ 2δ(2+γ)
2`/2+ζ . (6.20)
Combining (6.19) and (6.20) gives (6.16).
Continuing with the outline above, we now want to use the convergence of random walk on Gε
to Brownian motion modulo time parametrization to argue that the random walk on Gε has to
have at least δ−2(`−1) increments during which it travels Euclidean distance δ` before it can travel
Euclidean distance δ. We start with the desired Brownian motion estimate.
Lemma 6.8. Let B be a standard planar Brownian motion started from 0. For r ∈ (0, 1), let
σ0(r) := 0 and inductively let σk(r) for k ∈ N be the first time t ≥ σk−1(r) for which |Bt−Bσk−1(r)| ≥
r. For each ζ ∈ (0, 1), there is a superpolynomial function ψ such that
P
[
B first exits B1(0) before time σbr−(2−ζ)c(r)
]
≤ ψ(r) and (6.21)
P
[
B first exits B1(0) after time σbr−(2+ζ)c(r)
]
≤ ψ(r). (6.22)
Proof. By Brownian scaling, the rescaled increments r−2(σk(r)− σk−1(r)) are i.i.d., and each has
the same law as the exit time σ1(1) of B from B1(0). Using the strong Markov property of Brownian
motion, it is easily seen that there are universal constants c0, c1, c2 > 0 such that or each A > 1,
each k ∈ N, and each r > 0,
P
[
σk(r)− σk−1(r) > Ar2
]
= P[σ1(1) > A] ≤ c0e−c1A and (6.23)
P
[
σk(r)− σk−1(r) ≥ r2
] ≥ c2. (6.24)
41
Proof of (6.21). By expanding σK(r)
N as a sum over KN products of N increments and apply-
ing (6.23), we get that for each K ∈ N and each N ∈ N,
E
[
σK(r)
N
]  r2NKN , (6.25)
with the implicit constant depending only on N . By setting K = br−(2−ζ)c in (6.25) and applying
the Chebyshev inequality, we get
P
[
σbr−(2−ζ)c(r) > r
ζ/2
]
 rζN/2, ∀N ∈ N. (6.26)
On the other hand, by a Gaussian tail bound, Brownian scaling, and the reflection principle,
P
[
σ1(1) < r
ζ/2
]
 e−1/(2rζ/2), (6.27)
with a universal implicit constant. Combining (6.26) and (6.27) and sending N →∞ gives (6.21)
for an appropriate choice of ψ.
Proof of (6.22). By (6.24), r−2σk(r) stochastically dominates a binomial random variable with k
trials and success probability c2. By a standard binomial concentration inequality, P[σbr−(2−ζ)c(r) <
r−ζ/2] decays faster than any positive power of r as r → 0. By the upper bound for σ1(1) in (6.23)
we also have that P[σ1(1) > r
−ζ/2] decays faster than any positive power of r as r → 0. Combining
the two preceding sentences gives (6.22).
The events considered in Lemma 6.8 do not depend on the time parametrization of the Brownian
motion B, so we can transfer the conclusion of Lemma 6.8 to a statement for random walk on Gε
using the convergence modulo time parametrization established in [GMS17].
Lemma 6.9. Fix ` > 1. For δ ∈ (0, 1) and a random walk Xε on Gε (with some choice of starting
point), let τ ε0 (δ
`) = 0 and for k ∈ N inductively let τ εk(δ`) be the first time j after τ εk−1(δ`) for which
Xεj /∈ VGε(Bδ`(Xετεk−1(δ`))). For each ζ ∈ (0, 1), there is a superpolynomial function ψ, depending
only on ζ, `, γ, such that with probability tending to 1 as ε→ 0 (at a rate which depends on δ), it
holds for each x ∈ VGε(Bρ−δ) that
P
ε
x
[
Xε exits VGε(Bδ(η(x))) before time τ εbδ−(2−ζ)(`−1)c(δ`)
]
≤ ψ(δ). (6.28)
Proof. For z ∈ C, let Bz be a standard planar Brownian motion started from z. Let σz0(δ`) = 0
and inductively let σzk(δ
`) for k ∈ N be the first time t ≥ σzk−1(δ`) for which |Bzt − Bzσzk−1(δ`)| ≥ δ
`.
By (6.21) of Lemma 6.8 (applied with r = δ`−1 and Brownian scaling, there exists a superpolynomial
function ψ as in the lemma statement such that for each z ∈ C,
P
[
Bz exits Bδ(z) before time σzbδ−(2−ζ)(`−1)c(δ`)
]
≤ ψ(δ). (6.29)
Now let X̂z,ε be the embedded, linearly interpolated random walk as described at the beginning
of this section. By [GMS17, Theorem 3.4], the supremum over all z ∈ D of the Prokhorov distance
between the law of X̂z,ε and the law of Bz, each stopped at its exit time from D, with respect to
the topology on curves modulo time parametrization, tends to zero in probability as ε → 0. By
combining this with (6.29) we obtain (6.28) (with 2ψ in place of ψ, say).
The estimate (6.22) of Lemma 6.9 also yields a useful estimate for the random walk on Gε.
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Lemma 6.10. For δ ∈ (0, 1) and a random walk Xε on Gε (with some choice of starting point),
let σε0(δ) = 0 and for k ∈ N inductively let σεk(δ) be the first time j after σεk−1(δ) for which
Xεj /∈ VGε(Bδ(Xεσεk−1(δ))). For each ζ ∈ (0, 1), there is a superpolynomial function ψ, depending only
on ζ, γ, such that with probability tending to 1 as ε→ 0 (at a rate which depends on δ), it holds for
each x ∈ VGε(Bρ) that
P
ε
x
[
Xε first exits VGε(Bρ) before time σεbδ−(2+ζ)c(δ)
]
≤ ψ(δ). (6.30)
Proof. This follows from (6.22) of Lemma 6.9 and [GMS17, Theorem 3.4] via exactly the same
argument used in the proof of Lemma 6.9.
We now get a lower bound for exit times which holds with extremely high probability, which is
the main input in the proof of Proposition 6.1.
Lemma 6.11. Let χ > 2(2+γ)2−γ . There is a superpolynomial function ψ : (0,∞)→ (0,∞) such that
with probability tending to 1 as ε→ 0 and then δ → 0,
max
xVGε(Bρ−δ)
P
ε
x
[
τ εBδ(η(x)) < ε
−1δχ
]
≤ 1− ψ(δ). (6.31)
Proof. Fix ` > 1 and ζ > 0. Define the stopping times {τ εk(δ`)}k∈N0 for X as in Lemma 6.9. By
Lemma 6.9, there exists a superpolynomial function ψ0, depending only on ζ, `, γ, such that for
each δ ∈ (0, 1), it holds with probability tending to 1 as ε→ 0 that
max
x∈VGε(Bρ−δ)
P
ε
x
[
τ εBδ(η(x)) < τ
ε
bδ−(2−ζ)(`−1)c(δ
`)
]
≤ ψ0(δ). (6.32)
By the strong Markov property of the walk Xε under P
ε
x, the P
ε
x-conditional law of X
ε given
Xε|[0,τεk−1(δ`)] is that of a simple random walk on Gε started from Xετεk−1(δ`). The time τ
ε
k(δ
`)−τ εk−1(δ`)
is the exit time of this walk from VGε(Bδ`(η(Xτεk−1(δ`)))). By Lemma 6.7, we infer that with
probability tending to 1 as ε→ 0 and then δ → 0,
max
x∈VGε(Bρ−δ)
max
k∈N
P
ε
x
[
τ εk(δ
`) < τ εBδ(x), τ
ε
k(δ
`)− τ εk−1(δ`) < ε−1δ(2+γ)
2`/2+ζ
∣∣X|[0,τεk−1(δ`)]] ≤ 1−δ`γ2/2+oζ(1).
(6.33)
By multiplying (6.33) over all k ∈ N and using (6.32), we get that with probability tending to 1
as ε→ 0 and then δ → 0,
max
x∈VGε(Bρ−δ)
P
ε
x
[
τ εk(δ
`)− τ εk−1(δ`) < ε−1δ(2+γ)
2`/2+ζ , ∀k ∈ N with τ εk(δ`) < τ εBδ(x)
]
≤ ψ0(δ) +
(
1− δ`γ2/2+oζ(1)
)δ−(2−ζ)(`−1)
. (6.34)
If we choose ` > 4/(4−γ2), then for a small enough choice of ζ ∈ (0, 1), the term
(
1− δ`pγ2/2+oζ(1)
)δ−(2−ζ)(`−1)
in (6.34) decays faster than any positive power of δ as δ → 0. From this, we infer that with probability
tending to 1 as ε→ 0 and then δ → 0,
max
x∈VGε(Bρ−δ)
P
ε
x
[
τ εBδ(x) < ε
−1δ(2+γ)
2`/2+ζ
]
≤ ψ(δ), (6.35)
for some superpolynomial function ψ depending only on ζ, `, γ. If we choose ` sufficiently close to
4/(4− γ2) and ζ sufficiently close to zero, then we can make (2 + γ)2`/2 + ζ as close as we like to
2(2+γ)
2−γ . This gives (6.31).
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Proof of Proposition 6.5. For δ > 0, let σ̂z,ε0 (δ) = 0 and for k ∈ N inductively let σ̂z,εk (δ) be the first
time t ≥ σ̂z,εk−1(δ) for which X̂z,εt = η(x) for some x ∈ VGε \ VGε(Bδ(X̂z,εσ̂z,εk−1(δ))) (basically, σ̂
z,ε
k (δ) is
a slight modification of the exit time of X̂z,ε from Bδ(X̂
z,ε
σ̂z,εk−1(δ)
)). Recall that τ̂ z,ε denotes the exit
time of X̂z,ε from Bρ. By Lemma 6.10, there is a superpolynomial function ψ0 depending only on
ρ, γ such that with probability tending to 1 as ε→ 0,
sup
z∈Bρ
P
[
τ̂ z,ε ≤ σ̂z,εbδ−3c(δ) |h, η
]
≥ 1− ψ0(δ). (6.36)
Each σ̂z,εk (δ) is a stopping time for the conditional law of X̂
z,ε given (h, η) satisfying X̂z,ε
σ̂z,εk (δ)
∈
η(εZ). By the strong Markov property of the conditional law of X̂z,ε given (h, η), the conditional
law of σ̂z,εk (δ) − σ̂z,εk−1(δ) given (h, η) and X̂z,ε|[0,σ̂z,εk−1(δ)] is the same as the conditional law given
(h, η) of (a slight modification of) the exit time of X̂w,ε from Bδ(w) for w = X̂
z,ε
σ̂z,εk−1(δ)
.
Let ψ1 be the superpolynomial function as in Lemma 6.11. By applying Lemma 6.11 to bound
each of the exit times in the preceding paragraph, taking a union bound over all k ∈ [1, δ−3]Z,
and recalling (6.36), we find that with probability tending to 1 as ε → 0 and then δ → 0, the
following is true. Simultaneously for each z ∈ Bρ, it holds with conditional probability at least
1− δ−3ψ1(δ)− ψ0(δ) given (h, η) that
σ̂z,εk (δ)− σ̂z,εk−1(δ) ≥ δχ, ∀k ∈ N such that σ̂z,εk−1(δ) ≤ τ̂ z,ε. (6.37)
The bound (6.37) implies that X̂z,ε cannot travel Euclidean distance more than 2δ in less than
δχ units of time (recall that X̂z,ε is constant after time τ̂ z,ε). We therefore obtain (6.7) with
ψ(δ) = ψ0(δ) + δ
−3ψ1(δ).
6.2 Equicontinuity of laws
In this section we establish the other part of the compactness criterion of Lemma 6.3 for the function
P ερ,· of (6.4).
Proposition 6.12 (Equicontinuity of laws). There exists ξ = ξ(ρ, γ) > 0, and A = A(ρ, γ) > 0
such that the following is true with probability tending to 1 as ε → 0 and then δ → 0. For each
z, w ∈ Bρ with |z − w| ≤ δ, the Prokhorov distance (w.r.t. the local Skorokhod metric) between the
conditional laws given (h, η) of the stopped processes t 7→ X̂z,εt∧τ̂z,ε and t 7→ X̂w,εt∧τ̂w,ε is at most Aδξ.
Unlike for the exponent χ of Proposition 6.5, our proof of Proposition 6.12 does not give an
explicit expression for the exponent ξ. We note that a similar continuity result is obtained for
Liouville Brownian motion in [GRV16] which allows the authors to a.s. start Liouville Brownian
motion from any given point.
The basic idea of the proof of Proposition 6.5 (which differs somewhat from [GRV16]) is that if
|z − w| < δ then the embedded, linearly interpolated walk X̂z,ε is likely to disconnect w from ∂Bρ
before leaving B√δ(z) (similar estimates are proven in Section 3). We can then use Lemma 3.9 to
couple X̂z,ε and X̂w,ε in such a way that they agree after their exit times from B√δ(z) with high
probability (see Lemma 6.13). Both of these exit times are likely to be small (Corollary 5.2), so the
uniform modulus of continuity estimate of Proposition 6.5 tells us that under such a coupling, the
uniform distance between t 7→ X̂z,εt∧τ̂z,ε and t 7→ X̂w,εt∧τ̂w,ε is small.
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Lemma 6.13. There exists ξ = ξ(ρ, γ) > 0, and A = A(ρ, γ) > 0 such that for each δ ∈ (0, 1), it
holds with polynomially high probability as ε→ 0 that the following is true. For each z ∈ Bρ and
each x, y ∈ VGε(Bδ(z)), the total variation distance between the conditional laws given (h, η) of the
following two random variables is at most Aδξ:
• The first vertex of Gε(∂B√δ(z)) hit by a random walk on Gε started from x.
• The first vertex of Gε(∂B√δ(z)) hit by a random walk on Gε started from y.
Furthermore, if x ∈ VGε(Bρ \Bρ−δ), then it holds with probability at least 1−Aδξ that the random
walk on Gε started from x exits Gε(Bρ) before hitting VGε(∂B√δ(η(x))).
Proof. Let ρ′ = (1 + ρ)/2 ∈ (ρ, 1). By [GMS19, Lemma 3.11] (which is a variant of Lemma 3.11),
there exists β = β(γ) > 0 and p = p(ρ, γ) ∈ (0, 1) such that with polynomially high probability as
ε→ 0, the following is true. For each z ∈ Bρ′ and each r ∈ [εβ, ρ] such that B2r(z) ⊂ Bρ, we have
min
x∈VGε(Br(z))
P
ε
x
[
Xε disconnects VGε(∂Br/2(z)) from VGε(∂B2r(z))
before hitting VGε(∂B2r(z))
] ≥ p. (6.38)
Henceforth assume that this is the case and that ε is small enough (depending on δ) so that
εβ < δ/100. We also assume that δ is small enough that ρ+ 2
√
δ < ρ′, so that B2√δ(z) ⊂ Bρ′ for
each z ∈ Bρ (larger values of δ can be dealt with by increasing A). We will show that the condition
in the lemma statement is satisfied.
We now consider z ∈ Bρ and random walk Xε on Gε started from x ∈ VGε(Bρ). We apply
the strong Markov property of the conditional law of Xε given Gε at the exit time of Xε from
B2−k(η(x)) for each k ∈ N such that 2−k ∈ [2δ,
√
δ/2]. This together with our above constraints on
ε and δ allows us to apply estimate (6.38) with z = η(x) and r = 2−k, then multiply over all k for
which 2−k ∈ [2δ,√δ/2], to get
min
x∈VGε(B2δ(z)
P
ε
x
[
Xε disconnects VGε(∂Bδ(z)) from VGε(∂B√δ(z))
before hitting VGε(∂B√δ(z))
] ≥ 1− (1− p)blog2 δ−1c−2 ≥ 1−Aδξ
(6.39)
for constants ξ, A > 0 as in the lemma statement.
If x, y ∈ VGε(Bδ(z)), then by (6.39), it holds with Pεx-probability at least 1 − Aδξ that Xε
disconnects y from VGε(∂B√δ(z)) before hitting VGε(∂B√δ(z)). By Lemma 3.9, this implies the
total variation condition in the lemma statement.
To get the last statement, we observe that if x ∈ VGε(Bρ \Bρ−δ) and the random walk started
from x disconnects VGε(∂Bδ(η(x))) from VGε(∂B√δ(η(x))) before hitting VGε(∂B√δ(η(x))), then
this walk must exit Gε(Bρ) before hitting VGε(∂B√δ(η(x))). The last statement of the lemma
therefore follows from (6.39).
Proof of Proposition 6.12. Step 1: coupling walks so that they agree after exiting a ball of radius
√
δ.
By Lemma 6.13, there exists ξ0, A0 > 0 depending only on ρ, γ such that with polynomially high
probability as ε→ 0, the following is true. For each z, w ∈ Bρ with |z − w| ≤ δ, the total variation
distance between the conditional laws given (h, η) of the first vertex of VGε(∂B√δ(z)) hit by X̂z,ε
and the first vertex of VGε(∂B√δ(z)) hit by X̂w,ε is at most A0δξ0 . Due to the strong Markov
property of the conditional law of random walk on Gε given (h, η), it follows that on this event we
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can couple the conditional laws given (h, η) of X̂w,ε and X̂z,ε in such a way that the following is
true. If we let T z = T z,εδ (resp. T
w = Tw,z,εδ ) be the exit time of X̂
z,ε (resp. X̂w,ε) from5 B2
√
δ(z),
then
P
[
X̂z,εt+T z = X̂
w,ε
t+Tw , ∀t ≥ 0
∣∣h, η] ≥ 1−A0δξ0 . (6.40)
If z, w ∈ Bρ−2√δ, then necessarily T z ≤ τ̂ z,ε and Tw ≤ τ̂w,ε so it follows from (6.40) that
P
[
X̂z,ε(t+T z)∧τ̂z,ε = X̂
w,ε
(t+Tw)∧τ̂z,ε , ∀t ≥ 0
∣∣h, η] ≥ 1−A0δξ0 . (6.41)
Step 2: the effect of the initial time increment. For most of the rest of the proof we assume that
z, w ∈ Bρ−2√δ, hence we can couple X̂z,ε and X̂w,ε so that (6.41) holds. We will treat the case
when either z or w belongs to Bρ \Bρ−2√δ at the very end of the proof.
To deduce the proposition statement from (6.41) we need to show that the behavior of X̂z,ε and
X̂w,ε before time T z and Tw, respectively, has a negligible effect on the uniform distance between
t 7→ X̂z,εt∧τ̂z,ε and t 7→ X̂w,εt∧τ̂w,ε with high probability when δ is small. We first show that the times T z
and Tw are typically small. To this end, let 0 < q < q′ < (2− γ)2/2. By Corollary 5.2 and Markov’s
inequality, it holds with probability tending to 1 as ε→ 0 and then δ → 0 that the following is true.
For each z, w ∈ Bρ with |z − w| ≤ δ,
P
[
T z ≤ δq/4 | (h, η)
]
≥ 1− δq/4 and P
[
Tw ≤ δq/4 | (h, η)
]
≥ 1− δq/4. (6.42)
We next use Proposition 6.5 to bound the effect on the walk from shifting time by at most
δq/4. Let χ > 2(2+γ)2−γ , as in Proposition 6.5. By Proposition 6.5 (applied with δ
q/(4χ) in place of δ),
there is a superpolynomial function ψ depending only on ρ, χ such that the following is true with
probability tending to 1 as ε→ 0 and then δ → 0. For each z ∈ Bρ,
P
[
|X̂z,εt − X̂z,εs | ≤ 2δq/(4χ), ∀s, t ∈ [0, τ̂ z,ε] with |s− t| ≤ δq/4 |h, η
]
≥ 1− ψ(δ). (6.43)
Let us now condition on (h, η) and assume that (6.41) and (6.42) hold for every z, w ∈ Bρ with
|z − w| ≤ δ and (6.43) holds for every z ∈ Bρ, which happens with probability tending to 1 as
ε → 0 and then δ → 0. Fix z, w ∈ Bρ−2√δ with |z − w| ≤ δ and suppose we have coupled X̂z,ε
and X̂w,ε as in (6.41). Except on an event whose conditional probability given (h, η) is bounded
above by Aδξ for A, ξ as in the lemma statement, the events in (6.41) and (6.42) occur and also the
event in (6.43) occurs for each of X̂z,ε and X̂w,ε. If this is the case, then we can bound the uniform
distance between t 7→ X̂z,εt∧τ̂z,ε and t 7→ X̂w,εt∧τ̂w,ε as follows.
If s ∈ [0, T z ∨ Tw], then by the event in (6.42) we have s ≤ δq/4 so by (6.43),
|X̂z,εs − X̂w,εs | ≤ 2δq/(4χ) + |X̂z,ε0 − X̂w,ε0 | ≤ 2δq/(4χ) + δ ≤ 3δq/(4χ). (6.44)
Alternatively, if s > T z ∨ Tw, then we can find tz, tw ≥ 0 such that s = tz + T z = tw + Tw. By the
event in (6.42), |tz − tw| = |T z − Tw| ≤ δq/4. By the events in (6.41) and (6.43), we therefore have
|X̂z,εs∧τ̂z,ε − X̂w,εs∧τ̂w,ε | ≤ |X̂z,ε(tz+T z)∧τ̂z,ε − X̂w,ε(tz+Tw)∧τ̂w,ε |+ |X̂w,ε(tz+Tw)∧τ̂w,ε − X̂w,ε(tw+Tw)∧τ̂w,ε | ≤ 2δq/(4χ).
(6.45)
5We use B2
√
δ(z) instead of B
√
δ(z) here since the points η(x) for x ∈ VGε(∂B√δ(z)) are not necessarily contained
in B√δ(z). However, the cell η([x − ε, x]) for each such x must intersect B√δ(z) so by Lemma 2.4 it holds with
polynomially high probability as ε→ 0 that η(x) for each such x is contained in B2√δ(z).
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By (6.44) and (6.45), the uniform distance between X̂z,ε and X̂w,ε is at most 3δq/(4χ). By possibly
increasing A and/or decreasing ξ, we now obtain the proposition statement in the case when
z, w ∈ Bρ−2√δ.
Step 3: points close to the boundary. If |z − w| ≤ δ and either z or w belongs to Bρ \Bρ−2√δ, then
z, w ∈ Bρ \B3√δ. By the last assertion of Lemma 6.13 applied with 3
√
δ in place of δ, if z ∈ Bρ−3√δ
then holds with polynomially high probability as ε→ 0 that
P
[
X̂z,ε stays in B√3δ1/4(z) until time τ̂
z,ε
]
≥ 1− 3ξA0δξ0/2. (6.46)
If the event in (6.46) occurs then |X̂z,εt∧τ̂z,ε−z| ≤
√
3δ1/4 for all t ≥ 0. Hence we obtain the proposition
statement in the case when either z or w belongs to Bρ \Bρ−3√δ after possibly increasing A and/or
decreasing ξ.
6.3 The walk does not get stuck
In this subsection we will prove a proposition which will eventually imply the last statement of
Proposition 6.2, which asserts that X̂z does not remain at a single point for a positive interval of
times. We will then conclude the proof of Proposition 6.2.
Proposition 6.14. Fix q ∈ (0, (2− γ)2/2). There is a superpolynomial function ψ depending only
on ζ, γ such that with probability tending to 1 as ε→ 0 and then δ → 0, it holds for each x ∈ VGε(Bρ)
that
P
ε
x
[
min
j∈[0,τεBρ ]Z
max
i1,i2∈[j,j+2ε−1δq ]Z
|η(Xεi1)− η(Xεi2)| ≥ δ
]
≥ 1− ψ(δ). (6.47)
Proof. Fix q′ ∈ (q, (2− γ)2/2). By Corollary 5.2 applied with q′ in place of q, it holds with
probability tending to 1 as ε→ 0 and then δ → 0 that for every N ∈ N,
max
x∈VGε(Bρ)
E
ε
x
[
(τ εBδ(η(x)))
N
]
≤ N !ε−NδNq′ . (6.48)
Basically, the proposition follows by applying (6.48), the Chebyshev inequality, and a union bound
in the appropriate manner.
To be precise, define the times σεk(δ) for k ∈ N0 as in Lemma 6.10: that is, let σε0(δ) = 0 and for
k ∈ N inductively let σεk(δ) be the first time j ≥ σεk−1(δ) for which Xεj /∈ VGε(Bδ(η(Xσεk−1(δ)))). By
the Markov property of Xε under P
ε
x, the P
ε
x-conditional law of σ
ε
k(δ)− σεk−1(δ) given Xε|[0,σεk−1(δ)]
is the same as the PXσε
k−1(δ)
-law of the exit time of Xε from VGε(Bδ(η(Xσεk−1(δ)))).
Using (6.48), the Chebyshev inequality, and a union bound over all k ∈ [0, δ−3]Z, we find that
for any fixed ζ ∈ (0, 1) and N ∈ N,
min
x∈VGε(Bρ)
P
ε
x
[
σεk(δ)− σεk−1(δ) ≤ ε−1δq, ∀k ∈ [0, δ−3]Z with σεk−1(δ) ≤ τ εBρ
]
≥ 1−N !δN(q′−q)−3.
(6.49)
On the other hand, it follows from Lemma 6.10 (applied with ζ = 1) that there is a superpolynomial
function ψ0 such that with probability tending to 1 as ε→ 0 and then δ → 0,
min
x∈VGε(Bρ)
P
ε
x
[
σεBρ ≤ σεbδ−3c(δ)
]
≥ 1− ψ0(δ). (6.50)
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By sending N →∞ in (6.49) and combining with (6.50), we find that there is a superpolynomial
function ψ such that with probability tending to 1 as ε→ 0 and then δ → 0,
min
x∈VGε(Bρ)
P
ε
x
[
σεk(δ)− σεk−1(δ) ≤ ε−1δq, ∀k ∈ N with σεk−1(δ) ≤ τ εBρ
]
≥ 1− ψ(δ). (6.51)
If the event in (6.51) occurs for some x ∈ VGε(Bρ), then every interval of times of the form
[a, b] ⊂ [0, τ εBρ ] with b−a ≥ 2ε−1δq must contain [σεk−1(δ), σεk(δ)] for some k ∈ N with σεk−1(δ) ≤ τ εBρ .
By definition, η(Xε) travels Euclidean distance at least δ during each such time interval, so we
get (6.47).
Proof of Proposition 6.2. Define P ερ,· : C → Prob(C([0,∞),C)) as in (6.4) and let P˜ ερ,· be a con-
tinuous approximation of P ερ,· as in the discussion just after (6.5). Since P ερ,η(x) = P˜
ε
ρ,η(x) for each
x ∈ εZ it is easily seen that if εn → 0 is a sequence along which P˜ εnρ,· converges in law, then also
P εnρ,· converges in law to the same limit. Therefore, to prove tightness for P ερ,· we only need to prove
tightness for P˜ ερ,·. The subsequential limits will be continuous since continuity is preserved under
uniform convergence.
By the Prokhorov theorem, we need to show that for each ζ > 0, there is a compact subset Kζ of
the space C of continuous functions C→ Prob(C([0,∞),C)) such that for each small enough ε > 0,
we have P[P˜ ερ,· ∈ Kζ ] ≥ 1− ζ. As a consequence of Lemma 6.3, it suffices to establish the following.
1. (Equicontinuity of laws) For each L > 1, there exists δ > 0 such that for each small enough
ε > 0, it holds with (annealed) probability at least 1 − 1/L that for each z, w ∈ Bρ with
|z − w| ≤ δ, the Prokhorov distance between the laws P ερ,z and P ερ,w is at most 1/L.
2. (Equicontinuity of paths) For each z ∈ Bρ and each L > 1, there exists δ = δ(z, L) > 0 such
that for each small enough ε > 0, the following is true. With (annealed) probability at least
1− 1/L,
|X̂z,εs − X̂z,εs | ≤ 1/L, ∀s, t ∈ [0, τ̂ z,ε] with |s− t| ≤ δ.
While this seems very similar to the statement of Lemma 6.3, there is in fact a difference: the
compactness criterion of that lemma require us to check the equicontinuity of laws and paths
conditions with quenched probability at least 1− ζ (i.e., conditioned on h and η), whereas we claim
here it suffices to check these conditions with annealed (i.e., unconditional) probability. That this is
sufficient follows from a dyadic argument similar to the one in the proof of Lemma 6.3: in particular,
we apply the conditions with L = 2k/ζ for k ∈ N, then take a union bound over k.
Recall that for z /∈ Bρ, P ερ,z is simply the point mass at the constant t 7→ xεz, which is why we
only need to consider z ∈ Bρ. Conditions 1 and 2 follow from Propositions 6.12 and 6.5, respectively.
Finally, the last assertion of the proposition (that X̂z does not stay at a single point for a positive
interval of time until after exiting Bρ) is immediate from Proposition 6.14.
6.4 Proof of Proposition 6.1
We now deduce Proposition 6.1 from Proposition 6.2 and the scale invariance property of the
γ-quantum cone. For b > 0, let Rb := sup
{
r > 0 : hr(0) +Q log r =
1
γ log b
}
and hb := h(Rb·) +
Q logRb− 1γ log b, as in Lemma 2.3. Also let ηb := R−1b η(b·). By Lemma 2.3 and the scale invariance
of the law of η, we have (hb, ηb)
d
= (h, η). Consequently,
{η([x− ε, x]) : x ∈ εZ} d= {ηb(x− ε, x])}x∈εZ = {R−1b η([y − bε, y])}y∈bεZ. (6.52)
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For u ∈ C and ε > 0, we define the linearly interpolated walk
X̂b,u,εt := R
−1
b X̂
Rbu,ε
t/b , (6.53)
which is related to (hb, ηb) in the same manner that X̂u,ε is related to (h, η).
For u ∈ Bρ, let τ̂ b,u,ε be the first time that the walk X̂b,u,εt hits a point of the form η(y) for
y ∈ VGε \ VGε(Bρ). Equivalently, for z ∈ BRbρ, we have that bτ̂ b,z/Rb,ε is the first time that the
walk X̂z,ε hits a point of the form η(x) for x ∈ VGε \ VGε(BRbρ).
Since (hb, ηb) and (h, η) generate the same σ-algebra, it follows from (6.52) that the function
P b,ερ,· : u 7→
{
Conditional law of t 7→ X̂b,u,ε
t∧τ̂b,u,ε given (h, η)
}
(6.54)
has the same law as P ερ,·. Therefore, Proposition 6.2 implies that the laws of the functions (6.54)
are tight and if P
(b)
ρ,· is a subsequential limit in law of these functions, then a.s. P
(b)
ρ,· is continuous
and the following is true. If z ∈ C and X̂z is a path with the law P (b)ρ,z , then a.s. X̂z does not stay
at a single point for a positive interval of time before it exits Bρ.
Unpacking the definitions, we see that for any b > 0 the laws of the functions
z 7→
{
Conditional law given (h, η) of X̂z,ε stopped upon exiting BρRb
}
(6.55)
are tight. Moreover, if P (b) is any subsequential limit in law of these functions, then a.s. P is
continuous and the following is true. If z ∈ C and X̂z is a path with the law P (b)z , then a.s. X̂z
does not stay at a single point for a positive interval of time before it exits BρRb . Since Rb →∞ a.s.
as b→∞, the conclusion of Proposition 6.1 now follows.
7 Identifying the subsequential limit
We equip the space of distributions on C is endowed with the usual weak topology (whereby
convergence of distributions is equivalent to convergence of the integrals against all smooth compactly
supported text functions). We also equip the space of continuous curves R → C with the local
uniform topology. We know from Proposition 6.1 that the laws of the functions P ε : C →
Prob(C([0,∞),C)) of (6.1) are tight. By the Prokhorov theorem also the joint laws of (h, η, P ε) as
ε varies are tight.
Before we explain the main ideas behind the identification of (h, η, P ), we point out that a priori
we do not even know that P is determined by (h, η). To explain what is the issue, note first that if
we used the known tightness of P ε given (h, η), then any subsequential limit P of the family of laws
P ε could only be random insofar as (h, η) is random: i.e., P would necessarily be determined by
(h, η). However, this approach would force us to deal with possibly random subsequences ε along
which the convergence to P occurs and would add a serious layer of complication to our arguments.
Instead, we prefer to work with the law of the triplet (h, η, P ε) which is also tight and consider
a subsequential limit (h, η, P ). The trade-off, however, is that we do not know a priori that P ,
viewed as a random variable in the space C of continuous functions from C to Prob(C([0,∞),C)),
is measurable with respect to (h, η): indeed, it is straightforward to construct examples of random
variables (X,Yn) converging to (X,Y ) in distribution with Yn measurable with respect to X, but Y
not measurable with respect to X. This lack of a priori measurability will require specific arguments
in various places (especially in Section 7.3).
We want to show that if (h, η, P ) is a subsequential limit of these joint laws, then Pz is the law
of the γ-Liouville Brownian motion associated with h started from z for each z ∈ C, up to a linear
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time-change. To do this, we first establish some basic properties (such as the Markov property) of
any subsequential limit in Section 7.1. These properties are easy consequences of basic properties of
random walk on random planar maps. We then prove a general uniqueness criterion for Markovian
time-changed Brownian motions in Section 7.2 (using general theory of Markov processes). This
criterion will show that Pz for z ∈ C is the law as that of Liouville Brownian motion pre-composed
with the linear time change t 7→ ct for some random c > 0 which does not depend on c, but which
may depend on (h, η, P ). In Section 7.3 we will argue that c is a.s. equal to a deterministic constant.
Then, we will change the time scaling in order to eliminate the dependence of this constant on
the choice of subsequence, as discussed at the end of Section 1.4. This will complete the proof of
Theorem 1.2. Finally, in Section 7.4 we will explain how to deduce the disk version of the theorem
statement, Theorem 1.4, from Theorem 1.2.
We now record some definitions which will play a fundamental role in this section. In each
definition, we let P : C→ Prob(C([0,∞),C)) ∈ C be a function from C to the set of probability
measures on continuous paths [0,∞)→ C such that Pz for each z ∈ C is supported on paths started
from z. We recall that the topology on the space of such functions P is defined in Section 6.
Definition 7.1. We say that P is Markovian if the following is true. Let z ∈ C and let Xz be
sampled from Pz. For each s ≥ 0, the conditional law of Xzs+· given Xz|[0,s] is a.s. equal to PXs .
Definition 7.2. We say that P defines a time-changed Brownian motion if the following is true.
Let z ∈ C and let Xz be sampled from Pz. Then there is a standard planar Brownian motion
B started from z and a continuous, strictly increasing process u 7→ τu with τ0 = 0 such that a.s.
Xzu = Bτu for each u ≥ 0. We say that P defines a Markovian time changed Brownian motion if
also P is Markovian.
Definition 7.3. We say that a measure µ on C is invariant for P if for every Borel set A ⊂ C,∫
C
Pz[Xt ∈ A]dµ(z) = µ(A) (7.1)
We say that µ is reversible for P if for every pair of Borel sets A,B ⊂ C,∫
B
Pz[Xt ∈ A]dµ(z) =
∫
A
Pw[Xt ∈ B]dµ(w). (7.2)
We note that if µ is reversible for P , then µ is stationary for P : just take B = C in (7.2).
7.1 Properties of subsequential limits
Let (h, η, P ) be distributed according to a subsequential scaling limit of the joint law of (h, η, P ε)
as ε → 0. Note that P is a continuous function C → Prob(C([0,∞),C)). In this section we will
establish some properties for P which are known to also hold for Liouville Brownian motion due to
results in [GRV16]. The key behind these properties is the a priori continuity in the starting point z
of the laws Pz. More precisely, we show that P defines a Markovian time-changed Brownian motion
and the LQG measure µh is reversible for P . The proof of the first statement uses only the Markov
property for random walk on Gε and the fact that P ε → P in law w.r.t. the local uniform (in z)
topology. The proof of the second statement uses the fact that the counting measure on vertices of
Gε, weighted by their degree, is reversible for the random walk on Gε; the fact that this measure
converges weakly to µh under the SLE/LQG embedding (Corollary A.6); and the aforementioned
convergence P ε → P .
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Lemma 7.4. Almost surely, the random function P defines a Markovian time-changed Brownian
motion in the sense of Definition 7.2.
To check the Markov property for P in proof of Lemma 7.4, we will use the following criterion
for the convergence of conditional laws (see, e.g., [GP18, Lemma 4.3]).
Lemma 7.5. Let (Xn, Yn) be a sequence of pairs of random variables taking values in a product
of separable metric spaces ΩX × ΩY and let (X,Y ) be another such pair of random variables such
that (Xn, Yn) → (X,Y ) in law. Suppose further that there is a family of probability measures
{Py : y ∈ ΩY } on ΩX , indexed by ΩY , such that for each bounded continuous function f : ΩX → R,
y 7→ EPy(f) is a measurable function of y ∈ ΩY and
(E[f(Xn) |Yn], Yn)→ (EPY (f), Y ) in law. (7.3)
Then PY is a regular conditional law of X given Y .
Proof. This elementary lemma (stated and proved in [GP18, Lemma 4.3]) is a straightforward
consequence of the uniqueness of the conditional distribution as a probability kernel (see [Kal02,
Theorem 6.5] and preceding definitions) since the assumption that y 7→ EPy(f) is measurable
guarantees that (y,B) 7→ Py(B) for y ∈ ΩY and B a Borel set in ΩX is a probability kernel.
The proof of Lemma 7.4 also involves the topology on curves viewed modulo time parametrization,
which we now briefly recall. If β1 : [0, Tβ1 ]→ C and β2 : [0, Tβ2 ]→ C are continuous curves defined
on possibly different time intervals, we set
dCMP(β1, β2) := inf
φ
sup
t∈[0,Tβ1 ]
|β1(t)− β2(φ(t))| (7.4)
where the infimum is over all increasing homeomorphisms φ : [0, Tβ1 ]→ [0, Tβ2 ] (the CMP stands
for “curves modulo parameterization”). It is shown in [AB99, Lemma 2.1] that dCMP induces a
complete metric on the set of curves viewed modulo time parameterization.
Since we will be working with curves defined for infinite time, we will use a local variant of the
metric dCMP. Suppose β1 : [0,∞) → C and β2 : [0,∞) → C are two curves. For r > 0, let T1,r
(resp. T2,r) be the first exit time of β1 (resp. β2) from the ball Br(0) (or 0 if the curve starts outside
Br(0)). We define
dCMPloc (β1, β2) :=
∫ ∞
1
e−r
(
1 ∧ dCMP(β1|[0,T1,r], β2|[0,T2,r])) dr, (7.5)
so that dCMPloc (β
n, β)→ 0 if and only if for Lebesgue a.e. r > 0, βn stopped at its first exit time from
Br(0) converges to β stopped at its first exit time from Br(0) with respect to the metric (7.4). We
note that the definition (7.4) of dCMP
(
β1|[0,T1,r], β2|[0,T2,r]
)
makes sense even if one or both of T1,r
or T2,r is infinite, provided we allow d
CMP
(
β1|[0,T1,r], β2|[0,T2,r]
)
=∞ (this doesn’t pose a problem
due to the 1∧ in (7.5)).
Proof of Lemma 7.4. For z ∈ C, let X̂z denote a random path whose conditional law given (h, η, P )
is Pz. Let E be a sequence of ε’s tending to zero along which (h, η, P ε) → (h, η, P ) in law as
E 3 ε→ 0. By [GMS17, Theorem 3.4], we know that for each fixed z ∈ C, the conditional law given
(h, η) of the process X̂z,ε converges in distribution to Brownian motion w.r.t. the local topology on
curves viewed modulo time parametrization, as defined in (7.5). The conditional law given (h, η) of
X̂z,ε, viewed modulo time parametrization, is a continuous functional of the conditional law P εz of
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X̂z,ε given (h, η). Since P εz → Pz in law along E , we infer that X̂z is a continuous time change of
Brownian motion. The last part of Proposition 6.1 implies that the time change function is strictly
increasing. Therefore, P defines a time-changed Brownian motion in the sense of Definition 7.2.
Now we need to check the Markov property for X̂z. In general, a limit of a Markov process need
not be Markov, as is easily checked. Ultimately, we will obtain the Markov property as a result
of Lemma 7.5 and the uniformity (in z) of the assumed convergence of P εz to Pz. We explain the
details more precisely now. By the Markov property of random walk, for each ε > 0 the conditional
law6 of s 7→ X̂z,εs+εdt/εe given (h, η, P ε, X̂z,ε|[0,εdt/εe]) is P εX̂z,ε
εdt/εe
. Along E , we have that the law of
(h, η, P ε, X̂z,ε) converges to that of (h, η, P, X̂z).
Hence, since the topology for P is the local uniform topology, we also have that this implies the
convergence in law(
h, η, P ε, X̂z,ε|[0,εdt/εe], X̂z,ε·+εdt/εe, P εX̂z,ε
εdt/εe
)
→
(
h, η, P, X̂z|[0,t], X̂z·+t, PX̂zt
)
.
We now apply Lemma 7.5 with Xn = X̂
z,ε
·+εdt/εe, Yn = (h, η, P
ε, X̂z,ε|[0,εdt/εe]), X = X̂z·+t, Y =
(h, η, P, X̂z|[0,t]), and PY = PX̂zt . This shows that PX̂zt is the conditional law of X̂
z·+t given
(h, η, P, X̂z|[0,t]), as required.
Lemma 7.6. Almost surely, the γ-LQG measure µh is reversible for P (Definition 7.3).
The idea of the proof of Lemma 7.6 is as follows. The measure on Gε which assigns mass degε(x)
to each vertex x is reversible for the simple random walk on Gε, and under the embedding x 7→ η(x)
this measure converges in law to µh (see Corollary A.6). We want to pass this through to the limit
to get Lemma 7.6. The next lemma is the main technical input in the proof of Lemma 7.6. It gives
us the convergence statements necessary to pass the reversibility of random walk on Gε through to
the limit.
For the statement of the lemma, we will use the following notation. For a set A ⊂ C and ε > 0,
let
Aε :=
⋃
x∈VGε(V )
Hεx (7.6)
be the union of the space-filling SLE cells which intersect A.
Lemma 7.7. Let E be a sequence of ε-values tending to zero along which (h, η, P ε)→ (h, η, P ) in
law. There is a coupling of (h, η) with a sequence of field / curve pairs (hε, ηε)
d
= (h, η) for ε ∈ E
such that the following is true. Define Gε and Pεx with (hε, ηε) in place of (h, η). Let t > 0, let
U, V ⊂ C be bounded open sets, and define V ε as in (7.6). For each δ > 0, it holds with probability
tending to 1 as ε→ 0 that∑
x∈VGε(U)
P
ε
x
[
ηε(Xεbt/εc) ∈ V ε
]
degε(x) ≤ 6
∫
U
Pz
[
X̂t ∈ V
]
dµh(z) + δ (7.7)
and ∑
x∈VGε(U)
P
ε
x
[
ηε(Xεbt/εc) ∈ V ε
]
degε(x) ≥ 6
∫
U
Pz
[
X̂t ∈ V
]
dµh(z)− δ. (7.8)
6We look at time εdt/εe instead of time t since by the definition of X̂z,ε, X̂z,εεdt/εe is of the form η(x) for some
x ∈ VGε = εZ. Otherwise, since X̂ is defined by linear interpolation, the Markov property is not easily expressed.
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Proof. Let µεh be the measure on C whose restriction to each cell η([x− ε, x]) for x ∈ εZ is equal to
degε(x) times µh|η([x−ε,x]). Then by the definition of X̂z,ε,∑
x∈VGε(U)
P
ε
x
[
η(Xεbt/εc) ∈ V ε
]
degε(x) =
∫
Uε
P εz
[
X̂z,εεbt/εc ∈ V ε
]
dµεh(w), ∀t ∈ εN0. (7.9)
Here we note that z 7→ P εz is constant on the interior of each cell Hεx for x ∈ εZ. Basically, (7.7)
and (7.8) follow from the fact that the joint law of (µεh, P
ε) converges to the joint law of (6µh, P )
w.r.t. the local weak topology on the first coordinate and the topology of Section 6 on the second
coordinate.
Let us now make this more precise. By Corollary A.6, as ε→ 0 the measure µεh converges in
probability to 6µh w.r.t. the local Prokhorov topology. (The factor 6 in front of µh is related to some
fairly general topological properties of parabolic unimodular surfaces, see e.g. [AHNR16].) Since
(h, η, P ε) → (h, η, P ) in law and µh is a measurable function of h, it follows that (h, η, µεh, P ε) →
(h, η, 6µh, P ) in law. By the Skorokhod theorem, we can find a coupling of a sequence of field /
curve pairs (hε, ηε)
d
= (h, η) for ε ∈ E with (h, η) such that the following is true. If we construct µεhε
and P ε with (hε, ηε) in place of (h, η), then a.s.
µεhε → µh and P ε → P, as E 3 ε→ 0. (7.10)
Henceforth fix such a coupling and let all objects with a superscript ε be defined with (hε, ηε) in
place of (h, η).
By the definition of the topology for P from Section 6, the Prokhorov distance between P εz and
Pz converges to zero uniformly on a neighborhood of U . Furthermore, by Lemma 2.4 the maximal
distance from any point in V ε to V tends to zero in probability as E 3 ε→ 0. Consequently, for
each ζ > 0 it holds with probability tending to 1 as E 3 ε→ 0 that
P εz
[
X̂z,εεbt/εc ∈ V ε
]
≤ Pz
[
X̂εbt/εc ∈ Bζ(V )
]
+ ζ, ∀z ∈ U ε. (7.11)
By the continuity of z 7→ Pz and t 7→ X̂t, the Prokhorov distance between the Pz-laws of X̂εbt/εc
and X̂t converges in probability to zero as E 3 ε→ 0, uniformly over all z in a neigborhood of U .
Hence, (7.11) holds with X̂t in place of X̂εbt/εc.
By integrating this last variant of (7.11) over U ε w.r.t. µεhε and using (7.9), we get that with
probability tending to 1 as ε→ 0,∑
x∈VGε(U)
P
ε
x
[
η(Xεbt/εc) ∈ V ε
]
degε(x) ≤
∫
Uε
Pz
[
X̂t ∈ Bζ(V )
]
dµεhε(z) + ζµ
ε
hε(U
ε). (7.12)
We know that µεhε → µh a.s. weakly as ε → 0 along E and z 7→ Pz
[
X̂t ∈ Bζ(V )
]
is upper
semicontinuous (due to the Prokhorov continuity of z 7→ Pz). It follows (using a consequence of the
portmanteau theorem, see [Bil13, Exercice 2.6, Chapter I]) that with probability tending to 1 as
E 3 ε→ 0, the right side of (7.12) is at most∫
U
Pz
[
X̂t ∈ Bζ(V )
]
dµh(z) + ζµh(V ) + ζ. (7.13)
Recalling (7.12) and choosing ζ to be sufficiently small, depending on δ, gives (7.7).
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To obtain (7.8), we first use the Prokhorov convergence P εz → Pz as in (7.11) to get that for
each ζ > 0 it holds with probability tending to 1 as E 3 ε→ 0 that
P εz
[
X̂z,εεbt/εc ∈ V ε
]
≥ Pz
[
X̂εbt/εc ∈ V \Bζ(∂V )
]
− ζ, ∀z ∈ U ε. (7.14)
We then argue exactly as in the proof of (7.7) but with the inequality signs reversed.
We can now prove the following weaker version of Lemma 7.6.
Lemma 7.8. Let U, V ⊂ C be deterministic bounded open sets and let t > 0. Almost surely,∫
U
Pz
[
X̂t ∈ V
]
dµh(z) ≤
∫
V
Pz
[
X̂t ∈ U
]
dµh(z). (7.15)
Proof. We know that the uniform measure on vertices x of Gε weighted by degε(x) is reversible for
the random walk on Gε. That is, for any x ∈ Gε and any j ∈ N,
P
ε
x
[
Xεj = y
]
degε(x) = P
ε
y
[
Xεj = x
]
degε(y). (7.16)
Summing (7.16) over all x ∈ Gε(U) and y ∈ Gε(V ) shows that for each j ∈ N,∑
x∈VGε(U)
P
ε
x
[
η(Xεj ) ∈ V ε
]
degε(x) =
∑
y∈VGε(V )
P
ε
y
[
η(Xεj ) ∈ U ε
]
degε(y). (7.17)
We now take j = εbt/εc and apply Lemma 7.7 to get (7.15).
The inequality of Lemma 7.8 could be converted into an equality if we knew that µh(∂V ) = 0
and
∫
V Pz
[
X̂t ∈ ∂U
]
dµh(z) = 0. This is achieved by means of the following lemma.
Lemma 7.9. Let A,U ⊂ C be deterministic bounded sets such that A is closed with zero Lebesgue
measure and U is open. For each t > 0, a.s.
µh(A) = 0 and
∫
U
Pz
[
X̂t ∈ A
]
dµh(z) = 0. (7.18)
Proof. It is immediate from the basic properties of the LQG area measure that µh(A) = 0 a.s.
Indeed, the analogous statement with h replaced by a zero-boundary GFF an any open domain in C
follows from, e.g., [DS11, Proposition 1.2] or [Ber17, Theorem 1.1]. The statement that µh(A) = 0
a.s. follows from this and straightforward absolute continuity considerations.
To get the second assertion in (7.18), fix δ > 0 (which we will eventually send to zero). By
Lemma 7.8 applied with V = Bδ(A), a.s.∫
U
Pz
[
X̂t ∈ A
]
dµh(z) ≤
∫
U
Pz
[
X̂t ∈ Bδ(A)
]
dµh(z)
≤
∫
Bδ(A)
Pz
[
X̂t ∈ U
]
dµh(z)
≤ µh(Bδ(A)). (7.19)
Since µh(A) = 0 and Bδ(A) decreases to A as δ → 0 (since A is closed) we can send δ → 0 in (7.19)
to conclude the proof.
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Proof of Lemma 7.6. Fix t > 0. We need to show that a.s. for any two Borel sets A,B ⊂ C,∫
A
Pz
[
X̂t ∈ B
]
dµh(z) =
∫
B
Pz
[
X̂t ∈ A
]
dµh(z). (7.20)
By Lemmas 7.8 and 7.9, (7.20) holds a.s. if A,B are fixed open sets whose boundaries have zero
Lebesgue measure. In fact, these lemmas (applied with U and V equal to the interiors of A and B)
imply that (7.20) holds a.s. if A,B are fixed Borel sets such that ∂A and ∂B have zero Lebesgue
measure, A is equal to closure of the interior of A, and B is equal to closure of the interior of B.
We now fix R > 0 and show that a.s. (7.20) holds for all Borel sets A,B ⊂ BR(0). We do
this using the monotone class theorem. Let A be the collection of subsets of BR(0) which can be
expressed in terms of finite unions and intersections of sets of the form Br(z) or BR(0) \Br(z) for
r ∈ Q ∩ (0,∞) and z ∈ Q2. Then A has the following properties. It is countable; it is closed under
finite unions and intersections; it generates the Borel σ-algebra of BR(0); we have BR(0) \A ∈ A
for each A ∈ A; the boundary of each A ∈ A has zero Lebesgue measure; and for each A ∈ A the
closure A is also equal to the closure of the interior of A. From this, we infer that a.s. (7.20) holds
simultaneously for each A,B ∈ A.
Due to the monotone convergence theorem, for each fixed A the set of Borel sets B for which (7.20)
holds is closed under increasing unions and intersections. By two applications of the monotone class
theorem (one for each of A and B), we get that a.s. (7.20) holds for all Borel sets A,B ⊂ BR(0).
Sending R→∞ now concludes the proof.
7.2 Time-changed Brownian motions are determined by invariant measures
We now have two random functions C→ Prob(C([0,∞),C)) which each define a Markovian time-
changed Brownian motion, namely the subsequential limit P above and the function which takes
z ∈ C to the law of Liouville Brownian motion w.r.t. h started from z. These functions have a
common reversible measure, namely the γ-LQG measure. We want to show that these two functions
are a.s. the same up to a global linear time change.
Proposition 7.10. Let P 1, P 2 be two continuous mappings C → Prob(C([0,∞),C)) which each
define a Markovian time changed Brownian motion. Assume that there is a non-zero measure
µ which is invariant for both P 1 and P 2. There is a determinsitic constant c > 0 such that the
following is true. For each z ∈ C, a process with the law P 1z can be obtained by composing a process
with the law P 2z by the linear time change t 7→ ct.
We note that Proposition 7.10, applied under the conditional law given h, immediately implies
Theorem 1.5 since the conditional law of LBM given h is a Markovian time-changed Brownian
motion which leaves the LQG measure µh invariant [GRV16].
Proposition 7.10 is a consequence of results in the general theory of positive continuous additive
functionals of Brownian motion. To explain how the proposition is proven, we will need to review
some of this theory.
In what follows, for z ∈ C we let Pz be the law of standard planar Brownian motion B started
from z.
Definition 7.11. A positive continuous additive functional (PCAF) of B is a process t 7→ At,
defined for all possible choices of starting points for B, which is adapted to the filtration generated
by B (completed by null events), such that the following is true. Almost surely, A0 = 0 and At is
continuous and non-decreasing in t. Furthermore, for each s, t ≥ 0, a.s.
As+t = At +As ◦ θt (7.21)
55
where θt is the shift operator on the state space for B defined by θt(B) = Bt+·.
Definition 7.11 is related to Proposition 7.10 by the following lemma.
Lemma 7.12. Suppose that P : C→ Prob(C([0,∞),C)) is continuous and defines a Markovian
time changed Brownian motion as in Definition 7.1. Write B̂ for a process with the law Pz for some
starting point z ∈ C. Let u 7→ τu be the time change used to get from standard Brownian motion to
B̂, as in Definition 7.2, and for t ≥ 0 let At = τ−1(t) := inf{u ≥ 0 : τu = t}. Then A is a PCAF
for the Brownian motion Bt = B̂At.
For the proof of Lemma 7.12, we need the following elementary fact.
Lemma 7.13. Suppose that P : C→ Prob(C([0,∞),C)) is continuous and defines a Markovian
time changed Brownian motion. Then P is strongly Markovian, i.e., if B̂z is sampled from Pz then
for each stopping time σ for B̂z, the conditional law of B̂zσ+· given B̂z|[0,σ] is PB̂zσ .
Proof. If σ takes on only countably many possible values, the Markov property at time σ is immediate
from the case of a deterministic time. Due to the continuity of z 7→ Pz and the a.s. continuity of
a process with the law P , we can approximate a general stopping time by a sequence of stopping
times which take on only countably many possible values to get the result in general.
Proof of Lemma 7.12. Since u 7→ τu is continuous, strictly increasing, and satisfies τ0 = 0, the same
is also true for A, and furthermore τAt = Aτt = t, whence Bt = B̂At for any t ≥ 0. The time At is
the smallest u ≥ 0 for which the quadratic variation of B̂|[0,u] is t. This implies in particular that
At is a stopping time for B̂.
Before arguing that A is adapted, we will first check that for 0 ≤ a < b ≤ ∞,
σ
(
{B̂Aa+u}u∈[0,Ab−Aa]
)
= σ
(B|[a,b], {At −Aa}t∈[a,b]). (7.22)
Indeed, for any t ∈ [a, b] we have that At −Aa is the first time that the quadratic variation of the
process B̂Aa+· reaches t− a, and Bt = B̂At . This shows that the left σ-algebra in (7.22) contains the
right σ-algebra. For the reverse inclusion, we now observe that for each u ∈ [0,Ab −Aa] we have
B̂Aa+u = BτAa+u and τAa+u = inf{t ≥ a : At −Aa = u}.
By (7.22) (applied with (a, b) = (0, t) and with (a, b) = (t,∞)) and Lemma 7.13 (applied with
σ = At), we get that the pairs (Bt+·,At+· −At) and (B|[0,t],A|[0,t]) are conditionally independent
given B̂At , equivalently, given Bt.
We will now argue that A is a.s. determined by B. Indeed, it follows from the above that if
we condition on B then the process A is continuous with conditionally independent increments. It
follows that the conditional law of A given B is that of a Gaussian process: indeed, it is easy to see
from the independence of the increments that the centered process is a continuous martingale with
deterministic quadratic variation, conditionally on B. But, A is non-negative, so the conditional law
of A given B must be a point mass at some B-measurable continuous increasing function. That is,
A is a.s. determined by B (which implies that also τ = A−1 and B̂· = Bτ· are a.s. determined by B) .
Since (Bt+·,At+·−At) and (B|[0,t],A|[0,t]) are conditionally independent given Bt, it follows that
A|[0,t] is a.s. determined by B|[0,t] and that At+· −At is a.s. determined by B|[t,∞). In particular, A
is adapted to the natural filtration of B completed by null events and At+· −At is a.s. given by a
functional of the shifted process Bt+·. Hence for each t, s ≥ 0 there is a measurable function Ft,s
from continuous paths in C to [0,∞) such that a.s. Ft,s(Bt+·) = At+s −At, i.e.,
At+s = At + Ft,s ◦ θt. (7.23)
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We need to check that the functional Ft,s does not depend on t. The process Bt+· is obtained by
parameterizing B̂At+· by its quadratic variation, so the functional which takes in B̂At+· and outputs
Bt+· does not depend on t. Since Bt+· a.s. determines At+· −At, it follows that Bt+· a.s. determines
B̂At+·, i.e., there is a measurable functional which takes in Bt+· and a.s. outputs B̂At+·. Since the
functional which takes in B̂At+· and outputs Bt+· does not depend on t, it follows that the functional
which goes in the opposite direction can be taken to not depend on t either. Since B̂At+· determines
At+· −At in a manner which does not depend on t, we get that Bt+· a.s. determines At+· −At in a
manner which does not depend on t, i.e., Ft,s does not depend on t. In particular, Ft,s = F0,s is the
functional which a.s. takes B to As. By (7.23), A is a PCAF.
PCAFs are in bijective correspondence with so-called Revuz measures, defined as follows.
Definition 7.14. A Revuz measure is a measure µ on C such that µ(A) = 0 for each set A which
is polar for the Brownian motion B (i.e., it is a.s. never hit by B).
From [FOT11, Theorem 5.1.3] (here the Hunt process in the theorem statement is planar
Brownian motion), we know that there is a bijective correspondence between PCAFs and Revuz
measures. For each PCAF A there exists a unique Revuz measure µ such that for any two bounded
continuous functions f, g : C→ [0,∞),∫
C
Ez
[∫ t
0
f(Bs) dAs
]
g(z) dz =
∫ t
0
∫
C
∫
C
ps(z, w)f(w)g(z) dµ(w) dz ds (7.24)
and for every Revuz measure µ there exists a unique PCAF A for which (7.24) holds. Here, dAs is
interpreted as a Lebesgue-Stieljes measure. We call µ the Revuz measure of A.
For a PCAF A, we can define the time-changed process
B̂u := Bτu , where τu := inf{t ≥ 0 : At = u}. (7.25)
Then the law of B̂ for varying choices of starting points defines a Markovian time changed Brownian
motion in the sense of Definition 7.1. By [FOT11, Theorem 6.2.1(i)], the Revuz measure of A is
reversible (hence invariant) for B̂. In fact, the Revuz measure of A is the only invariant measure for
B̂, up to multiplication by a deterministic constant as shown by the following lemma.
Lemma 7.15. Let P define a Markovian time changed Brownian motion and assume that z 7→ Pz
is continuous. Let A be the corresponding PCAF as in Lemma 7.12 and let µ be the Revuz measure
of A. Then any other invariant measure for P is a deterministic constant multiple of µ.
To prove Lemma 7.15, we will use a general criterion for the uniqueness of invariant measures for
Markov processes; see, e.g., [RY99, Chapter X, Section 3]. One of the hypotheses of this criterion
involves the resolvent associated with P , which is the operator Rλ : L∞(C)→ L∞(C) defined by
Rλf(z) =
∫ ∞
0
e−λtEz
[
f(B̂t)
]
dt, (7.26)
where Ez denotes expectation w.r.t. Pz.
Lemma 7.16. Let P define a Markovian time changed Brownian motion and assume that z 7→ Pz
is continuous. If f ∈ L∞(C), then Rλf is continuous. That is, P is strongly Feller.
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Proof. The proof is based on the fact that hitting distributions of Brownian motion (i.e., harmonic
measure) depend continuously on the starting point in the total variation sense. This allows us to
show that if |z − w| is small then we can couple processes sampled from Pz and Pw so that they
agree after leaving a small ball centered at z. When the processes are coupled together in this way,
it is not hard to check that for a fixed choice of f ∈ L∞(C), it holds that |Rλf(z) −Rλf(w)| is
small. A similar argument is used to prove the strong Feller property for Liouville Brownian motion
in [GRV14, Theorem 2.4].
Step 1: defining the coupling. Fix z ∈ C and ε > 0. A path sampled from the law Pz a.s. does not
stay constant for any non-trivial interval of time, so we can find δ0 ∈ (0, 1) such that
Pz
[
B̂ exits Bδ0(z) before time ε
]
≥ 1− ε. (7.27)
Since Pw depends continuously on w in the Prokhorov distance, there exists δ1 ∈ (0, δ0] such that
Pw
[
B̂ exits Bδ0(z) before time 2ε
]
≥ 1− 2ε, ∀w ∈ Bδ1(z). (7.28)
The harmonic measure on ∂Bδ0(z) as viewed from w ∈ Bδ0(z) (which is the same as that of
Brownian motion and is therefore known explicitly) depends continuously on w in the total variation
sense. Therefore, we can find δ2 ∈ (0, δ0] such that for any w ∈ Bδ2(z), we can find a coupling
of B̂z ∼ Pz and B̂w ∼ Pw such that with probability at least 1− ε, B̂z and B̂w exit Bδ0(z) at the
same point. Let Tz and Tw denote the exit times of B̂z and B̂w from Bδ0(z), respectively. Then our
coupling is such that P[B̂zTz = B̂wTw ] ≥ 1− ε. By the strong Markov property (Lemma 7.13) we can
re-couple so that
P
[
B̂zTz+s = B̂wTw+s, ∀s ≥ 0
]
≥ 1− ε. (7.29)
Henceforth fix such a coupling and let
E :=
{
B̂zTz+s = B̂wTw+s, ∀s ≥ 0
}
∩ {Tz ∨ Tw ≤ 2ε}, (7.30)
so that by (7.28) and (7.29) we have P[E] ≥ 1− 5ε.
Step 2: bounding the resolvent. Now fix f ∈ L∞(C). By considering the positive and negative parts
of f separately, we can assume without loss of generality that f ≥ 0. We have
Rλf(z) = E
[∫ ∞
0
e−λtf(B̂zt ) dt
]
= E
[
1E
∫ ∞
0
e−λtf(B̂zt ) dt
]
+E
[
1Ec
∫ ∞
0
e−λtf(B̂zt ) dt
]
= E
[
1E
∫ Tz
0
e−λtf(B̂zt ) dt
]
+E
[
1E
∫ ∞
0
e−λ(s+Tz)f(B̂zs+Tz) ds
]
+E
[
1Ec
∫ ∞
0
e−λtf(B̂zt ) dt
]
and similarly with w in place of z. By subtracting the formulas for z and w and using the triangle
inequality, we get
|Rλf(z)−Rλf(w)| ≤ E
[
1E
(∫ Tz
0
e−λtf(B̂zt ) dt+
∫ Tw
0
e−λtf(B̂wt ) dt
)]
+E
[
1E
∫ ∞
0
∣∣∣e−λ(s+Tz)f(B̂zs+Tz)− e−λ(s+Tw)f(B̂ws+Tw)∣∣∣ ds]
+E
[
1Ec
∫ ∞
0
e−λt
(
f(B̂zt ) + f(B̂wt )
)
dt
]
(7.31)
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On E, we have Tz ∨ Tw ≤ 2ε, which implies that the first expectation on the right side of (7.31)
is at most 4ε‖f‖∞. Furthermore, on E we have f(B̂zs+Tz) = f(B̂ws+Tw) for each s ≥ 0, so the second
expectation on the right side of (7.31) is equal to
E
[
1E
∣∣∣e−λTz − e−λTw ∣∣∣ ∫ ∞
0
e−λsf(B̂zs+Tz) ds
]
, (7.32)
which in turn is at most (1− e−2λε)λ−1‖f‖∞ since Tz ∨Tw ≤ 2ε on E. Finally, since P[Ec] ≤ 4ε the
last term on the right side of (7.31) is at most 8ελ−1‖f‖∞. Plugging the above estimates into (7.31)
gives
|Rλf(z)−Rλf(w)| ≤ oε(1)‖f‖∞ (7.33)
where the oε(1) tends to zero as ε→ 0 at a rate depending only on λ. Since ε > 0 was arbitrary we
infer that Rλf is continuous at z.
Proof of Lemma 7.15. As discussed just after (7.25), the measure µ is reversible, hence invariant,
for P . If B̂ is sampled from Pz for some z ∈ C, then B̂ is a time change of Brownian motion, so
every open subset of C is recurrent for B̂. Moreover, Lemma 7.16 says that P is strongly Feller.
By [RY99, Chapter X, Proposition 3.9], the process B̂ is Harris recurrent w.r.t. the measure µ, i.e.,
each open set A ⊂ C with µ(A) > 0 is recurrent for B̂. From this and the ergodic theorem for
additive functionals of Brownian motion [RY99, Chapter X, Theorem 3.12] (see also [RY99, Chapter
X, Exercise 3.14]) one obtains the uniqueness of the invariant measure for P up to multiplication by
a deterministic constant factor.
Proof of Proposition 7.10. LetA1 andA2 be the PCAFs associated with P 1 and P 2, as in Lemma 7.12.
Let µ1 and µ2 be the Revuz measures associated with these PCAFs. By the discussion just af-
ter (7.25), we know that µ1 (resp. µ2) is invariant for P 1 (resp. P 2). By Lemma 7.15, we know
that each of P 1 and P 2 has a unique invariant measure, up to multiplication by a deterministic
constant factor. Therefore, there are deterministic constants c1, c2 > 0 such that a.s. µ
1 = c1µ and
µ2 = c2µ. Since the Revuz measure uniquely determines the PCAF, we get that A1 = (c1/c2)A2.
By the definitions of A1 and A2, this implies Proposition 7.10.
7.3 Proof of Theorem 1.2
As above, let (h, η, P ) be a subsequential limit of the joint laws of (h, η, P ε) as ε→ 0. Let us first
record what we get from Proposition 7.10.
Lemma 7.17. There is a random variable c > 0, which is measurable with respect to the σ-algebra
generated by (h, η, P ) (completed by null sets), such that a.s. for each z ∈ C the law Pz is the same
as the conditional law given h of the Liouville Brownian motion started from z pre-composed with
the time change t 7→ ct.
Proof. By Lemma 7.4, P defines a Markovian time-changed Brownian motion and by Lemma 7.6
the γ-LQG measure µh is reversible, hence invariant, for P . It is shown in [GRV16] that the same
properties are a.s. true for the function PLBM : C → Prob(C([0,∞),C)) which maps z to the
conditional law of LBM started from z given h. The lemma therefore follows from Proposition 7.10
applied under the conditional law given (h, η, P ).
We claim the following.
Lemma 7.18. The random variable c > 0 from Lemma 7.17 is a.s. equal to a deterministic constant.
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We will prove Lemma 7.18 just below. We first assume the lemma and conclude the proof of
Theorem 1.2.
Proof of Theorem 1.2, assuming Lemma 7.18. Let E be a sequence of ε-values tending to zero along
which (h, η, P ε)→ (h, η, P ) in law. Lemmas 7.17 and 7.18 together imply that there is a deterministic
constant c > 0 such that a.s. Pz for each z ∈ C is the law of Liouville Brownian motion started
from z pre-composed with the time change t 7→ ct. The constant c may depend on the choice of
subsequence E (equivalently, c may depend on the law of (h, η, P )). We do not know how to rule
this out so we get around the issue as follows.
Recall that, in the notation used in Section 6 and in the theorem statement, P ε is the conditional
law of (X̂z,εt )t≥0 = (η(X
z,ε
·/ε ))t≥0 given (h, η). On the other hand, the theorem asserts that the
conditional law of (η(Xz,εmεt))t≥0 given (h, η) converges to the conditional law of LBM given h, where
mε is as in (1.7). Equivalently, εmε is the annealed median exit time of X̂
0,ε from B1/2. Since X̂
0,ε
converges in law as ε→ 0 along E , it follows that εmε converges to a constant m > 0 as ε→ 0 along
E .
Let P̂ ε be the conditional law of (η(Xz,εmεt))t≥0 = (X̂
z,ε
εmεt)t≥0 given (h, η). From the convergence
εmε → m along E , we infer that along E the joint law of (h, η, P̂ ε) converges to the joint law of
(h, η, P̂ ), where P̂ is defined as follows. For z ∈ C, P̂z is the law of the path t 7→ X̂zmt where
X̂z is sampled from Pz. Equivalently, P̂z is the law of Liouville Brownian motion started from z
pre-composed with the time change t 7→ cmt.
By the definition of mε, the annealed median exit time of X̂
0,ε
εmεt from B1/2 is 1, hence the
annealed median exit time of a path with the law P̂0 from B1/2 is 1. This fixes the value of the
constant cm independently of the choice of subsequence. We therefore get that (h, η, P̂ ε) converges in
law to (h, η, PLBM) as ε→ 0, not just subsequentially, where here PLBMz for z ∈ C is the conditional
law given h of (1.6), i.e., LBM with respect to h started from z pre-composed with the time-change
t 7→ m0t, where m0 is the median of the exit time of the B1/2 of this LBM. Since PLBM is a.s.
determined by h, it follows from an elementary fact in probability theory (analogous to the fact that
convergence in distribution to a constant implies convergence in probability, see, e.g., [SS13, Lemma
4.5]) that in fact P ε → PLBM in probability.
The bounds (1.8) for mε follow since we have show that for every sequence of ε’s tending to
zero, there is a further subsequence along which εmε converges to a positive number.
It remains to prove Lemma 7.18. Our argument will use the following minor generalization of
Definition 2.1.
Definition 7.19. A curve-decorated quantum surface is an equivalence class of triples (D,h, η)
where D ⊂ C is open, h is a distribution on D, and η is a curve in D, under the equivalence
relation whereby two such triples (D,h, η) and (D˜, h˜, η˜) are equivalent if there is a conformal map
φ : D˜ → h˜ which extends to a homeomorphism D˜ ∪ ∂D˜ → D ∪ ∂D (with ∂D˜ and ∂D viewed as
collections of prime ends) such that h and h˜ are related as in (2.1) and φ ◦ η˜ = η. We similarly
define a curve-decorated quantum surface with more than one curve.
The idea of the proof of Lemma 7.18 is as follows. Let a < u < b and let X̂ be a random curve
sampled from the law Pη(u) and stopped upon exiting η([a, b]). It is easily seen that the constant
c is a.s. determined by the triple (η([a, b]), h|η([a,b]), X̂). Indeed, since the time parametrization of
LBM is locally determined by the GFF, from this data we can see how we need to scale the time
parametrization of X̂ in order to get LBM w.r.t. h (see Lemma 7.22). In fact, c is a.s. determined
by (η([a, b]), h|η([a,b]), X̂) viewed as a curve-decorated quantum surface since both LBM and the
adjacency graph of cells obey the LQG coordinate change formula (by [Ber15, Theorem 1.4]).
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η(b)
η(a′)
η(b′)
η([a, b])
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X̂
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φ
Figure 4: Illustration of the setup used to prove Lemma 7.18. The figure shows the case when
γ ∈ (√2, 2). For γ ∈ (0,√2), the interior of η([a, b]) is connected and is equal to U .
If a < b < a˜ < b˜, then [DMS14, Theorem 1.9] tells us that the curve-decorated quantum surfaces
corresponding to (η([a, b]), h|η([a,b])) and (η([a˜, b˜]), h|η([a˜,˜b])) are independent. If we knew that P were
in some sense locally determined by (h, η), then we would be done: indeed, if we knew this then the
preceding paragraph would tell us that c is a.s. determined by each of two different independent
random variables, which means that c is independent from itself and hence a.s. constant. However,
we do not know that P is locally determined or even determined at all by (h, η), even though P ε is
a.s. determined by (h, η). This is because the property of one random variable being a.s. determined
by another is not in general preserved under convergence in law. However, we know that P ε is
a.s. determined by (h, η) and moreover independence is preserved under convergence in law. So,
we can make the above argument precise by appealing to the subsequential convergence in law
(h, η, P ε)→ (h, η, P ).
We now describe the framework in which we will prove the independence property needed to get
Lemma 7.18. See Figure 4 for an illustration. Fix finite times a < u < b. Let U be the connected
component of the interior of η([a, b]) which contains η(u) (such a component exists a.s. since a.s.
η(u) /∈ ∂η([a, b])). Due to the difference in topology for space-filling SLEκ in the phases κ ≥ 8
and κ ∈ (4, 8), when γ ∈ (0,√2] the set U is the entire interior of η([a, b]) but for γ ∈ (√2, 2) a.s.
U is a proper subset of the interior of η([a, b]). The domain U is homeomorphic to the unit disk
and there is a unique time interval [a′, b′] for which η([a′, b′]) = U . Again, for γ ∈ (0,√2] we have
[a, b] = [a′, b′] but this is a.s. not the case for γ ∈ (√2, 2). Also let X̂ be sampled from the law Pη(u)
and let T be the first exit time of X̂ from U .
We are interested in the curve(s)-decorated quantum surfaces (U, h, η|[a′,b′], X̂|[0,T ]). We could
just work directly with this curve-decorated quantum surface, but we find it more clear to instead
specify a particular parametrization which depends only on the curve-decorated quantum surface
(not on the original choice of equivalence class representative). Let φ : D → U be the unique
conformal map such that φ(0) = η(u) and φ(a′) = 1. Recalling (2.1), we define
hD := h ◦ φ+Q log |φ′|, ηD := φ−1 ◦ η|[a′,b′], and X̂D := φ−1 ◦ X̂|[0,T ].
Then (D, hD, ηD, X̂D) = (U, h, η|[a′,b′], X̂|[0,T ]) as curve-decorated quantum surfaces. We define
PD0 :=
(
Pη(u)-law of X̂
D
)
, (7.34)
so PD0 is a random probability measure on curves in D started from 0 and stopped upon hitting
∂D. Our proof of Lemma 7.18 is based on the following three lemmas.
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Lemma 7.20. Let c be the random variable from Lemma 7.17. In the setting described just above,
a.s. PD0 is the law of LBM with respect to h started from 0 and stopped upon hitting ∂D, pre-composed
with the time change t 7→ ct.
Proof. This is immediate from the γ-LQG coordinate change formula for LBM [Ber15, Theorem
1.4] and for the adjacency graph of cells of Gε (which follows from the coordinate change formula
for the LQG area measure plus the conformal invariance of space-filling SLE).
Lemma 7.21. Let a < u < b and a˜ < u˜ < b˜ be two triples of times and assume that b < a˜. Define
hD, ηD, and PD0 as above for a, u, b and define h˜
D, η˜D, and P˜D0 as above with a˜, u˜, b˜ in place of
a, u, b. Then the triples (hD, ηD, PD0 ) and (h˜
D, η˜D, P˜D0 ) are independent.
Proof. Fix a time s ∈ (b, a˜). By [DMS14, Theorem 1.9], the past / future curve-decorated quantum
surfaces (
η((−∞, s]), h|η((−∞,s]), η|(−∞,s]
)
and
(
η([s,∞)), h|η([s,∞)), η|[s,∞)
)
(7.35)
are independent. By definition, (hD, ηD) (resp. (h˜D, η˜D) is determined by the first (resp. second)
quantum surface in (7.35). Hence (hD, ηD) and (h˜D, η˜D) are independent. We need to show that
the independence continues to hold if we also include the random laws PD0 and P˜
D
0 .
The basic idea of the proof is that for each ε > 0, the discrete analogs of the laws PD0 and P˜
D
0
in the ε-mated-CRT map setting are determined by the first and second curve-decorated quantum
surfaces in (7.35), respectively, so one has the desired independence statement with these discrete
laws used in place of PD0 and P˜
D
0 . This will allow us to later use the fact that independence (unlike
the condition that one random variable determines another) is preserved under taking limits in law.
Let us now define the discrete analogs of the laws PD0 and P˜
D
0 which we will work with. Recalling
the times a′, b′ ∈ [a, b] defined above, for ε > 0 let T ε be the subgraph of Gε induced by the vertex
set [a′, b′] ∩ (εZ). Let ∂T ε be the set of vertices x ∈ VT ε which are joined by an edge of Gε to a
vertex which is not in T ε. By the Brownian motion definition of the mated-CRT map (1.2), for
small enough ε > 0 both T ε and ∂T ε are determined by the left/right boundary length process
(L − Ls, R − Rs)|(−∞,s], which in turn is a.s. determined by the first curve-decorated quantum
surface (7.35).
Let uε := εdu/εc, so that uε ∈ εZ. Conditional on (h, η), let Xε be a simple random walk on
T ε stopped at the first time Jε that it hits ∂T ε. Recalling the conformal map φ : D→ U above,
for t ∈ [0, εJε] ∩ (εZ), let X̂D,εt := φ−1(η(t/ε)). We extend the definition of X̂D,ε to all of [0, εJε]
by piecewise linear interpolation at constant speed. Let PD,ε0 be the conditional law of X̂
D,ε
t given
(h, η). By the preceding paragraph and the definition of φ, the law PD,ε0 is a.s. determined by the
first quantum surface in (7.35).
If we define P˜D,ε0 similarly but with a˜, u˜, b˜ in place of a, u, b, then P˜
D,ε
0 is a.s. determined by the
second quantum surface in (7.35). As a consequence, the triples (hD, ηD, PD,ε0 ) and (h˜
D, η˜D, P˜D,ε0 )
are independent.
We now argue that if E is a subsequence along which (h, η, P ε)→ (h, η, P ) in law, then we also
have
(hD, ηD, PD,ε0 , h˜
D, η˜D, P˜D,ε0 )→ (hD, ηD, PD0 , h˜D, η˜D, P˜D0 ) (7.36)
in law as E 3 ε→ 0, which concludes the proof since indepenendence is preserved under convergence
of joint laws.
To get (7.36), we note that a process X̂D,ε sampled from PD,ε0 is almost the same as the
process φ−1(X̂ε), where X̂ε is sampled from P εη(uε) and stopped at the first time it hits a point in
η(εZ \ [a′, b′]), except for the following minor difference. The process X̂D,ε travels along straight line
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segments between the times when it hits points of φ−1(η(εZ)), whereas the path φ−1(X̂ε) instead
travels along paths whose images under φ are straight line segments.
It is easily seen that the conformal map φ can be extended to a homeomorphism U → D: indeed,
by the flow line construction of space-filling SLE [MS17, Section 1.2.3], ∂U is a finite union of
SLEκ-type curves which intersect only at their endpoints. In particular, ∂U is a Jordan curve so
the desired extension of φ follows from [Pom92, Theorem 2.6]. By the above continuity and the
preceding paragraph (note that φ does not depend on ε), the Prokhorov distance between the law
PD,ε0 and the P
ε
η(hε)-law of φ
−1(X̂ε) tends to zero in probability as ε→ 0. On the other hand, it is
easily seen from the convergence (h, η, P ε)→ (h, η, P ) in law that (7.36) holds if we replace PD,ε0
by the P εη(uε)-law of φ
−1(X̂ε), and we make the analogous replacement made for P˜D,ε0 . Thus (7.36)
holds.
Lemma 7.22. Let h be a random distribution on a domain D ⊂ C whose law is locally absolutely
continuous w.r.t. the law of the GFF on D. Let z ∈ D and let X be the Liouville Brownian motion
w.r.t. h, stopped at the first time that it exists D. For any c1, c2 > 0 with c1 6= c2, the laws of
(h, (Xc1t)t≥0) and (h, (Xc2t)t≥0) are mutually singular.
Proof. Let B be a standard planar Brownian motion started from z and stopped when it exits
D, sampled independently from h. By the definition of Liouville Brownian motion, there is a
random σ(h,B)-measurable function φ : [0,∞) → [0,∞) such that (h, (Xt)t≥0) d= (h,Bφ−1(t))t≥0.
We have the following trivial elementary probability fact: if Y is a random variable and f and g are
measurable functions such that P[f(Y ) 6= g(Y )] = 1, then the laws of (Y, f(Y )) and (Y, g(Y )) are
mutually singular. To get the lemma, we apply this fact with Y = (h,B) and f and g given by the
functionals which take (h,B) to Bφ−1(c1t) and Bφ−1(c2t), respectively.
Remark 7.23. The proof of Lemma 7.22 relies crucially on the fact that we are looking at the
joint law of h and the Liouville Brownian motion. At least for some choices of h, the marginal
laws of (Xc1t)t≥0) and (Xc2t)t≥0 are mutually absolutely continuous. Indeed, if h is the restriction
to D of a zero-boundary GFF on a larger domain D′ with D ⊂ D′, then the laws of h + log c1
and h+ log c2, hence also the laws of (h+ log c1, (Xc1t)t≥0) and (h+ log c2, (Xc2t)t≥0) are mutually
absolutely continuous (see, e.g., [MS16a, Proposition 3.4]).
Proof of Lemma 7.18. Let c > 0 be as in Lemma 7.17 and assume the setup of Lemma 7.21. Due
to Lemma 7.20 (applied to each of the triples a, u, b and a˜, u˜, b˜) followed by Lemma 7.22, we know
that c can a.s. be expressed as a measurable function of either of the two triples (hD, ηD, PD0 ) or
(h˜D, η˜D, P˜D0 ). However, by Lemma 7.21 these two triples are independent from each other. Hence c
is independent from itself so c must be a.s. equal to a deterministic constant.
7.4 From whole plane to disk
In this short section we explain why Theorem 1.2 (convergence to Liouville Brownian motion in the
whole plane case with the LQG embedding) implies Theorem 1.4 (convergence to Liouville Brownian
motion in the disk case, under the Tutte embedding). The arguments in this section are quite close
to (but more detailed than) [GMS17, Section 3.3], see in particular [GMS17, Lemma 3.6].
As recalled in Section 2.2, let (C, h, 0,∞) denote a γ-quantum cone (corresponding to a weight
W = 4 − γ2, in the terminology of [DMS14]), and let η be an independent space-filling SLEκ,
with κ = 16/γ2, reparametrised by γ-quantum area, i.e., µh(η([s, t])) = t− s for any s < t. Then
by [DMS14, Theorem 1.9], the quantum surface W obtained by restricting h to the interior D
of η([0,∞)), that is, W = (D,h|D, 0,∞) has the distribution of a quantum wedge with weight
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W = 2− γ2/2. Note that this corresponds to an α-quantum wedge where α = 3γ/2 (see Table 1.1
in [DMS14]), where α denotes the strength of the logarithmic singularity near 0 in a half-plane
embedding. In particular, since α-quantum wedges are thick (have the topology of a half-plane)
for α ≤ Q, and are thin (given by a Poissonian chain of so-called “beads”) if α ∈ (Q,Q + γ/2),
this means that W is thick for γ ≤ √2 and thin if γ ∈ (√2, 2). Furthermore, given D, in the thick
case η is simply an independent chordal space-filling SLEκ in D from 0 to ∞, reparametrised by
its area, while in the thin case it is a concatenation of space-filling chordal SLEκ in each bead of
W. Basically, the idea of the proof is to use the absolute continuity of the law of the quantum disk
w.r.t. the law of W (or a single bead of W if γ ∈ (√2, 2)) away from their respective marked points.
Consider first the case γ ≤ √2 so that W is a thick quantum wedge. Fix a large constant
C > 1. We apply a conformal map D → H to get a new parametrization (H, hWC ,−C,∞) of the
quantum surface W, chosen so that the two marked points are −C and ∞ and the νhWC -length
of [−C, 0] is 1 (this last choice of normalization is somewhat arbitrary — 1 can be replaced by
any number larger than 1/2). Let ηWC be the image of η|[0,∞) under this conformal map, so that
ηWC is a chordal SLEκ from −C to ∞ in H parameterized by γ-LQG mass w.r.t. hWC . Recall that
Liouville Brownian motion satisfies the quantum surface change of coordinates (2.1) by Theorem
1.4 in [Ber15]. From this and Theorem 1.2, we deduce the analog of Theorem 1.2 for (hWC , η
W
C ): if
we condition on (hWC , η
W
C ), then the conditional law of the random walk on the adjacency graph of
cells ηWC ([x− ε, x]) for x ∈ εN, stopped at the first time it hits a cell which intersects ∂H, linearly
interpolated and time changed appropriately, converges as ε→ 0 to the law of Liouville Brownian
motion w.r.t hWC stopped upon hitting ∂H. Moreover, the convergence is uniform over the choice of
starting point in any compact subset of H.
We now use an argument of absolute continuity between the above 3γ2 -quantum wedge and
a singly marked quantum disk D with unit area and unit boundary length. Let us choose a
parametrization (H, hD,∞) of D so that the marked point is at ∞ and the νh-lengths of (−∞, 0]
and [0,∞) are each equal to 1/2. Using the definitions of the quantum wedge and the quantum
disk from [DMS14, Sections 4.2 and 4.5], it is easily verified that the law of the restriction of hD to
any fixed ball B = H ∩B(0, R) centered at 0 with R < C say, is absolutely continuous with respect
to the law of the field hWC (here it is important that we are considering the fields away from the
marked points, since they have different logarithmic singularities at their respective marked points).
Note, however, that the reverse absolute continuity statement is not true since, e.g., µhWC
(B) can be
greater than 1.
Let ηD be a space-filling SLEκ loop in D based at ∞, parametrized by µhD -mass. Let WC (resp.
D) be the total ordering on Q2 ∩ B induced by ηWC (resp. ηD). By Proposition A.10, we know
that WC →D in the total variation sense as C →∞. Note that WC determines each segment of
ηWC which is contained in B viewed modulo time parameterization, as well as the order in which η
W
C
traces these segments; a similar statement holds for ηD.
Let FW,εC be the σ-algebra generated by the space-filling SLE cells η([x− ε, x]) for x ∈ εN which
intersect B. Note that FW,εC ⊂ σ(hWC , ηWC ). We now combine the total variation convergence in the
preceding paragraph with the absolute continuity in the paragraph before that, each applied with
B replaced by a slightly larger ball B′ ⊃ B (which contains all of the cells which intersect B with
probability tending to 1 as ε→ 0). We infer that there is an event EεC such that P[EεC ]→ 1 as ε→ 0
and then C →∞, such that the following is true. For any p ∈ (0, 1), there exists q = q(p) ∈ (0, 1)
such that if F ∈ FW,εC has probability at most q and F˜ denotes the corresponding event defined
with (hD, ηD) in place of (hWC , η
W
C ), then P[F˜ ∩ EεC ] ≤ p.
Liouville Brownian motion started from z ∈ H leaves the upper half plane almost surely in
finite time and its law depends continuously on its starting point. From this, we infer that for any
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fixed compact set K ⊂ H we can choose the ball B to be sufficiently large so that the infimum
over all z ∈ K of the probability that Liouville Brownian motion w.r.t. hD started from z hits ∂H
before leaving B is as close to 1 as we like. Due to this fact and the preceding paragraph, we see
that the analog of Theorem 1.2 for (hWC , η
W
C ) discussed above implies the corresponding analog of
Theorem 1.2 for (hD, ηD).
We now change coordinates back to D. By a slight abuse of notation we do not change our
notation for fields / curves, so that now hD is a field on D and ηD : [0, 1]→ D. From the preceding
paragraph and the invariance of LBM under LQG coordinate change [Ber15, Theorem 1.4], we infer
that the statement of Theorem 1.4 holds (at least in the case γ ≤ √2) but with the SLE/LQG
embedding x 7→ ηD(x) instead of the Tutte embedding. As we recalled in (1.5), the Tutte embedding
ψε of the mated-CRT map associated with (h
D, ηD) satisfies
max
x∈VGε
|ψε(x)− ηD(x)| → 0
in distribution; see (3.3) in Section 3.4 of [GMS17]. We thus obtain Theorem 1.4.
We now discuss the thin case where γ ∈ (√2, 2). The idea is to apply a similar argument except
we restrict ourselves to a given bead of W. One issue with this is that it is not obvious how to
describe the law of the bead containing a given point z. However, since we assume the statement of
Theorem 1.2 (which holds uniformly over an arbitrary compact set K of the wedge embedded into
H), the idea is to consider the first time that some bead of W has area greater than one, say. We
then have a quenched invariance principle uniformly over points of the intersection of K with this
bead, and by choosing K sufficiently large, we can ensure that with probability as close to one as
desired, this intersection contains some given arbitrary compact set of the bead. Moreover, since the
beads of W have a Poissonian structure, the first bead with area greater than one has a law which is
mutually absolutely continuous w.r.t. the law of a doubly marked quantum disk conditioned to have
area at least one away from their respective marked points [DMS14, Section 4.4] (for γ =
√
8/3, the
beads are exactly quantum disks but for other values of γ they have different log singularities at the
marked points). The proof in the case when γ ∈ (√2, 2) then follows from the same local absolute
continuity argument as in the case when γ ≤ √2, except that we use this single bead instead of the
whole of W.
A Appendix
In this appendix we prove some basic facts about the γ-LQG measure. The proofs of these facts are
standard and do not use any of the other results described in the paper, so are collected here to
avoid distracting from the main argument.
A.1 Basic estimates for the LQG area measure
Let γ ∈ (0, 2) and let h be the circle average embedding of a γ-quantum cone, as in Definition 2.2.
In this subsection we record some basic estimates for the γ-LQG measure µh associated with h.
Lemma A.1 (LQG mass of Euclidean balls). Fix a small parameter ζ ∈ (0, 1). With polynomially
high probability as δ → 0,
δ(2+γ)
2/2+ζ ≤ µh(Bδ(z)) ≤ δ(2−γ)2/2−ζ , ∀z ∈ B1−δ. (A.1)
Proof. Let h0 be a whole-plane GFF with the additive constant chosen so that h01(0) = 0. It is
shown in various places in the literature, e.g., [DG18, Lemma 3.8], that with polynomially high
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probability as δ → 0, one has
δ(2+γ)
2/2+ζ ≤ µh0(Bδ(z)) ≤ δ(2−γ)
2/2−ζ , ∀z ∈ D. (A.2)
Now let h˜ := h0 − γ log | · |. Then h˜|D d= h|D. Hence it suffices to prove that with polynomially
high probability as δ → 0, the bound (A.2) holds with h˜ in place of h. The lower bound for
µh0(Bδ(z)) in (A.2) with h˜ in place of h is immediate from (A.2) since (h˜− h0)|D is a non-negative
function. So, we only need to prove the upper bound. We do this using (A.2) and a union bound
over exponential scales. The argument is entirely standard but we give the details for the sake of
completeness.
For k ∈ N0, let
h˜k := h˜(e
−k·)− h˜e−k(0) and Ak := Be−k(0) \Be−k−1(0). (A.3)
By the scale invariance of the law of h0 modulo additive constant, h˜k
d
= h˜. The restriction of
h˜− h0 = −γ log | · | to the annulus A0 is bounded above by a finite γ-dependent constant. We can
therefore apply (A.2) with ekδ in place of δ, followed by a union bound over all k ∈ [0, (1−ζ) log δ−1]Z,
to get that with polynomially high probability as δ → 0,
µ
h˜k
(Bekδ(z)) ≤ (ekδ)(2−γ)
2/2−ζ , ∀z ∈ A0, ∀k ∈ [0, (1− ζ) log δ−1]Z. (A.4)
By the coordinate change formula for the LQG area measure [DS11, Proposition 2.1] and the
definition of h˜k, a.s.
µ
h˜
(Bδ(z)) = e
γh˜
e−k (0)e−γQkµ
h˜k
(Bekδ(e
kz)) = e
γh0
e−k (0)e−γ(Q−γ)kµ
h˜k
(Bekδ(e
kz)), ∀δ > 0, ∀k ∈ N.
Therefore, (A.4) (note that z ∈ Ak if and only if ekz ∈ A0) implies that
µ
h˜
(Bδ(z)) ≤ eγh
0
e−k (0)+[(2−γ)
2/2−ζ−γ(Q−γ)]k
δ(2−γ)
2/2−ζ , ∀z ∈ Ak, ∀k ∈ [0, (1− ζ) log δ−1]Z.
(A.5)
Since γ ∈ (0, 2) we have (2− γ)2/2− γ(Q− γ) = γ(2− γ) < 0, so the exponential term in (A.5)
is at most e
γh0
e−k (0) for a small enough choice of ζ ∈ (0, 1). Furthermore, since t 7→ h0e−t(0) is a
standard linear Brownian motion it holds with polynomially high probability as δ → 0 that for any
fixed ζ > 0, h0
e−k(0) ≤ (ζ/γ) log δ−1 for each k ∈ [0, (1− ζ) log δ−1]Z. From this and (A.5), we get
that with polynomially high probability as δ → 0,
µ
h˜
(Bδ(z)) ≤ δ(2−γ)2/2−2ζ , ∀z ∈ D \Bδ1−ζ (0). (A.6)
It is easily seen from a scaling argument that with polynomially high probability as δ → 0, one
has µh(Bδ1−ζ (0)) ≤ δ(1−ζ)γ(Q−γ)−ζ , which is smaller than δ(2−γ)2/2−ζ for a small enough choice of
ζ ∈ (0, 1). By combining this with (A.6), we get the upper bound in (A.2) with h˜ in place of h0 and
with 2ζ in place of ζ. This is sufficient since ζ ∈ (0, 1) is arbitrary.
Lemma A.2. Fix ρ ∈ (0, 1) and c ∈ (0, 1). For each ζ > 0, it holds with polynomially high
probability as δ → 0 that
sup
z∈B1−δ
sup
w∈Bδ(z)
µh(Bδ(z))
µh(Bcδ(w))
≤ δ−γ2/2−ζ . (A.7)
See also [BGRV16, Theorem A.1] for a related (and in some ways more precise) statement.
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Proof of Lemma A.2. We first prove the lemma with h replaced by a whole-plane GFF h0 with
the additive constant chosen so that h01(0) = 0 and with B1−δ replaced by D. For each w ∈ D,
the random variable µh0(Bc(w)) has negative moments of all orders which are bounded above by
constants which depend on c, but not on w [RV14a, Theorem 2.12]. A union bound therefore shows
that
P
[
inf
z∈D
µh(Bc(w)) ≤ δζ/2
]
= Oδ(δ
p), ∀p > 0. (A.8)
Since µh0(D) has positive moments up to order 4/γ
2 [RV14a, Theorem 2.11],
P
[
µh0(D) > δ
−γ2/2−ζ/2
]
≤ δ2+2ζ/γ2+oδ(1). (A.9)
Therefore,
P
[
sup
w∈D
µh0(D)
µh0(Bc(w))
> δ−γ
2/2−ζ
]
≤ δ2+2ζ/γ2+oδ(1). (A.10)
Due to the translation and scale invariance of the law of h0, modulo additive constant, the law of
supw∈Bδ(z)
µh0 (Bδ(z))
µh0 (Bcδ(w))
does not depend on z or δ. We may therefore apply (A.10) and take a union
bound over Oδ(δ
−2) points in D to obtain that with polynomially high probability as δ → 0, the
bound (A.7) with h0 in place of h and D in place of B1(0). The lemma statement statement for h
follows from the preceding estimate for h0 via a scaling argument as in the proof of Lemma A.1.
Lemma A.3. Fix ρ ∈ (0, 1). There are constants c0, c1 > 0 depending only on ρ and γ such that
for each A > 1, it holds with probability at least 1− c0e−c1A that
sup
z∈S
∫
S
log
(
1
|z − w|
)
dµh(w) ≤ A
(
µh(S) + e
−c1A), ∀ Borel sets S ⊂ Bρ. (A.11)
Proof. For a Borel set S ⊂ Bρ,∫
S
log
(
1
|z − w|
)
dµh(w) ≤
∞∑
k=0
kµh((Be−k+1(z) \Be−k(z)) ∩ S). (A.12)
By Lemma A.1 and a union bound over dyadic values of the radius δ, we can find constants c0, c1 > 0
depending only on ρ and γ such that with probability at least 1− c0e−c1A,
sup
z∈Bρ
µh(Bδ(z)) ≤ δc1 , ∀δ ∈ (0, e−A]. (A.13)
If (A.13) holds, then simultaneously for each S ⊂ Bρ and each z ∈ S, the right side of (A.12) is
bounded above by a constant (depending only on ρ, γ) times
Aµh(S) +
∞∑
k=bAc
ke−c1k  A(µh(S) + e−c1A), (A.14)
where here the implicit constant in depends only on ρ, γ. Plugging this into (A.12) gives (A.11).
67
A.2 Comparing sums over cells to integrals against LQG measure
Assume that we are in the setting of Section 2.3, so that h is the circle average embedding of a
γ-quantum cone, η is a space-filling SLE16/γ2 sampled independently from h and then parametrized
by µh-mass, Gε is the associated ε-mated CRT map, and Hεx := η([x − ε, x]). We also recall the
constant ρ ∈ (0, 1). In this subsection we will give a quantitative version of the intuitively obvious
statement that the counting measure on cells of Gε approximates the γ-LQG measure when ε is
small.
Lemma A.4. There exists α = α(γ) > 0 and β = β(γ) > 0 such that with polynomially high
probability as ε→ 0, the following is true. Let D ⊂ Bρ be a Borel set and let f : Bεα(D)→ [0,∞)
be a non-negative function which is ε−β-Lipschitz continuous and satisfies ‖f‖∞ ≤ ε−β. For
x ∈ VGε(D), let wεx be an arbitrary point of Hεx ∩D (e.g., we could take wεx = η(x) or take wεx to be
the point where f attains its maximum or minimum value on Hεx). If we let µh be the γ-LQG area
measure induced by h, then
ε−1
∫
D
f(z) dµh(z)− ε−1+α ≤
∑
x∈VGε(D)
f(wεx) ≤ ε−1
∫
Bεα (D)
f(z) dµh(z) + ε
−1+α (A.15)
simultaneously for every choice of D and f as above.
Proof. Fix q ∈
(
0, 2
(2+γ)2
)
chosen in a manner depending only on γ and let β ∈ (0, q/2). By
Lemma 2.4, it holds with polynomially high probability as ε→ 0 that
diam(Hεx) ≤ εq, ∀x ∈ VGε(Bρ). (A.16)
By a standard tail estimate for the γ-LQG measure (e.g., [GHS19a, Lemma A.3] together with the
Chebyshev inequality), it holds with polynomially high probability as ε→ 0 that
µh(Bρ+εq) ≤ ε−q/2. (A.17)
Henceforth assume that (A.16) and (A.17) hold. Let β ∈ (0, q/2). We will show that (A.15) holds
simultaneously for any choice of D and f as in the lemma statement.
Since f is ε−β-Lipschitz continuous and µh(Hεx) = ε for each x ∈ VGε, the bound (A.16) implies
that for each x ∈ VGε(D),
f(wεx) = ε
−1
∫
Hεx
f(wεx) dµh(z) ≤ ε−1
∫
Hεx
f(z) dµh(z) + ε
−β diam(Hεx)
≤ ε−1
∫
Hεx
f(z) dµh(z) + ε
q−β by (A.16). (A.18)
Similarly, we also have
f(wεx) ≥ ε−1
∫
Hεx
f(z) dµh(z)− εq−β. (A.19)
By (A.16), for each x ∈ VGε(D) we have Hεx ⊂ Bεq(D) and the intersection of any two of these
cells has zero µh-mass. We can therefore sum (A.18) over all x ∈ VGε(D) to get∑
x∈VGε(D)
f(wεx) ≤ ε−1
∫
Bεq (D)
f(z) dµh(z) + ε
q−β#VGε(D)
≤ ε−1
∫
Bεq (D)
f(z) dµh(z) + ε
−1+q/2−β, (A.20)
68
where in the last line we used (A.17) and the fact that each cell Hεx for x ∈ VGε(D) is contained in
Bρ and has µh-mass ε. This gives the upper bound in (A.15) with α = min{q, q/2− β}.
Since D is contained in the union of the cells Hεx for x ∈ VGε(D), we can similarly obtain the
lower bound in (A.20) by summing (A.19) of all x ∈ VGε(D).
We will also need a variant of Lemma A.4 where we weight each cell by its degree, whose proof
is somewhat more involved. The extra factor of 6 in this case comes from the fact that Gε is a
planar triangulation, so it has average degree 6 (see e.g. e.g. [AHNR16] where the same factor 6
occurs for similar reasons).
Lemma A.5. There exists α = α(γ) > 0 and β = β(γ) > 0 such that with polynomially high
probability as ε→ 0, the following is true. Let D ⊂ Bρ, f : Bεα(D)→ R, and wεx for x ∈ Gε(D) be
as in Lemma A.4. Then
6ε−1
∫
D\Bεα (∂D)
f(z) dµh(z)−ε−1+α ≤
∑
x∈VGε(D)
f ε(wεx) deg
ε(x) ≤ 6ε−1
∫
Bεα (D)
f(z) dµh(z)+ε
−1+α,
(A.21)
simultaneously for every choice of D and f as above.
We note that Lemma A.5 implies the following corollary.
Corollary A.6. For ε > 0, let µεh be the measure whose restriction to each cell H
ε
x for x ∈ εZ is
equal to degε(x)µh|Hεx. Then as ε→ 0, we have µεh → 6µh in probability w.r.t. the vague topology.
Proof. It is immediate from Lemma A.5 that µεh|Bρ → 6µh|Bρ weakly. The corollary follows from
this and the scale invariance property of the γ-quantum cone (Lemma 2.3).
The idea of the proof of Lemma A.5 is as follows. Recall that a triangulation with boundary is a
planar map T whose faces all have three edges, except for one special face called the external face.
The perimeter Perim(T ) is the degree of the external face. Due to the Euler characteristic formula,
if T is a triangulation with boundary whose perimeter is much smaller than its total number of
vertices #V(T ), then #E(T ) is close to 3#E(T ) (Lemma A.7), which implies that the sum of the
degrees of the vertices of T is close to 6#V(T ).
Now assume for simplicity that ε−1/2 is an integer. We consider for each y ∈ ε1/2Z the subgraph
T εy of Gε induced by the set of vertices x ∈ (y − ε1/2, y] ∩ (εZ). Equivalently, this is the subgraph
of Gε induces by the vertices of Gε whose corresponding cells are contained in the cell Hε1/2y of
Gε1/2). Then T εy is a triangulation with boundary, having ε−1/2 vertices in total (not just on its
boundary). Furthermore, a basic Brownian motion estimates shows that the perimeter of T εy is
extremely unlikely to be much larger than ε−1/4 (Lemma A.8). Consequently, the sum of the degrees
of the vetices of T εy is typically of order 6ε−1/2. Combining this with Lemma A.4, applied with ε1/2
in place of ε, then leads to Lemma A.5.
Lemma A.7. Let T be a triangulation with boundary, so that the degree of each face of T except
for the external face is equal to 3. Let Perim(T ) be the degree of the external face. Then
#E(T ) = 3#V(T ) + 3− Perim(T ). (A.22)
Proof. Let F(T ) be the set of faces of T , including the external face. By the Euler characteristic
formula,
#E(T ) = #V(T ) + #F(T )− 2. (A.23)
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Each edge of T either lies on the boundary of exactly two faces in F(T ) or lies on the boundary of
a single face but has multiplicity 2 there. Therefore,
#E(T ) = 1
2
∑
f∈F(T )
deg(f) =
3
2
(#F(T )− 1) + 1
2
Perim(T ). (A.24)
Re-arranging (A.24) shows that
#F(T ) = 2
3
#E(T ) + 1− 1
3
Perim(T ). (A.25)
Plugging this into (A.23) gives
#E(T ) = #V(T ) + 2
3
#E(T ) + 1− 1
3
Perim(T ), (A.26)
which gives (A.22) upon re-arranging.
We now define the triangulations with boundary to which we will apply Lemma A.7. For ε > 0,
n ∈ N, and y ∈ nεZ, we let T n,εy be the subgraph of Gε induced by (y − nε, y] ∩ (εZ). Then
x ∈ VT n,εy if and only if the cell Hεx of Gε is contained in the cell Hnεy of Gnε. We also define
∂T n,εy :=
{
x ∈ VT n,εy : x ∼ x′ in Gε for some x′ /∈ VT n,εy
}
. (A.27)
Then T n,εy is a planar triangulation with boundary.
Lemma A.8. There are universal constants c1, c2 > 0 such that the following is true. Let ε > 0,
let n ∈ N, and define ∂T n,εy for y ∈ nεZ as in (A.27). Then
P
[
#∂T n,εy > m
] ≤ c1e−c2m/n1/2 , ∀m ∈ N. (A.28)
We will prove Lemma A.8 using the Brownian motion representation of the mated-CRT map.
For this purpose we need the following lemma.
Lemma A.9. Let B be a standard linear Brownian motion. For n ∈ N, let Kn be the number of
intervals [k − 1, k] for k ∈ [1, n]Z which contain a running minimum of B (relative to time 0). Then
for m ∈ N,
P[Kn > m] ≤ c1e−c2m/n1/2 (A.29)
for constants c1, c2 > 0.
Proof. Let τ0 = 0 and inductively let τm for m ∈ N be the first time after τm−1 + 1 at which B
attains a running minimum. We observe that
Kn ≤ 2 max{m ∈ N : τm < n}. (A.30)
By the strong Markov property, the increments τm− τm−1 are i.i.d. By a standard Brownian motion
estimate,
P[τm − τm−1 > t]  t−1/2, ∀t > 1. (A.31)
Therefore, for m,n ∈ N,
P[τm < n] ≤ P
[
sup
j∈[1,m]Z
(τj − τj−1) < n
]
≤
(
1− c0n−1/2
)m ≤ c1e−c2m/n1/2 , (A.32)
for universal constants c0, c1, c2. Combining this with (A.30) gives (A.29) (with c2/2 in place of
c2).
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Proof of Lemma A.8. Recall the Brownian motion (L,R) used to define Gε in (1.2). From (1.2), we
get that ∂T n,εy is the same as the set of x ∈ (y − nε, y] ∩ (εZ) such that either
inf
t∈[x−ε,x]
Lt = inf
t∈[y−nε,x]
Lt or inf
t∈[x−ε,x]
Lt = inf
t∈[x−ε,y]
Lt (A.33)
or the same is true with R in place of L.
By Brownian scaling and the translation invariance of the law of (L,R), it suffices to prove (A.28)
in the case when ε = 1 and y = nε. By (A.33) and the symmetry of the law of (L,R) under reversing
time and/or swapping L and R, it suffices to prove that
P
[
#
{
x ∈ [1, n]Z : inf
t∈[x−1,x]
Lt = inf
t∈[0,x]
Lt
}
> m
]
≤ c1e−c2m/n1/2 (A.34)
for universal constants c1, c2 > 0. This is precisely the content of Lemma A.9.
Proof of Lemma A.5. Step 1: regularity event. Let nε := bε−1/2c, so that nε ∈ N and nεε ≈ ε1/2.
For y ∈ nεεZ, we define the triangulation with boundary T εy := T nε,ε as in the discussion above
Lemma A.8.
For D and f as in the lemma statement and y ∈ VGnεε(D), let unεεy ∈ Hnεεy ∩D be chosen in
an arbitrary manner (as in Lemma A.4 with nεε in place of ε). By Lemma A.4 applied with nεε
in place of ε, if β > 0 is chosen to be sufficiently small (depending only on γ) then there exists
α0 = α0(γ) > 0 such that with polynomially high probability as ε→ 0, it holds simultaneously for
every choice of D and f as in the lemma statement that
(nεε)
−1
∫
D
f(z) dµh(z) + (nεε)
−1+α0 ≤
∑
y∈VGnεε(D)
f(unεεy )
≤ (nεε)−1
∫
B(nεε)α0 (D)
f(z) dµh(z) + (nεε)
−1+α0 . (A.35)
Fix q ∈
(
0, 2
(2+γ)2
)
chosen in a manner depending only on γ. By Lemma 2.4 (applied with ε1/2
in place of ε) and our choice of nε, it holds with polynomially high probability as ε→ 0 that
diam
(
Hnεεy
) ≤ εq/2, ∀y ∈ VGnεε(Bρ). (A.36)
By Lemma A.8 (applied with m = b(log ε−1)2ε−1/4c, say) and a union bound, it holds with
superpolynomially high probability as ε→ 0 that, in the notation of that lemma,
Perim
(T εy ) ≤ (log ε−1)2ε−1/4, ∀y ∈ VGnεε(Bρ). (A.37)
By [GMS19, Lemma 2.6], it holds with superpolynomially high probability as ε→ 0 that
degε(x) ≤ (log ε−1)2, ∀x ∈ VGε(Bρ). (A.38)
Fix ζ ∈ (0, 1) to be chosen later, in a manner depending only on q, γ. By Lemma 2.4 (applied
with nεε in place of ε), the fact that the cells of Gnεε have LQG mass nεε ≈ ε1/2, and a standard
estimate for the γ-LQG area measure (e.g., [GHS19a, Lemma A.3] together with the Chebyshev
inequality) it holds with polynomially high probability as ε→ 0 that
#VGnεε(Bρ+εq/2) ≤ ε−1/2−ζ (A.39)
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Henceforth assume that (A.35) through (A.39) hold, which happens with polynomially high proba-
bility as ε→ 0. We will check that (A.15) holds simultaneously for every choice of D, f as in the
lemma statement provided ζ and β are chosen to be sufficiently small (depending only on q, γ).
Step 2: summing the degrees of vertices of T εy . For a vertex x ∈ T εy \ ∂T εy , the degree deg(x; T εy ) of
x as a vertex of T εy is the same as degε(x). If x ∈ ∂T εy we still have deg(x; T εy ) ≤ degε(x) but the
inequality might be strict since x can have edges to vertices in VGε \ (y − nεε, y]. Therefore,∑
x∈VT εy
degε(x) =
∑
x∈VT εy \V(∂T εy )
degε(x) +
∑
x∈V(∂T εy )
degε(x)
∈
 ∑
x∈VT εy
deg(x; T εy ),
∑
x∈VT εy
deg(x; T εy ) +
∑
x∈V(∂T εy )
degε(x)
. (A.40)
The sum of the degrees deg(x; T εy ) over all x ∈ VT εy is precisely twice the number of edges of
T εy . Recall that T εy has nε vertices and is a triangulation with boundary. By Lemma A.7 followed
by (A.37),∑
x∈VT εy
deg(x; T εy ) = 6nε + 6− 2 Perim(T εy ) ∈
[
6nε − 2(log ε−1)2ε−1/4, 6nε
]
. (A.41)
By (A.37) and (A.38), we also have∑
x∈V(∂T εy )
degε(x) ≤ (log ε−1)4ε−1/4. (A.42)
By plugging (A.41) and (A.42) into (A.40), we get∑
x∈VT εy
degε(x) ∈
[
6nε − 2(log ε−1)2ε−1/4, 6nε + (log ε−1)4ε−1/4
]
. (A.43)
Step 3: summing f(wεx) over vertices of T εy . If x ∈ VT εy , then both wεx and unεεy lie in Hnεεy so
by (A.36) and the ε−β-Lipschitz continuity of f ,
|f(wεx)− f(unεεy )| ≤ εq/2−β. (A.44)
By (A.44), then (A.43) and the fact that #VT εy = nε ≈ ε−1/2,∑
x∈VT εy
f(wεx) deg
ε(x)
∈
(f(unεεy )− εq/2−β) ∑
x∈VT εy
degε(x),
(
f(unεεy ) + ε
q/2−β
) ∑
x∈VT εy
degε(x)

⊂
[
6nεf(u
nεε
y )− 2εq/2−1/2−β, 6nεf(unεεy ) + 2εq/2−1/2−β
]
, (A.45)
where in the last line we used that ‖f‖∞ ≤ ε−β and we absorbed the polylogarithmic factors from
the error terms in (A.43) into powers of ε (which we can do since q < 1/2).
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Step 4: conclusion. Each x ∈ VGε(D) is contained in VT εy for a unique choice of y ∈ VGnεε(D). By
summing the upper bound in (A.45) over all y ∈ VGnεε(D), we get∑
x∈VGε(D)
f(wεx) deg
ε(x) ≤ 6nε
∑
y∈VGε(D)
f(unεεy ) + 2ε
q/2−1/2−β#VGnεε(D). (A.46)
From (A.39) we get #VGnεε(D) ≤ ε−1/2−ζ . By applying this and the upper bound in (A.35) to
estimate the right side of (A.46), we obtain∑
x∈VGε(D)
f(wεx) deg
ε(x) ≤ 6ε−1
∫
D
f(z) dµh(z) + n
α0
ε ε
−1+α0 +Oε
(
εq/2−1−β−ζ
)
≤ 6ε−1
∫
D
f(z) dµh(z) +Oε
(
ε−1+α
)
for any choice of α < min{α0, q/2− β − ζ}. If we choose ζ and β sufficiently small, in a manner
depending only on q, γ, then we can arrange that this minimum is positive. Thus, after possibly
slightly shrinking α we get that the upper bound in (A.21) holds for small enough ε > 0.
We similarly obtain the lower bound in (A.21) using the lower bounds in each of (A.35)
and (A.43).
A.3 Space-filling SLE loops
Let κ > 4, let D ⊂ C be a simply connected domain, and let a ∈ ∂D be a prime end. The purpose
of this section is to explain one possible definition of the counterclockwise space-filling SLE loop
η in D based at a, and to show that this space-filling SLE loop can be obtained as the limit (for
a rather strong notion of convergence) of space-filling SLE from a to b in D as b → a from the
clockwise direction. The proofs in this section are based on the theory of imaginary geometry
from [MS16a,MS16b,MS16c,MS17]. We will mostly focus on the case when (D, a) = (H,∞); the
space-filling SLE loop for other choices of (D, a) will be defined via conformal mapping.
Fix κ > 4. As in [MS16a,MS16b,MS16c,MS17], we define the constant
λ′ :=
pi√
κ
. (A.47)
Note that our κ is called κ′ in [MS16a,MS16b,MS16c,MS17].
Let h be a zero-boundary GFF on H plus the constant −λ′. For z ∈ Q2 ∩H, let ηz,L (resp. ηz,R)
be the flow line of h started from z with angle pi/2 (resp. −pi/2) and stopped at the first time it
hits R, as defined in [MS17, Theorem 1.1]. The law of ηz,L is locally absolutely continuous w.r.t.
that of a SLE16/κ(16/κ− 2) curve in any interval of time before it hits R. By [MS17, Theorem 1.9],
for distinct z, w ∈ Q2 ∩H, a.s. the curves ηz,L and ηw,L (resp. ηz,L and ηw,R) a.s. merge into each
other after some finite time. We define a total order  on Q2 ∩H by declaring that z  w if and
only if z lies in a connected component of H \ (ηw,L ∪ ηw,R) whose boundary is traced by the left
side of ηw,L and the right side of ηw,R.
For a < 0, let ηa be a chordal space-filling SLEκ from a to ∞. Let a be the total order on
Q2 ∩ H induced by ηa, i.e., z a w if and only if ηa hits z before w. Due to the construction
of space-filling SLEκ in [MS17, Section 1.2.3], the ordering a admits the following equivalent
description. Let ha be a GFF on H with boundary data λ
′ on (−∞, a] and −λ′ on [a,∞). Then
we can realize ηa as the space-filling SLEκ counterflow line of ha from a to ∞. Furthermore, if we
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define the flow lines ηz,La and η
z,R
a for z ∈ Q2 ∩H in the same manner as ηz,L and ηz,R above but
with ha in place of h, then for z ∈ Q2 ∩H the curves ηz,La and ηz,Ra are the left and right outer
boundaries of ηa stopped at the first time it hits z. We note that η
z,L
a (resp. η
z,R
a ) stops upon hitting
(−∞, a] (resp. [a,∞)). Consequently, the ordering a can be defined in the same manner as the
ordering  above but with ha in place of h.
Proposition A.10. There is a unique continuous curve η : R→ H from ∞ to ∞ which satisfies
η(0) = 0 and area η([s, t]) = t− s for each s < t, hits the points of Q2 ∩H in the order specified by
, and fills in all of H. The law of η is scale and translation invariant in the sense that for C > 0
and b ∈ R, we have Cη + b d= η viewed as curves modulo time parametrization. Moreover, for each
fixed r > 0 it holds that a |Br(0)∩Q2∩H converges to  |Br(0)∩Q2∩H in the total variation sense as
a→ −∞.
Definition A.11. The curve η of Proposition A.10 is defined to be the counterclockwise space-filling
SLEκ loop based at ∞ in H. The clockwise space-filling SLEκ loop based at ∞ in H is the curve η˜
which is the image of η under the anticonformal map x + iy 7→ −x + iy. For a domain D and a
prime end b ∈ ∂D, we define the counterclockwise (resp. clockwise) space-filling SLEκ loop based at
b in D to be the image of η (resp. η˜) under a conformal map H→ D which takes ∞ to b, viewed
as a curve modulo time parametrization (the law of this curve does not depend on the choice of
conformal map due to the scale / translation invariance property of η).
It is possible to establish the existence of the curve η of Proposition A.10 by repeating essentially
the same arguments used in [MS17] to construct space-filling SLE with distinct starting and ending
points. However, in order to make our proof easier to follow and to get the total variation convergence
statement, we will instead deduce Proposition A.10 from existing results in the literature. The key
idea of the proof is that when a is very negative, the restrictions of h and ha to a fixed neighborhood
of 0 in H are close in the total variation sense, and moreover the orderings  and a are in a certain
sense locally determined by h and ha, respectively.
Let us now specify a precise version of the locality property of a. For a radius ρ > 0, let T ρa
(resp. Sρa) be the first time that ηa enters Bρ(0) ∩H before hitting 0 (resp. the last time that ηa
enters Bρ(0) ∩H after hitting 0). We define
ηρa := ηa|[T ρa ,Sρa ] and Kρa := ηa([T ρa , Sρa ]). (A.48)
We now describe Kρa in terms of a.
Lemma A.12. Let η0,La be the flow line of ha started from 0 with angle pi/2. If z ∈ Bρ(0)∩Q2 ∩H,
then z ∈ Kρa if and only if ηz,La merges into η0,La before leaving Bρ(0) and ηz,Ra hits [a,∞) before
leaving Bρ(0).
Proof. This follows since ηz,La and η
z,R
a are the left/right outer boundaries of ηa at the (a.s. unique)
time when it hits a and η0,La is the outer boundary of ηa at the (a.s. unique) time when it hits 0.
As a consequence of Lemma A.12 and the fact that the flow lines ηz,La and η
z,R
a are locally
determined by h (c.f. the proof of [GMS19, Lemma 2.4]), it follows that a |Kρa∩Q2 is a.s. determined
by ha|Bρ(0)∩H.
Let η0,L be the flow line of h started from 0 with angle pi/2. Let Kρ be the closure of the set of
z ∈ Bρ(0) ∩Q2 ∩H such that z ∈ Kρa if and only if ηz,L merges into η0,L before exiting Bρ(0) and
ηz,R hits R before leaving Bρ(0). That is, K
ρ is defined in the same way as Kρa but with h in place
of ha. By definition, K
ρ is a.s. determined by h|Bρ(0)∩H.
A basic Radon-Nikodym estimate for the GFF (see, e.g., the proof of [MS16a, Proposition 3.4]
shows that the following is true for each ρ > 0.
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• If a < −ρ, then the laws of ha|Bρ(0)∩H and h|Bρ(0)∩H are mutually absolutely continuous.
• The total variation distance between the laws of ha|Bρ(0)∩H and h|Bρ(0)∩H tends to zero as
a→ −∞.
In particular, (
Kρa ,a |Kρa∩Q2
)→ (Kρ, |Kρ∩Q2) in total variation as a→ −∞. (A.49)
Lemma A.13. Let r > 0 and let p ∈ (0, 1). There exists ρ = ρ(r, p) > r such that
P[Br(0) ∩H ⊂ Kρ] ≥ p and (A.50)
lim inf
a→−∞ P[Br(0) ∩H ⊂ K
ρ
a ] ≥ p. (A.51)
Proof. Due to the total variation convergence Kρa → Kρ, it suffices to show that there exists
ρ = ρ(r, p) > r such that (A.50) holds. To prove this, we will first show that K1 contains some
neighborhood of 0 with probability at least p then use a scaling argument. Choose a0 ∈ N with
a0 < −1. Since the laws of ha0 |Bρ(0)∩H and h|Bρ(0)∩H are mutually absolutely continuous, also the
laws of K1a0 and K
1 are mutually absolutely continuous. Since ηa0 is a chordal space-filling SLEκ,
a.s. K1a0 contains some neighborhood of 0 in H. Hence for any q ∈ (0, 1) there exists ε > 0 such
that P[Bε(0) ∩H ⊂ η1a0 ] ≥ q. By taking q to be sufficiently close to 1 (depending on p) we infer
that there exists ε > 0 such that
P[Bε(0) ∩H ⊂ K1] ≥ p. (A.52)
Due to the scale invariance of the law of h, we have ρK1
d
= Kρ for each rational ρ > 0. There-
fore (A.50) for ρ a rational number slightly larger than r/ε follows from (A.52).
Proof of Proposition A.10. Each ηa is a continuous curve which satisfies the conditions of the
proposition statement with ha in place of h. Due to the total variation convergence (A.49), we infer
that for each ρ > 0, there is a unique curve ηρ mapping some time interval [T ρ, Sρ] into Kρ which
satisfies η(0) = 0 and area η([s, t]) = t− s for each s < t and such that ηρ hits the points of Kρ ∩Q2
in the order specified by . By (A.50) of Lemma A.13 and since r can be made arbitrarily large,
it follows that the sets Kρ a.s. increase to all of C as ρ → ∞. In particular, a.s. Sρ → −∞ and
T ρ →∞ as ρ→∞. We therefore get a random continuous curve η from −∞ to ∞ which satisfies
the conditions in the first assertion of the lemma.
Furthermore, by the scale and translation invariance of the law of h we get that the law of the
ordering  is invariant under scaling by rational scaling factors and translation by rational elements
of R (we need to restrict to rationals at this point since we defined our ordering using Q2). This
shows that the law of η, viewed modulo time parametrization, is invariant under rational scalings
and translations.
By (A.51) of Lemma A.13 and (A.49), we get that a |Br(0)∩Q2∩H converges to  |Br(0)∩Q2∩H
in the total variation sense as a→ −∞.
It remains to show that the law of η, viewed modulo time parametrization, is in fact invariant
under all scalings and translations, not just rational ones. To prove this, we observe that if C > 0,
then the argument above works equally well with CQ2 in place of Q2. Let ηC be the curve obtained
in the same way as η but with CQ2 in place of Q2. Then the law of ηC , viewed modulo time
parametrization, is invariant under scalings and translations by rational multiples of C. On the other
hand, replacing Q2 by CQ2 does not change the curves ηa. From the total variation convergence
Ca |CQ2∩Br(0)∩H →C |CQ2∩Br(0)∩H (in obvious notation) for each r > 0 we therefore get that
ηC
d
= η. Since C is arbitrary we now conclude the proof.
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