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INVARIANT SUBSPACES OF SUBGRADED LIE ALGEBRAS OF
COMPACT OPERATORS
MATTHEW KENNEDY, VICTOR S. SHULMAN, AND YURI V. TUROVSKII
Abstract. We show that finitely subgraded Lie algebras of compact opera-
tors have invariant subspaces when conditions of quasinilpotence are imposed
on certain components of the subgrading. This allows us to obtain some useful
information about the structure of such algebras. As an application, we prove
a number of results on the existence of invariant subspaces for algebraic struc-
tures of compact operators, in particular for Jordan algebras and Lie triple
systems of Volterra operators. Along the way we obtain new criteria for the
triangularizability of a Lie algebra of compact operators.
1. Introduction
1.1. Aim of the work and remarks on the history of the topic. The classi-
cal Invariant Subspace Problem, the problem of the existence of a nontrivial closed
subspace invariant under an operator from a given class, extends in various forms
to families of operators. Even partial positive results on this subject can be of con-
siderable importance for the analysis of various algebraic systems (groups, semi-
groups, and both associative and non-associative algebras) of operators, and for
the structure and representation theory of abstract topological-algebraic systems.
Typically, the application of these results involves the construction of a maximal
chain of invariant subspaces for a system of operators. This process is often referred
to as triangularization, and in fact, it provides many of the same advantages that
triangular forms give for the analysis of systems of matrices.
There are two popular versions of the invariant subspace problem. The first con-
cerns commutative families of operators, and the second general operator algebras
(i.e. problems of Burnside type). The solution of both versions for the class of
compact operators was given in 1973 by Victor Lomonosov [L], who proved that
every algebra of compact operators on a Banach space X possessing no invariant
subspaces (i.e., which is irreducible) is dense in the algebra B(X ) of all bounded
operators on X , with respect to the weak operator topology. (Notice this implies
that any commutative family of compact operators has an invariant subspace). An
important consequence is that an algebra of compact quasinilpotent (Volterra, for
brevity) operators has invariant subspace (i.e., is reducible). This is the core of
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the results of [L]; the general case can be easily deduced from it by using spectral
projections.
For the investigation and classification of general algebraic systems of compact
operators, the case when the system consists of Volterra operators is a natural
first step. It can be said that such systems play the central role in the so called
“radical” part of the more general structural theory. Indeed, such an approach
was very successful in the theory of finite dimensional Lie algebras. We refer, for
instance, to the classical theorems of Engel and Lie.
The first attempts to extend the results of Lomonosov to Lie algebras of com-
pact operators [W], and to semigroups of compact operators [R], used techniques
based on the trace, so positive results were obtained under the condition that the
Lie algebra or semigroup in question contain a nonzero trace class operator (or
more generally, an operator from a Schatten class). With the introduction of more
general techniques based on the joint spectral radius [S, T84, T85], more general
results, free from the above restriction were obtained. It was proved in [T98] that
a semigroup of Volterra operators has an invariant subspace, and the reducibility
of Lie algebras of Volterra operators was proved in [ST0]. The latter result allowed
for the development of a detailed theory of the structure of Lie algebras of compact
operators in [ST5].
More recently, in [K], the existence of invariant subspaces was established for
Jordan algebras of Volterra operators which contain nonzero trace class operators.
The initial aim of the present work was to extend this result by avoiding the hy-
pothesis of the existence of nonzero trace class operators, that is, to prove that
every Jordan algebra of Volterra operators has an invariant subspace. Upon fur-
ther examination, we realized that the needed result could be obtained within the
much more general framework of the theory of subgraded Lie algebras of compact
operators.
Definition 1. Let Γ be an abelian group. A Lie algebra L is said to be Γ-subgraded
if it can be written as a sum of subspaces indexed by the elements of Γ,
L =
∑
γ∈Γ
Lγ ,
which satisfy the condition
[Lγ , Lδ] ⊆ Lγ+δ.
If L = ⊕γ∈ΓLγ, i.e. if the sum is direct, then L is said to be Γ-graded. Elements
of ∪γ∈ΓL are called homogeneous, and elements of Lγ are called γ-homogeneous.
Unless otherwise specified, the index group Γ is assumed to be finite, and in this
case we say that L is finitely subgraded.
There are two types of quasinilpotence conditions that we will impose on an
element a of a Lie algebra L of compact operators. The first condition, which is
purely operator-theoretic, is that a is a Volterra (i.e. quasinilpotent) operator. The
second condition, which is less restrictive, is that the operator
ada : x→ [a, x],
defined on L, is quasinilpotent. Notice that the second condition makes sense in
the context of any abstract Banach Lie algebra, since ada is the image of a in the
adjoint representation of L. When a satisfies the second condition, we say that a
is an Engel element of L.
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In dealing with subgraded Lie algebras of compact operators, the task we set for
ourselves is to prove their reducibility or triangularizability by imposing a minimal
number of quasinilpotence conditions. In particular, we will consider two very
natural conditions – that all their homogeneous elements are Engel, or that all
their 0-homogeneous elements are Engel.
There is a special motivation for considering the case of Z2-subgraded Lie al-
gebras with the condition that the 1-homogeneous elements are Engel. For, if J
is a Jordan algebra of operators then it can be checked that L = [J, J ] + J is a
Z2-subgraded Lie algebra, with L0 = [J, J ] and L1 = J . One should note that the
intersection of L0 and L1 may be nonzero.
During our work, we obtained a number of conditions, interesting in their own
right, which imply the reducibility and triangularizability of (not necessarily sub-
graded) Lie algebras of compact operators. These conditions proved valuable in our
investigation of subgraded Lie algebras and Jordan algebras of compact operators.
1.2. Structure of paper and outline of results. This paper is naturally parti-
tioned into three interrelated parts, with each part building up to “main results.”
1.2.1. Triangulation criteria for Lie algebras of compact operators. In Part 1 (Sec-
tions 2-4), we develop a list of criteria for the reducibility and triangularizability of
Lie algebras of compact operators.
Section 2, being a background for the rest of the paper, contains a review of the
known criterion for reducibility and triangularizability. Among the most important
is an infinite dimensional analogue of Cartan’s Solvability Lemma (see Lemma 2.3),
which is a variation of a result in [K].
There is a well-known condition [M1] for the triangularizability of an associative
algebra of compact operators. Namely, a closed associative algebra of compact
operators is triangularizable if and only if it is commutative modulo its Jacobson
radical. For Lie algebras, a similar result, formulated in ”radical-like” terms, and
without referring to any underlying space, was obtained in [ST5].
Let us call a Banach Lie algebra L Engel if all its elements are Engel, and E-
solvable if every non-zero quotient of L by a closed ideal of L has a nonzero closed
Engel ideal. (When L is finite dimensional, this condition is equivalent to the
solvability of L). The above-mentioned result of [ST5] states that a Lie algebra of
compact operators is triangularizable if and only if it is E-solvable. Furthermore,
if L has a non-scalar E-solvable ideal, then it is reducible.
The main result of Section 3 is that for a Lie algebra L of compact operators,
the Engel elements of L which belong to an E-solvable subalgebra W of L form an
ideal of W . Under certain additional conditions, this allows us to obtain an Engel
ideal of L itself, and as a consequence, to prove the reducibility of L. In the proof
we make use of techniques from the theory of compact Banach algebras.
In Section 4, we further develop the list of criteria which imply the reducibility
of a Lie algebra of compact operators. Among the most effective are those that
impose restrictions on finite rank or ad-nilpotent elements. For example, when L
is closed, we show that if the commutator [a, b] of arbitrary finite rank operators
a, b ∈ L is nilpotent, then L is triangularizable. This greatly extends the result of
Katavolos and Radjavi [KaR] that an associative algebra of compact operators is
triangularizable if all its commutators are quasinilpotent.
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In general, the first step in establishing the triangularizability of a Lie algebra L
of compact operators is to show that it is reducible. Unfortunately however, condi-
tions imposed only on finite rank operators are not necessarily preserved in passing
to the (closure of the) Lie algebras induced by quotients of invariant subspaces,
and as a result, the argument cannot be repeated. This is because it is possible for
extra finite rank operators to appear.
To circumvent this obstacle, we first prove that the closed associative algebra
A(L), generated by L, is commutative modulo its radical radA(L), which estab-
lishes the triangularizability of L by the above-mentioned criterion of [M1]. The
quotient A(L)/ radA(L) is not an algebra of compact operators, but it is a compact
Banach algebra. This is why the results on compact Banach algebras obtained in
Section 3 are important for our work.
For (not necessarily closed) Lie algebras of compact operators, another particu-
larly important criterion for triangularizability is the condition that all commuta-
tors are Engel elements (or Volterra operators). In Part 2, we extend this result
to subgraded Lie algebras of compact operators, requiring only that homogeneous
commutators are Engel elements (or Volterra operators).
1.2.2. Subgraded Lie algebras of compact operators. In Part 2 (Sections 5-8), we
consider general finitely subgraded Lie algebras of compact operators. Results
establishing the existence of invariant subspaces for these algebras are very inter-
esting, in the sense that hypotheses of a highly algebraic nature are able to imply
the existence of intrinsically geometric objects.
In Section 5 a special tensor product construction is used to reduce the consid-
eration of Γ-subgraded Lie algebras of compact operators to Γ-graded ones. More
concretely, let pi be a faithful representation of Γ on a finite dimensional space Y.
To every Γ-subgraded Lie algebra L of operators on a Banach space X one can asso-
ciate a Γ-graded Lie algebra Lπ of operators on X ⊗Y, with components Lγ⊗pi(γ)
for γ ∈ Γ. We say that Lπ is a graded ampliation of L.
If L consists of compact operators, then it turns out that L is Engel or E-solvable
whenever Lπ is. This allows us to establish the result that L is Engel if the closure
of each component of L has no nonzero finite rank operators. For cyclic Γ, we
prove that L is E-solvable if the closure of every component contains no nonzero
nilpotent finite rank operators. This is a direct extension of the above-mentioned
result from [ST5].
Thus, in considering a subgraded Lie algebra of compact operators, we may re-
strict ourselves to the case when Lie algebra contains nonzero homogeneous finite
rank operators. Such operators generate an ideal which also a subgraded Lie al-
gebra. In Section 7 we reduce the study of subgraded Lie algebras of finite rank
operators to the case when the underlying space is finite dimensional. In Section
6, we consider this case in great detail.
Results on graded Lie algebras of operators on a finite dimensional space can
be considered as an aspect of the purely algebraic theory of graded groups and
Lie rings; for a treatment of the theory in this context, see [Hig, Th, KrK, Kr,
STW, KhM, MKh]. It was shown in [KrK, Kr] that every Zn-graded Lie ring L
with L0 = 0 is solvable, with derived length less than 2
n−1 − 1, and with L being
nilpotent whenever n is prime. These estimates were improved in [STW, Theorems
A, B and C].
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Here we do not require estimates on the derived length; for the convenience of
readers we provide, in Lemma 6.2, a self-contained and comparatively simple proof
of the solvability of L when L consists of operators on a finite dimensional space
with scalar L0. Another result, Lemma 6.4, is that a Γ-subgraded Lie algebra L of
operators on a finite dimensional space is solvable if all its homogeneous elements
are Engel elements of L; in the case when Γ = Zn, it suffices to assume that only
L0 consists of Engel elements of L. For applications in Part 3, we require Lemma
6.5, that if L0 is solvable and noncommutative, then L has a non-scalar solvable
ideal, and as a consequence, is reducible.
The main result of Part 2 is Theorem 7.3; it states that if L is a Γ-subgraded Lie
algebra of compact operators, and if the homogeneous elements of L are Volterra
operators, or more generally, are Engel elements of L, then L is triangularizable.
For Γ = Zn, it is sufficient to require only that the component L0 consists of Engel
elements.
In Section 8 we discuss some of the consequences of this result. It is well known to
algebraists that for any Zn-grading of a Lie algebra L, one can find an automorphism
φ of L satisfying the condition φn = 1 such that the components of L are the
spectral subspaces of φ. Conversely, each φ defines a Zn-grading of L. Thus when
L is Zn-graded, the statement of Theorem 7.3 can be reformulated in the following
way (see Corollary 8.7(i)): if φ is an automorphism of finite order of a closed Lie
algebra L of compact operators, and if every element invariant under φ is a Volterra
operator, then L is triangularizable. In Corollary 8.7(ii) we extend this result to
automorphisms of possibly infinite order, when the spectrum of φ be contained in a
finite subgroup of the unit circle. Finally, Corollary 8.4 combines both statements of
the main result in the following way: if Γ has a subgroup H such that Γ/H is cyclic,
and such that every elements in Lγ is Engel, for γ ∈ H , then L is triangularizable.
It should be noted that one can obtain further results by imposing quasinilpo-
tence conditions on certain other “valuable” Lie multiplicative sets of homogeneous
elements. The first result of this kind is Theorem 5.4, which states that for the
triangularizability of a Γ-subgraded Lie algebra L of compact operators, it suffices
to require that all the homogeneous commutators are Engel elements of L. We next
prove a stronger assertion (see Corollary 8.1) in which the quasinilpotence condition
is imposed only for homogeneous commutators in certain components (depending
on Γ). For instance, if Γ = Zn, it suffices to require that every commutator [a, b] is
an Engel element of L, for a ∈ Lk, b ∈ L−k, and k ∈ Zn. Of course, these conditions
are also necessary for the triangularizability of L.
An easy consequence of these results on homogeneous commutators is that for a
Γ-subgraded Lie algebra L of compact operators, homogeneous local triangulariz-
ability implies global triangularizability. The simplest form of this statement, when
every pair of homogeneous elements is triangularizable, is shown in Corollary 5.5. A
stronger result, requiring only the homogeneous local triangularizability of certain
components (again, depending on Γ), is given in Corollary 7.8.
At the end of Part 2 we discuss an extension of our results to the case when Γ
is an infinite commutative group (see Theorem 8.12).
1.2.3. Z2-subgraded Lie algebras, Lie triple systems, and Jordan algebras. In Part
3, Z2-subgraded Lie algebras, Lie triple systems and Jordan algebras are treated.
As was mentioned above, in the case of Z2-subgraded Lie algebra L = L0 +L1, we
6 MATTHEW KENNEDY, VICTOR S. SHULMAN, AND YURI V. TUROVSKII
consider the case when the condition of quasinilpotence is imposed on the compo-
nent L1, and not on L0. (The case when the condition of quasinilpotence is imposed
on L0 was treated in Part 2.) Note that [L1, [L1, L1]] ⊂ L1, which means that L1
is a Lie triple system.
The main result of Part 3, Theorem 9.4, states that if L is a Z2-subgraded Lie
algebra of compact operators, and if L1 is non-scalar and consists of Engel elements
of L (in particular, if L1 consists of Volterra operators), then L is reducible. Of
course, if in addition L1 generates L as a Lie algebra then L is triangularizable.
Example 10.3 shows that this is not valid for n = 4, i.e. there exists an irreducible
Z4-subgraded Lie algebra of finite rank operators such that every element in L1 is
nilpotent, and L1 generates L as a Lie algebra. It seems that the corresponding
problem for n = 3 is still open.
Applying the results of Part 2 to the case when L is a Z2-subgraded Lie algebra
of compact operators, we get in Theorem 9.5(ii) that if [L0, L0] and [L1, L1] consist
of Volterra operators, then L is triangularizable.
Every Lie algebra or Jordan algebra of operators forms a Lie triple system.
We investigate operator Lie triple systems, and prove the result that a Lie triple
system of Volterra operators is triangularizable (see Theorem 10.2). This is an
infinite dimensional extension of a result in [J8].
The proof of this result for operator Lie triple systems illustrates the benefits of
working with subgraded, and hence not necessarily graded, Lie algebras. In fact, if
L1 is an operator Lie triple system then L1+[L1, L1] is a Z2-subgraded Lie algebra
when L0 = [L1, L1] (see Lemma 10.1), but it is possible that L0 ∩ L1 6= 0.
As an application, we establish that a Jordan algebra of Volterra operators is tri-
angularizable (see Theorem 11.1), and moreover, that a Jordan algebra of compact
operators which has a nonzero Jordan ideal of Volterra operators is reducible (see
Theorem 11.3). These results are the Jordan analogues of results for Lie algebras
which were established in [ST0] and [ST5] respectively.
The authors would like to express their gratitude to Matej Bresˇar and Heydar
Radjavi, who provided them with helpful discussions and moral support.
Part 1. Triangularization Criteria for Lie Algebras of Compact
Operators
In Theorem 2.5 we collect the known necessary and sufficient conditions for the
reducibility and triangularizability of Lie algebras of compact operators. Our goal
here is to add to these conditions in order to prove our main results. This is done
in Theorem 4.7 and Remark 4.8.
Many other results of this part can be treated as preliminary ones for consider-
ation of subgraded Lie algebras of compact operators.
2. Preliminaries
For a complex Banach space X , we denote by B(X ) the algebra of all bounded
linear operators on X , and by K(X ) (respectively, F(X )) the ideal of all compact
(respectively, finite rank) operators on X . Recall that an operator is called Volterra
if it is compact and quasinilpotent. A set of operators is called Volterra if all its
elements are Volterra.
We will implicitly use the well known fact (see, for instance, [M1]) that the
spectrum is continuous on K(X ), and more generally, on the set of operators with
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countable spectra. In particular, the limit of a convergent sequence of Volterra
operators is Volterra.
A set M of bounded linear operators on a Banach space X is said to be trian-
gularizable if there exists a maximal subspace chain consisting of closed subspaces
that are invariant under all operators in M . The usage of the word triangulariz-
able stems from the fact that if X is finite dimensional, the existence of such a
subspace chain is equivalent to the existence of basis of X under which all opera-
tors in M can be represented by upper-triangular matrices. As with matrices, it is
often much easier to work with triangularizable families of operators, and in fact,
it could be said that one of the aims of Invariant Subspace Theory is to establish
triangularizability results.
It is easy to see that if a property of a set M of operators implies reducibility of
M and is preserved for the related set M |V of induced operators on the quotient
V = Y/Z of arbitrary invariant closed subspaces Y and Z forM , with Z ⊂ Y, then
this property implies triangularizability of M (this is the Triangularization Lemma
in [RR0]). That is why to establish the triangularizability of a family of operators
in many cases it actually suffices to establish its reducibility.
For a set M of compact operators, the triangularizability of M is equivalent
to the commutativity of A(M) modulo the Jacobson radical radA(M) (see [M2]),
where A(M) is the closed algebra generated byM . This implies important spectral
properties of M , for instance that the spectral radius (and also the spectrum itself)
is subadditive and submultiplicative on A(M), that commutators of elements of
A(M) are Volterra, etc. In what follows, we will frequently make use of these
properties.
A linear subspace L of B(X ) is called an operator Lie algebra if it is closed under
the Lie product
[a, b] = ab− ba.
For each a ∈ L, we denote by ada, or adL a, the operator on L which maps x to
[a, x], for every x ∈ L.
For brevity, we will occasionally make use of shorthand notation. For example,
we will write UV to denote the (algebraic) associative product of linear subspaces
U and V of B(X ), i.e.
UV = span{ab : a ∈ U, b ∈ V },
and similarly, we will write [U, V ] to denote the (algebraic) Lie product, i.e.
[U, V ] = span {[a, b] : a ∈ U, b ∈ V } .
Recall that a finite dimensional Lie algebra L is called semisimple if it does not
have non-zero abelian ideals. Cartan’s well-known Semisimplicity Criterion (see for
example [J2, Section 3.4]) states that L is semisimple if and only if the Killing form
〈x, y〉 := tr((adx)(ad y))
of L is non-degenerate on L; here tr(a) means the trace of operator a.
For a Lie algebra L, the lower central (respectively, derived) series of ideals L[k]
(respectively, L(k)) is defined [Hum, Section 1.3] by the rules
L[0] = L and L[k+1] = [L,L[k]]
(respectively, L(0) = L and L(k+1) = [L(k), L(k)])
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for k = 0, 1, . . .. Note that we use the notation L[k] instead of the standard Lk
to differentiate ideals of the lower central series from corresponding associative
structures.
If L[k] = 0 (respectively, L(k) = 0) for some k, then L is called nilpotent (respec-
tively, solvable). One of the forms of Lie’s classical Theorem is that a Lie algebra
of operators on a finite-dimensional space is solvable if and only if it is triangu-
larizable (or more precisely, is representable by upper-triangular matrices in some
basis of the space).
The following lemma of Cartan, which is also well-known, provides a criterion
for the solvability of L (see [B, Theorem 1.5.2] and [Hum, Section 4.3]).
Lemma 2.1 (Cartan’s Solvability Criterion). Let L be a Lie algebra of operators
on a finite dimensional vector space. Then the following conditions are equivalent.
• L is solvable.
• 〈a, b〉 = 0 for all a ∈ [L,L] and b ∈ L.
• tr(ab) = 0 for all a ∈ [L,L] and b ∈ L.
In particular, it follows from Cartan’s Solvability Criterion that if tr(ab) = 0 for
all a,b ∈ L then [L,L] consists of nilpotent operators. This was extended in [K] to
infinite dimensions as follows.
Theorem 2.2. [K, Theorem 4.6] Let L be a Lie algebra of trace class operators
(on a Hilbert space) satisfying tr(ab) = 0 for all a, b ∈ L. Then every finite rank
operator in [L,L] is nilpotent.
For subspaces N and M of B(X ), we will write
(2.1) tr(NM) = 0
to indicate that tr(ab) = 0 holds for every a ∈ N and b ∈ M , requiring of course
that each ab is an operator with trace. Note that in virtue of linearity of trace,
condition (2.1) is equivalent to the condition tr(c) = 0 for all c ∈ NM .
Similarly, we will write
〈N,M〉 = 0
to indicate that 〈a, b〉 = 0 for every a ∈ N and b ∈M .
Let us give a somewhat more general formulation of Theorem 2.2. It should
be noted that its proof doesn’t need any modification for operators in a normed
operator ideal (see [P]) with spectral trace (recall that the trace is spectral if it
coincides with the sum of eigenvalues, taken with multiplicity).
Lemma 2.3. Let L be a Lie algebra of compact operators. If there is a non-zero
finite rank operator a in L such that tr(aL) = 0, then L contains either a non-
scalar commutative ideal, or a non-zero ideal consisting of nilpotent operators. In
both cases, L is reducible.
Proof. Let
I = {x ∈ L ∩ F(X ) : tr(xL) = 0}.
Then I is an ideal of L. Indeed, for arbitrary x ∈ I and y ∈ L, we have that
tr([x, y]L) = tr(x[y, L]) = 0.
Therefore, we obtain that
tr(II) = 0.
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It follows from Theorem 2.2 that [I, I] consists of nilpotent operators. If [I, I] 6= 0,
then it is a non-zero Volterra ideal of L. Otherwise, [I, I] = 0, and we have that I
is a commutative ideal of L containing a non-scalar operator a (since tr(a2) = 0).
In both cases, L is reducible by [ST5, Theorem 4.26] (see Theorem 2.6 below). 
For an operator a ∈ B(X ) and λ ∈ C, let
Eλ(a) = {x ∈ X : lim ‖(a− λ)
n x‖
1/n
= 0}.
This linear subspace of X is an elementary spectral manifold of a [ST5, Section 3].
It is a useful fact (see for instance [ST5, Proposition 3.3]) that Eλ(a) is always closed
if a has countable spectrum (or, more generally, if a is decomposable). Thus, if a
decomposable operator a is locally quasinilpotent on a subset G of X (this means
that
lim ‖anx‖
1/n
= 0
for every x ∈ G), a is locally quasinilpotent, and hence is quasinilpotent, on the
closed linear span of G in virtue of well-known fact that if a bounded operator is
locally quasinilpotent on a Banach space then it is quasinilpotent. We use in the
paper a stronger version of this result (see for instance [M, Corollary 14.19]), namely
the spectral radius ρ(a) of an operator a ∈ B(X ) satisfies to the equality
(2.2) ρ(a) = sup
x∈X
lim sup ‖anx‖
1/n
.
Recall that an element a of a normed Lie algebra L is called an Engel element
of L if the operator ad a is quasinilpotent on L, i.e. if
lim ‖(ad a)n‖
1/n
= 0.
It is clear that if L is an operator Lie algebra, and if a is quasinilpotent, then a is
an Engel element of L, but the converse is not true in general. We say that L is
Engel if all its elements are Engel.
If a is an element of a normed Lie algebra L, the following useful property
[Eλ(ad a), Eµ(ada)] ⊂ Eλ+µ(ad a)
holds for every λ, µ ∈ C; in the case when L is a normed algebra we have also that
(2.3) Eλ(ad a)Eµ(ad a) ⊂ Eλ+µ(ad a)
(see a more general fact in [ST5, Lemma 3.5]). In what follows we will also need the
fact that if a is a compact operator, and λ 6= 0, then Eλ(ad a) consists of nilpotent
finite rank operators; the inclusion
Eλ(ad a) ⊂ F(X )
for λ 6= 0 was proved in [W, Theorem 3], and we refer the nilpotency of elements of
Eλ(ad a) for λ 6= 0 to mathematical folklore. For instance, it is an easy consequence
of (2.3) and boundedness of σ(ad a). It is convenient to reformulate this fact as
follows (see, for example, [ST9, Corollary 2]).
Theorem 2.4. Let L be a closed Lie subalgebra of compact operators on an infinite
dimensional space X . If L doesn’t contain non-zero nilpotent finite rank operators,
then L is Engel.
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Recall that a normed Lie algebra is called Engel-solvable, or E-solvable, if, for
each proper closed ideal I of L, the quotient Lie algebra L/I contains a non-zero
closed Engel ideal; an ideal of a normed Lie algebra is called Engel (respectively,
E-solvable) if it is an Engel (respectively, E-solvable) Lie algebra.
It was proved in [ST5, Corollary 4.25] that, for a Lie algebra L of compact opera-
tors, the condition of E-solvability is equivalent to the geometric condition of trian-
gularizability. As we will use this result frequently in what follows, it is convenient
to collect in one statement several known conditions in [ST5] that are equivalent to
L being E-solvable; note that these conditions and proofs of their implications are
distributed in [ST5, Corollaries 4.20, 4.25, 5.13 and 5.16, Theorem 5.19, etc]. To
aid the reader, we spell out exactly the nontrivial implications contained in the fol-
lowing theorem: (1) ⇐⇒ (2) is a part of [ST5, Corollary 4.25], (3) =⇒ (2) follows
immediately from [ST5, Corollary 5.16 and Theorem 5.19], (5) ⇐⇒ (2) ⇐⇒ (6)
is an easy consequence of [ST5, Theorems 5.2 and 5.9, Corollaries 5.13 and 5.16].
All other implications required, namely (2) =⇒ (4) =⇒ (3), are trivial.
Theorem 2.5. For a Lie subalgebra L of K(X ) the following conditions are equiv-
alent.
(1) L is E-solvable.
(2) L is triangularizable.
(3) [L,L] is Engel.
(4) [L,L] is Volterra.
(5) The spectral radius is subadditive on adL.
(6) The spectral radius is subadditive on L (that is, ρ (a+ b) ≤ ρ (a) + ρ (b) for
every a, b ∈ L).
An immediate consequence of the above results is that an Engel Lie algebra of
compact operators is triangularizable.
The following result will be our main tool for establishing reducibility results.
Theorem 2.6. [ST5, Theorem 4.26] Let L be a Lie subalgebra of K(X ). If there
is a non-scalar E-solvable ideal of L then L is reducible.
Here, a family of operators is non-scalar if it contains a non-scalar operator
(recall that operator is scalar if it is a scalar multiple of the identity operator).
Trivially, a non-zero compact operator on X is non-scalar if X is infinite dimen-
sional.
We will also need the following structural result.
Theorem 2.7. [ST5, in Theorem 4.32] Let L be a Lie subalgebra of K(X ). If L
has two non-scalar ideals with scalar intersection then L is reducible.
For finite-dimensional Lie algebras, one can easily check that L is Engel (respec-
tively, E-solvable) if and only if it is nilpotent (respectively, solvable).
It is well known (see for example [J2]) that any finite-dimensional Lie algebra L
has a largest solvable ideal R (the radical of L), and that the quotient Lie algebra
L/R is semisimple. A similar result for existence of the largest E-solvable ideal was
proved in [ST5, Corollary 5.15] for a Lie algebra of compact operators. We note
the following important property of this ideal.
Theorem 2.8. [ST5, Corollary 5.15] Let L be a Lie algebra of compact operators,
and let R be the largest E-solvable ideal of L. Then R is inner-characteristic, i.e.
[a,R] ⊂ R for every a ∈ B(X ) such that [a, L] ⊂ L.
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3. Engel Elements of a Lie Algebra in its Subalgebra
In this section, we will consider a Lie algebra L of compact operators having a
subalgebra L0. We will be particularly interested in Engel elements of L that also
belong to L0.
In applications L will be subgraded and L0 will be its 0-component.
Lemma 3.1. Let L be a closed Lie algebra of compact operators, L0 a closed
subalgebra of L, N the set of all elements of L0 that are Engel elements of L (or
the set of all Volterra operators in L0), Nf the set of all finite-rank operators in N .
If N (respectively Nf ) is a subspace of L0 then it is an ideal of L0.
Proof. Let b ∈ L0. Then exp (λ ad b) is a bounded automorphism of L for every
λ ∈ C. If a is in N then
(exp (λ ad b)) (a) = exp(λb)a exp(−λb) ∈ N
for every λ ∈ C, whence we obtain by hypothesis that
υ(λ) := λ−1 [(exp (λ ad b)) (a)− a]
is in N for every λ 6= 0, and that
[b, a] = lim
λ→0
υ(λ)
is in N . Note that if a ∈ Nf then so is [b, a]. 
We will need the following three lemmas about Banach algebras.
Lemma 3.2. Let A,B be Banach algebras, φ : A −→ B a bounded homomorphism.
Suppose that A consists of elements with countable spectra, and that A/ radA is
commutative. If φ(x) and φ(y) are quasinilpotent elements of B for x, y ∈ A then
φ(x+ y) is quasinilpotent, too.
Proof. One may assume that A and B are unital and φ(1) = 1. It is clear that
A/ kerφ is commutative modulo the Jacobson radical and consists of elements with
countable spectra. So we can assume that φ is injective.
We claim that x, y are quasinilpotent elements of A.
Indeed, if x is not quasinilpotent then there is a non-zero isolated point λ ∈ σ(x).
Let p be the Riesz idempotent of x corresponding to λ. Then
p 6= 0
and (x − λ)p is quasinilpotent, whence so is (φ(x) − λ)φ(p). If φ(p) 6= 0 then
λ ∈ σ(φ(x)), a contradiction. Therefore
φ(p) = 0.
But, since φ is injective, p = 0, a contradiction. This proves our claim.
Since A is commutative modulo the Jacobson radical, x + y is a quasinilpotent
element of A. Then φ(x + y) is quasinilpotent, too. 
Recall [A] that a Banach algebraA is called compact if the map LxRx : y 7−→ xyx
is compact on A, for every x ∈ A, where multiplication operators Lx and Rx in
B(A) are defined by
Lxy = xy and Rxy = yx
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for every y ∈ A. It should be noted [A, Theorem 4.4] that each element of a compact
Banach algebra has countable spectrum, and every closed subalgebra of K(X ) is a
compact Banach algebra.
The following result is contained in [ST1, Theorems 2 and 7]. Since the proofs
of these statements are still not published, we include the proof adapted for this
special case.
Lemma 3.3. Let A and B be compact Banach algebras, and let A1 = A ⊕ C and
B1 = B ⊕ C be the algebras obtained by adjoining the identity element. If A and
B are commutative modulo the Jacobson radical, then so is the projective tensor
product W = A1⊗̂B1, and all elements of W have countable spectra.
Proof. Let I = A⊗̂B. As is known, under the natural embedding of I into W , the
algebra I is topologically isomorphic to a closed subspace of W which is an ideal
of W . So we will identify I with a closed ideal of W .
Let τ be a strictly irreducible representation of W . If τ(I) = 0 then τ is also
a strictly irreducible representation of the algebra (A⊕B)
1
(with coordinate-wise
multiplication). This algebra is clearly commutative modulo the Jacobson radical,
whence τ is one-dimensional.
Thus, one can assume that τ(I) 6= 0. Then τ is also a strictly irreducible
representation of I. Using the fact that the tensor product of compact operators is
a compact operator (on the projective tensor product of corresponding spaces), we
obtain that I is a compact Banach algebra. By [A, Theorem 5.1], τ(I) consists of
compact operators. Clearly, the set
G = {x⊗ y : x ∈ radA, y ∈ B} ∪ {z ⊗ w : z ∈ A,w ∈ radB}
is a multiplicative semigroup of quasinilpotent elements of I. Therefore τ(G) is a
Volterra semigroup. Let N be the closure of span τ(G) in τ(I). By [T98, Theorem
4], N is Volterra. But N is an ideal of τ(I), whence
N = 0.
Since it is easy to check that, for every x, z ∈ A and y, w ∈ B,
[x⊗ y, z ⊗ w] = xz ⊗ yw − zx⊗ wy = [x, z]⊗ yw + zx⊗ [y, w]
with [x, z] ∈ radA and [y, w] ∈ radB, we obtain that
τ([I, I]) ⊂ N.
Then τ(I) is commutative and τ is one-dimensional.
In any case, we obtain that W is commutative modulo the Jacobson radical.
Now we have to prove that W consists of elements with countable spectra. For
every g ∈W there are x ∈ A, y ∈ B, λ ∈ C, and f ∈ I such that
g = λ(1 ⊗ 1) + x⊗ 1 + 1⊗ y + f.
Then, by commutativity of W modulo the Jacobson radical, we obtain that
σ(g) ⊂ λ+ σ(x ⊗ 1) + σ(1 ⊗ y) + σ(f) ⊂ λ+ σ(x) + σ(y) + σ(f)
Since all last spectra are countable (in particular, f has countable spectrum by [A,
Theorem 4.4]), g has countable spectrum. 
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Recall that an element b of a Banach algebra B is of finite rank if the map
LbRb : x 7→ bxb is of finite rank on B. By [A, Theorem 7.2], for a semisimple
compact Banach algebra B, an element b of B is of finite rank if and only if b is in
the socle socB of B. Of course, every quasinilpotent finite rank element of B is in
fact nilpotent.
The following lemma strongly generalizes [W, Theorem 3].
Lemma 3.4. Let B be a semisimple compact Banach algebra B, and let a ∈ B.
Then E1 (adB a) consists of nilpotent elements of socB.
Proof. Recall that the spectrum of a is considered with respect to B1. By [A,
Theorem 4.4], there is a finite number of points in σ(a) ∩ Cε for every ε > 0,
where Cε = {µ ∈ C : |µ| > ε}, and by [ST2, Lemma 3], the Riesz idempotent of a
corresponding to a non-zero number λ in σ(a) is of finite rank in B. Thus, if pε is
the Riesz idempotent of a corresponding to σ(a) ∩ Cε, then pε is of finite rank in
B. Let qε = 1− pε. Since a commutes with qε and LqεRqε is a projection, it is easy
to verify that
(3.1) LqεRqεE1 (ad a) ⊂ E1 (ada) ∩ E1 (LqεRqε ada) ,
and since ρ(aqε) ≤ ε, that
ρ (LqεRqε ad a) = ρ (LaqεRqε − LqεRaqε)
≤ ρ (aqε) ρ (qε) + ρ (qε) ρ (aqε) ≤ 2ρ (aqε) ≤ 2ε.
If ε < 1/2, then ρ (LqεRqε ada) < 1, and then
E1 (LqεRqε ad a) = 0,
whence, by (3.1),
(1− pε) b (1− pε) = 0
for every b ∈ E1 (ad a), that completes the proof that E1 (ada) is in socB.
Since
(E1 (ad a))
n
⊂ En (ad a)
for every integer n > 0 by [ST5, Lemma 3.5], and since σ (ada) is bounded, we may
take an integer n outside of σ (ad a) and obtain that
En (ad a) = 0,
whence every element of E1 (ada) is nilpotent. 
For an algebra B, we denote by Bop the algebra that is opposite to B; this
algebra coincides with B as a linear space, but has opposite multiplication, namely
a · b = ba
for every a, b ∈ Bop. It is clear from this that if B is a compact Banach algebra
then so is Bop.
Theorem 3.5. Let L be a Lie algebra of compact operators, L0 an E-solvable
subalgebra of L. If a, b ∈ L0 are Engel elements of L then so is a+ b.
Proof. Let D = A(L0 ∪ {1}) and A = D⊗̂D
op. Since L0 is triangularizable by
Theorem 2.5, then the algebras D and Dop are commutative modulo the Jacobson
radical by [M2]. Since A(L0) is a compact Banach algebra by [V] and [A, Lemma
3.4], then A is commutative modulo the Jacobson radical, and elements of A have
countable spectra, by Lemma 3.3.
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Let C = A(L) and B = B(C). For every x ∈ C, it is convenient to work with
left and right multiplication operators Lx and Rx on C. Define a map φ : A −→ B
by setting
φ(x ⊗ y) = LxRy
for every x ⊗ y ∈ A, and by extending the map to the whole A by linearity and
continuity. Then φ is a bounded homomorphism of Banach algebras and φ(1 ⊗ 1)
is the identity operator on C.
We claim that if a is an Engel element of L then a is an Engel element of A(L).
Indeed, since E0 (adC a) is a closed algebra (see, for instance, [ST5, Proposition 3.3
and Lemma 3.5]) and
L ⊂ E0 (adL a) ⊂ E0 (adC a) ,
E0 (adC a) contains the closed algebra generated by L. This means that a is an
Engel element of A(L).
Now let a, b ∈ L0 be Engel elements of L. Since C = A(L), they are Engel
elements of C by above. Take elements
x = a⊗ 1− 1⊗ a and y = b⊗ 1− 1⊗ b
in A. Then it is clear that
φ(x) = La − Ra = adC a and φ(y) = Lb − Rb = adC b.
Since a and b are Engel elements of C, operators φ(x) and φ(y) are quasinilpotent
elements of B. On the other hand, it follows from Lemma 3.3 that A satisfies
conditions of Lemma 3.2, whence, by Lemma 3.2, φ(x + y) is a quasinilpotent
element of B. Since
φ(x + y) = adC (a+ b) ,
this means that a+ b is an Engel element of C. But then a+ b is an Engel element
of L, too. 
For a subspace N ⊂ B(X ), we will denote by N the closure of N in B(X ).
Corollary 3.6. Let L be a Lie algebra of compact operators, L0 an E-solvable
subalgebra of L, and let N be the set of all elements of L0 that are Engel elements
of L. Then N is a closed ideal of L0.
Proof. Let M be the set of all elements of L0 that are Engel elements of L. It
follows from Theorem 3.5 that M is a subspace of L0, whence M is a closed ideal
of L0 by Lemma 3.1. If N is the set of all elements of L0 that are Engel elements
of L, then it is clear that
N = L0 ∩M,
and that L0 ∩M is a closed ideal of L0. 
Remark 3.7. Note that for a finite rank operator a in a Lie algebra L ⊂ B (X ) the
condition of being an Engel element of L is equivalent to the condition of being an
ad-nilpotent element of L. Indeed, since a is an algebraic operator, the operators
La and Ra are also algebraic. Since they commute, their difference La − Ra is
algebraic operator whence ad a, being the restriction of La −Ra to L, is algebraic.
But it is evident that a quasinilpotent algebraic operator is nilpotent.
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4. Further Conditions Equivalent to the Triangularizability of Lie
Algebras of Compact Operators
In this section we will derive some new criteria for the triangularizability of Lie
algebras of compact operators, which, while relevant to the discussion of graded Lie
algebras, are also of independent interest.
For a subset M of a Lie algebra L, we define
C(M) = {[a, b] ∈ L : a, b ∈M}.
This set is not additive in general, but is a Lie multiplicative set, i.e. it is closed
under taking commutators.
It is clear that if M is a Lie multiplicative set in a Lie algebra L then C(M) is
also Lie multiplicative and C(M) ⊂ M . Also, since the map ad : a 7→ ad a is a
representation of L on L, i.e.
[ada, ad b] = ad [a, b]
for every a, b ∈ L, we have that if M is a Lie multiplicative set in L, then adLM is
also a Lie multiplicative set in adL.
It is well known [J2, Theorem 2.2.1] that the span of a Lie multiplicative set
of nilpotent operators on a finite dimensional space consists of nilpotent operators.
The following lemma uses and extends this result.
Lemma 4.1. Let L be a Lie algebra of compact operators, M a Lie multiplicative
set of finite rank operators that are Engel elements of L, and let L0 = spanM .
Then L0 is a subalgebra of L consisting of ad-nilpotent elements of L, and [L0, L0]
consists of nilpotent finite rank operators. Moreover, if M consists of nilpotent
finite rank operators then so does L0.
Proof. It is clear that L0 is a subalgebra of L. Let F be a finite subset of M , and
let MF be a Lie multiplicative set generated by F . Then
MF ⊂M,
and there is a finite dimensional subspace Y of X such that
spanMF ⊂ {a ∈ L0 : aX ⊂ Y}.
Suppose, to the contrary, that spanC(MF ) does not consist of nilpotent opera-
tors. Then there are a ∈ spanC(MF ) and x ∈ X such that
ax = x.
It is obvious that x ∈ Y. Clearly Y is an invariant subspace for spanMF , and that
spanC(MF )|Y contains a finite rank operator having eigenvalue 1.
Now let N = spanMF |Y. Then N is a finite dimensional Lie algebra of operators
on Y, because Y is finite dimensional. Since MF consists of Engel elements of L,
adN MF |Y is a Lie multiplicative set of nilpotent operators on the finite dimensional
space N , whence so is span adN MF |Y by [J2, Theorem 2.2.1]. Since
span adN MF |Y = adN spanMF |Y,
it follows that the Lie algebra spanMF |Y is Engel, and hence is triangularizable by
Theorem 2.5. In particular, spanC(MF )|Y consists of nilpotent operators, which
gives a contradiction.
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Thus spanC(MF ) consists of nilpotent operators. Since F is arbitrary, we obtain
in fact that spanC(M) consists of nilpotent finite rank operators. Since
span C(M) = [L0, L0] ,
L0 is E-solvable and triangularizable by Theorem 2.5.
By Theorem 3.5, spanM consists of Engel elements of L, but spanM = L0. By
Remark 3.7, L0 consists of ad-nilpotent elements of L. This completes the proof of
the basic part of the lemma.
If M consists of nilpotent finite rank operators then, applying the subadditivity
of the spectral radius on L0 (see Theorem 2.5), we obtain that L0 is Volterra, and
hence it consists of nilpotent finite rank operators. 
We need the following technical lemmas.
Lemma 4.2. Let ω : L −→M be a bounded homomorphism with dense image from
a normed Lie algebra L into a Lie subalgebra M of a compact Banach algebra B.
Then
ρ((adω(a)) (adω (b))) ≤ ρ((ada) (ad b))
for every a, b ∈ L.
Proof. One can assume that M is closed in B. Let T = (adω (a)) (adω (b)) and
S =
(
Lω(a) − Rω(a)
) (
Lω(b) − Rω(b)
)
. Note that
S = S1 − S2 =
(
Lω(a)ω(b) +Rω(b)ω(a)
)
−
(
Lω(a)Rω(b) + Lω(b)Rω(a)
)
,
where the operator
S1 = Lω(a)ω(b) +Rω(b)ω(a)
has countable spectrum on B since ω (a)ω (b) and ω (b)ω (a) have countable spectra
as compact elements of B, and σ(S1) ⊂ σ (ω (a)ω (b)) + σ (ω (b)ω (a)), and the
operator
S2 = Lω(a)Rω(b) + Lω(b)Rω(a)
= Lω(a)+ω(b)Rω(a)+ω(b) − Lω(a)Rω(a) − Lω(b)Rω(b)
is compact on B by definition of compact Banach algebras. Therefore S has count-
able spectrum as a compact perturbation of an operator with countable spectrum
(for instance see [ST5, Proposition 3.23]). Then T has countable spectrum as the
restriction of S to M .
For every c ∈ L, we have that
‖((adω (a)) (adω (b)))
n
ω (c)‖
1/n
= ‖ω (((ad a) (ad b))
n
c)‖
1/n
≤ (‖ω‖ ‖c‖)
1/n
‖((ada) (ad b))
n
‖
1/n
for each integer n, whence
lim sup ‖T nx‖
1/n
≤ ρ((ad a) (ad b))
for every x in the image of ω. Recall, as T has countable spectrum, that the
subspace {x ∈M : lim sup ‖T nx‖1/n ≤ r} is in fact closed (see, for instance, [ST5,
Proposition 3.3]) for every r ≥ 0. Since one can consider M as a Banach space and
ω (L) is dense in M , we obtain by (2.2) that
ρ(T ) = sup
x∈M
lim sup ‖T nx‖
1/n
≤ ρ((ada) (ad b)).

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Remark 4.3. The same argument as in Lemma 4.2 proves that if ω : L −→ M
is a bounded homomorphism with dense image from a normed Lie algebra L into a
Banach Lie algebra M then
ρ(adω(a)) ≤ ρ(ad a)
for every a ∈ L such that adω(a) is an operator with countable spectrum.
This shows for instance that the property of being Engel is preserved for compact
operators induced on a quotient V of invariant closed subspaces; for this, it suffices
to take L ⊂ K(X ), M = L|V and ω(a) = a|V for every a ∈ L.
Lemma 4.4. Let L be a Lie algebra of compact operators on X , and let y ∈
L∩ F(X ) be such that ρ((ad y) (ad b)) = 0 for every b ∈ L. Then {y, z} is triangu-
larizable for every z ∈ L ∩ F(X ).
Proof. If not then there are closed subspaces Z ⊂ Y invariant for both y and z, such
that the restriction of {y, z} to the quotient V = Y/Z is irreducible and dimV > 1.
It is clear that y|V and z|V are non-scalar.
Let N be the Lie algebra generated by y and z. Since y|V and z|V are of finite
rank, it is clear that V is finite dimensional. It follows from Lemma 4.2 that
ρ((ad y|V) (ad b|V)) = 0
for every b ∈ N , whence in particular we have that
〈y|V , N |V〉 = 0,
where the Killing form is taken relative to the Lie algebra N |V which is finite
dimensional. Let
I = {a ∈ N |V : 〈a,N |V〉 = 0} .
Since
〈[a, b] , N |V〉 = 〈a, [b,N |V ]〉 = 0
for every a ∈ I and b ∈ N |V , the subspace I is in fact an ideal of N |V . Since also
〈I, [I, I]〉 = 0,
I is solvable by Lemma 2.1. Since I contains a non-scalar operator, N |V is reducible
by Theorem 2.6, which is a contradiction. 
Lemma 4.5. Let L be a Lie algebra of compact operators, B = A(L)/ radA(L),
θ : A(L) −→ B a canonical map, and let M be the closure of θ(L) in B. If M is
Engel, then L is E-solvable.
Proof. Let us show that B is commutative. Since B is semisimple, we have only to
show that each strictly irreducible representation τ of B acts on one-dimensional
space.
Since
τ(E0(ad z)) ⊂ E0(ad τ(z))
for every z ∈M , we obtain from our hypothesis that ad τ(z) is locally quasinilpotent
on τ(M), and hence that it is quasinilpotent. By [A, Theorem 5.1], τ(M) is an Engel
Lie algebra of compact operators, whence τ(B) is triangularizable by Theorem 2.5.
Since τ(B) is irreducible, τ is one-dimensional.
Thus L is triangularizable by [M2], and is E-solvable by Theorem 2.5. 
Recall [ST5, Theorems 5.19 and 5.5] that there exists a largest Engel (respec-
tively, Volterra) ideal in any Lie algebra of compact operators.
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Lemma 4.6. Let L be a closed Lie algebra of compact operators on X , and let E
be the largest Engel ideal of L. If all nilpotent finite rank operators in L belong to
E, then L/E is Engel, L is E-solvable and therefore triangularizable.
Proof. For a bounded operator x on a Banach space, let pλ,r(x) be the Riesz pro-
jection of x corresponding to the part of σ(x) enclosed by the circle Ωλ,r of radius
r centered at λ ∈ C whenever this circle lies into the resolvent set of x. Recall that
(4.1) pλ,r(x) =
1
2pii
∫
Ωλ,r
(µ− x)−1dµ.
In the following claims we will deal with operators (of adjoint representation) with
countable spectra. Let ϕ : L −→ L/E be the canonical map.
Claim 1. L/E is an Engel Lie algebra.
If not, there are an element a ∈ L and a non-zero λ ∈ C such that λ is an isolated
point of σ(adϕ(a)). Note that
adϕ(a) = (ad a) |ϕ(L).
It is clear that there are pλ,r(ad a) and pλ,r(adϕ(a)), where the circle Ωλ,r encloses
only {λ} in σ(adϕ(a)) and r < |λ|. Since λ ∈ σ(adϕ(a)), we have that
pλ,r(adϕ(a)) 6= 0.
By using the fact that the resolvent set of an operator with countable spectrum is
connected, we obtain that
(4.2) (µ− ad a)−1|ϕ(L) = (µ− (ad a) |ϕ(L))−1
for every µ in the intersection of resolvent sets of a and a|ϕ(L). It follows from
(4.1) (under x = ada) and (4.2) that
pλ,r(adϕ(a)) = pλ,r ((ad a) |ϕ(L)) = pλ,r (ada) |ϕ(L)
Note that
pλ,r (ada)L = Eλ,r(ad a) :=
{
x ∈ L : lim sup ‖(ad a− λ)n x‖
1/n
≤ r
}
.
As r < |λ|, it follows from [ST5, Corollary 3.12] that Eλ,r(ad a) consists of nilpotent
finite rank operators. Then we have that
Eλ,r(ad a) ⊂ E.
This shows that pλ,r (ad a)L ⊂ E and
pλ,r(adϕ(a)) = pλ,r (ada) |ϕ(L) = 0,
a contradiction.
Claim 2. L is E-solvable and triangularizable.
Let I be a proper closed ideal of L, and let ω : L −→ L/I be a canonical map.
It is clear that adω (a) is an operator with countable spectrum for every a ∈ L. If
I doesn’t contain E then it follows from Remark 4.3 that ω (E) is a non-zero Engel
ideal of L/I. Its closure is also Engel in virtue of continuity of the spectral radius
on operators with countable spectra.
Suppose now that E ⊂ I. Then there is a natural bounded epimorphism
L/E −→ L/I, whence L/I is clearly Engel.
Therefore L is E-solvable. Then L is triangularizable by Theorem 2.5. 
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Now we are in a position to obtain the following result which complements
Theorem 2.5.
Theorem 4.7. The following conditions can be added to the list of conditions
equivalent to triangularizability in Theorem 2.5, for a Lie algebra L of compact
operators.
(7) The set C(L) of all commutators of L consists of Engel elements of L.
(8) C(L) is Volterra.
(9) ρ((ada) (ad b)) ≤ ρ(ad a)ρ(ad b) for every a, b ∈ L.
(10) ρ(ab) ≤ ρ(a)ρ(b) for every a, b ∈ L.
(11) a+ b is an Engel element of L for every ad-nilpotent elements a, b of L.
(12) a+ b is nilpotent for every nilpotent finite rank operators a, b in L.
(13) [a, b] is an Engel element of L for every ad-nilpotent elements a, b of L.
(14) The set of all nilpotent finite rank operators in L is Lie multiplicative.
Proof. Let B = A(L)/ radA(L), θ : A(L) −→ B a canonical map, and let M be
the closure of θ(L) in B.
Recall that (2) of Theorem 2.5 means that L is triangularizable, and we refer to
it simply as (2). We start with an easy part of the implications.
• (2) implies either of (7), (8), (9), (10), (11), (12), (13), and (14).
Indeed, the triangularizability of L implies (9) by [ST5, Theorem 5.12 and Cor-
rolary 5.13], (11) by [ST5, Corollary 5.13 and Theorem 5.19], and (13) by [ST5,
Theorem 5.19]. The other implications are obvious, because if L is triangularizable,
then A(L) is commutative modulo the Jacobson radical, and hence has the spectral
properties required for these implications.
Now we must show the reverse implications.
• (7) =⇒ (2).
Let
I = C(L) ∩ F(X ).
Then I is a Lie multiplicative set in L. By Lemma 4.2, the property being Engel
is preserved for compact operators induced on a quotient of invariant subspaces,
whence for the implication it is sufficient only to show that L is reducible.
Suppose, to the contrary, that L is irreducible. Then L is not Engel, and hence
there is a non-zero nilpotent finite rank operator a of L by Theorem 2.4. If [a, L] = 0,
then L0 is reducible by Lomonosov’s Theorem [L], which gives a contradiction.
Therefore [a, L] 6= 0 , whence
I 6= 0,
and moreover, I is non-scalar. Since, by hypothesis, C(L) consists of Engel elements
of L so does the set I. By Lemma 4.1, span I consists of Engel elements of L. In
particular, span I is Engel. But span I is an ideal of L, whence L is reducible by
Theorem 2.6, a contradiction.
• (8) =⇒ (2).
It is clear that (8) =⇒ (7) is true, whence (8) =⇒ (2) holds in virtue of (7) =⇒
(2).
• (9) =⇒ (2).
Assume that (9) holds. It follows from Lemma 4.5 that it is sufficient to show
that M is Engel.
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Claim 1. Let y be a quasinilpotent element in M . Then ρ((ad y) (ad z)) = 0 for
every z ∈M .
Suppose first that z = θ(b) for some b ∈ L. Let (ak) be a sequence of elements
of L such that
θ(ak)→ y
as k→∞. Then we have that
ρ (ak) = ρ (θ(ak))→ 0,
and hence that
ρ (ad ak) ≤ 2ρ (ak)→ 0,
as k→∞. It follows from Lemma 4.2 and (9) that
ρ((ad θ(ak)) (ad θ(b))) ≤ ρ((adak) (ad b)) ≤ ρ (adak) ρ (ad b)→ 0,
and since (ad θ(ak)) (ad θ(b))→ (ad y) (ad z) as k →∞, we obtain that
ρ((ad y) (ad z)) = 0
for every z in θ(L). By continuity of ρ on elements with countable spectra, this
equality holds for every z ∈M .
Claim 2. Let y ∈ M ∩ socB be nilpotent. Then [y, z] is a nilpotent element of
socB for every z ∈M ∩ socB.
Since the spectrum of [y, z] equals the union of σ (τ ([y, z])), when τ runs over
strictly irreducible representations ofB, it is sufficient to show that σ ([τ (y) , τ (z)]) =
0 for an arbitrary τ .
Since τ(B) consists of compact operators by [A, Theorem 5.1], τ(M) is a Lie
algebra of compact operators, and also τ (y) and τ (z) are finite rank operators. It
follows by Claim 1 and Lemma 4.2 that
ρ((ad τ (y)) (ad τ (b))) = 0
for every b ∈M . By Lemma 4.4, {τ (y) , τ (z)} is triangularizable, whence
ρ ([τ (y) , τ (z)]) = 0.
This proves the claim.
Claim 3. Let N be the set of all nilpotent elements in M ∩ socB. Then N is an
ideal of M ∩ socB.
It is sufficient to show that τ(spanN) consists of nilpotent operators for an
arbitrary strictly irreducible representation τ of B.
Since N is Lie multiplicative in M by Claim 2, τ(N) is a Lie multiplicative set
of nilpotent finite rank operators in τ(M), whence so is span τ(N) by Lemma 4.1.
This proves the claim.
Claim 4. N = 0.
It is sufficient to show that τ(N) = 0 for an arbitrary strictly irreducible repre-
sentation τ of B.
Suppose, to the contrary, that τ(N) 6= 0 for some τ . Since τ(N) is a Volterra
ideal of the Lie algebra τ (M ∩ socB),
τ(N) ⊂ R,
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whereR is the largestE-solvable ideal of τ (M ∩ socB). SinceR is inner-characteristic
by Theorem 2.8 and τ (M ∩ socB) is an ideal of the Lie algebra τ (M), R is an E-
solvable ideal of τ (M), whence τ (M) is reducible by Theorem 2.6, which is a
contradiction.
Claim 5. M is an Engel Lie algebra.
Indeed, if not, there are non-zero x, y ∈ M , and a non-zero isolated point λ in
the spectrum σ(ad x), such that
y ∈ Eλ(adx).
It follows that y is a nilpotent element of M ∩ socB by Lemma 3.4, whence
y ∈ N.
But N = 0 by Claim 4, a contradiction. This proves the claim.
Now L is triangularizable by Lemma 4.5.
• (10) =⇒ (2).
Assume that (10) holds.
First of all, note that (10) holds for every a, b ∈M .
Indeed, since ρ(θ(a)) = ρ(a) for every a ∈ L, and since the spectral radius is
continuous on elements with countable spectra, (10) holds for elements of M .
Further, we claim that M is an Engel Lie algebra.
If not, there are non-zero x, y ∈M such that
y ∈ E1(adx).
Since y is nilpotent by Lemma 3.4, we have by (10) (reformulated for elements of
M) that
ρ(yz) = 0
for every z ∈M .
Let τ be a strictly irreducible representation of B. By [A, Theorem 5.1], τ(B)
consists of compact operators. Since τ(y) ∈ E1(ad τ(x)),we have that τ(y) is a finite
rank operator by [W, Theorem 3], and since
ρ(τ(z)) ≤ ρ(z)
for every z ∈ B, we have that τ(yM) consists of nilpotent finite rank operators,
whence
tr(τ(y)τ(M)) = 0.
If τ(y) 6= 0, it follows from Lemma 2.3 that τ(M) is reducible, which would be a
contradiction.
Then τ(y) = 0 what implies, since τ is arbitrary, that y = 0, a contradiction.
This proves that M is Engel. Now L is triangularizable by Lemma 4.5.
• (11) =⇒ (2).
Let E be the set of all Engel elements of L. By Remark 3.7, E∩F(X ) consists of
ad-nilpotent elements of L, whence E∩F(X ) is additive by hypothesis. By Lemma
3.1, E ∩ F(X ) is an ideal of L, whence E ∩ F(X ) is an Engel ideal of L. Then the
set of all nilpotent finite rank operators in L is contained in the largest Engel ideal
of L. By Lemma 4.6, L is triangularizable.
• (12) =⇒ (2).
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Let F be the set of all nilpotent finite rank operators in L. Since F is a subspace
of L, we have by Lemma 3.1 that F is an ideal of L, whence it is contained in the
largest Engel ideal of L. By Lemma 4.6, L is triangularizable.
• (13) =⇒ (2).
Let E be the set of all Engel elements of L. By Remark 3.7, E ∩ F(X ) consists
of ad-nilpotent elements of L, and is therefore Lie multiplicative by hypothesis. By
Lemma 4.1,
spanE ∩ F(X ) ⊂ E ∩ F(X ),
whence E ∩ F(X ) is an ideal of L by Lemma 3.1. Then E ∩ F(X ) is an Engel
ideal of L, and the set of all nilpotent finite rank operators in L is contained in the
largest Engel ideal of L. By Lemma 4.6, L is triangularizable.
• (14) =⇒ (2).
Let F be the set of all nilpotent finite rank operators in L. By hypothesis, F is
Lie multiplicative. By Lemma 4.1,
spanF ⊂ F.
By Lemma 3.1, F is an ideal of L, whence it is contained in the largest Engel ideal
of L. By Lemma 4.6, L is triangularizable. 
Remark 4.8. Using the continuity of the spectral radius on operators with count-
able spectra, it is easy to see that (5) and (6) of Theorem 2.5 imply (11) and (12)
of Theorem 4.7, respectively. So, for applications to triangularizability, conditions
(11) and (12) are more effective than (5) and (6). Similarly, the following conditions
(15) The spectral radius is Lie submultiplicative on adL.
(16) The spectral radius is Lie submultiplicative on L (i.e. ρ ([a, b]) ≤ 2ρ (a) ρ (b)
for every a, b ∈ L).
are stronger than (13) and (14), respectively, and clearly follow from (2) of Theorem
2.5; as a result they are equivalent to the triangularizability of a Lie algebra L of
compact operators. Clearly (13) and (14) are more effective tools for establishing
triangularizability than (15) and (16).
Note that the conditions in Theorems 2.5 and 4.7, and in Remark 4.8, are ar-
ranged in pairs; odd conditions are expressed in terms of normed Lie algebras, while
even conditions are expressed in terms of operator algebras.
Part 2. Subgraded Lie Algebras of Compact Operators
Our aim in this part is to determine which of quasinilpotence conditions on ho-
mogeneous elements of a subgraded Lie algebra of compact operators are equivalent
to triangularizability. The main result is Theorem 7.3.
5. Graded Ampliations of Subgraded Lie Algebras
Let Γ be a finite commutative group, and let pi be a faithful representation of Γ
on a finite dimensional space Y (i.e. an injective homomorphism of Γ into the group
of invertible operators on Y), and let L be a Γ-subgraded Lie algebra of operators
in K(X ). Instead of working directly with L, it is convenient to consider a related
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Lie algebra M := Lπ of operators in K(Z) where Z = X ⊗ Y, and M is the linear
space generated by subspaces
Mγ = Lγ ⊗ pi(γ),
γ ∈ Γ.
It is clear that M =
∑
γ∈ΓMγ where the sum is direct, and that
[Mα,Mβ] ⊂Mα+β
for every α, β ∈ Γ, so M is a Γ-graded Lie algebra.
Setting
fπ(a⊗ pi(γ)) = a
for all γ ∈ Γ, a ∈ Lγ and extending it linearly to M , we obtain a continuous
homomorphism fπ of M onto L. Clearly fπ is injective if and only if L is graded.
We will refer to Lπ constructed in this way as a graded ampliation of L.
For a Zn-subgraded Lie algebra L, it is not difficult to realize L
π by concrete
n×n-matrices with entries in L. For n = 2, this is shown in the following example.
Example 5.1. For a Z2-subgraded Lie algebra L = L0 + L1, define pi by
pi(0) =
(
1 0
0 1
)
, pi(1) =
(
0 1
1 0
)
.
Then Lπ is equal to M =M0 +M1 up to an isomorphism, where
M0 =
{(
a 0
0 a
)
: a ∈ L0
}
, M1 =
{(
0 b
b 0
)
: b ∈ L1
}
.
In this case,
fπ
((
a b
b a
))
= a+ b.
In what follows, Γ is assumed to be finite, unless specifically indicated otherwise.
Lemma 5.2. Let L be a Γ-subgraded Lie algebra of compact operators. If Lπ is
Engel (or E-solvable) then so is L.
Proof. For an arbitrary homomorphism of Lie algebras, we have
(ad fπ(a))fπ = fπ ad a
for every a ∈ Lπ, so it follows that
(ad fπ(a))
nfπ = fπ(ad a)
n
for all n.
If Lπ is Engel then ‖(ada)n‖1/n → 0 as n→∞, for every a ∈ Lπ, whence
‖(ad fπ(a))
nfπ‖
1/n → 0.
Since fπ(L
π) = L, this shows that
‖(adx)ny‖1/n → 0
as n → ∞, for every x, y ∈ L. As adx has countable spectrum, adx is decompos-
able. So the local quasinilpotence of adx on L implies that adx is quasinilpotent,
and hence L is Engel.
Now if Lπ is E-solvable then [Lπ, Lπ] is Volterra, whence [Lπ, Lπ] is Engel. It
follows from above that fπ([L
π, Lπ]) is Engel. Since
[L,L] = fπ([L
π, Lπ]),
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L is E-solvable by Theorem 2.5. 
Theorem 5.3. Let L be a Γ-subgraded Lie algebra of compact operators. If the
union of the closures of all components Lγ doesn’t contain non-zero finite rank
operators, then L is Engel.
Proof. Replacing L by
∑
γ∈Γ Lγ if necessary, we may assume that each Lγ is closed,
whereupon it follows that the algebra Lπ is closed. If Lπ contains a non-zero finite
rank operator
∑
γ aγ ⊗ pi(γ) then since each aγ must be an operator of finite rank,
the hypothesis implies that each aγ = 0, and hence that a = 0. It follows that L
π
does not contain any nonzero finite rank operators, and hence that it is Engel by
Theorem 2.4. The result now follows by applying Lemma 5.2. 
For a Γ-subgraded Lie algebra L, define
CΓ(L) = {[a, b] : a, b ∈ ∪γ∈ΓLγ}.
Then CΓ(L) is the set of all homogeneous commutators in L. It is obvious that
CΓ(L) is a Lie submultiplicative set in L.
Now we may apply Theorem 5.3 to obtain the following result.
Theorem 5.4. If L is a Γ-subgraded Lie algebra of compact operators on X , and
if CΓ(L) consists of Engel elements of L, then L is E-solvable and is therefore
triangularizable.
Proof. It is sufficient to show that L is reducible. One may assume that every
component of L is a closed subspace in B(X ). Let
I = CΓ(L) ∩ F(X ).
Then I is a Lie multiplicative set in L.
Suppose, to the contrary, that L is irreducible. Then L is not Engel, and then
there is a component Lγ containing a non-zero finite rank operator, say a by The-
orem 5.3. If a is scalar then X is finite dimensional and span I consists of Engel
elements of L by Lemma 4.1. But in this case I = CΓ(L), whence span I = [L,L],
and L is triangularizable by Theorem 2.5, a contradiction.
So one can assume that a is not scalar. If [a, Lβ] = 0 for every β ∈ Γ then
[a, L] = 0, whence L0 is reducible by Lomonosov’s Theorem [L], which gives a
contradiction.
Therefore [a, Lβ] 6= 0 for some β ∈ Γ, whence
I 6= 0
and, moreover, I is non-scalar. Since CΓ(L) consists of Engel elements of L by
hypothesis, so is the set I. By Lemma 4.1, span I consists of Engel elements of L.
In particular, span I is Engel. But span I is an ideal of L, whence L is reducible by
Theorem 2.6, a contradiction. 
One consequence of Theorem 5.4 is the following homogeneous version of the
local triangularizability result from [ST0, Corollary 5.17].
Corollary 5.5. Let L =
∑
Lγ be a Γ-subgraded Lie algebra of compact operators. If
for any homogeneous a, b the set {a, b} is triangularizable, then L is triangularizable,
and hence is E-solvable.
Proof. It follows from homogeneous local triangularizability of L that CΓ(L) is
Volterra, whence L is triangularizable by Theorem 5.4. 
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A stronger result is contained in Corollary 7.8.
6. The Case that the Underlying Space is Finite Dimensional
Theorem 5.3 shows that one should analyze graded Lie algebras with non-zero
finite rank operators. In this section, we consider the case when L is a Lie algebra
of operators on a finite dimensional vector space.
We begin with a graded version of Cartan’s criterion.
Lemma 6.1. Let L be a Γ-graded Lie subalgebra of operators on a finite dimensional
space. If L0 is scalar, and some component Lα contains an Engel element a of L,
then a belongs to the radical R of L. If in particular, a is non-scalar, then L is
reducible.
Proof. Using the non-graded version of Cartan’s Criterion, it suffices to show that
〈x, a〉 = 0 for every x in L. For arbitrary x in Lγ , the operator (adx)(ad a) maps
each Lδ to Lα+γ+δ. If α+ γ 6= 0, then (adx)(ad a) doesn’t fix any component of L.
Thus, an easy calculation shows that in some basis of L, the operator (adx)(ad a)
is represented by a matrix with a zero main diagonal, whence
〈x, a〉 = 0.
On the other hand, if α+ γ = 0, then [x, a] is in L0. Since L0 is scalar, this implies
that x and a commute, whence adx and ada commute. Since a is an Engel element,
ada is nilpotent, and it follows that (adx)(ad a) is nilpotent, whence 〈x, a〉 = 0.
Hence
〈x, a〉 = 0
for all x in L. Let I = {u ∈ L : 〈u, L〉 = 0}. Since [v, L] ⊂ L for every v ∈ L, it
follows from
〈[u, v], L〉 = 〈u, [v, L]〉 = 0
for every u ∈ I that in fact the subspace I is an ideal of L. By Lemma 2.1, I is
solvable, and therefore
a ∈ I ⊂ R.
If a is not scalar, then L is reducible by Theorem 2.6. 
One can readily deduce the following lemma from algebraic results of [Kr, KrK],
but we prefer to give a self-contained and comparatively simple proof for the con-
venience of readers.
Lemma 6.2. Let L be a Zn-graded Lie subalgebra of operators on a finite dimen-
sional space X . If L0 is scalar, then L is solvable, and therefore is triangularizable.
Proof. One may assume that dimX > 1. Then, proceeding inductively, it suffices
to prove that L is reducible.
Suppose, to the contrary, that L is irreducible. It is clear that L is not scalar.
Claim 1. If [Lm, [Lm, Lk]] is scalar then [Lm, Lk] = 0.
Suppose that [a, b] 6= 0 for some a ∈ Lm and b ∈ Lk. By condition, [a, [a, b]] is
scalar. Since tr([a, [a, b]]) = 0, we obtain that
[a, [a, b]] = 0.
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Then by the Kleinecke-Shirokov Theorem [Kl, Sh], [a, b] is nilpotent, meaning Lm+k
contains a non-scalar Engel element of L, whence L is reducible by Lemma 6.1,
which gives a contradiction.
Therefore we have that
[a, b] = 0,
and this proves Claim 1.
Claim 2. If Lm is not scalar then there is a positive integer k < n such that
[Lm, Lk] and [Lm, [Lm, Lk]] are not scalar.
If Lm is in the center of L then L is reducible by [L], a contradiction. Thus there
is an integer k > 0 such that k < n, and
[Lm, Lk] 6= 0.
It follows from Claim 1 that [Lm, [Lm, Lk]] and [Lm, Lk] are non-scalar.
Claim 3. If Lm is not scalar and an integer k is as in Claim 2 then Lk+pm is not
scalar for every integer p > 0.
Inductively applying Claims 1 and 2, we obtain that
p times
Lk+pm ⊃
︷ ︸︸ ︷
[Lm, . . . , [Lm, [Lm, [Lm, Lk]]] · · · ]
is non-scalar for every p.
Let gcd(m,n) be the greatest common divisor of integers m and n.
Claim 4. If gcd(m,n) = 1 for some integer m > 0, then Lm is scalar.
Suppose, to the contrary, that Lm is non-scalar. Then it follows from Claim 3
that there is an integer k such that Lk+pm is non-scalar for every integer p > 0. On
the other hand, since gcd(m,n) = 1, one can find a positive integer p such that n
divides k + pm. Since Lk+pm = L0, Lk+pm is scalar, a contradiction. This proves
Claim 4.
Claim 5. Ln−1, Ln and Ln+1 are scalar.
Indeed, it follows from Claim 4 that Ln−1 and Ln+1 (= L1) consist of scalar
operators. Recall that Ln (= L0) is also scalar, by hypothesis.
Claim 6. Lm is scalar for every positive integer m < n.
If not, let m be the least positive integer such that L0, L1, ..., Lm−1 consist of
scalar operators, but Lm is non-scalar. Then there is an integer k satisfying Claim
2. On the other hand, there is an integer p > 0 such that
k + pm ∈ {n− 1, n, n+ 1, ..., n+m− 1}.
Taking into account Claim 5, we conclude that for any integer q in this set, Lq must
be scalar. But Lk+pm is non-scalar by Claim 3, a contradiction. This proves Claim
6.
Now it readily follows by Claim 6 that L consists of scalar operators, a contradic-
tion. We have therefore proved that L is triangularizable, and hence is solvable. 
The following example shows that the restriction to cyclic groups in the above
lemma cannot be removed.
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Example 6.3. Define
a =
(
0 1
−1 0
)
, b =
(
0 −i
−i 0
)
, c =
(
−i 0
0 i
)
.
These matrices form a basis of L := sl(2,C), the Lie algebra of all operators on C2
with zero trace, and satisfy the identities
[a, b] = 2c, [b, c] = 2a, [c, a] = 2b.
Let Γ = Z2 × Z2; then we may define a Γ-grading on L by setting
L(0,0) = 0, L(0,1) = Ca, L(1,0) = Cb, L(1,1) = Cc.
It is clear that L is irreducible.
Note that the spectral radii of a, b, c are equal to 1. It is easy to calculate that
ρ(λx + µy) =
∣∣λ2 + µ2∣∣1/2 ≤ |λ|+ |µ| = ρ(λx) + ρ(µy),
and
ρ(λxµy) = |λ| |µ| ρ(xy) = |λ| |µ| = ρ(λx)ρ(µy),
for every λ, µ ∈ C, and x, y ∈ {a, b, c} with x 6= y. This shows that the following
conditions (even taken together)
• ρ(u + v) ≤ ρ(u) + ρ(v) for every u, v ∈ ∪γ∈ΓLγ.
• ρ(uv) ≤ ρ(u)ρ(v) for every u, v ∈ ∪γ∈ΓLγ.
are not sufficient to imply the reducibility of a Γ-graded Lie algebra of compact
operators with L0 = 0.
Lemma 6.4. Let L be a Γ-subgraded Lie algebra of operators on a finite dimensional
space. Then L is solvable if one of the following conditions holds.
(i) Lα consists of Engel elements of L for every α ∈ Γ.
(ii) Γ = Zn and L0 consists of Engel elements of L.
Proof. First, assume that L is graded. By Theorem 2.5, we must show that L is
triangularizable. For this, it suffices to prove that L is reducible.
Case 1. L0 is not scalar.
For α 6= 0, as in Lemma 6.1, we obtain that
〈L0, Lα〉 = 0.
Since adL0 consists of nilpotent elements, we also have
〈L0, L0〉 = 0.
Since the Killing form is linear, we therefore obtain that
〈L0, L〉 = 0.
Let I = {a ∈ L : 〈a, L〉 = 0}. Then I is a solvable ideal by Lemma 2.1. Since
L0 ⊂ I,
I is non-scalar, whence L is reducible by Theorem 2.6. This proves both (i) and
(ii).
Case 2. L0 is scalar.
In this case, (i) follows from Lemma 6.1, and (ii) follows from Lemma 6.2.
Case 3. L is not necessarily graded (but of course is Γ-subgraded).
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Let M = Lπ (see the beginning of Section 5). Then M is a Γ-graded Lie algebra
of compact operators on a finite dimensional space. It is easy to see that if some Lγ
consists of Engel elements of L then Mγ consists of Engel elements of M . Indeed,
one can check that
adM (a⊗ pi(γ)) = (adL a)⊗ pi
+(γ)
where pi+ is the representation of Γ on the image of pi defined by
pi+(γ)pi(α) = pi(γ + α)
for every α ∈ Γ. Now if adL a is nilpotent, then so is (adL a) ⊗ pi
+(γ), and we
conclude that adM (a ⊗ pi(γ)) must also be nilpotent. It now follows from above
that M is solvable; the solvability of L follows from Lemma 5.2. 
In the section on Z2-graded algebras we will make use of the following result
which is reminiscent of Cartan’s Criterion.
Lemma 6.5. Let L be a Γ-graded Lie algebra of operators on a finite dimensional
space. If L0 is solvable and non-commutative, then L has a non-scalar solvable
ideal, and is therefore reducible.
Proof. By Lemma 2.1, we have that
〈[L0, L0], L0〉 = 0.
Since, as in Lemma 6.1, 〈L0, Lα〉 = 0 for all α 6= 0, and [L0, L0] ⊂ L0, we obtain
that
〈[L0, L0], Lα〉 = 0
for all α 6= 0. This implies that
〈[L0, L0], L〉 = 0.
Let I = {a ∈ L : 〈a, L〉 = 0}. As we have seen, I is a solvable ideal of L by Lemma
2.1. Note that it is non-scalar because
[L0, L0] ⊂ I,
and [L0, L0] contains a non-zero nilpotent operator. Therefore, L is reducible by
Theorem 2.6. 
7. Triangularization Theorems
Taking Theorem 5.3 into account, we have to consider those subgraded Lie alge-
bras of compact operators on infinite dimensional spaces whose components contain
finite rank operators. Recall (Remark 3.7) that a finite rank operator a in an op-
erator Lie algebra L is an Engel element of L if and only if the operator ad a is
nilpotent on L.
Lemma 7.1. Suppose that a Γ-subgraded Lie algebra L consists of finite rank op-
erators and that all components Lγ consist of Engel elements of L (if Γ = Zn, then
we impose the last condition only on operators in L0). Then L is E-solvable and is
therefore triangularizable.
Proof. Given a finite dimensional subspace Y of X , let
LYγ = {a ∈ Lγ : aX ⊂ Y} and L
Y =
∑
γ∈Γ
LYγ .
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Then LY is a Γ-subgraded Lie algebra of operators on X . It is evident that Y is
invariant for LY , and the restriction LY |Y of LY to Y is a Γ-subgraded Lie algebra
of operators on Y, namely
LY |Y =
∑
γ∈Γ
LYγ |Y.
Since Y is finite dimensional, LY |Y is also finite dimensional.
Suppose that some Lγ consists of Engel elements of L, and let a be an arbitrary
element of LYγ . Since a ∈ Lγ , we obtain for every b ∈ L
Y that
‖(ad a|Y)
n
(b|Y)‖
1/n
= ‖((ad a)
n
b)|Y‖
1/n
≤ ‖(ada)
n
b‖
1/n
→ 0
as n→∞, whence ad a|Y is nilpotent on LY |Y. Therefore, the component LYγ |Y of
LY |Y consists of Engel elements of LY |Y. Thus LY |Y satisfies conditions of Lemma
6.4. Then, by Lemma 6.4, LY |Y is solvable and is triangularizable, whence any sum
of commutators in LY |Y is nilpotent.
Let ai, bi (1 ≤ i ≤ n) be arbitrary operators in L. Then ai =
∑
γ ai,γ and
bi =
∑
γ bi,γ , where the sums are finite, in accordance of grading on L. This
implies the existence of a finite dimensional subspace Y that contains all ai,γX and
bi,γX . It follows that ai, bi ∈ L
Y for every i. Let
c =
∑
i
[ai, bi].
If c is not nilpotent then there is a non-zero vector x ∈ X such that
cx = λx
for some non-zero λ ∈ C; but x ∈ Y and c|Y is not nilpotent, which gives a
contradiction.
This proves that [L,L] consists of nilpotent operators, and hence that L is E-
solvable and triangularizable by Theorem 2.5. 
Lemma 7.2. Let L =
∑
Lγ be a Γ-subgraded Lie algebra of compact operators.
Suppose that ∪γ∈ΓLγ contains a non-scalar finite rank operator and each Lγ consists
of Engel elements of L (if Γ = Zn, then we again impose this condition only on
L0). Then L contains a non-scalar E-solvable ideal.
Proof. Let Iγ = Lγ ∩ F(X ) and I =
∑
γ∈Γ Iγ . Then I is a non-scalar ideal of L,
so it suffices to show that I is triangularizable. But this follows from Lemma 7.1,
because I is a Γ-subgraded Lie algebra of finite rank operators and each Iγ consists
of Engel elements of I (if Γ = Zn, then this need be true only of I0). 
Now we obtain our main result on triangularization of Γ-subgraded Lie algebras.
Theorem 7.3. Let L be a Γ-subgraded (respectively, Zn-subgraded) Lie algebra of
compact operators. If each Lγ (respectively, only L0) consists of Engel elements of
L, then L is E-solvable, and is therefore triangularizable.
Proof. Follows from Lemma 7.2 and Theorem 5.3. 
Corollary 7.4. If the components of a Γ-subgraded Lie algebra L of compact op-
erators consist of Engel elements of L (respectively, of Volterra operators) then L
is Engel (respectively, Volterra).
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Proof. Indeed, L is triangularizable by Theorem 7.3. Since the spectral radius is
subadditive on adL (respectively, on L) by Theorem 2.5, and since every operator
in L is a sum of elements of components of L, every operator in L is an Engel
element of L (respectively, is a Volterra operator). 
The following example shows that one cannot weaken the assumptions of Theo-
rem 7.3 to the case that the components are triangularizable.
Example 7.5. Let X be two-dimensional and L = sl(2,C). Let e, f, g be operators
in L such that
[e, f ] = g, [g, e] = e, [g, f ] = −f.
Then L has a Z3-grading, defined by setting
L0 = Cg, L1 = Ce, L2 = Cf.
The components L1 and L2 are Volterra, L0 is triangularizable (more precisely, is
commutative), but L is clearly irreducible.
Note that L0 doesn’t consist of Engel elements of L, and that [L1, L2] doesn’t
consist of Volterra operators. The commutativity of L0 is a necessary condition
for such examples in virtue of Lemma 6.5. It follows from Remark 8.3 below that
the condition [L1, L2] is Volterra is essential for reducibility of Z3-subgraded Lie
algebras of compact operators with triangularizable L0.
For a Γ-subgraded Lie algebra L, let
L′0 =
∑
γ∈Γ
[Lγ , L−γ ] and L
′′
0 =
∑
γ∈Γ\{0}
[Lγ , L−γ ].
It is clear that
L′′0 ⊂ L
′
0 ⊂ L0.
We also set
L′ = L′0 +
∑
γ∈Γ\{0}
Lγ and L
′′ = L′′0 +
∑
γ∈Γ\{0}
Lγ .
It is easy to see that L′ and L′′ are Γ-subgraded Lie algebras whose zero components
are L′0 and L
′′
0 , respectively, and that
L′γ = L
′′
γ = Lγ
for every γ ∈ Γ\{0}.
The following lemma motivates the definition of L′ and L′′.
Lemma 7.6. For a Γ-subgraded Lie algebra L of compact operators, the Lie algebras
L′ and L′′ are ideals of L. Moreover, L is E-solvable if and only if is L′.
Proof. It is easy to check that [L′, L] ⊂ L′ and [L′′, L] ⊂ L′′.
If L is E-solvable, then L is triangularizable, whence L′ is triangularizable, and
is therefore E-solvable.
If L′ is E-solvable, then taking into account that
[L,L] ⊂ L′,
we have that [L,L] is triangularizable, whence L is triangularizable, and is therefore
E-solvable. 
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Define the relation Γ♯ in Γ× Γ by setting
Γ♯ = {(α, β) ∈ Γ× Γ : no cyclic subgroup of Γ contains α and β}.
It is clear that Γ♯ is an empty relation if Γ is cyclic.
Now we are in a position to obtain a stronger version of Theorem 5.4.
Theorem 7.7. Let L be a Γ-subgraded Lie algebra of compact operators. If every
commutator [a, b] is an Engel element of L for a ∈ Lγ and b ∈ Lδ such that γ+δ = 0
or (γ, δ) ∈ Γ♯, then L is E-solvable and is triangularizable.
Proof. Since C(L0) consists of Engel elements of L, it follows from Theorem 4.7
that L0 is triangularizable.
Claim 1. L′0 consists of Engel elements of L
′.
Indeed, since
L′0 ⊂ L0,
we have that L′0 is triangularizable. By hypothesis, every commutator [a, b], with
a ∈ Lγ and b ∈ L−γ , is an Engel element of L for every γ ∈ Γ. Since a finite sum of
Engel elements of L in the triangularizable Lie algebra L0 is again an Engel element
of L by Theorem 3.5, it follows that L′0 consists of Engel elements of L. Since
L′ ⊂ L,
L′0 consists of Engel elements of L
′.
Claim 2. The set CΓ(L
′) of homogeneous commutators in L′ consists of Engel
elements of L′.
Let a ∈ L′γ and b ∈ L
′
δ. Assume first that there is a cyclic subgroup Λ ⊂ Γ
containing γ and δ. Then
a, b ∈ N :=
∑
β∈Λ
L′β,
where N is a Λ-subgraded Lie algebra of compact operators. Since the zero com-
ponent of N consists of Engel elements of L′ by Claim 1, this component consists
of Engel elements of N . Then N is triangularizable by Theorem 7.3, whence [a, b]
is a Volterra operator. In particular, [a, b] is an Engel element of L′.
If (γ, δ) ∈ Γ♯ then [a, b] is an Engel element of L, and hence of L′, by hypothesis.
Claim 3. L is E-solvable and triangularizable.
Indeed, by Claim 2 and Theorem 5.4, L′ is triangularizable. By Theorem 2.5, L′
is E-solvable. Now the claim follows from Lemma 7.6. 
Theorem 7.7 allows us to obtain the following result which extends Corollary
5.5.
Corollary 7.8. Let L be a Γ-subgraded Lie algebra of compact operators. If every
pair {a, b} is triangularizable for a ∈ Lγ and b ∈ Lδ such that γ + δ = 0 or
(γ, δ) ∈ Γ♯, then L is triangularizable.
Proof. Indeed, every commutator pointed out in Theorem 7.7 is Volterra in L,
whence L is E-solvable and, by Theorem 2.5, is triangularizable. 
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8. Consequences
Corollary 8.1. Let L be a Γ-subgraded Lie algebra of compact operators. Then L
is E-solvable if one of the following conditions holds.
(i) L0 consists of Engel elements of L, and [Lγ , Lδ] consists of Engel elements
of L for every non-zero γ, δ ∈ Γ with (γ, δ) ∈ Γ♯.
(ii) L0 is E-solvable, and [Lγ , Lδ] consists of Engel elements of L for every
non-zero γ, δ ∈ Γ such that γ + δ = 0 or (γ, δ) ∈ Γ♯.
Proof. First, we check that the conditions of Theorem 7.7 hold in each case.
For (ii), it is sufficient to show that [L0, L0] is Volterra. Since L0 is E-solvable,
this is obvious by Theorem 2.5.
For (i), it is sufficient to show that [Lγ , L−γ] is Volterra for every γ ∈ Γ. For
γ = 0, we have that [L0, L0] is Volterra, because L0 is triangularizable. Now take
a non-zero γ ∈ Γ, and let Λ be a subgroup of Γ generated by γ. Then Λ is cyclic.
Let
N =
∑
α∈Λ
Lα.
Then N is a Λ-subgraded Lie algebra of compact operators. Since Λ is cyclic, and
since the component L0 consists of Engel elements of L, and hence of N , this Lie
algebra N is triangularizable by Theorem 7.3. Then [N,N ] is Volterra by Theorem
2.5, and since
[Lγ , L−γ ] ⊂ [N,N ] ,
we have that [Lγ , L−γ ] is Volterra.
Therefore, L is E-solvable in both cases by Theorem 7.7. 
In particular, Corollary 8.1 implies the following result.
Corollary 8.2. Let L be a Zn-subgraded Lie algebra of compact operators. If L0
is E-solvable, and [Lk, L−k] consists of Engel elements of L for every integer k > 0
such that k ≤ n/2, then L is E-solvable and is therefore triangularizable.
Proof. Indeed, L satisfies conditions of Corollary 8.1(ii). 
Remark 8.3. The special case of Corollary 8.2 for Z3-subgraded Lie algebras gives
us the following result:
Let L = L0 +L1 +L2 be a Z3-subgraded Lie algebra of compact operators. If L0
is E-solvable and [L1, L2] consists of Volterra operators then L is E-solvable.
The condition that [L1, L2] is Volterra is essential in virtue of Example 7.5.
Both of the assertions of Theorem 7.3 are contained in the following result.
Corollary 8.4. Let L be a Γ-subgraded Lie algebra of compact operators. Suppose
that Γ has a subgroup Λ, such that Γ/Λ is cyclic. If Lδ consists of Engel elements
of L for every δ ∈ Λ, then L is E-solvable.
Proof. For α ∈ Γ/Λ, let Mα =
∑
γ∈αLγ . Then M :=
∑
α∈Γ/ΛMα is a (Γ/Λ)-
subgraded Lie algebra of compact operators and M = L. Note that
M0 =
∑
δ∈Λ
Lδ.
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By Corollary 7.4, M0 is an Engel Lie algebra. Since M0 is triangularizable by
Theorem 2.5, M0 consists of Engel elements of M by Theorem 3.5. So M is E-
solvable by Theorem 7.3. 
Theorem 7.3 allows us, with certain hypotheses in place, to extend the trian-
gularizability of the zero component of a Zn-subgraded Lie algebra of compact
operators to the entire algebra. It is natural to ask for the cases in which one
can repeat this procedure of inflation. More specifically, let M be a Zm-graded Lie
algebra, and let N := M0 be a Zn-graded Lie algebra such that N0 is Volterra. Is
it true that M is E-solvable?
The following example shows that the answer to this question is negative in
general.
Example 8.5. Let L be as in Example 6.3, and define
M0 = L(0,0) + L(0,1), M1 = L(1,0) + L(1,1),
and
N0 = L(0,0), N1 = L(0,1).
Then M :=M0+M1 and N := N0+N1 are Z2-graded Lie algebras, N =M0, and
N0 = 0, but it is clear that M = L is irreducible.
Lemma 8.6. Let L be a normed Lie algebra (respectively, a normed algebra), and
let ϕ be a bounded endomorphism of L. Then [Eλ(ϕ), Eµ(ϕ)] ⊂ Eλµ(ϕ) (respectively,
Eλ(ϕ)Eµ(ϕ) ⊂ Eλµ(ϕ)).
Proof. Put ϕλ = ϕ− λ for every λ ∈ C. Let x, y be arbitrary elements of L.
Claim 1. ϕλµ([x, y]) = [ϕλ(x), ϕµ(y)] + [λx, ϕµ(y)] + [ϕλ(x), µy].
It is an easy calculation.
Claim 2. ϕnλµ([x, y]) is the sum of 3
n summands of type
[
λn−iϕiλ(x), µ
n−jϕjµ(y)
]
for integers i and j such that 0 ≤ i ≤ n, 0 ≤ j ≤ n and i+ j ≥ n.
The claim follows easily by induction. Indeed, let zi = λ
n−iϕiλ(x) and wj =
µn−jϕjµ(y) for integers i, j such that 0 ≤ i ≤ n, 0 ≤ j ≤ n and i + j ≥ n. It
is sufficient to show that ϕλµ ([zi, wj ]) may be written as the sum of three terms
satisfying the condition of Claim 2 for n+ 1, and this follows by Claim 1.
Claim 3. [Eλ(ϕ), Eµ(ϕ)] ⊂ Eλµ(ϕ).
Let x ∈ Eλ(ϕ) and y ∈ Eµ(ϕ). Then for every ε > 0 there is a constant C > 0
such that
‖ϕmλ (x)‖ ≤ Cε
m and
∥∥ϕmµ (y)∥∥ ≤ Cεm
for every integer m ≥ 0. Let t = max {|λ| , |µ| , 1}. Assume that ε ≤ 1. Then, by
Claim 2, we obtain that∥∥ϕnλµ([x, y])∥∥ ≤ 3nmax{∥∥[λn−iϕiλ(x), µn−jϕjµ(y)]∥∥ : i+ j ≥ n}
≤ 3nt2n−i−j2C2εi+j ≤ 2C2(3tε)n
for every integer n ≥ 0. Hence
lim sup
∥∥ϕnλµ([x, y])∥∥1/n ≤ 3tε.
Since ε is arbitrary, we have that
[x, y] ∈ Eλµ(ϕ).
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This proves Claim 3.
The case of an endomorphism of a normed algebra is similar. 
Corollary 8.7. Let L be a Lie algebra of compact operators, ϕ an automorphism
of L. Then L is E-solvable if one of the following conditions holds.
(i) ϕ has a finite order, say ϕn = 1, and the set of fixed points of ϕ consists of
Engel elements of L.
(ii) L is closed, ϕ is bounded, there is an integer n > 0 such that ϕn − 1 is a
quasinilpotent operator on L, and E1(ϕ) consists of Engel elements of L.
Proof. Let θ = e2πi/n.
(i) For each k ∈ {0, 1, . . . , n− 1}, let
Lk = {x ∈ L : ϕ(x) = θ
kx}.
Then it is not difficult to check that
L = L0 + . . .+ Ln−1,
and that L0 is the Lie algebra of fixed points of ϕ. It is also clear that
(8.1) [Lk, Lj] ⊂ Lk+j
where the addition is modulo n. In other words, L is Zn-graded. Since L0 consists
of Engel elements of L, L is E-solvable by Theorem 7.3.
(ii) For each k ∈ {0, 1, . . . , n− 1}, let
Lk = Eθk(ϕ).
Since σ(ϕ) =
{
1, θ, . . . , θn−1
}
and Lk is the image of the Riesz projection of ϕ
corresponding to θk, we have that
L = L0 + . . .+ Ln−1,
and L0 = E1(ϕ). It follows from Lemma 8.6 that (8.1) holds. Therefore L is a
Zn-graded Lie algebra and L is E-solvable. 
Remark 8.8. Recall that if L is Zn-graded, then there is an automorphism ϕ of L
such that ϕn = 1 and L0 = {a ∈ L : ϕ(a) = a}. Indeed, it suffices to set ϕ(a) = θ
ka
for a ∈ Lk and extend ϕ to L by linearity.
Thus Corollary 8.7(i) is in fact a reformulation of the part of Theorem 7.3,
which tells about Zn-graded Lie algebras.
Corollary 8.9. Let L be a Zn-subgraded Lie algebra of compact operators, and
let I be L′ or L′′. If at least one of the components of I is non-scalar, and I0
consists of Engel elements of I, then L is reducible. In particular, if I = L′ then L
is E-solvable.
Proof. Since I is an ideal of L, it follows from Theorem 7.3 that I is an E-solvable
Lie algebra, and hence L is reducible by Theorem 2.6. If I = L′, then it follows
from Lemma 7.6 that L is E-solvable. 
Corollary 8.10. Let L be a Zn-subgraded Lie algebra of compact operators. If Lk
commutes with L−k for every k 6= 0, and at least one of components of L
′′ is not
scalar, then L is reducible.
Proof. By hypothesis, L′′0 = 0, whence L is reducible by Corollary 8.9. 
The following statement is a variation of Theorem 5.3.
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Corollary 8.11. Let L be a Zn-subgraded Lie algebra of compact operators, and let
I be one of L′′, L′ and L. If at least one of the components of I is non-scalar, and
if there are no non-zero nilpotent finite rank operators in the the closure of any Ik,
then I0 consists of Engel elements of I, and L is reducible. In particular, if I = L
or I = L′, then L is E-solvable.
Proof. Let a be an arbitrary element of L0. If (ad a)|Ik has a non-zero isolated
point λ in its spectrum for some k then there is a non-zero x ∈ Ik such that
x ∈ Eλ(ada).
By [W, Theorem 3], x is a nilpotent finite rank operator, which would be a contra-
diction.
So ada is locally quasinilpotent on every Ik and therefore on their sum, that is,
I ⊂ E0(ad a).
The last inclusion clearly holds if we consider ad a as an operator on I. Since
ada has countable spectrum, E0(ad a) is closed. So one can consider E0(ada) as a
Banach space, whence ad a is quasinilpotent on I.
In any of the given cases, I0 consists of Engel elements of I, so by Theorem 7.3,
I is E-solvable. Thus, if I = L′′, L is reducible by Corollary 8.9, and if I = L′, L
is E-solvable by Lemma 7.6. 
Theorem 7.3 can be partially extended to the case of a Lie algebra graded by an
infinite group. We present below an appropriate version of such an extension.
Let Γ be an arbitrary (not necessarily finite) commutative group, and let L :=∑
γ∈Γ Lγ be a Γ-subgraded Lie algebra. Let Λ be another commutative group and
M :=
∑
λ∈ΛMλ be a Λ-subgraded Lie algebra. We say that M is a subgraded
subalgebra of L if for every δ ∈ Λ there is γ ∈ Γ such that
Mδ ⊂ Lγ .
We say that L is locally finitely subgraded if every finite subset of homogeneous
elements of L is contained in a Λ-subgraded subalgebra M for some finite group Λ.
Examples of locally finitely subgraded Lie algebras include those which are
graded with a locally finite group Γ.
Theorem 8.12. Let Γ be a not necessarily finite, commutative group, and let a
Γ-subgraded Lie algebra L ⊂ K(X ) be locally finitely subgraded. If every component
Lγ consist of Engel (respectively, Volterra) elements of L then L is E-solvable
(respectively, is Volterra).
Proof. Let a, b ∈ L be arbitrary. Then we may write a =
∑n
i=1 ai, and b =
∑m
j=1 bj,
where all ai, bj are homogeneous elements of L. The set {ai : 1 ≤ i ≤ n} ∪ {bj :
1 ≤ j ≤ m} is contained in a finitely subgraded Lie subalgebra M of L, and it
is clear that every component of M consists of Engel elements of M , whence M
is triangularizable. In particular, [a, b] is Volterra, whence by Theorem 2.5, L is
E-solvable.
The case with Volterra components is proved similarly. Indeed, since, by Corol-
lary 7.4, every finitely subgraded Lie algebra of compact operators with Volterra
components is Volterra, a is a Volterra operator. 
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Part 3. Z2-Subgraded Lie Algebras, Lie Triple Systems and Jordan
Algebras
The situation we treat in this part differs from one in Part 2. For a Z2-subgraded
Lie algebra of compact operators L = L0+L1, we impose a quasinilpotence condi-
tion to L1 instead of L0. The main result is Theorem 9.4.
As an application, we establish that every Lie triple system or Jordan algebra
of Volterra operators is triangularizable, and also that every Jordan algebra of
compact operators containing a non-zero Volterra ideal is reducible.
9. Lie Algebras Graded by Z2
Z2-subgraded Lie algebras are of special interest. We have already seen that if
L = L0 + L1 is a Z2-subgraded Lie algebra of compact operators, and L0 consists
of Engel elements of L, then L is triangularizable. It turns out that if L1 generates
L and consists of Engel elements of L then L is triangularizable. As the example
10.3 below shows, this does not extend to Zn-subgraded Lie algebras for arbitrary
n.
Note that if L = L0 + L1 is a Z2-subgraded Lie algebra of operators then
L−1 = L1
and so L′′ is equal to L1 + [L1, L1]. Recall that L
′′ is an ideal of L.
Lemma 9.1. Let L = L0+L1 be a Z2-subgraded Lie algebra of operators on a finite
dimensional space X . If L1 consists of Engel elements of L, then L
′′ is solvable. In
particular, if L1 is non-scalar, then L is reducible.
Proof. Let I = L′′. Since I is an ideal of L, it suffices to show that I is triangular-
izable. For this, it suffices to prove that I is reducible.
Suppose, to the contrary, that I is irreducible. Then setting I0 = [L1, L1] and
I1 = L1, we have that
I = I0 + I1
is a Z2-subgraded Lie algebra. Consider the following two cases.
Case 1. I1 consists of nilpotent operators.
Note that I0∩I1 is an ideal of I, and that moreover, since it consists of nilpotent
operators, it is a Volterra ideal of L. If it is non-zero then I is reducible (by Theorem
2.6), which would be a contradiction. So we have that
I0 ∩ I1 = 0.
In other words, I is a Z2-graded Lie algebra.
Since L1 consists of nilpotent operators, we have that
tr(a2) = 0
for each a ∈ L1. Since tr(ab) =
1
2 tr((a+ b)
2 − a2 − b2), we see that
tr(ab) = 0
for all a, b ∈ L1. In other words, we have that
tr(L1L1) = 0.
Using this and [L1, [L1, L1]] ⊂ L1, we obtain that
tr(I0I0) = tr([L1, L1][L1, L1]) = tr(L1[L1, [L1, L1]]) = 0.
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By Lemma 2.1, the Lie algebra I0 is solvable. So if I0 is not commutative, Lemma
6.5 implies that I is reducible, which would be a contradiction. Therefore, I0 is
commutative. Moreover, by Lemma 6.2, I0 is not scalar.
Set N = [I0, I1]. If N is scalar then N = 0 (since the operators in N have zero
trace), and I0 is in the center of I, whence I is reducible by Lomonosov’s Theorem
[L], which would be a contradiction. So N is not scalar.
Since [I0, I0] = 0, one has
tr(I0N) = tr(I0[I0, I1]) = tr(I1[I0, I0]) = 0.
Furthermore, since N ⊂ I1 = L1, we have that
tr(I1N) = 0.
Therefore we obtain that
tr(IN) = 0,
and hence by Lemma 2.3, I is reducible, which is a contradiction.
This proves that I is, in fact, triangularizable.
Case 2. I1 consists of Engel elements of L.
In this case we use the adjoint representation ad = adL of L on L. Indeed,
(adL)′′ = ad I, the first component (adL)1 of adL equals ad I1, and hence consists
of nilpotent operators. Then by Case 1, ad I is triangularizable, and hence is
solvable. This means that I is solvable, whence it is triangularizable.
In either case, if I is not scalar, L is reducible by Theorem 2.6. 
Lemma 9.2. Let L be a Z2-subgraded Lie algebra of finite rank operators. If L1
consists of Engel elements of L, then L′′ is E-solvable. In particular, if L1 is
non-scalar, then L is reducible.
Proof. The lemma can be proved in the same way as Lemma 7.1, but with the use
of Lemma 9.1 instead of Lemma 6.4. 
Lemma 9.3. Let L be a Z2-subgraded Lie algebra of compact operators. If L1
consists of Engel elements of L, and contains a non-scalar finite rank operator,
then L is reducible.
Proof. The lemma follows from Lemma 9.2 in the same way that Lemma 7.2 fol-
lowed from Lemma 7.1. 
Theorem 9.4. Let L = L0+L1 be a Z2-subgraded Lie algebra of compact operators.
If L1 is non-scalar, and consists of Engel elements of L, then L is reducible.
Proof. Suppose to the contrary, that L is irreducible.
Assume first that L0 and L1 are closed. By Lemma 9.3, L1 doesn’t contain
any non-scalar finite rank operators. By Theorem 7.3, L0 doesn’t consist of Engel
elements of L.
If there is a ∈ L0 such that ad a is not quasinilpotent on L1, then there is a
non-zero isolated point λ ∈ σ((ad a)|L1), and a non-zero x ∈ L1 such that
(9.1) x ∈ Eλ(ad a)
Then x is a nilpotent finite rank operator in L1 by [W, Theorem 3], which would
contradict our assumption. Thus (adL0)|L1 consists of quasinilpotent operators.
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We claim that there is a ∈ L0 such that ada is not quasinilpotent on L0. Indeed,
otherwise adL0 consists of operators that are locally quasinilpotent on L0∪L1 and
hence are quasinilpotent on L0+L1 (see the proof of Corollary 8.11), which would
be a contradiction.
Therefore, there exists a non-zero isolated point λ ∈ σ((ad a)|L0), and a non-zero
x ∈ L0 such that (9.1) holds. This implies that x is a nilpotent finite rank operator
in L0. Since L1 does not contain non-scalar finite rank operators, we have that
[x, L1] = 0.
Moreover, we must also have that
[x, L′′] = 0.
Then, since x commutes with L′′, xL′′ consists of nilpotent finite rank operators,
and we obtain that
tr(xL′′) = 0.
Let I = {b ∈ L ∩ F(X ) : tr(bL′′) = 0}. Since x ∈ I, the set I is non-scalar. Since
[L,L′′] ⊂ L′′, it follows from
tr([I, L]L′′) = tr(I[L,L′′]) = 0
that I is an ideal of L. Let N = I ∩ L′′. Then N is an ideal of L, and
tr(NN) = 0.
By Theorem 2.2, [N,N ] consists of nilpotent operators, whence N is E-solvable by
Theorem 2.5. If N is non-scalar then L is reducible by Theorem 2.6, which would
be a contradiction.
So N is scalar. Since I and L′′ are non-scalar ideals of L with scalar intersection,
L is reducible by Theorem 2.7, a contradiction.
This proves that L is reducible.
In the general case, consider the Z2-subgraded Lie algebra M with M0 = L0
and M1 = L1. It is easy to check that M1 consists of Engel elements of M and
that M ′ is non-scalar. Then the previous argument applied to M shows that M is
reducible, whence L is reducible. 
We collect our results on Z2-subgraded Lie algebras in the following theorem.
Theorem 9.5. Let L be a Z2-subgraded Lie algebra of compact operators. Then
(i) L is reducible if L1 is non-scalar, and if one of the following conditions
holds.
• L1 consists of Engel elements of L
′′.
• [L1, L1] consists of Engel elements of L
′′.
(ii) L is E-solvable if one of the following conditions holds.
• L0 consists of Engel elements of L.
• L1 generates L (as a Lie algebra) and consists of Engel elements of L.
• [L0, L0] and [L1, L1] consist of Engel elements of L.
Proof. In both first cases of (ii) it suffices to show that L is reducible. These
statements follow from Theorems 7.3 and 9.4. The last case of (ii) follows from
Theorem 7.7.
In the case (i), applying results of (ii) to L′′, we obtain that L′′ is E-solvable.
Since L′′ is a non-scalar ideal of L, L is reducible by Theorem 2.6. 
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Remark 9.6. Recall that each Volterra operator is an Engel element of every
operator Lie algebra which contains it. Thus, it follows from Theorem 9.5 that
(i) If L1 is Volterra and non-zero then L is reducible.
(ii) If L1 is Volterra and generates L (as a Lie algebra) then L is triangulariz-
able.
10. Operator Lie Triple Systems
A subspace M of B(X ) is a Lie triple system if it is closed under the Lie triple
product [a, [b, c]] for all a, b, c ∈ M . It is clear that every Lie algebra of operators
is a Lie triple system.
The following lemma shows that there is a natural embedding of Lie triple sys-
tems into Z2-subgraded Lie algebras.
Lemma 10.1. Let M be a Lie triple system in B(X ). Set L0 = [M,M ] and
L1 =M . Then L = L0 + L1 is a Z2-subgraded Lie algebra.
Proof. The inclusion [L1, L1] ⊂ L0 is evident; in fact,
[L1, L1] = L0.
The inclusion
[L0, L1] ⊂ L1
is also clear; it follows from the definition of a Lie triple system. Finally, we have
[L0, L0] = [L0, [L1, L1]] ⊂ [[L0, L1], L1] + [[L1, [L0, L1]]
⊂ [L1, L1] = L0.

Given a subset M of B(X ), we denote by L(M) the Lie algebra generated by M .
If M is a Lie triple system then it is clear that
L(M) =M + [M,M ].
Theorem 10.2. A Lie triple system M of Volterra operators is triangularizable.
Proof. Let L = L(M). It suffices to prove that the Z2-subgraded Lie algebra L is
triangularizable. Since L1 =M andM is Volterra, this follows by Theorem 9.5. 
For a subset M of a Lie algebra L, put
M [1] =M and M [k+1] =
{
[a, b] : a ∈M, b ∈M [k]
}
.
It is clear that ∪M [k] is a Lie multiplicative set in L. For a subspace M of L and
n > 1, we say that M is a Lie n-product system in L if
M [n] ⊂M.
The following example shows that the result of Theorem 10.2 does not extend
to Lie n-product systems of Volterra operators for n = 5.
Example 10.3. Let a =

 0 1 00 0 −1
0 0 0

, b =

 0 0 01 0 0
0 1 0

, and let M be the
linear space generated by a and b. It is not difficult to check that M is an irreducible
Lie 5-product system of nilpotent finite rank operators.
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As a consequence, there is an irreducible Z4-subgraded Lie algebra L of finite
rank operators such that the component L1 consists of nilpotents and generates L
as a Lie algebra. Indeed, let L = L(M). Then
L =M [1] + spanM [2] + spanM [3] + spanM [4]
in virtue of M [5] ⊂M . Take spanM [4] as the zero component of L and spanM [i] as
the i-th component of L for i = 1, 2, 3. It is easy to check that L is Z4-subgraded.
11. Operator Jordan Algebras
Recall that a subspace J of B(X ) is a Jordan algebra if it is closed under the
Jordan product
a ◦ b = ab+ ba
for all a, b ∈ J . The equality
(11.1) [a, [b, c]] = (a ◦ b) ◦ c− (a ◦ c) ◦ b
shows that every Jordan algebra is also a Lie triple system.
Corollary 11.1. A Jordan algebra of Volterra operators is triangularizable.
Proof. Follows from Theorem 10.2. 
For the case of a Jordan algebra of Shatten operators on a Hilbert space this
result was obtained in [K]. It was a starting point of the present work.
Let J be a Jordan algebra. Recall that a Jordan ideal I of J is a subspace of J
such that
J ◦ I ⊂ I.
Here, for Lie algebras L and N , the designation N ⊳ L means that N is an ideal
of L.
Lemma 11.2. Let J be a Jordan algebra in B(X ) and let I be a Jordan ideal of
J . Define
L(J, I) = I + [J, I].
Then L(J, I) is a Lie algebra, and
L(I) ⊳ L(J, I) ⊳ L(J)
is a series of Lie ideals, where L(I) and L(J) are Lie algebras generated by I and
J , respectively.
Proof. Recall that L(J) = J + [J, J ] and L(I) = I + [I, I]. Since I is an ideal of J ,
the inclusions
[[J, I], J ] ⊂ I and [[J, J ], I] ⊂ I
easily follow from (11.1). Then, applying the Jacobi identity, we obtain that
[[J, J ], [J, I]] ⊂ [
⊂J︷ ︸︸ ︷
[[J, J ], J ], I] + [J,
⊂I︷ ︸︸ ︷
[[J, J ], I]] ⊂ [J, I],
and
[[J, I], [I, I]] ⊂ [[[J, I], I]︸ ︷︷ ︸
⊂I
, I] + [I, [[J, I], I]︸ ︷︷ ︸
⊂I
] ⊂ [I, I].
It is now easy to verify that
[L(J, I),L(I)] ⊂ L(I) and [L(J),L(J, I)] ⊂ L(J, I).

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Theorem 11.3. A Jordan algebra J of compact operators with a non-zero Volterra
ideal I is reducible.
Proof. As in Lemma 11.2, we have the series of ideals of Lie algebras
L(I) ⊳ L(J, I) ⊳ L(J).
By Corollary 11.1, I is triangularizable. Then L(I) is triangularizable and therefore
is E-solvable by Theorem 2.5. Let R be the largest E-solvable ideal of L(J, I). Since
L(I) is an E-solvable ideal of L(J, I), we obtain that
I ⊂ L(I) ⊂ R.
In particular, R contains non-scalar elements. By Theorem 2.8, R is inner-characteristic.
This means that
[a,R] ⊂ R
for every a ∈ B(X ) with [a,L(J, I)] ⊂ L(J, I). Since
[L(J),L(J, I)] ⊂ L(J, I),
this implies that
[L(J), R] ⊂ R.
In other words, R is an ideal of Lie algebra L(J). Since, by Theorem 2.6, every
Lie algebra of compact operators with a non-scalar E-solvable ideal is reducible,
we obtain that L(J) is reducible, and hence that J is reducible. 
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