We present a generative approach to train a new probabilistic self-organizing map (PrSOMS) for dependent and nonidentically distributed data sets. Our model de¯nes a low-dimensional manifold allowing friendly visualizations. To yield the topology preserving maps, our model has the SOM like learning behavior with the advantages of probabilistic models. This new paradigm uses hidden Markov models (HMM) formalism and introduces relationships between the states. This allows us to take advantage of all the known classical views associated to topographic map. The objective function optimization has a clear interpretation, which allows us to propose expectation-maximization (EM) algorithm, based on the forward-backward algorithm, to train the model. We demonstrate our approach on two data sets: The real-world data issued from the \French National Audiovisual Institute" and handwriting data captured using a WACOM tablet.
Introduction
Data visualization and clustering are important steps in the exploratory phase of data analysis, which becomes more di±cult when it involves sequential data or nonindependent identically distributed (i.i.d). Little research has been devoted to methods of clustering and visualizing for exploration of the dynamics of multivariate sequential data. The self-organizing map (SOM) 1 has probably been the most popular unsupervised clustering model since its introduction. The popularity of the SOM is largely a result of its algorithmic elegance and super¯cially easily interpretable results. The clusters are sometimes also referred to as cells, nodes, neurons or prototypes. The majority of SOM applications include visualization and browsing of large datasets. The computational results essentially depend on two priorily chosen ingredients: The metric or the probability distribution, and the grid topology of the SOM. Unfortunately, the paradigms of self-organization cannot be easily transferred to non-i.i.d data. Di®erent approaches have been developed to embed temporal information in the SOM. Popular way to treat sequential data is to simply ignore the sequential aspects and treat the observations as i.i.d in the¯rst stage. For many applications, the i.i.d assumption will be a poor one. In many applications, the treatment is often decomposed in two steps: The¯rst one is the clustering task, and in the second stage, the result of clustering is used to learn a probabilistic model by relaxing the i.i.d assumption, and one of the simplest ways to do this is to consider a hidden Markov model (HMM). A drawback of such model would be the size as at least one HMM and cell would be required for each sequence. The state space map as de¯ned does not provide immediate classi¯cation but it reduces the dimension of the original feature data signi¯cantly to simplify subsequent classi¯cation. There are many possible probabilistic structures that can be constructed according to the needs of particular applications. Graphical models provide a general formalism for motivating, describing and analyzing such structures.
The merits of this work is not to demonstrate that our approach is better than other approaches presented in the related works section, but to provide another original way to build a generative topographic model dedicated to non-i.i.d data. To yield the topology preserving maps, our model (probabilistic self-organizing model (PrSOMS) for sequential data) has the SOM like learning behavior with the advantages of probabilistic models, like handling of missing data values, or binary data using Bernoulli distribution or mixed data, as we proposed for i.i.d data in Refs. 2 and 3. This will allow us to take advantage of all the known classical view in which we add other speci¯c displays for non-i.i.d data. Compared to other mixture models, the objective function optimization has a clear interpretation: It sums the data log-likelihood without penalty term as in Ref. 4 .
The aim of this paper is to build a new probabilistic model for automating and self-organizing the construction of a statistical generative model of non-i.i.d data sets. The proposed model is based on the probabilistic formalism of the SOM used for i.i.d data sets. 2, 5 We show that the HMMs are a special case of PrSOMS model. PrSOMS model can be de¯ned and titled as a self-organzing HMM (SOHMM). Therefore, it consists of estimating the parameters of the model by maximizing the likelihood of the sequential data set. The learning algorithm that we propose is an application of the expectation-maximization (EM) standard algorithm. Our model must not be confused with the work presented in Ref. 6 . In our model, we consider a SOM as a grid forming a discrete topology in which each cell represents a state. The word state or cell are interchangeable. The generation of the observed variable at a given time step is conditional on the neighborhood cells/states at that same time step. Thus, a high proximity implies a high probability to contribute to the generation. This proximity is quanti¯ed using a neighborhood function. The formalism that we present is valid for all structure of the graph model.
The rest of this paper is organized as follows: Related work and existing solutions are deeply and carefully analyzed in Sec. 2. Section 3 covers the mathematical description of the PrSOM dedicated to non-i.i.d data. The experiments are presented in Sec. 4. This model is evaluated and validated on real TV broadcasts collected from 10 French channels and compared with experts, and on real handwriting data set. The paper ends with Sec. 5, which contains a general conclusion and possible future work.
Related Works
The SOM models for a sequence can roughly be split in three groups. The¯rst group consist of the best match unit trace method and the SOM of competing HMMs. Both of these models generate a state sequence (a sequence of state probability distributions), which can be used as input for further processing. The most direct way is to include time-delayed versions as input or add preprocessing to capture spatial dynamics. 7, 8 A variety of models exists for recurrent SOMs: The temporal Kohonen map (TKM), the recurrent SOM (RSOM), recursive SOM (RecSOM), and the SOM for structured data (SOMSD). [9] [10] [11] [12] [13] These methods di®er in their way of internally representing the temporal context. In TKM and RSOM, each unit is equipped with a weight vector. In each cell or unit, one input item is processed at each time step in the context given by the past activations of that cell. When a new input is presented, the cells do not lose their past activity as in SOM, but the context information decays gradually. However, RSOM modi¯es TKM by summing the deviation of the weights vector as opposed to distances. The SOMSD presented in Ref. 14 is an extension of SOM designed to process patterns expressed as directed acyclic graphs (trees and sequences are special cases).
There are other approaches using a dynamic time warp. The DTW 15 is a dynamic programming algorithm, where a sequence of observations is compared to another reference sequence. The combination of such references to the cells of the map and the use of DTW in the assignment phase led to the DTW-SOM model. 16, 17 An other group of methods includes hybrids models. The¯rst map creates a state sequence, which is integrated and serves as the input to the second map. In these hybrid architectures, SOM models are used as front-end processors for vector quantization, and HMMs could be used in higher processing stages. In Refs. 18 and 19, the authors propose an original combined model, which is the o®spring of a crossover between the SOM algorithm and the HMM theory. The model's core consists in a novel hybrid SOM-HMM algorithm where each cell of SOM map presents an HMM. The model is coupled with a sequence data training method, that blends together the unsupervised learning (SOM) and the HMM dynamic programming algorithms.
There are several alternatives to the SOM of which we brie°y discuss two. Generative topographic mapping (GTM) 20 was designed to be a principled alternative to the SOM. In GTM, the latent space interpretation of the SOM is made explicit, by projecting a latent manifold de¯ned with a set a radial basis functions into the data space. These basis functions work like the neighborhood of the SOM. GTM has visualization capabilities. The GTM has been extended to model time series (GTM through time), GTM-TT 21 and structured data. 22 It explicitly accounts for the violation of the i.i.d condition, given that it is de¯ned as a constrained HMM. The GTM-TT was de¯ned only for the exploratory analysis of multivariate time series. The capabilities for clustering and visualization was assessed in detail in Ref. 23 .
Recently, in Ref. 4 the author proposes the extension of the SOMM algorithm 24 for multivariate time series self-organizing hidden Markov models (SOHMMs). The SOHMM algorithm assumes that a time series is generated by a HMM. To yield the topology preserving maps, the SOHMM algorithm estimates the HMM parameters by the constrained EM algorithm. As with the SOMM, the author proposes to maximize the variational free-energy that sums data log-likelihood and KullbackLeibler divergence between a normalized neighborhood function and the posterior distribution on the given data for the components. The HMM model is the common model most widely used. HMM is very popular in the speech recognition¯eld, and widely applied to other applications. [25] [26] [27] However, the organization process is not integrated in their approach. In order to overcome the limitations of HMMs, in Ref. 28 the author proposes a novel and an original machine learning paradigm, which is titled topological HMM, that embeds the nodes of an HMM state transition graph in an Euclidian space. This approach models the local structure of HMM and extracts their shape by de¯ning a unit of information as a shape formed by a group of symbols of a sequence. Another work, is the Markov random¯eld, which de¯nes discrete lattice among the states. Usually the lattice is a regular two-dimensional grid as in the case of the SOM. 29 Markov random¯elds appear naturally in problems such as image segmentation.
Therefore, it is very important to have probabilistic SOM algorithms that are able to infer from a data set of sequences not only the probability distributions but also the topological structure of the model and provide a friendly tool for visualizing and exploring data. Unfortunately, this task is very di±cult and only partial solutions are available today. In this paper, we propose a PrSOM algorithm for multi-dimensional sequential data, which we call probabilistic self-organizing sequential data (PrSOMS), by assuming that the sequential data is generated in the same way as HMM. However, the manner in which PrSOMS achieves the topographic organization is di®erent from those used in the SOHMM and GTM-TT model.
Self-Organizing and Mixture Models
Mixture models are used in a wide range of settings in machine learning including clustering, data visualization, dimension reduction, etc. A mixture model can be interpreted as a model, that assumes that there are K, group distributions, which generate the data: Each distribution is selected to generate data with a probability equal to its mixing weight or prior probability and it generates data according to its component density. Marginalizing over the components, we recover the mixture model as the distribution over the data. Assigning each data item to the cluster that is most probable to have generated the data item, we associate a mixture model to the clustering paradigm. The EM algorithm 30 is a popular algorithm to¯t the parameters of a mixture to given data. For a better understanding of our mixture model, we have used similar notations to those in the book (see Ref. 31, [Chap. 13] ). Assume an observed vector sequence X ¼ fx 1 ; x 2 ; . . . ; x n ; . . . ; x N g, where x n is a element of sequence, and N is the length of a sequence. The learning problem is to estimate the parameters of the PrSOMS model. We assume that the PrSOMS architecture is the lattice S (called a map), which has a discrete topology (discrete output latent space) is de¯ned by an undirected graph. We denote the number of cells (states) in S as K. For each pair of states (s,k) on the map, the distance ðs; kÞ is de¯ned as the length of the shortest chain linking cells k and s.
Main idea
We propose an algorithm that yields topology preserving maps of multi-dimensional sequences based on the HMMs. PrSOMS learning algorithm assumes that a sequence is generated by a constrained HMM. Each element of sequence x n is generated by a couple of neighborhood states (cells) s and k. The s indicates the¯rst cell s selected and k indicates a neighborhood cell. Learning is facilitated by introducing a Kdimensional binary random variable as latent variable z Ã n and z n having a 1-of-K representation in which a particular element z Ã ns and z nk is equal to 1 and all other elements are equal to 0 (see Fig. 1 ). For each element x n , we start by picking a state z Ã ns from a map S according to the prior probability pðz Ã ns Þ. Next, we select an associated neighborhood state z nk following the conditional probability pðz nk =z Ã ns Þ at the same time n. All states z nk 2 S contribute to the generation of an element x n with pðx n =z nk Þ according to the proximity to z Ã ns described by the probability pðz nk =z Ã ns Þ. Thus, a high proximity to state z Ã ns implies a high probability, and therefore the contribution of state z nk to the generation of x n is high (pðz ns =z Ã ns Þ=1). 
PrSOMS parameters
Using these notations, we can de¯ne the parameters of PrSOMS model as follows:
. The conditional distributions of the observed variables pðx n =z nk ¼ 1Þ pðx n =z n ; Þ, where is a set of parameters governing the distribution which is known as emission probabilities, where pðx n =z n ; Þ ¼ Q K k¼1 pðx n = k Þ z nk . In the case of spherical Gaussian emission densities, pðx n = k Þ ¼ Nðx n ; w k ; k Þ, centered on (w k ¼ ðw 
. The initial latent state z Ã 1 , which has a marginal distribution pðz Ã 1 Þ (prior probability) represented by a vector of probabilities with elements k ¼ pðz
where 
In our case, the number of transitions are limited by the grid (map). We can then write the conditional distribution explicitly in the form:
The model parameters are completed by de¯ning neighborhood probability between a couple of states responsible for the generation of an element. To introduce the selforganizing process in the learning PrSOMS model, we assume that pðz nk =z Ã ns Þ is known as follows:
Typically the neighborhood function K T ðÞ ¼ Kð=T Þ is a positive function which decreases as the distance between two prototypes in the latent space increases and where T controls the width of the neighborhood function. Thus T is decreased between two values T max and T min . So by using a normalized neighborhood function centered on one of the cells, we force the components with large responsibility for an observation to be close in the latent space presented by the grid S. In this manner, we obtain a training algorithm for mixture models similar to the traditional SOM.
Cost function and optimization
For a better understanding, we have used notations similar to those in the book (see Ref. 31, [Chap. 13] ). We denote the set of all latent variables by Z Ã and Z, with a corresponding row z Ã n and z n associated to each sequence element x n . We assume, for each sequence of observations in X corresponds the latent variables Z and Z Ã . We denote by fX; Z; Z Ã g the complete data, and refer to the observed data X as incomplete. The likelihood function is obtained from the joint distribution by marginalizing over the latent variables Z Ã and Z
An important concept for probability distributions over multiple variables is the conditional independence. 32 Often used for the graphical model, so, the joint distribution of the sequence is equal to:
where ¼ f; A; g denotes the set of parameters governing the model. The generation is nondependent only on the current state but also on the previous state (i.e., on the transitions) and on the neighborhood cells at that same time step pðZ=Z Ã Þ. We use the EM algorithm to¯nd parameters for maximizing the likelihood function. EM algorithm starts with some initial selection for the model parameters, which we denote by old . In the E step, we take these parameter values and¯nd the posterior distribution of the latent variables pðZ Ã ; Z=X; old Þ. We then use this posterior distribution to evaluate the expectation of the logarithm of the completesequence data likelihood function (2), as a function of the parameters , to give the function Qð; old Þ de¯ned by:
We can then write the cost function in the form:
We use ðz n Þ and ðz Ã n Þ to denote respectively the marginal posterior distribution pðz n =XÞ and pðz 
In the M step, the maximization of the function Qð; old Þ with respect to the parameters ¼ f; A; g is easily achieved. The¯rst term depends on initial probabilities; the second term depends on transition probabilities A; the third term depends on , and the fourth term is constant. The expressions are de¯ned as follows:
where d is the dimension of the element
where
The forward-backward algorithm
We seek an e±cient procedure for evaluating the quantities ðz Ã n Þ, ðz n Þ and ðz Ã nÀ1 ; z Ã n Þ, corresponding to the E step of the EM algorithm. As the HMM, this is known as the forward-backward algorithm, 33 or the Baum-Welch algorithm. 34, 35 In our case, it can be renamed topological forward-backward algorithm, because we use the graph structure to organize the sequential data. Some formula are similar if we do not use the graph structure (see Ref. 31 , Chap. 6). We use the notations ðz 
Using the similar decomposition, we obtain
The values ðz Ã n Þ and ðz n Þ represent respectively the joint probability of observing all of the given data up to time n, the values of z Ã n and z n . ðz by forward recursion as follows:
To start this recursion, we need an initial condition that is given by
The value of ðz Ã n Þ, is calculated by backward recursion as follows:
It is clear that the neighborhood function is independent of time:
Again, we need a starting condition for the recursion, a value for ðz Ã N Þ ¼ 1 and ðz N Þ ¼ 1. This can be obtained by setting n ¼ N in (Eq. (7)).
Next, we consider the evaluation of the quantities ðz
If we sum both sides of ðz Ã Þ over z Ã N , we obtain pðXÞ ¼ Let us summarize the steps required to train a PrSOMS model using the EM algorithm. We¯rst make an initial selection of the parameters old where ð; A; Þ. As the traditional HMM, the parameters A and are initialized uniformly with a uniform distribution. The parameters can be initialized by applying the clustering algorithm on data with i.i.d hypothesis.
Map visualization
In order to visualize cell and state transitions, we use the probability ðz Ã n Þ ¼ pðz Ã n =XÞ. We use the Viterbi algorithm, which computes the most probable sequence of states. Selecting only the best sequence corresponds to the winner-take-all principle of the PrSOMS. 33, 36 In our case, the Viterbi algorithm takes into account the neighborhood on the map in determining the most probable path. Proceeding in this way, we inherit all the visualization tools used in classical traditional maps. Note that the majority of the result should be analyzed in color mode.
Experimentations
The experiments concerns the assessment of the suitability of the PrSOMS model for the exploratory analysis of multi-dimensional sequences (or non-i.i.d data) through clustering, structuring and visualization. The experiments were performed in Matlab using Bayes Net Toolbox written by Kevin Murphy, 1997-2002 (http://code.google. com/p/bnt/) and SOM Toolbox (http://www.cis.hut.¯/somtoolbox/). Several experiments were devised in order to assess the suitability of the PrSOMS model for analysis, assisted by visualization, of non-i.i.d data. These experiments were organized according to three di®erent main objectives: First, evaluate the power of clustering, visualization and structuring of PrSOMS on simulated data, with known ground truth. Second, we aimed to compare the di®erent results yielded by the PrSOMS and the GTM-TT when clustering multi-dimensional data. This way, the advantages of using the latter model would be highlighted. Finally, evaluate the ability of PrSOMS to deal sequences of variable lengths, and its power to model and visualize the dynamic of a phenomenon described by sequences of events through TV broadcast.
Experimental data sets
(1) Handwritten-data ( Table 1) : The dataset here were used for a Ph.D. study on primitive extraction using HMM-based models. The data consists of 2858 character samples, contained in the cell array \mixout", 37, 38 https://archive.ics. uci.edu/ml/datasets/Character+Trajectories. The data was captured using a WACOM tablet, where three dimensions were kept -x, y, and pen tip force.
(2) Audiovisual-data (Table 1) : A real dataset from INA (the \French National Audiovisual Institute"). The data consists of 10 sequences of varying lengths such that each sequence represents the various segments broadcast in a given day. Each segment of the sequence is multi-dimensional and characterized by 23 variables. These variables are constructed in consultation with an expert user. These contain descriptors about the number of repetitions, the interval and other variables that we cannot disclose in this paper.
Handwritten-data
The data has been numerically di®erentiated and Gaussian smoothed, with a sigma value of 2. Data was captured at 200 Hz and normalized. Only characters with a single \PEN-DOWN" segment were considered. Character segmentation was performed using a pen tip force cut-o® point. The characters have also been shifted so that their velocity pro¯les best match the mean of the set. Each character sample is a three-dimensional pen tip velocity trajectory. Figure 2 shows overlay plot of 131 character samples of the letter \p", and 124 of the letter \q" demonstrating the variation in the data. In order to show the advantages of self-organization of 
PrSOM for Clustering and Visualizing non-i.i.d Data
PrSOMS, we run separately PrSOMS model on four data sets: p-data set, q-data set, abc-data set. Figure 3 shows the cluster membership map. In this map, the PrSOMS latent states are represented by squares that are scaled according to the ratio of elements that the model captured using the Viterbi algorithm. Thus, our PrSOMS allows a clustering of the data taking into account the non-iid property. Figures 4(a) shows the PCA projection of the p-data set visualized in the latentvariable (maps projection). The blue points present the original element of sequence. To show the generative model power, we reconstructed the character p using the q-PrSOMS map learned with the character q and vice versa. show in both cases, that each model provides a good reconstruction of the common part of the character p and q.
As a more challenging problem, we used the abcpq-data set. We used the K-fold cross validation technique for visualization purposes, with k ¼ 3. For each experiment, two subsets are used for training and then we tested the model on the remaining subset. Figure 8 shows samples of the reconstruction of novel characters using the same parameters after each training. For each row, we have three columns with two sub¯gures: On the left are the original characters and on the right are the reconstructed characters. Each¯gure is plotted in pen-space (x; y position and pen pressure). The color indicates the pen pressure value. The Viterbi-based reconstruction produces a very close reconstruction of the data set. At each experience, the novel character types are well reconstructed, and easily recognizable.
Measurement criteria: Di®erences between PrSOMS and GTM-TT
We used the K-fold cross validation technique, with k ¼ 3, to estimate the performance of PrSOMS. In this case, we used data set with fa; b; c; p; qg characters. For each run, the data set was split into three disjoint groups. We used two subsets for training 12 Â 12 map and then tested the model on the remaining subset. We made two experiments: The¯rst experiment is done by learning a PrSOMS map using all characters fa; b; c; p; qg for each run. Thus, we assign the sequence data tests using the Viterbi algorithm and compute the quantization error. The second experiment concerns to test PrSOMS model as classi¯er. In this case, we learn that for each run ve PrSOMS maps, each map is learned with a single character. In the¯rst experiment, we observe that our PrSOMS approach can learn in one map multiple characters and multi-dimensional sequence using single map. Table 2 shows the rate of quantization error after Viterbi assignment de¯ned in Sec. 3.4. We observe that PrSOMS model improves the performance and provides better result than GTM-TT. The GTM-TT is applied successfully using one-dimensional times series. Reference 23 provides a nice validation GTM-TT method. In the second experiment, for classi¯cation purpose, we learned PrSOMS map and GTM-TT map using a single character. Table 3 indicates the rate of good classi¯-cation (accuracy). We observe that topological maps improved the performance of PrSOMS algorithm, in the same time GTM-TT obtains similar result. The PrSOMS model allows us to estimate the parameters maximizing the log-likelihood function Q T for a¯xed T , which is decreased between T max and T min . The PrSOMS model is trained on multi-character data sets. In order to study the selforganization process, we use in this case, random initialization. We used a 12 Â 12 map in two-dimensional latent space. In Fig. 9 , we show the PCA projection in latent space and it can be clearly seen how the PrSOMS spreads out over the data as the neighborhood function is shrunk. Figure 9 shows the con¯guration after¯ve iterations and the latest iteration. We can observe that the PrSOMS spreads out over the data as the neighborhood function width decreases. When decreasing T , the model of PrSOMS is de¯ned in the following way:
. The¯rst step corresponds to high T values. In this case, the in°uencing neighborhood of each state z Ã ns on the PrSOMS map is important and corresponds to higher values of K T ððk; sÞÞ. Each state s 2 S uses a high number of neighborhood states to generate an element of the sequence. This step provides the topological order. . The second step corresponds to small T values. The neighborhood is small and limited, therefore, the adaptation is very local and the parameters are accurately computed from the local density. In this case, we consider that PrSOMS converge to traditional HMM.
It is clear that the computational cost of our PrSOMS model is more expensive than traditional HMM. However, by restricting the neighborhood of z Ã to limit a number of pairs of states ðz; z Ã Þ, we can obtain a low computational cost. We could compare our method in classi¯cation mode, but it is not our purpose here. We have shown in this section, that our approach converges to a HMM at the end of learning. It can be easily used for classi¯cation mode. The most relevant thing, is that our approach provides both PrSOMS clustering taking into account the noni.i.d. property and provides a dimension reduction. This allows visualization in a twodimensional friendly space, which is useful for experts. It is also clear that our approach inherits all the visualization already known with i.i.d data using the traditional SOMs, that we cannot detail here. 
Audiovisual-data: Broadcast digital TV analysis
The resulting huge and continuously growing content has given rise to many novel services around TV and video platforms like TV-on-Demand (TVoD), interactive TV, Catch-up-TV, Network Personal Video Records (NPVRs), and so forth. This content is also part of our audio-visual heritage and must be properly archived. Digital TV content is generally achieved by national public institutions like INA in France, Geluid in Netherlands, ORF in Austria or BBC archives in UK. Therefore, the digital TV content has to be analyzed in order to be used within these services. Basically, analyzing a digital TV content consists of clustering and structuring the content. The objective of TV broadcast analysis is to recover the original structure of the TV stream and to cluster the homogeneous video segments. In TV streams, useful long TV programs (like movies, news, series, etc.), short programs (like weather forecast, very short games, etc.) and inter-programs (commercials, trailers, sponsorships, etc.) are concatenated and broadcasted without any precise and reliable bags that identify their boundaries. Here, the problem is two-fold: (1) Cluster the video segments for identi¯cation of the TV program. Metadata are used to label and extract programs using simple overlapping-based criteria. (2) TV broadcast structuring, that consists of automatically and accurately determining the boundaries (i.e., the start and end) of each broadcasted program and inter-program. In addition to precise and automatic boundary detection, TV broadcast structuring gathers di®erent parts of the same program and labels them when metadata are available. Hence, it can detect complex structures that exist in the underlying structure of the content.
Analyzing a TV broadcast can be seen as an analysis problem of multivariate sequences and one of the simplest models to resolve this is to use our PrSOMS approach, because of its ability to deal with sequences of variable lengths, and its power to model and visualize the dynamic of a phenomenon described by sequences of events.
Capturing the dynamics of channels through visualization
In this experiment, the performance of clustering is studied. We recall that the problem here is to automatically detect sequence segments, that have the same subjects. The clustering could be used to detect redundant rebroadcasts of a same program (a long video segment that contains a program broadcast multiple times). Cluster is labeled as a title when all the segments appear at a certain timing of a day based on the assumption that programs represent a similar subject. TV program extraction also depends on the metadata information provided by TV channels. This metadata is required to be able to give names to automatically extracted clusters. Figure 10 (a) shows the cluster membership map after training sequences broadcasted in a given day on 10 French channels. In this map, the 10 Â 10 PrSOMS latent states are represented by squares that are scaled according to the ratio of elements of all sequences that the model captured using the Viterbi algorithm. The red lines represent the Viterbi path provided for each sequence. The lines are scaled according to the number of transition between states. Figure 10 PrSOMS clustering of sequences can indeed be meaningful. This must be understood in the sense that the distribution of two di®erent sequences over the PrSOMS map should be signi¯cantly di®erent. Let us illustrate this with a comparison between Viterbi algorithm yielded by two channels, focusing on the illustration of the main di®erences in the visualization of sequences. Figures 11(a) and 11(b) display respectively the cluster membership map representing the Viterbi path calculated on channels 1 and 2. The representation corresponding to channel 1 ( Fig. 11(b) ) is more compact than channel 2 ( Fig. 11(b) ). This is due to the fact that element variabilities in channel 1 is less than in channel 2. Channel 1 is more concentrated in the bottom left and top right of the map. We present in Figs. 14 and 15 the segments that are distributed respectively in channels 1 and 2. The length of the baton re°ects a segment broadcast multiple times and the color of the baton refers to channels where it was broadcast: A gray stick indicates broadcast in a single chain (e.g., news event), whereas a colored stick means that it was broadcasted on several channels (e.g., advertising). We note the existence of the video segment groups spread the same way several times a day. These video segments were distributed over several channels so it is probably advertising. This behavior is similar to channel 1 except that the video segments were distributed only in channel 1 (Baton gray) so this is probably news.
From the¯gures above, we can draw several characteristics of channels such as video segments broadcast in several channels, channels broadcasting the same advertisement, channels which do not broadcast advertisements and channels that have speci¯c programs. 
Structuring analysis
We present the experiment that evaluates our system, that is program structuration. Let us illustrate this with clustering the latent space using Hierarchical clustering as used by i.i.d data. This step allows to reduce the number of clusters. 39 In order to get close to expert partitioning, we applied the ascendant hierarchical clustering over the PrSOMS maps to get a partition formed by eight clusters (Fig. 16) . First, more than 90% of interprograms (i.e., commercials, sponsorships and trailers) are broadcast at least twice within one day over ten channel. Second, only about 30% of short programs are repeated. This also lets us suppose that detecting short programs is the key for an accurate TV program extraction. The accuracy of extracted programs has also been evaluated. The start (respectively the end) of each extracted program has been compared to the actual start (respectively the end) given by actual observations.
The obtained results show that the system has performed a successful TV stream segmentation. In particular, for the midday and the afternoon intervals, all the observed boundaries are correctly identi¯ed. In particular during the night, many long programs are sequenced without any separating inter-program. These results also suggest that TV program extraction is likely to be more accurate from midday to the evening.
The analysis of the dataset shows that most interprograms are broadcast several times. There are too many versions of this short TV game that share too many features, which confuses our system. The expert notice that the number of detected program segments is very high with respect to the number of actual program segments observed. This is due to an over segmentation that is easily dealt with using a merge procedure. This procedure properly fuses consecutive program segments that belong to the same program during the labeling step.
In the following, we visualize an example of images of the segments constituting the corresponding cells in each cluster. We note that Figs. 17-19 in the neighboring cells are homogeneous and represent the same type of program. We also note that the repeated segments are together in neighboring cells. We reviewed the audio-visual sequences associated to each cluster and found that each cluster represents a particular type of program di®erent from other. Figure 20 shows for each cluster a set of prototype image component cells. We note that the clusters are composed of homogeneous content. In our case, the automatic clustering conforms perfectly to our actual observations, while indicators of the guide are quite staggering. The results are very encouraging, producing a correct clustering in most of cases. A major di±culty is that the quality of results depends on the detection of repetitions and the number of variables used for clustering.
Conclusion
Whilst visual exploration is an important stage in data mining processes, little research has been devoted to unsupervised methods for the visual exploration of multi-dimensional sequence (non-i.i.d data). In this paper, we have presented the capabilities of the PrSOMS model, that performs simultaneous non-i.i.d clustering and visualization whilst maintaining a low computational cost. The PrSOMS model generalizes HMM formalism and provides a self-organization map within a single probabilistic learning scheme for non-i.i.d data. The proposed PrSOMS model provides also a novel topographical visualization tool for non-i.i.d data. This model could be applied to more advanced/complex data sets (time series, sequences with mixed component (binary and continuous)). We provide here the mathematical formulation which could be used with di®erent distributions. The parameters are estimated using an EM algorithm with a Baum-Welch algorithm. The proposed model was tested using a real world-data set. We present di®erent views o®ered by the PrSOMS. Since our probabilistic approach is close to the traditional maps, PrSOMS inherits all the known visual methods in the SOM.
We plan to extend this work in several directions. First, we intend to investigate the theoretical properties of PrSOMS, capturing long range correlations between the observed variables (i.e., between variables that are separated by many steps). Second, we can use the model to cluster data stream and perform characterization, novelty and visual detection by¯nding sequences of states which have a small probability under the trained model. An extension to an on-line mode version is s required. Finally, providing an equivalent of the PrSOMS for applications dealing with mixed component should be an interesting task.
