We consider non-negative solution couples .u, v/ of Numerical simulations both illustrate these results and give rise to further conjectures on the solution behavior that go beyond the rigorously proved statements.
Introduction
Chemotaxis is a phenomenon present in many different biological processes where cells and other micro-organisms orient their movement by an external chemical signal, moving towards the direction of the gradient of the concentration of the chemical substance. Some of the biological processes involving chemotactic movement are, for instance, bacteria movement, immune response, vascularization, one of the key processes in tumor growth, wound healing or Morphogenesis. The process of Morphogenesis (the creation, "genesis", of shapes, "morphe") has been studied since the early 20th century. It occurs in the formation of the embryo and is responsible for the differentiation of the cells to create organs and their organization. During the process, the cell receives a chemical signalthe "morphogen" -which binds to the receptors of the cell situated on its surface. The cell monitors the concentration of morphogens received and activates its differentiation. The morphogens are secreted at localized signaling sites, and how they are transported to the cells of the embryo is a controversially discussed question. Theoretical and experimental scientists have considered different possibilities: transport of morphogens by diffusion in the extracellular matrix of the embryo or transport by contact between cells. In the last decade, several authors have considered mathematical models of partial differential equations (see for instance [1] [2] [3] [4] [5] [6] [7] [8] [9] ) where diffusion is considered totally or partially responsible of the transport. Recently Bollenbach et al. [10] have introduced a mathematical model to describe the transport of morphogens in Epithelia. In [10] , a system of PDEs is presented where the transport of morphogens is induced not only by diffusion, but also by the gradient of the concentration of receptors. Chemotactic terms in morphogen transport have been also considered in Merkin et al. [11] .
The mathematical model proposed in [10] for the transport in large time scales consists of a system of two equations: A PDE of parabolic type models the time evolution of the total ligand density u, and an ODE describes the behavior of the free and bound receptor density v. A general form of the spatially one-dimensional version of this model reads 
where d 1 .u, v/ is the diffusion coefficient, d 2 .u, v/ is the coefficient of morphogen transport induced by the gradient of the receptor concentration, Ä 1 .u, v/ and Ä 2 .u, v/ are the degradation rates of the morphogen and receptor, respectively, and v syn describes the receptor production at the surface of cells. In order to close the problem mathematically, we have to introduce appropriate boundary conditions and initial data. At x D 0, the flux through the boundary is related to the production rate at the signaling site, that is,
where n is the outward unit normal. At x D 1, zero flux boundary conditions are imposed, that is,
Bounded non-negative initial data
are assumed to be known. The coefficients considered in [10] are given by
and a constant degradation rate Ä 1 is assumed there. The receptor production term v syn is proposed in [10] to be a linear function of the receptors and the blind receptors, that is, v syn D a 0 C a 1 v C a 2 v, where v and v are the free and the blind receptor concentration. For further details in the modeling, we refer the reader to [10] . In this paper, we assume that After re-normalizing the system and assuming
where :D
> 0, > 0, and we assume 2 .0, 1/. In this paper we, consider the system (6) and study the well-posedness of the problem under mild assumptions on the initial data. The main results of the paper concern global existence and boundedness of weak solutions (see Lemma 2.6 and Lemma 2.7), as well as asymptotic stability of the unique steady state for a range of parameters (see Theorem 4.1). A regularization method is considered to study the problem, where diffusion is introduced in the ODE. When the diffusion coefficient goes to zero the solutions of the approximating problem indeed approach a solution of (6) .
Before going into details, let us establish some further connection to the existing literature. We first note that mathematical aspects of morphogenesis models have been considered by several authors. For instance, Merkin et al. [11] have introduced a chemosensitivity term in the model to describe morphogen concentration. They have presented results on the existence and uniqueness of classical and self-similar solutions to the corresponding system. Their numerical simulations have shown periodic pulse solutions. Mathematical analysis of models of morphogenesis has also been presented in Krzyżanowski et al. [4] , where convergence of associated solutions to steady states is studied. Krzyżanowski et al. [5] also considered a mathematical model with nonlinear diffusion and without chemotactic term. The authors present their model and study the steady states, numerical simulations show the sensitivity of the solutions with respect to some parameters.
Next, viewing (6) from a mathematical point of view, one observes that as a consequence of the limit procedure included in our modeling, the "chemotactic sensitivity" .u, v/, chosen as .u, v/ :D u v in (6) , becomes singular at zeros of v. Singular chemotactic sensitivity functions of this type have been considered in various models for chemotaxis processes other than morphogen transport (cf. [12, 13] and the survey [14] , for instance). These and related works seem to indicate that the analysis of chemotaxis models with such sensitivity functions is more delicate than in neighboring regular situations [14] [15] [16] [17] .
This paper is organized as follows: In Section 1, the approximation procedure is made precise and a concept of weak solutions is introduced. Section 2 is devoted to the derivation of the global existence and boundedness results of the approximate problems. Moreover, in Section 2, we show that the approximating solutions converge to a global and bounded weak solution of (6) . In Section 3, the existence of a unique steady state of (6) is asserted. In Section 4, we establish the global attractivity of the steady state for a certain range of the parameters. In order to illustrate the behavior of the solutions for different data and parameters, we present in the last section some numerical experiments.
Throughout this paper, we define :D .0, 1/, assume > 0 and > 0 and require that the initial data satisfy
Preliminaries and approximation of solutions
In this section, we first introduce the definition of a global weak solution of (6) . This weak solution will be obtained through approximation by solutions of certain regularized problems. The existence of classical solutions to the approximate problems will also be part of this section.
Then by a global weak solution of (6), we mean a couple .u, v/ of functions
such that u 0 and v > 0 a.e. in .0, 1/, and such that the identities
and
hold for all ' 2 C 1 0 . N OE0, 1//. In order to construct a weak solution of (6) in a convenient way, let us consider the parabolic-parabolic regularization of (6) given by 8 < :
for " 2 .0, 1/. Using arguments similar to those in [18] and [16] , we now show the local existence and uniqueness of solutions to (8) . (7) is fulfilled. Then there exists T " 2 .0, 1 and a pair .u " , v " / of functions
which solves (8) in the classical sense. If T " < 1 then
Moreover, .u " , v " / satisfies
Proof
We fix " 2 .0, 1/. In order to cope with the boundary conditions and the singularity in the first equation of (8) 
then
To obtain a solution of the latter problem, we let
. // , where T and R are positive constants. Moreover, for .Q u " , v " / 2 B and t 2 OE0, T, we set
where denotes the Laplacian in with homogeneous Neumann boundary conditions. Then, using the estimates on the heat semigroup from [18, Section 2] and the regularity of Q .s/ :D .s/ , we can prove in a way similar to the proof of [16, Lemma 2.1] that ‰ has a fixed point .Q u " , v " / 2 B, which has the claimed regularity and solves (15) in the classical sense, if R is chosen large enough and T is fixed small enough, where T can be chosen independent of " 2 .0, 1/. Moreover, setting u " :D Q u " C ', we see that .u " , v " / is a classical solution of (14) that has the claimed regularity properties and fulfills (9) with its maximal existence time T " T (see [18, Theorem 3.1] ). As u 0 is non-negative and @ @n u " 0 on @ , the comparison principle applied to the first equation of (14) yields (10) . Then, using the second equation in (14), we have v "t "v "xx 1 v " and apply the comparison principle to deduce
This yields (11) and, hence, .u " , v " / is a classical solution of (8) due to the definition of . Integration of the first equation of (8) implies
which ensures (12) . Then, integrating the second equation of (8), we obtain
This verifies (13) and completes the proof.
Estimates for solutions of (8). Global existence and boundedness
In this section, we prove the existence of a global and bounded weak solution of (6) . The main ingredients of the proof are "-independent bounds on norms in L p and W 1,s of the solutions .u " , v " / to (8) , where p 2 .1, 1/ and s 2 .1, 2/. The boundedness of .u, v/ will then be obtained by a Moser-type iteration procedure. We first prove the following weighted integral estimates that will be crucial to our approach. 
Proof
We fix p > 1 and " 2 .0, 1/ and define s :D .p 1/ and z " :D
. Then for any t 2 .0, T " /, we compute
As the definition of
v "x C v " z "x , due to the choice of s we obtain
Using now j j D 1 as well as Hölder's and Young's inequality, we obtain for any ı > 0 and any w 2 W 1,2 . / that
Hence, we deduce from Young's inequality and (11) that Hence, there are positive constants C 1 and C 2 depending only on p, , , and such that
is valid for any t 2 .0, T " / and " 2 .0, " p /.
Using s D .p 1/ and writing w " :D .
for any t 2 .0, T " / and " 2 .0, " p /. Because 2 .0, 1/, we may therefore use Hölder's inequality and (13) to estimate
Now from (11) and (12), we know that
for all t 2 .0, T " / and " 2 .0, 1/. Consequently, involving the Gagliardo-Nirenberg inequality, it yields
for any t 2 .0, T " / and " 2 .0, 1/, where
Thus, from (28), we gain
so that (27) shows that
and accordingly
for any t 2 .0, T " / and " 2 .0, 1/. Using this, along with (11) and (26), we infer that
for any t 2 .0, T " / and " 2 .0, " p /. In particular,
which implies that y " is uniformly bounded for " 2 .0, " p / because a < p pC1 < 1. Going back to (29), this easily yields
Transformed to the original variables, the latter two statements precisely establish (19) and (20).
In order to derive bounds on integrals that only involve u " or v " and not a combination of both functions, we next show that certain bounds for u " imply similar bounds for v " .
Lemma 2.2
Let 2 .0, 1/, and suppose that there exist q 2 OE1, 1/, Q " q 2 .0, 1 and
Then one can find c q > 0 fulfilling
Proof
We multiply the second equation in (8) and integrate over to obtain
By Young's inequality, we can pick
In view of (30), (32) therefore shows that
which upon an ODE comparison argument immediately yields (31). Now, we are in the position to prove uniform bounds, independent of both " and t, for the L q norms of u " and v " for any q 2 OE1, 1/.
Proof Because < 1, it is possible to fix a number Ä > 1 fulfilling Ä < 1 , so that q k :D Ä k , k 0, satisfies q k ! C1 as k ! 1. In order to prove the lemma, it is thus sufficient to show that for each fixed k 0, we can find A k > 0, B k > 0, and Q " q k 2 .0, 1 such that
To this end, we first observe that by (12) and (13), we know that (35) and (36) hold for k D 0, Q " q 0 :D 1 and some sufficiently large A 0 and B 0 . Next, assuming the validity of (35) and (36) for some k 0, Q " q k 2 .0, 1 and certain positive A k and B k , we let where we note that the inequalities < 1 < Ä < 1 ensure that both Ä k and 1 Ä are positive, and that, moreover, p > q kC1 > 1. Applying Lemma 2.1 to this value of p, in view of Hölder's inequality, we find
with some C 1 > 0 depending on k only. Because (37) entails that
using (36) we conclude from (38) that there exists A kC1 > 0 such that
where
with some sufficiently large B kC1 > 0. This completes the proof.
Moreover, we provide bounds on the spatial derivatives of u " and v " . We note that unlike in the previous statements, the estimates given in the following lemma are not independent of time.
Lemma 2.4
Let 2 .0, 1/. Then for all s 2 .1, 2/ and each T 2 .0, 1/ such that T Ä T " there exists C.s, T/ > 0 such that
, from Lemma 2.1 we obtain C 1 D C 1 .T/ > 0 such that
Because
z " v "x for x 2 and t 2 .0, T " /.
We now fix s 2 .1, 2/, multiply both sides of this identity by jv "x j s 2 v "x and integrate by parts to find
for t 2 .0, T " / and " 2 .0, " 2 /. The second term on the right can be estimated using Young's inequality according to
Because s < 2, again by the Young inequality and Lemma 2.3, we have 1 4
with some C 2 > 0 and C 3 > 0 depending on s only. As to the third term on the right of (42), recalling (11) and that < 1, we obtain C 4 > 0 such that
Because (41) in conjunction with (11) and Lemma 2.1 implies that
with some C 5 D C 5 .T/ > 0, and because
Consequently, since an integration of (46) yields
for all t 2 .0, T/ and " 2 .0, minf" 2 , Q " s 2 s g/, the inequality (40) results from (47) and (48) for some suitably large C.s, T/. Once more using
we now only need to combine (40) with (41), Lemma 2.3 and (11) to easily conclude that (39) holds if we adequately enlarge C.s, T/.
Next, we use the estimates obtained so far to show that if " is small enough then .u " , v " / exists globally in time and enjoys some "-independent local-in-time boundedness property.
Corollary 2.5
Suppose that 2 .0, 1/. Then there is Q " 2 .0, 1 such that for any " 2 .0, Q "/ the solution .u " , v " / of (8) is global in time. Moreover, for any T > 0 there is Q C T > 0 such that
Proof
We fix q 2 .1, 2/, set r :D 
Combining this estimate with (49), we deduce that .u " , v " / exists globally in time because otherwise the choice T D T " < 1 would contradict (9) . Hence, the claim follows from both estimates as
Now, we are in the position to prove that .u " , v " / converge to a global weak solution .u, v/ of (6) as " & 0 along a suitable subsequence.
Lemma 2.6
Let 2 .0, 1/. Then there exists a sequence of numbers " D " j & 0 along that we have
for all s 2 .1, 2/ and all p 2 .1, 1/ and some pair .u, v/ of non-negative functions satisfying
Moreover, .u, v/ is a global weak solution of (6) (11), Lemma 2.3 and Lemma 2.4 we have
and, therefore, due to Lemma 2.3 and Lemma 2.4,
where k is independent of " 2 .0, 
along a suitable subsequence. This yields (53) and hence (50) and (51) follow from Corollary 2.5, Lemma 2.3, and Lemma 2.4. Similarly, we obtainˇ<
Hence, Lemma 2.3 and Lemma 2.4 imply
and again by the Aubin-Lions Theorem, we deduce that
along a suitable subsequence. In conjunction with Lemma 2.3 and Lemma 2.4 this proves (54) and (52). Next, we verify that .u, v/ is a global weak solution of (6) . Because the mean value theorem and (11) imply
by (57). Thus, due to (52), (56), and (58) we deduce that
for all ' 2 C 1 0 . N OE0, 1//. As the limit " ! 0 in all other terms in the weak formulation of (8) can be taken in a standard way due to (50)-(54), we conclude that .u, v/ is a weak solution of (6) in the sense of Definition 1.1.
Using an
L p iteration of Moser-type, we are now able to prove that u and v are in fact uniformly bounded in .0, 1/.
Lemma 2.7
Let 2 .0, 1/. Then there exist k 1 > 0 and c 1 > 0 such that
and conclude by (24) that
with
We next apply Hölder's inequality and (13) to obtain
Observe that the Gagliardo-Nirenberg inequality implies
where a D 
by (60) and (63) we conclude that
and c 1 is independent of p 2 and depends on 2 .0, 1/, , and . Now, (64) implies
for any t 2 .0, T/ and " 2 .0, minf" p , Q "g/, where T 2 .0, 1/ is arbitrary and z 0 :D
Next, we pass to the limit as " ! 0, where T will be kept fixed. We fix q > 0 and r 0 and set w " :D v r " u q " . Then by (11) and Lemma 2.3, we conclude that Z w 2 " .t/ Ä c 2r 0 k 2q for all t > 0 and any " 2 .0, minfQ " 2q , Q "g/.
Hence, for a.e.
As furthermore w " ! v r u q a.e. in .0, T/ by Lemma 2.6, Egorov's theorem implies w D v r u q a.e. in .0, T/ and
where T > 0, q > 0 and r 0 are arbitrary. Thus, because T > 0 is arbitrary, by (65) and (66) we deduce that
where k 1 is defined in (12) . Hence, we obtain
due to (12) and (66). Moreover, we have
In order to show that sup
As K 1 and c 1, it is clear by induction that M k Ä N k for k 2 N 0 . Taking log 2 and defining Y k :D log 2 N k , we deduce that
Standard computations now show that
Hence, we conclude that
due to 2 .0, 1/ and Young's inequality. Thus, we conclude by a weak comparison argument that
which completes the proof.
In order to show the convergence of .u, v/ to the steady state of (6) as t ! 1, it is useful to have uniform bounds on u and v that are independent of the initial data. These bounds are established in the following corollary for large times if is bounded away from 1.
Corollary 2.8
Let 0 > 0 and 0 2 .0, 1/. Then there exists C 1 D C 1 . 0 , 0 / > 0 depending only on , 0 , and 0 such that for all > 0 and all
as well as
where the constant t 0 > 0 depends on , 0 , 0 , u 0 and v 0 .
Proof By (16) and (17), there is t 1 > 0 such that
Hence, we have
so that the comparison principle and (13) imply
Thus, we can pick Q t 1 t 1 (for simplicity of the notation we drop the tilde) such that (69) and
are fulfilled. Observe that Q c 0 , Q k 1 , and Q c 1 only depend on and 0 . Next, we fix p 2, " 2 .0, minf" p , Q "g/, 2 .0, 0 /, and set z " :D (11)- (13), we proceed similar to (60)-(62) and conclude that
Next, we set p k :D 2 k , k 2 N 0 , and
and obtain
for all k 1. Defining moreover
and fixing k 1, we conclude that
Hence, if
for t 2 OE˛,ˇ with some k 1 Ä˛<ˇ< 1, then we have Thus, an ODE comparison argument implies
Á a 1 a and a 2 . 
Hence, setting
we deduce that
where the latter is a consequence of (69) and y 0 D R u " . We now proceed similar to the proof of Lemma 2.7 and conclude that
Observe that in fact Q S only depends on 0 , 0 , and , whereas t 0 additionally depends on u 0 and v 0 , so that we have proved the claimed estimates because (68) is implied by (69) and Lemma 2.6.
Steady states
In this section, we study the steady states .u s , v s / of (6) that are solutions of the problem 8 <
:
In order to analyze these solutions, we introduce a corresponding weak formulation of the problem. 
The existence and uniqueness of the weak solution of (76) is asserted in the following lemma. 
Proof Existence. In order to prepare a fixed point argument, we consider the set A defined by
) .
Notice that A is a convex and closed subset of L 2 . /. Moreover, we let
where w is the solution to the problem
Because F : A L 2 . / ! H 1 . / is continuous and the embedding H 1 . / ,! L 2 . / is compact, we see that F is a compact operator. For the reader's convenience, let us present some details of the proof of the step F.A/ A. We multiply the equation by w and integrate by parts over to obtain
Because jw.0/j Ä jw.x/j C R x 0 jw x j, after an integration we have jw.0/j ÄˇZ w
In conjunction with (79), this proves that F.A/ A. Therefore, we may apply the Schauder fixed point theorem to obtain the existence of at least one fixed point w 2 A \ H 1 . /, which clearly is a weak solution of (78). 
This entails uniqueness because h 1 is a strictly increasing function.
Furthermore, we obtain a uniform bound on the spatial derivative of u s . 
Stability of the steady state
Finally, we show that the solution .u, v/ of (6) converges to the unique steady state of (6) as t ! 1. 
We let ı be a positive number satisfying
We note that the assumption (84) guarantees the existence of such ı. 
