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Abstract
The concept of generalised (in the sense of Colombeau) connection
on a principal fibre bundle is introduced. This definition is then used to
extend results concerning the geometry of principal fibre bundles to those
that only have a generalised connection. Some applications to singular
solutions of Yang-Mills theory are given.
1 Introduction
Recently the theory of Colombeau algebras of generalised functions [6, 7] has
been applied to a number of areas of geometrical interest such as the Lie group
analysis of partial differential equations (e.g., [20, 8]) and the study of singular
spacetimes in general relativity (see [30] for a survey). In order to address these
geometric issues in a satisfactory manner it was necessary to reformulate the
theory of Colombeau algebras to ensure that it was diffeomorphism invariant.
This was accomplished for the so-called full theory (in which one has a canonical
embedding of Schwartz distributions) in [13, 15] using calculus in ‘convenient’
[18] infinite-dimensional vector spaces. An alternative approach is to work in-
stead with the so-called special variant of the theory. Although this version does
not posses a canonical embedding of the space of distributions it may still be
used to model singularities in a non-linear setting and has the added advantage
that it is manifestly diffeomorphism invariant. As a result there has been con-
siderable use of the special algebra in addressing geometric problems. See for
example chapters 4 and 5 of [14] for applications to symmetries of differential
equations and to general relativity.
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In [22] the construction of generalised functions in the special algebra was
extended to the theory of generalised sections of vector bundles. In particu-
lar this approach was used to define generalised vector fields, tensor fields and
differential forms thus providing a foundation for a non-linear theory of dis-
tributional geometry. This work was extended in [23] to give a description
of generalised (pseudo-)Riemannian geometry. In particular the definitions of
generalised pseudo-Riemannian metric, generalised Levi-Civita connection and
generalised curvature tensor in this setting were given.
The aim of the present paper is to give a description of an equally impor-
tant area of generalised differential geometry, namely the generalised theory of
connections on principal fibre bundles and on associated vector bundles. Such
a theory turns out to be important mathematically in the description of char-
acteristic currents for singular connections and Chern-Weil theory for bundle
maps [16] (see also [25]). In [16] Harvey and Lawson consider connections on
a vector bundle E over a manifold M which are smooth over M \ Σ where Σ
is a closed measure zero subset of M called the singular set. They call such a
connection a ‘singular connection’ and in order to compute its Chern currents
the singular connection ∇ is approximated by a family of smooth connections
∇ε, defined over the whole of M , which converge to ∇ on M \Σ as ε→ 0. The
problem with such an approach is that there are very many different ways of
representing ∇ in terms of a family of smooth functions and it is not always
clear how the results depend on the particular choice. It is precisely this kind
of issue that the Colombeau approach is able to examine using the concepts of
equivalence and association. Singular connections also naturally arise in physics
through singular Yang-Mills fields. The first example of a singular Yang-Mills
field was the ‘fractionally charged instanton’ described by Forgasc et. al. [11].
This is a (Euclidean) self-dual Yang-Mills connection on the 4-sphere with a sin-
gularity along a 2-sphere. In fact this solution is invariant under a circle action
so as shown by Atiyah [1] can be viewed as a monopole on hyperbolic 3-space.
These singular instanton solutions arise because of the existence of a locally flat
connection with non-trivial holonomy associated with parallel transport around
the singular 2-sphere and are very similar to the conical singularities studied in
[5]
The plan of the paper is as follows. In section 2 we recall some basic facts
about the description of both generalised functions and generalised sections of
vector bundles in the special Colombeau algebra. In section 3 we recall the clas-
sical theory of connections, in section 4 we show how this can be extended to
the generalised case and in section 5 we introduce the concept of the generalised
curvature of a connection. Section 6 recalls the concepts of horizontal lift and
holonomy in the classical case and shows how the theory of generalised functions
taking values in a manifold [19, 24] and of generalised flows [21] enables these
concepts to be extended to the generalised case. Section 7 introduces the notion
of generalised connection on an associated vector bundle and the corresponding
generalised covariant derivative and demonstrates that in the case of a gener-
alised linear connection on TM (where TM is regarded as an associated vector
bundle of the frame bundle LM) this precisely reproduces the definition given
2
in [23]. Section 8 extends the notion of characteristic class to the generalised
case and in section 9 we end by showing how weakly singular Yang-Mills con-
nections (used for example to describe the fractionally charged instanton) may
be represented by generalised connections on the whole space.
2 Nonlinear distributional geometry
To begin with, let us fix some notation from differential geometry and briefly
recall the construction of generalised functions in the special Colombeau algebra.
Our principal reference for notation and terminology from the theory of algebras
of generalized functions is [14].
In what follows, M will always denote a paracompact, smooth Hausdorff
manifold of dimension m and we denote vector bundles with base space M
by (E,M, π) or by E → M , for short. The space of smooth sections of a
vector bundle E →M is denoted by Γ(M,E). The (r, s)-tensor bundle over M
will be written as T rs (M) and we denote spaces of tensor fields by T
r
s (M) :=
Γ(M,T rs (M)), X(M) := Γ(M,TM) and X
∗(M) := Γ(M,T ∗M), where TM
and T ∗M denote the tangent and cotangent bundle of M , respectively, while
Ωr(M) := Γ(M,Λr(M)) is the space of r-forms. For a section s ∈ Γ(M,E) we
call siα = Ψ
i
α ◦ s ◦ ψ
−1
α its i-th component (1 6 i 6 n
′, with n′ the dimension of
the fibers) with respect to the vector bundle chart (Vα,Ψα) over the chart ψα.
The (special) algebra of Colombeau generalised functions on M ([9, 22]) is
defined as the quotient algebra G(M) := EM (M)/N (M) of the algebra EM (M)
of nets of smooth functions (uε)ε∈(0,1] ∈ C
∞(M)(0,1] =: E(M) of moderate
growth modulo the ideal N (M) of negligible nets, defined, respectively, by the
following asymptotic estimates
EM (M) := {(uε)ε ∈ E(M) : ∀K ⊂⊂M, ∀P ∈ P(M) ∃N ∈ N :
sup
p∈K
|Puε(p)| = O(ε
−N )}
N (M) := {(uε)ε ∈ EM (M) : ∀K ⊂⊂M, ∀m ∈ N0 : sup
p∈K
|uε(p)| = O(ε
m))},
Here P(M) is the space of linear differential operators onM . Elements of G(M)
are denoted by u = [(uε)ε] = (uε)ε +N (M). G( ) is a fine sheaf of differential
algebras with the operation of Lie derivative (w.r.t. smooth vector fields) defined
by Lξu := [(Lξuε)ε].
C∞(M) is embedded into G by the “constant” embedding σ, i.e., σ(f) :=
[(f)ε], rendering C
∞(M) a subalgebra of G(M). There exist injective sheaf
morphisms ι : D′( ) →֒ G( ) embedding the space D′ of Schwartz distributions
into G and which coincide with σ on C∞( ) ([22] Th. 2).
The notion of association is employed to achieve compatibility with the re-
spective distributional concepts. A generalised function u = [(uε)ε] is called
associated with 0, u ≈ 0, if
∫
M uεµ→ 0 (ε→ 0) for all compactly supported one-
densities µ and one (hence every) representative (uε)ε of u. If
∫
M
uεµ→ 〈w, µ〉
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for some w ∈ D′(M) then w is called the distributional shadow (or macroscopic
aspect) of u and we write u ≈ w.
Contrary to the distributional setting, there exists a characterization of
Colombeau generalized functions by their point values on generalized points
(this property may be viewed as a nonstandard aspect of the theory). In fact,
by inserting p ∈M into u ∈ G(M) one obtains a well-defined element of R, de-
fined as the set of moderate nets of numbers ((rε)ε ∈ R(0,1] with |rε| = O(ε−N )
for some N) modulo negligible nets (|rε| = O(εm) for each m). More generally,
p ∈M may be replaced by a generalized point p˜ and u, v ∈ G(M) coincide if and
only if they attain the same point value on each p˜. For definitions and details
we refer to [26, 22].
ΓG(M,E), the G(M)-module of generalised sections of a vector bundle E →
M is defined in a manner similar to that of generalised functions by using analo-
gous asymptotic estimates with respect to the norm induced by any Riemannian
metric on the respective fibres. Indeed, setting ΓE(M,E) := (Γ(M,E))
(0,1] and
letting P(M,E) denote the space of differential operators Γ(M,E)→ Γ(M,E),
we may define ΓG(M,E) := ΓEM (M,E)/ΓN (M,E), where
ΓEM (M,E) := {(sε)ε ∈ ΓE(M,E) : ∀P ∈ P(M,E)∀K ⊂⊂M ∃N ∈ N :
sup
p∈K
‖Puε(p)‖ = O(ε
−N )}
ΓN (M,E) := {(sε)ε ∈ ΓEM (M,E) : ∀K ⊂⊂M ∀m ∈ N :
sup
p∈K
‖uε(p)‖ = O(ε
m)}
For the present purposes the bundles that we are most interested in are the gen-
eralised tensor bundles ΓG(M,T
r
s (M)) which we denote G
r
s (M) and the gener-
alised differential r-forms ΓG(M,Λ
r(M)) which we denote ΩrG(M). Generalised
sections are denoted by s = [(sε)ε] = (sε)ε +N (M,E).
Again, smooth sections of E → M are embedded as constant nets, i.e.,
via Σ : Γ(M,E) →֒ ΓG(M,E) by Σ(s) = [(s)ε] and we will usually suppress
notationally the embedding Σ.
ΓG( , E) is a fine sheaf of G(M)-modules and the G(M)-module G(M,E) is
projective and finitely generated ([22], Th. 5). As C∞(M) ⊂ G(M), ΓG(M,E)
may alternatively be viewed as C∞(M)-module and the two respective module
structures are compatible with respect to the embeddings. [22], Th. 4 provides
the following algebraic characterisation:
ΓG(M,E) = G(M)⊗C∞(M) Γ(M,E) , (1)
Generalised tensor fields may also be viewed as C∞(M)-multilinear mappings
taking smooth vector fields resp. one-forms to G(M) or as G(M)-multilinear
mappings taking generalised vector resp. covector fields to generalised functions,
i.e., as C∞(M)- resp. G(M)-modules we have ([22], Th. 6)
Grs (M)∼=LC∞(M)(X
∗(M)r,X(M)s;G(M))
Grs (M)
∼=LG(M)(G
0
1 (M)
r,G10 (M)
s;G(M)).
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The components of a generalised tensor field T ∈ Grs (M) with respect to the
chart (Vα, ψα) are given as the elements
Tα β1...βrγ1...γs := T |Vα(dx
β1 , . . . , dxβr , ∂γ1 , . . . , ∂γs)
of G(Vα). As before, compatibility with the purely distributional picture is
accomplished via the notion of association and distributional shadow, cf. [22],
Sec. 7.
We refer to [22, 23, 14] for an introduction to further concepts of nonlinear
distributional geometry in the Colombeau setting. In particular, in section 6 we
will make use of the space G[M,N ] of Colombeau generalized functions defined
on the manifold M and taking values in the manifold N . For definitions and
properties of this space see [19, 23, 24].
3 The Classical Theory of Connections
Before developing the concept of a generalised connection we briefly review the
classical theory of connections on a principal fibre bundle following the approach
and (unless stated otherwise explicitly) notation of Kobayashi and Nomizu [17].
Let P (M,G) be a principal fibre bundle over the manifold M with structure
group G and projection π : P → M . Given x ∈ M then π−1(x) is a closed
submanifold of P which is diffeomorphic to G and is called the fibre at x. If
p ∈ P and X ∈ TpP we say that X is a vertical vector if it is tangent to the
fibre through p. The space of vertical vectors at p is denoted Vp and is given by
Vp = {X ∈ TpP : π∗(X) = 0}.
We now show how the space of vertical vectors at p is isomorphic to the Lie
algebra g of G. The group G acts freely on P on the right
R : P ×G→ P
(u, g)→ ug = Rgu .
(2)
Let A ∈ g be an element of the Lie algebra of G, then gt = exp(tA) is a
1-parameter subgroup of G which generates a 1-parameter family of diffeomor-
phisms φt = Rgt of P . Since the group action moves points along a fibre, the
tangent to the orbit is a vector field A∗ which is also tangent to the fibre and
is therefore a vertical vector field. We call A∗ the fundamental vector field
corresponding to A and denote the map from A to A∗ by σ,
σ : g→X(P )
A→A∗ .
(3)
The above map is a Lie algebra homomorphism so that σ([A,B]) = [σ(A), σ(B)]
where [, ] denotes the bracket in the Lie algebra g on the LHS and the Lie bracket
between vector fields on the RHS.
If one restricts the map to a point p ∈ P then
σp : g→ Vp
A→A∗(p) .
(4)
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is a linear isomorphism between the Lie algebra and the space of vertical vectors
at p.
We will also require the fact that the right action of G on P induces a cor-
responding action on the fundamental vector fields which satisfies the condition
Rg∗ (σ(A)) = σ
(
ad(g−1)A
)
(5)
where ad denotes the adjoint representation, ad : G→ L(g, g), of G on g.
We are now in a position to make the following definition.
Definition 3.1 A connection form ω is a smooth 1-form on P with values in
the Lie algebra g which satisfies the following conditions
(i) ∀V ∈ Vp, ωp(V ) = σ
−1
p (V )
(ii) ∀V ∈ TRgpP, ωRgp(V ) = ad(g
−1)ωp(R
−1
g∗ V )
Given a connection 1-form ω we may define Hp, the horizontal subspace of
TpP , to be the set of vectors annihilated by ω, so thatHp = {X ∈ TpP : ω(X) = 0}.
Since ωp ◦σp = id, the null space of ωp : TpP → g is a dimM dimensional vector
space transverse to the fibre. This allows one to uniquely decompose any vector
into a vertical and horizontal part and to define projections πv : TpP → Vp
and πh : TpP → Hp. (Note that πv depends upon ω even though the space
Vp does not.) Furthermore (5) and condition (i) above ensure that condition
(ii) holds automatically for vertical vectors. Thus condition (ii) amounts to the
requirement that Rg∗ takes horizontal vectors to horizontal vectors. This leads
to the following alternative definition of a connection.
Definition 3.2 A connection on P is an assignment of subspaces Hp of TpP
such that p 7→ Hp is a smooth distribution and which satisfies
(i) TpP = Vp ⊕Hp
(ii) HRgp = Rg∗Hp
4 The Theory of Generalised Connections
In order to define a generalised connection we replace the classical connection 1-
form with a generalised 1-form. As we saw in the previous section a connection
form ω is a 1-form on P with values in the Lie algebra g. That is
ω ∈ Ω1(P, g) = Ω1(P )⊗R g . (6)
We therefore define a generalised connection 1-form to be an element of the
space
Ω1G(P, g) = Ω
1
G(P )⊗R g . (7)
We now turn to the conditions which ensure that the generalised form defines
a connection.
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For a classical connection the first condition is that
ωp(V ) = σ
−1
p (V ) ∈ g, ∀V ∈ Vp ⊂ TpP (8)
or equivalently that
ωp(σp(V
∗)) = V ∗, ∀V ∗ ∈ g (9)
For the case of a generalised connection we impose this requirement by demand-
ing that the map ωp ◦σp is the identity in the appropriate space. More precisely
we require
(p 7→ ωp(σp(·))) = id ∈ G(P,L(g, g)) . (10)
We now turn to the second condition which classically takes the form
ωRgp(V ) = ad(g
−1)ωp(R
−1
g∗ V ), ∀V ∈ TRgpP (11)
It is less clear how this equation should be interpreted in the sense of gener-
alised functions. To see this we consider the equivalent equation at the level of
representatives of the generalised connection 1-form
ωRgp,ε(V ) = ad(g
−1)ωp,ε(R
−1
g∗ V ) +Nε (12)
where Nε is a term which is negligible. The difficulty comes from the fact that
the other terms in the equation depend upon g as well as p, ε and V , so that we
cannot simply take Nε to be an element of Ω
1
N (P, g) := ΓN (P, T
∗P ) ⊗R g but
we must also consider how Nε depends upon g. The attitude we will take is to
regard g as a parameter and therefore require Nε to satisfy the same estimates
as an element of Ω1N for any fixed value g0 of g, or more generally for g in some
compact subset L of G.
More precisely we first define S to be the space of g valued 1-forms on P
parameterised by elements of G
S = {s : G× P → T ∗P ⊗R g | p 7→ s
g0
p is a g valued 1-form ∀g0 ∈ G} (13)
and then define
SN := {(Nε)ε ∈ S
I : ∀K ⊂⊂ P, ∀D ∈ P(P, T ∗P ) ∀L ⊂⊂ G ∀m ∈ N :
sup
(p,g)∈K×L
||DNgε,p|| = O(ε
m)} .
Here ‖ ‖ denotes the norm induced on the fibres of T ∗P⊗Rg by any Riemannian
metric on P and any norm on g. Clearly SN does not depend on these choices.
We are now in a position to give a definition of a generalised connection.
Definition 4.1 A generalised connection form ω on a principal fibre bundle
P (M,G) is an element of Ω1G(P, g) which satisfies the following conditions
(i) The map (p 7→ ωp(σp(·))) = id ∈ G(P,L(g, g)).
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(ii) ∃(ωε)ε with ω = [(ωε)ε] ∃N ∈ SN s.t. ∀g ∈ G ∀V∈ TRgpP :
ωRgp,ε(V ) = ad(g
−1)ωp,ε(R
−1
g∗ V ) +N
g
p,ε(V ) .
Note that ∃(ωε)ε and ∀(ωε)ε is equivalent in (ii) above, i.e., every represen-
tative of ω satisfies the condition if one does. This is easily verified from the
definitions of Ω1G and SN .
In formulating this definition we began with the classical definition of a
connection 1-form on P and adapted the definition in the natural way to the
space of generalised 1-forms on P . An alternative but less satisfactory approach
would have been to work with 1-parameter families of connection 1-forms. We
now show that although our definition is more general it allows one to locally
choose representatives (ωε)ε for ω such that each ωε is a connection 1-form.
Theorem 4.2 Let ω ∈ Ω1G(P, g) be a generalised connection 1-form on P (M,G)
and let U be a relatively compact open set U ⊂ M . Then there exist represen-
tatives (ωε)ε of ω|pi−1(U) and an ε0 > 0 such that ωε is a classical connection
1-form on π−1(U) for all ε < ε0.
Proof. Let f : U → f(U) ⊂ P be a local section of P . Given some repre-
sentative (ωε)ε for ω ∈ Ω
1
G(P, g) we use ωε to construct a connection 1-form ω˜ε
on π−1(U). We first define the connection form at points f(x) on the section
and then extend it to other points on the fibre using property (ii) of a classical
connection.
LetHf(x),ε = {X ∈ Tf(x)P : ωf(x),ε(X) = 0}. Then since ωf(x),ε(σf(x)(A)) =
A + Nf(x),ε(A) for all A ∈ g where Nf(x),ε → 0 as ε → 0 we see that for suf-
ficiently small ε the linear map ωf(x),ε : Tf(x)P → g is onto. Hence for ε
sufficiently small, the kernel, Hf(x),ε, has dimension dimM and is transverse to
the fibre at f(x). Since U is relatively compact we can find an ε0 > 0 so that
this is true for all x ∈ U and all ε < ε0.
We may now use Hf(x),ε to uniquely write any vector X ∈ Tf(x)P as X =
Xhε +Xvε where Xhε ∈ Hf(x),ε and Xvε ∈ Vf(x). This enables us to define the
connection form ω˜ε at f(x) (for ε < ε0) by
ω˜f(x),ε(X) = σ
−1
f(x)(Xv,ε) . (14)
In particular we see that if X ∈ Hf(x),ε then ω˜f(x),ε(X) = 0 and vice-versa,
so that the horizontal subspaces of ωε and ω˜ε agree at f(x), i.e.,
Hf(x),ε = H˜f(x),ε . (15)
Also if X ∈ Vf(x), then ω˜f(x),ε(X) = σ
−1
f(x)(X) and hence
ω˜f(x),ε(σf(x)(A)) = A, ∀A ∈ g . (16)
We now suppose that p is a general point in π−1(U) and let x = π(p). Then
we may uniquely define g(p) ∈ G by the requirement that Rg(p)f(x) = p. We
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now use the transformation property of a classical connection to define ω˜ε at p
according to
ω˜p,ε(W ) := ad(g(p)
−1)ω˜f(x),ε(R
−1
g(p)∗W ), ∀W ∈ TpP (17)
Note in particular that if W ∈ Vp, then R
−1
g(p)∗(W ) ∈ Vf(x) so that
ω˜p,ε(W ) = ad(g(p)
−1)σ−1f(x)(R
−1
g(p)∗W )
= ad(g(p)−1)ad(g(p))σ−1p (W )
= σ−1p (W )
and hence condition (i) for a connection holds for ω˜ε at all points p ∈ π−1(U).
Since g(Rhp) = g(p)h, condition (ii) for a connection follows from
ω˜Rhp,ε(V ) = ad(h
−1g(p)−1)ω˜f(x),ε(R
−1
g(p)∗R
−1
h∗ V ) = ad(h
−1)ω˜p,ε(R
−1
h∗ V ) .
Finally, all the maps involved are smooth so that ω˜ε is indeed a connection form
on π−1(U) ⊂ P for each ε < ε0.
We next show that ωε− ω˜ε is negligible, so that (ω˜ε)ε is also a representative
for the generalised connection ω.
Let p ∈ π−1(U). Since ω˜ε is a connection we may write the tangent space
at P as the direct sum TpP = H˜p,ε ⊕ Vp where H˜p,ε is the horizontal subspace
of TpP with respect to ω˜ε.
We first suppose that X ∈ Vp, then
ωp,ε(X) = σ
−1
p (X) +Np,ε(σ
−1
p (X)) (18)
and, on the other hand
ω˜p,ε(X) = σ
−1
p (X) . (19)
Hence if X ∈ Vp then
ωp,ε(X)− ω˜p,ε(X) = Np,ε(σ
−1
p (X)) . (20)
Since N is an element of N (P,L(g, g)) and σ is smooth, the difference ωp,ε(X)−
ω˜p,ε(X) satisfies the required estimates for p in the compact subsetK ⊂ π−1(U),
when X ∈ Vp, uniformly for ‖X‖ 6 1 (with ‖ ‖ induced on TpP by any Rie-
mannian metric on P ).
We now suppose that X ∈ H˜p,ε. We first note that this implies R
−1
g(p)∗X ∈
H˜f(x),ε = Hf(x),ε and thus ωf(x),ε(R
−1
g(p)∗X) = 0. Since p = Rg(p)f(x) and ω is
a generalised connection we may therefore write
ωp,ε(X) = ωRg(p)f(x),ε(X)
= ad(g(p)−1)ωf(x),ε(R
−1
g(p)∗X) +N
g(p)
p,ε (X)
=Ng(p)p,ε (X) .
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On the other hand
ω˜p,ε(X) = 0 (21)
since X ∈ H˜p,ε. So that
ωp,ε(X)− ω˜p,ε(X) = N
g(p)
p,ε (X) . (22)
Because p ranges over a compact set K, g(p) also lies within a compact set and
since N ∈ SN , the difference ωp,ε(X)− ω˜p,ε(X) satisfies the required estimates
when X ∈ H˜p,ε uniformly for p varying in a compact set and uniformly for
‖X‖ 6 1.
Using ω˜ε, any X ∈ TpP with ‖X‖ 6 1 can be written as Xv + Xhε with
Xv ∈ Vp, Xhε ∈ H˜pε and ‖Xv‖, ‖Xhε‖ 6 1. Therefore the mapping norm of
ω− ω˜ with respect to the norm induced on the fibres of TP by any Riemannian
metric on P satisfies the Ω1N (π
−1(U), g)-estimates, i.e., ω = ω˜ in Ω1G(π
−1(U), g),
as claimed. ✷
We now show that one may use a generalised connection to define a gener-
alised projection from TP to the space of vertical vectors.
Definition 4.3 Let ω be a generalised connection 1-form on P and let (ωε)ε be
a representation for ω. Then we define the family of vector bundle homomor-
phisms πv,ε : TP → TP by
πv,ε(V ) = σp(ωp,ε(V )), ∀p ∈ P, ∀V ∈ TpP (23)
and set πv := [(πv,ε)ε] ∈ HomG [TP, TP ]
Since σp is a linear isomorphism which depends smoothly on p and does not
depend on ε, πv is well-defined. Furthermore by choosing a representation for ω
for which each ωε is a connection (which is possible by the previous theorem) we
see that if V ∈ TpP then πε,v(V ) ∈ Vp for all ε so that πv defines a generalised
projection onto the space of vertical vectors as claimed.
Definition 4.4 We define πh ∈ HomG [TP, TP ], the projection onto the space
of horizontal vectors, by πh(V ) = idTP − πv.
Since πv ∈ HomidX [TP, TP ], this definition is justified by the remark following
5.8 in [24]. Again by taking a representation for ω consisting of connections
one sees from the corresponding classical result that ω(πh(·)) = 0 in Ω1(P, g).
Moreover, for the distinguished representative given by the above theorem each
πh,ε projects onto the kernel of ωε.
5 Generalised Curvature
As we have seen at each point p ∈ P a classical connection ω defines a projection
πh : TpP → Hp onto the horizontal subspace at p. This enables one to define
the exterior covariant derivative D of a g valued r-form φ by
Dφ(V1, . . . , Vr+1) = dφ(πhV1, . . . , πhVr+1) (24)
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Since both πh and d are well defined in the generalised case the above definition
may be immediately extended to generalised forms.
Classically one applies the exterior covariant derivative to the connection
form to define a 2-form Ω = Dω with values in g, which is called the curvature
form of the connection. An explicit calculation then establishes the structure
equation
Ω(U, V ) = dω(U, V ) + [ω(U), ω(V )] (25)
Note that this differs from the corresponding formula in [17] due to our choice
of a different convention for exterior product and exterior derivative which are
those of [4].
We use the above formula to define the curvature of a generalised connection.
Definition 5.1 Let ω ∈ Ω1G(P, g) be a generalised curvature 1-form on P (M,G).
The generalised curvature two form Ω ∈ Ω2G(P, g) is defined to be [(Ωε)] where
Ωp,ε(U, V ) = dωp,ε(U, V ) + [ωp,ε(U), ωp,ε(V )], ∀U, V ∈ TpP (26)
An important feature of the classical curvature 2-form is that it is equivariant
under Rg by the adjoint representation. We now show that this remains true
for a generalised connection.
Theorem 5.2 Let Ω be the generalised curvature of a generalised connection ω
then
(R∗gΩ)(U, V ) = ad(g
−1)Ω(U, V ) (27)
where R∗g is the pull-back of the generalised 2-form Ω by the map Rg : P → P
and is defined by R∗gΩ := [(R
∗
gΩε)].
Note that this equation is to be interpreted in the same generalised sense as
the corresponding equation for the connection. Namely, given a representative
(Ωε)ε for Ω and a fixed value of g ∈ G then the representatives for the left and
right hand sides differ by an element of Ω2N (P, g)
Proof.
Let U, V ∈ TpP then
(R∗gΩ)p,ε(U, V ) = ΩRgp,ε(Rg∗U,Rg∗V )
= (dω)Rgp,ε(Rg∗U,Rg∗V ) + [ωRgp,ε(Rg∗U), ωRgp,ε(Rg∗V )]
= (R∗g(dω))p,ε(U, V ) + [ωRgp,ε(Rg∗U), ωRgp,ε(Rg∗V )]
= (d(R∗gω))p,ε(U, V ) + [ωRgp,ε(Rg∗U), ωRgp,ε(Rg∗V )]
= ad(g−1)(dω)p,ε(U, V ) + dN
g
p,ε(Rg∗U,Rg∗V )
+[ad(g−1)ωp,ε(U) +N
g
p,ε(Rg∗U), ad(g
−1)ωp,ε(V ) +N
g
p,ε(Rg∗V )]
= ad(g−1){dωp,ε(U, V ) + [ωp,ε(U), ωp,ε(V )]}
+dNgp,ε(Rg∗U,Rg∗V ) + [N
g
p,ε(Rg∗U), ad(g
−1)ωp,ε(V )]
+[ad(g−1)ωp,ε(U), N
g
p,ε(Rg∗V )]
= ad(g−1)Ωp,ε(U, V ) +M
g
p,ε(U, V ) ,
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where for fixed g ∈ G, Mg(U, V ) ∈ Ω2N (P, g) since for fixed g, N
g ∈ Ω1N (P, g)
which is a differential ideal. ✷
The second key property of the curvature Ω is that it is a horizontal form.
That is U ∈ Vp ⇒ Ωp(U, V ) = 0, ∀V ∈ TpP . This follows immediately from
the definition using the exterior covariant derivative but is less obvious from the
definition using the structure equation. We now show that this result remains
true in the generalised case. Note that even in the generalised case the definition
of the vertical subspace Vp does not depend upon ε since it is defined using
π : P → M and does not depend upon the generalised connection, (of course
this is not true for the horizontal subspace).
Theorem 5.3 Let Ω ∈ Ω2G(P, g) be a generalised 2-form, then Ω is a horizontal
form.
Proof. By theorem 4.2 we may take local representatives ωε of the generalised
connection ω which are themselves connection forms. The result then follows
from the classical result. ✷
The significance of the above two results is that the curvature is a tensorial
2-form of type ad, (unlike the connection which is only pseudo-tensorial). This
means that the pull-back of Ω onto M by a local section transforms under the
adjoint action on a change of section and does not have any inhomogeneous
terms (unlike the connection ω). This will be important in section 8 where
we define characteristic classes for generalised connections. Another important
result that we will use later is Bianchi’s identity for the generalised curvature
Ω.
Theorem 5.4 (Bianchi’s identity) DΩ = 0
Proof. By theorem 4.2 we may take local representatives ωε of the generalised
connection ω which are themselves connection forms. The result then follows
from taking the exterior derivative of the structure equation (25) and using the
fact that by definition the connection vanishes on horizontal vectors. ✷
6 Horizontal Lifts and Holonomy
Given a connection form ω on P (M,G) we now show how this allows one to lift
a curve γ on the base manifold M to a horizontal curve γ¯ on the bundle P .
Definition 6.1 Let γ : [a, b] → M , t 7→ γ(t) be a smooth curve on M . A
horizontal lift of γ is a curve γ¯ : [a, b]→ P such that
(i) π ◦ γ¯ = γ,
(ii) ω
(
γ¯∗
(
∂
∂t
))
= 0.
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Given some point p0 ∈ π−1(γ(a)) there exists a unique lift γ¯ such that
γ¯(a) = p0 (Proposition 3.1 of Chapter II in [17]). We first choose a reference
curve f : [a, b] → M satisfying f(a) = p0 and π ◦ f = γ, and look for a curve
g(t) in G such that γ¯(t) = Rg(t)f(t) is horizontal. This is the case if the curve
g(t) in G satisfies
g˙(t)g(t)−1 = −ω
(
f∗
(
∂
∂t
))
. (28)
Thus finding a horizontal lift for γ which starts at p0 is equivalent to obtaining
a solution to (28) on [a, b] which satisfies the initial condition g(a) = e. Since
the right hand side is smooth and [a, b] is compact there exists a unique solution
to this equation, and hence there exists a unique lift γ¯ starting from p0. Note
that if one chooses a different initial point p1 = Rg0p0 then the corresponding
lift is Rg0 γ¯.
The concept of horizontal lift is used to define the holonomy associated
with a closed curve on M . Let γ : [a, b] → M be a closed curve with γ(a) =
γ(b) = m. If γ¯ : [a, b] → P is some horizontal lift of γ then γ¯(a) and γ¯(b) will
be points in the same fibre, so that they define an element g of G such that
γ¯(b) = Rg γ¯(a). We call g the element of holonomy generated by γ¯. Changing
the starting point γ¯(a) by an element of G simply translates the entire lift, so
we see that the holonomy does not depend upon which horizontal lift is taken
but is determined by γ. Furthermore the holonomy does not depend upon the
particular parameterisation of γ, so the holonomy only depend upon the loop
and the connection ω. If one traverses the loop in the opposite direction the
holonomy generated is the inverse of g. Similarly if loops γ1 and γ2 are two
loops based at m which generate elements of holonomy g1 and g2 respectively
then the loop consisting of γ1 followed by γ2 generates g2g1. This leads to the
important notion of holonomy group which encodes considerable information
about the curvature of P .
The above concepts can be extended to the generalised setting. We start
with the concept of horizontal lift
Definition 6.2 Let γ ∈ G[[a, b],M ] be a generalised curve in M . A generalised
horizontal lift of γ is a curve γ¯ ∈ G[[a, b], P ] such that
(i) π ◦ γ¯ = γ in G[[a, b],M ].
(ii) ωγ¯(.)
(
γ¯∗
(
∂
∂t
))
= 0 in G[[a, b], g].
We note that ωγ¯ is an element of the hybrid space Gh([a, b], T ∗P ⊗ g), cf. [23],
Def. 4.4 and Th. 4.5 (i). On the level of representatives, the above conditions
translate into
(i) π ◦ γ¯ε = γε + rε, where rε ∈ N ([a, b],M)
(ii) ωγ¯ε(t)
(
γ¯∗,ε
(
∂
∂t
))
= Nε(t), where (Nε)ε ∈ N ([a, b], g).
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In order to show that generalised lifts exist we may adapt the classical proof
and show that there exist generalised flows gε(t) such that
g˙ε(t)gε(t)
−1 = −ωε
(
f∗
(
∂
∂t
))
in G . (29)
Again this equation must be interpreted in the generalised sense described in
[21].
These ideas will be developed further in a future paper. For the moment we
simply remark that in order to describe the generalised geometry of fibre bundles
one requires a theory which not only permits the multiplication of generalised
functions (in order to define the curvature), but can also deal with generalised
functions (such as γ¯) valued in a manifold, the composition of generalised func-
tions (such as ω ◦ γ¯∗) and generalised flows on manifolds (such as the equation
for g(t)) all of which are available in the Colombeau theory as described in [22],
[23], [19], [24] and [21].
7 Generalised Connections in Vector Bundles
and Covariant Derivatives
In many applications one is interested in a connection or covariant derivative
defined on an associated vector bundle rather than a connection on a principal
bundle. For example in gauge theory the matter fields or Higgs fields are defined
on associated bundles and in general relativity the connection used is defined on
the tangent bundle TM , which may be regarded as an associated bundle of the
frame bundle LM . We start by defining a covariant derivative (or a connection)
on a vector bundle E.
A covariant derivative on a vector bundle E is a map
X(M)× Γ(M,E)→ Γ(M,E)
(X,V ) 7→ ∇XV
which satisfies the conditions
(1) ∇XV is R-linear in V ,
(2) ∇XV is C∞(M)-linear in X ,
(3) ∇X(λV ) = λ∇XV +X(λ) · V, ∀λ ∈ C
∞(M).
We now briefly consider the way in which a connection on a principal bundle
may be used to define a covariant derivative on an associated vector bundle
and show how this construction may be extended to the case of a generalised
connection.
We begin by reviewing the construction of an associated vector bundle. Let
P (M,G) be a principal fibre bundle and let ρ : G → GL(n,R), g 7→ ρg be a
14
representation of G on Rn. Then on the product manifold P×Rn we may define
a right action of G according to
G× (P × Rn)→ P × Rn
(g, (u, ξ)) 7→ (Rgu, ρ
−1
g ξ)
Now let E = P ×G Rn be the quotient space under this action and let uξ ∈ E
represent the equivalence class of (u, ξ) ∈ P × Rn. The projection which takes
(u, ξ) ∈ P ×G 7→ π(u) ∈M induces a projection πE : E →M . Every point x ∈
M has a neighbourhood U such that π−1(U) is isomorphic to U ×G. Indeed let
Φ : π−1(U)→ U ×G be such a local trivialisation then we can use this to define
a local trivialisation of E through a map Ψ : π−1(U)→ U×Rn which takes uξ to
ρ(Φ2(u))ξ. Note that this does not depend upon the choice of representation of
the element of E since an equivalent representation (Rhu)(ρ
−1
h ξ) gets mapped to
the same point. We now introduce a differentiable structure on E by requiring
that π−1E (U) is actually an open submanifold and Ψ is a diffeomorphism. We
then say that E(M,Rn, G, P, ρ) is a vector bundle associated to the principal
bundle P (M,G).
We next briefly recall how a (classical) connection on P may be used to
define a covariant derivative on E. Let Φ : π−1(U)→ U ×G and Ψ : π−1E (U)→
U ×Rn be the local trivialisations described above. Let γ be a curve connecting
γ(0) = x0 and γ(1) = x1 in U and γ¯ be a horizontal lift of the curve to P . Then
we may use γ to define an isomorphism τ01 between π
−1
E (x0) and π
−1
E (x1). Let
V0 ∈ π
−1
E (x0) then we define V1 = τ
0
1 (V0) by requiring that
ξ1 = ρ(g1g
−1
0 )ξ0 (30)
where Ψ(Vi) = (xi, ξi) and Φ(γ¯(i)) = (xi, gi) for i = 1, 2.
It is a classical result that V1 does not depend upon either the choice of
trivialisation or upon the particular lift γ¯ chosen but only on the connection on
P and the curve γ. More generally given a curve γ defined on some interval
J we may define τst (V ) to be the result of parallely propagating the vector
V from γ(s) to γ(t). We use this to define the covariant derivative of a field
V (x) ∈ Γ(M,E) in the direction of the tangent to the curve at the point γ(0)
as
∇γ˙(0)V (γ(0)) = lim
h→0
1
h
[
τh0 (V (γ(h))) − V (γ(0))
]
(31)
It is not hard to see that this only depends upon the direction of the tangent
X = γ˙(0) and not the curve γ so we may use the above to define ∇XV at γ(0).
By using this formula at every point x we may define the covariant derivative of
the field V ∈ Γ(M,E) with respect to the vector field X ∈ X(M). It is readily
verified that the covariant derivative defined in this way satisfies properties (1)–
(3).
Now let (Vα,Ψα) be a vector bundle chart for E with coordinates x
i, i =
1, . . . ,m on M and let eA, A = 1, . . . n be the fields on E induced by the
15
canonical basis on Rn. Then we may define the mn2 functions ΓBiA (which are
the coefficients of the connection on E) by
∇∂ieA = Γ
B
iAeB (32)
An explicit formula for the connection coefficients in terms of the connection
1-form on P may also be given. Let x0 ∈ Vα and let Φ : π
−1(U) → U × G be
some local trivialisation of P . Choose p0 ∈ π−1(x0) so that Φ(p0) = (x0, e) and
define the section s : Vα → π−1(Vα) by s(x) = Φ−1(x, e); then at x = x0 the
connection coefficients ΓBiA are given by
ΓBiAeB = ((Deρ)(s
∗ω(∂i)))(eA) (33)
The covariant derivative of a field V is then given by
∇XV =
(
X iV B,i + Γ
B
iAV
AX i
)
eB (34)
It is not hard to show that a connection defined by (33) and (34) does not
depend upon the choice of vector bundle chart and we note that the form of
(34) automatically ensures that the covariant derivative satisfies properties (1)–
(3) above.
In the special case where the principal bundle P (M,G) is the frame bundle
LM then the structure group G is GL(n,R). The tangent bundle is obtained as
an associated bundle simply by taking the canonical representation of GL(n,R)
on Rn so that ρ = id, and a local trivialisation of TM is given by a system of
local coordinates xi on M . A linear connection on the frame bundle then gives
a covariant derivative defined by
∇XV =
(
X i∂iV
j + ΓjkiV
iXk
)
∂j (35)
where the connection coefficients are given by
∇∂i∂j = Γ
k
ij∂k (36)
We now extend these ideas to the generalised context. A generalised field V
is an element of the G-module of generalised sections ΓG(M,E). We first extend
the definition of generalised linear connection on a manifold given in [23] to the
case of a generalised connection on a vector bundle E.
Definition 7.1 (i) A generalised vector bundle connection ∇ˆ on a vector bundle
E is a map
G10 (M)× ΓG(M,E)→ ΓG(M,E)
(X,V ) 7→ ∇ˆXV
satisfying the following conditions
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(1) ∇ˆXV is R-linear in V ,
(2) ∇ˆXV is G(M)-linear in X,
(3) ∇ˆX(λV ) = λ∇ˆXV +X(λ) · V, ∀λ ∈ G(M).
(ii) Let (Vα,Ψα) be a vector bundle chart for E with coordinates x
i, i =
1, . . . ,m on M and EA A = 1, . . . n the fields on E induced by the canonical
basis on Rn. We define the generalised connection coefficients for this chart to
be the mn2 functions ΓˆBiA ∈ G(Vα) given by
∇ˆ∂ieA = Γˆ
B
iAeB, 1 6 i 6 m, 1 6 A,B 6 m . (37)
Since C∞(M) is a submodule of G(M) and the sheaf G(M) is fine (2) and (3)
imply the localisability of any generalised vector bundle connection with respect
to its arguments. (cf. [23]).
We now show how a generalised connection on P (M,G) may be used to
define a generalised vector bundle connection ∇ˆ on E. The key point is that
because of Theorem 3.2 given a connection ω ∈ Ω1G(P, g) we may (locally) take
representatives (ωε)ε of ω which are themselves connections. Given a bundle
chart (Vα,Ψα) for E we may as before define the one parameter family of func-
tions
∇ε,∂ieA = Γ
B
ε,iAeB (38)
It is a straightforward computation to show using (33) that ΓˆBAi =
(
ΓBε,iA
)
ε
defines an element of G(Vα).
If we now define
∇ε,XεVε =
(
X iε∂iV
A
ε + Γ
A
ε,iBV
B
ε X
i
ε
)
eA (39)
then this defines a generalised vector bundle connection by setting ∇ˆXV =
[(∇ε,XεVε)ε]. Furthermore the form of equation (39) guarantees that the gener-
alised covariant derivative satisfies conditions (1)–(3).
As remarked earlier an important example of a connection on an associated
bundle is provided by a linear connection on TM regarded as an associated
bundle of LM . In this case local coordinates xi on M provide a local section
s : M → LM by associating with x ∈ U ⊂ M the frame {∂i}ni=1. If ωε is a
generalised connection 1-form on LM with values in gl(n,R) then we define the
generalised Christoffel symbols Γijk,ε by
s∗ωε(V ) = Γ
i
jk,εV
jEki (40)
where X = X i∂i and E
i
j is the basis for gl(n,R) given by the matrix with a one
in the i-the column and j-th row. Then in accordance with (39) this defines a
generalised covariant derivative ∇ˆ by
∇ˆε,XV =
(
X i∂iV
j + Γjε,kiV
iXk
)
∂j (41)
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which satisfies conditions (1)–(3) of Definition 7.1. Since E = TM in this
case these are precisely conditions D1–D3 of Definition 5.1 of [23]. Hence a
generalised connection form on LM defines a generalised linear connection on
TM according to the definition of [23].
8 Characteristic Classes for Generalised Con-
nections
The curvature form Ω of a connection on a principal bundle P together with
an invariant polynomial f may be used to construct a closed 2-form f¯(Ω) on
the base M . It turns out that the element of the de Rham cohomology H∗(M)
associated with f¯(Ω) does not depend upon the choice of connection form ω on
P and is a topological invariant known as a characteristic class. For the case
of a connection on a vector bundle with fibre V one can view the bundle as an
associated bundle of a principal GL(V ) bundle and calculate the characteristic
classes of this. An important example of this are the Chern classes whose
construction we describe below.
We start by showing how to construct closed forms onM . Let f be a k-linear
symmetric map from g to R which is ad-invariant, so that
f(adgV1, . . . , adgVk) = f(V1, . . . , Vk), ∀g ∈ G, ∀Vi ∈ g . (42)
We now define the 2k-form f(Ω) on P by
f(Ω)(v1, . . . , v2k) =
1
(2k)!
∑
σ
signσf(Ω(vσ(1), vσ(2)), . . . ,Ω(vσ(2k−1), vσ(2k))) ,
(43)
where vi ∈ TpP and the sum is over all permutations σ.
We may use f(Ω) to define a 2k-form f¯(Ω) on M as follows. Let x ∈M and
ui ∈ TxM . Now let p ∈ P be such that π(p) = x and let vi ∈ TpP be such that
Dπp(vi) = ui, then we define
f¯(Ω)x(u1, . . . , u2k) = f(Ω)p(v1, . . . , v2k) . (44)
We note that the RHS does not depend upon the choice of vi which projects
onto ui since any two such vectors differ by a vertical vector and Ω vanishes
on vertical vectors, nor does the RHS depend upon the choice of p since any
two such points p1 and p2 are related by p2 = Rgp1 for some g ∈ G and
R∗gΩ = ad(g
−1)Ω. Thus f(Ω) projects onto a unique 2k-form f¯(Ω) on M .
We next observe that f¯(Ω) is closed. This follows from the fact that d(f(Ω)) =
D(f(Ω)) since Ω vanishes on horizontal vectors and D(f(Ω)) = 0 by the Bianchi
identity.
Finally using a homotopy argument one can show that given two connection
1-forms on P , ω0 and ω1 then
f¯(Ω0)− f¯(Ω1) = dQ (45)
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where Q depends upon both ω0 and ω1. Hence f¯(Ω0) and f¯(Ω1) represent the
same cohomology class, a so-called characteristic class (see [4] for details).
The results of section 5 show that the above constructions may be extended
to the case of a generalised connection.
Theorem 8.1 Let ω ∈ Ω1G(P, g) be a generalised connection 1-form on P with
generalised curvature Ω and f an ad-invariant k-multilinear map as above, then
f(Ω) projects onto a unique closed 2k-form f¯(Ω) ∈ Ω2kG (M) which satisfies
π∗f¯(Ω) = f(Ω) . (46)
Proof. We define f(Ω) using equation (43). Then by Theorem 5.3 and Theorem
5.2 f(Ω) is an invariant horizontal generalised form so that it projects onto a
unique generalised 2k-form on M given by equation (44). ✷
The theory of generalised exterior calculus on a manifold is outlined in [22]
where it is shown that all the classical operations may be extended to the gen-
eralised case. Using these ideas we may define the concept of the generalised de
Rham cohomology of M . The following result clarifies the relationship between
generalized and smooth de Rham cohomology.
Proposition 8.2 For each p > 0, the following isomorphism of real vector
spaces holds:
HpG(M)
∼= R⊗R H
p(M)
Proof. For clarity, in this proof we denote by d the usual exterior derivative
on smooth forms and by d′ the corresponding map on Colombeau forms. H∗G is
calculated through the following fine resolution of the sheaf of locally constant
Colombeau functions:
0 −→ ker(d′)
d′
−→ Ω0G(M)
d′
−→ Ω1G(M)
d′
−→ . . .
Consider now the vector spaces R ⊗R Ωp(M). Then for p = 0, the kernel of
id⊗ d : R⊗R C∞(M)→R⊗R Ω1(M) is the set of locally constant Colombeau
functions onM , i.e., ker d′. Moreover, for p > 1 the map
∑
ri⊗ωi 7→
∑
ri⊗ [ωi]
induces a bijection
ker(id⊗ d)/Im(id⊗ d)→R⊗R H
p(M) (47)
Thus we arrive at another fine resolution of ker d′ of the form
0 −→ ker(d′)
id⊗d
−→ R⊗R C
∞(M,R)
id⊗d
−→ R⊗R Ω
1(M)
id⊗d
−→ . . .
which, by the abstract de Rham theorem ([31], ch. 5), calculates the same
cohomology as above. The claim therefore follows from (47). ✷
Definition 8.3 Let ZpG(M) be the R-module of closed generalised p-forms
ZpG(M) = {A ∈ Λ
p
G(M)|dA = 0} , (48)
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and let BpG(M) be the R-module of exact generalised p-forms
BpG(M) = {A ∈ Λ
p
G(M)|∃B ∈ Λ
p−1
G (M) s.t. A = dB} , (49)
then we define the p-th generalised de Rham cohomology module HpG(M) to be
given by the quotient
HpG(M) = Z
p
G(M)/B
p
G(M) (50)
We now have the following Theorem
Theorem 8.4 Let ω ∈ Ω1G(P, g) be a generalised connection 1-form on P with
generalised curvature Ω and f an ad-invariant k-multilinear map as above, then
f(Ω) projects onto a unique generalised closed 2k-form f¯(Ω) which defines an
element of H2kG (M) which does not depend upon ω.
Proof. By Theorem 8.1 above we know that f¯(Ω) defines an element of Z2kG (M).
By Theorem 4.2 we may take a local representative (ωε)ε of ω such that all ωε are
connections. Using this and the classical result we see that given two different
connections ω0 and ω1 then f¯(Ω0)− f¯(Ω1) defines an element of B
2k
G (M). Hence
f¯(Ω) defines an element of H2kG (M) which does not depend upon the choice of
generalised connection. ✷
Since a (classical) characteristic class defines an element of the de Rham
cohomology H∗(M) which is independent of the connection one may integrate
it over a cycle to obtain a number which does not depend upon the connection.
In particular one can integrate a characteristic class in Hm(M) over the whole
manifold to obtain a topological invariant. A well known example of this is the
Euler number of an even dimensional manifold which is the integral of the Euler
class γ of the frame bundle over M . For a two dimensional manifold the Euler
class is proportional to the curvature two form and one obtains
χ(M) =
1
2π
∫
M
Ω (51)
However if one is looking at a manifold with boundary this formula needs to be
corrected by adding the integral of the geodesic curvature 1-form κg over ∂M ,
χ(M) =
1
2π
∫
M
Ω+
1
2π
∫
∂M
κg (52)
This extra boundary term is an example of a Chern-Simons term which has
to be included when integrating over a manifold with boundary since by (45)
two different connections induce characteristic classes which differ by an exact
form dQ. By including a boundary integral corresponding to Q one obtains an
expression which does not depend upon the connection.
By Theorem 8.4 it is clear that these ideas may be extended to the generalised
case to give an expression for the Euler number in terms of the integral of the
generalised curvature, however in this case one should note that the integral of
a generalised form is R-valued rather than R-valued. In fact in the generalised
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case it is more useful to turn formula (52) round to given an expression for the
generalised curvature over a singular region in terms of the Euler number and
a regular integral over the boundary
∫
M
Ω = 2πχ(M)−
∫
∂M
κg . (53)
This method was used in [5] to show that the generalised curvature of a cone
is associated to a delta function.
In the next section a similar idea will be used to relate monopole charges
of generalised connections with U(1) Chern classes and generalised instanton
numbers with SU(2) Chern classes. We therefore briefly review the general con-
struction of these classes. Let E be a complex vector bundle on a real manifold
M with typical fibre Cn. Then such a bundle may be regarded as an associated
bundle of the principal fibre bundle P (M,GL(n,C)) and any connection on E
may be obtained as the induced connection of a suitable connection on P (see
[4] for details). One may construct invariant polynomials fk k = 0, . . . , n on
GL(n,C) by writing the characteristic polynomial of the matrix A as
det (λI −A/2πi) =
n∑
k=0
fn(A)λ
n−k (54)
Now let ω be some generalised connection on P then the generalised k-th Chern
class of the vector bundle E is the generalised cohomology class of the unique
closed 2k-form ck(Ω) on M which is defined by requiring that
π∗ck(Ω) = fk(Ω) . (55)
For a two dimensional manifold the only Chern number one can obtain is given
by
C1(E) =
∫
M
c1(Ω) . (56)
However for a four dimensional manifold it is possible to construct two Chern
numbers
C2(E) =
∫
M
c2(Ω)
C21 (E) =
∫
M
c1(Ω) ∧ c1(Ω)
9 Weakly Singular Solutions of Yang-Mills equa-
tions
Historically the first example of a weakly singular solution of the Yang-Mills
equations is Dirac’s description of the magnetic monopole [10]. In this paper
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Dirac describes an electromagnetic field with an electromagnetic 4-potential
given in spherical polar coordinates by
A = α/2(cos θ − 1)dφ (57)
which he notes is singular at the origin r = 0 and also along the negative z-axis
where θ = π. However he claims that if α = n ∈ N the singularity on the axis
is physically unimportant. This is because the integral around a small loop γ
round the negative z-axis is then given by
∫
γ
A = 2nπ (58)
so that the singularity has the effect of changing the phase of the field by an
integer multiple of 2π which does not effect the physical field. If one now
computes the electromagnetic field F = dA produced by A in this case one
finds that
F =−n/2 sin θdθ ∧ dφ
=
n
2r3
(xdz ∧ dy + ydx ∧ dz + zdy ∧ dx)
which corresponds to an electric and magnetic field given by
E = 0, and H =
nr
r3
(59)
So that this solution has no electric field but a magnetic field which looks
like an integer magnetic charge centred at the origin. Indeed if we integrate over
the 2-sphere S given by t = const. and x2 + y2 + z2 = R2 one finds
∫
S
H.dS = 4πn (60)
On the other hand for a smooth vector field∫
S
H.dS =
∫
V
∇.Hdv (61)
where V is the interior of S. Now∇.( rr3 ) = 0 for r 6= 0, so that ∇.H behaves like
the Dirac delta function 4πnδ0 and the solution is said to describe a magnetic
monopole. As Dirac pointed out the condition that the integral (58) is an integer
multiple of 2π leads to the quantisation of magnetic charge according to (60).
However one is not justified in applying integral theorems in this case due to
the singularities of A.
In modern treatments of the magnetic monopole one regards iA as giving a
connection on a U(1) bundle on R4 \ {r = 0} ≅ R2 × S2. One then avoids the
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singularity on the negative z-axis by giving different descriptions of the potential
on U+ = R
4 \ {r = 0 or z < 0} and on U− = R4 \ {r = 0 or z > 0} according to
A = A+ = n/2(cos θ − 1)dφ, on U+
A = A− = n/2(cos θ + 1)dφ, on U−
Note that iA+ and iA− are related by the gauge transformation iA+ = iA− −
indφ on the thin ‘overlap’ U+ ∩U− and so define a U(1) connection on R2×S2
and that both A+ and A− agree with the field (59) on U+∪U−. In terms of this
description the magnetic charge associated with the monopole is then given in
terms of the Chern class (see [4] for details).
However from the spacetime point of view there is nothing wrong at the
origin and it would be preferable to work with a space with topology R4 rather
than exclude the origin and work with a space of topology R2 × S2. More
importantly the above description relies upon the quantisation condition α ∈ N
to ensure that A+ and A− define a U(1) connection and this method can not be
applied to the sort of weakly singular Yang-Mills connections we consider later
which have fractional charges. We therefore give an alternative formulation of
the Dirac monopole in terms of a singular Yang-Mills connection over R4.
Before doing so we consider the simpler case of a U(1) connection which is
given by
A = iαdφ (62)
where α ∈ R. It is readily verified that away from the z-axis this connection
is flat. However if one considers the holonomy generated by a small loop γ
encircling the axis one finds that it is given by exp(−2παi) so that unless α ∈ Z
the loop generates a non-trivial element of holonomy. Furthermore if we consider
the gauge equivalent connection given by
A˜ = A+ g−1dg (63)
where g(φ) = exp(−inφ) (with n ∈ Z), then A˜ generates the element of holon-
omy exp(−2π(α− n)) and without loss of generality we may use such a change
of gauge to ensure that α lies in the range 0 6 α < 1. If α = 0 then in this gauge
the connection vanishes everywhere and is globally flat. If α 6= 0 the holonomy
is non-trivial and the connection cannot be extended to a regular connection
on the whole of Minkowski space (including the z-axis). This is because in the
simple U(1) case the holonomy may be given in terms of the exponential of
the integral of the curvature and so for a regular connection this tends to the
identity as the area of the loop shrinks to zero.
Although it is not possible to give a description of (62) as a regular con-
nection on the whole of Minkowski space it is possible to define a generalised
connection on the whole of R4 which represents A. To do this we look at A in
Cartesian coordinates. In these coordinates A is given by
A =
xdy − ydx
x2 + y2
iα (64)
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This is singular on the z-axis so we replace A ∈ Ω1(R4 \R2) by a regular family
of potentials Aε which represent an element in Ω
1
G(R
4, iR)
Aε =
xdy − ydx
x2 + y2 + ε2
iα (65)
The corresponding field Fε = dAε is then given by
Fε =
2iε2αdx ∧ dy
(x2 + y2 + ε2)2
(66)
If we now write this in cylindrical polar coordinates (t, ρ, φ, z) we find
Fε =
2iε2αρdρ ∧ dφ
(ρ2 + ε2)2
(67)
Then by undertaking a calculation very similar to that in [5] one can show that
the generalised two form in Ω2G(R
4, iR) represented by the family (Fε)ε given
by (67) is associated to the distributional 2-form 2πiαδ(2)(x, y)dx ∧ dy, which
corresponds to a magnetic field given in Cartesian coordinates by
H = 4πα(0, 0, δ(2)(x, y)) (68)
We now turn to the generalised description of the Dirac monopole. As in
the previous example we start by looking at the Dirac potential A given by (57)
in Cartesian coordinates. In these coordinates A is given by
A =
α
2
(
z
(x2 + y2 + z2)1/2
− 1
)(
xdy − ydx
x2 + y2
)
(69)
We first note that in these coordinates the coefficients of dx and dy both diverge
as we approach the negative z-axis. To remedy this we again replace A by a
regular family of potentials (Aε)ε which represent an element of Ω
1
G(R
4)
Aε =
α
2
(
z
(x2 + y2 + z2 + ε2)1/2
− 1
)(
xdy − ydx
x2 + y2 + ε2
)
(70)
The associated electromagnetic field is given by Fε = dAε and a direct calcula-
tion shows that
Fε = F
1
ε + F
2
ε + F
3
ε (71)
where
F 1ε =
α(xdz ∧ dy + ydx ∧ dz + zdy ∧ dx)
2(r2 + ε2)3/2
F 2ε =
αε2zdx ∧ dy
2(r2 + ε2)3/2(x2 + y2 + ε2)
F 3ε =
(
z
(r2 + ε2)1/2
− 1
)
αε2dx ∧ dy
(x2 + y2 + ε2)2
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The first term F 1ε gives the monopole expression (59) as ε→ 0 while the flux of
the second term vanishes as ε→ 0. However the third term F 3ε diverges on the
negative z-axis and its contribution must be taken into account in computing
the flux integral. Now away from the negative z-axis F 3ε → 0 as ε→ 0, so that
lim
ε→0
∫
S
F 3ε = lim
ε→0
∫
S+
F 3ε + lim
ε→0
∫
S−
F 3ε
= 0− lim
ε→0
∫
S−
2αε2dx ∧ dy
(x2 + y2 + ε2)2
+ lim
ε→0
∫
S−
(
1 +
z
(r2 + ε2)1/2
)
αε2dx ∧ dy
(x2 + y2 + ε2)2
= 0− lim
ε→0
∮
C
α
(
xdy − ydx
x2 + y2 + ε2
)
+ 0
=−
∫ 2pi
0
αdφ
=−2απ
We therefore see that in the regularised description as well as the monopole
term F 1 there is also another term F 3 which behaves like the flux due to a
potential αdφ which corresponds to a delta function like magnetic field along
the negative z-axis. It is this term due to the ‘wire singularity’ that results in
the Chern number vanishing (as it must do given the local trivialisation over
R4) despite the presence of the monopole term. In terms of a U(1) bundle
description, if α = n ∈ Z, the connection indφ generates a trivial holonomy
e2mpii = 1 when integrated round any closed curve γ and it is this feature that
enables one to give the usual modern description of a monopole in terms of a
U(1) bundle over R2 × S2.
A more interesting example of a weakly singular connection is the “fraction-
ally charged instanton” discovered by Forgacs et al [11] (see also [12], [3], [2]).
This is a (Euclidean) self-dual SU(N) Yang-Mills connection on the 4-sphere
with a singularity along a 2-sphere. Rather than consider the exact instanton
solutions we follow R˚ade [27] and look at the general class of weakly singu-
lar SU(N) connections on the unit ball in Euclidean space. Furthermore for
simplicity of exposition we will look in detail at the case N = 2 since no new
features arise for higher values of N .
Let B denote the 4-ball x2 + y2 + z2 + w2 6 1 in Euclidean 4-space with
(x, y, z, w) Cartesian coordinates. Let D denote the disk z = 0, w = 0, x2+y2 6
1. We may now define 4-dimensional cylindrical polar coordinates (x, y, r, φ) by
z = r cosφ and w = r sinφ. Let P be an SU(2) bundle over B, then by a
singular SU(2) connection on P we mean a connection that in a local gauge
may be written
ω = ω˜ + a (72)
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where
ω˜ =
(
iα 0
0 −iα
)
dφ, 2α 6∈ Z, (73)
and a is a regular su(2)-valued 1-form. The first term defines a regular connec-
tion on B \ D, but the holonomy around a loop γ round the disk D is given
by (
exp(−2παi) 0
0 exp(2παi)
)
(74)
and it is the non-trivial nature of this holonomy that makes the connection
singular on D. (Note the reason that we demand that 2α rather than α is not
an integer is that in the SU(2) case it is possible to regard A as splitting as the
direct sum of a trivial SU(2) connection on B and a flat U(1) connection 2iαdθ
on B \D with holonomy exp(−4παi) round D, see [27] for details).
More generally one can consider singular connections on 4-manifolds which
have non-trivial limit holonomy along an embedded surface in the 4-manifold.
A theorem by L Sibner and R Sibner [29] shows that a finite energy Yang-
Mills connection on the complement of an embedded surface in a 4-manifold
has a well defined limit holonomy around the surface and that the connection
can be extended across the surface if and only if the limit holonomy is trivial.
Furthermore they also show that any such connection over B \D that is in L2,1
locally and has curvature in Lp globally is gauge equivalent to (72) (see also
[28]) so there is no loss of generality in considering singular connections given
by (72).
We now show how to replace (73) by a generalised connection on B and hence
also give a description of (72) as a generalised connection on B. This enables us
to give an explicit formula for the curvature of the regularised version of (72).
As usual we start by writing (73) in Cartesian coordinates
ω˜ =
(
iα 0
0 −iα
)
xdy − ydx
x2 + y2
(75)
and introduce the corresponding regular family of connections according to
ω˜ε =
(
iα 0
0 −iα
)
Aε (76)
where Aε is the 1-form given by
Aε =
xdy − ydx
x2 + y2 + ε2
(77)
This may be used to define a generalised connection in Ω1G(P, su(2)) which is
represented by the family (ωε)ε given in a local gauge by ωε = ω˜ε + a. The
corresponding curvature is an element of Ω2G(P, su(2)) which is represented by
the family given by
Fε = dω˜ε + da+ [ω˜ε + a, ω˜ε + a] (78)
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In order to calculate this we decompose the su(2) valued 1-form a into its
diagonal and off diagonal components
(
aD aT
−a¯T −aD
)
(79)
and use the fact that if a and b are two su(2)-valued 1-forms then
[a, b]D =−2iIm(aT ∧ b¯T )
[a, b]T = 2(aD ∧ bT − aT ∧ bD)
We then find that
Fε = F
1
ε + F
2 (80)
where the first term is the singular part and is given in terms of its diagonal
and off diagonal pieces by
F 1ε,D = dAε, F
1
ε,T = −2iαaT ∧ Aε (81)
with Aε given by (77) and dAε given by
dAε =
2ε2dx ∧ dy
(x2 + y2 + ε2)2
(82)
while the second term is the regular part and is just the curvature of the regular
part of the connection
F 2 = da+ [a, a] (83)
The curvature of the generalised connection therefore splits into a smooth part
F 2 ∈ Ω2(P, su(2)) given by (83) and a singular part F 1 ∈ Ω2G(P, su(2)) repre-
sented by the family given by (81), the new feature in the su(2) case being the
way that the off diagonal piece is the wedge product of the smooth and singular
parts of the connection.
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