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Some identi t ies and congruences for a special 
family of second order recurrences 
JAMES P. JONES* and PÉTER KISS 
A b s t r a c t . For a fixed integer a wi th | a |>2 let Y{n) and X(n) be second order l inear 
recursive sequences def ined by 
Y(n)-aY(n-l)-Y(n-2) and X(n) = aX(n-l)-X{n-2) 
respectively, where t h e initial t e r m s are F{0)=0, y ( l ) = l , X(0) = 2 and X ( l ) = a. In th is 
paper we prove ident i t ies for these sequences which yield some congruences for the t e rms 
Y(kn) a n d X(kn), where the m o d u l u s are a power of t he nth t e rms. 
Let Y(n), n — 0 ,1,2, . . be a second order linear recursive sequence 
defined by 
Y{n) = aY(n - 1) - Y(n - 2), 
where a is a given integer with \a\ > 2 and the initial terms are Y(0) = 0 
and Y( 1) = 1. Its associated sequence will be denoted by X(n) which is 
defined by 
X(n) = aX(n-l)-X(n-2) 
and by initial terms X(0) — 2, X ( l ) = a. It is well known that the terms of 
these sequences can be expressed as 
(1) Y(n) = a " " f and X(n) = a " + ßn, 
OL — P 
where 
a + y/ a2 — 4 a — y/ a2 — 4 
a = and 3 = 
2 2 
are the roots of the polynomial x2 — ax + 1. 
* Research supported by National Science and Research Council of Canada, Grant N -
OGP 0004525. 
** Research supported by Foundation for Hungarian Higher Education and Research and 
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The sequences X{n) and Y(n) have important applications to Diophan-
tine equations and Hilbert's tenth problem since they give all solutions to 
the polynomial identity 
- (a2 - 4) y ' = 4 
(see [4]). These sequences are special cases P = a and Q = 1 of more 
general linear recurrent sequences Vn and Un of Lucas which was defined 
by the recursion Un = PUn-\ — QUn-2- Consequently many identities and 
congruence properties are know for our sequences X, Y and also for more 
general sequences (see, e.g. [1], [2], [3] and [5]). For example it is well known 
that 
Y(kn) = 0 (mod F(n)) 
for any natural numbers k and n. Lucas [3] also showed many properties 
of these sequences, e.g. he showed that Y(2n) = X(n)Y(n) and X{2n) — 
X{n)2 — 2 and so 
X(2n) = - 2 (mod X(n)2). 
The purpose of this paper is to prove some congruences involving Y(kn) 
and X{kn), where the modulus is a power of the nth term. In the proofs 
we use formulas of (1) but sometimes we give other methods not using the 
Binet formula. Specifically we prove the following congruences: 
Theorem 1. Let A; be an even positive integer. Then 
Y(kn) = ^ y ( 2 n ) (mod F (n ) 3 ) 
for any integer n > 0. 
Theorem 2. Let A; be an odd positive integer. Then 
Y(kn) = kY(n) (mod Y ( n f ) 
for any integer n > 0. 
Theorem 3. Let A; be an odd positive integer. Then 
X(kn) EE (mod X(n)2) 
for any integer n > 0. 
Theorem 4. Let A; be an even positive integer. Then 
X(kn) = 2{-l)k/2 (mod X(n)2) 
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for any integer n > 0. 
We prove some summation identities for the sequences which will be 
used for the proofs of the above theorems. 
Lemma 1. If & is an even positive integer, then 
Y(kn) — ^ Y(2n) = (a2 - 4)Y(2n) £ Y (n ( k - - X + l ) Y 
!<<<[*] V V U 
for any natural number n. 
Proof. Since k is even, we can write k = 2t. 
Let first t be an odd integer. By (1), using a — ß = y/a2 — 4 and aß = 1, 
we have 
( 2tn ß2tn 
y ^ ) = —^Tg— 
a2n _ ß2n 
^a2n(í-l) + a2n(t-2)ß2n . . . + ß2n(t-l)^ 
a - ß 
= Y(2n) ( 1 + X ) (a2n(í"2í+1) + 
i=i 
t - i 
= Y{2n) f 1 + + X (V«"2^1) -
í ^ 
— Y(2n) i + ~~ 4)y (n(i — 2i + 1)) 
Prom this the lemma follows in the case t is odd. 
Now let t be even, i.e. t = 2j for some j. Then 







= t + Y/{a2 - 4)Y (n{t - 2i + 1))\ 
2 = 1 
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and so, similarly as above 
Y(kn) = Y{2n) ^ + (a2 - 4)^y(n(i - 2i + l))2j 
follows which impHes the lemma. 
Lemma 2. If A: is an even positive integer, then 
k-2 
k 2  
Y(kn) - -Y(2n) = (a2 - 4 ) 1 » ^ Y(m)Y(ni + n) 
2
 i=i 
for any natural number n. 
Proof. The identity will be proved by induction on k. The lemma 
holds for k = 2 since both sides of the identity are 0 in this case. Now let 
us suppose that the identity holds for an even positive integer k. We prove 
that then it holds also for k + 2. To this and by the induction hypothesis, 
it is enough to prove that 
(Y((k + 2)») 2n)) - (y(fcn) - £ y ( 2 » ) ) 
= (a2 - t)Y(n)Y ( V ) 7 (Jn + ») , 
or equivalently 
2y (A;n + 2ra) - 2Y(kn) - 27(2n) 
( 2 )
 = 2(a2 - 4)Y(n)Y Q n ) K Q n + n ) . 
To prove this we need the equations 
(3) Y(2n) = X(n)y(n), 
(4) X(2n) = (a2 - 4)y(n)2 + 2 = X{nf - 2, 
(5) 2y (n + m) = Y(n)X(m) + X(n)y(m) 
and 
(6) 2X(n + ra) = X(n)X(m) + (a2 - 4)y(n)y(m). 
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These are old identities known to Lucas [3], which can be proved easily using 
(1) and the fact that (a - ßf = a2 - 4. 
To verify (2), by (3), (4) and (5) we get 
2Y(kn + 2n) - 2Y(kn) - 2Y(2n) 
= Y(kn)X{2n) + X{kn)Y(2n) - 2Y(kn) - 2Y(2n) 
= Y(2n) (X(kn) - 2) + Y(kn) (X(2n) - 2) 
= Y(n)X{n) (X(kn) - 2) + Y(kn){a2 - 4)Y(n)2 
= Y(n)X(n)(a2 - 4)Y g n ) ' Hh 7 g n ) X Q n ) (a2 - 4) Y(n)2  
= (a2 - 4) Y(n)Y Q n ) (V Q n ) X(n) + X Q n ) Y(n) 
= 2(a2 - 4 ) Y ( n ) Y Q n ) Y Q n + n 
So (2) holds and the lemma is proved. 
Lemma 3. If A; is an even positive integer, then 
2 




(8) J2Y{ni)Y(ni + n) = X(n) £ 7 ( n Q - 2t + l ) ) 
i=o i<*<[f 
for any natural number n. 
Proof . (7) follows from Lemma 1 and 2 and (8) follows from (7) using 
(3). 




1 = 0 
Y(kn) - kY(n) = (a2 - 4)Y(n) ^ Y(ni) 
for any natural number n. 
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Proof. The proof could be carried out by using the Binet formula (1), 
but we follow another way similar to the proof of Lemma 2. 
The lemma holds for k = 1, because then both sides are 0. Assume that 
the identity holds for an odd k. We have to show that then it holds also for 
k + 2. By the induction hypothesis we have to prove that 
(Y((k + 2)n)-{k + 2)Y(n)) - (Y(kn) - JfcY(n)) 
- ( a ' - ^ w y p * ^ " 
or equivalently 
2Y(kn + 2n) - 2Y {kn) - 4Y(n) 
( 9 )
 = 2 ( a > - 4 ) Y ( n ) Y i n { k + 1 ) 
By (3), (4), (5) and (6) we have 
2 Y { k n + 2n) - 2 Y { k n ) - 4Y(n) 
= Y{kn)X{2n) + X(fcn)Y(2n) - 2Y{kn) - 4Y(n) 
= X(kn)Y(n)X(n) + (X(2n) - 2) Y(kn) - 4Y(n) 
= Y{n)X{kn)X{n) + (a2 - 4)Y(n)2Y(kn) - 4Y(n) 
= Y(n)(X(fcn)X(n) + (a2 - 4)Y(*n)Y(ra)) - 4Y(n) 
= 2Y(n)X(kn + n) - 4Y(n) = 2Y(n) (X(kn + n) - 2) 
= 2y („)(„> - 4 ) v ( ^ y = 2(a2 - 4 ) y ( „ ) y ( ^ ) 2 . 
Thus (9) holds which proves the lemma. 
Now we can prove the theorems. 
Proof of T h e o r e m 1. The theorem follows from Lemma 1 or Lemma 
2 since Y(tn) is divisible by Y(n) for any positive integers t and n. 
Proof of T h e o r e m 2. Similarly as above, the theorem follows from 
Lemma 4 since Y{n) | Y(ni). 
Proof of Theorem 3. Let k = 2q + 1 (q > 0). We prove the theorem 
by induction on q. For q = 0 and q = 1 the theorem can be seen directly. 
Suppose that q > 1 and that the theorem is true for numbers less than q. 
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Then using aß = 1 we have 
X(kn) = X(n{2q + 1)) =
 a
n(2q+1)
 + ß^+V 
- ^an(2q-l) + ßn(2q — 1) ^  ^Q2n + ß2nj _ ^Qn(2g-3) + ßn(2q-3 
= (—l)q~1(2q - l)(an + ßn)(a2n + ß2n) 
- ( -1 ) 9 " 2 (2 q - 3 )(an + ßn) (mod (an + ß n f ) . 
But a2n + ß2n = (an + ßn)2 - 2 = - 2 (mod X(n)2) and so 
X(*n) = K + /T) ^ —2(- l ) 9 _ 1 (2q - 1) - ( - l ) 9 " 2 ^ - 3)) 
= (an+ßn)(-iy(2(2q-l)-(2q-3)) 
= ( - l ) 9 (2g + l ) ( a n + /3n) (mod (a71 + /T)2) . 
Erom this the theorem follows since k = 2q + 1. 
Proof of Theorem 4. Let k — 2q (q > 0). We prove Theorem 4 also 
by induction on q. By (4) the theorem can be easily verified for q = 1 and 
q — 2. Assume that q > 2 and that the theorem holds for q — 1 and q — 2. 
Then by the hiphothesis, using (1) and (4), we have 
X(kn) = X(2nq) = a2nq + ß2nq 
= + ^ n U - l ) ^ (Q2n + _ ^2n( , -2) + ß2n(q-2)^ 
= —4( —1)9_1 - 2( —l)9 - 2 EE 2( —l)9 (mod X{n)2) 
which proves the theorem. 
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An approximat ion problem concerning 
linear recurrences 
KÁLMÁN LIPTAI* 
A b s t r a c t . Let {/in}T=o a n c ^ { ^ n j - ^ o ("=0,1 ,2 , . . . ) be sequences of integers def ined 
by Rn=ARn-i-BRn-2 and Vn = A V n _ 1 - S V „ _ 2 , where A and B are fixed non-zero in-
tegers . We prove t h a t the d i s tence f rom the po in t s Pn(Rn ,Rn + 1 ,Vn) t o the line L, L is 
def ined by x=t,y=at,z—V~Dt, t ends to zero in some case. Moreover, we show t h a t t h e r e 
is no la t t ice po in t s (x,y,z) nearer to L than Pn(Rn ,Rn+ i ,V n ) if and only if | ß | = l . 
Let {RN}%L0 and {Vn}^_0 be second order linear recurring sequences 
of integers defined by 
RN = A Ä n - i - BRN-2 (n > 1), 
y n = A y n _ ! - BVN.2 ( n > 1 ) , 
where A > 0 and B are fixed non-zero integers and the initial terms of the 
sequences are Rq = 0. R\ = 1. Vq = 2 and V\ = A. Let a and ß be the roots 
of the characteristic polynomial x2 — Ax + B of these sequences and denote 
by D its discriminant. Then we have 
(1) VD = \JA2 -4 B = a - ß , A = a + ß, B = aß. 
Throughout the paper we suppose that D > 0 and D is not a perfect square. 
In this case, a and ß are two irrational real numbers and |a | ^ \ß\, so we 
can suppose that J or | > \ß\. 




 - 3n (2) RN= and Vn = an + ßn. 
a — p 
Some results are known about points whose coordinate are terms of linear 
recurrences from a geometric points of view. G. E. Bergum [1] and A. F. 
* Research supported by the Hungarian National Scientific Research Foundation, Operat-
ing Grant Number OTKA T 016975 and 020295. 
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Horadam [2] showed that the points Pn = (Rn, Rn+i) he on the conic section 
Bx2 - Axy + y2 + eBn = 0, where e = AR0R\ - BR2 - R\ and the intial 
terms RQ and R\ are not necessarily 0 and 1. For the Fibonacci sequence, 
when A — 1 and B = — 1, C. Kimberling [6] characterized conics satisfied by 
infinetely many Fibonacci lattice points (x ,y ) = ( F m , F n ) . J. P. Jones and 
P. Kiss [4] considered the distance of points Pn = (Rn, Rn+i) and the line 
y = ax. They proved that this distance tends to zero if and only if \ß\ < 1. 
Moreover, they showed that in the case \B\ = 1 there is not such a lattice 
point (x,y) which is nearer to the mentioned line than P n , if |x| < |Än | . 
They proved similar arguments in three-dimensional case, too. 
In this paper we investigate the geometric properties of the lattice 
points Pn = (Rn, Rn+i , Vn). We shall use the following result of P. Kiss 







implies that v/q = Rn+i/Rn for some n > 1. 
It is known, that 
(3) lim = a 
n-> oo K n 
and 
(4) lim ^ r = >/D 
n—>oo Kn 
(see. e.g. [3], [7]). 
Let us consider the vectors (Rn, Rn+i, Vn). Since by (3) and (4) and 
using the equality 
(Rn, Rn+l, Vn) ~ Rn (1, ^ , ) V -fin TIN J 
we get that the direction of vectors (Rn, Rn+i, Vn) tends to the direction 
of the vector a , y/D^j . However, the sequence of the lattice points Pn = 
(Rn, Rn+i, Vn) does not always tend to the line passing through the origin 
and parallel to the vector Vd), we give a condition when it is hold. 
Theorem 1. Let L be the line defined by x = t, y = at, z — y/Dt, 
t E R. Futhermore, let dn be the distance from the point (Rn, Rn+i, Vn) 
(n = 0,1, 2 , . . . ) to the line L. Then lim dn = 0 if and only if \ß\ < 1. 
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Proof. It is known that the distance from the point (ZQ , yo, to the 
line L is 
, , , _ {^/DXQ - Zp) + {axp - yo)2(VDyo - azoy (5; — \ / 1 + a2 + D 
By (1), (2) and (5), we have 
1 + a 2 +ű 
(6) 
U0">+0**{=£*f-)2 + 02*{-0-°)2 _ / /3 2 "(5 + A 2 ) _ \ oin / 5+ A2 '  
-
 Y 1 + a 2 + D ~ V l + « 2 + D ~ y 1 + a2+D " 
Prom this the theorem follows. 
It is easy to see that points Pn are on a plane. We investigate whether 
there is a lattice point P — (x,y,z) in the plane such that jxj < |Än | and 
P is nearer to the line L than Pn. We use the previous denotations. 
Theorem 2. The points Pn = (Rn, i?n+i , Vn) are in a plane. Further-
more if n is sufficiantly large, than there is no lattice pont (x,y,z) in this 
plane such that dXiVtZ < dn and |x| < |Än | if and only if \B\ — 1. 
Proof. First suppose |j9| = 1. In this case, obviously, \ß\ < 1 and a is 
irrational, as it was supposed. 
Using (2), we have 
£ n + i = + = + / T 
a
n
 - ßn aßn - ßn+l  
a — ß a — ß 
and similarly 
Rn+1 = ßRn + OLn. 
Adding these equation, we get 
(7) 2 Rn+l =(a + ß)Rn + Vn. 
Consequently, the points Pn are on the plane which is defined by the 
equation Ax — 2y + z = 0. It is easy to prove that L is also on this plane. 
Assume that for some n there is lattice point (x,y,z) on this plane such 
that 
(8) dX y Z 5Í dn 
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and \x\ < |Än | . Using the equation of the plane 
(9) (a + ß)x - 2y + 2 = 0 
we get the following equalities 
VDI = |(a — ß)x — z\ 
— I [ax — (ßx + z)\ = \ax — (2 y — ax)\ = 2 — y | 
and 
(11) y/Dy- az = I (a - ß)y - (2 ay - a ( a + ß)x)\ = \a + ß\ \ax - y\ . 
Thus, from (1), (5), (6), (8), (10) and (11) we obtain the inequality 
az - yI < \ß\ d x, y,z 
A2 + 5 
1 + a2 +L> 
and so using |x| < |Ä n | and (1), we get 





1 + a2 + D ' 
l~(ß/a)n 1 -(ß/a) 
< 
a 
From this, using the mentioned theorem of P. Kiss and its proof, we obtain 
x — R{, y = R{+1 and by (9) z = 2y — [a + ß)x = Vn, for some z, if n is 
sufficiently large. Thus dXiVjZ < dn. But by (6), d^ < dn, only if k > n, so 
i > n. It can be seen that | Rt \ , l-ßt+i | , . . . is an increasing sequence if t is 
sufficiently large, so |x| = \R{\ > \Rn\, which contradicts the assumption 
\x\ < IR-nI• 
To complete the proof, we have to show that in the case \B\ > 1 there 
axe lattice points (x,y,z) for which dX)VtZ < dn and |x| < |Än | for some n. 
Suppose \B\ > 1. If \ß\ > 1, then by (6), dn —> oo as n —> oo, so there 
are such lattice points for any sufficiently large n. 
If \ß\ — 1 the dn is a constant and there are infinetely many n and 
points (x,y,z) which fulfill the assumptions. 
Suppose \ß\ < 1. Let y/x be a convergent of the simple continued frac-
tion expansion of the irrational a. Then, by the elementary properties of 
continued fraction expansions of irrational numbers and by (10), (11), we 
have the inequalities 
, 1 \ax -yI < 
V~Dx — z 
V~Dy — az 
= 2\ax - y\ < 
= \a + ß\ \ax -y\<\a + ß\ - . 
x 
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Using by (5) we obtain 
I A2+5 (12) dXtVtZ < r-y 
x\ V 1 + a 2 + D 
Let the index n be defined by |Ä n _i | < |x| < \Rn\. For this n, by (1), (2), 
(6) and (12), we have 
B r / A2 + 5 
1 + a2 + D 





 \a\\l + a2 + D \a\y/D\Rn^\ ' V 1 + a2 + D 
, A2 +5 1 
> I
 + a
2+ D ' x >dx'y'z 
if n is sufficiently large, since |J3| > 1. 
This shows that, for any lattice point (x,y,z) defined as above, there 
is an n such that dx,yfZ < dn and |x| < |Än | . This completes the proof. 
References 
[1] G . E . BERGUM, Addenda to Geometry of a generalized Simson's 
Formula, Fibonacci Quart. 22 N^l (1984), 22-28. 
[2] A . F . HORADAM, Geometry of a Generalized Simson's Formula, Fi-
bonacci Quart. 20 N^2 (1982), 164-68. 
[3] D. J A R D E N , Recurring Sequences, Riveon Lematematika, Jerusalem 
(Israel), 1958. 
[4] J. P. Jones and P. Kiss, On points whose coordinates are terms of a 
linear recurrence, Fibonacci Quart. 31, (1993), 239-245. 
[5] P . KlSS, A Diophantine approximative property of second order linear 
recurrences, Period. Math. Hungar. 11 (1980), 281-287. 
[6] C . K L M B E R L I N G , Fibonacci Hyperbolas, Fibonacci Quarterly, 28, N£1 
(1990), 22-27. 
[7] E . LUCAS, Theorie des fonctions numériques simplement periodiques, 
American J. Math., 1 (1978), 184-240, 289-321. 

A note on t h e pr ime divisors of Lucas numbers 
PÉTER KISS* and BÉLA ZAY* 
A b s t r a c t . A sequence R0, RIT R2,--- of ra t ional in tegers is called sequence of Lucas 
n u m b e r s wi th p a r a m e t e r s A and B if R N = A R n - i + B R N - 2 (N>l) and t he ini t ia l t e rms 
are H o = 0 , RI=L. Let / ( n ) be the reciprocal sum of the d i s t inc t pr ime divisors of RN. It 
is known t h a t there is a c o n s t a n t c>0 such t h a t ^ f(n) = cx+0(x). We show t h a t the 
n < x 
average order of f(n) is also acons t an t if we consider the func t ion only on a sho r t interval 
[x,x+z], where 2/log log x-+oo if X—+00. 
Let £ 0 , be a sequence of Lucas numbers with parameters A and 
B defined by 
Rn = ARn_ 1 + BRn_2 (n > 1), 
where A, B are fixed nonzero coprime rational integers and the initial terms 
are RQ = 0, R\ = 1. Denote by a and ß the roots of the equation x2 — Ax — 
B — 0. In the following we suppose that the sequence is a non degenerate 
one, i.e. <y/ß is not a root of unity. It is known that the terms of this sequence 
can be expressed by 
a n - 3 n 
( 1 ) Rn = 
a - ß 
for any n > 0. It is also known that if p is a prime and p\B, then there are 
terms of the sequence divisible by p. We denote the least positive index of 
these terms by r(p). Thus p | i?r(p) but p\Rm for 0 < m < r(p). If p\B, 
D = A2 + 4B and ( D/P) denote the Legendre symbol with (D/P) = 0 in the 
case p I D, then we have 
(2) r ( p ) l ( p - ( % ) ) 
and 
(3) p I Rn if and only if r(p) \ n 
(see e.g. D. H. Lehmer [4]). 
* Research supported by the Hungarian OTKA foundation, N° T 016975 and 020295. 
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The purpose of this note is to study the reciprocal sum of the prime 
divisors of Lucas numbers. Let / ( n ) be the reciprocal sum of prime divisors 
of Rn, i.e. let 
/ W = E ; ( n > ° ) -
p\Rn 1 
We write f(n) = 0 if Rn = ± 1 ( R n ^ 0 for n > 0 since a/ß is not a 
root of unity). The value of f(n) can be arbitrarily large (e.g. in the case 
n = m\ f(n) > log log log n) and arbitrarily small (e.g. if n is a prime then 
f [ n ) < (log log n)2/ny But the average order of f{n) is a constant 
f(n) = c0x + O(log log x) 
n<.x 
(see P. Kiss [3]). It is proved in [2] for the special case (A; B) = (3;—2), 
that if Rn = 2n — 1 is the sequence of Mersenne numbers, then the average 
order of f (n ) is also a constant even if we consider the function in a short 
interval. For general sequences we show a similar result. 
Theorem. Let x and z be positive integers such that 
z 
-— > oo as x —> oo. 
log log x 
Then for any sufficiently large x we have 
x+z 
f ( n ) = cz + o(z), 
n=x 
where c > 0 is a constant depending only on the parameters of the sequence. 
For the proof of theorem we need some auxiliary results. In the proofs 
Ci,C2,... will denote positive constans depending only on the sequence. Fur-
thermore we shall use some elementary results of prime number theory, they 
can be found e.g. in [1]. 
Lemma 1. For the reciprocal sum of the primes for which r(p) < y we 
have 
V - = log logy + 0 ( 1 ) Í—/ p 
r(p)<y 
for any sufficiently large positive y. 
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Proof. By (2) r(p) < p + 1 and so 
(4) £ - > + 0 ( 1 ) = log l o g y + 0(1). 
r(p)<y ^  P<y 
On the other hand, by (1), 
(5) |Ä„| < exp(cin) 
with some c\ > 0. By (5) Rn has at most C2n distinct prime divisors since 
the product of the first c'2n primes is greater than eCin for some C2. From 
this it follows that the number of primes for which r(p) < y is less than 
c3y2. But each of the first c^y2 primes is less than c4y3 and so 
(6) E - < E - = log l o g y + 0(1). 
r(p)<y p<cty3 
From (4) and (6) the lemma follows. 
Lemma 2. For the primes with p\B the sum 
y — pr(p) 
P I B 
convergens. 
Proof. Since p | r r(p), by (5) p < exp(c1r(p)) and logp < cxr(p) 
follows. So 1 1 
y —TT < c5 V 1 p Pr{P) p Piogp 
P\B 
It is known that the last sum is convergent which proves the lemma. 
Proof of the Theorem. Let x and z be sufficiently large positive 
integers. We can suppose that z < x since in the case z > x the Theorem 
follows from the case z < x. The sum in the Theorem can be written as 
x-\-z 
(7) £ f(n) = A(x) + B(x), 
n=x 
where 








^ ) = £ £ £ ~ 
*(*) = £ £ £ 
d < z 
By Lemma 1 and 2, using (3) and the condition of the Theorem, we have 
* m = e ( G
 + 0(I)) E p] £ ^ 
d<z \ r{p) = d ' ) r{p)<z y yF> 
(8) 
+ ° £ J = « + 0 « , 
\r(p)<2 / 
where c is a constant determined by Lemma 2. 
Now we give an estimation for B(x). Since every d with d > z occurs 
at most once in the sum, by Lemma 1 and z < x we get 
* < • > < £ E r £ r d<x+z r(p) — d r(p)<x+z 
= log log(x + z) + 0(1) = log log X + 0(1). 
But log log x = o(z) by the condition of the Theorem, so 
(9) B(x) = o{z). 
From (7), (8) and (9) the Theorem follows. 
Lastly we note that our theorem can be improved. In the proofs we 
have used only some elementary results of prime number theory. Using some 
deeper methods and results (e.g. the Brun-Titchmarsh inequality) the con-
dition for z can be replaced by 2/iog log log x —> oo. 
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Two problems related to the 
Bernoulli numbers 
FERENC MÁTYÁS* 
A b s t r a c t . In th is p a p e r we deal wi th two similar p rob lems . First we look for those 
po lynomia l s / j t (n) wi th r a t iona l coefficients for which the equal i ty Sk (n)—ík+2k H \-nk = 
( f k ( n ) ) m holds for every posit ive integer n with some posi t ive integer k and m ( > 2 ) . In 
our first t heo rem we prove for m>2 t h a t Sk ( n )= ( fk(n))m holds for every pos i t ive integer 
n if and only if m—2, k—3 and J3(n)— f n 2 + \n. In the second pa r t of this p a p e r we look 
for those po lynomia ls f(n) with complex coefficients for which the equal i ty 
2n — 2 
Pk(n,c) = £ n ^ ( 2 " - 1 ) B 2 n _ , = ( / ( n ) r 
j=k 
holds for every integer n>k with some integer m>2, where /c€{2,3,4}, Bj is the jth 
Bernoul l i n u m b e r and c is a complex p a r a m e t e r . In our second theorem we prove for 
m > 2 t h a t P 2 ( n , c ) = ( / ( r i ) ) m holds for every integer n>2 if and only if m = 2, c—l±i2\/2 
and / ( n ) = n + p where p— — while in the cases of 3 or 4 and m>2 t h e equal i ty 
Pk(n,c)—{ f(n))m d o e s n ' t hold for any po lynomia l / ( n ) . 
Let us introduce the following notations: (£) is the usual binomial coef-
ficient; Bj is the jth Bernoulli number defined by the recursion 
(1) E Í J ^ O (k > 2) 
3=0 
with B0 = 1. Sk(n) = lk + 2k + • • • + nk (n > 1, k > 1 are integers); 
2n —2 
Pk(n,c) = Yh 712n—j (2 UJ1) - j > where n> k >2 are integers and c is a 
j=k 
complex parameter; and / ( n ) are polynomials of n with rational and 
complex coefficients, respectively. 
The problem of looking for those polynomials fk(n) and integers m > 2 
for which Sk{n) = f° r every positive integer n was proposed and 
Research supported by the Hungarian OTKA foundation, N £ T 020295. 
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solved in [1] and the author of this paper also was among the solvers. In 
our Theorem 1., using the Bernoulli numbers, we give a new proof for this 
problem. 
Theorem 1. If m > 2 is an integer then there exists a polynomial 
fk{n) such that Sk{n) = for every positive integer n if and only 
if m = 2, k = 3 and /3(n) = \n2 + \n. 
Proof. It is known that Sk{n) can be expressed by the Bernoulli num-
bers and the binomial coefficients, that is 
(2) ' x • 
+ „ 2 . fk + 1 
+ •••+1
 fc_JW + ( k \Bkn 
moreover 
(3) B0 = l,Bl = -l-,B2 = i , J? 3 = 0 , . . . and 
Bj — 0 if and only if j > 3 and j is odd. 
Let fk(n) = CLjU3 + • • - + 0171 + 00 be a polynomial of n over the rationals 
and a j í 0. If Sk{n) = ^fk(n)) f° r some m, then by (2) öq = 0 follows 
and since m > 2 so the degree of the polynomial (Vfc(n)j is at least two, 
that is Bk = 0 in (2). But by (3) Bk — 0 implies that k > 3, k is an odd 
integer and Bk-i / 0. 
From the equality Sfc(n) = it follows that 
Í T I ( C 1 0 + • • • + ( Í - 1) = a > m ' + " • + 
and from this we get m = 2 and a\ ^ 0. 
So we have to investigate the equality 
w r h r ("k+1 + ' ' ' + C - ! ) B k ~ i n 2 ) = {ajn3 + " ' + a i n ) 2 
from which we obtain that k + 1 = 2j and j- = a2. Moreover dj is a 
rational number, therefore k + 1 = 4 / and j = 2 / . (4) can be written in the 
following form: 
1
 ( M I
 + 
(5 ) 
= (a2jn2f + b a2n2 + <nn) 
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and from (5) by 0 and (3) a2 = a4 = . . . + a2/_2 = 0 follows. But 
2Ö2/«I = k^[{kk^2f)Bk-2f í 0, that is Bk.2f = ^ / - 1 - 2 / = £ 2 / - I / 0. It 
implies that 2/ — 1 = 1, and so / = 1, j = 2 and k — 3. Thus we have got 
the only solution m = 2, k = 3, h{n) = | n 2 + \n and 63(71) = (~n2 -f | n ) 2 
In [2], using the definition i \ ( n , c), one can find the proof of the equality 
-P2{n, 3) = n — 3 + ^ ; - I n our Theorem 2. we generalize this result and the 
proof will be similar to that proof which was sent for the original problem 
by the author of this paper. 
Theorem 2. a) If m > 2 is an integer then there exists a polynomial 
f(n) such that P 2 ( ^ c ) = ( f ( n ) ) m f° r every integer n > 2 if and only if 
m = 2, c = 1 db i2\[2 and f(n) = n - l ± 
b) If m > 2 and k — 3 or 4 then the equahty Pjt(n,c) — (f(n))"1 can 
not be solved by any polynomial f(n) and parameter c. 
Proof. One can easily verify the following equality: 
j — c (2n — 1\ (2n — 1\ c f 2n 
^ 2n - j V j J \2n - jJ 2n \2n - j 




 /2n - 1\ c 2 ^ f 2n \ 
(?) />*(», c) = n E ( 2 n _ j ) B — - 2 E U - J ^ 
j — k j — k 






£ ( Í I - Í J ^ - ^ - U - i 1 ) 5 * - 1 2 n - j 
í : , V r , - > - C , . - , ' i * 
£ ( 2 n - j ) ^ = -(iT-i)02"-1 " G - M 0 * - 1  j — k 
2 n \ / 2 r c \ „ / 2 n \ „ 
i - 2 í w - - l i l " U K 
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First let us deal with the case a) of the Theorem 2. If k = 2 then by 
(7), (8), (9) and (3) 
,
 v / (2n - 1 \ (2n - l \ n P2(n,c) = n ( - i x J ^ i - ^ 0 ) B o 
c ( ( 2n \ ^ (2n\ ^ (2n\ ^ \
 2 3 -f c c 
follows. From this, investigating the polinomial equality P2(n,c) = ( f ( n ) ) m 
in the case m > 2, we can see that m = 2 and f(n) = (n + p) , where 
= - 1 ± a n d c = 1 ± i2\[2. V 
Now let us consider the case b) of the Theorem 2. 
If ft = 3 then by (7), (8), (9), and (3) 
, , ( (2n - 1 \ / 2 n - 1 \ „ (2n - 1 \ 
- K - O - C r ) » - C K 
n3 9 + c , 7c + 20 c 
= • • • = b n2 n + - . 
3 6 12 2 
If n) = (f{n))m and m > 2 then m = 3 and f(n) should have the form 
f[n) = — + -{/J- But it is easy to verify that such complex numbers c 
don't exist. 
If k — 4 then B3 appears on the right side of (8) and (9). But i?3 = 0 
and so P 3 (n ,c) = P4(n,c) . Therefore P 4 (n ,c) = {f(n))m (m > 2) is also 
unsolvable. 
R e m a r k . The statement of the Theorem 2 can also be extended for 
k > 5 too, but it seems, that there is no polynomial / (n ) such that Pk(n, c) = 
( / (n ) ) m where m > 2. 
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Multipl icat ive funct ions satisfying 
the equat ion /(™2 + n2) = (/(m))2 + (/(n))2 
PHAM VAN CHUNG 
A b s t r a c t . P u r p o s e of the present p a p e r is to charac ter ize mul t ip l ica t ive func t i ons 
/ which sa t i s fy the equa t ion f(m2+n2)=(f(m))2+(f(n))2 for all posi t ive in tegers 171 and 
n. 
1. Introduction 
A "multiplicative function" is a function / defined on the set of the pos-
itive integers such that f(mn) = f(m)f(n) whenever the greatest common 
divisor of m and n is 1. The function / is called "completely" multiplicative 
if the condition f(mn) = f(m)f(n) holds for all m and n. 
Claudia A. Spiro [2] proved that if a multiplicative function / satisfies 
the condition f(p + q) = f(p) + f{q) for all primes p, q and f(po) ^ 0 for at 
least one prime po, then f(n) = n for each positive integer n. 
Replacing the set of primes by the set of squares, in [1], we have inve-
stigated the multiplicative functions / satisfying the condition 
(A) / ( m 2 + n2) = / ( m 2 ) + / ( n 2 ) 
for all positive integers m, n. We have shown that if / ^ 0 is mult ip he at ive, 
then / fulfills the condition (A) if and only if 
either 
(A-l) /(2 fc) = 2k for all integers k > 0, 
(A-2) f(pk) = Pk f° r primes p = 1 (mod 4) 
and all integers k > 1, and 
(A-3) f(q2k) = q2k for all primes q= 3 (mod 4) 
and all integers k > 1 
or 
(a- l ) / (2) = 2 and / ( 2 k ) = 0 for all integers k > 2, 
(a-2) f(pk) = 1 for all primes p = 1 (mod 4) 
and all integers k > 1, and 
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(a-3) f(q2k)= 1 for all primes q = 3 (mod 4) 
and all integers k > 1. 
In the present paper we consider a similar question, and we give solutions 
of multiplicative functions / satisfying the equation 
(B) f(m2 + n2) = (f(n))2 + (f(n))2 
for all positive integers m and n. Investigating this question we have same 
result by using the method of [1]. Our main result is to prove the following. 
Theorem. Let / / 0 be a multiplicative function. The / fulfills the 
condition 
(C) f(m2+n2) = (f(m))2 +(f(n))2 
for all positive integers m and n if and only if 
( C - l ) / (2 f c) = 2fc for all integers k > 0, 
(C-2) f ( p k ) = pk for all primes p ~ 1 (mod 4) 
and all integers k > 1, and 
(C-3) f(q2k) = q2k for all primes q = 3 (mod 4) 
and all integers k > 1. 
We shall prove our theorem in the next two sections. First in Section 
2, we verify some auxiliary lemmas. Finally, in Section 3, we give the proof 
of the theorem. 
2. Lemmas 
Lemma 1. If / satisfies the hypotheses of the theorem, then we have 
/ (2 ) - 2 and / (4 ) = 4. 
Proof. Since / ^ 0 multiplicative, we have /(1) = 1. Thus, (C) yields 
/ (2 ) = / ( l 2 + l 2 ) - ( / ( l ) ) 2 + ( / ( l ) ) 2 — 1 + 1 = 2. Therefore, by using the 
equation 5 = 22 + l 2 , (C) implies that / (5 ) = (/(2))2 + ( / ( I ) ) 2 = 5. So, 
we conclude from (C) and the multiplicativity of / that ( / (3)) 2 = /(10) — 
( / ( l ) ) 2 = 9. The fact that 20 = 42 + 22, coupled with / (2 ) = 2, / (5) = 5 
and (C), forces 
(1) ( / (4)) 2 = / (20) - ( /(2))2 = 5/(4) - 4. 
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On the other hand, from (C), the multiplicativity of / , and the equation 
52 = 42 + 62, the equation 
(2) 
(/(4))2 = /(52) - (/(6))2 = / ( 1 3 ) / ( 4 ) -
~ ( /(2)) (/(3)) = / (13)/ (4) — 2232 
follows. 
But, by using (C) and the fact 13 = 32 + 2 2 , we have /(13) = ( / (3)) 2 + 
(/(2))2 = 9 + 4 = 13. So, from (2), it follows that 
(3) (/(4))2 = 13/(4) - 36. 
Thus, by (1) and (3), we have 5/(4) - 4 = 13/(4) - 36. Consequently, 
/(4) = 4. So, the lemma is proved. 
Lemma 2. If / fulfills the hypotheses of the theorem, then we have 
f(2k) = 2k for all integers k > 0. 
P roo f . By Lemma 1, we have / ( 2 k ) = 2k for A: = 1,2, and it is clear 
for cases k — 0 and k = 3. Assume that n is an integer with n > 3, and 
that we have f(2k) = 2k for all integers 1 < k < n. We will show that 
/ ( 2 n + 1 ) = 2 n + 1 . If n + 1 is even then n + 1 = 2k, where k + 1 < n. Thus, 
(C), the multiplicativity of / , /(5) = 5, and the hypotheses of the induction 
yield 
5 / ( 2 n + 1 ) = / ( 5 • 2n+1) = /(22k+2 + 22k) = (/(2k+1))2 + (^^))2 
_ 2 2 2 2 k — 5 22k 
which gives 
/(2n+1) = 2n+1. 
So, it remains to show that f(2n+1) = 2 n + 1 , when n + 1 is odd. If n + 1 is 
odd, then n + 1 = 2k + 1 where k < n. By using (C) and the hypotheses of 
induction, we obtain 
/ ( 2 n + 1 ) = / (2 2 k + 22A:) = 2(/(2 f c))2 = 2-22fc = 2 n + 1 . 
Thus, the lemma is proved. 
Lemma 3. If / satisfies the hypotheses of the theorem, then we have 
/ ( m 2 ) = ( / (m)) 2 
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for all positive integers m. 
Proof. Prom the multiplicativity of / and Lemma 2. we easy reduce 
that / (2m) = 2 f ( m ) for all positive integers m. Thus, by (C) we have 
2 / (m 2 ) = / ( 2 m 2 ) = / ( m 2 + m 2 ) = 2( / (m)) 2 , from which / ( m 2 ) = ( / (m)) 2 
follows. 
Lemma 4. If / fulfills the hypotheses of the theorem, then we have 
( /(m))2 = m2 
for all positive integers m. 
We note that from (C) and Lemma 3 condition (A) follows. So we 
have, using Lemma 2, that (AI) - (A3) are satisfied. From this we have 
/ ( m 2 ) = m2 , which proves the lemma. But here we give another proof. 
Proof. We argue by induction on m. In the proof of Lemma 1. we have 
shown that ( / (m)) 2 = m2 for m = 1,2 and 3. 
Suppose that n is an integer with n > 3, and ( / (m)) 2 = m2 for all 
positive integers m < n. We will show that ( / (n + 1)) = (n + 1) . If n + 
1 is even, then n + 1 = 2 k h where h < n and h is odd. Thus, by the 
multiplicativity of / , Lemma 2. and the hypotheses of the induction, we 
obtain 
( f ( n + l))2 = {f(2k))\f(h))2 = 22kh2 = (n + l)2. 
2 2 » To show that ( / ( n -f 1)) = (n + 1) , when n +1 is odd, we use the equation 
(n - l)2 + (n + l )2 = 2(n2 +1 ) , where (2, n2 + 1) = 1. From this and (C) we 
have ( / (n + l))2 = / [2(n2 + 1)] - ( / ( n - l))2 = /(2) [ ( / (n)) 2 + (f(l))2 -
( / (n — I))2 - Since /(2) = 2, and the hypotheses of the induction, we reduce 
that 
( / (n + I))2 = 2(n2 + 1) - (n - l)2 = (n + l ) 2 , 
which proves the lemma. 
Now we return to prove the theorem. 
3. The proof of the theorem 
First we verify the necessity of the condition. 
Assume that / fulfills the condition of the theorem. Then, by Lemma 
2., we have shown that (C—1) is satisfied. Moreover, by using Lemmas 3. 
and 4., we obtain 
Hi2") = (/(9fc))2 = (I*)' = 
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for all positive integers q and k. 
So, the condition (C-3) is fulfilled. If p is prim and p = 1 (mod 4), 
then it is well known that there exist positive integers x and y such that 
k 2 , 2 p = x + y . 
By using (C), Lemma 4., we have 
f ( p k ) = f(x2 + y2) = (f(x))2 + (f{y))2 = x2+y2 = pk, 
which verified the condition (C-2). So, we have completed the proof the 
necessity of the condition. 
Conversely, suppose that the conditions (C-l ) , (C-2) and (C-3) are 
satisfied for a multiplicative function / . 
It is well known that we can write 
m
2+n2 = 2kp"1p%3 • ••pahhqlßlqlß2 • • -q2aß', 
where pi and q3 are primes, pl = I (mod 4) and q3 = 3 (mod 4) for 
i — 1, 2 . . . , h and j = 1, 2 , . . . , s, and k > 0 and Q,-, ßi are positive integers. 
Then by the multiplicativity of / and the conditions (C-l) , (C-2) and (C-3), 
/(m2 + n2) = f(2k)f(Pr )••• S(PT)/(??"')''' H i 2 / ' ) 
= 2 " p ? • • -vTll01 •' • ? 2 " ' = m 2 + n 2 = ( / ( m ) ) 2 + ( ) ( n ) f . 
So, this completes the proof of the theorem. 
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A primal i ty tes t for Fermat numbers 
A. GRYTCZUK and J. GRYTCZUK 
A b s t r a c t . Relying on some proper t ies of Bernoulli n u m b e r s we der ive a new pri-
mal i ty cr i ter ion for F e r m a t n u m b e r s Fn—22"-fl. 
1. Introduction. For a given a sequence of positive integers it is often 
very hard to decide whether there are infinitely many primes among its 
terms. Consider for example the sequence 2+1, 22 + 1, 23 + 1, 24 + 1, It 
is an easy observation that 2m -f 1, rn > 0 can be a prime only if rn is itself a 
power of 2. So, we obtain in this way the Fermat numbers Fn = 22 +1, n > 
0. The first five of them are F0 = 3, Fx = 5, F2 = 17, F3 = 257, F4 = 65 537 
and they are all primes. Fermat thought that this pattern persists but Euler 
found that Fb is composite: F5 = 232 + 1 = (641)(6700417). In fact, for 
4 < n < 24 and for many larger values of of n Fermat numbers are known 
to be composite. It is strange that beyond no further Fermat primes have 
been found. 
The prupose of this note is to give a necessry and sufficient condition 
for the Fermat number Fn to be a prime. Our test is similar to the Lucas— 
Lehmer test for Mersenne numbers Mn = 271 — 1 (see [2]). Indeed, primality 
of Fn depends on whether Fn divides an appropriate term of the recurrent 
sequence T(m) defined by 
(la) T ( l ) = 1, 
( lb) T(m) = ( - 1 ) " " 1 + ( - l ) i + 1 f2m ~ l S ) r ( m - j), m> 1. 
i-1 V ' / 
This is stated in the following theorem. 
Theorem. Let k and n be fixed positive integers such that 0 < k < 
[log n log 2], n > 1 and let T(m) be as above. Then the Fermat number Fk 
is a prime if and only if Fk does not divide T (2 n _ 1 ) . 
2. Proof of the Theorem. We derive our assertion from the following 
lemma. 
Lemma. Let B2m denote the 2m-th Bernoulli number. Then for every 
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positive integer m we have 
(2) B2m = (—l)m~lmT(m)^22m~l(22m - 1) 
where T{m) is defined by (la) and ( lb) . 
Proof . It is well known (see e.g. [1]) that 
B 2 m = ( - i r - l m r m / 2 2 m + i ( 2 a ™ - l ) 




tgx= E Tm(2rn-l)\ ' 
TO = 1 x ' 
Thus, we are going to prove that T(rn) = Tm for all rn > 0. In fact, we can 
write 
,2m —1 0 0 „2m 0 0 „ 2 m - 1 
^
T m ( 2 m - 1 ) ! ^ ( ( 2 ' ( 2 m - 1 ) ! . 
m-1 V ' m-0 v > m-1 v > 
By comparing coefficients of x2m 1 we have T\ — 1 and 
Tm /(2m - 1)! - r m - i / 2 ! ( 2 m - 3)!+ 
(4) 
+ T m -2 j4!(2m - 5)! = ( - 1 ) m _ 1 / ( 2 r n - !)!• 
2m — I \ „ ( 2 m — 1\ „ , .,
 m - 1 
Hence 
/9.TTJ  1 \ 
2 4 j T ^ - . - ^ t - l ) 1 
and the proof of Lemma is complete. 
For the proof of the Theorem put m = 2n~1. Then we have 
( - l ) 2 n - 1 r ( 2 n - 1 ) ( - 1 ) 2 n - 1 T ( 2 n " 1 ) (5) B2n = 
22"-i(22" _ !) 22n~lF0F1 • • • Fn_i ' 
But from the well known theorem of von Staudt and Clausen if follows that 
if we write B2m = /D2m with {N2m,D2m) = 1 then 
D2m = Yl Pi P prime. 
p —1 |2m 
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It is now easy to see that £>2" is a product of 2 and Fermat primes Fk with. 
k not greater then log n/log 2- This finishes the proof of Theorem. 
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On some applications of 2 x 2 integral matr ices 
A. GRYTCZUK and N. T. VOROBÉV 
A b s t r a c t . In this p a p e r we give a m a t r i x represen ta t ion for the f u n d a m e n t a l so-
lut ion of t h e Pell ian t y p e equa t ion x2-dy2 — - l . Using ma t r i ce s the so lu t ions of l inear 
equa t ions are also represen ted . 
In 1970, in [1] some connections was given between integral 2 x 2 ma-
trices and the Diophantine equation ax — by = c. Namely, we proved that 
the solution {Xo,yo) of this equation can be determined by the following 
equalities: 
<•) C S ) - ( S ! ) " ( ! ! ) • - ( ! ! ) ' " ( ? T ) 
if m is even, and 
« ( : : ) - ( i ! ) " ( i ? ) • • • • ( : ! ) ' ( ! : ) 
if M is odd, where | = [Q0',QI , • • •, Qm] is a representation of | as a simple 
finite continued fraction. 
For example, consider the equation 
19x - 11 y = —2. 
We have = [1; 1,2,1,2] and consequently q0 = 1 ,q\ = 1,^2 = = 
1, g4 = 2, thus m — 4 and by (1) we obtain 
» ( s : ) • ( ! D C f ) ( s : ) " ( ! 0 0 : ) ' ( ! : ) • 
By Cauchy's theorem on product of determinants it follows from (3) that 
(4) 19x0 - llyo = - 2 . 
So denote that (xq, yo) is an integer solution of the equation 19x — 11 y — —2. 
38 A. Grytczuk and T. Vorobév 
On the other hand by an easy calculation, from (3) we obtain 
<*> ( n : : ) = ( ! i ; ) ( ? S M S * ) • 
By (5) it follows that xq = 8, yo = 14. 
In 1986 A. J. van der Poorten [3] observed that if 
( ? J ) ( i ä ) - ( i o ) = ( L " : : : ; ) ' ^ 0 ' 1 -
then 
— = [ c o ; c i , . . . , c n ] . 
<7n 
Based on this observation he gave many interesting applications to the the-
ory of continued fraction and also to the description of the solutions of the 
well-known Pell's equation x2 — dy2 = 1. In [2] we gaves some connections 
between fundamental solution (xo,yo) of the Pell's equation and represen-
tation of 2 X 2 integral matrix as a product of powers of the prime elements 
in the unimodular group. 
In the present paper we give such connections between the fundamen-
tal solution (xo,yo) of the non-Pellian equation x2 — dy2 = —1 and the 
corresponding matrix representation. We prove the following: 
Theorem 1. Let 
\fd. — [go; <7i, • • • , Qs] 5 d > 0 and s > 1 is odd 
is odd, be the representation of y/d as a simple periodic continued fraction. 
Then the fundamental solution (zo, yo) of the non-Pellian equation 
(6 ) x2 — dy2 = — 1 
in contained in the second column of the following matrix: 
0 : ) " ( : : ) " • • ( : ; ) " 
Proof. First we prove that if k = 2n, n = 1 ,2 , . . . , then 
^ f 1 » V 1 f 1 ^ \
 = { p k - 1 Pk\ 
[ )
 V° WW lJ 1J \Qk-i Qk) 
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f 1 n <72m + 2 \ 
V </2m + l 1; \o 1 J 
where P0 = qoiQo = 1, P\ = <7o<7i + 1, Qi = <7i and 
(9) Pk = qkPk-\ + Pk-2-, Qk = qkQk-i + Qk-2] k = 2n,n = 1 , 2 , . . . 
It is easy to see that (8) is true for k = 2. Suppose that (8) is true for some 
k = 2m. Then we have 
/ Plm-l IJ2m 
\Q2m-l Ql-m 
(10) 
A m - 1 + <72 771 + 1-^ 2771 P2m \ / 1 <72m+2 
2 771 V2m y v 0 1 
By (9) and (10) it follows that 
(P i rn -1 A m V 1 O W l 92771 + 2 
\Q2m- l Q 2 m / \ 9 2 m + l 1 / \ 0 X 
(11) 
P2771 ] f 1 <72m+2 
Q2771 + I <52m / V 0 1 
Denoting the left hand side of (11) by F we obtain 
(12) F— ( + 1 + 527/1+2^ 2)71+1 I — I 
\ Q2771+I ^2m + <72m+2Q2m + l / V 
P 2 771+1 Pi 771 + 2 
Q2771 + I Ö2m + 2 
By (12), (11) and (10) it follows that (8) is true for k = 2m + 2, thus by 
induction (8) is true for every k = 2n, n = 1,2,... 
Now, we can consider the following product: 
1 n ' V i o\" /1 ix 
( 1 3 ) J ^ J J , - > 1 . 
Since 
( " J Í J J R - R ; - ^ ^ ° 
x o i y v ° 1 / v 1 1 / V771 1 
for every positive integer m, then by (13), (14) and (8) for the case k = s — 1 
we obtain 
(15) FQ — [ ^ 5 - 2 
\QS-2 QS- 1 
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On the other hand by (13) and (15) we get 
( 1 6 ) d e t F o = 1 = P S - 2 Q S - i - P S - I Q S - 2 -
Since 
( 1 7 ) P s _ 1 = qoQs-I + QS-2 a n d DQS_ 2 = qoPS-I + P8-2, 
by (17) we have 
(18) Ps2_! - i/g2s_l = Ps-LQS-2 - PS-2QS- 1. 
On the other hand it is well-known that 
(19) P s - i Q s - 2 = ( - l ) s . 
Since s > 1 and 5 is odd then by (18), (19) and (16) we obtain 
( 2 0 ) P U - d Q l _ x = - 1 , 
so (xo,yo) = (P s _ i ,Q s _ i ) and the proof is complete. 
For example consider the following non-Pellian equation: 
x
2
 - 13y2 = - 1 . 
We have — [3; 1,1,1,1, 6] and q0 = 3, qX = q2 = <?3 = g4 = 1, 95 - 6; 
5 = 5 is odd. Then by the Theorem 1 we have 
1 1 \ 3 ( l 0 W l l \ {I 0\ { I 1 
F[)
 ' o 1 j \ i 1 j vo í y v 1 1 7 V0 1 
1 3 \ / l l \ ( l 1 \ / 4 7 \ ( 1 l \ _ ill 18 
o i ) \ i 2 7 V 1 2 / ~ V 1 2 ; v i 2 / ~ v 3 5 
and consequently xq = 18, yo = 5. 
Now, we gave a possibility for an application of 2 x 2 integral matrices 
to the examination of the equation: 
( 2 2 ) a\X\ + 0 2 ^ 2 -f h anxn - b. 
Namely, we prove the following: 
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Theorem 2. Let (ai, a.2,..., an) = 1 and d = ( a ^ a j ) for some i,j E 
{1, 2,. . . , n}, where (ai , <22
 5 • • •,
 a
n) denote the greatest common divisor of 
d\, 02 i • • • j an £ Z. Then the integer solutions of (22) are of the form: 
(Vl, t>2, • • • , • • • , . . . , 
where CC 2 ^  X j 3X6 detemrined by the following matrix equalities: 
* > C ; ? ) • ( ! ; ) " ( ; : ) " • • • ( ; ; r c - . * ) • 
if m is even and 
m 
if rn is odd, where ^ = [qo; q\,. . . , qm], d | D and D = b — ^ a^v^c. J
 fc=i 
Proof. Let (a;, a j ) = d. We can assume without loss of generality that 
a; > a j > 0. Applying to a t , a j the well-known theorem on division with 
remainder we obtain 
(25) a* = Ojtfo + f i , «i = + • • • , r m _ i = 
0 < r m < r m _ i < . . . < r i < a j 
and 
rm = (a,-,aj) = d. 
Let A = ( 0/1 ~ X j ), then by (25) we obtain V aj xi J 
A _ f ajqo + T\ - X j \ _ / 1 9o \ / n - ( x j + q0Xi)\ 
V aj J V0 1 / \ a j xi ) 
(l) ( r i x ^ \ . Denoting by x - = — {xj -f qoX{) and by A\ = I I in similar way 
\ üj Xi J 
A! = 
1 0 \ / ri x(p 
1
 7 I r2 xl - qiX^P j 
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.(1) 
r 2 x 
Denoting by x^ = xt - q\x^ and by A2 = f j we obtain 
M i V A " 
Continuing this process we obtain in the last step the following matrices 
0 \ / 0 x{}] 
o or U <i 
Consequently we obtain the following representation: 
<»> - ; / ) - - C o ! ) • • • ( ; f 
if rn is even, or 
if m is odd. Prom (26) we have 
det A — ciiXi + djXj = D — —dx ( i ) 
and we obtain d \ D. On the other hand putting xk = vk for k = 1, 2 , . . ., n 
and k / i,j we have 
D = diXi + = b — ^T^ OfcVjfc. 
fc=i 
fci^t.j 
In similar way by (27) it follows that det A — D — dx^ and we obtain 
d I D. In both cases we have x ^ = — ^ if 771 is even and x^ = ® if m is 
odd. 
Hence, from (27) and (26) we obtain (23)-(24) and the proof is complete. 
Consider the following equation: 
(28) 12x + 7y + 5z = 24. 
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We have (12,7,5) = 1. Equation (28) can be represented in the form 
7y + 5z = 24 - 12x = 12(2 - a); x = a. 
On the other hand, we have: 
\ = [ l ; 2 , 2 ] . 
By the Theorem 2, we have: 
A = 7 ~z\ _ (1 l W l o V f l 1 \ V 0 —(24 — 12a) \ 
5 y ) V 0 V V 1 1 / L J U 0 J 
where Z) = det A = 24 — 12a, d = (7, 5) = 1, thus d j D. So we obtain 
4 _ f 7 _ ( 3 l \ (2 - ( 2 4 - 1 2 a ) ^ _ ( l - 3 ( 2 4 - 1 2 a ) ^ 
b y ) V2 1 / V1 0 7 V5 —2(24 — 12a) J 
and we have 
x = a, y = -2(24 - 12a), 2 = 3(24 - 12a), 
where a is an arbitrary integer. 
References 
[1] A . GRYTCZUK, Application of integral matrix ^ ^ J to the de-
termination of integer solutions of the equation ax — = ±1, Biul. 
WSInz. Mat.-Fiz. N^ 4., (1970), Zielona Góra, 149-153, (in Polish). 
[2] A . G R Y T C Z U K and N. T . V O R O B ' E V , Apphcaiton of matrices to 
the solutions of Diophantine equations, Vitebsk, Bielyorussia, (1990), 
(pp. 44), (in Russian). 
[3] A . J . VAN D E R P O O R T E N , An introduction to continued fractions, 
London Math. Soc. Led. Note Ser. N^ 109., (1986), 99-138. 

Az an + bn = z3 diofantoszi egyenletről 
MAURICE MIGNOTTE és PETHŐ ATTILA* 
A b s t r a c t . (On t he D i o p h a n t i n e equat ion a2+bn =z3) Let a,b,n,z be n a t u r a l n u m b e r s 
for which the equa t ion 
a n + 6 n = z 3 
holds. We prove t h a t under t he cond i t ions n > l ,a<i>,a+b<16 and ( a , 6 )= l the only solu-
tion is (a,b,n,z)=(2,11,2,5). In t h e proof we use a c o m b i n a t i o n of e l emen ta ry cong ruence 
cons idera t ions and an A. Baker ' s t y p e theory. 
1. Bevezetés 
Legyenek a és b egész számok. Pethő [9], valamint Shorey and Stewart 
[12] egy általános tételéből következik, hogy van olyan csak a és 6-től függő, 
effekíven kiszámítható c > 0 konstans, hogy az 
(1) an + bn = z3 
diofantoszi egyenlet minden n, z 6 Z+ megoldására n,z < c teljesül. Dolgo-
zatunkban Z + a pozitív egész számok halmazát fogjuk jelölni. 
Az effektív megoldhatóság azonban nem jelenti azt, hogy egy konkrét 
egyenlet összes megoldását ténylegesen meg is tudjuk határozni. A megol-
dásokat korlátozó konstansok ugyanis általában olyan nagyok, hogy addig 
a határig a közvetlen behelyettesítés reménytelenül hosszú ideig tartana. 
A 4. részben látni fogjuk például, hogy h a a = 2 é s 6 = l l , akkor az (1) 
egyenletből n-re közvetlenül levezethető felső korlát 4,5 • 1010. 
Bizonyos egyenlettípusokra sikerült az utóbbi időben olyan numerikus 
technikákat kifejleszteni, amellyel az elméleti felső korlát annyira lecsökkent-
hető, hogy az alatt már a behelyettesítés is célhoz vezet. Ilyen módszereket 
dolgoztak ki többek között Thue egyenletekre: Pethő und Schulenberg [10], 
de Weger [15]; Thue-Mahler egyenletekre: de Weger and Tzanakis [14]; és 
indexforma egyenletekre: Gaál and Schulte [4] valamint Gaál, Pethő and 
Pohst [2], [3]. Az (l)-el analóg 
a
n
 + bn = z2 
A szerző ez úton fejezi ki köszönetét az Université Louis Pasteur vendégszeretetéért és 
olyan alkotó légkör biztosításáért, amelyik többek között ennek a dolgozatnak az elkészítéséhez 
is hozzájárult. 
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egyenlet megoldásainak megkeresésével Mignotte [6] foglalkozott. Dolgoza-
tunkban az ő módszerét finomítva és az (1) egyenletre alkalmazva bizonyít-
juk az alábbi tételt: 
Tétel. Ha az a, b, n, z pozitív egész számokra n > 1, a < 6, a-\-b < < 16, 
(a, b) = 1 és (1) teljesül, akkor (a, 6, n, z) = (2,11, 2, 5). 
Megjegyzés Az a + 6 < 16 feltétel csak technikai jellegű, arra szolgál, 
hogy dolgozatunk ne legyen túl terjedelmes. Mint látni fogjuk módszerünk, 
amelyik több eljárás kombinációja, alkalmazható tetszőleges rögzített a és 
b mellett (1) megoldásainak a meghatározására. 
Számítógéppel megvizsgáltuk az (1) egyenlet megoldhatóságát modulo 
9, 7, 13, 19, 31, 37, 43, 61, 67, 127, 181, 211, 331, 397, 421, 463, 73, 79, 97, 
241, 313, 337, 547, 673, 859, 937. Azt tapasztaltuk, hogy az 1 < a < b < 1001 
intervallumban, az (a, b) = 1 feltételnek eleget tevő számpárok közül, ha a+b 
vagy a2 + b2 nem köbszám, akkor (1) nem megoldható. Amennyiben a + b 
vagy a2 -f b2 köbszám, akkor pedig néhány esettől eltekintve n = 1, illetve 2 
(mod 1441440). Ezek a tapasztalati tények azt sejtetik, hogy ha valamely 
a, b párra (1) teljesül, akkor n < 3. 
Segédtéte l 1. Ha 3 | n, akkor (l)-nek nincs triviálistól különböző 
megoldása. 
Ez Euler tétele. Bizonyítását lásd például a Túrán—Gyarmati [13, T. 
10.9] jegyzetben. 
Segédtétel 2. Ha a = 1 és n > 1, akkor (1) nem oldható meg. 
Ezt a tételt Nagell [8] bizonyította. 
Legyen a d-ed fokú a algebrai szám definiáló polinomja aoXd + • • • + cid-
Jelöljük a konjugáltjait a i , . . . , a^-vel. Ekkor az a abszolút logaritmikus 
magasságán a 
számot értjük. Ezzel a jelöléssel meg tudjuk fogalmazni a következő, Mig-
notte és Waldschmidtől [7] származó tételt. 
Segédtétel 3. Legyenek a és ß egy D-ed fokú K algebrai számtest 
elemei a, b £ Z, |a| , |6| < B és 
2. Segédtételek 
A = a log a + b log ß. 
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Ha A / 0, akkor 
|A| > exp( —270/J4/Í(Q)/I(/?)(7,5 + log B)2). 
Az első lemmában nagyon egyszerű kongruenciameggondolásokat hasz-
nálva szűrjük ki a megoldhatatlan egyenletek jelentős hányadát. 
Lemma 1. Legyenek a,b,n és z olyan pozitív egész számok, melyekre 
6,n > 1, 3 {TI, a < b,a + b < 16 és (a, 6) = 1. Ha (a, b) ^ (2,11), (3, 8) és 
(3,10), akkor (1) nem teljesülhet. 
Bizonyítás . Az (1) egyenletet először modulo 9 vizsgáljuk. Felhasznál-
juk, hogy <£>(9) = 6 és modulo 9 a harmadik hatványmaradékok 0, valamint 
±1. 
Mivel n > 1, ezért ha 3 | a akkor 
bn = ± 1 (mod 9) 
következik. Felhasználva, hogy 3 \ n kapjuk a b = ± 1 (mod 9) feltételt. 
Ezeknek és az a + ö < 16, (a, b) = 1 követelményeknek csak az (a, b) = (3,8) 
és (3,10) számpárok felelnek meg. 
Amikor a nem osztható 3-mal, akkor négy esetet kell megkülönböztet-
nünk attól függően, hogy n = 1, 2,4 vagy 5 (mod 6). 
Ha n = 1 (mod 6), akkor (l)-ből an + bn = a + b = 0, ± 1 (mod 9). 
Felhasználva az 0 < a + b < 16 és 1 < a < b egyenlőtlenségeket ebből 
következik, hogy a + b = 8,9 vagy 10, azaz csak a (2,7) és (4,5) párok 
teljesíthetik a feltételeket. 
Hasonlóan vizsgálható a másik három alternatíva is, amely után azt 
találjuk, hogy a fenti négy eseten kívül még a (2,11) és (5,8) párok is, de 
több nem, kielégítik a kongruenciafeltételeket. 
Tegyük fel most, hogy van olyan (n, x) 6 N 2 , hogy 
(2) 2n + 7n=x3. 
Ezt az egyenletet modulo 7 vizsgáljuk. Ha 3 |n , akkor 2n = 2 vagy 4 
(mod 7). Másrészt z 3 = 0,1,6 (mod 7) teljesül minden x E Z-re, így a (2) 
egyenletnek nincs megoldása. 
A 4n + 5n = x3 egyenletet modulo 31 vizsgálva azt találjuk, hogy a 
bal oldal 2,9 ületve 10-el kongruens modulo 31, amikor n = 0 ,1 ületve 2 
(mod 3). Azonban 9 és 10 nem harmadik hatványmaradék, így 3 | n, ami az 
1. Segédtétel szerint nem lehetséges. 
Végezetül, az 5n + 8n = x3 egyenlőség teljesüléséből, azt modulo 7 
vizsgálva, következik n = 1 (mod 6), ami miatt 5n + 8n = 4 (mod 9). 
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Mivel az x3 = 4 (mod 9) kongruencia nem teljesülhet ez az egyenlet sem 
oldható meg. A bizonyítást befejeztük. 
A következő lépésben még mindig elemi kongruenciamegfontolásokkal 
szűrünk ki megoldhatatlan egyenleteket. 
Lemma 2. Az (a, b) = (3,8) és (3,10) párokra az (1) egyenlet nem 
oldható meg. 
Bizonyítás. Először az 
(3) f i (n ) = 3n + 8n = x3 
egyenletet vizsgáljuk. Az 1. Segédtétel szerint elegendő azzal az esettel fog-
lalkozni, amikor n nem osztható 3-mal. Ha (3) megoldható, akkor meg-
oldható modulo 7 is. Ebből egyszerű számolással következik, hogy n = 5 
(mod 6). Következésképpen n páratlan és így 11 | 3n -f 8 n , ami miatt 
l l 2 = 121 I 3n + 8 n . 
Legyen n — 6m + 5 és 
3 5 (3 6 )m + 8 5 ( 8 6 r = 11 xm (mod 121), 
ahol 0 < xm < 11. Az sorozat periodikus és periódushossza 11. A 
sorozat első 13 tagját az 1. táblázatban találja az olvasó. 
m 0 1 2 3 4 5 6 7 8 9 10 11 12 13 
9 0 7 9 2 8 6 9 4 9 7 5 0 7 
1. táblázat 
A táblázatból látható, hogy 11 | xm akkor és csakis akkor, ha m = 1 
(mod 11). Ebből következik, hogy 121 | fi(n) pontosan akkor, ha n = 11 
(mod 66). Könnyen ellenőrizhető, hogy ha n = 11 (mod 66), akkor 
/ i ( n ) = 311 + 811 = - 2 (mod 67). 
Másrészt szintén egyszerű számolással ellenőrizhető, hogy —2 nem lehet har-
madik hatványmaradék modulo 67. Az utóbbi két tényből következik, hogy 
a (3) egyenletnek nincs megoldása. 
Vizsgáljuk most az 
(4) / 2 ( n ) = 3" + 10" = x3 
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egyenletet. Gondolatmenetünk hasonló az előző esetben alkalmazotthoz. A 
(4) egyenletet modulo 7 vizsgálva azt találjuk, hogy n = 1 (mod 6), tehát 
ha (4) megoldható, úgy 13 | x. 
Legyen n = 6m + 1 és 
3(36)m + 10(106)m EE lZxm (mod 169), 
ahol 0 < xm < 13. Az {a:m}^_0 sorozat első 14 tagját a 2. táblázatban 
adtuk meg. 
m 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 7 0 6 12 5 11 4 10 3 9 2 8 1 7 
2. táblázat 
Ebből látható, hogy 13 | xm pontosan akkor, ha m = 2 (mod 13). 
Ezért 132 I /2(^0 pontosan akkor, ha n = 13 (mod 78). Ha n = 13 
(mod 78), akkor 
/ 2 (n) = 25 (mod 79), 
azonban 25 nem harmadik hatványmaradék modulo 79, így (4) sem oldható 
meg. 
3. A tétel bizonyítása 
Az 1. és 2. Lemma valamint az 1. és 2. Segédtétel következtében az a 
feladatunk maradt csak, hogy belássuk: a 
(5) 271 + l l n = x3 
egyenletnek egyetlen megoldása van, mégpedig (n,x) = (2,5). Mielőtt a bi-
zonyításra rátérnénk megjegyezzük, hogy az 1. és 2. lemmában alkalmazott 
módszerek (5)-re valószínűleg nem vagy legalábbis csak hosszas kísérlete-
zés, ügyeskedés után alkalmazhatóak. Használhatóságuk korlátairól szinte 
kizárólag csak numerikus tapasztalataink vannak. Az alábbiakban ismerte-
tendő eljárással ugyanakkor mindig meg lehet határozni (1) megoldásait. A 
módszer hátránya az, hogy komoly elméleti és számítástechnikai apparátus 
szükséges az alkalmazásához. Ezért konkrét esetben, különösen ha azt sejt-
jük, hogy a feladatnak nincs megoldása, először érdemes moduláris teszteket 
végrehajtani és csak azok sikertelensége után bevetni a Baker módszert. 
Az 1. Segédtételből tudjuk, hogy n nem osztható 3-mal, azaz n = 
— 3m + r, ahol r = 1 vagy 2. Legyen ti - y/2 és K = Q ( V 2 ) . Akkor K 
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egészeinek gyűrűje R föideálgyűrű, amelyben 1, D2 egészbázist alkot. A 
•d elem konjugáltjai — (ti és ti" — (2ti, ahol ( =
 e g y primitív 
harmadik egységgyök. Hasonlóképpen, a' és a" fogja jelölni az a E K elem 
a - tó l különböző konjugáltjait . R - b e n csak 1 és —1 az egységgyökök és R egy 
alapegysége rj = 1 + ti + ti2. Ezek az adatok megtalálhatók például Delone és 
Faddeev [1] könyvében. Egyszerűen kiszámítható a (11) (a 11 által generált 
ideál) felbontása is R-ben . Ha V = 3 + 2ti + ti2 és Q = 5 - + ti2, akkor 
N(V) = 11 ,N(Q) = l l 2 és (VQ) = (11). 
Az (5) egyenletből következik, hogy 
(6) (x - r2m)(x - cr2m)(x - c2r2m) = (vQ)n. 
Tekintettel arra, hogy x páratlan és (6) teljesül, ezért R - b e n igazak az 
alábbiak 
(x-tir2m,x2+xtir2m+ti2r22m) = (x-tir2m,3xtir2m) = (x-tir 2 m , 3 ) = (1). 
Mivel (V,Q) = 1, ezért (6)-ból következik, hogy vannak olyan u,v E Z, 
amelyekkel 
(7) X - tir2m = T)UVV 
vagy 
(8) x-tir2 m=rjuQv. 
Tekintve (7), illetve (8) konjugáljait és felhasználva a V'V" = Q valamint a 
Q'Q" = 11V azonosságokat arra a következtetésre jutunk, hogy 
{ n (7)-ben n/2 (8)-ban. 
Elosztva (7)-et illetve (8)-at ugyanezen egyenletek megfelelő konjugált-
jával kapjuk az 
( 9 ) f l V í - V = = 1 + jrnm 
\V') \P'J x-tir(r2m x-ti(r2™ 
illetve 
(10) [ í V f l V ,
 = 1 + r 2 " 
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egyenleteket. 
Mivel (5) miatt x > > / í í l l m , hacsak m > 1 és így \x - tir()r2rn\ > 
> V^H771, ezért 
(11) 
•ßr - 1 
x - tir(r27 •d
r2' < \/4 < 
9' 
ha m > 2. A logaritmusfüggvény tulajdonságaiból következik, hogy ha az 
x valós szám olyan, hogy | x |< 1/3, akkor |log(l + < 1,16 Ezért 
( l l ) -e t felhasználva (9) illetve (10)-ből következik, hogy 












< 5 , 5 ( -
Q' < 5,5 11 
Tekintettel arra, hogy sem 5^7, sem -ßr nem egység, ezért A^, A2 í 0. Alkal-
mazható tehát reájuk a 3. Segédtétel. Az alsó becslés kiszámításához szük-
séges paraméterek a következők: D = 6, B v |, 
h < 3,32, h 
V_ 
V 
< 2,51, h Q 
Q' < 0,44. 
A 3. Segédtétel szerint tehát 
I Ax | , | A2 | > e x p ( - 3 - 1 0 6 ( 7 , 5 + l o g M ) 2 ) . 
Összehasonlítva ezt a becslést (12) illetve (13)-mal kapjuk, hogy < 
< 5 • 109, azaz így a legrosszabb esetben is m < 1,5 -1010, azaz n < 4,5 1010. 
Az (5) egyenlet helyességének közvetlen ellenőrzése a 0 < n < 4,5 • 1010 
intervallumban igen nagy teljesítményű számítástechnikai kapacitást igé-
nyel. Közvetett utat kell tehát keresnünk, amit a (12) illetve a (13) egyen-
lőtlenség biztosít. Ehhez a lánctörtek egy fontos tulajdonságára kell emlé-
keztetnünk. Legyen a valós, irracionális o; szám lánctört előállít ás a 
ot = [ao,aua2l...,] 
és jelölje pn^qn az a n-dik (n > 0) közelítő törtjének számlálóját illetve 
nevezőjét. Ekkor teljesül az alábbi (lásd pl. Hua [5], Theorem 10.3.1.) 
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Lemma 3. Ha 0 < qn-\ < q < qn és p £ Z, akkor 
Iaq -p\> Iaqn - pn\. 
A (12) egyenlőtlenségből következik, hogy 
ulog 
V 
V / l o g 
< 2,75 11 
Legyen a = log / log és határozzuk meg az a lánctörtelőállítását 
olyan pontossággal, hogy az n-dik közelítő tört nevezője nagyobb legyen, 
mint \v\, ami legfeljebb 5 • 109. Ehhez 23 lánctörtjegyet kell kiszámítanunk, 
amit az alábbiakban közlünk: 
a = [0; 1,6, 3 ,1,4,1, 7,1, 3,1, 3, 2, 2,1,1,110, 2, 3 , . . . ] 
A számítást a MAPLE V komputer algebrai rendszerrel végeztük, de tehet-
tük volna más, hasonló programcsomagokkal is, mint például a PAPI-GP. 
Könnyen ellenőrizhető a MAPLE V-el, hogy r/23 > 5 • 109, így a 3. Lemma 
állítása szerint 
2,32 • 10"9 < \aq23 - p23 \ < \va + u\ < 2,75 
Ebből következik, hogy m < 12, azaz v < 38. 
A legutolsó gondolatmenetet még egyszer megismételhetjük csak most 
már a v < 38 nevezőjű törtekre és az n-re vonatkozó korlátot leredukálhat-
juk 3-ra, ami ebben az esetben a tétel bizonyítását is jelenti. 
A (13) egyenlőtlenség lehetetlensége a fentiekből és a 
Q log / log 
Q! 
= - log /log 
V_ 
V 
egyenlőtlenségből rögtön következik. 
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A taszí tó fixpontokról 
SZEPESSY BÁLINT 
A b s t r a c t - ( O n the repell ing f ixpoints ) If the i t e ra t ive po in t sequence x 0 , x i , x2 , . . . ha s 
t he l imit value c t hen c, is said to be a f ixpoint of first order and the po in t s x0,xllx2,••• 
belong to the poin t c. A f ixpoint c is called to be a repell ing point if it has no belonging 
poin t except c and i ts inverse i t e ra ted points . 
In th is p a p e r we prove t h a t repell ing f ixpoints of first (or higher) order can make a 
segment in a given closed interval . 
1. Bevezetés 
Legyen f(x) az [a, b) (a < b) zárt intervallumon értelmezett olyan egyér-
tékü valós függvény, amely eleget tesz a következő feltételeknek: 
1. f(x) az adott szakasz minden belső pontjában folytonos; a kezdő és 
végpontban jobbról, illetve balról folytonos; 
2. f(x) az [a, b] intervallumot önmagára képezi le; 
3. nincs olyan részintervalluma az adott szakasznak, amelyben f(x) — 
=konstans teljesül. 
Az f(x) függvényt iterációs alapfüggvénynek nevezzük az adott inter-
vallumon. Az fo(x) = x, fi (x) = f(x), f2 (x) = / ( / ( s ) ) fn(x) = 
= / ( / n _ i ( x ) ) , . .. függvényeket az f(x) függvény 0-dik, első, második, . . 
n-edik (n-edrendű), . .. iterált függvényeinek (iteráltjainak) nevezzük. 
Az fn(x) {n — 2,3 .. .) függvények is mind rendelkeznek az 1., 2., 3 tu-
lajdonságokkal. (Ezt a közvetett függvény folytonosságára vonatkozó téte-
lekből teljes indukcióval könnyen bizonyíthatjuk.) Teljesülnek az fn+m(x) = 
= fn(fm(x)) = fm (fn{x)) azonosságok is. Ezért bármely x0(E [a, 6]) pont-
nak létezik az xn+i — f(xn) képlettel alkotott xq,xi, X2,..., xn,. .. iterá-
ciós pontsorozata és minden n-re xn G [a, 6]-nek. Az xn pontot az x0 pont 
n-edrendü (n-edik) iteráltjának vagy rákövetkezőjének mondjuk. 
Ha f(c) = c, akkor a c pontot az f(x) függvény elsőrendű fixpontjának 
nevezzük. Ha fn{c) / c, n = 1,2, 3 . . . , r - 1 esetén, de fr{c) = c, akkor c 
az f(x) függvény r-edrendü fixpontja. Ekkor a Ci, C2,. . . , c r _i , cr pontok is 
páronként különböző r-edrendü fixpontok [2], 
Ha az XQ pont iterációs pontsorozatának c a határértéke, akkor c első-
rendű fixpont és azt mondjuk, hogy x0 pont a c ponthoz tartozik. 
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A c elsőrendű fixpont vonzó, ha létezik olyan pozitív e valós szám, 
hogy bármely x £ (c — £, c + s) esetén x a c ponthoz tartozik. A c elsőrendű 
fixpont balról-vonzó, ha nem vonzó, de létezik olyan pozitív e valós szám, 
hogy minden x £ (c — £,c) esetén x a c ponthoz tartozik. Hasonlóképpen 
értelmezzük a jobbról-vonzó elsőrendű fixpontokat. Ezeket közös néven félig-
vonzó fixpontoknak nevezzük. 
Taszító egy elsőrendű fixpont, ha saját magán és megelőzőin (inverz-ite-
ráltjain) kívül nincs más hozzátartozó pont. Az olyan elsőrendű fixpontokat, 
amelyek nem sorolhatók az előbbi csoportok egyikébe sem, vegyes fixpon-
toknak nevezzük [3]. 
A magasabb rendű fixpontok értelmezéséből következik, hogy az f(x) 
függvény r-edrendű fixpontja az fr(x) függvénynek az elsőrendű fixpontja, 
így f ( x ) függvény r-edrendű fixpontja vonzó, félig vonzó, taszító vagy vegyes 
aszerint, hogy az f ( x ) függvény c elsőrendű fixpontja mely típusba tartozik. 
Ekkor a c i , c 2 , . . . , c r = c páronként különböző r-edrendű fixpontok mind 
azonos típusúak. 
2. A taszító fixpontokról 
A [8] azt a kérdést vizsgálta, hogy milyen iterációs alapfüggvények ese-
tén vannak tetszőleges magasrendű fixpontok. Bebizonyítottuk a következő 
állítást: 
Legyen f(x) az [a, b] zárt intervallumon értelmezett iterációs alapfügg-
vény, legyen továbbá [c,d] részszakasza az [a, b] szakasznak. Ha van a [c,d] 
szakaszban két olyan diszjunkt részszakasz, amelyeket a függvény az egész 
[c,d] szakaszra képezi le, akkor az f(x) függvénynek van tetszőleges magas-
rendű fixpontja. 
A tétel feltételei mellett a [c,d] szakaszban vannak bármilyen (első, 
másod, .. .) rendű fixpontok. 
Ugyanilyen tulajdonsággal rendelkező szakaszok lépnek fel [a,6]-ben a 
[7]-ben bizonyított tétel szerint is. 
Felmerült a kérdés, hogy lehetnek-e — és milyen feltételek mellett — 
csupa azonos rendszámú fixpontokból álló szakaszok. 
Azt fogjuk vizsgálni, hogy az első és magasabb rendű taszító fixpontok 
alkothatnak-e szakaszt az [a, b] intervallumon. 
Először bebizonyítjuk a következő állítást. 
Téte l . Ha a [c, d] (c < d,c,d £ [a, b]) szakaszt a benne monoton növekvő 
iterációs alapfüggvény önmagára vagy önmagába képezi le, akkor a [c, d] 
szakaszban csak elsőrendű fixpontok vannak. 
Bizonyí tás . Tegyük fel állításunkkal ellentétben, hogy van a [c, d] sza-
kaszban n-edrendű fixpont [n > 2); legyen ez c. Ekkor c,ci ,c2 , c 3 , . . .cn_i 
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pontok is páronként különböző n-edrendű fixpontok; ahol / ( c n _ i ) = cn — c. 
Feltehető, hogy c a legkisebb abszcisszájú fixpont ebben a sorozatban, 
azaz c < ci,c2,... c n_i {c\, C2,... cn_i fixpontok sorrendje nem feltétlenül 
nagyság szerinti). 
A c < cn_ 1 egyenlőtlenségből / (x ) monoton növekedése miatt /(c) < 
< f(cn-1) következik. De /(c) = c\ és / ( c n _ i ) = c, ezért ci < c azzal 
ellentétben, hogy c a legkisebb abszcisszájú fixpont a sorozatban. 
Nem lehet tehát n > 2. 
A [c, d] szakaszban mindig van legalább egy elsőrendű fixpont. Az egész 
szakaszon ugyanis f(x) — x > 0 ( f ( x ) — £ < 0) nem teljesülhet, mert f(x)— 
—x > 0(/(rc) — x < 0) esetén f(x) nem képezi le a [c,d] szakaszt önmagára 
vagy önmagába. 
A [c,d] szakaszban akár végtelen sok elsőrendű fixpont is lehet. Ebben 
az esetben ezek torlódási pontjai is elsőrendű fixpontok. 
Ha ugyanis A\, A 2 , . . . , Án,. .. elsőrendű fixpontok [c, cfj-ben és torló-
dási pontjuk A, akkor 
A = hm AUt és f(Ani) = Ani, így A = Hm AUx = 
n—+oo n—+oo 
= hm f(Ani) = f( hm An>) = f(A), n—KX) n—* oo 
ezért A is elsőrendű fixpont. Az is előfordulhat, hogy a [c,d] szakasz csupa 
elsőrendű taszító fixpontból áll. Ilyenkor f(x) = x az egész [c, d] intervallu-
mon. 
Tehát az [a, b] intervallumon az elsőrendű taszító fixpontok szakaszt 
alkothatnak. 
Tétel . Ha valamely [c, d], (c < d: c, d E [a, 6]) szakaszt a benne monoton 
csökkenő iterációs alapfüggvény önmagára vagy önmagába képezi le, akkor 
ebben a szakaszban csak első és másodrendű fixpontok vannak. 
Bizonyí tás . Mivel a [c, d] szakaszban monoton csökkenő függvényre 
/ ( c ) ^ f ( x ) ^ f(d) egyenlőtlenségek teljesülnek és így f(x) — x és c helyen 
pozitív a d helyen negatív értékű, s így f(x) folytonossága által van egy 
megoldása az f(x) — x = 0 egyenletnek a [c,d] szakaszban, ezért a tétel 
bizonyítása visszavezethető az előbbi tétel bizonyítására. 
Monoton csökkenő függvény monoton csökkenő függvénye (iteráltja) 
ugyanis monoton növekvő, ezért /2(2) függvény a [c,d] szakaszt önmagára, 
vagy önmagába leképező monoton növekvő függvény. Erre mint alapfügg-
vényre alkalmazva az előbbi tételt adódik, hogy az /2(2) függvénynek csak 
elsőrendű fixpontjai vannak a [c, d] szakaszban, s ezek az egyetlen elsőrendű 
fixpont kivételével mind másodrendű fixpontjai az f(x) függvénynek. 
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Például az / (x ) = — (x — 1) + 1 iterációs alapfüggvényre a [0,2] sza-
kaszban a tétel feltételei teljesülnek. Az x\ = 0 és x2 = 2 pontok másod-
rendű fixpontok, ennél magasabb rendű fixpontok ebben a szakaszban nem 
lépnek fel. 
Csupa másodrendű taszító fixpontból álló szakaszok is felléphetnek. 
Például az f(x) = 1 — x alapfüggvény esetén a [0,1] intervallumban. Itt 
e = I pont kivételével a szakasz minden pontja másodrendű taszító fixpont. 
Az f(x) = j függvény az [a, (0 < a < 1) szakaszban szintén kielé-
gíti a tétel feltételeit; a szakasz minden pontja az e = 1 elsőrendű fixpont 
kivételével másodrendű taszító fixpontok. 
Általánosabban; ha az y = / ( x ) görbe az y = x egyenesre vonatkozóan 
tükörképíveket tartalmaz, akkor ezek mindig másodrendű taszító fixpontból 
álló szakaszok. 
Könnyen belátható a következő: 
Tétel. Az [a,b] intervallum tetszőleges n számú páronként diszjunkt 
zárt szakaszához megadható (akár végtelen sok) olyan iterációs alapfügg-
vény, amelyre az adott zárt szakaszok pontjai mind n-edrendű taszító fix-
pontok. 
Bizonyítás. Legyen [a, 6] szakasznak Q] q\ ; Q2;..., gn-1 páronként disz-
junkt zárt részintervallumai. Az f ( x ) iterációs alapfüggvényt az [a, 6] szaka-
szon értelmezzük úgy, hogy a QÍ-\ szakaszt a QÍ-re (i = 1 , 2 , . . . , n— 1; QQ = Q) 
bijektív módon képezze le, továbbá ha d a g zárt szakasz egy tetszőleges 
pontja, akkor E QÍ-I (i = 1, 2 , . . . , n — 1; d{ a d pont z-edik iteráltja) 
és (dn-1, f(dn_ 1) = d) az alapfüggvény pontja (Az x = cín_i és az y = d 
egyenesek metszéspontja a(dn_i, f{dn-\) = d) pont). 
Nyilvánvaló, hogy végtelen sok ilyen iterációs alapfüggvény létezik, s 
hogy ezekre az adott részintervallumok pontjai mind n-edrendű taszító fix-
pontok. 
Például az szakaszt az [§,§] szakaszra, az utóbbit az 
szakaszra, ezt pedig [ j j , l ] zárt szakaszra bijektív módon képezi le a [0,1] 
szakaszon értelmezett 
10 , 1 
— x , ha 0 < x < 
3 ' - - 4 ' 
2 1 1 
-(x + 1), ha - < x < -, 
3 7 , 1 
— x H—, ha - < x < 1 
2 4 ' 2 
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iterációs alapfüggvény. Továbbá erre az alapfüggvényre bármely d £ |] 
esetén <i3 iterált pontban a függvényérték d. Ezért az [ | , | ] 
és a [ff-,l] szakaszok pontjai mind negyedrendű taszító fixpontok (lásd az 
ábrát). 
Tehát az első és a magasabb rendű taszító fixpontok zárt intervallumo-
kat alkothatnak az [a, 6] szakaszon. 
Végül tekintsük az f (x ) = — 4(z — | ) 2 + 1 iterációs alapfüggvényt a 
[0,1] intervallumon. Az Xi = 0 és az x2 = f pontok elsőrendű taszító fix-
pontok. Itt megszámlálható sok magasabb rendű taszító fixpont van a [0,1] 
szakaszon, (2 másod, 6 harmad, 8 nagyedrendű, . . .) . Tehát a fixpontok (az 
n-edrendű fixpontok) halmaza nem alkot szakaszt. 
Az fn(x) — x = 0 egyenletnek az fn(x) iterált függvény két egymásra 
következő 0-helye által határolt zárt szakaszban két-két gyöke van, ezért a 
gyökök, vagyis a magasabb rendű taszító fixpontok mindenütt sűrűn helyez-
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Note on Abel ' s result abou t roots of polynomials 
DARIUSZ FREJMAN 
A b s t r a c t . In this Note we give an algebraic proof of the well-know Abel ' s result 
about roots of polynomials. Our proof is other than the proof given by M. S. Grosof and 
G. Taiani in the paper [3]. 
A theorem of Abel [2] states: if P(x), Q(x) are any polynomials such 
that deg Q = n > 3 , Q ( x ) has no multiple roots and deg P — m < n — 2, 
then 
( i ) y £ M
 = 0 
where rt-'s are distinct roots of Q(x) and Q'(x) denotes the derivate of Q(x). 
We remark that the original proof given by Abel uses integrals. The 
modern proof can be based on residue theory. In the paper [3] given by M. 
S. Grosof and G. Taiani has been presented an algebraic proof of (1) in spirit 
of classical theory of equations by using some property of the Vandermonde's 
determinant. The purpose of this note is to present also algebraic proof of 
(1) by different method. Nemely, we prove the following: 
oo 
Theorem. Let F(x) = ^ akXmk, where 0 < m^ < n — 2 and Q(x) be the 
k—0 
polynomial of the degree n > 3, such that Q(x) has no multiple roots. 
Then 
where r^s are distinct roots of Q(x) and Q'(x) denotes the derivate of Q(x). 
Proof. In the proof of (2) we use of the following result (see [1], p. 87 and 
solution on p. 220). If Q(x) has no multiple roots and deg<5(^) = n > 3, 
then for every natural fixed s, such that 0 < s < n — 2, we have; 
( 3 )
 = 
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where r2's are distinct roots of Q(x). 
The proof of (3) easily follows by an algebraic method. 
oo 
Since F(x) = ^ aicxmk, and 0 < m^ < n — 2, then 
k=o 
n jp/ \ n
 1 oo 
Prom (4) we obtain 
n
 F(r ) n rm° n r m ' n rmk 
( 5 ) 
Since 0 < rrik < n — 2 then by (3) and (5) we obtain 
y M
 = 0 É í < 3 ' ( r 0 
and the proof of the Theorem is complete. 
Remark. Putting m^ = m — k, k = 0 ,1 , . . . , ra; we have 
m m 
f { X ) = Y , a * x m k = = 
where deg P{x) = m < n — 2, and we obtain (1). 
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T h e Lie augmenta t ion terminals of groups* 
BERTALAN KIRÁLY 
A b s t r a c t . In this paper we give necessery and sufficient cond i t ions for g roups which 
have finite Lie t e rmina l s with respect to c o m m u t a t i v e r ing of charac te r i s t i c pa whe re p is 
a pr ime and s is a n a t u r a l n u m b e r . 
1. Introduction. Let R be a commutative ring with identity, G a 
group and RG its group ring and let A(RG) denote the augmentation ideal 
of RG, that is the kernel of the ring homomorphism </> : RG —> R which 
maps the group elements to 1. It is easy to see that as Ä-module A(RG) 
is a free module with the elements g — 1 (g £ G) as a basis. It is clear that 
A{RG) is the ideal generated by all elements of the form g — l,g £ G. 
The Lie powers A^(RG) of A{RG) are defined inductively: 
A(RG) = A^(RG), Alx+V(RG) = [AW(RG), A(RG)]-RG,if Ais nota l imi t 
ordinal, and A^(RG) = n A^(RG) otherwise, where [Ii, M] denote the 
V < A 
i?-submodule of RG generated by [k, m] = km — mk, k £ K,m £ M, and 
for K C RG, K • RG denotes the right ideal generated by K in RG (similary 
RG • K will denote the left ideal generated by K). It is easy to see that the 
right ideal A^(RG) is a two-sided ideal of RG for all ordinals A > 1. 
Evidently there exists a least ordinal T — Tr [G] such that A^(RG) = 
A^T+l\RG) which is called the Lie augmentation terminal (or Lie terminal 
for simple when it is obvious from the context what ring R we are working 
with) of G with respect to R. If G = (1) we put TR[G] = 1. 
In general, the question of the classification of groups in regarding to 
values of the Lie terminals and also of the computation of these terminals, 
is far from being simple. 
We are primarily concerned with finding all groups whose the Lie ter-
minals with respect to commutative ring of characteristic ps are finite. 
In this paper we give necessery and sufficient conditions for groups 
which have finite Lie terminals with respect to commutative ring of charac-
teristic ps where p is a prime and 5 is a natural number (Theorem 3.1). 
Research supported by the Hungarian National Foundation for Scientific Research Grant, 
N-T 4265 and N°T 16432. 
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2. Notat ions and some known facts. If H is a normal subgroup 
of G, then I(RH) (or 1(H) for short when it is obvious from the context 
what ring R we are working with) denotes the ideal of RG generated by all 
elements of the form h — 1, (h £ II). It is well known that I (RH) is the 
kernel of the natural epimorphism 0 : RG —» RG/H induced by the group 
homomorphism <f> of G onto G/H. It is clear that I(RG) — A(RG). 
Let F be a free group on the free generators X{(i E I), say, and ZF be 
its integral group ring (Z denotes the ring of rational integers). Then every 
homomorphism <j> : F —> G induces a ring homomorphism <f> : ZF —> RG 
by letting nyV) — S ny4>(y)i where y £ F and the sum rungs over the 
finite set of nyy E ZF. If / E ZF, we denote by Aj(RG) the two-sided 
ideal of RG generated by the elements <f>(f), cj> £ Hom(F,G), the set of 
homomorphism from F to G. In other words Aj(RG) is the ideal generated 
by the values of / in RG as the elements of G are substituted for the free 
generators X{-s. 
An ideal J of RG is called a polynomial ideal if J = Aj(RG) for some 
/ £ ZF, F a free group. 
It is easy to see that the augmentation ideal A(RG) is a polynomial 
ideal. Really, A(RG) is generated as an R—module by the elements g — l(g £ 
G), i.e. by the values of the polynomial x — 1. 
From [3] (see also [2], Corollary 1.9, page 6) it follows the 
L e m m a 2.1. ([2]) The Lie powers A^(RG),n > 1, are polynomial 
ideals in RG. 
We use also the following 
Lemma 2.2. ([2] Proposition 1.4, page 2) Let f £ ZF. Then f defines 
a polynomial ideal Aj(RG) in every group ring RG. Furter, if 6 : RG —> Ii II 
is a ring homomorphism induced by a group homomorphism <J> : G —» H 
and a ring homomorphism ip : R —• K, then 
9 ( A f ( R G ) ) C A j ( K H ) . 
(It is assumed here that IP(1R) = IK, where In and 1 K are identity of 
the rings R and K respectively.) 
Let (f) : RG —> RG/ L be a natural epimorphism induced by the group 
homomorphism <p of G onto G/L. By Lemma 2.1 A^(RG)(n > 1) axe 
polynomial ideal and from Lemma 2.2 it follows that 
< f ) ( A ^ ( R G ) ) = aW(RG/L). (1) 
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Consequently 
A[n\RG/L) ^ (A^(RG) + I(RL))/I(RL) (2) 
for all n > 1. 
If /C denotes a class of groups (by which we understand that /C contains 
all groups of order 1 and, with each H E /C, all isomorphic copies of H) we 
define the class R/C of residually-/C groups by letting G E RAT if and only 
if: whenever 1 / ^ G G, there exists a normal subgroup Hg of the group G 
such that GjHg E K and g Hg. 
We use the following notations for standard group classes: V: nilpo-
tent groups whose derived groups are torsion-free nilpotent groups and Vp: 
nilpotent groups whose derived groups are p-groups of finite exponent. 
Let p be a prime and n a natural number. Then we shall denote by 
the subgroup generated by all elements of the form gp ,g E G. 
If Ii, L are two subgroups of G, then we shall denote by (I i , L) the 
subgroup generated by all commutators (g,h) = g~lh~lgh, g E K, h E L. 
The nth term of the lower central series of G is defined inductively: 
71(G) = G, 12(G) = G' is the commutator subgroup (G,G) of G, and 
ln(G) = (ln-l(G),G). 
In this paper we shall use also the following theorems: 
Theorem 2.1. ([1]) Let G be a non-Abelian group, R a commutative 
ring with identity. Then A^ (RG) — 0 for some n > 2 if and only if G is 
nilpotent, G' is a finite p-group and p is nilpotent in R. 
0 0 
The ideal JJR) of a ring R is defined by JJR) = n pnR. 
n—1 
Theorem 2.2. ([2], Theorem 2.13, page 85) Let G be a residually 
Vp-group and Jp(R) = 0, then A^(RG) = 0. 
We shall use the following lemma, which gives some elementary prop-
erties of the Lie powers A^(RG) of A(RG). 
Lemma 2.3. ([2], Proposition 1.7, page 4) For an arbitrary natural 
numbers n and m are true: 
1) I(ln(G))C AW(RG) 
2) [AW(RG),AW(RG)] C A^m\RG) 
3) AW(RG) • AW(RG) C A\n+m~l\RG). 
3. The Lie augmentat ion terminals. Throughout this section R 
will denote a commutative ring with identity of characteristic ps. 
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The normal subgroups is defined by 
oo 
<?p.* = f | (.GYlÁG), 
n=l 
where 1k(G) is the kth term of the lower central series of G and G' is the 
commutator subgroup of G. It is clear, that the factor-group G/GPik is a 
re si du al ly-Vp group for every k. We have the following sequence 
G — GPi 1 3 GP)2 5 • • • 3 Gp (3) 
oo 
of normal subgroups GPik of a group G, where Gp = D GPik. k= 1 
L e m m a 3.1. Let R be a commutative ring of characteristic ps. Then 
I(GPtk) Q AW(RG) for all k> 1. 
Proof. Let the element h — 1 be in I(GPik)- It will be sufficient to 
show that h — 1 E A^(RG). For an arbitrary n written the element h as 
h = h\ h\ • • -h^yk (hi E G',yk E ^k(G)) and using the identity 
ab-l = ( a - l)(b - 1) + (a - 1) + (b - 1) (4) 
we have that 
h- 1 = (hf hf •••h^yk- 1 )(yk - 1) + (hf hf • • • h£ - 1) + (yk - 1). 
By Lemma 2.3, I(~fk(G)) C A^(RG) and hence yk - 1 E A^(RG). There-
fore 
h- 1 EE (h{ h{ 1) (mod ^ ( Ä G ) ) . 
Applying (4) repeatedly to (h\ Kp2 • • • h^ - 1 ) from the previous expression 
it follows that 
m
 771
 Pn / n\ 
h- 1 EE - 1 )bi - E E - ^6* (mod 
i=l 2 — 1 j= l ^ ' 
where 6; E ÄC. From Lemma 2.3 (cases 1 and 3) we obtain, that the element 
(h{ — l)-7 He in A^J+l^(RG) for every i and j. If n > s + k, then ps divides 
P7 . for j = 1 , 2 , . . . , k — 1. Therefore 
m m k — 1 
h~ 1 E E - i ) ^ - 1)J'6< = ( m ° d 
i=i i=i j=i 
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m k-l ,
 nv 
where Fk(h) = — and — ( . )• Since is zero in 
i=l j=i ^ ' 
i?, we have that h — 1 E ^ ^ ( Ä G ) which imphes the inclusion I(GP}k) C 
and completes the proof of the lemma. 
Lemma 3.2. Let R be a commutative iing of characteristic ps. Then 
A[u\RG) = I(GP). 
Proof. From (3) and from Lemma 3.1 the inclusion I(GV) C A^(RG) 
follows. We can readily verify that G/Gp is the residually-£>p group and by 
Theorem 2.2 
A[u]{RG/Gp) = 0. (5) 
By (1) 4>{A^N\RG)) = AW(RG/GP) for all n > 1, w h e r e f : RG RGJGV 
the natural epimorphism induced by the group homomorphism 4> of G 
onto G/GP. Consequently f{A^{RG)) C A^{RG/GP) for all n and there-
fore <F>(AW(RG)) C Then from the isomorphism RG/GP 
RG/I(GP) and from (5) we conclude that A M ( ä G ) C / (G p ) . Therefore 
AM(RG) = I(GP). This completes the proof of the lemma. 
If G is a nilpotent group with a finite p-group as the commutator sub-
group and R a commutative ring of characteristic ps then the ideal A(RG) is 
Lie nilpotent (see Theorem 2.1). Denote R°[A(RG)] the Lie nilpotency index 
of A(RG) i .e. t h e n a t u r a l n u m b e r n for w h i c h A^N~^(RG) ± A^(RG) = 0 
ho lds . If G = (1) we p u t T°[A(RG)] = 1. 
Let rp[G] denote the smallest natural number k (if it exists) such that 
Gp,k-i / GPik — • •' — Gp. 
Theorem 3.1. Let R be a commutative ring of characteristic ps. Then: 
1) Tr[G] = 1 if and only if G = GP, 
2) Tr[G] = 2 if and only if G £ G' = GP, 
3) Tr[G] > 2 if and only if GJGP is a nilpotent group whose derived 
group is a finite p-group. 
Proof. The statement 1) follows from Lemma 3.2. 
2) Let Tr[G] = 2, i.e. 
A(RG) Í AW{RG) = A^(RG) = ••• = A^(RG). 
By statement 1) of our theorem Gp / G and consequently G / G'. Because 
G/G' is an Abelian group, A^(RG/G') = 0. From the isomorphism 
AW{RG/G') = (A^(RG) + I{G'))/I(G'l 
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which follows from (2), we conclude that A^(RG) C I{G'). By Lemma 2.3 
we obta in the inclusion A^(RG) D I{G'). Consequently A^(RG) = I{G'). 
Since Tr[G] = 2 , A W ( R G ) = A^(RG). Then from Lemma 3.2 we have the 
equality A^(RG) = J{GP). Therefore 1(GP) = 1(G') and GP = G'. 
Conversely. If G / G' = GP, then A^(RG/GP) = 0 because G/GP is 
an Abelian group. From this equality it follows that A^(RG) C I(GP) and 
by L e m m a 3.2 A^(RG) = A^(RG). Since G ± GPI A(RG) ± A^(RG). 
Consequently = 2 which prove 2) of our theorem. 
3) Suppose that TR[G] = n > 2. From the statements 1) and 2) it 
follows that G / GP and G' GP. It is very simple to see that G/GPii are 
residually—Vp groups and consequently, by Theorem 2.2, 
A^{RG/GP}I) = 0 
for all i > 1. Because Tr[G] is finite then 
• • • D A [ N " 1 ] (RG) D A ^ 1 (RG) = ATN+1Í (RG) = ••• = A["] (RG) 
and hence 
• • O A^n~l\RG/GPii) D A^(RG/GP>1) = 
= A^(RG/GP}t) = ••• = A^(RG/Gp>i). 
It follows that TR[G/Gp,i] are finite and not greater than Tr[G] for all i > 1. 
Then there exists a natural number k < n such that 
AW(RG/GPti) = 0 (6) 
for all i. Then from (2) we have that A^ {RG) C I(GPJI) for all i. If i = fc, by 
Lemma 3.1 we obtain tha t A^(RG) = I(GP,K)- Hence I{GPFK) Q I(GPII)) 
and therefore, G P i i D GP}k for all i > 1. This implies that 
• • • 2 GPtk — GP}k+1 = • • • = Gp (7) 
and by (6) we have that 
A W ( R G / G P ) = 0. (8) 
By Theorem 2.1 it follows that G/G p is a nilpotent group whose commutator 
subgroup is a finite p-group. 
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We remind that in the proof of this part we obtained the following 
inequalitions: from (7) we have that 
TR[G] > RP[G] (9) 
and from (8) we obtain that 
Tr[G] > R°[A(RG/GP}. (10) 
Conversely, let G/GP is a nilpotent group whose derived group is a 
finite p-group. Then by Theorem 2.1 
A[K](RG/GP) = 0 
for the Lie nilpotency index R°[A(RG)] = k of A(RG/GP). It follows that 
AW(RG) C I{GP). Hence, by Lemma 3.2, we obtain that A^(RG) C 
A^(RG). The inverse inclusion, of course, is trivial. Therefore A^(RG) — 
A^(RG). Consequently, TR[G] is finite and 
Tr[G) < R°[A(RG/GP)]. (11) 
The proof of the theorem is complete. 
T h e o r e m 3.2. Let R be a commutative ring of characteristic ps and 
the Lie augmentation terminal of G is finite. Then 
Tr[G] = T°[A{RG/Gp)] > RP[G\. 
The proof of this theorem follows from statements 1) and 2) of Theorem 
3.1 and from (9), (10) and (11). 
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Maradékosztá ly-gyűrű fölött i pol inomgyűrű 
ideáljairól 
VERES ZSUZSANNA 
A b s t r a c t . (On a ideals of a polinomial ring over a residue class ring) In this paper 
we describe the system of generators of ideals of the ring Zpn [x], where Zpn is the residue 
class modulo pn , p is a prime and n is a natural number. 
Jelöljük Zpn [zj-szel a Zpn — pn szerinti [p £ Z prím, n £ N) mara-
dékoszt ály-gyürű — fölötti polinomgyűrüt. Legyen / a Zp2 [a;] polinomgyűrű 
tetszőleges ideálja. A továbbiakban g(x) ^ 0 egy rögzített minimális fokszá-
mú polinom azon /-beli polinomok közül, melyek főegyütthatója osztható 
p-vel, és h(x) ^ 0 egy rögzített minimális fokszámú polinom azon /-beli po-
linomok közül, melyek főegyütthatója nem osztható p-vel. Jelölje deg/(:r) 
az f(x) polinom fokát. 
1. Lemma. Legyen / a Z p 2 [ x ] polinomgyűrű tetszőleges ideálja és g { x ) , 
h{x) a fent említett polinomok. Ekkor a g{x) pohnom minden együttható-
ja osztható p-ve 1, és foka nem nagyobb h(x) polinom fokánál, azaz a g(x) 
fokszáma minimáHs az /-beh polinomok között. 
Bizonyítás. Legyen g{x) = anxn -f a n _ \ x n ~ l + • • • + A\x + CLQ. Ekkor 
p osztja az an-1, azaz az an együttható an = p • a'n alakban írható fel, ahol 
a'n nem osztható p-vel. Mivel g{x) az / ideál eleme, ezért pg(x) is az I ideál 
eleme és 
pg(x) = p2a'nxn + pan-ixn~l + \-pa\x + pa0. 
A pg(x) pohnom minden együtthatója osztható p-xe 1, és mivel a Zp2 gyűrű-
ben p2 = 0, foka kisebb a g(x) fokánál. Ez csak abban az esetben lehetséges, 
ha pg{x) = 0. Tehát pa{ = 0 (i = 1 ,2 , . . ., n), azaz a g{x) polinom minden 
együtthatója osztható p-vel, és így, g(x) — pgi(x) {gi(x) £ Zpí[x]) alakban 
írható fel. 
Ha h(x) = bkxk + b^-\xk~l + • • • + b\x + b0, akkor a feltétel szerint 
bk nem osztható p-vel, és ezért a Zp2 együtthatógyűrű egységcsoportjának 
eleme. így pbk ^ 0, és a ph{x) = pbkxk-\-pbk~\Xk~l + • • --\-pbiX+pb0 pohnom 
foka megegyezik a h(x) polinom fokával. A ph(x) polinom főegyütthatója 
osztható p-vel, ezért foka nem lehet kisebb a g{x) polinom fokánál. Mivel 
degh(x) = deg ph(x), így a h{x) pohnom foka sem kisebb a g{x) pohnom 
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fokánál. 
2. Lemma. Ha t(x) £ Zp2[x] egy olyan polinom, melynek főegyütt-
hatója nem osztható p-ve 1, akkor tetszőleges f(x) polinom ( f ( x ) £ Zp2[x]) 
feh'rható a következő alakban: 
f ( x ) = t(x)s(x) + 
ahol ő(x),r-(x) £ Zp2[x] és degr(x) < degí(a:) 
Bizonyítás. Legyen 
f(x) = anxn + an_ixn~l H + axx + a0 
t(x) = bkxk + + • • • + bxx + b0. 
Ha k > n akkor f(x) = t(x)0 + f(x) és ebben az esetben a lemma be van 
bizonyítva. Tekintsük a k < n esetet. Mivel p nem osztja a együtthatót, 
1 1 . * 
ezért anb^ ^ 0, ahol b^ a b^ inverze. így az 
n(s) = f(x) - anb^xn~kt(x) 
polinom foka kisebb f(x) fokánál. Tehát f(x) — (a;) + r*i (#) alakú, ahol 
ái(x) = anb^1 xn~k. Ha degri(rc) < deg t(x), akkor a lemma bizonyítást 
nyert. Ha deg rx(x) > deg t(x), akkor megismételve az előző eljárást az r i(z) 
polinomra, a következő egyenlőséget kapjuk 
r i (z ) = í(a;)s2(®) + r2{x), 
ahol degr2(x) < degrxfx). Ezt az eljárást addig folytatjuk, míg eljutunk 
egy olyan T{{x) polinomig, melynek foka már kisebb a t(x) polinom fokánál. 
így 
f(x) = t(x)si(x) + í(z)s2(z) + h t(x)si(x) + Ti(x), 
és ezért 
f ( x ) = t(x)s(x) + r(z), 
ahol = 5i(a:) + 52(x) + • • • + s^z) , r(x) = TÍ(X) és deg r(:r) < deg t(x). 
3. Lemma. A Zp2[x] pohnomgyűrü tetszőleges ideálja legfeljebb két 
polinommal generálódik. 
Bizonyítás. Legyen / a Zp2[x] polinomgyűrű ideálja és f(x) az I ideál 
tetszőleges eleme. Elégséges megmutatni, hogy az f(x) polinom felírható 
f ( x ) = h(x)s(x) + g(x)q(x) 
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alakban, ahol h(x) és g(x) az 1. Lemmában említett polinomok, s(x) és q(x) 
pedig a Zp2[x] polinomgyűrű megfelelő polinomjai. Két eset lehetséges: 
deg/ (x) > deg h(x)] 
deg f(x) < deg h(x). 
Megjegyezzük, hogy az 1. Lemma miatt igaz a következő egyenlőtlenség: 
d e g f i x ) > degg(x). 
Tekintsük az első esetet. A 2. Lemma értelmében 
(1) /(*) = h(x)s{x) + r(x), 
ahol 
(2) deg r(x) < deg h(x). 
Könnyen belátható, hogy r(x) £ / , és ezért a (2) egyenlőtlenségből és a h(x) 
pohnom tulajdonságából követekzik, hogy az r(x) főegyütthatója osztható 
jy-vel. 
Ha degr(:r) < deg(/(z), akkor az 1. Lemma következtében r(x) — 0, és 
így f(x) = h(x)s(x) + (?(x)0 és ebben az esetben a Lemma állítása igazolást 
nyert. Tekintsük most azt az esetet, amikor deg r(x) > deg g(x). írjuk fel 
r(a;)-et két polinom összegeként 
T(X) = <pl(x) + <~P2{X) 
úgy, hogy az (ßi(x) az r(x) polinom azon tagjaiból áll, melyek együtthatói 
nem oszthatók p-vel, a. tp2(x) pedig az r(x) azon tagjait tartalmazza, melyek 
együtthatói oszthatók p-vel, azaz 
cp2(x) = ptp'2{x) 
alakú, ahol (f'2(x) egyik együtthatója sem osztható p-vel. Mivel az r(x) po-
linom főegyütthatója osztható p-vel, 
(3) áegr(x) = d e g ^ M > deg^i(x). 
Figyelembe véve a (2) egyenlőtlenséget a 
(4) deg ip\{x) < deg h(x) 
egyenlőtlenséghez jutunk. 
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Az 1. Lemma szerint g(x) — pg\(x) alakba írható, ahol g\(x) egyik 
együtthatója sem osztható p-ve 1. A 2. Lemma szerint 
VII*) = 9I(X)Q(X) + N(^), 
ahol 
(5) degr i (x) < d e g ^ x ) = deg.g(x). 
Ekkor 
r(x) = ipi(x)+ p(gl(x)q(x) + rx(x)) = 
= ¥>i(z) + g(x)q(x) + pri(x). 
Könnyű belátni, hogy a 9?i(x) -f pr\(x) polinom az / ideál eleme. Mivel 
degpri(x) = deg /'i(x) az (5) egyenlőtlenségből és az 1. Lemmából a 
deg(c^i(x) + pri(x)) = deg^ x(x) 
egyenlőséghez jutunk. Ez azt jelenti, hogy a (fi(x) + p?i(x) polinom fő-
együtthatója nem osztható p-vel. Figyelembe véve a (4) egyenlőtlenséget és 
azt, hogy az I ideálban azon polinomok fokszáma, melyek főegyütthatója 
nem osztható p-vel, nem lehet kisebb a h(x) polinom fokszámánál, az utolsó 
egyenlőségből a ^ i (x) -f pri(x) = 0 következik. így r(x) = g{x)q(x) és az 
(1) egyenlőség szerint 
/ ( x ) = h(x)s(x) + g(x)q(x). 
Tekintsük most a második esetet, azaz amikor 
deg/ (x) < deg h(x). 
Feh'rjuk az / (x ) polinomot két pohnom összegeként 
f ( x ) = fi(x) + Mx), 
ahol az / i (x ) pohnom az / ( x ) azon tagjaiból áll, melyek együtthatói nem 
oszthatók p-vel, az /2(x) pedig / (x) pohnom azon tagjait tartalmazza, me-
lyek együtthatói oszthatók /3-vel. Mivel az / (x) polinom fokszáma kisebb a 
h(x) fokszámánál, ezért / ( x ) főegyütthatójának osztható p-vel. Ezért 
deg/ (x) = deg f2(x) = deg pf2{x) > deg/ i (x) , 
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ahol /2(x) = pf2(x) és az /2(z) pohnom egyik együtthatója sem osztható 
p-vel. A 2. Lemma miatt 
/ 2 M = + M 1 ) 
alakú, ahol deg r^x ) < degg'(x) = degí/(:c). Ebből nyerjük, hogy 
f ( x ) = f1(x)+p(g'{x)q(x) + r1(x)) = 
= AM + g(x)q(x) + pri(x) 
Mint az előző esetben, most is meggyőződhetünk róla, hogy pr\{x) + f\(x) — 
= 0, ezért 
f{x) = h{x)0 + g(x)q{x) 
alakban írható fel. A Lemma be van bizonyítva. 
1. Tétel. A Zpn[x] polinomgyürű bármely ideálja legfeljebb n elemmel 
generálódik. 
Bizonyítás. A bizonyítást n-szerinti teljes indukcióval végezzük. A 
Zp[x], a Zp test fölötti pohnomgyürü főideálgyürü, n — 2 esetben pedig 
a 3. Lemma szerint a Zp2 [x] polinomgyürű minden ideálja legfeljebb két 
elemmel generálódik. 
Tegyük fel, hogy Zpn-\[x\ minden ideálja legfeljebb n — 1 elemmel ge-
nerálódik. Tekintsük azt a 
<p:Zpn[x] —• Zpn-l[x] 
homomorfizmust, amelynek magja ker (p = pn~l Zpn [xj. Ha I a Zpn [x] gyűrű 
ideálja, akkor a <p(I) = I ideál az indukciós feltevés alapján legfeljebb n — 1, 
go{x),gi{x),. ..,gn-2(x), 
polinommal generálódik, és ezekre a polinomokra teljesül, hogy gi(x) együtt-
hatói oszthatók p2-nel, de nem oszthatók p l+1-nel (z = 0 ,1 , . . . , n — 2) és fok-
számuk minimális az ezzel a tulajdonságai bíró I ideál polinomjai között. 
Ha f(x) E / , akkor (fi(f(x)) = f(x) G 7 és 
f(x) = g0(x) tpo(x) +gi(x) if>i(x) + • • • + gn-2(x) 2{x) 
alakban irható fel, ahol y>i{x) £ Zpn-i[x] (i = 0,1, . . . , n — 2). Jelölje gi(x) 
és ipl(x) (i = 0 , 1 , . . . , n - 2) megfelelően az gi{x) és az tjji(x) polinomok 
valamelyik inverz képét. Ekkor 
f ( x ) = go(x)Í>o(x) + gi(x)^i(x) + • • • + gn-2{x)ipn_2(x) + t(x), 
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ahol t(x) egy megfelelő polinom a ip homomorfizmus magjából. így a t(x) 
polinom minden együtthatója osztható p n - 1 -nel , vagyis t(x) = pn~1t'(x) 
alakban írható fel. Tehát 
f ( x ) = go(x)if>o{x) + 9l(x)ll>l{x) + • •• + gn-2{x)ipn-2{x) + Pn~lt'(x). 
Ez az egyenlőség azt jelenti, hogy a Zpn[x] pohnomgyűrű tetszőleges ideálja 
legfeljebb n elemmel generálódik. 
Ha a t'(x) polinomnak nagyobb a foka mint az I ideál azon minimá-
lis fokszámú polinomjainak amelyek együtthatói pn - 1-nel oszthatók, akkor 
= pn~1t'(x) és a 2. Lemma szerint 
= pn-lt'(x) = pn l g'n-l {^tpn-l (x) = gn-l{x)^n-l(x), 
ahol gn_\{x) pohnom együtthatói oszthatók pn - 1-nel , és így, 
f(x) = g0(x)ip0(x) + gi(x)i>i(x) + ••• + £„-i{x)ipn_1(x). 
Tehát, a Zpn[x] gyűrű tetszőleges / ideáljának generátorrendszere olyan 
g0(x),gi(x),.. .,gn-i(x) 
polinomokból áll, hogy bármelyik #j(z)-re igaz, hogy gi(x) együtthatói oszt-
hatók p*-nel, de nem oszthatók p l+1-nel, és fokszámuk minimális az ezzel a 
tulajdonsággal bíró polinomok között. 
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A b s t r a c t . (On the geometrical constnict ibi l i ty) In this paper we deal with the alge-
braic theory of geometrical constructibil i ty, especially with the case of the construct ibi l i ty 
of regular polygons. We give such a proof of Gauss ' famous theorem which can easily be 
unders tood by the s tudents of Teachers ' Training Colleges. 
Dolgozatunkban a geometriai szerkeszthetőség algebrai elmélete taní-
tásának az EKTF matematika szakos hallgatói számára kidolgozott és az 
elmúlt években tanított változatával foglalkozunk. E témakör tárgyalása ter-
mészetesen megtalálható több helyen (pl. [1], [2], [3], [4]), de a bizonyítások 
sokszor csak vázlatosak, főiskolai hallgatók számára nem mindig érthetőek. 
Cikkünkben igyekszünk a főiskolai hallgatók matemaikai ismereteinek meg-
felelő bizonyításokat adni, így feltételezzük, hogy az olvasó is rendelkezik a 
harmadéves főiskolai hallgatóktól elvárható algebrai (testbővítési) és szám-
elméleti alapismeretekkel. 
Először tisztázzuk, hogy euklideszi szerkesztés során milyen adatokat, 
milyen eszközöket és milyen eljárásokat engedünk meg. A szerkesztés ada-
tai: adott síkban véges sok pont, egyenes és kör, míg szerkesztési eszközként 
egyélű vonalzót, ül. körzőt használhatunk. Szerkesztési eljárásként az aláb-
biakat engedjük meg: 
— két adott (vagy már szerkesztett) ponton át egyenes meghúzása; 
— adott (vagy szerkesztett) pontok távolságával, mint sugárral adott (vagy 
szerkesztett) pont, mint középpont köré kör rajzolása; 
— két adott egyenes metszéspontjának kijelölése; 
— adott egyenes és adott kör metszéspontjainak kijelölése. 
A fenti, ún. alapszerkesztések véges sorozatát euklideszi szerkesztésnek 
nevezzük. Egy szerkesztési feladatot megoldhatónak mondunk, ha a keresett 
(szerkesztendő) pont vagy ponthalmaz euklideszi szerkesztéssel előállítható. 
A geometriai szerkeszthetőség algebrai jel lemzése 
Mivel az euklideszi szerkesztés minden lépése egy adott síkban történik, 
ezért mind az adatok, mind az alapszerkesztésekkel kapott újabb pontok, 
78 Kiss Péter és Mátyás Ferenc 
egyenesek és körök azonosítására vegyünk fel az adott síkban egy derék-
szögű koordinátarendszert. Az adatok AQ halmazának legalább két pontot 
tartalmaznia kell (ellenkező esetben a szerkesztési algoritmus el sem indít-
ható), ezért a koordinátarendszer felvehető úgy, hogy AQ egyik pontja a ko-
ordinátarendszer origója, míg egy másik pontja az egyik koordináta-tengely 
egységpontja legyen. Ebben a koordinátarendszerben AQ ponjait koordiná-
táikkal, AQ köreit a középpontjaik koordinátáival és sugaraik hosszával, míg 
Ao egyeneseit az a{X + b{\j = ct normál vektoros egyenletükben szerep-
lő (a,i,bi,Ci) számhármasokkal jellemezhetjük (ill. azonosíthatjuk). Az Ao 
elemeihez így rendelt „koordináták" halmazát jelöljük A'o-lal. Az adatok 
AQ halmazához így előállítót A'0-hoz rendeljük hozzá azt a legszűkebb To 
számtestet, melyre IÍQ C To - Konstrukciónkból adódik, hogy Q C To C R 
Érdemes megjegyezni, hogy a To számtest nem fiigg attól, hogy AQ mely 
pontját választottuk a koordinátarendszer kezdő, ül. egységpontjának, mivel 
az egyik koordinátarendszerből a másikba való áttérés során csak To beli 
alapműveleteket végzünk, így a transzformációs számítások eredményei is 
To-ban lesznek. Például, ha AQ = , P2, ei? ahol PI,P2,P3 
az 1. ábra szerinti pontokat, e\,e2,e-$ egyeneseket, míg k kört jelöl, akkor 
AQ elemeit az alábbi módon jellemezhetjük. 
Pi(0,0); P2(1,0); P 3 (2 , l ) , e i ( l , l , l ) , e 2 ( l , - 2 , 0 ) , e s ( l , 0 , - l ) és / c (2 , l , l , ) , 
mivel ei egyenlete: x -f y = 1, e2 egyenlete: x - 2y = 0, egyenlete: 
x + Oy = — 1 és a k kör egyenlete: (x — 2)2 + (y — l ) 2 = l 2 . Ebben az 
esetben K0 = {0,1, 2, - 1 , - 2 } és T 0 = Q. 
A továbbiakban vizsgáljuk meg az Ao-ból szerkeszthető pontok koordi-
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1. Tétel. Az adatok AQ (legalább két pontot tartalmazó) halmazából 
az AQ elemeit tartalmazó sík P pontja akkor és csakis akkor szerkeszthető 
meg euklideszi szerkesztéssel, ha a P pont koordinátái egy olyan T számtest 
elemei, mely az Ao-hoz rendelt To számtest 2-7-edfokú algebrai bővítése, ahol 
j > 0 valamely egész szám. 
Bizonyítás. Az AQ elemeiből euklideszi alapszerkesztésekkel szerkesz-
tett ponthoz juthatunk két egyenes metszéspontjának, egyenes és kör, ill. két 
kör metszéspónjának meghatározásával. Vizsgáljuk meg az így szerkesztett 
pont koordinátáit az egyes esetekben. 
a) Legyen e\ és e2 a két metsző egyenes, melyek egyenlete e\: a\X-\-bi y = 










ö l bi 
02 b2 





formulák adják, azaz X\,y\ G T = To. 
b) Legyen az egymást metsző e egyenes, ill. k kör egyenlete e: ax-\-by = 
= c, ill. k: (x — u)2 + (y — v)2 = r 2 , ahol e, k G AQ és a, 6, c, u,v,r G T 0 
(r > 0). 
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Az így megszerkeszthető ] \ és P2 metszéspontok (£1,2/1), ill. (£2,2/2) 
koordinátáit az 
ax -f by = c 
(x - u)2 + (y - v)2 = r2 j 
egyenletrendszer megoldásai adják. Az a2 -j- b2 / 0 miatt feltehetjük, hogy 
pl. b ^ 0 és így £ i , £ 2 értékét az 
a.T 
— v = r 
vagy az ebből rövid átalakítással kapható x2 + Ax + B — 0 alakú másodfokú 
egyenlet 
-A±y/D 
*i,2 = 2 
gyökei adják, ahol A és B az a,b,u,v és r-től lineárisan függő konstans, 
D = A2 - 4B és A,B,D(> 0) 6 T 0 , továbbá 2/1,2 = \{c - axit2). Ha 
\[D G TQ, akkor x\,x2,y\ és 2/2 IS TO-beli elem, míg \/~D £ TQ esetén az 
xí,x2,y1 és 2/2 koordináták egy olyan TI számtest elemei, melyre T 0 C TI 
és TI = TO (VD) , azaz a TI számtest a T0 másodfokú algebrai bővítése. 
c) Legyen az egymást metsző k\ és k2 körök egyenlete k\: (x — Wi)2 + 
+(V - u i ) 2 = TH (Z - ^2)2 + (2/ - ^2)2 = r\, ahol ki ,k2 G A0, míg 
Ti G TQ és Ti > 0 (i = 1,2). 
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4. ábra 
A megszerkeszthető P\ és pontok (xi , ?/i), ill. (^2 > 2/2) koordinátáit 
az 
(x - wi)2 + (y - t>i)2 = r2 1 
(x -U2)2 + {y - v2)2 = r\ J 
egyenletrendszer megoldásai adják. Látható, hogy pl. az x \ , x 2 megoldások 
ebben az esetben is egy alkalmas 
x
2
 + Ax + B = 0 (A, B, D(= A2 - 4B > 0) e T 0 ) 
egyenlet gyökei. Ezért — hasonlóan a b) esethez — xi,x2,yi és y2 elemei 
To-nak ha y/~D £ T 0 , míg y/D T 0 esetén xllx2,yuy2 e T1 = T 0 (y/D). 
Ha az adatok Ao és a már megszerkesztett pontok halmazából újabb 
pontot (vagy pontokat) szerkesztünk, akkor az a), b) vagy c) esetek ismé-
telt alkalmazásával láthatjuk, hogy az új pontok koordinátái TQ vagy a T i 
számtestben, vagy a T2 = T] ( \ / D \ ) testben találhatók, ahol D\ G T i , de 
a/D7 £ Tx és Q C T 0 C T i C T 2 . Tovább folytatva a szerkeszthető pontok 
koordinátáinak meghatározását láthatjuk, hogy minden szerkeszthető pont 
koordinátája To-ban, vagy valamely T j = T j _ i (^Dj-i) számtestben ta-
lálható, ahol D j - 1 £ T j _ i , y / D j - i $ T j _ i és 
Q C T 0 C T i C T 2 C • • • C T j C • • • C Tfc C R 
(1 < j < k). Mivel Tj minden esetb en másodfokú algebrai bővítése T , _ i -
nek, ezért — tudva, hogy az egymás utáni algebrai bővítések során a bővíté-
sek fokszáma szorzódik — T j valóban 2J'-edfokú (algebrai) bővítése To-nak. 
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Bizonyításunk második részében megmutatjuk, hogy a T j = T j_ i 
( y / D j - i ) {Dj-1 G T j - i ) test elemeivel, mint koordinátákkal adott min-
den pont valóban szerkeszthető euklideszi szerkesztéssel. 
Ismert, hogy a T j { y j D j _ i ) test minden eleme a j_i + bj_i y jDj_ i 
( ö j - i , b j - i , D j - i G i) alakú, ezért az elemek szerkeszthetősége a 3-1, 
b j - i , D j - i G R + esetén egyenértékű szakaszok összegének, különbségének, 
szorzatának, hányadosának és négyzetgyökének euklideszi szerkesztéssel va-
ló előállításával. Elemi geomeriai tanulmányainkból ismert, hogy a fenti szer-
kesztések mind elvégezhetők a megengedett euklideszi alapszerkesztésekkel. 
Sőt, ha a komplex számokat vektorként vesszük fel, a műveleteket pedig 
a komplex számok abszolút értéke és irányszöge segítségével végezzük, ak-
kor ö j - i , 6 j _ i , d j -1 G C esetén is elvégezhető valamennyi fenti szerkesztési 
lépés. (Néhány szerkesztés menetét lásd. [3]-ban.) Az alaptest minden 2J-
edfokú bővítését másodfokú bővítések sorozata adja, így a tételek állítása 
bizonyított. 
Megjegyzés. Ha az adatok AQ halmazához rendelt To számtestre 
To = Q, akkor az 1. Tétel szerint pontosan azon P pontok szerkeszthetők 
meg euklideszi értelemben, melyek koordinátái Q-nak valamely 2J-edfokú 
algebrai bővítésében találhatók, cLZclZ az algebrai bővítésekről tanultak 
szerint — a koordináták, mint valós számok zérushelyei egy Q fölött irre-
ducibilis 2^-edfokú racionális együtthatós polinomnak. A ^ komplex számot 
reprezentáló P pont esetén a szerkeszthetőség kérdése nyilvánvalóan ekvi-
valens azzal, hogy 2 gyöke-e egy Q fölött irreducibilis 2J-edfokú racionális 
együtthatós polinomnak. 
Klasszikus szerkeszthetőségi problémák 
Az 1. Tétel alkalmazásaként könnyen adhatunk választ néhány neveze-
tes, szerkeszthetőségi problémára. 
— A kockakettőzés (déloszi probléma) néven ismert szerkesztési fel-
adatban egy adott kocka éléből kell egy kétszer akkora térfogatú kocka élét 
megszerkeszteni. Tekintsük az adott él, mint szakasz két végpontját egy ko-
ordinátarendszer origójának és (egyik tengelye) egységpontjának. Ebben a 
koordinátarendszerben az adatok jellemezhetők a K0 = {0,1} halmazzal és 
így a hozzá tartozó To testre To = Q. A feladat megoldásához a kettő térfo-
gatú kocka s/2 hosszúságú élét kellene megszerkeszteni. De az 1. Tétel után 
tett megjegyzésünk szerint ez nem lehetséges, mivel \/2 az f(x) = x3 — 2 
racionális együtthatós, Q fölött irreducibilis de nem 2^-edfokú polinom zé-
rushelye. 
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Ha olyan szerkesztési lépéseket is megengedünk, melyek nem euklideszi 
alapszerkesztések, akkor e probléma szerkesztéssel megoldható lehet, lásd 
pl. [2], 123. oldal. 
— A szögharmadolás (triszekció) néven olyan véges szerkesztési el-
járás keresése a feladat, mely tetszőleges szög harmadának a szerkesztését 
adja. Konkrét szög, pl. 90° harmadolására könnyen tudunk euklideszi szer-
kesztési eljárást adni, ugyanakkor az általános eljárás létezését cáfolhatjuk, 
ha találunk olyan szöget, melynek harmada nem szerkeszthető euklideszi 
értelemben. Állítjuk, hogy pl. 60° harmada nem szerkeszthető. 
Legyen adott két pont, mely egy koordinátarendszer origója, ül. egy-
ségpontja (e két pont ismeretében a 60°-os szög már szerkeszthető). így 
A'o = {0,1} és T0 = Q. Mivel 60° harmadának, 20°-nak a szerkeszthető-
sége nyilvánvalóan ekvivalens cos 20° (ill. sin 20°) szerkeszthetőségével, ezért 
elegendő megmutatnunk, hogy cos 20° nem szerkeszthető. Az ~ — cos 60° = 
= 4 cos3 20° — 3 cos 20° trigonometrikus egyenlőségből x = cos 20° helyette-
sítésével a 8x3 — Qx — 1 = 0 egyenlőséghez jutunk, azaz x = cos 20° zérushelye 
az f(x) = 8x3 — 6x — 1 polinomnak. Könnyen ellenőrizhetjük, hogy a Rolle-
tétel szerint lehetséges racionális számok nem zérushelyei 
az f(x) polinomnak, ezért f(x) irreducibilis Q fölött. Mivel / (x ) nem 2J -
edfokú polinom, így cos 20° (és vele együtt 20° nem szerkeszthető euklideszi 
szerkesztéssel. 
Persze, nem-euklideszi szerkesztési lépéseket is megengedve, vagy az 
adatok AQ halmazának alkalmas bővítésével e feladat is megoldható, lásd 
pl. Bolyai János szerkesztési eljárását [2] 129 oldalán. 
— A kör négyszögesítése, ill. kiegyenesítése néven ismertek azok a 
szerkesztési feladatok, amikor adott kör területével egyenlő területű négyzet 
oldalát, ill. adott kör kerületével egyenlő hosszú szakaszt kell szerkeszteni. 
Legyen ebben az esetben is adott két pont, az egyik a kör középpontja, a 
másik a kör egy kerületi pontja, melyek a koordinátarendszerünk origója, 
ill. egységpontjai lesznek. így A'o = {0,1} és To = Q. A feladatok nem meg-
oldhatóságát az f(x) = x2 —7r, ill. a g(x) = x — 27r polinomok zérushelyeinek 
nem szerkeszthetősége adja. Ugyanis 7r transzcendens volta miatt s /n és 2ir 
is transzcendens, holott az 1. Tétel szerint csak (speciális) algebrai számok 
szerkeszthetők euklideszi szerkesztéssel. 
— A szabályos sokszögek euklideszi szerkeszthetőségére vonat-
kozik a következő, Gauss-tól származó híres tétel: 
Gauss-tétel: Az n-oldalú szabályos sokszög akkor és csakis akkor szer-
keszthető meg euklideszi szerkesztéssel, ha n = 2kpip2---pr alakú (n > 
> 3, k > 0, T > 0), ahol p\, p2l. .., pr különböző Fermat-féle prímek. (Egy 
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p prímszám Fermat-féle, ha p = 22 -f 1 alakú, ahol t 6 N). 
Megjegyzés . Mivel egy adott szög 2^-ad része szögfelezéssel mindig 
szerkeszthető, ezért a bizonyításban feltehetjük, hogy n(> 3) páratlan egész, 
továbbá a tétel bizonyítását az alábbi tételek (részálh'tások) bizonyítására 
bontjuk. 
2. Tétel. Legyen n = p > 3 prímszám. A p oldalú szabályos sokszög 
akkor és csak akkor szerkeszthető euklideszi szerkesztéssel, ha p Fermat-féle 
prím. 
3. Tétel. Legyen n = p\p2 • • • pri ahol p\, p2,.. . ,Pk különböző páratlan 
prím és r > 2. Az n-oldalú szabályos sokszög akkor és csak akkor szerkeszt-
hető euklideszi szerkesztéssel, ha p\ , p 2 : . . . Fermat-féle prímek. 
4. Tétel. Legyen p páratlan prím. A szabályos p2 oldalú sokszög nem 
szerkeszthető euklideszi szerkesztéssel. 
5. Tétel. Legyen n páratlan és p2 | n, ahol p > 3 prím. Az n-oldalú 
szabályos sokszög nem szerkeszthető euklideszi szerkesztéssel. 
A tételek bizonyításában felhasználjuk azt az ismert tételt, miszerint 
a (£) binomiális együttható osztható p-vel, ha p prím és 0 < k < p. Fel-
használjuk továbbá az úgynevezett Schönemann—Eisenstein irreducibilitási 
kritériumot, mely kimondja: ha f(x) = anxn + • • - + a0 egy egész együtthatós 
polinom és p egy prím, mely eleget tesz p | a n , p \ CLÍ (i = 0 , . . . , n — 1), p2 |a0 
feltételeknek, akkor f ( x ) irreducibilis a racionális számtest felett. 
2. t é te l bizonyítása. Egy szabályos p oldalú (pl. egységsugarú körbe 
írt) sokszög szerkeszthetősége nyilvánvalóan ekvivalens olyan véges algorit-
mus megadásával, mellyel az a = y szög szerkeszthető. Mivel a = szög 
akkor és csak akkor szerkeszthető, ha cos (ill. sin ^ ) szerkeszthető, ezért 
vizsgálhatjuk az s(p) = cos + i sin komplex p-edik egységgyök szer-
keszthetőségét. Ebben az esetben is indulhatunk a Ko = {0,1} halmazból, 
azaz To = Q. Az 1. tétel után tett megjegyzés szerint e(p) akkor és csak 
akkor szerkeszthető, ha e(p) zérushelye egy Q fölött irreducibilis 2J-edfokú 
racionális együtthatós polinomnak. Tudjuk, hogy e(p) zérushelye az 
f{x) = = XP-1 + xp+2 + • • • + X + 1, 
x — 1 
úgynevezett p-edik körosztási polinomnak, melynek Q fölötti irreducibilitása 
az alábbi módon igazolható. Helyettesítsünk x helyére y + 1-et, ekkor 
ff ^ f( JL-w ( y + 1 ) P ~ 1 f { x ) = f { y + 1) = = 
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Mivel p I (J) ,p I g ) , . . . , p I ( / J , de p 2 ] ^ ) , ezért az említett 
Schönemann—Eisenstein-tétel szerint f(y + 1) (és vele együtt f(x) is) irre-
ducibilis Q fölött. így a szerkeszthetőség szükséges és elégséges feltétele ha 
p — 1 = 2-?,
 a z a z p — 2J + 1, ahol j G N. Mivel p = 2J -f- 1 prím, ezért j csak 
j — 2t (t E N) alakú lehet, mert ellenkező esetben p nem prím (ugyanis 
j = 2*771, m > 3 páratlan esetben 22' + 1 | (22 ') '" + 1). 
3. Tétel bizonyítása. Legyenek pi,p2,... ,pr különböző Fermat-féle 
prímek (r > 2). A 2. Tétel szerint a pi,p2, • - • ,p r oldalú szabályos sokszögek 
szerkeszthetők, az az az 
2tt 2TT 2TT 
Oi - , a2 = , Oír = 
Pl P2 Pr 
szögek szerkeszthetők. Állítjuk, hogy léteznek olyan ki, k2, •. •, kT egész szá-
mok, melyekre 




- , azaz az n = P IP 2 ' ' ' P3 oldalú szabályos sokszög szer-
keszthetőségével ekvivalens a szög szerkeszthető. Ugyanis a helyettesítéseket 
N * _ 
elvégezve és a q3 — — jelölést bevezetve a 
q\ki + q2k2 + b qrK = 1 
hneáris diofantoszi egyenletet kapjuk, mely (gi, q2,.. ., qr) — 1 miatt mindig 
megoldható. 
A tétel állításának szükséges részét indirekt módon igazoljuk. Tegyük 
fel, hogy az n = pip2 • • • Pr oldalú szabályos sokszög szerkeszthető és pl. pi 
nem Fermat-féle prím. Ekkor a megszerkesztett n-oldalú szabályos sokszög 
minden p2p3 • • -p^-edik csúcsát összekötve egy pi (nem Fermat-féle prím) 
oldalú szabályos sokszöget kapunk, mely ellentmond a 2. Tételnek. 
4. Tétel bizonyítása. Az 1. Tétel szerint elegendő megmutatni, hogy 
az 
/ . 2tt 2TT £{p ) = cos — + i sm — pz pZ 
komplex szám zérushelye egy nem 2J-edfokú, Q fölött irre ducibilis racionális 
együtthatós polinomnak. Tudjuk, hogy e(p2) zérushelye az 
2 
f ( x ) = ~ 1 = + + --- + xp + l Jy
 ' xP-1 
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polinomnak, melynek Q fölötti irreducibilitása az alábbi módon igazolható. 
Helyettesítsünk x helyébe y -f 1-et, ekkor 
/(») = f ( y + 1) = = (y + 1 )*-»+ 
+ (y + 1 )p(p-2) + • • • + (y + I f + 1 = y'«*-1» + ••• + ?, 
és 
(y + - 1 = yp + Q y ^ 1 + - • • + ( * J y = yp + Mifo) , 
ahol h\(y) egy egész együtthatós, p — 1-edfokú polinom. Mivel 
(y + l)p2 = (yp + phi(y) + l)p, 
így 
(y + l)p 2 - 1 = ((yp + 1) + - 1 = (yp + l)p + ph2(y) - 1 = 
= yp +phz(y), 
ahol h2(y) és h$(y) egész együtthatós polinomok, melyek fokszáma p(p— 1). 
Ezért 
f i x ) = f l y + 1) - fa + ^ - 1 = vp2+P>*(y) _ 
n ) n y + }
 (y + L ) P - L I P + P M V ) 
= T p + P ——7-r-\ = yP +phi(y) 
= yp2-p + ph4{y) 
ahol hí(y) alkalmas egész együtthatós, p2 — p - 1-edfokú polinom. Mivel 
f(y +1) = yp(p_1) + • • --\-p is igaz, ezért az ismert Schönemann—Eisenstein-
tétel szerint f(y +1) (és vele együtt f(x) is) irreducibihs Q fölött, de p2 — p / 
/ 2J, mert p páratlan prím. 
5. Tétel bizonyítása. Indirekt bizonyítást választva, tegyük fel, hogy 
az n = p2m oldalú szabályos sokszög szerkeszthető (p páratlan prím és 
m > 3). Ekkor a megszerkesztett n oldalú szabályos sokszög minden ra-edik 
csúcsát összekötve egy p2 oldalú szabályos sokszöget kapunk, mely ellent-
mond a 4. Tételnek. 
A 2—5. Tételekből Gauss tétele már következik. 
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Végezetül választ adunk arra a kérdésre, hogy mely egész fokos szögek 
szerkeszthetők euklideszi szerkesztéssel. 
6. Tétel. n° (n £ N) akkor és csak akkor szerkeszthető euklideszi 
szerkesztéssel, ha 3 | n. 
Bizonyítás. Gauss tétele szerint a szabályos ötszög szerkeszthető, mert 
5 = 22 + 1 alakú Fermat-féle prím, azaz = 72° szerkeszthető. Mivel 
60° könnyen szerkeszthető az ismert módon, ezért a kettő különbsége — 
70° — 60° = 12° — is szerkeszthető. 12°-ból szögfelezéssel szerkeszthető 
a 6°, ill. 3°. 3° ismeretében n = 3k esetén n° = {k3)° (k £ N) nyilván 
szerkeszthető. 
Ha TI — <ik i 1 alakú természetes szám és n° szerkeszthető lenne, ak-
kor — (&3)° szerkeszthetősége miatt — 1° is szerkeszthető lenne, amiből a 
20 • 1° = 20° szerkeszthetősége következne, ami ellentmond a szögharmado-
lás témában bizonyított állításnak. 
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Az általánosítás, 
mint a problémamegoldás része 
OROSZ GYULÁNÉ 
A b s t r a c t . (The generalization is as par t of the problem solving) First par t is an 
in t roduct ion . It is abou t György Polya's method in generally and we give some impor t an t 
definitions, such as problem, problem solving, the steps of the problem solving. Second 
par t consists of a generalization of the ma themat i c s problem. This par t consists of exam-
ples connect with the generalization. 
A problémamegoldás módszertanát, a tanításban és a tanárképzésben 
betöltött szerepét egy kiváló matematikus, Pólya György könyvei, cikkei 
részletesen elemzik. Pedagógiai művei a tanárképzésben is jól hasznosítható 
problémákat, metodikai észrevételeket, útmutatásokat tartalmaznak. 
Problémának, nevezzük az olyan szituáció, kérdés, feladat felvetődé-
sét, amelyre a választ, a megoldást nem tudjuk azonnal észlelés, emlékezés, 
tapasztalás alapján közvetlenül megadni, hanem csak közvetet úton, gon-
dolkodási és logikai műveletvégzéseken keresztül. 
Problémamegoldáson egy kitűzött cél meghatározott feltételek mel-
lett történő elérésére irányuló tevékenységet értjük. 
A problémamegoldás egyes fázisait általánosítható törvényszerű-
ségek jellemzik. 
Először a szemlélődés, empirikus tevékenység oldaláról közelítjük meg a 
kitűzött feladatot, próbáljuk megsejteni az eredményt, találgatunk. Ezt kö-
veti a fogalmi szintre történő áttérés. Definíciókat, segédtételeket, részprob-
lémákat fogalmazunk meg, összefüggéseket keresünk. Az elsődleges megol-
dást egyre finomítjuk, kiküszöböljük az esetleges hiányokat. Eredményeinket 
tapasztalati úton ellenőrizzük, majd a megoldást megfelelő logikai rendbe 
szedve megfogalmazzuk. Ezt a fogalmi szakaszt már átszövi az asszimilálás. 
A megoldott problémát beépítjük meglévő ismereteink rendszerébe. A meg-
oldásnál alkalmazott módszereket gondolkodásunk egészébe illesztjük, hogy 
azokat újabb feladatok megoldásánál felhasználhassuk. Felvetődik az alkal-
mazások lehetősége, esetleg új problémákat, további általánosításokat 
fogalmazhatunk meg. 
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A tanárjelöltek képzésében az „Elemi matematika" című tárgy célja 
a problémamegoldás metodikájának elsajátítása, a problématervezéshez és-
megoldáshoz szükséges tanári készség kifejlesztése. A feldolgozásra kerü-
lő problémaanyag tartalmaz általános és középiskolai versenyfeladatokat is. 
Ezen versenyfeladatok megoldása is alkotó szellemi munka, amely sok örö-
met okozhat tanárnak, diáknak egyaránt. 
A tanulmányi versenyek feladatainak, megoldásuknak az elemzése so-
rán felvetődnek azon túlmutató kérdések. Űj problémák adódnak az adatok 
és feltételek variálásakor, az analógiák, átfogalmazások kapcsán, az általá-
nosításra, vagy specializálásra törekvés útján. 
Az általánosítások, specializálások fejlesztik a tanárjelöltek probléma-
látó és problémaalkotó készségét. A tanítás során való alkalmazási lehető-
ségük jelentős, hiszen a specializálás számos versenyfeladat konstruálását 
teszi lehetővé. A versenyfeladatok általánosításai, a főiskolai tananyagból 
ismert mélyebb tételek, módszerek speciális esetei vezethetnek olyan elemi 
problémákra, amelyek középiskolai, esetenként általános iskolai ismeretek 
birtokában megközelíthetők. 
Úgy véljük, hogy a fenti gondolatokat egy konkrét matematikai példával 
támaszthatjuk alá leginkább. A következőkben egy középiskolai tanulmányi 
versenyfeladat általánosítását fogalmazzuk meg és a megoldás gondolatme-
netét ismertetjük. 
Egy versenyfeladat általánosítása 
Egy n (n > 1) napig tartó sportversenyen m db érmet osztottak ki. Első 
nap 1 érem és a megmaradó érmék ^-ad része került kiosztásra (a > 1), a 
másodikon 2 érem, s a még fennmaradók ^-ad része és így tovább. Végül 
az n-edik, azaz utolsó napon kiosztották a még visszamaradt pontosan n 
darab érmét. Hány napig tartott a sportverseny és hány érmét osztottak ki 
összesen? 
Megoldás. Vizsgáljuk meg az egyes napokon megmaradó érméket. Az 
első nap után: 
. a — 1 
( m - l ) — 
érem maradt. A második nap után: 
v a — 1 \ a - i ( m - l ) 2 
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érem maradt. A harmadik nap után: 
a — 1 \ a — 1 \ a — 1 
( ( M ^ r - 2 ) ^ " 3 ) 
érem maradt. 
Az (n — l)-edik nap után n érem maradt. A fentiekből a következő 
egyenletet kapjuk: 
w ( ( ( « - D ^ - » ) ^ - - ( - 1 ) ) 
Az egyenletet a következő alakba írhatjuk: 
f a — 1\ n _ 1 / a - l \ n _ 1 Ía-Vn~2 
ml -1 -2 
a-1 
= n 
(i \ a \ a 
(2) 
- - ( - « ( 4 1 ) 
A (2) egyenlet mindkét oldalát szorozzuk meg ~nel 
2 
a \ l a ' 
m- 1 - 2 - 3, 
Í3) V ß _ 1 
' / \ n —2 / \ n — 1 
m-re a (3)-ból a következet kapjuk: 
\ / \ 2 
a \ I a 
^ ' / \ ti —2 / \ n —1 
Észrevehetjük, hogy az egyenlet jobb oldalán az 
1 + 2x + 3X2 + • • • + nxn'1 = / ( X ) 
függvény x = ^-j- (a > 2) helyen vett értéke áll. Állítsuk elő f(x)-et egy-
szerűbben. 
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A mértani sorozat összegképletét alkalmazva: 
x
n
 — 1 
1 + X + X2 + • • • + xn~l = —, ha X ^ 1 





 — 1 xn — X 
X + x2 + b xn~x = X 
x
2
 + • • • + xn~l = x2 





 - 1 xn — X2 
X — 1 £ — 1 
\ 
n — 1 n — 1 # 1 ^ a;" = a:'1
a: — 1 a; — 1 
Adjuk össze a fenti egyenlőségeket, a jobb oldalon a lehetséges kieme-
lések után kapjuk: 
f(x) = l + 2x + Sx2 +••• + nxn~l = -i— ( nxn - ^ ~ 1 
x — 1 \ x - 1 
A jobb oldalt tovább alakítva: 
1 /nzn+1 - nxn - xn + 1\ nxn+l - (n + l)xn + 1 f x 1\ 
Í ( X )
 = Í T I ( ) (x - l)2 
Behelyettesítve az x = értéket (4)-ből a következő adódik. 
n ( ^ r ) n + 1 - (» - 1 ) ( ^ r ) n + 1 « » ( „ - „ + 1) ,
 x (5) m = — — 7 ry Z = ; + ( « - ! ) 
(« - 1 ) 
Az m egész szám, ezért —^
 t ^-nek is egész számnak kell lennie. (a - 1) 
Mivel a és (a — 1) relatív prímek, ez csak úgy lehet, ha — , is egész 
(a - l)n 
szám. Megmutatjuk, hogy n = a — 1 és m = (a - 1) . 
Minden n > 1 természetes számra és a > 1 rögzített természetes 
számra: 
n - a < an~l 
Teljes indukcióval bizonyítjuk állításunkat: n — 1, esetén 1 — a < a° = 1, 
mert a > 1. 
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Tegyük fel, hogy n = k-ra k — a < ak 1 szorozzuk a-val az egyenlőtlen-
ség mindkét oldalát ak - a2 < = ak. 
Mivel (k + 1 )a — a2 < ak — a2 , ha k > 1, ezért méginkább 
(k + l ) - a < a ^ ~ l . 
Tehát —p, csak akkor lehet egész szám, ha n = a — 1, de ekkor (a - 1)" 
2 
viszont m = (a — 1) . 
Megjegyzések 
Specializálással a fenti általánosított feladatra támaszkodva olyan fela-
datokat készíthetünk, amelyek középiskolai, illetve általános iskolai ismere-
tek felhasználásával megoldhatók. 
1. Ha a = 7, akkor egy középiskolai versenyfeladatot kapunk, amelynek 
megoldása azonnal adódik, n = 6 és m — 36. 
2. Ha o. = 9, akkor a következő általános iskolai versenyfeladatot fogal-
mazhatjuk meg: 
Egy kis csapat szilvát kapott a táborban uzsonnára. A csapat vezetője 
úgy osztja szét a tagok között a szilvát, hogy az elsőnek ad egy szilvát és 
a megmaradt szilvák 9-ed részét, a másodiknak két szilvát és a megma-
radt szilvák 9-ed részét, a harmadiknak három szilvát és a megmaradt 
szilvák 9-ed részét stb. Az utolsó részt a vezető magának tartotta meg. 
Csodálkozva látták a csapat tagjai, hogy mindenki egyenlően kapott a 
szilvából. 
Hány szilvát kapott a csoport? Hányan voltak? Hány szilvát kapott 
egy-egy gyerek? 
3. Ha n = 4 és a = 5, akkor konstruálhatunk egy újabb elemi problémát. 
Egy iskola tanulói 4 napos gyalogtúrán vettek részt. Az első nap meg-
tettek 1 km-t és a hátralévő út | részét. A második nap 2 km-t és a még 
hátralévő út részét. A harmadik nap 3 km-t és az azután megmaradt 
út \ részét. A negyedik nap 4 km-t gyalogoltak. Hány km-t gyalogoltak 
a négy nap folyamán? 
4. Függetlenül a jelölésektől számos hasonló feladat adódik még. 
Például: Egy ékszerész hétfőn eladta drágaköveinek felét és még 4 da-
rabot. Kedden a maradék felét és még 2 darabot. Szerdán 5 darabot. 
Csütörtökön kettő híján a maradék felét. így 8 darab drágakő maradt. 
Hány darab drágakő volt hétfőn reggel? 
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A geomeriai térszemlélet 
fejlesztése tárgyi modellek alkalmazásával 
SZILÁK ALADÁRNÉ 
A b s t r a c t . La skribleciono demonst rac ias kelkajn eblecojn evoluigo de v idmanei ro 
de la geometr ia kampó. La modelJecionoj pretigis pro 5—8. k lasa j lernantoj . Ciu lecionon 
bazas sur efekt ivaja aktiveco, ka j pre tendas uzadon de t i a j ins tumento j , modeloj , kiujn 
ankaü la le rnanto j povas pretigi. 
A Nemzeti alaptanterv (NAT) matematikára vonatkozó általános fej-
lesztési követelményei között szerepel a térszemlélet fejlesztése is. Ugyanis 
a geometria tanításában sok problémát jelent az, hogy a tanulóknak nincs 
megfelelő térszemléletük. E követelményhez kapcsolódó részletes tananyagot 
a helyi tantervek tartalmazzák. 
A taneszközök (nyomtatott taneszközök, tanulókíréslei eszközök stb.) 
megfelelő kiválasztása és használata tekintetében pedig a matematikát ta-
nító tanárnak kell dönteni. Az alábbiakban ehhez az összetett munkához 
szeretnék segítséget nyújtani. 
Mit is értsünk térszemléleten? Válaszként Kárteszi Ferenc tágabb ér-
telmezését idéznénk: „A matematikai tér nem összevisszaságok szövevénye, 
hanem meghatározott rend szerint épül fel (testek, alakzatok, kölcsönös 
helyzetük, alak, méret stb.), és ezt a rendet kell megtanítani, vagyis fel 
kell készíteni a tanulókat arra, hogy eligazodjanak benne." 
A térszemléletnek igen fontos összetevője a térlátás képessége, mely-
nek alapj a az az adottság, mely az emberrel született tulajdonság. Ezt 
kialakítani nem lehet, de fejleszteni igen. A tantervi előírások mellett így 
adódik a tanár számára a térszemlélet fejlesztése, mint cél és feladat. 
Hogyan lehet térszemléletet fejleszteni? 
Röviden úgy foglalhatnánk össze, hogy tárgyi tevékenységből ki-
indulva, tapasztalatszerzés útján („Amit hallunk, azt elfelejtjük, amit 
látunk, arra emlékszünk, amit teszünk, azt tudjuk."). Próbáljuk meg a teret 
kézzel foghatóan bemutatni, modellekkel ábrázolni! Egy lehetséges megkö-
zelítésként a következőket vehetjük figyelembe: Az emberi test, az érzékszer-
vek, az emberi mozgások és a nehézségi erő együttes hatása az, hogy az em-
ber szemléletében három sík állása különös szerepet tölt be. A vízszintes-
sík (mint a padló), a homlok-sík (mint a szemközti fal), az oldal-sík (mint 
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az oldal-fal) állásához viszonyítva szemlélünk mindent. Szemléletünknek ez 
a természete a térgeometriai ismereteink kialakulásában nagy jelentőségű. 
Ezért a kocka aprólékos, türelmes tanulmányozása alakíthatja a 8—12 éves 
korú tanulók térszemléletét a legeredményesebben. 
Az alábbi mintafeladatsor 5—6. osztályosok számára készült. Minde-
gyik feladat a kockához kapcsolódva tárgyi tevékenységre alapoz, olyan esz-
közök használatát, modellek elkészítését igényli, amelyet a tanulók maguk 
is elkészíthetnek akár a tanórán, akár otthon. 
Gyakorlatok a kockával 
1. Három azonos élhosszúságú kockából összeállítottunk egy téglatestet, 
amelynek felszíne 64 cm2-rel lett kisebb, mint a három kocka felszínének 
összege. 
Milyen élhosszúságúak a kockák? Mekkora a téglatest felszíne és térfo-
gata? 
2. Egy 96 cm2 területű téglalap 3 hajtással 6 db egybevágó négyzetre 
osztható. Rajzlapból vágd ki a kívánt területű téglalapot, majd hajtogatás-
sal állítsd elő a 6 db négyzetet! 
a) Az így kapott alakzat lehet-e kocka testhálója? 
b) A fenti alakzatból elkészíthető-e a kocka testhálója egyetlen négyzet 
elmozdításával? 
c) Két négyzet elmozdításával kaphatjuk a kocka testhálóját? (Keress 
többféle megoldást!) 
d) A testhálókból „hajtogass" kockát! Mekkora a keletkezett test felszíne 
és térfogata? 
3. Babylon-készletből készítsétek el egy kocka élváz-modelijét! Ha a 
kocka A csúcsából a G csúcsába (AG testátló) az éleken vezető különbö-
ző és legrövidebb „utak" mindegyikét végigjárjuk, akkor összesen 126 cm-t 
teszünk meg. (2 utat különbözőnek tekintünk akkor, ha van olyan él az 
egyikben — mint útszakasz — amelyik a másikban nem szerepel.) 
„írjátok le" az utakat! Mekkorák a kocka élei? 
4. Babylon-készletből készítsetek kocka élváz-modelljét! Síktükör segít-
ségével keressetek szimmetriasíkot a kockához! Hány szimmetriasíkja lehet? 
5. Gyurmából (sajtból, almából, radírgumiból, hungarocellből) készít-
setek kockát! A kapott testet vágjátok ketté! A vágások mentén milyen sí-
kidomok keletkeztek? 
6. Az átlátszó fóliákon egy-egy sokszöget láttok, melyek a mellékelt 
kartonra rajzolt kocka síkmetszetei (egy kivételével). Melyik síkmetszet a 
„kakukktojás"? 
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(A feladat megoldásában segítenek a fóliák, ha azokat úgy helyezed a 
kocka síkbeli rajzára, hogy a kis „köröcskék" — a fólián és a kartonlapon 
— fedjék egymást.) 
7. Egy kocka éleinek felezőpontjait megjelöltük, a szomszédosakat, ösz-
szekötöttük és az összekötő szakaszok mentén a kocka mindegyik sarkát 
„levágtuk". Az így kapott testet milyen lapok határolják? Próbáld meg le-
rajzolni a testet! Hány lapja, hány csúcsa, hány éle van? 
8. Tíz egyenlő nagyságú kockából építettek a gyerekek. Elkészítették az 
alaprajzokat is. Mindegyik négyzetre ráírták, hogy arra hány kockát tettek. 
Némelyik építményről kiderült, hogy ugyanolyan, csak más lapján, más-
képpen áll. Keresd és kapcsold össze ezeket! Állapítsd meg, hogy hány kü-
lönböző építmény alaprajzait látod itt! 
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7—8. osztályban ösztönözzük a tanulókat arra, hogy a tárgyi tevékeny-
ségtől elszakadva — esetleg a modellt elképzelve, rajzzal — próbálják megol-
dani a hasonló feladatokat! 
A geometriai konstrukciók, gyakorlatok című feladatsor — amely nem-
csak kockához kapcsolódó feladatokat tartalmaz — még a 7—8. osztályos 
tanulók érdeklődését is felkelti. A fenti feladatokhoz képest továbblépést je-
lent az, ha a tapasztalataik alapján megfogalmazott sejtéseiket bizonyítani 
tudják, válaszaikat indokolják. 
Geometriai konstrukciók, gyakorlatok 
1. Hosszú papírcsíkot kössünk laza csomóra, óvatosan húzzuk meg és 
nyomjuk laposra! 
Milyen síkidomot alkotnak a fedett részek? 
Igazoljuk sejtésünket! 
2. a) Téglalap alakú papírlapból hajtogassunk szabályos háromszöget! 
b) Hajtsuk meg a háromszög középvonalait, majd ezek mentén hajtsuk 
fel a háromszög csúcsait! Milyen térbeli alakzatot kaptunk? 
c) Ha négy-négy szabályos háromszögből készítünk egy-egy „kosárkát", 
és egymásra fordítjuk őket, akkor egy szabályos oktaédert kapunk. 
d) Töltsük ki a teret (v. képzeljük el) hézagmentesen az elkészített 
tetraéderekkel és oktaéderekkel! 
3. a) A logikai készlet háromszöglapjaiból készítsünk szabályos tetraé-
dert, majd vonjuk be azt papírral! Egy él mentén felvágva a papírt próbáljuk 
meg kivenni a testet! 
b) Végezzük el a kísérletünket „nem szabályos tetraéderrel" (háromszög 
alapú gúla) is! Mit tapasztalunk? 
4. a) Egy kocka egyik élén ül egy pók. A lehető legrövidebb útvona-
lat keresi, amely a kocka minden lapján áthaladva visszavezet a kiindulási 
ponthoz. Milyen útvonalon kell haladnia? 
b) Milyen hosszú utat tesz meg a pók, ha egy 5 m élű, kocka alakú 
szoba egyik élének felezőpontjából indul? 
c) Változik-e az útvonal, ha a pók ugyanannak az élnek egy másik 
pontjából indul? 
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