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Abstract 
In this paper I begin to build up a theory of A-matroids with coefficients parallel to the theory 
of matroids with coefficients. While the definition of a matroid with coefficients i based on the 
well-known Grassmann identity concerning determinants, a quite similar identity concerning 
Pfaffian forms leads to the theory of A-matroids with coefficients. Particular examples are 
A-matroids representable bysome skew-symmetric matrix with coefficients in a field, oriented 
A-matroids, and valuated A-matroids. 
O. Introduction 
One of the most essential branches in matroid theory is that of representations of 
matroids over fields (or rings). Many representation theorems concerning binary, 
ternary or regular matroids (i.e. matroids representable over Z/27/, 7//3Z or 7/, 
respectively) were proved by several authors, in particular by Tutte in [24], Bixby in 
[1] and Seymour in [22]. A further important concept in this context was introduced 
by Bland and Las Vergnas, namely the concept of oriented matroids (cf. [2]). It turned 
out that the study of representability and orientability of matroids showed very 
similar aspects. In view of this phenomenon, Dress was motivated to establish 
a theory of matroids with coefficients in a fuzzy ring (cf. [9]) in order to unify the 
theories of representable and orientable matroids. Since then, the theory of matroids 
with coefficients has been extended in [12, 10, 15, 25, 26, 28]; in particular, we proved 
in [ 12] that matroids with coefficients can be defined in terms of Grassmann-Plficker 
maps. Moreover, it turned out that valuated matroids as introduced in [11, 14], which 
may be interpreted as an abstraction of matroids representable over a field with 
a non-archimedian valuation, provide further interesting examples of matroids with 
coefficients. 
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In 1987 Bouchet introduced the concept of a d-matroid in [3]; d-matroids are set 
systems which are obtained by some weakening of the structure of a matroid. In [4, 7] 
representability problems for d-matroids are studied, and it turned out (cf. [4, 
Section 4]) that for any field K a matroid M is representable over K if and only if it is 
representable over K as a A-matroid by some skew-symmetric matrix. This result 
suggested the existence of an identity which should play the same role in A-matroid 
theory as the Grassmann-Plficker identities do in matroid theory. By studying 
skew-symmetric matrices, such an identity could indeed be found and was proved in 
[29]. More precisely, it turned out (cf. Theorem 2.1 or [29, Theorem 2.2]) that for any 
n e ~, E := { 1 ..... n } and any field K there is a canonical one-to-one correspondence 
between skew-symmetric n x n-matrices A = - A t with coefficients in K and maps 
p :~(E)  ~ K satisfying P(0) = 1 and the following two conditions: 
(P1) For any I _c E with odd cardinality # I  one has p(l) = O. 
(P2) For l l , l  2 ~ E and I IA I2 := (11 w 12)\(11 ~ ]2) --- {il ..... i~} with ij < ij+ 1 
for l~<j~<l -  1 one has 
l 
( -  1) J .p( l lA{ i j}) .p( I2A{ig})= O. 
j=l  
Such maps will be called Pfaffian maps. Given the skew-symmetric matrix 
A = (ai~)~.j~e, the associated map p is defined in terms of its Pfaffian form Pf; that is, 
p(1) = Pf((aij)~,j~1) for I _~ E. This result turned out to be a consequence of the fact 
that the map p, induced by a skew-symmetric matrix A via the Pfaffian form, satisfies 
(P2). This identity had been well-known before only in the particular case #11 = 1 or 
# 12 -- 1, where it has played an important role in determinant theory, in symplectic 
geometry, and in differential geometry. The significance of the identity (P2) lies in the 
fact that it allows to establish a theory of A-matroids with coefficients in a fuzzy ring 
K - -  for any K - -  such that in the special case of K being a field the A-matroids with 
coefficients in K are the A-matroids representable by a skew-symmetric matrix. The 
present paper is the first one of a series of papers in which the theory of d-matroids 
with coefficients i developed. 
Technically, the paper is organized as follows: 
In Section 1, we recall the fundamental concepts of matroids with coefficients in 
a fuzzy ring and of A-matroids. In Section 2, the basic definition of a A-matroid with 
coefficients i given; it is based on the already mentioned one-to-one correspondence 
between skew-symmetric matrices and Pfaffian maps. This definition includes not 
only the A-matroids representable by some skew-symmetric matrix over a field (cf. 
Theorem 2.9(ii)) but also the particular class of valuated A-matroids which have 
already been studied in [13] in connection with some sort of Greedy Algorithm. 
Moreover, the definition of an oriented A-matroid is given, and it turns out that any 
A-matroid representable over some ordered field K by a skew-symmetric matrix is 
orientable. The theory of A-matroids with coefficients does not cover all A-matroids, 
but exactly those satisfying a 'strong exchange condition' (cf. Definition 2.6); however, 
as is shown in [30], many A-matroids atisfy this condition (cf. also Proposition 2.7). 
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In Section 3 minors and the dual of a A-matroid with coefficients are defined, and 
elementary consequences are derived. 
Finally, in Section 4 it is proved that for any fuzzy ring K the matroids with 
coefficients in K are in a canonical one-to-one correspondence to the A-matroids with 
coefficients in K which define a matroid. The proof is based on the conspicuous 
similarity between the relations (P2) and the Grassmann-Pli icker identities. In par- 
ticular, it turns out that a matroid is orientable if and only if it is orientable as 
a A-matroid. 
In forthcoming papers I want to establish a unified theory including the theories of 
matroids with coefficients and of A-matroids with coefficients; for more details see the 
concluding remarks. 
1. Preliminaries 
In this section we recall some basic definitions and results concerning matroids with 
coefficients in a fuzzy ring and A-matroids. 
Definition 1.1. A fuzzy ring K = (K; + ;. ;e;Ko) consists of a set K together with two 
compositions 
+:K×K ~ K:(/£,2) ~--~x + 2 
and 
• :KxK  ~ K:(/£,2) ~--~/£.2, 
a specified element e e K and a specified subset Ko ~-K such that the following 
axioms hold: 
(FRO) (K, + ) and (K, . )  are abelian semigroups with neutral elements 0 and 1, 
respectively; 
(FR1) 0./£ = 0 for all/£ e K; 
(FR2) ct. (/£1 + /£2) = ~" /£1 ~- ~ '  /£2 for 
{ fl E K I 1 e ft. K }, the group of units in K; 
(FR3) e2= 1; 
(FR4) 
(FR5) 
(FR6) 
(FR7) 
all ~cl,/£2 E K and ~ e K* := 
Ko+Ko~Ko;K .KoCKo;0eKo;  l~Ko;  
for ~t e K* one has 1 q- ct E K0 if and only if ct = e; 
/£1, /£2, 21, 22 E K and K1 + 21,/£2 3¢. 22 E Ko implies/£1 •/£2 + /~" 21 • 22 ~ Ko; 
~c, 2, /£1, /£2 e K and x + 2. (/£1 + /£2) E Ko implies/£ + 2./£1 + 2./£2 e K0. 
Remarks. (i) (FR4), (FR5) and (FR7) imply x + e. x ~ Ko for all x ~ K. 
(ii) (FR4) yields directly K* ~ Ko = 0. 
(iii) (FR2), (FR4) and (FR5) imply 
(FRY) For ~, f le K* one has ct + fle Ko if and only if fl = e. cc 
230 W. Wenzel / Discrete Mathematics 148 (1996) 227-252 
Table 1 
+ 0 K* K 0 K* K 
0 0 K* K 0 0 0 0 
K* K* K K K* 0 K* K 
K K K K K 0 K K 
(iv) (FR7) implies 
(FR7') If '~1, "", /~n,/(11 . . . . .  /(lm,/(21 . . . . .  K2 . . . . . .  Knl . . . . .  /(nm • K and 
i = 1 2i" j 1/(~j • Ko, then 2~./(ij • KO. 
i= l j= l  
Examples. (i) The commutative rings R = (R; +; . )  with 1 e R are (in a canonical 
correspondence to) exactly those fuzzy rings (K; + ;. ;e; Ko) for which K0 = {0}. In 
this case we have necessarily e = - 1. 
(ii) I fK  = (K; + ;-;e;Ko) is a fuzzy ring and if U ~< K* is a subgroup of the group 
of units, then we can form the 'quotient fuzzy ring' 
K/U:= [~(K)U; + ;. ;e. U;~(K)oO], 
where ~(K)  v denotes the non-empty U-invariant subsets of K (that is T•  ~(K)  v if 
and only if U. T = T # O), which are added and multiplied as 'complexes': 
T14- T2:= (/(I4 /(21/(l • T1, K2• T2} (T1,T2 •~(K)V), 
and where ~(K)~ denotes those U-invariant subsets T ~ K with T c~ Ko v ~ O. 
If, in particular, K is any field with at least three elements, then for the fuzzy ring 
Kc := K/K* one gets the addition and multiplication table as shown in Table 1. 
Moreover, one has (Kc)o = {0, K} and K* = { K* }. In particular, the structure of 
the fuzzy ring K~ does not depend on K as long as K 4 F 2. As shown in [10, (4.7)], K~ 
is an appropriate domain of coefficients for ordinary matroids, i.e. matroids in the 
classical sense. 
(iii) If K and U ~< K* are as in (ii), then L = K//U will denote the smallest subset of 
~3(K) v containing/(. U for all/( • K* © {0} and satisfying L-I-L ~_ L. Then 
K//U = [L; + ;. ;e. U;L c~ ~(K)~] 
is also a fuzzy ring. 
If, in particular, K is an ordered field with K ÷ and K-  as its positive and negative 
units, respectively, then for Kor := K//K + one gets the addition and multiplication 
table as shown in Table 2. 
Moreover, one has (Kor)O = {0, K } and K*r = { K +, K -  }. The structure of the fuzzy 
ring Kor does not depend on the given ordered field K. Therefore from now on we 
write Kor = ~//~+ and thus 1 = R +, e = R-. In [12, Section 6] it is shown that R//~ + 
is an appropriate domain of coefficients for oriented matroid theory. 
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Table 2 
+ 0 K + K -  K 0 K + K -  K 
0 0 K ÷ K -  K 0 0 0 0 0 
K + K + K + K K K + 0 K ÷ K -  K 
K -  K -  K K K K -  0 K -  K + K 
K K K K K K 0 K K K 
(iv) Assume that H --- (H,-, ~< ) is a linearly ordered abelian group; that is, (H, ~< ) is 
totally ordered, and the following axiom holds: 
For 7, fl, y e H with ~ < fl one has c~. y < ft. 7. Moreover, put H := H © {0} and 
define 
7 .0=0.~=0 for a l l0 teHand0<~fora l l~eH.  
Consider the integral group ring 
Ro:=Y_[H]={~n~.21n~Ln~=Ofora lmosta l l2~H}~n 
and the map ~o:Ro ~ H, defined by ~o(0):= 0 and 
• o (~n~.2) :=max(21n~#0) ,  if ~n~.2#0.~H 
Let ~: denote the quotient field of the integral domain Ro, and define q~: 0: ~ H by 
q~(x.y-1):= 4~o(X).q~o(y) -1 for XeRo,  yeRo\{0}.  
The map • is a well-defined surjective non-archimedian valuation; i.e., one has 
4~(x) = 0 if and only if x = 0 and, moreover, 
• (x .y)  = ~(x) .~(y) ,  ~(x  + y) <~ max(~(x), q~(y)) for all x,y~ L 
Put Uo := q~- l ( { 1 } ) and 
KH := ~://Uo. (1.1) 
Then the map ~: ~:*/Uo ~ H, defined by ~(x. Uo):= 4~(x) is a well-defined group 
isomorphism; thus we may identify the factor group ~:*/Uo = K* with H via qS. 
Therefore, KH is a fuzzy ring with H as its group of units, and one has ~ = 1, because 
H is torsion free. 
Moreover, by definition R~ := Uo + Uo lies in (KH)o, and for 2 ~ H one has also 
~. := 2 + 2 = x. R1 ~ (KH)o, where x ~ D:* satisfies ~(x) = 2. By the arithmetic in the 
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Tab le  3 
+ o ~ ~ ~ 0 ~ 
o o ~ fl ~ ~ 0 o o 0 
valuation ring R1 and its quotient field IF one has 
Ks  = {0} © H© {~[2•H},  (1.2a) 
(Kn)o = {0} u {~[2~H} (1.2b) 
and Table 3 shows addition and multiplication table in Kn,  where a, f le  H and ~ < fl 
in case of addition. The fuzzy ring Kn is an appropriate domain of coefficients for 
valuated matroids with values in H (cf. Example (iv) following Definition 1.3 and [14, 
Theorem 4.3]). 
In order to define matroids with coefficients of finite rank in terms of their 
Grassmann-Pl f icker maps we state 
Definition 1.2. Assume E is some possibly infinite set and K = (K; + ; . ;5;Ko) is 
a fuzzy ring. For m ~ No a map b:E  ~ ~ K* © {0} is called a Grassmann-Plf icker map 
of degree m, if the following axioms hold: 
(GP0) There exist el . . . . .  e,. e E with b(el . . . . .  e , )  # O. 
(GP1) b is e-alternating; this means, for el . . . . .  em e E and every odd permutation 
r E S~ one has 
b(e~(1),..., e~(,,)) = 5. b(el . . . . .  e,,), 
and in case # {el, . . . ,em} < m one has b(el . . . .  ,era) = O. 
(GP2) For all eo .. . . .  e,,,f2 . . . .  ,fro • E one has 1 
~ e i" b(eo . . . . .  ei . . . . .  e,,). b(ei,f2 . . . . .  fro) • Ko. (1.3) 
i=0  
The relations (1.3) are called the Grassmann-Plf icker relations. 
Two Grassmann-Pl i icker  maps b l ,bE :E  m--} K*~ {0} are equivalent, if there 
exists some x e K* such that for all ex . . . . .  e~ e E one has 
b,(e l  . . . . .  em)=~.b2(e l  . . . . .  em). 
l As usual,  (eo . . . . .  ~i . . . . .  era) denotes  the m-tupel  (eo . . . . .  el- 1, e~+ 1 . . . . .  e,~). 
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In case m = 0, a Grassmann-Pl / icker  map is defined on a singleton set taking its value 
in K*. 
Example. Assume K is a field and E g K m is a spanning subset of the vector space K m 
View the elements of E as columns. Then b : E m ~ K defined by 
b(e l ,  ..., era):= det(el . . . . .  era) 
is a Grassmann-Pl f icker  map, because the relations (1.3) state nothing but the 
well-known identity of Grassmann: For all eo,. . . ,  e,~, f2 . . . . .  f~ e E one has 
~( -  1)idet(eo . . . . .  di . . . . .  e , )det (e i , f2  . . . . .  fr~) = 0. (l.3a) 
i=0  
Now I come to the following basic definition. 
Definition 1.3. Assume E is some set, K = (K; + ;-;e; Ko) is a fuzzy ring, and suppose 
m e No. A matroid M o f  rank m defined on E and with coeff icients in K consists of an 
equivalence class of Grassmann-Pl f icker maps b:E  m ~ K*  u {0}. We also write 
M = Mb for any Grassmann-Pl t icker  map b which defines M. 
A subset B = {el . . . . .  era} is called a base of the matroid M, if b(el . . . . .  era) :~ 0 holds 
for one and thus for all Grassmann-Pl i icker maps b with Mb = M. 
Remarks. (i) By definition, for two Grassmann-Pl f icker maps b, b' we have Mb = Mb, 
if and only if b and b' are equivalent. 
(ii) In previous papers, matroids with coefficients have been defined in terms of 
their presentations; these are certain subsets of K ~ (cf. in particular [9, 12]). By [-12, 
Theorem 4.4] the definition in terms of presentations i  equivalent o the definition in 
terms of Grassmann-Pl i icker  maps as long as we study only matroids of finite rank. 
However, it should be remarked that the definition in terms of presentations leads to 
a fruitful theory for a much larger class of matroids (cf. [9, 26]). 
(iii) If M is a matroid with coefficients defined on E with ~ as its set of bases, then 
(GP2) yields at once that the pair M_ := (E, ~B) defines a matroid in the classical sense. 
M_ is called the underlying combinatorial  geometry of M. 
Examples. (i) If K is a field, then the matroids of rank m defined on E and with 
coefficients in K are in a canonical one-to-one correspondence to the equivalence 
classes of vector representations ~p: E ~ K"  of the underlying combinatorial  geomet- 
ries, where two such representations ~Pl, ~p2:E ~ K"  are called equivalent if and only 
if there exists some regular m x m-matrix A with coefficients in K such that for all e e E 
one has ~p2(e) = A. ~pl(e). More precisely, if <p:E ~ K m is a vector representation of
some combinatorial  geometry over the field K, then b:E  m ~ K defined by 
b(e l  . . . . .  era):= det(~o(el) . . . . .  ~p(em)) 
is a corresponding Grassmann-P1/icker map. 
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(ii) The fuzzy ring K = K, contains only one unit, and thus any Grassmann-  
PI/icker map b:E m ~ K* © {0} is of the form 
J ' l  if {el , . . . ,e, ,} is a base of Mb 
b(el era) 
otherwise. 
Since 1 + ... + 1 e Ko whenever the sum contains at least two summands, (GP2) 
states nothing but the strong exchange condition for bases in matroids: 
If B1,B2 are bases of some matroid M and e~Bl \B2 ,  then there exists some 
f e B2 \B  1 such that (B~\{e})w {f} and (B2k{f})w {e} are bases of M. 
Thus we see anew that K = K, is an appropriate domain for classical matroid 
theory. 
(iii) If K = ~/ /~+,  then (GP2) means: Whenever eo . . . . .  em,f2 ....  ,fro e E, ct e {1,e} 
and ei.b(eo . . . . .  ~i . . . . .  em).b(ei,f :  . . . . .  fm)e {0, ct} for 0 ~< i ~< m, then one has 
b(eo . . . . .  di . . . . .  em).b(ei,f2 ...... fro) = 0 for 0 ~< i ~ m. 
Thus it is trivial that matroids with coefficients in R/ /~ ÷ of finite rank are nothing but 
chirotopes as considered in [8], which were previously defined in [18] under the name 
of n-ordered sets. For a detailed discussion of the one-to-one correspondence between 
oriented matroids, chirotopes and matroids with coefficients in ~/ /~ ÷ see [21] and/or 
[12, Section 6]. 
(iv) Assume H = (H,. ,  ~<) is a linearly ordered abelian group (cf. Example (iv) 
following Definition 1.1). By [14, Definition 1.1] a map v: E" --. /7 defines a valuated 
matroid M~ = (E,v) on E of rank m with values in H, if the following axioms hold: 
(V0) There exist e~ .. . . .  em ~ E with v(e~ .. . . .  era) ¢: O. 
(V1) For el . . . . .  e,~eE and every permutation r eS, ,  one has v(el . . . . .  era) = 
v(er(1) . . . . .  e,(m) ). Furthermore, in case # {el . . . . .  em} < m one has v(el, ...,era) = O. 
(V2) For eo . . . . .  era,f2 .. . . .  fm e E there exists some i with 1 ~< i ~< m and 
v(e l , . . . ,  era)" v(eo,f2 .. . . .  fro) ~ v(eo,.. . ,  di . . . . .  em)" v(ei,f2 . . . . .  fro). 
If(V0)-(V2) are satisfied, v is called a valuation of M~. Two valuations vl, v2 : E m --* /7 
are said to define the same valuated matroid M, i.e. M~, = M~,  if there exists some 
• H with va = a.v2. 
By [14, Theorem 4.3] a map v : E ~ ~ /7 defines a valuated matroid of rank m on E if 
and only if it is a Grassmann-Pl f icker map of degree m with values in Kn. 
Next we recall the concept of a A-matroid as introduced by Bouchet in [3]. 
Definition 1.4 (cf. Bouchet [3, Section 6] or [4, Section 1]). Assume E is some finite 
set and O ~ 3 ~ ~(E) .  The pair (E, 3) is a A-matroid, if 3 satisfies the following 
symmetric exchange axiom: 
(SEA) For F1,F2 ~ 3 and eeF~AF2 there exists some f eF tAF2  such that 
FIA {e, f}  e 3. 
is called the system of free (or feasible) subsets of the d-matroid. 
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Remark. If all feasible sets are equicardinal, then Axiom (SEA) is equivalent o the 
exchange axiom for bases in matroids. Hence the matroids defined on E are exactly 
the A-matroids defined on E with equicardinal feasible sets. 
For ~ ___ ~3(E) and I _ E put 
{FAtlFz (1.4) 
Then it is also trivial that (E; ~) is a A-matroid if and only if (E, qdAl) is a A-matroid. 
In analogy to the representation theory of matroids Bouchet has studied represen- 
tability problems for A-matroids. 
Definition 1.5 (cf. Bouchet [4, Section 43). Assume K is a field and (E,~) is a A- 
matroid. (E, ~) is representable over K by a skew-symmetric matrix A = (aij)ij~e, if 
there exists some I ___ E such that 
~AI = ~(A):= {F ~ E IA' := (aij)i,j~r is non-singular}, (1.5) 
where (a~j)~,j~ o is considered to be non-singular. The matrix A is then called a repres- 
entation of (E,~) relative to I. If (1.5) holds for I = 13, then A is called a strong 
representation of (E, ~). 
Remark. By definition a A-matroid (E, ~) is representable r lative to I ~ E only if 
! ~ ~. In particular, (E, ~) can have a strong representation only in case 13 ~ ~. By 
[4, 4.4] a matroid M defined on E is representable over a field K in the sense of 
matroid theory if and only if M is representable in the sense of A-matroid theory by 
a skew-symmetric matrix over K. 
In the next sections we will build up a theory of A-matroids with coefficients in 
a fuzzy ring K - -  for any K - -  such that in the special case of K being a field the 
A-matroids with coefficients in K are the A-matroids representable by a skew- 
symmetric matrix. 
2. The basic concepts of Pfaflian maps and A-matroids with coefficients 
The definition of a A-matroid with coefficients will be based on some identity 
concerning Pfaffian forms as derived in [29, Proposition 2.3]. 
In the sequel assume that E := { 1 ..... n } for some fixed n ~ t~, and let R denote some 
commutative ring with 1 ~ R. 
For a skew-symmetric matrix A = (ai~)id~E with coefficients in R and I ~ E the 
Pfaffian Pf((aij) i j~) is defined by 
(Pfl) Pf((aii)i,j~):= 0 for # I  --- lmod2 
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and in case I = {ix . . . . .  i2m } with 0 <~ m <~ n/2 and i 1 < ij+x for 1 ~<j ~< 2m - 1 by (cf. 
[20, Section 60] or [23, Section 2]) 
(Pf2) Pf((ali)id~,):= ~ sign a.  f i  ai ....... ,...... 
aeS~m k = 1 
where 
{ } $2,,.= ~•$2,~1~(2k 1)= min a(j)  fo r l~<k~<m , 
2k- l  < . j~2m 
that is, S~,, is the set of all permutations a of {1 .. . . .  2m} with a(2k - 1) < ~(j) for 
l <~ k <~ m, 2k -  l < j <~ 2m. 
As usual, we assume that the empty set has exactly one permutation a~, which 
satisfies a0 • S; and sign a 0 = 1. Thus (Pf2) makes also sense in case m = 0 and means 
that 
(Pf0) Pf((aij) i ,~¢)= 1. 
For a skew-symmetric matrix A=(aij) ia~E we define the Pfaffian map 
P = Pa: ~(E)  --* R by 
p( I ) := Pf((aij)~j~) for I ~ E. (2.1) 
Then we have p(I) = 0 whenever # I  = 1 rood2, and it follows that for I c E with 
# I  -0 rood  2 we can also define p(I)  recursively by 
(AP1) p(O):= 1; 
(AP2) p({ i , j} ) :=a i j=  -a j i  for l~<i<j~<n;  
2m 
(AP3) p({ix . . . . .  i2,,}):= ~ ( -  1)J.p({i~,i~}).p({i2 .. . . , i2m}\{i j}) 
j=2 
for 2 <~ m <~ n/2 and ij < ij+ x for 1 ~< j ~< 2m - 1 and that 
(AP4) det((aij)i.j~1) = Pf((ao)ij~1) 2 = p(l)2 
holds for all I _~ E (cf., for instance, [20, Sections 59, 60]). 
(AP4) makes also sense in ease I = 0, once we put det((aii)i.j~0) := 1 as usual. Now 
we are able to recall the following basic theorem. 
Theorem 2.1. Assume ~ ~_ ~(E)  with 0 e ~. Then one has 
(i) The following two statements are equivalent: 
(A) There exists a skew-symmetric n x n-matrix A = (aij)i,i~e with coefficients in 
R such that for all I ~_ E we have 
(A1) Pf((aij)i.j~t) • R* if and only if l • ~, 
(A2) Pf((a~j)i,j~1) = 0 if and only if I q~ ~. 
(P) There exists some map p: ¢~(E) --* R* © {0} satisfying the followino conditions: 
(P0) For I ~ E one has p( l )  • R* if and only if I • ~, and one has p(O) = 1. 
(P1) For 1 ~_ E with #1 = lmod2 one has p(I) = O. 
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(P2) I f  11,12 ~ E and Ixdl2 = {il,...,i~} with it< ij+l for 1 <~j<~ l -  1, then 
one has 
1 
(--  1)~.p(IxA{i j}).p(I2A{i j})= O. 
j= l  
More precisely, we have 
(ii) I f  a skew-symmetric matrix A satisfies (A1) and (A2), then the corresponding 
Vfaffian map p = pA: ~3(E) ~ R satisfies condition (P). 
(iii) If, vice versa, a map p:C~(E) --* R* © {0} satisfies condition (P), then the 
skew-symmetric matrix Av = A = (ai~)ij~e given by 
au := O for l <~ i ~ n, 
air = -a j i=p({ i , j} )  for l <~i<j<~n 
satisfies (A1) and (A2). 
(iv) The correspondence between the skew-symmetric matrices A = (a~j)~.i~ r satis- 
fying (A) and the maps p:C~(E) --* R* © {0} satisfying (P) as given in (ii) and (iii) is 
one-to-one. 
Proof. This is Theorem 2.2 in [29]. [] 
The main part of the proof of the above theorem was to claim the following 
proposition. 
Proposition 2.2. I f  A = (aii)i,j~E is a skew-symmetric n x n-matrix with coefficients 
in a commutative ring R with 1 ~ R, then the corresponding Pfaffian map p = PA 
satisfies (P2). 
Proof. This is Proposition 2.3 in [29]. [] 
Now I use Theorem 2.1 in order to describe representability of A-matroids by 
skew-symmetric matrices in terms of the associated Pfatfian maps. 
Theorem 2.3. Assume K is afield, and (E, ~) is a A-matroid. Then (E, ~) is strongly 
representable over K by a skew-symmetric matrix if and only if there exists some map 
p:~(E)  --* K which satisfies the three axioms (P0)-(P2) as stated in Theorem 2.1 for 
R :=K.  
If(E, ~) is strongly representable by some skew-symmetric matrix A = (alj)i.~, then 
p may be chosen to be the corresponding Pfaffian map p = PA. 
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Vice versa, if p satisfies (PO)-(P2), then ( E, 5) is strongly representable by the matrix 
Ap = A = (ao)i,j~r given by 
aii := O for l <~ i <~ n, 
aij= -a j i=p({ i , j} )  for l <~ i<j<~ n. 
Proof. All assertions are now trivial consequences of Theorem 2.1 and (AP4). [] 
Remark. Although the correspondence between skew-symmetric matrices and 
Pfaffian maps as described in Theorem 2.1 is one-to-one, there may be many Pfaffian 
maps satisfying the axioms (P0)-(P2) for a given 3-matroid (E, ~), because a skew- 
symmetric matrix which represents (E,~) is of course in general not uniquely 
determined. 
In order to define d-matroids with coefficients in a fuzzy ring K we generalize the 
concept of a Pfaffian map. 
Definition 2.4. Assume K = (K; + ;.;e;Ko) is a fuzzy ring. 
(i) A map p :~(E)  --* K* © {0} is called a twisted Pfaffian map if the following 
axioms hold: 
(TP0) There exists some Io _c E with p(lo) # O. 
(TP1) For all 11,I2c_E with p ( I t )#0 and p( I2 )#0 one has #(I1) = 
#(I2)mod2. 
(TP2) If I1,/2 - E and 11A12 = {il ..... it} with i j< ij+l for 1 ~<j~< l -  1, then 
one has 
l 
~, eJ.p(I1A{ij}).p(12A{ij}) ~ Ko. 
j= l  
Two twisted Pfaffian maps p~,p2:~(E) ~ K* 0 {0} are called equivalent if there 
exists some x ~ K* such that for all I _c E one has pl( l )  = x-p2(l). 
A twisted Pfaffian map p is called a Pfaffian map if p(0) = 1. 
(ii) A A-matroid M defined on E and with coefficients in K consists of an equivalence 
class of twisted Pfaffian maps p: ~(E) ~ K* © {0}. We write also M = Mp for any 
twisted Pfaffian map p defining M. 
A subset F _ E is called free or feasible in M if p(F) # 0 for one and thus for all 
twisted Pfaffian maps p with M, = M. 
Remark. If K = R is a ring, then the Pfaffian maps p: ~(E) ~ R* © {0} induced by 
skew-symmetric matrices coincide by Theorem 2.1 with the Pfaffian maps as defined 
in Definition 2.4. For a ring the axioms (P2) and (TP2) are identical at all, while 
p(O) = 1 implies the validity of (TP0) and (P0) for ~ := p-1(R*). Furthermore, (P1) 
and (TP1) are equivalent under the assumption p(0) # 0. 
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We shall see in a moment hat the feasible subsets of a A-matroid with coefficients 
satisfy a condition which is even stronger than the symmetric exchange axiom in 
Definition 1.4. 
Definition 2.5 (cf. Bouchet [5, Section 4]). A A-matroid (E,~) is even if one has 
#F1 = #F2mod2 for all F1,F2 ~ q~. 
Definition 2.6. A A-matroid (E, ~) or the set system ~ satisfies the strong exchange 
condition if for all F~, F2 c ~ and e s F1 d F2 there exists some f e (F1 A F2)\ { e } with 
F1A{e,f} ~ ~ and F2A{e,f} e ~. 
We have the following proposition. 
Proposition 2.7. Assume M = (E, ~) is a A-matroid. Then the following three statements 
are equivalent: 
(i) M is even. 
(ii) For F1,F2 ~ and e~F1AF2 there exists some f E(F1AF2)\{e} such that 
F1A{e,f} e qS. 
(iii) M satisfies the strong exchange condition. 
Proof. This is Theorem 2 in [30]. [] 
Now we prove 
Proposition 2.8. The feasible sets in a A-matroid M = Mp with coefficients in a fuzzy 
ring K defined on E satisfy the strong exchange condition. 
Proof. Assume F1,F2 ~ = p I(K*) and e eF1AF2. Since K*~ Ko = 0, axiom 
(TP2) yields for I I :=F1A{e} and I2:=F2A{e} that there exists some 
f E( I1AI2)\{e} = (F1AF2)\{e} with p( I1A{f}) .p ( I2A{f})  v~O, as claimed. [] 
Remarks. (i) The proof makes only use of axiom (TP2), and therefore we see that the 
conclusion (iii) => (i) in Proposition 2.7 shows that axiom (TP2) implies axiom (TP1). 
However, I have also listed axiom (TP1) in Definition 2.4, because its redundancy is
not quite obvious, and it should already be clear at first sight that I consider only even 
A-matroids as A-matroids with coefficients. 
(ii) In [4, Section 4] it is shown that for a symmetric matrix A = (ai~)l .< i,j~, with 
coefficients in some field K and E = { 1 ..... n} the set system ~(A) as defined in (1.5) 
defines a A-matroid, too. However, if, say, 
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then the induced d-matroid (E, ~(A)) with E = {1, 2} and ~(A)= {0, {1},E} does 
not satisfy the equivalent conditions in Proposition 2.7. 
As was pointed out in Example (ii) following Definition 1.3, the fuzzy ring 
R/R* = Kc is an appropriate coefficient domain for all ordinary matroids. Since for 
K = Kc the strong exchange condition as stated in Definition 2.6 is clearly equivalent 
to axiom (TP2), Proposition 2.7 shows that Kc is also an appropriate coefficient 
domain for even A-matroids; that is, every even A-matroid may be interpreted as 
a A-matroid with coefficients in Kc = R/R*. 
If M = Mp is a A-matroid with coefficients in an arbitrary fuzzy ring K defined on 
E, then we call _M:= (E,p- I(K*))  the underlying A-matroid of M. 
We have the following theorem. 
Theorem 2.9. (i)Assume K is a fuzzy ring, geK* ,  Eo~_E, and p,p':~(E)--* 
K* © {0} are two maps related by the formula 
if( l)  = ~.p(IAEo) for all I ~ E. (2.1) 
Then p is a twisted Pfaffian map if and only if p' is a twisted Pfaffian map. If, in particular, 
p(Eo) = ct -1 ~ K*, then p is a twisted Pfaffian map if and only if p' is a Pfaffian map. 
Moreover, ~ ~_ ~( E) is the system offeasible subsets of some A-matroid with coefficients 
in K if and only if ~':= ~AEo = {FAEoIF e qd} is. 
(ii) I f  K is a field, then a A-matroid (E, ~) is representable over K by a skew- 
symmetric matrix if and only if(E, ~) is the underlying A-matroid of some A-matroid Mp 
with coefficients in K. 
Proof. (i) The last two assertions in (i) are trivial consequences of the first one. It is 
also obvious that (TP0) and (TP1) hold for p if and only if these axioms hold for p'. 
Finally, axiom (FR2) in Definition 1.1 implies that (TP2) also holds for p' if and only if 
it holds for p, because for 11,12 - E one has 
(I1AEo)A(I2AEo) = IaAI2. 
(ii) is now a trivial consequence of Definition 1.5, Theorem 2.3, and the last 
assertion in (i). [] 
So far we have considered A-matroids with coefficients in Kc = R/R* or in a field K. 
As was shown in [12, Section 6], the fuzzy ring R//R ÷ is an appropriate domain of 
coefficients for oriented matroid theory (cf. also Example (iii) following Definition 1.3). 
Thus, it is near at hand to define an oriented A-matroid to be a A-matroid with 
coefficients in R//R +. By identifying the sets (R//R+) * w {{0}} = {R +, R-, {0}} and 
{1, - 1, 0} in the obvious way, we can also define an oriented A-matroid as follows. 
Definition 2.10. An oriented A-matroid M defined on E consists of an equivalence class 
of maps p :~(E)  --* {1, -  1,0} satisfying the axioms (TP0) and (TP1) as stated in 
Definition 2.4 and the following axiom. 
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(OTP2) If lx,I2 ~- E, lxAI2 = {ix . . . . .  it} with i t < it+ 1 for 1 ~<j ~< I -- 1, and if for 
some w ~ {1 , -  1} one has xt:= w.( -  1)t .p( I1A{it}) .p( I2  A{it} )/> 0 for 1 ~<j ~< l, 
then x t = 0 for every such j, where two such maps p,p':~3(E) ~ {1, - 1,0} are called 
equivalent if either p(l)  = p'(I) for all I ~ E or p(I) = - p'(I) for all I _ E. 
The preimage p- 1 ( { 1, - 1 }) is the system of feasible sets of the oriented A-matroid. 
As a direct consequence of axiom (OTP2) we see that for any ordered field K and 
any twisted Pfaffian map p :~(E)  ~ K the map po:~3(E) ~ {1 , -  1,0} given by 
po(l):= sign(p(/)) defines an oriented A-matroid. 
A further important example of A-matroids with coefficients are valuated A- 
matroids, which have already been studied in [13] in connection with some sort of 
Greedy Algorithm. 
Definition 2.11. Assume H = (H,. ,  ~< ) is a linearly ordered abelian group. A valuated 
A-matroid defined on E and with values in H consists of an equivalence class of maps 
v :~(E)  ~ /~ satisfying the following axioms. 
(VA0) There exists some Io --- E with V(Io) # O. 
(VA1) For all I t , I  2 ~_ E with v(I i )  #0 # v(12) one has #11 - # I2mod2.  
(VA2) For I1, I  2 ~_ E with v( l l )  #0  # v(12) and e~I1A l2  there exists some 
f ~ ( Ixd l2 ) \{e}  with 
v(11), v(12) ~< v(1x A {e,f}). v(I2A {e,f}), 
where two such maps vx, V2 : ~(E)  ~ /'t are equivalent if there exists some ct e H with 
vx(I) = ~. v2(I) for all 1 _= E. 
The preimage v-X(H) is the system of feasible sets of the valuated A-matroid. 
As a direct consequence of Theorem 2.3 one gets the following result which provides 
a rather large class of valuated A-matroids. 
Proposition 2.12. Assume K is afield with a non-archimedian valuation ~ : K ~ I~, and 
A = (ai~)ij~n is a skew-symmetric matrix with coefficients in K. Then the maps 
vt, v2 : ~(E)  ~ I~, given by 
vl(F) := ~(Pf((aij)i,t~F)), (2.2a) 
v2(F) := 4~(det((ait)ij~r)) = (vl (F)) 2 (2.2b) 
define valuated A-matroids on E with one and the same system of feasible sets. 
We shall now demonstrate hat valuated A-matroids with values in H are nothing 
but A-matroids with coefficients in the fuzzy ring KH (cf. Example (iv) following 
Definition 1.1). To this end we use the following lemma, which is a trivial consequence 
of the addition table in KH. 
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Lemma 2.13. Assume H is a linearly ordered abelian group, 
;h . . . . .  2n ~ H = K~, and put 2:= max(21 .. . . .  2,). Then one has 
~: t otherwise. 
Now we prove 
suppose n >~ 1, 
(2.3) 
Proposition 2.14. Assume H is a linearly ordered abelian group. Then a map 
v: ~(E)  ~ /-] = K* © {0} defines a valuated A-matroid with values in H if and only if 
v defines a A-matroid with coefficients in Kn. 
Proof. Clearly, p = v satisfies the axioms (TP0) and (TP1) in Definition 2.4 if and only 
if v satisfies the axioms (VA0) and (VA1). Since in KH we have e = 1, Lemma 2.13 
shows that (TP2) and (VA2) are equivalent, too, because any of these two axioms 
states that for all I~,I2 ~ E with v(l~) v~ 0 ~ v(12) and all e e I IAI2 one has 
max v[ ( l lA{e})A{f}] .v [ ( I zA{e) )A( f} ]  >1 v(I1).v(12). 
f~  (I lA 12) \{e} 
[] 
One might ask whether for a given even A-matroid (E, ~) and a given fuzzy ring 
K the existence of some twisted Pfaffian map p: ¢~(E) --* K* © {0} with p-  I (K*) = 
depends on the natural order on the set E = { 1 . . . . .  n }. The following result shows that 
this is not the case. 
Proposition 2.15. Assume K = (K; + ;.; e; Ko) is a fuzzy ring, put z := ( i i + 1)for some 
fixed i with 1 <~ i <<. n - 1, and assume p, p~ :~(  E) ~ K* © {0} are maps related by the 
formula 
P~(I) = {p( l )  for { i , i+ l} ~ I ,  (2.4) 
e.p( I )  for { i , i+  l}c_ I .  
Then p is a twisted Pfaffian map if and only if p~ satisfies the axioms (TP0), (TP1) and 
(TP~2) I f  I1,I2 c_ E and I IA I2 = {il . . . . .  it} with 
z( i f l< z(ij+l) for 1 ~<j~< I -  1, then one has 
l 
j=l  
Proof. By (2.4) it is trivial that p satisfies (TP0) and (TP1) if and only if p~ does. 
Now assume I1,12 ~- E and I IA I2  = {il . . . . .  it} = {i'~ .. . . .  i}} with i j< ij: i ~,~.d 
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z(i~) < z(i~+l) for 1 ~<j ~< l -  1 and l >~ 2. Put 
l 
x:= ~ eJ'P(ltA{i~})'p(I2A{it}), 
j= l  
l 
j= l  
The proposition follows once it is shown that x~ ~ { ~:, e-x  }. We distinguish two 
cases. 
Case I: { i, i + 1 } _ 11A I2. In this case there exists some (unique) p ~ { 1 . . . . .  l - l } 
with i~ = i'~+1 = i, i~+1 = i'u = i + 1 and i~ = i'~ for v$ {#,# + 1}. 
If either {i,i + 1} _ I1\12 or {i,i + 1} _~ I2\I~, then (2.4) yields 
p~(llAIit}).p~(i2A{it} ) = ~e.p(llA{ij}).p(12A{i~} ) i f j¢  {/~,/~ + 1}, 
[p(ItA{ij}).p(12A{i~}) if j •  {#,/~ + 1} 
and thus x~ = e. x by axiom (FR2) in Definition 1.1. 
If otherwise (i,i + 1)~ [( I1\I2)x(I2\I~)] © [(I2\1~)×(I~\I2)], then one gets 
~p(llA{it}).p(12A{ij} ) i f j${#,#+l} ,  
P~(I1A{it})'P~(12A{it})=[e,.p(llA{it}).p(12A{it} ) i f j e{#, /~+l}  
and therefore x~ = x. 
Case II: { i, i + 1 } ~ I1A I2. In this case one has i t = i~ for 1 ~< j ~< l, and the number 
t := # { z • { 1,2} I { i, i + 1 } ___ I~A { i t } } does not depend on j. This means 
p~(llA{it}).p~(I2A{it} )=e' .p( l ld{i j}) .p(12A{it} ) for 1-~j~<l  
and thus K~ = e t-x. [] 
Proposition 2.15 follows in case of a ring R = K also easily from Theorem 2.3 and 
the definition of the Pfaffian form. However, the given proof works for all fuzzy rings, 
and we see that in particular the orientability of an even A-matroid (E, ~) does not 
depend on some fixed order defined on E. Note, however, that the twisted Pfatfian 
maps as such depend on a fixed order. 
3. Minors and the dual of a A-matroid with coefficients 
Throughout his section assume again n • N and E = { 1 . . . . .  n }. For 0 ¢ ~ ~ ¢~(E) 
and eo • E we put 
~\{eo}:= {F•  ~ leo~ ~}, (3.1a) 
~/{eo} := {F\{eo}lF • ~,eo • F}. (3.1b) 
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Moreover, if M = (E, ~) is a A-matroid, we define 
f (E\{eo},~\{eo}) if ~:\{eo} #0,  (3.2a) 
M\{eo}:= [ (E \{eo},~/{eo})  otherwise, 
~(E\{eo},~/{eo}) if ~ /{eo}#0,  (3.2b) 
Ml{eo}:= I . (E\{eo},~\{eo}) otherwise. 
It is trivial that M \ { eo } and M~ { eo } are A-matroids, too; note that by definition the 
system of feasible sets of M \ { eo } as well as of M~ { eo } is non-empty in any case. 
Definition 3.1 (cf. also Bouchet and Duchamp [7, Section 2]). Assume M = (E, ~) is 
a A-matroid. 
(i) For eo e E the A-matroid M \ { eo } is called the restriction of M to E \ { eo }, while 
M~ { eo } is the contraction of M to E \ { eo }. The A-matroids M \ { eo } and M~ { eo } are 
the elementary minors of M at Co. 
(ii) A minor of M is any A-matroid obtained from M by taking successively 
elementary minors. 
Remark. In I-7] the elementary minors M\{eo} and M/{eo} are defined only if 
~\{eo} # 0 or ~/{eo} :~0, respectively. However, I prefer to write M\{eo} = 
M/{ eo } if either ~ \ { eo } = 0 or ~/{ eo } = 0, because then Definition 3.1 recovers the 
definition of a minor of a matroid: If ~ is the set of bases of some matroid M defined 
on E, then the minors M\  {eo} and M/{eo} in the classical sense coincide in any case 
with those as defined in (3.2a) and (3.2b). 
Now we want to introduce minors of A-matroids with coefficients. Assume K is 
a fuzzy ring, p :~(E)  ~ K* © {0} is a twisted Pfaffian map, and put E':= E\{eo} 
for some fixed eoeE. Then we define two maps p\eo:~3(E')~ K* © {0} and 
p/eo :~(E')  --, K* © {0} by 
(p\eo)(F):= p(F) for all F ___ E', (3.3a) 
(p/eo)(F):= ~ #{eEF[e>eO} .p(F u {Co}) for all F _~ E'. (3.3b) 
We have the following result. 
Lemma 3.2. Assume p:~(E)  --* K* © {0} is a twisted Pfaffian map and eo e E. If  
~ \ { eo } # O, then p \eo is a twisted Pfaffian map. Similarly, p/eo is a twisted Pfaffian map 
if ~61{ eo } • O. 
Proof. The only non trivial claim is that p"= p/eo satisfies axiom (TP2). 
Assumelx,lz -~ E' = E\{eo} and I1AI2 = {ix ..... i~} withij < ij+l for 1 ~<j ~< l -  1. 
W. Wenzel / Discrete Mathematics 148 (1996) 227-252 245 
Since (I1 u {eo})A(12 ~ {eo}) = I1AI2, we get for 
t:= #{ee l l le  >eo}+ #{ee121e >eo}: 
l 
eJ'P"(llA{ij))'P"(12A{ij}) 
j= l  
I 
= e'. Z ei'P[( l ' u {eo})A{ij}].p[(lz u {eo})A{ij}] EKo, 
j= l  
because p satisfies axiom (TP2). [] 
Note that for two equivalent twisted Pfaffian maps pl,p2:~3(E) ~ K* © {0} and 
:= p~- I (K , )  = P2 I (K , )  the twisted Pfaffian maps p a\eo and P2 \eo are equivalent if
\ { e o } # O, and that pl/eo and p z/eo are equivalent if ~/{ eo } ~ 0. Therefore, we may 
state the following definition. 
Definition 3.3. Assume M = Mp is a A-matroid with coefficients in some fuzzy ring 
K defined on E with ~ = p- I (K*)  as its feasible sets. Then for eo ~ E the A-matroid 
M\{eo} defined by 
M\{eo} := (Mp,eo 
t Mp/eo 
is called the restriction of 
Mp/eo 
Ml{eo}:= Mp\eo 
is the contraction of M to E\{eo}. 
M\{ eo } and M/{ eo } are called the elementary minors of M at eo, while an arbitrary 
minor of M is obtained by taking successively elementary minors. 
if ~\{eo} ¢0,  
otherwise (3.4a) 
M to E\{eo}, while the A-matroid M/{eo} defined by 
if ~/{eo} ~ 0, 
otherwise (3.4b) 
Remarks. (i) In case K = R/R* the definition of a minor of a A-matroid with 
coefficients in K is of course consistent with Definition 3.1. 
(ii) If K is a field, then Theorem 2.9(ii) and Lemma 3.2 recover [7, (2.2)], where it is 
shown already that any minor of a A-matroid M is representable by some skew- 
symmetric matrix with coefficients in K if M is. 
(iii) One might ask for the significance of the factor e #I~fle>e°l in (3.3b). One 
reason for the definition of p/eo as given in (3.3b) is that we want to show in the next 
section that the matroids with coefficients in any fuzzy ring K are in a canonical 
one-to-one correspondence to the A-matroids with coefficients in K and equicardinal 
feasible sets and that taking minors in A-matroid theory should be consistent with 
taking minors in matroid theory. 
Furthermore, if z = (eo -  1 eo) or z = (eoeo + 1) and p , :~(E)  ~ K* © {0} is 
defined as in (2.4), then for all F _~ E\{eo} one has 
e# Ie~Fle >eo}. p(F u {eo}) = e #l¢~Ft~l~' >~o)1. p,(F w {eo}), 
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while for 1 ~< i ~< n - 1 with eo ~ {i,i + 1 } and z = (i i + 1) one has 
(p/eo)~(F) = ~ #{eEFlr(e)>r(eO)} .p~(F w {eo}) for all F _~ E\{eo}. 
This means that taking elementary contractions of A-matroids with coefficients i  
compatible with performing permutations of E. Note that the analogon for elemen- 
tary restrictions i trivially fulfilled. 
Next we study the concept of the dual of a d-matroid with coefficients. In 
[6, Section 4] the dual of an ordinary d-matroid M = (E,~) is defined by 
M* = (E, ~A E) = (E,{ E\F IF  e ~ }). For a fuzzy ring K and a twisted Pfaffian map 
p :~(E)  --, K* © {0} we define a map p*~(E)  --, K* © {0} by 
p*( F) := eZ .... • p( E\F). (3.5) 
Then p* is a twisted Pfaffian map, too: The axioms (TP0) and (TP1) are trivially 
satisfied, while for I1, I2 ~ E and IIA 12 = { il ..... it} with i i < ij+ 1 for 1 ~< j ~< l - 1 
one has also (I1AE)A(IEAE) = {il ..... it} and thus 
l 
Z eJ'p*(IIA{ij})'P*(IEd{ii}) 
j= l  
I 
= e Ee°'le+Ee~'2~. ~ d.p( ( I~AE)d{i j}) .p( ( I2AE)A{i j})eKo.  
j= l  
For two equivalent wisted Pfaffian maps pl ,p2:~(E) -*  K* © {0} the twisted 
Pfaffian maps * * Pl,P2 are equivalent, oo. Thus, we may state the following definition. 
Definition 3.4. Assume M = M, is a d-matroid with coefficients in some fuzzy ring 
K defined on E. Then M* := M~. is called the dual of M. 
Remarks. (i) If ~ = p-  1 (K*) is the system of feasible sets of M,, then ~A E is the 
system of feasible sets of (Mp)* = M r .  Therefore, Definition 3.4 recovers [6, 
Section 4]. 
(ii) In the next section we shall see that taking duals of A-matroids with co- 
efficients is consistent with taking duals of matroids with coefficients. Moreover, 
if 1 ~< i ~< n - 1, then for z = (i i + l) and any twisted Pfaffian map p :~(E)  --* 
K* © {0} the maps p~ and (p*)~ (cf. (2.4)) satisfy 
(p*)~(F) = e.eE,~te).pz(E\F) for all F ~ E. 
This means that taking the dual of a d-matroid with coefficients i compatible with 
performing permutations of E, because any twisted Pfaffian map po is equivalent 
to e. Po. 
We have the following basic proposition. 
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Proposition 3.5. Assume M = Mp is a A-matroid defined on E with coefficients in some 
fuzzy ring K. Then we have 
(i) M** := (M*)* = M. 
(ii) For eo e E one has 
(M\{eo})*  = M*/{eo}, (3.6a) 
(M/{eo } )* = M* \ { eo }. (3.6b) 
Proof. (i) The map (p*)* defines M**, and by applying (3.5) twice one has 
(p*)*(F) = eEe~e.p*(E\F) = I~ e~Ee.p(F) for all F _ E. 
Therefore the twisted Pfaffian maps p and (p*)* are equivalent. 
(ii) By (i) it suffices to prove (3.6a). To this end we may assume 5 \  { eo } # 0, because 
otherwise one has ~/{eo} :/: 0, and then (3.6b) and (3.6a) follow by dualization. Let 
ct : E \  { eo } --* { 1 . . . . .  n - 1 } denote the bijection given by 
{ ;  for e< eo 
~(e):= --1 for e>eo 
Then the map (p\eo)* which defines (M\eo)* is given by 
(p\eo)*(F) = e E~'~(e~.p(E\(F w {eo.})) for all F _ E\{eo}, 
while for the map p*/eo defining M*/{ eo} one has 
(p*/eo)( F) = ~#{eEF[e >eo} . p*( F u {eo}) 
= ~#{e~Fle>eo} .~eo .~ . . . .  .p (E \ (F  ~ {eo})) 
= 13eo.~ . . . .  (e) .p (E \ (F  w {eo})) 
for all F _ E \ { eo }. This means that the twisted Pfaffian maps (p\eo)* and p*/eo are 
equivalent. [] 
4. Matroids with coefficients and ,~-matroids with coefficients 
Assume again n e ~ and E --- { 1 . . . . .  n }. If K = (K; + ;-; e; Ko) is a fuzzy ring, then 
as a technical notation I put for any permutation z of some finite set 
e if r is odd, 
sign~r:= 1 if z is even, 
and for pairwise distinct el . . . . .  ems E let z = z(el . . . . .  era) denote the unique permuta- 
tion of {el . . . . .  era} with z(ei) < z(e~) for 1 -%< i < j  -%< m. 
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We are now able to state and to prove the following main result of the present 
paper. 
Theorem 4.1. Assume 0 <<. m <~ n and K = (K; + ;. ; e; Ko) is a fuzzy ring. Then there is 
a natural one-to-one correspondence between the matroids with coefficients in K, defined 
on E and of rank m, and the A-matroids with coefficients in K, defined on E and satisfying 
# F = m for all feasible subsets F ~_ E. The correspondence is as follows: 
I f  b : E" ~ K* © {0} is a Grassmann-Plficker map, then a corresponding twisted 
Pfaffian map p = Pb: ~3(E) ~ K* © {0} is given by 
p( l ) := 0 for # I  ~ m, (4.1a) 
p({al . . . . .  am}):=b(al  . . . . .  am) i fa i<a j  for 1 <<.i<j<~m. (4.1b) 
Vice versa, if p: ~(  E) ~ K* © {0} is a twisted Pfaffian map with p(I) = O for all I ~_ E 
with # I ~ m, then a corresponding Grassmann-Plficker map b = bp: E m ~ K* © {0} is 
given by 
b(al . . . . .  a,,):= 0 for ~ {al . . . . .  am} < m, 
b(ax . . . . .  a,,) := sign~ z(al . . . . .  a, , ) .p({al  . . . . .  am}) 
(4.2a) 
for # {al . . . . .  a,.} = m. (4.2b) 
Proof. We have only to show that for a Grassmann-Pli Jcker map b the map Pb is 
a twisted Pfaffian map and that vice versa for a twisted Pfaffian map p as in the 
theorem the map bp is a Grassmann-Plf icker map, because then it is trivial that 
equivalent Grassmann-Plt icker maps correspond to equivalent twisted Pfaffian maps 
and vice versa and that the described correspondence is one-to-one. 
Assume first that b:E"  ~ K* © {0} is a Grassmann-Plf icker map. Then the map 
p = Pb trivially satisfies the axioms (TP0) and (TP1). To verify (TP2) assume I1,12 ~ E 
and I1A12 = {il . . . . .  il} with i j< ij+~ for 1 ~<j~< 1-  1. We must show 
K 1 ~ 
I 
Z e J 'P ( I1A{ i j} ) 'P ( I2A{ i j} )  6Ko" 
j= l  
We may assume that {•I1, #12} = {m-  1,m + 1}, because otherwise one has 
p( l l  A { i j}).  p(I2 A { ij}) = 0 for any j  with 1 ~< j ~< I and thus Xl = 0. By symmetry, we 
may suppose Ii = {eo .. . . .  e,,} for pairwise distinct eo ....  ,e,, ~ E, 12 = {f2 .. . . .  f,~} for 
pairwise distinct f2 . . . . .  f,, ~ E, I IA I2  = {eo .. . . .  ek,f2 . . . . .  fk} for k :=/ /2  and ej =f j  for 
k < j  ~< m. For any transposition v = (i i + 1) with 1 ~< i ~< n - 1 the relation (4.1b) is 
(cf. (2.4)) equivalent o 
p~({al . . . . .  am})=b(a l  . . . . .  am) if z(ai) < z(aj) for l~<i<j<~m;  
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thus by Proposit ion 2.15 we may assume in addition eo< el <- . .  < ek< 
f2 < "'" <f , , .  Since p( l l  u {f~}) 'p( I2 \{f i})  = 0 for 2 ~<j ~< k, we get by (4.1b): 
k 
xl = ~ ~i+1 .b(eo . . . . .  ~i . . . . .  em).b(ei , f2 . . . . .  fm)e  Ko, 
i=0 
because b satisfies (GP2) and b(f j , f2  . . . .  ,fro) = 0 for k < j  ~ m. 
Now assume that, vice versa, p :~(E)  --. K* © {0} is a twisted Pfaffian map as in 
the theorem. Then it is trivial by the definitions that b = bp satisfies the axioms (GP0) 
and (GP1). To verify (GP2) assume eo . . . . .  era,f2 . . . . .  fm • E and put 
x2 := ~ ~J" b(eo . . . . .  ~j . . . . .  e,~). b(ej , f2 . . . . .  fm). 
j=0  
We must show that/£2 ~ Ko"  
If there exist i~, i 2 with 2 ~< i~ < i 2 ~ m and J]l =f~2, then one has trivially/£2 = 0. 
Moreover,  if ei, = ei2 for some il, i2 with 0 ~< il < i2 ~ m, then one gets 
x2 = b(eo . . . . .  ~i~ . . . . .  em).b(ei~,f2 . . . . .  fm) ' (e  il "e i~-i~-I + ~i~)e Ko. 
Thus from now on we assume that #{eo .. . . .  e~}=m+l  and #{fE , . . . , f~}= 
m-1 .  
Suppose io,jo are such that 0 ~< io ~< m - 1 and 2 ~ Jo ~< m - 1, and put elo := eio + ~, 
e'io+ 1 := elo, e~:= ei for i e {0 . . . . .  m}\{io, io  + 1}, and f )o:=f jo+l ,  fj'o+ 1 :=fjo, f / ' :=f /  
for i •  {2 . . . . .  m}\{jo , Jo  + 1}. Then one has 
/£2 = e. ~, e i. b(eo . . . . .  di . . . . .  era). b(ei,Jjz . . . . .  J~,) 
i=0 
= e. ~ ei.b(e'o . . . .  ,~  . . . . .  e ' ) .b (e~, f2  . . . . .  fro). 
i=0 
Thus we may also assume that there exists some k with 1 ~< k ~< m and ej = fj for 
k + 1 ~< j ~< m but that eo . . . . .  ek,f2 . . . . .  frn are pairwise distinct. 
As in the first part of the proof we may now - -  in view of Proposit ion 2.15 
- -  assume that eo < .-. < ek<f2  < "'" <fra; otherwise perform a permutat ion 
of the set E. Then (4.2b) yields for l l :={eo  .. . . .  era}, I 2 :={f2  . . . . .  f ,n} and 
l lA I2  = {eo . . . . .  ek,f2 . . . . .  fk}: 
k 
~2 = ~ e J 'P ( I I \{e j} ) 'p ( I2  u {e j})eKo ,  
j=o  
because p satisfies (TP2) and p(I )  = 0 for all I ~ E with # I  ~ m. [] 
Remarks. (i) As turned already out in the proof, the described one-to-one corres- 
pondence between matroids with coefficients of rank m and A-matroids with coeffi- 
cients and # F = m for all feasible sets F ~ E is in view of Proposit ion 2.15 compatible 
with performing permutations of E. 
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(ii) Assume K is a fuzzy ring and M = M b is a matroid with coefficients in 
K defined on E and of rank m and that p = Pb is the corresponding twisted Pfaffian 
map given by (4.1a) and (4.1b). Then for any e© e E, which is not a coloop in M, the 
restriction M \{ e0 } means the same in matroid theory as in d-matroid theory, because 
a Grassmann-Pl~cker map or a twisted Pfaffian map for M\{eo} is simply 
obtained by restricting b to (E\{eo}) m or p to ~3(E\{eo}), respectively (cf. [12, 
Proposition 5.1] and Definition 3.3). On the other hand, if e© e E is not a loop in M, 
then by [12, Proposition 5.2] the map b ' : (E \{eo})  "-~ ~ K* © {0} defined by 
b'(al ... . .  a,,- 1):= b(al . . . . .  a,,-1,eo) 
is a Grassmann-Pificker map for the matroid M/{eo}, while by Definition 3.3 and 
(3.3b) the map p':*~3(E\{eo}) --* K* © {0} defined by 
p'(F) := e #{e~Fre>e°} .p(F  u {eo}) for F ___ E\{eo} 
is a twisted Pfaffian map for the A-matroid M/{eo}, and (4.2b) applied to b and 
p impl ies for0~<k~<m- 1 and 1 ~<a~ <. . .<ak<eo<ak+~<- . .<am_~<n:  
b'(al . . . . .  a,._ 1) = b(al ... . .  a,, 1, eo) 
= e,.-k-1 .p({al  . . . . .  am-~,eo}) = p'({al ..... a,._ a }). 
Thus also M~ { e0 } means the same in matroid theory as in A-matroid theory, and now 
the significance of the definition of the contraction of a A-matroid with coefficients 
should become clear. 
Moreover, by [12, Proposition 5.5] a Grassmann-Plficker map b*:E" "~ 
K* © {0} of the dual matroid M* with coefficients i given by 
I 
0 if # {el ..... e,_,,} < n - m, 
b*(e l , . . . ,e ._ , , )  = gE",-Te,.b(f~,...,f,,) if E = {el ..... e,-m,f l  . . . . .  fro}, 
( e i<ea for i< j ,  f /<f j  for i< j .  
Thus, by (3.5), Definition 3.4 and (4.ib) also dualizing of matroids with coefficients 
means the same as dualizing of A-matroids with coefficients and equicardinal feasible 
sets. 
(iii) Theorem 4.1 recovers [4, 4.4], where it is shown already that a matroid 
M defined on E is representable over a field K in the sense of matroid theory if and 
only if M is representable in the sense of A-matroid theory by some skew-symmetric 
matrix with coefficients in K (cf. also Theorem 2.9(ii)). Moreover, Theorem 4.1 shows 
that oriented or valuated A-matroids whose feasible subsets define a matroid are 
exactly the oriented or valuated matroids, respectively. In the special case K = Kr for 
some linearly ordered abelian group F, this theorem is of course much simpler than 
for an arbitrary fuzzy ring K, because one has ~ = 1 in Kr. However, Theorem 4.1 
seems to be a rather pleasant result at least in the case of oriented A-matroids. 
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5. Concluding remarks 
Theorem 4.1 suggests that there should exist a uniform theory including the 
theories of matroids with coefficients and of A-matroids with coefficients. Recently, 
Gelfand and Serganova introduced the concept of a (I4I, P ) -matro id  (cf. [16, 17]) for 
any Coxeter group W -- (R )  and any subset P of the set R of generating involutions 
in IF, thereby unifying the concepts of matroids, of A-matroids as well as a large class 
of greedoids, which are studied in [19]. In forthcoming papers I want to establish 
a theory of (W; P)-matroids with coefficients, which will encompass the theories of 
matroids with coefficients and of A-matroids with coefficients. In particular, it will 
turn out that many results proved in the theory of matroids with coefficients o far 
hold also in this much more general framework and, in particular, for A-matroids with 
coefficients. 
Moreover,  I want to study relations between symplectic geometries over fields and 
A-matroids with coefficients - -  in part icular for ordered fields and oriented A- 
matroids. Finally, as suggested by results concerning (valuated) matroids and (affine) 
buildings associated with linear geometries, relations between valuated (W;P)-  
matro ids and affine buildings for several W and P will be studied in further papers. 
References 
[1] R.E. Bixby, On Reid's characterization f the matroids representable over GF(3), J. Combin. Theory 
B26 (1979) 174-204. 
[2] R.G. Bland and M. Las Vergnas, Orientability of matroids, J. Combin. Theory B24 (1978) 94-123. 
[3] A. Bouchet, Greedy algorithm and symmetric matroids, Math. Programming 38 (1987) 147-159. 
[4] A. Bouchet, Representability of A-matroids, Colloquia Mathematica Societatis J/mos Bolyai 52, 
Combinatorics, Eger (Hungary) (1987) 167 182, 
[5] A. Bouchet, Matchings and d-matroids, Discrete Appl. Math. 24 (1989) 55-62. 
[6] A. Bouchet, Maps and A-matroids, Discrete Math. 78 (1989) 59 71. 
[7] A. Bouchet and A. Duchamp, Representability of A-matroids over GF(2), Linear Algebra Appl. 146 
(1991) 67 78. 
[8] A.W.M. Dress, Chirotopes and Oriented Matroids Bayreuther Mathematische Schriften 21, 
Tagungsbericht 2, Sommerschule Diskrete Strukturen, Bayreuth 1985, 14-68. 
[9] A.W.M. Dress, Duality theory for finite and infinite matroids with coefficients, Adv. Math. 59 (1986) 
97 123. 
[10] A.W.M. Dress and W. Wenzel; Endliche Matroide mit Koeffizienten, Bayreuther Mathematische 
Schriften 26 (1988) 37-98. 
[ 11] A.W.M. Dress and W. Wenzel, Valuated matroids A new look at the greedy algorithm, Appl. Math. 
Lett. 3 (1990) 33 35. 
[12] A.W.M. Dress and W, Wenzel, Grassmann-Plficker r lations and matroids with coefficients, Adv. 
Math. 86 (1991) 68-110. 
[13] A.W.M. Dress and W+ Wenzel, A greedy-algorithm characterization f valuated A-matroids, Appl. 
Math. Lett. 4 (1991) 55-58. 
[14] A.W.M. Dress and W. Wenzel, Valuated matroids, Adv. Math. 93 (1992) 214-250. 
[15] A.W.M. Dress and W. Wenzel, Perfect matroids, Adv. Math. 91 (1992) 158 208. 
[16] I.M+ Gelfand and V.V. Serganova, On the general definition of a matroid and a greedoid, Soviet. 
Math. Dokl. 35 (1987) 6-10. 
[17] I.M. Gelfand and V.V. Serganova, Combinatorial geometries and torus strata on homogeneous 
compact manifolds, Russian Math. Surveys 42 (1987) 133-168. 
252 W. Wenzel / Discrete Mathematics 148 (1996) 227-252 
[18] L. Gutierrez Novoa, On n-ordered sets and order completeness, Pacific. Math. 15 (1965) 1337-1345. 
[19] B. Korte, L. Lov~sz and R. Schrader, Greedoid Theory, Algorithms and Combinatorics 4 
(Springer, Berlin, 1991). 
[20] G. Kowalewski, Determinantentheorie (Ch lsea Publishing Company, New York, 1948). 
[21] J. Lawrence, Oriented matroids and multiply ordered sets, Linear Algebra Appl. 48 (1982) 1-12. 
1-22] P.D. Seymour, Matroid representation ver GF(3), J. Combin. Theory B26 (1979) 159-173. 
[23] J.R. Stembridge, Nonintersecting paths, Pfaffians and plane partitions, Adv. Math. 83 (1990) 96-131. 
[24] W.T. Tutte, Lectures on matroids, National Bureau Standards J. Res. B69 (1965) 1-47. 
[25] M. Wagowski, Matroid signatures coordinatizable over a semiring, Eur. J. Combin. 10 (1989) 
393-398. 
[26] M. Wagowski, Coordinatization f B-matroids, Discrete Math. 111 (1993) 465-479. 
[27] D.J.A. Welsh, Matroid Theory (Academic Press London, New York, San Francisco 1976). 
1-28] W. Wenzel, Projective quivalence ofmatroids with coefficients, J. Combin. Theory A57 (1991) 15-45. 
1-29] W. Wenzel, Pfaffian forms and d-matroids, Discrete Math. 115 (1993) 253-266 
[30] W. Wenzel, d-matroids with the strong exchange condition, Appl. Math. Lett. 6 (1993) 67-70. 
