Abstract. The paper addressed the problem of modeling the dynamics of speech from the perspective of self-organizing neural networks. In this context, the paper started from the premise that the dynamic behavior of the phonetic constituents can be identified in natural speech at the neural level and investigated the possibility of extracting the features of phones/phonemes using temporal self-organizing maps (SOMs). A variant of temporal SOM was proposed that proved able to encompass the phones/phonemes dynamic behavior and also model the feature trajectory traces as they appear in the feature space. The results of simulations revealed the potential offered by this kind of temporal SOMs to extract the dynamic features and model the trajectory for any individual phone/phoneme. The model appeared consistent with recent evidences in the field of neurodynamics, and can be extended as well for modeling brain dynamics in language processing.
Introduction
Of crucial importance in linguistics is to identify a model comprehensive enough to account for speech generation and understanding. Also, another challenge is the compositionality constraint, i.e., to explain how the meanings of words/sentences are determined by the properties of the simple constituents of the words/sentences, coupled with the combination or order in which these constituents appear [1] . It has been suggested by several authors [2] , [3] that this challenge of nonlinear linguistic phenomenon could be dealt with from the position of the dynamical system theory. On the other hand, studies upon the brain neural network suggest the existence of an integrated syntactic-semantic map that can be interpreted in terms of dynamical systems [4] , [5] , [6] .
A specific problem we have to address is modeling the temporal order in which the phonetic components appear. At word level, the order of phones is very strict. Words containing the same phones in different order have different meaning or no meaning at all. Another problem is the extensive variation of pronouncing the same phone by different speakers. Due to variations in the vocal tract, even the acoustic signal of the same phone uttered by the same person is not identical, one instance after another. Therefore, we are interested in developing a model that encompasses the underlying dynamics of phones and ultimately of phonemes as they manifest and are recognized in the temporal formation of words. Therefore, modeling the dynamic behavior of linguistic constituents (phones/phonemes, syllables, words) with a self-organizing dynamic neural network it's worth investigating. Several extensions of the traditional self-organizing maps (SOMs) [7] have been already proposed for the domain of time series and proved to be successful in many applications [8] , [9] .
The purpose of the present paper is to investigate the possibility of modeling the underlying dynamics of phones in the process of neural self-organization. The rest of the paper is organized as follows. In the second section we define the main problems that have to be accounted by the self-organizing neural network model and we propose the topology of a variant of temporal SOM. The third section shows by experimental results the possibility to extract the related features of phones and model the trajectory traces in the feature space by a temporal self-organizing map (SOM). Finally, the last section draws the conclusions and points to further researches.
Temporal Self-Organizing Neural Network Model
The physical speech sound appears as a time-series. Different phones have different shapes, periodicity, and spectral components. Vocals exhibit periodic evolution whereas consonants show irregular patterns in their behavior. In contrast with other time-series events, speech sound is recognized in terms of abstract units of language, such as phonemes. The speech sounds denoting the same phoneme uttered by different persons, or even the same person in different instances, have completely different spectra. In this context, we are interested to extract related features in phones that best summarize their underlying dynamics. Using the traditional methods of signal analysis does not lead to a model capable to capture and integrate the phonetic similarities among the speech sound variations. Therefore, we propose to construct a variant of temporal SOM that is able to encompass the phones dynamic behavior and also model the feature trajectory traces as they appear in the feature space.
The classical SOM is static. This means that it cannot capture the temporal relations in the input data. The idea in the temporal extensions of SOM is to introduce the time dimension into the map. Mainly, the modifications added to the original SOM were inspired by the biology of the human brain [10] . The weights of the neurons form an active memory of input data but following a law of exponential discharge. This means that they lose data gradually in time. The initial suggested solution was to model each neuron by a "leaky integrator" placed at the output. However, better results were obtained by moving the integrators from the units' outputs towards their entry [8] , [9] . In principle, the temporal dimension is added to the map by incorporating the context at one particular time step and feed that data back to the inputs at the next time step. Two general approaches can be distinguished: (i) adding the context in the data space, and (ii) adding the context in the weights space.
The proposed method in the present paper tries to combine the above two approaches. The solution is to use a hierarchical SOM formed by a three-layered architecture where the higher level map tries to capture the spatiotemporal dynamics of the input moving through the first two successive maps. The input vector x(t) is formed by the amplitudes of the audio samples a(t) to which we add the temporal context, logarithmically, as a second variable. As a result, two scalars {(x 1 ,x 2 )| x 1 = a(t),x 2 = klogt) serve as input for the network at every step (k is a time parameter). The double-loop learning process of the weights w(t) for every node is described as follows:
where the learning rate ε(t) = ε 0 exp(-t/λ) decreases with time (λ = const.) and the neighborhood function h w (t) is computed for the winning node w(i, j) as in the classical SOM:
2 computes the Euclidean distance squared. The radius of the neighborhood which shrinks over time is:
where σ 0 denotes the width of the network lattice at initial time, and t c is a time constant.
The effect of exponential discharge in time of the weights, in the double-loop process of self-organization, is provided by two functions, α(t) and β(t) that have influence in two consecutive steps of the learning process.
The synaptic weights are initialized at random. Given the input x =(x 1 , x 2 ), we defined a function that gives a map from x to w(i, j). In other words, it determines which neuron will fire. This is obtained by the condition that ||x -w|| is a minimum: The activation function takes the input vector x and the synaptic matrix w and computes the smallest distance and the index (i,j) of the map that corresponds to the smallest distance.
The temporal SOM architecture is presented in Figure 1 . Unlike the single loop learning, this model surpasses the static nature of the map by taking into account the dynamic changes in the input space and the temporal context of the previous learned states.
Phones Feature Extraction
In order to exemplify the proposed approach, the time-series of the main five vowels The phones were recorded from a male and a female with a sampling rate of 96 kHz and 16-bit length. The simulations were carried on with a SOM lattice of 20 x 20 neurons. The vocal waveforms have a clear periodic nature. The entire waveform for each vocal is composed of a series of repetitive patterns that show slight variations of the signal parameters. However, a typical pattern can be identified in each vowel as presented in Figure 2 . The patterns waveforms are depicted along with the corresponding embedding space. This space was reconstructed from the original sound signal x(t) delayed by multiples of Δt, considering that the embedding dimension d is large enough. We selected the value of 10. The purpose was to have a reference when compare the resulted maps. Feature extraction and trajectory modeling were performed on each individual vowel. The resulted SOMs for each vowel are depicted in the same Figure 2 . It's interesting to observe from both the embedding space and the corresponding temporal SOM a similar dynamics of the same vowel as uttered by the two persons, and in the same time a specific vocal "fingerprint" for each of them. For instance, the global SOM contour of [i] and [u] share a resemblance. This is due to the fact that the vowel signal looks like having a similar harmonic component of a lower frequency. In [11] , we have performed such a harmonic analysis.
Besides the capability of providing a general dynamic pattern for the vocal signal, another advantage of the temporal SOM is the facility to extract the feature trajectories. These are even more relevant than the map itself, because the feature trajectory reflects the dynamic evolution of the time-series. The feature trajectories are presented in Figure 3 , and were constructed for each vocal sample by tracing the winning neurons as they fire during the self-learning process.
We could also observe that the map shapes, although clearly different from one another, are somehow confined to a similar aspect. This is due to the fact that we used a limited number of neurons in forming the map. However, when we analyze the feature trajectories we can identify the real dynamic patterns that are specific to each vowel and create the clear distinction between them.
Summary
The purpose of this research work was to deepen the investigations regarding the modeling of the dynamic behavior of speech constituents. Because of the nonlinear character of speech, a dynamic model has to account for a series of challenging issues. At least some of the issues could be satisfactory solved by using a dynamic SOM approach. In the dynamic process of neural self-organization, the phonetic components could be modeled by a variant of a temporal SOM involving a double-loop learning process. Feature extraction and trajectory modeling were performed on five individual vocals. The proposed approach was validated by the simulation results.
Since the feature trajectories reflect the evolution of time-series, the proposed model can also account for the prediction of the next temporal instance x t of series x. The temporal SOM expect the new instance to be aligned with the direction indicated by the feature trajectory.
In conclusion, we suggest that the model can be used equally well in modeling brain dynamics in language processing. The experimental results are relevant for this kind of dynamic approach and encourage future developments.
