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ABSTRACT 
The characterization of automorphisms of Bernstein algebras is an open problem. 
We only know some particular results. Previously we have characterized the automor- 
phisms of quasiorthogonal, orthogonal, and strongly orthogonal weak Bernstein-Jordan 
algebras. In this paper we work on the minimal dimension with respect to qua- 
siorthogonality, orthogonality, and strong orthogonality. We establish some classifica- 
tion theorems. 
1. PRELIMINARIES 
In what follows K denotes an infinite field of characteristic different from 
2, and A is a finite dimensional, commutative, not necessarily associative 
algebra over K. 
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If w : A + K is a nonzero algebra homomorphism, then the ordered pair 
(A, w) is called a baric algebra and w the weight function of A. A Bernstein 
algebra is a baric algebra (A, w) such that (x2)’ = w(x>“x’ for every x E A. 
A is a Jordan algebra if the identity r”(yx> = (x”y)x holds in A. We say 
that A is a weak Bernstein-Jordan (WBJ) algebra if it has a decomposition 
A = Ke @ S where e is an idempotent element and for every x E S the 
following relations hold: ex = 2 e(ex), x2 = ex2 + 2(ex)x, and x 3 = 0. Every 
WBJ algebra is a Bernstein-Jordan algebra. Moreover, in these algebras we 
find a structure which is not, in general, baric or Jordan but where these 
notions are equivalent; for references see [2]. 
If A = Ke @ U @ V is the Peirce decomposition of a WBJ algebra A 
relative to the idempotent E, then U’cV, WcU, V2~Ke, and the 
following relations are satisfied (see [2, Corollary 3.3 and Proposition 3.51): 
For every x E U @ V 
x3 = 0. (1) 
he with A E K For every u, u’ E U, v E V, v’ E V, = Ann(V), and U’ 
(UU’)U = 0, 
U(U’D) + u’(uv) = 0, 
v(uv’) + V’(UV) = 0, 
v’(u2j’) = 0, 
U(UU) = +u, 
(uv)2 = 0, 
(u0)” = $L2, 









By linearizing the relation (1) we have for every x, y, .z E U @ V 
(xy)z + (yz)x + (zx)y = 0. (10) 
Moreover in [2, Section 41 we prove that the conditions U3 = 101, 
U(W) = {0}, and U2(W) = (0) are independent of the different Peirce 
decompositions of A. Therefore, they are invariants of A. 
The definitions that follow have their origin in the classic literature on 
Bernstein algebras (see [l] and [3]). 
We say that A is orthogonal if U3 = {O], A is quasiorthogonal if U2(W) 
= {0}, and A is strongly orthogonal if U3 = 10) and U(W) = (01. 
ORTHOGONALITY IN WBJ ALGEBRAS 127 
In the case V ’ = {0} we have that A is a Bernstein-Jordan algebra, and in 
the case V2 # (0) the condition of strong orthogonality is equivalent to the 
condition U ’ = {O} and the concep ts of orthogonality and quasiorthogonality 
are the same. Moreover in [2, Proposition 3.61 we prove that if U # (0) then 
V2 # {0} if and only if there exists o E V such that L, : U + U defined by 
L,(u) = vu is an isomorphism of vector spaces and W = U. 
If I,( A) denotes the set of idempotents elements of A, then the map 
h : U + Zp( A) defined by h( a> = e + (T + c2 is a bijective map. 
Let c be an element in U, let us denote en = e + (T + u2, and let 
A = Ke, @ U, @ V, be the Peirce decomposition of a WBJ algebra A 
relative to the idempotent e,. Then U, = (u + 2au 1 u E U} and V, = (0 
- 2av lo E v}. 
REMARK 1.1. In [2, Proposition 5.11 we prove that if A is a WBJ algebra 
and f : A + A an automorphism of A, then f(e) = e, E Z,(A), f(U) = U,, 
and f(V) = V_. 
2. QUASIORTHOGONALITY 
LEMMA 2.1. Let A be a nonquasiorthogonal WBJ algebra. Then there 
exist (T, u E U and v E V such that (T “(uv) # 0. Furthermore, cr2u # 0, 
and {u, u} is a linearly independent subset of U. Moreover, we can choose u 
such that u”(av> f 0 and u(av> # 0. 
Proof. Since A i s nonquasiorthogonal, there exist ur, ug, us E U, 
v E V such that (u,u,>(u,v> # 0. Then if ui(u,v) = 0 = .i(u,v), we have 
(u2 + u,)~(u,~) # 0. Thus in any case there exist (T, u E U, v E V such 
that U”(W) # 0. The relation (4) implies u2u # 0, and {u, u] is a linearly 
independent subset of U. 
Moreover, if u”(uv) = 0, let us consider the element u’ = u + u. Then 
u’ # 0, because {u, u) is a linearly independent subset of U. Moreover 
ur2(uv) f 0, because by using (4) (11, (lo), and (3) we have u’~(uv) = 
G(U’ll) # 0. 
Thus it is always possible to find elements u, u, c such that u’(uv) # 0 
and t~‘(u2;) # 0. So u3 # 0, u(uc) # 0, and u2 # 0. n 
THEOREM 2.2. Let A be a nonquasiorthogonal WBJ algebra. 
1. ZfV2={O),th en u2u, (u2u>v) and {u2, u2, v, u(uv>) are linearly { 
independent subsets of U and V respectively. lf dim V = 4, it is always 
possible to find a basis {u2, u2, v, u(uv)} of Vsuch that uu = iu2 + iu’, 
u% = -u2u, and v(u”u> = -v(u%). 
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2. IfV” f (O), then {a”, u2, v} is a linearly independent subset of V. If 
dim V = 3, it is always possible to find a basis {a’, u2, v} of V such that 
uu = +a2 + $2, u20 = -u%, a(uv> = u2 - u2, and u(u2u) = 2a2u. 
Proof. By Lemma 2.1, if A is nonquasiorthogonal, there exist elements 
q’, u E U and v E V such that o ‘(~0) # 0, {(T, u} is a linearly independent 
subset of U, cr2u f 0, u2(au) f 0, cr2 # 0, and u2 # 0. 
1: Let V” = (0) and lycr’ + /3((+‘u>v = 0. By multiplying this relation 
by v and using (6) with h = 0, we have a(c+“u>v = 0 and cr = 0. Thus 
/3( CT 2u)u = 0, /3 = 0 and {(T ‘11, (cr 2u>v} is a linearly independent subset of 
u. 
Now if (~a’ + /3u” + yu + &r(uv) = 0, then by multiplying this rela- 
tion by cru’ and using (5), (4), and (1) we obtain YZ)((T “u> + 
6[a(uv>](c~~u> = 0. Equations (lo), (3), (9), and (1) imply [c+(uu)](a2u) = 
0. Then yv(02u) = 0 and y = 0. Multiplying cro2 + flu2 + Ga(uu) = 0 
by uv and using (l), (lo), and (8) with A = 0, we have /3u”(av) = 0 and 
/3 = 0. Now, multiplying cyg’ + So( uv) = 0 by u, we see that (l), (3), and 
(10) imply &r’(uu) = 0 and 6 = 0. FinaIIy CY~’ = 0 and cr = 0. Therefore 
dim,V>4. 
If dim. V = 4, then {a”, u2, v, a(~)} is a basis of V. Since W2 c V, 
we have 
uu = au2 + plJ2 + yv + Su(uv). (11) 





= pu% + yva + ~02(UV). (12) 
Multiplying (12) by u2 and using (4) and Cl), we have Y(U(T)U~ = 0. Then 




pu2u - zv( u%). (13) 
The relation (13) implies that p + 0. Otherwise, multiplying (13) by v, 
and using (4) and (6) with A = 0, we have u(u2u) = 0, a contradiction. 
Now, multiplying (11) by u and using W c V, Jacobi’s identity in U, and 
(3), we obtain 
-+u2u = ffu2u - $u2(uv). (14 
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Multiplying (14) by o and using (4) and (6) with h = 0, we have 
U”(W) = 2a(&)u. (15) 
Thus (Y # 0. 
Using (13), (14), and (I5), we obtain 
(2ap - +r% + qi - 2cr)((r%)w = 0. (16) 
Since {cr2u, ( (T~UI.J)U} is a linearly independent subset of U, we have 
6($-2a)=O and czP=f. 
Replacing CY = 1/4P in (111, we obtain 
1 
o-u = -u2 + ?A2 + &r(W). 
4P 
(17) 
By setting u ’ = 2 pu in (I7), we have that cr, u’, v satisfy the condition of 
Lemma 2.1 and 
cru’ = $2 + +ur2 + ;6a(u’o). (18) 
Next we prove that always it is possible to find CT, U’ E U and o E V 
satisfying Lemma 2.1 and (cr - u ‘>’ = 0. If (v - u ‘>’ # 0, let us consider 
the elements ur = cr + &r~ and u2 = u’ - 26~‘~. Then ur, u2, u satisfy 
the condition of Lemma 2.1, and using (3), (81, and (6) with h = 0, we have 
that (ur - u2>2 = 0 if and only if (a - u’j2 + Ga(u’o) = 0. But this is true 
by (18). Therefore 
uu’ = &2 + @2_ (19) 
Multiplying (19) by u’ and using (1) and (lo), we have u”cr = - u2u’ and 
u((r2u) = -o(u’2C>. 
2: By using V2 + 0 together with (2) and (11, we prove that {c’, u2, u) is 
a linearly independent subset of V and dimK V 2 3. 
If dim, V = 3 then {cr2, u2, v} is a basis of V. Since U” C_ V, we have 
WI1 = W2 + pu” + yu. (20) 
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Using (2) and v2 # 0, we obtain y = 0, and multiplying (20) by (T and using 




= pu2u. (21) 
Since ti2u f 0, p # 0. 
Multiplying (20) by ZJ and using (1) and Jacobi’s identity in U, we have 
U2U 
-- = (y(T2u 
2 
Substituting this value in (21) and using cr2u # 0, we have 4ap = 1. 
Therefore 
1 
uu = -u2 + pu2. 
4P 
By setting u’ = 2pu we have that u’, u, v satisfy the conditions of 
Lemma 2.1 and 
ou’ = I #r2 - 1 I2 7j-u . 
Thus ur2a = 4p2u2v = 4/3’(- &r2u) = -2pu2u = -u2u’. 
Now let us consider U’(UV) c V. Then 
u’(uv) = au2 + bu’2 + cv 
Multiplying (23) by v and using (2) and v2 Z 0, we have c = 0 and 




Multiplying (24) by u’ and by using (21) and Jacobi’s identity in U, we have 
uf2(uv) = -2au'u2. (25) 
On the other hand, by using u’$ = - u2u’ and (4) we have 
u’2(uv) = v(u%‘). (26) 
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Thus, using (26) (4), and Jacobi’s identity, we have 
u”( au) = 2bu’u’. (27) 
Therefore b # 0, and by using (25) and (27) we have a = -b and u’( (T C) 
= b(-a” + IL”). Then (T(u’u) = b(F2 - z12). 
Finally, by setting v’ = u/b we have (~(u’u’) = a2 - u” and u’(u2u) 
= 2a’u. n 
THEOREM 2.3. 
1. Every WB] algebra of d imension less than 11 which satisfies V2 = 10) 
is qunsiorthogonal. 
2. Eoey WBJ algebra of dimension less than 9 is quasiorthogonal. 
Proof. By Theorem 2.2, if A is nonquasiorthogonal then dim V > 4. 
Moreover, {u, u, cro, uv, a%, a”(uv>} is a linearly independent subset of 
U. In fact if 
CYU + pu + yuv + 8uc + qu2u + l%T2(uv) = 0, (*I 
then multiplying (*) by u and using (lo), (3) and (I), we have 
auu + pu” + y( uv)u = 0. (28) 
Mukiplying (28) by u and using (1) and (lo), we have 
auu2 + y(uv)d = 0. (29) 
Multiplying ( * ) by v and after that by us, and using V ’ = (0) and (4) (IO), 
and (I), we have 
au2(uv) + TpL2[(u2u)v] = 0. 
The relations (4) and (5) imply u”[( u%)v] = 0. Therefore (ru2(uv) = 0, 
and CY = 0, j3 = y = 0 follow. Thus we have 
6(m) + 7)u”u + &72(uv) = 0. (30) 
Multiplying (30) by v and using V2 = {O} and (10) and (4) we obtain 
vv(u2u) = 0 and n = 0. Finally, multiplying (30) by u2 and using n = 0, 
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the relations (4) and (1) imply 6(uu)a2 = 0. So 6 = 0 and 6 = 0 by (30). 
Thus dim U > 6. 
Therefore, if A is nonquasiorthogonal then dim K A > 11. 
2: If V2 # (0}, let o E V such that u2 = Ae with A # 0. Then by 
Theorem 2.2 we have dim, V > 3, and if dim. V = 3, then we find a basis 
{a”, I.?, v} of A such that UIL = +a2 + +u”, U’CT = -CT%, CT.(W) = a2 
- IL’, and U(U’U) = 2~7%. 
Now we prove that dim. U > 5. First, by using (I), (4), (5), (31, and 
(a~>u # 0, since CT~(UU) # 0, we prove that {a, U, VU, a%) is a linearly 
independent subset of U. Now let us consider the element uo E U. We 
prove that (a, u, (TV, (T~u~I, uv} is also a linearly independent subset. 
Otherwise 
uv = ffu + pu + yav + 6u”u. (31) 
Multiplying (31) by u and using that {(T’, u”} is a linearly independent 
subset of V and Theorem 2.2, we obtain p/2 = - 1 and cy + p/2 = 1. 
Therefore p = -2 and CY = 2. 
Multiplying (31) by u2, and using (4), (3), (5) together with z12cr = - (T ‘u 
and (av)u2 = 2u2u, we have (-CY + 2y)u2u = 0. Thus y = a/2 = 1. 
Therefore 
uv = 2u - 2u + uv + 6u2u. (32) 
Multiplying (32) by v and using (81, (3), (32), and (9), we obtain 
A A 
-U2 = 2(u2 - u’) - 2( --a2 + u”) + --a2 + S( uv)( a%). 
4 4 
But W c U, and (31, (41, and (1) imply (uv)(u2u) = 0. Then since {a”, 
u21 is a linearly independent subset of V, we have h/4 = -2 + 2 = 0 and 
A = 0, a contradiction. Therefore {u, u, cr v, u2u, uv} is a linearly indepen- 
dent subset of U and dimK U > 5. So if A is nonquasiorthogonal, then 
dim A 2 9. n 
THEOREM 2.4. 
1. There exists only one nonquasiorthogonal WB] algebra of dimension 11 
which satisfies V2 = (0). . 
2. There exists a one-parameter family A,, with A # 0, of nonqua- 
siorthogonal WB] algebras of dimension 9. Moreover, the following condi- 
tions are equivalent: 
(a) A,, 2 A,. 
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(b) In A, there exists zc; E V such that m2 = qe. 
(c) qhp’ = c2 with c E K*. 
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Proof. 1: Let A = Ke 6~ U CT+ V, U = (ul ,..., us>, V = (ul ,..., uq), 
be an algebra with the following multiplication table: e2 = e, eu, = iui, 
i = I,.... 6, uf = ol, u1u2 = +, + &,, uluq = -uq, ulo2 = -us, u1u3 = 
u3> u1v4 = - 2 lU 
2_ 
6, u2 - V2' u2u3 = -v*, U2Vl = us, u2v3 = uq, ugv4 
= ;u(+ u3v2 = -u(j,u~v1 = u(j,ugv3 = -ufi, all other products being zero. 
Then A is a bark algebra satisfying x3 = u;( x)x2, where TV : A -+ K is 
defined by w(e) = 1, w(ui) = 0, t&v,) = 0, i = 1, . . . ,6, j = 1, . . . ,4. Thus 
A is a Bernstein-Jordan algebra. So it is a WBJ algebra and nonquasiorthogo- 
nal, because ui(u,v,) = v3(u1v1) = u3u2 = ug f 0. 
Now we prove that this algebra is the only nonquasiorthogonal WBJ 
algebra of dimension 11. In fact, if dim. U = 6 and dim K V = 4, then by 
Theorems 2.3 and 2.2 we have that {a, u, uu, uv, CT’U, a”(uv)} and (a’, 
u2, v, a(uv)} are bases of U and V respectively. Moreover uu = ir” + iu’ 
and au2 = -CT2u. 
NowifA=Ke63U@V,bysettingu,=a,u2=u,u3=av,u,=uc, 
us = u2u, ug = a2(uv), v1 = u2, v2 = u2, c3 = o, and vq = a(uzj) we 
have that {u,, . . . , u,J and {vl, . . . . uq} are bases of U and V respectively. By 
using (11, (3), (6), and (8) with A = 0, and (9) and (10) together with 
u2 c v, and W c U, we prove that A is a WBJ algebra with the 
multiplication table of the algebra given at the beginning of the proof of part 
1. 
2: Let A = Ke CEJ U @ V, U = (uI ,..., us>, V = (vl ,..., o,), be an 
algebra with the following multiplication table: e2 = e, eui = &ui, i = 
1 >...> 5, uf = vl, UlU2 = &I, + +v2, u1v2 = -us, u,03 = ug, u; = 02, 
u2u3 = u2vu1 =ug, u2v3 =uq, ~'3 = (A/4)+ uluq = (A/8)v, + (A/8)v,, 
U3"3 = -(A/4)u,, u,” = (h/4)11,, uqv3 = -(A/4)u,, ~3” = he with A # 0, 
the other products being zero. 
One approach for building this family of algebras follows. 
By Theorem 2.3, if dim K U = 5 and dim, V = 3, we have that {a, u, 
(TV, u2u) and {a”, u2, c) are bases of U and V respectively. By using 
Theorem 2.2, part 2, together with (8), (6), (3) and W c U, we prove that A 
has the following multiplication table: e2 = e, ex = ix for every x E U, 
uu = $2 + iu”, u2u = -u2u, (T(uv) = CT2 - u2, v(u%) = 2u”u, 
(uv)’ = (A/4)u”, (uv)’ = (A/4)u”, (uc>u = -(A/4)(+, (uv)v = 
-(A/~)u, (ovXuv> = (A/8x0 + u2>, o ’ = Ae, the other products being 
zero. 
(a) * (b): Let {e’, (T’, u’, I2 r2 c’v’, u’v’, u’~u’, u , u , v’} be a basis of 
A,, and f : A, + A, be an algebra isomorphism. Then f(e’) = e, E IP( A) 
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and f(u’) = o,! E V, by using Remark 1.1. Therefore u:, = [f(~‘>]” = 
f(u’“) =f(~e’) = TJYe’) = Te,, and 
vb’ = (33) 
On the other hand, o,, E V, implies that there exists w E V such that 
u; = w - 2 UZL’. Then by using (33) and V 2 2 Ke we have that w2 = ve. 
(6) = (c): Let w be an element in V such that w2 = qe. Then w = 
cycr’ + @u’ + yv and y # 0. Otherwise, if y = 0 then w = au2 + pu2, 
and by (I) we have W(T = pu%. Since U” _C V, , by using (7) we have 
(~%a)’ = 0 and (wa)” = 0. Therefore, by (8) iqcr2 = 0 and a2 = 0, a 
contradiction. 
Now, by using (1) and (2) we have that w2 = y2v” = y’Ae. Therefore 
v = y2h and 71A-l = y2 with y E K*. 
(c) =+ (a): If VA-1 = c2 with c E K *, then by setting u ’ = CD, u’ = cu 
we have that zjr2 = qe, (u’ti’)~’ = -(77/4)u’, (~(u’v’) = U’ - u2, (uv’)~ 
= qa”/4, (au’)(u’c’) = (~/8)(y’ + u’~), ((Tv’)v’ = -(~/4)a, (~‘0’)~ 
= r,~i”/4; thus {e, u, u’, (TV’, u’v’, u2u’, u2zi2, v’} isa basis of A,, and 
A, = A,. n 
3. ORTHOGONALITY 
In the following we give some results about orthogonal and nonorthogonal 
WBJ algebras. We recall here that in the case V” # {O), the concepts of 
orthogonality and quasiorthogonality are the same, so we only study the case 
V2 = {0} and we have that A is a Bernstein-Jordan algebra. 
LEMMA 3.1. Let A = Ke @ U @ V be a nonorthogonal WBJ algebra. 
Then there exist elements u, u E U such that u2u # 0, so {u, u} is a 
linearly independent subset of U and uu # 0. Moreover we can choose u 
such that u2 # 0. 
Proof. Since U3 z {0), there exist ui, u2, us E U, such that (uIuz)u3 # 
0. 
If u;us = u;us = 0, then (ui + u2)‘u3 # 0. So in any case we have 
elements u, u E U such that u2u + 0. Thus {a, u) is a linearly indepen- 
dent subset of U, u( au) # 0, and uu f 0. Moreover, we can choose u 
such that u2 # 0. In fact, if u2 = 0 let us consider the element ui = u + U. 
Then ui f 0 because {u, u} is a linearly independent subset of U and 
2 ui = u2 + 2uu. If uf = 0, then multiplying this relation by CT, we have 
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g.3 = - 2u((+u). Then 0 = u2u, a contradiction. Therefore uf f 0 and 
(+sui # 0. n 
THEOREM 3.2. Every WB] algebra of dimension less than 6 is orthogo- 
nal. 
Proof. Suppose that A is not orthogonal; then by Lemma 3.1 there 
exists (T, u E U such that (+ 2u f 0. By using U2 c V, together with (31, 
(lo), and (7) one proves that {a, u, a2u) is a linearly independent subset of 
U and dim, U > 3. 
Finally, the relation (31, together with the substitution of x, y for u and 
of z for v in (5) and u 2u # 0, implies that {a 2, au} is a linearly 
independent subset of V and dim. V > 2. Therefore, if A is not orthogonal 
then dim, A > 6. n 
THEOREM 3.3. There exists only one nonorthogonal WBJ algebra of 
dimension 6. 
Proof. Let A = Ke CD U @ V, U = (u,, u2, us), V = (vi, ve> be a 
commutative algebra with multiplication table given by e2 = e, eui = $L~, 
i = 1, 2, 3, UT = vl, 2= Up2 = v2, Up2 = - 2 3, U2 ‘IA - iv, + 02, u2v1 = 
Ug, U2V2 = au3, the other products being zero. Then A is a WBJ algebra of 
dimension 6, and ufu2 = vlu2 = iu3 # 0. Therefore A is not orthogonal. 
Next we prove that this algebra is the only nonorthogonal WBJ algebra of 
dimension 6. If dimK U = 3 and dim K V = 2, by Theorem 3.2 {o, u, u 2~~] 
and {a2, au} are bases of U and V respectively. Moreover we can choose u 
such that u2 # 0. Let us consider the element u2 E V. Then 
u2 = au2 + P(uu). (34 
First we prove that p # 0. Otherwise u2 = CY(T~ and multiplying by u 
we have 0 = ao2u and CY = 0. Thus u2 = 0, a contradiction. Now, multiply- 
ing (34) by u and using (3), (51, and (34), we obtain 0 = (a + p 2/4)~2u 
and (Y = - p2/4, since g2u # 0. Therefore 
2 
u2 = - $2 + p(m). 
If we put up = PC, then us f 0, {us, u, up2u> and {uP2, us u} are bases of U 
and V respectively, and (35) becomes 
u2 = -$r/p2 + up&u. (36) 
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Now if A = Ke @ U @ V, by setting u, = aD, u2 = u, ug = up2u, ui = crPz, 
and v2 = C~U we have that {u,, ue, u3} and {vi, 0~1 are bases of U and V 
respectively. 
By using (51, (6) 
u” c v 
with A = 0, (71, (91, (101, and (13) together with 
I and W c U, we prove that A is a WBJ algebra with the 
multiplication table of the algebra given at the beginning of the proof. n 
4. STRONG ORTHOGONALITY 
We observe that in the case V2 # {O}, th e condition of strong orthogonal- 
ity is equivalent to the condition U” = {O}. 
PROPOSIVION 4.1. 
1. Eve y WB] algebra of dimensionless than 7 which satisfies 17 ’ = {O} is 
strongly orthogonal. 
2.- Every WB] algebra of dimension less than 5 is strongly orthogonal. 
Proof. If A is a non-strongly-orthogonal WBJ algebra, then U(m’) f {O} 
and there exist elements cr, u E U, and o E V such that a&) # 0. 
1: By using (3) and V2 = (0) we prove that { cr, 11, CT v, uv} is a linearly 
independent subset of U. Thus dimK U > 4. Moreover, by using U” = (0) 
we prove that {v, (T(uv)} 1s a linearly independent subset of V. Thus 
dimK V > 2, and if A is a non-strongly-orthogonal WBJ algebra, then 
dimK A > 7. 
2: If V ’ # {0), then the condition of strong orthogonality is equivalent to 
U2 = {O}. So if A is not strongly orthogonal, we have that there exists u E U 
such that u* z 0 and (u, uv} and (u”, v) are linearly independent subsets of 
U and V respectively. Therefore dim. U > 2, dim K V > 2, and dim K A > 5. 
n 
THEOREM 4.2. 
1. There exists only one non-strongly-orthogonal WB] algebra of dimen- 
sion 7 which satifies V2 = {O}. 
2. There exists only a one parameter family A,, A # 0, of non-strongly- 
orthogonal WB] algebras of dimension 5. Moreover, the following conditions 
are equivalent: 
(a) A,, = A,. 
(b) In A, there exists w E V such that w2 = qe. 
(c) r$’ = c* with c E K*. 
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Proof. l:LetA=Ke@U@V,U=(u, ,..., ~~),V=(~ji,u~)bean 
algebra with the following multiplication table: e2 = e, euj = $ui, i = 1, 2, 3, 
4, zcluq = u2, uioi = ua, uau,s = -v,, uZcl = ul, the other products being 
zero. Then A is a Jordan-Bernstein algebra and U(W) # (0) because 
u,(uic,) = uZuG = -vq # 0. Thus, A is not strongly orthogonal and 
dimK A = 7. 
This algebra may be built in the following manner. By Proposition 4.1 we 
have that {o, u, (TG, uu) and {v, a(uti>) are bases of U and V respectively. 
Since U” = (0}, U’ c V, and UV c U, we have that a2 = aa( u2 = 
pa(uc), and CTU = ya(uv) with (Y, p, y E K. For instance, since a2 E V, 
(T2 = aa(uc> + Av. Multiplying this identity by (T, we obtain (T 3 = 
cro[a(uv)] + Aau. Thus, hati = 0, A = 0, and a2 = ao(uu). 
Now we prove that it is always possible to find a basis of U @ V such that 
a2 = 11 2= Crzl = 0. 
In fact, if copy # 0, then by setting (+ ’ = (T - (a/2)uv, 24’ = u + 
( /3/2)a 2) and by using V2 = (0) and the relations (81, (61, and (3) we have 
that {a’, u’, (T’u, u’c} and {v, o’(u’o>) are bases of U and V respectively. 
Moreover of2 = 0, u” = 0, and (T’u’ = ycr’(u’v). 
Now by setting G’ = yr;, (T’ = (T’ + ~(T’D’, and 11” = u’ - iu’v’ and 
by using V ’ = (0) and the relations (8) and (3) we have that {o”, IL”, a” o’, 
~“c’} and {v’, CT”(U”C’)} are bases of U and V respectively and a”’ = I/’ 
= a”ull = 0. Finally, by setting ur = u”, up = IL”, ILL = u”v’, uq = IL%‘, 
01 = v’, and o2 = (T”(u”v’), we have the algebra given at the beginning of 
the proof. 
2: Let A = Ke @ U @ V, U = (u,, uz>, V = (ci, v2) be an algebrawith 
the following multiplication table: e’ = e, eui = iui, i = 1, 2, uf = ur, 
UIVP = 142, uz = (h/4)u:, un~Z = -(A/4)u,, si = he with A # 0, the other 
products being zero. Then A is a WBJ algebra with U(W) # (0) because 
u~(u~~~) = -(A/4)uf = -(A/4)c, # 0. Thus A is not strongly orthogonal 
and dimK A = 5. 
Now we present a procedure for building this algebra. 
Since V ’ # (0) and dimK U = 2 and dim, V = 2, we have that {e, u, uo, 
ZL~, v} is a basis of A by Proposition 4.1. Now by using (l), (21, (4), (61, and 
(8) we prove that A has the following multiplication table: e2 = e, eu = +u, 
e(a) = &a, (uv)’ = (A/4)u2, (uu)v = -(A/4)u, and v2 = he with A # 
0, all other products being zero. 
(a) 3 (b): Let {e’; u’, u’v’, u”, v’} be a basis of A,, and f: A, -+ A, 
be an algebra isomorphism. Then f(e’> = e, E Ip( A) and f( v ‘) = vb E V, 
by using Remark 1.1. Therefore, vb” = [f(o’>]’ = f(v’“> =f(ve’) = rlf(e’> 
= qe, and vi’ = r/e,. 
On the other hand, t& E V, implies that there exists 2(: E V such that 
’ = w - 2aw. Then by using vi’ = ve,, V2 cKe, V(W) c U, and 
?W)2 G u’ we obtain u;~ = ne. 
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(b) * (c): Let w be an element in V such that w2 = ve. Then w = (YU’ 
+ pv and p # 0. Otherwise, if p = 0 then w = au2 and wu = 0. There- 
fore w(wu> = 0. By using (6) we have - ~TU = 0 and u = 0, a contradic- 
tion. So by using (1) and (2) we have that w2 = /3 ‘v2 = p 2Ae. Therefore 
7 = p2h and 7p-l = /?” with /3 E K*. 
(c) * (a): If VA-’ = c2 with c E K*, then by setting v’ = cu we have 
that v12 = ve, (uv’>u’ = -(q/&, e(uu’) = $uv’, (uv’)~ = (77/4)u2, and 
I e, u, uv’, u2, v’} is a basis of A,,. Thus A,, = A,,. n 
The authors wish to thank the referee for his valuable suggestions. 
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