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Abstract
The problem of scalable image recognition has long been a research issue in the area 
of computer vision. This thesis aims to address this by providing a holistic solution in 
which ensembles of very large number of classifiers for various image content are 
initially developed in order to cover as many perspectives of problem space as 
possible. The selection of these classifiers is then optimised simultaneously using 
evolutionary algorithms to ensure that the features and classifiers selected are optimal 
for the heterogeneous system components. To model image context, Hidden Markov 
Models are established through various evolutionary computation processes. 
Especially a hybrid evolutionary approach has been developed to find the most 
suitable contextual models which concurrently guide the searching for optimal 
classifiers. Finally information from optimised classifiers and context models are 
fused together to reason and determine the overall image content.
This proposed architecture has been tested on Diabetic Retinopathy (DR) image 
datasets, which exhibit great variability and diversity. Based on the proposed solution, 
the system is able to recognise the key DR signs and ultimately, to separate normal 
and abnormal diabetic retinopathy images. Through evolutionary computation, the 
various components of the system outperformed classical approaches. This is 
demonstrated through the comparison between combined optimal classifiers and those 
obtained through traditional combination strategies such as average, sum and majority 
vote. Experiments also show that hybrid evolutionary approaches for optimising the 
classifier combination strategy and context models simultaneously perform best, if 
each component is treated individually. Using the integrated approach, the system 
developed is capable of separating normal and abnormal retina image with a 
Sensitivity of 95% and a Specificity of 92%. Among all images the system recognises 
as normal, 91% are true normal ones.
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Ch a p t e r  1: In t r o d u c t io n
1.1 B a c k g r o u n d  a n d  M o t iv a t io n
Human visual perception refers to the ability for humans to see and understand using 
information interpreted from the environment when captured through the eye. There 
are various components in the human body that builds up the visual system and many 
studies such as neurology, psychology and cognitive science have been discussing this 
for a very long time. These are well beyond the scope of this thesis; instead this 
research work focuses on the perceptual capability in computer vision that is able to 
perform human’s understanding of visual information in images.
Computer vision is a diverse research field with its main purpose to provide the 
machine the ability to ‘see’. It is closely related to the study of biological vision where 
the concept is to computationally model the physiological process of human 
perception. Theoretically, it studies the techniques in an artificial intelligence system 
to extract information from visual media like images or videos for content analysis. 
Research in computer vision includes video tracking, image reconstruction, motion 
analysis, object recognition and has been used in many domains such as military, 
forensic science, video content analysis and medical image analysis.
As the thesis progresses, it becomes clear that computer vision is not a single research 
discipline but rather a broad combination of various subjects including image 
processing, domain knowledge representation and machine learning under the 
umbrella of Artificial Intelligence. Typically there are two levels of processing in 
computer vision, low-level image processing and high-level vision interpretation. 
Low-level image processing is not to determine the ‘vision’, but is a pre-processing 
for computer vision. By itself, it is a broad domain. The main objective of image 
processing techniques is to extract relevant information for further interpretation. On 
the other hand, high-level processing is to infer information obtained from low-level 
processing. High-level vision understands the meaning in images or videos and is the 
core module that gives the machine the ability to ‘see’.
Human perception is instinctive when many complex computations take place in sub 
consciousness. But the question is how close is machine’s perception to human 
perception? Traditionally, a computer vision system will firstly perform feature 
extraction for object recognition, followed by mapping of low level features to high 
level features for semantic content recognition which are expected to ultimately 
provide the image interpretation needed. Semantics recognition refers to the process 
of recognising related entities to build up the structure of the image for interpretation. 
This depends heavily on the accuracy of the detected objects through low level 
processing and the inference (high level mapping process) that corresponds to the 
various attributes and their relationships. Naturally, the broader the image domain, 
there will be more attributes available and the relationships among them will be more 
complex and difficult to establish. In such situations with high volumes of images, 
automatic interpretation of the semantics for these images will be very challenging. 
The machine needs to have the intelligence to be able to infer high-level concepts 
based on lower level perceived information to reason about its own goals.
While there is an abundance of methods to counter many different computer vision 
tasks, these methods are often task/domain specific and usually they are unable to 
generalise over a wide range of applications. Current systems appear to be 
fundamentally brittle, once the data have varied within similar semantic range, the 
vision system cannot maintain its performance. The problems are also stemmed from 
the two levels of processing: Firstly, the recognition of entities is a fundamental 
problem. Low-level techniques used for feature extraction often are flawed, ie, unable 
to robustly obtain the needed features causing loss of necessary information with 
weak features. This leads to the problem of scalability whereby the techniques fail to 
maintain its performance as data set expands. Secondly, the constructing of perception 
models is often constrained to a set of data with similar characteristics. When data are 
largely varied, such models often fail. These problems are not specific to any domain, 
but rather a generic problem in computer vision especially where large volumes of 
varied data are involved.
To deal with variability in data is challenging for all computer vision tasks. Apart 
from varied nature in data itself (such as “fruit” images may appear differently due to 
different types or composition in content whilst “apple” images may look different 
due to the numbers, types or states in content), there are many factors that cause data
variations, for example, different acquisition environments. What makes it more 
difficult, is when the size or the contrast of the object is sometimes insignificant, thus 
poses challenge for object detection techniques such as segmentation to perform 
consistent detection of such objects with varied size, contrast and other visual 
properties. Image segmentation is still considered an error prone process in a sense 
that it is not robust working through varied data setting off a chain reaction for other 
parts of the system. In a pattern recognition process, it is generally simple to find a 
set of features to represent a small data set. However, on a large-scale dataset, it is 
very difficult to achieve a perfect set of features that is representative of the whole 
dataset when data are broadly similar. Theoretically, the more features used, the more 
capable the classifier should be. In fact, this is not usually true as more features could 
result in a high dimensional problem known as the ‘curse of dimensionality’ resulting 
in poor generalisation of the classifiers.
The computational process in machine vision should not follow a sequential process 
between low-level vision and a high level one. Rather, the components in these two 
levels of processing must interact and feedback to each other in order to capture a 
more holistic body of knowledge. An understanding of how these components can 
relate, and provide to each other should be explored.
1.2 Application Domain
Medical images have been increasing rapidly in volumes and there is an impending 
need to organise, retrieve and annotate the data that is expanding at an alarming rate. 
These coupled with the high demand of quality health services lead to a nature choice 
for computational tools. Over the last few decades, medical image analysis has been a 
wide spread research area and have gained the interest of many scientist and 
physicians. The motivation behind this aspect is their abilities to offer fast, objective, 
and reproducible quantification mechanism to provide the much needed tools to assist 
doctors in daily clinical practice such as medical diagnosis, monitoring and automated 
discovery of diseases. The appreciation is that once an automated system is able to 
achieve the desired accuracy with rapidity; it can be deployed as a routine, acceptable 
and cost effective approach for assistance of daily clinical use. Till date, researchers 
have developed many algorithms in many medical domains such as Magnetic
Resonance Imaging (MRI), Computed Tomography (CT), Mammography, etc. In one 
way or the other, algorithms have been detected to either automate disease discovery 
or to assist in clinical practise. However, there is still a problem of achieving the 
desired reliability and precision suitable for daily clinical use.
This is a generic problem within many high-level computer vision applications and 
Diabetic Retinopathy image analysis is one of such applications. Diabetic retinopathy 
(DR) is a common complication of diabetes, an eye disease that has been one of the 
major causes of blindness in the world for adults under the age of 65 (WHO, 2008). 
Diabetic Retinopathy damages the small blood vessels in the retina which may then 
leak into the retinal or may cause new fragile blood vessels to grow and may cause 
haemorrhages. In either situation, it ultimately results in a loss of vision if left 
untreated.
A report by the Diabetes Organisation in the United Kingdom (Liverpool, 2005) 
described studies that have revealed that if patients were treated in the early- 
symptomatic stage, vision loss can be significantly reduced by 90%. However, due to 
Diabetic Retinopathy not having visible symptoms in its early stages, patients with 
this disease are usually only diagnosed when they begin to experience some form of 
vision loss. Unfortunately, at this stage, the disease is usually too complicated for 
effective treatment. Therefore, screening for early sign of retinopathy is necessary. In 
the UK, this is done through a national screening programme. Anyone who is over 11 
years old and has diabetes, he/she will be offered photographic screening every year. 
In the UK and many other countries, digital retinal photography is used. However, at 
the moment, retinal screening is being carried out manually. This procedure involves 
acquiring digital photographs of the patient’s retina and having specialised personnel 
to review each image to examine any signs of retinopathy Thus, the current method is 
highly inefficient, potentially inconsistent and open to subjective interpretation by 
individuals, further emphasising that it could be vulnerable to a grader’s mistake.
The World Health Organization (WHO) predicts that there will be 2.3 billion 
overweight adults in the world by 2015 and more than 700 million of them will be 
obese (Obesity, 2008). People who are overweight have a higher risk of type 2 
diabetes. WHO and the International Diabetes Federation have estimated that there is 
a global population of 194 million people with diabetes, representing a global
prevalence exceeding 3% of the world population. It has also been estimated there 
will be an increase in the global population with diabetes to 333 million, equivalent to 
6.3%, by 2025, with the most significant increase in the developing countries, 
probably as a result of population growth, obesity, ageing and sedentary lifestyles.
It is estimated that 25% of people with type 1 diabetes will have some degree of 
diabetic retinopathy five years after their symptoms first develop. In the case of type 2 
diabetes, 25% of people who do not require insulin will have some degree of diabetic 
retinopathy five years after the onset of symptoms (NHS Direct, 2010) while 15 years 
after the diagnosis almost all the diabetics have some degree of retinopathy (Al-Lhaldi 
et al., 2002). The figure is higher for people who require insulin (an estimated 40%) 
(NHS Direct, 2010). The sheer amount of patients with diabetes further emphasises 
the impending need for automated software to reproduce fast and objective diagnosis 
to ease the current screening procedure. It is a fact that screeners spend a considerable 
more time to examine a healthy retina image than an unhealthy image and they cannot 
screen more than a couple of hours each day. Hence, one of the application objectives 
is to automatically filter out healthy images from an image archive leaving the 
medical experts to focus only on the unhealthy cases.
DR retina images are used as the image archive as they are a good source to evaluate 
the proposed approach. These images are a complex set of data which exhibit great 
variability and diversity with unpredictable visual content in them. There are 
numerous challenges in detecting these clinical signs.
• One of the main obstacles is the extreme variability in the colour of the 
retina image. It depends on multiple factors such as the degree of 
pigmentation in the retina pigment epithelium and choroids of the eye, 
size of the pupil, illumination, other diseases, camera settings, patients’ 
ethnic origin among other factors. Consequently, these factors will also 
affect the appearance of other retina features such as the optic disc, 
macula, exudate and other anatomic features of the retina image.
• These clinical signs have irregular appearance and placement within 
the retina with unpredictable quantity.
• There is a high degree of ambiguity during automatic processing 
because of visually similar features. For example, large clusters of
exudates can appear to be visually similar and can be mistaken as an
optic disc due to their bright nature. Another example would be micro 
aneurysms which can be very similar to the fine ends of the blood 
vessels.
• The detection of subtle clinical signs is also a very challenging task. 
These are usually the subtle changes in clinical signs as the disease 
progresses and may have clinical importance.
Due to these reasons, it is a highly challenging task to automatically gain a deep and 
accurate assessment of visual content in DR images. In order to achieve an accurate 
interpretation of the DR images, there is a level of understanding in the images that 
needs to be achieved and this involves multi-disciplinary research. It is at these 
intersections of these disciplines that make research in computer vision truly
captivating. This thesis presents work from different research domains to achieve a
framework that is scalable over a large image archive. Although this research is 
driven entirely by the application domain, this framework is generic and is applicable 
to other high-level computer vision applications.
This thesis contributes to both a scientific and the application level. On the scientific 
level, it addresses the generic problem in many high-level computer vision 
applications: automated image content recognition in a large image archive. There is a 
good contribution to the application domain of DR image analysis research, the 
proposed method is able to filter out healthy retina images from an image archive with 
good Sensitivity and Specificity in order to ease the current screening procedure.
1.3 A im s  a n d  O b je c t iv e s
The aim of this research is to develop a framework that uses an integrated approach to 
solve the problem of recognition and interpreting visual content in a large-scale image 
archive. The techniques developed in this work should not only be successful on 
diabetic retinopathy image analysis but on other high level computer vision 
application as well.
In order to achieve this aim, the following objectives must be achieved:
1. Detect all anatomic structure and all possible clinical signs of the retina. 
Hybrid image processing techniques are needed to cope with the data. Also, 
due to the complex nature of these images, there will be ambiguity during 
detection. Hence, the need for further analysis to be performed according to 
the evidence gathered to refine the accuracy of the detection. By integrating 
multiple evidences, the false positives will be reduced while increasing the 
prediction accuracy.
2. Multiple classifiers were found to be suitable for this research. This research 
study investigates the use of evolutionary algorithms to determine an optimal 
combinatory strategy for multiple classifiers.
3. Determine contextual model for modelling of clinical signs. The use of 
contextual analysis will facilitate the reasoning process of various clinical 
signs.
4. Determine knowledge representation for the appearance of various clinical 
signs.
5. Develop a generic framework that integrates multiple classifiers, contextual 
information and domain knowledge for better image interpretation.
In terms of the application aim, the research work for this thesis should improve the 
current screening procedures of diabetic retinopathy by separating normal and 
abnormal retina images from an image archive.
1.4 C o n t r ib u t io n s
Although the aims and objectives states guide lines in order to achieve an integrated 
approach to solve the generic problem in recognising and interpreting DR visual 
content. The novelty of this thesis is not the developing of algorithms for detecting 
DR clinical signs or anatomic structures of the retina. It focuses on how the various 
components discussed in section 1.3 can be integrated to form a framework to solve 
the problem.
The contributions of the thesis are as such:
• Combination of multiple classifiers using evolutionary algorithms
• Modelling image features (Micro aneurysms clinical signs) using Hidden 
Markov Models
• Evolving the structure of Hidden Markov Models using evolutionary 
algorithms
• Hybrid evolutionary algorithm that combine classifier selection in concert 
with Hidden Markov Model evolution
• Develop a Diabetic Retinopathy Decision Screening Tool for separating 
normal and abnormal retina images
1.5 O u t l in e  o f  t h e  T h e sis
The proposed approach to a potential solution in recognition in large-scale image 
achieve is discussed in this thesis.
Chapter 2 discusses the application domain: large scale diabetic retinopathy retina 
images. Data analysis on the data set is discussed and through this, discusses the 
potential solution for the research questions. The research issues that arise during the 
development of the system are also presented in this chapter.
Chapter 3 commences with an introduction on the current technologies to the problem 
domain on DR. Currently techniques range from image processing techniques to 
machine learning techniques. However, these techniques are insufficient to achieve 
the specificity and Sensitivity needed by the National Diabetic Screening Committee. 
An introduction of multiple classifiers, evolutionary computation and Hidden Markov 
Models are discussed in more related research work. The role of context information 
is discussed in image analysis, more specifically; Hidden Markov Models are 
reviewed as a model for incorporating contextual information for analysing the 
context of a feature in an image.
Chapter 4 illustrates system architecture of the proposed solution comprising of 
different components is presented for detecting the visual content in a large-scale 
image achieve. These components include image-processing modules, optimisation of
multiple classifiers and their combination strategies, hybrid optimisation for Hidden 
Markov Models and evidence integration through reasoning.
Chapter 5 evaluates the proposed method to filter out healthy retina images from a 
large-scale diabetic retinopathy image achieve. Optimised Hidden Markov Models 
generated with multiple classifiers are compared with traditionally trained Hidden 
Markov Models to demonstrate the advantage of optimisation. Multiple classifier 
combination strategies obtained through evolutionary computation are also compared 
with individual classifiers. More importantly, the prototype that embeds all these 
components together is developed and tested to evaluate its effectiveness on visual 
content recognition on application tasks.
Chapter 6 summarises the research presented in this thesis and proposes future work.
Ch a p t e r  2: D ia b e t ic  R e t in o p a t h y  D a t a  a n d  C u r r e n t  
Re se a r c h  Issu es
In chapter 1, an introduction was given on computer vision and the computational 
problems in the medical domain with special attention to Diabetic Retinopathy 
screening services. Generally, an automated system can help meet the demands of 
mass screening process currently not only in the United Kingdom but also in other 
parts of the world. This chapter commences with a data analysis on diabetic 
retinopathy images followed by a discussion on a few challenges that need to be 
overcome in order to develop such a system. A detailed analysis on the research 
issues for developing system framework is also presented here. One key objective in 
the application domain is to filter out normal screening images. Rather than trying to 
define the characteristics of a normal image, an easier way to approach this, is to try 
to detect all possible abnormal signs. If nothing abnormal is found, then the image is 
normal.
2.1 D a t a  A n a l y sis  o n  d ia b e t ic  r e t in o p a t h y  im a g e s
Retina images are acquired through a non-intrusive method using an ocular fundus 
camera during the screening process for diabetes patients. Figure 2.1a illustrates a 
typical retina image captured during this process. There are many factors that 
contribute to the variability of the image. These could be due to the environment in 
which the image was acquired, camera settings which can vary even with the same 
type of cameras, degree of pigmentation and choroids of the eye, patients’ ethnic 
origins, size of the pupil, illumination, and other factors. Although retina images have 
the same anatomy structure, the appearance can vary significantly with different 
brightness as illustrated in Figures 2.1 a-j. These images only demonstrate some 
variability at global level. The situation becomes more complicated when measuring 
the details as discussed below.
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Figure 2.1a Figure 2.1b
Figure 2.1c
Figure 2. Il
Figure 2.1g Figure 2.1h
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Figure 2.li Figure 2.1j
Figures 2.1a - j  Examples of Retina Images with similar structure but different
intensity
2.1.1 D R  F e a t u r e s
In this thesis, DR features include both DR clinical signs and anatomical structure of 
the retina. As illustrated in figure 2.2, a healthy retina would comprise of only three 
main components, the optic disc, blood vessels and the macula. These anatomical 
structures of the retina need to be detected as this facilitates the screening process by 
removing potential false positives.
Optic Disc: Is the location of the retina where optic nerves leaves the retina to 
transfer information to the brain. Optic disc appear as one of the brightest features in 
the retina. Its major characteristic is that blood vessels gradually grow out of it.
Blood Vessels: Nourishes the retina. In unhealthy retinas, blood vessels can burst to 
cause haemorrhage or in cases where the patient is hypertensive, the blood vessel’s 
tortuosity can change drastically.
Macula: Is a spot in the retina that surrounds the fovea. This is the part of the retina 
where the image is focused on when the eye is directed at an object and is most 
accurately registered by the brain. Therefore, the more clinical signs that appears 
around this location, the more sight threatening the condition. The characteristic of 
the macula is that they appear as a dark round spot within the retina. In terms of their 
spatial relationship with the optic disc, they are usually within two optic disc 
diameters away from it.
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Figure 2.2: The Retina
As DR progresses through its stages, different clinical signs can occur at any point. 
An ophthalmologist or a qualified screening technician would examine the patient’s 
retina. They would perform an accurate assessment of retinopathy severity through 
the detection and quantification of the following DR signs:
Micro aneurysms: First visible clinical sign of diabetic retinopathy and are caused 
by the swellings of capillaries and appear as red small dots in the retina. The numbers 
of micro aneurysms increase at the severity of the disease and they can appear 
anywhere in the retina. As illustrated in figure 2.3 and figure 2.4, micro aneurysms 
can appear virtually anywhere in the retina. They also can be very subtle making it 
difficult for the human eye to see.
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o(a) Subtle Micro aneurysms
(b) Micro aneurysms
Figure 2.3 Examples of Micro aneurysms
(a) M icro aneurysm s
(b) Micro aneurysms
Figure 2.4 Examples of Micro aneurysms
Haemorrhages: Haemorrhages are evident at the later stages of diabetic retinopathy. 
Haemorrhages, as shown in Figures 2.5-2.6, occur as the blood vessels rupture due to 
the weakening of the vessel walls. They can appear flame-shaped as illustrated in 
figures 2.5a and 2.5b or appear dot like or as blobs (figures 2.5c) if they occur deep
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within the retina. However, they can also appear larger with different shapes and sizes 
anywhere in the retina as illustrated in figures 2.5 and 2.6.
(b) Haemorrhages amongst 
Micro aneurysms(a) Haemorrhage
(c) Haemorrhages amongst 
Micro aneurysms
Figure 2.5 Examples of Haemorrhages
(a) Haemorrhage
(b) Elongated haemorrhage
Figure 2.6 Examples of Haemorrhages
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Exudates: is another visible clinical sign that appears in early diabetic retinopathy. 
They are deposits of lipid and protein within the retina and are caused by the 
accumulation of lipids that leak from micro aneurysms. They appear as bright yellow 
appearance of irregular shape and sizes, sometimes they can also appear subtly in 
retina images (as illustrated in figure 2.7a). The difficulty in detecting exudates can 
arise when the retina has previously received laser treatment as illustrated in figure 
2.8a. The visual similarities between laser sears often make it difficult to differentiate 
between the latter and exudates clinical sign.
(b) Large Cluster of 
exudates
Figure 2.7 Example of exudates
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(b) Exudates
(a) Laser treatment
residue
(d) Exudates(c) Cluster of hard exudates
Figure 2.8 Examples of Exudates
Cotton wool spots: is a clinical sign that appears in diabetic retinopathy especially if 
the patient is hypertensive. They are caused by damage to the nerve fibre where the 
nerve fibre is damaged due to the swelling in the surface layer of the retina. Cotton 
wool spots appear as fluffy white patches of various sizes in the retina as illustrated in 
figure 2.9.
Figure 2.9 Cotton Wool Spots
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Venous beading: is a sign of late stage diabetic retinopathy and it appears as uneven 
variations in diameters of the blood vessel as illustrated in figure 2.10. Detection of 
venous beading is of potential clinical use as they can diagnose the stage of the 
disease.
(a] Venous beading
Figure 2.10 Example of Venous beading
Venous loop: is another clinical sign that appears in late stage diabetic retinopathy 
when neovaseularisation (term used on abnormal growth o f blood vessels happens on 
the retina) occurs. Neovaseularisation occurs when the retina does not get enough 
oxygen, this result in new blood vessel being growth to supply oxygen and nutrients 
to other parts of the retina. This clinical sign is recognised by its tortuous nature as 
illustrated in figure 2.11.
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(a) Venous looping
(b) Venous looping
Figure 2.11 Venous Looping
It can be seen from all the examples that although the retina images have similar 
structure, they still vary significantly from image to image as illustrated by figures 
2.1(i-j). Above all, the appearance of these clinical signs can vary significantly from 
images to images. Some of the clinical signs can appear to be very subtle causing 
ambiguity with other entities and this makes detection a complex task. Figures 2.3a 
and 2.4d illustrates some of the more subtle clinical signs that can appear in retina 
images. In this thesis, the term subtle clinical signs define clinical signs that are not 
distinct from its background.
An example of visually similar clinical signs is illustrated in figure 2.6b, where there 
is an elongated haemorrhage that resembles a blood vessel. All these ambiguity have 
to be considered during the development process of the automated system. What 
makes research in this application domain particularly interesting is that these clinical 
signs can appear virtually anywhere in the image, i.e. they do not have any spatial 
relationships between any of the attributes in the images. In order to resolve 
ambiguity and for an accurate assessment of DR images, the proposed solution must 
be able to understand the appropriate context within each clinical feature. Usually, 
when a region is termed ambiguous, it means there is a possibility that the clinical 
sign is one or the other. In such situations, other information regarding that clinical
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sign can be used in conjunction to solve this ambiguity. For example, taking the 
elongated haemorrhage in figure 2.6c, if classified by a haemorrhage classifier and a 
blood vessel classifier, this region can be classified as either a haemorrhage or a blood 
vessel producing ambiguous results. However, it is a fact that blood vessels are long 
structures. If information from other blood vessel detector or detectors and domain 
knowledge can interact with each other, the reasoning process that deduce that this 
region is not a blood vessel but a haemorrhage. Hence, if there is dynamically 
interaction among various components, ambiguity can be reduced. The next section 
discusses the proposed integrated approach to develop such a framework.
2 .2  R e se a r c h  I ssu e s
Current approach to modelling machine vision greatly relies on the accuracy of 
feature representation and extraction as well as the effectiveness of machine learning 
and classification algorithms. The better performance in each component, the better 
the accuracy overall. However, it is usually very difficult to obtain high accuracy on a 
large-scale image archive when there are many classes to consider, while an invariant 
feature set for each class is hard to define. Poor feature representation will trigger 
errors in the feature extraction process which then causes a chain reaction to the rest 
of the recognition process. With millions of broad range of images to be analysed, 
how many data are sufficient for training, how to measure the representative power in 
feature sets are all questions to study. Image normalisation can be applied to 
standardise the data set to obtain a more representative feature set, but it is not 
possible to determine a single standard image on such a large volume of images 
without losing important information.
Image segmentation is one of the fundamental problems at the feature extraction 
stage. Like wise, they have been known to be error prone on diverse image data where 
they are unable to maintain their scalability. The parameters used for the segmentation 
algorithm may be sufficient for a set of images but it may not necessarily work on a 
different set of images obtained from different sources. Although these techniques are 
capable of detecting necessary objects to a certain extent, there will still be cases of 
false positives or in worst-case scenarios, the true positives would not be detected at 
all.
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There are situations when two types of DR features share similar visual properties 
which pose difficulty for classifiers to separate the two categories. For example, 
micro aneurysms are visually similar to the fine ends of the blood vessels and their 
feature representation may be very similar to each other. Appropriate contextual 
constraints should be sought. The features used to represent each relevant object 
should be as accurate as possible. This is a very difficult task as micro aneurysms are 
very small and subtle in nature. Furthermore, the uneven illumination in retina images 
changes the appearance of micro aneurysms causing further variations. The larger the 
data volume, the more the dimension of the problem space, generating an even bigger 
feature representation.
The complexity of the problem makes it nearly impossible to find a single set of 
features that can truly represent the spectrum of the data of this magnitude. 
Traditional classifiers simply cannot cope well with high dimension in data space: 
while more features could be used to represent the pattern, however, it may introduce 
redundant features that will cause a bigger dimensional problem known as the “curse 
of dimensionality”, preventing generalisation of the classifier. Traditionally, to find 
the best classifier for a specific problem, a few classification schemes would be 
developed and each of these would attain a certain degree of success through 
evaluation. However, each of them may not be a perfect solution to all given 
problems.
Multiple classifiers have known to be capable of overcoming diversity (Sharkey, 
1999) due to their advantages. Firstly, with multiple perspectives of the feature, it can 
ensure that these features overlap in the problem domain giving optimal coverage of 
the problem. Secondly, each classifier will attain its own level of success. Even with 
the same training algorithm, different initialisation and different parameters can lead 
to different levels of success. Kittler et al. (1998) demonstrated that weaker classifiers 
may not be totally irrelevant and may provide complimentary information to other 
classifiers. Hence, combining classifiers can correct individual classifiers and may 
improve the overall classification accuracy. While it is necessary for individual 
classifiers to achieve high accuracy, it is more important that the classifiers are also 
producing independent errors as classifiers that misclassified samples may not 
necessarily be misclassified by others. So, there is a need to study the combination
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strategy to determine which set of classifiers can improve the classification task. 
However, there is no well-established theory to determine the best combination 
strategy. The only way to determine the best combination strategy is through 
refinement of the classifier fusion design. The questions that naturally arise are: which 
classifiers should we use? How to create suitable classifiers? And how to combine 
them?
Classical machine learning algorithms in computer vision is to map low-level visual 
features to high-level categories. Often there are inherent multiple-multiple mappings 
which fundamentally cause inaccuracy classification. Humans are able to identify 
objects in an image largely due to our ability to use context to reason through 
information presented visually to us. Hence, to be able to attain human perception, 
contextual information is a vital factor for any computer vision system to be 
successful. Context is a powerful constraint that is able to clarify the meaning of 
information and is a crucial part in pattern recognition to resolve ambiguity. Hence, 
contextual information should be used to its advantage to provide subsidiary 
information for decision-making. Many studies (Li et al., 2009; Yu et al., 2004) have 
applied reasoning process for an optimal solution. Similarly, for successful 
interpretation of DR images, there is a need of modelling appropriate context for the 
objects to be identified. This research study investigates suitable context models that 
accommodate the requirements of the application domain.
Current techniques in diabetic retinopathy image analysis have one thing in common; 
all the detections of clinical signs are treated in isolation, i.e all aspects of the 
recognition process of DR images of such feature representation, classification and 
contextual are treated in isolation. If at any one point, the clinical sign is 
misclassified, there is no way to rectify the problem. A solution to this problem is to 
ensure that the classification component is as accurate as possible using good 
representation and good classifiers. Based on this aspect, it goes to show that the 
selection of features, classifiers and combination strategies are inherently interrelated. 
Ambiguity occurs when more than two classifiers give contradicting results on one 
clinical sign. Ambiguity has known to be more effectively solved if contextual 
information is taken into consideration. Therefore, this goes to show that there is still 
a relationship between the classifier and it’s surrounding. Hence, a more integrated
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approach is worth to explore in order to understand the relationships between various 
processing components and how they should work together.
In summary, to fully integrate the various techniques to develop an automatic 
screening system, the following research issues need to be addressed:
• How are the clinical signs going to be extracted and represented?
• Which classification algorithms are best suited for each clinical sign?
• How do we choose the classifiers and which combination strategies will give 
the best performance?
• Is it possible to develop the system that mimics human’s decision making 
process?
• How is the domain knowledge going to be represented?
• Which reasoning mechanism is best suited for this task?
• How should the system be integrated? (through what form of system 
architecture?)
While these questions are related to retina image analysis, they are of generic nature 
and would have been asked in a similar fashion in other domains.
2.3 P r o p o se d  S o l u t io n
In order to decide whether an image is normal, it will be examined at both global and 
local level. The overall concept is to first acquire an overall global impression of the 
image before drawing attention to local region that requires finer analysis. The reason 
for this is because ambiguity will arise during classification due to visually similar 
clinical signs, etc. Hence, there is a need for finer analysis to refine the decision 
making process.
Of course, in order for this approach to be successful, all the suspicious regions must 
first be detected prior to any form of finer analysis to remove the false positives. If 
true candidate regions are missed in the first step of the algorithm, it would not 
possible for these regions to be detected again. Therefore, during feature extraction, 
multiple techniques will be used in order to obtain as many evidences as possible
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from different perspectives. The system then needs to possess the ability to integrate 
these evidences together with domain knowledge to seek for an optimal 
solution/understanding of the image. In this section, the research issues presented 
earlier on will be discussed and addressed.
2.3.1 Feature  Extr actio n  & Classificatio n
As the images are of a diverse range, one approach that can be used is to perform a 
hybrid detection using multiple segmentation techniques to cover all the areas in the 
problem domain. This approach will ensure that information from various techniques 
will compliment each other for all the candidate objects to be detected prior to 
filtering out all the false positives during the decision-making process.
Another combinatory approach would be to divide the image that is to be analysed 
into smaller sub-images. Each sub-image will be measured using different features. 
Different perspectives of the feature will also be obtained and feed into multiple 
classifiers. This method will generate a most probably label for each sub-image. 
However, these results may be ambiguous as they may produce different results for 
the same classification task. This is due to the large number of categories and the 
classifiers obtaining diverse successes with these features appearing similar to each 
other. Another reason is the lack of the contextual information since the classifiers 
only deal with the local regions rather than a global overview. However, the main 
purpose of this approach is not to use this approach as a sole detector, but to 
overcome the effects of uneven illumination within the image. Their secondary goal is 
to support complimentary information to other detectors later during the contextual 
analysis phase.
An approach to deal with the complexity of classification problems is to use multiple 
classifiers. In order to have low prediction errors, there is a need to have a trade off 
between the bias and the variance of the network. In this aspect, the bias is regarded 
as the difference between the classifiers output and the target function while the 
variance is regarded as the disagreements between the classifiers (Gemen, 
Bienenstock & Doursat, 1992). Therefore, there is a need to balance between the bias 
and the variance because it is likely that if attempts are made to reduce the bias, the
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variance will increase and vice versa. It has also been proved that multiple classifiers 
are able to resolve the bias-variance trade-off to a certain degree to improve 
classification performance (Sharkey, 1999). Hence, in this research we propose the 
use of multiple classifiers. However, one important issue in generating ensembles is 
to ensure classifier diversity. So, in order to ensure that the classifiers are able to 
produce independent error ratings, a large number of classifiers will be generated 
using multiple sets of features, different training algorithms, different parameters such 
as number of hidden units and random initial weights and different training sets. By 
generating such a large base of classifiers, this will ensure the diversity attained 
among the classifiers.
The theory behind this is for the classifiers to overlap each other in order to cover the 
problem space of the domain. Naturally, with such a huge number of classifiers, there 
would be a mix of both weak and strong classifiers. Consequently, we need to 
determine which classifiers should be included in the final ensemble. Hence, a 
mechanism to select appropriate classifiers and obtain an optimal combination is 
needed. Evolutionary computation will be a good choice to enable such mechanism. 
This will be discussed later in this thesis. This mechanism will perform an exhaustive 
combinatory search to determine an optimal combination strategy based on a test data 
set that represents the true spectrum of real clinical data.
2.3.2 Contextual  analysis
Usually, when humans look at an image, the human will first obtain an overall 
understanding of the image. If something in the image catches the human’s attention, 
he/she will focus more on that area. Similarly, for this fi-amework, the same concept is 
applied. In this research, there will be two levels of contextual analysis that needs to 
be performed. As ambiguity will arise among visual similar features, one level of 
contextual analysis is aimed at enhancing the overall clinical sign detection at the 
global level using various evidences obtained through both the global and local 
detectors.
At this level, local analysis in a form of a reasoning mechanism is performed. As this 
research is interested in detecting abnormalities in the retina, for every suspicious
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abnormality detected, a reasoning mechanism model will look at integrating all the 
evidence captured through the various detectors. The task of the reasoning mechanism 
is to reason using all the possible evidence obtained throughout the various stages of 
the framework with domain knowledge to achieve a better decision on the suspicious 
region.
One of the key points of this research is to investigate the detection of micro 
aneurysms. By nature, the appearances of micro aneurysms are very small and subtle. 
Their unpredictable appearance in the retina makes this a very challenging task. In 
this aspect, it is necessary to study the contextual relationships of micro aneurysms 
for good detection accuracy. So, for the second level of contextual analysis, it is 
aimed at enhancing micro aneurysms detection at the local region.
At the local level. Hidden Markov Models are utilised for modelling the contextual 
information of a feature in an image specifically for micro aneurysms. Hidden 
Markov Models was chosen due to their highly capable ability to provide flexibility 
for modelling the structure of an observation sequence. More importantly, they are 
capable of modelling the context dependent entities by allowing fine details to be 
learnt through the data by adjusting the transition probabilities and emission 
probabilities.
This research will study the use HMM for the modelling of micro aneurysms. 
Usually, developing a Hidden Markov Model requires several designs of the model 
followed by re-estimation of the model using a training algorithm. While Hidden 
Markov Models have proved to be generic in nature, there are a few issues 
surrounding the success of Hidden Markov Models. Firstly, which topology best 
models the observation sequence and secondly, what are the optimal parameters such 
that the observation sequences are best represented by the Hidden Markov Models. 
This thesis addresses this problem using a hybrid evolutionary algorithm and will be 
discussed in the next section of this chapter.
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2.3.3 Optim isatio n  using  Evo lutio nar y  C o m putatio n
As the system requires a high sensitivity and specificity in detection, a significant 
contribution of this research is the optimisation for each component of the framework 
that will define the accuracy of the system. Two questions arise during the design of 
the framework. Firstly, how to determine an optimal combination strategy given such 
a large base of classifiers? Secondly, what are the optimal structure and parameters of 
the Hidden Markov Model for modelling the image feature? In both these situations, 
the problem space is large and the search space for the optimal solution increases 
exponentially. Therefore, a systematic search for the maximum posterior possibilities 
needs to be performed in an effective manner for the optimal solution.
Evolutionary algorithms are well known to be good optimisers to maximise real 
functions in a systematic way to obtain the best results from a pool of solutions. This 
research proposes the use of evolutionary algorithms to optimise the classifier 
combination strategy and the structure of the Hidden Markov Models.
Generally speaking, optimising a combination strategy is a straightforward approach 
using population-based methods such as Genetic Algorithms. Solutions can be either 
created manually if potentially good solutions already exist or it can be randomly 
generated to produce the initial population. In this research, the initial combination 
strategies (solutions) are generated randomly. Through standard GA operations such 
as crossover and mutation operations, offspring with better solutions are generated 
based on a ‘survival of the fittest’ principle. At the end of the evolution cycle, the 
solution with the best combination strategy will emerge.
The same approach can be used to evolve the structure of Hidden Markov Models. 
However, there are many factors that can affect the Hidden Markov Model. Firstly, 
the right topology of the model is essential to ensure that the model fits the data well. 
Secondly, the initial transition probabilities are also crucial for the success of Hidden 
Markov Models. The transitions probabilities are highly depended upon during the re- 
estimating of the model using Baum Welch algorithm as this training algorithm 
heavily relies on good estimates for a good model. In other words, obtaining good 
Hidden Markov models requires a balance of both a good topology and good initial
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parameters. Population-based search algorithms such as Genetic Algorithms can 
perform this task, but Genetic algorithms have known to be slow in converging to a 
precise solution as it lacks the ability to exploit local information. Hence, for this 
task, we propose using a hybrid evolutionary algorithm to perform this task.
Memetic algorithms are one such class of hybrid algorithms and in this research; they 
are used to optimise the Hidden Markov Models. It combines a population-based 
global heuristic search strategy to determine the structure of the model and at the 
same time, uses a local refinement to optimise the initial transition probability for the 
model. This ensures a balanced topology and an optimised set of parameters for the 
design of the Hidden Markov Model. Furthermore, as it uses the ground truth as a 
source of evaluating the solutions, this procedure will ensure that the data best fits the 
model.
This thesis further investigates whether the classifier combination strategy can be 
complimented using the contextual information of the image feature, i.e. Can the 
contextual information represented by the Hidden Markov Model compliment the 
combination strategy for multiple classifiers? In chapter 4, we discuss the 
methodology used to evolve the Hidden Markov Models concurrently during the 
evolution of the combination strategy. In the next chapter, we review the current 
research in DR and more related research work.
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Ch a pt e r  3 L iter a t u r e  Rev ie w
Automated image analysis can be applied to many areas such as medical (Hu et ah, 
2011; Salahura et ah, 2010), military (Saidi et ah, 2009) and forensic science 
(Gueham et ah, 2007;), among many others. Medical image analysis have been a 
widely researched area adopting computational algorithms to extract valuable 
information in order to identify both pathological and anatomical structures from a 
wide range of data such as mammographs, retina images, x-rays. Magnetic resonance 
imaging (MRI), etc. Research in this field has spanned for decades, however, the issue 
of high precision and scalability are still being addressed and have proved to be very 
challenging. As the volume of images get larger, the characteristics of images get 
increasingly unpredictable as more variability and diversity are introduced into the 
database. All this reasons lead to complexity and ambiguity during analysis.
Theoretically, in order to achieve scalability, the system should be presented with a 
very large training set so that it is able to recognise and learn the knowledge it needs. 
However, in real world scenarios, this may not be the case as there may be 
insufficient training data or the manpower hours required to achieve that scale of 
labelling training samples is too unrealistic. Refinement of the classification 
mechanism can also take place to gain better performance. Hence, a logical solution 
to this problem would be to build a system that naturally scales to a large data set over 
time (Coates, 2009). However, this would naturally take time, as the system needs to 
mature.
Much research has been done on semantic analysis where recognition is derived by 
attributes or logical features (Smeulders et al., 2000). This process typically involves 
the process of image processing for feature extraction, some sort of object 
recognition, followed by a detailed analysis of the semantics of the image for 
interpretation. However, it poses a much more challenging problem for extracting 
appropriate logical features that exclusively describe the object if no spatial 
constraints exist around the object. For example, micro aneurysms are the first visible 
signs of diabetic retinopathy and they can appear anywhere in a retina image. It can 
appear isolated, among a cluster of exudates, among a cluster of haemorrhages, or
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next to blood vessels. The logical features micro aneurysms have to be based on the 
perceptual constancy that is difficult to capture.
Chapter 2 discussed an integrated approach as a solution for image recognition for 
large-scale image archive. From here on, the current literature on diabetic retinopathy 
image analysis followed by techniques and theories that can help achieve this 
framework is discussed.
3.1 D ia betic  R etin o pa th y  L iterature
Research in retina image analysis have spanned for almost 25 years. It is known to be 
a complex task because of its variability of the images, anatomical-pathological 
structures and the appearance of visually similar clinical signs. All these factors can 
lead to erroneous interpretation of the image. This part of the chapter attempts to 
define a timeline over the past two decades on the various techniques used to detect 
both anatomic structures such as optic disc, blood vessels and clinical signs such as 
micro aneurysms, exudates and haemorrhages.
3.1.1 Anatom ic Structures of the Retina
The retina consists of three main anatomic components, the optic disc, blood vessels 
and the macula. It is essential to detect these components as well and at later stages, 
use it as a means to remove false positives to facilitate accurate detections of other 
clinical signs.
3.1.1.1 Optic  Disc detection
Optic disc detection is necessary for diagnosing of any pathological disease in retina 
images. The advantages for locating the position of the optic disc are numerous. 
Firstly, the shape and size of the optic disc changes dramatically during the course of 
the disease denoting the severity of the disease. Secondly, it would help with the 
locating of other anatomic structure such as the macula and blood vessels. Lastly, 
locating the actual position of the optic disc will improve the bright lesion detection 
performance by removing potential false positive regions as they share similar visual 
characteristics with other bright pathological signs. On the other hand, because of
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such similarity, locating the optic disc is challenging when other bright lesions are 
also present in images and can be mistaken as optic disc. Furthermore, finding the 
boundary of the optic disc are made difficult by the irregular shapes of the optic disc 
in pathological cases as well as the appearance of blood vessels within the optic disc. 
Uneven illumination due to the nature of the retina and the environment in which the 
image is acquired are also factors that cause problems in detecting the optic disc.
Typical optic disc detection is performed through image processing and/or tracking 
techniques, which are summarised in table 3.1:
Techniques Authors Description Images
used
Accuracy
Image
Processing
Liu et al. 
(1997)
Used gradient to detect the edge points in the 
candidate area through a Sobel edge detector. 
Hough transform was then applied to estimate 
the size and position o f the optic disc.
20 90%
Li et al. 
(2000)
Used Sobel edge detector to retrieve the rough 
contour o f  the optic disc followed by Least 
Square Regression to detect the contour o f  the 
optic disc.
35 97%
Park et al 
(2006)
Used repeated thresholding to obtain candidate 
regions followed by Hough transform to estimate 
size and position o f the optic disc.
35 90%
Template
matching
Osareh et al 
(2002)
Used template matching (averaging 25 optic disc 
as template region) to approximate location o f 
optic disc followed by Active Contour (Snake) to 
detect boundary o f optic disc
75 90%
Principal
Component
analysis
Li &
Chutatape
(2003)
Ten optic disc were used for projecting onto 
Principal Component disk space. Candidate 
regions were obtained using thresholding. 
Similarly, these regions were also projected onto 
the Principal Component disk space. The shortest 
distance on the disc space between the training 
images and the input image were used to denote 
the optic disc.
89 99%
Tracking Lam &
Chuatatape
(2003)
Divided image into three horizontal segments. 
Blood vessels start points were initially detected 
based on their width and dark colour. Since the 
Gaussian filter matches the intensity profile o f 
the blood vessel, the Gaussian filter was used to 
track the blood vessels by estimating the next 
point o f  the blood vessel. Tracking stops once 
the entire list o f  tracking points ends at a 120 by 
120 candidate area.
80 86%
Philip et al., 
(2007)
The structure o f the blood vessels is first detected 
by performing pixel enhancement on pixels that 
are dark. If  the pixel satisfies the 3 condition set 
by the authors, the pixel is labelled a blood 
vessel pixel. Through this, the rough blood 
vessel structure was obtained. Based this, the 
location o f  the optic disc can be obtained through 
the calculation o f the angle in which the blood 
vessel grows out o f the optic disc. Using this 
location, the Hough Transform is used to obtain
1056 98.4%
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the edge o f the optie disc.
Table 3.1 Summary for Optic Disc Detection
The table above summarises various techniques that have been used to detect the 
location of the optic disc. While these methods achieved a level of accuracy in the 
detection of the optic disc, there are a few limitations. Firstly, these techniques do not 
take large clusters of exudates into consideration. When large clusters of exudates 
exist in the image, the visual similarities between exudates and optic will cause 
ambiguity during detections. A solution to this problem would be to include 
complimentary information to support the decision making process. For example, a 
characteristic of the optic disc is that blood vessels gradually grow out of it. In order 
to further enhance optic disc detection, information about the blood vessel structure 
can be used. This is emphasised in the research work by Fleming et al. (2007) where 
the accuracy in optic disc detection was enhanced through the information provided 
by blood vessels. Blood vessel detection, however, is another challenging task on its 
own. Tracking the blood vessels for optic disc detection is indeed useful, but it is still 
necessary to determine a start point of blood vessels in the first place. Current 
research also demonstrates that the lack of secondary information results in poor 
scalability and lower accuracy.
3.1.1.2 Blood  Vessel D etection
Blood vessels are one of the main components in the retina and it has been found that 
in several pathological diseases, the changes in the appearances and the structure of 
the blood vessels such as the diameter or tortuosity can help diagnose the severity of 
the diseases. Furthermore, the location of the blood vessels can aid in the detection of 
other anatomical structures such as the optic disc and the macula. Therefore, detection 
of the blood vessels is imperative in an automated screening system. Their 
characteristics are such that they appear darker as compared to the background and 
they gradually decrease in width as they grow from the optic disc.
Segmentation of the blood vessel from the background is complex due to the uneven 
illumination in retinal images. If the image’s histogram is bi-modal where there are 
two distinct peaks, thresholding could be easily applied to segment the blood vessels
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from the background. But in reality, this does not happen as background variations 
and the appearance of other bright lesions results in a multimodal histogram where 
there are more than two distinct peaks. The literature shows that there are at least 
three main categories of methods that have been developed in the area of blood vessel 
detection over the past two decades, as summarised in table 3.2:
Techniques Authors Description Images
used
Accuracy
Image Processing Chaudhuri et al. 
(1989)
Matched filters were utilised 
to match the profile intensity 
o f  blood vessels. The 
techniques differed in the 
type o f filters used.
unknown
Wang & Lee (1998)
Gao et al. (2001) 9 1%
difference 
between 
human 
graders and 
computation 
al results
Gang et al. (2002) 48 85%
Lowell et al. (2004)
Dua et al. (2005) Quadtree decomposition was 
used to segment the blood 
vessels
Leandro et al. (2001) Morlet wavelets followed by 
thresholding.
Estabridia et al. 
(2006)
Adaptive thresholding and 
multi-window Radon 
transform to detect the blood 
vessels.
20 86%
Tracking Liu et al (1997) Use Gaussian or Kirsch 
matched filters to track 
blood vessels. Cree et al. 
used a 2D model o f  a vessel 
segment.
89 99%
Chutatape et al. 
(1998)
Cree et al (2005)
Classification Comforth et al. 
(2004)
Used Morlet wavelet 
response as feature for 
classification. System 
trained using a Bayesian 
Network.
80 86%
Sinthanayothin,
(1999)
Obtained sub-images o f 
candidate regions which 
were represented by 
Principal Component 
Analysis. System trained 
using a Neural network.
112 Sensitivity -  
83%
Specificity - 
91%
Table 3.2 Summary for Blood Vessel Detection
As described in the literatures, the main techniques in detecting blood vessels are 
window-based image processing techniques, tracking and classification. The 
fundamental problem is the variance in the images that affects the accuracy in 
detecting blood vessels in one way or the other. Although matched filters have the
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ability to detect the main blood vessels well, they are unable to detect the finer blood 
vessels that are essential to determine the accuracy of clinical grading of the image. 
On the other hand, tracking may be a more practical and efficient method to locate the 
full vascular structure, but it is not easy to find a starting point for the tracking process 
to begin with.
3.1.2 Clinical Signs
DR clinical signs include micro aneurysms, exudates and haemorrhages. In this 
section, the literature of detecting these DR clinical signs is discussed.
3.1.2.1 M icro aneurysms
Micro aneurysms are swelling of the capillaries that are caused by the weakening of 
vessel walls due to high sugar levels in diabetes and they eventually leak to produce 
exudates (which will be discussed in Section 3.1.23). Micro aneurysms are the first 
visible clinical sign to appear in diabetic retinopathy and it is known that quantities of 
this symptom can help diagnose the progression of the disease. They are therefore, an 
early indicator of the disease and are of primary importance for an automated 
screening system.
In retinal images, micro aneurysms appear as small reddish dots with a circular shape 
and have similar intensity values as haemorrhages and the blood vessels. The 
challenge in detecting the micro aneurysms is due to their similarity to haemorrhages 
which can appear as a ‘dof or ‘blotchy’. Differentiating between micro aneurysms 
and ‘dot’ haemorrhages proves to be difficult even for human experts. Hence, they are 
usually detected together and associated with a single label. The variance in images 
caused by uneven illumination and pigmentation in the retina are also factors that 
further complicate the processing.
Techniques in micro aneurysms detecting over the past two decades have remained 
similar. They all involved a feature extraction for candidate regions, followed by 
either a rule base of criterion elimination or a classification process. Table 3.3
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summarizes the state of the art in micro aneurysms detection throughout the past two 
decade.
Techniques Authors Description Images
used
Accuracy
Removal o f blood 
vessels
Spencer et al. 1996 These literatures are similar in a 
sense that a top hat morphological 
operation is performed to remove the 
blood vessels followed by a 2D 
Gaussian filter to locate MA. Region 
Grow is then used to grow the object 
back to its full size. They only differ 
in the classification task.
4 Sensitivity -  
82%
Frame et al., 1998 20 92%
Mendonca et al., 1999 Several N/A
Cree et al., 1996 20 Sensitivity -  
82% 
Specificity -  
84%
Azeem et al., 2001 Removed blood vessel using linear 
property. Used Hough transform to 
detect MA.
3 Reported 
better results 
with blood 
vessel 
removal
Hafez et al., 2002 Applied canny edge detection to 
detect MA candidates. Used a 
criteria based elimination to remove 
false positives.
3
Contrast
enhancement
Lee et al., 2003 Applied various matched filters to 
detect M As followed by a region 
grow algorithm. Classification was 
performed using Linear discriminant 
analysis.
N/A 56%
Walter 2000 Performed shade correction followed 
by a bounding box morphological 
operation. Thresholding based on a 
set o f criteria was carried out to 
eliminate false positives
5 86%
Simandjuntak, 2005 Used Gaussian matched filters to 
detect BV and MAs. Mean response 
o f histograms were used as 
thresholds to detect MAs.
N/A N/A
Sinthanayothin, 2002 Used recursive region grow and 
thresholding to obtain candidate MA 
regions. Neural network was used as 
the classifier
14 88.7 
Specificity 
and 77% 
Sensitivity
Fleming et al., 2006 Compared various contrast 
normalisation techniques. Various 
image processing techniques were 
used to detect MAs and authors 
reported that watershed 
segmentation gained good detection
236 83.1% 
Specificity 
and 85.1% 
Sensitivity
Classification Niemeiger 2005 Performed pixel level classification 
to classify foreground and 
background. Connected component 
analysis was performed to remove 
false positives. Region grow were 
then used to obtain candidate regions 
followed by a kNN classification.
50 87% 
Specificity 
and 100% 
Sensitivity
Table 3.3: Summary o f Micro aneurysms detection
The table was categorised into blood vessel removal, contrast enhancement and
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classification. The complexity of micro aneurysms detection lies in the appearance 
where they can appear virtually anywhere in the retina in clusters, isolated, among 
exudates or even near blood vessels. Some of these techniques used a blood vessel 
removal procedure to remove the blood vessels. The problem with this is if the blood 
vessels were removed, true micro aneurysms in the vicinity of the blood vessels may 
be removed as well. Another limitation of the current studies is that there may be 
ambiguity during detection due to similar visual characters in other objects (such as 
noise, other clinical signs or fine ends of the blood vessels) which were not addressed.
3.1.2.2 H aem orrhages
The visual characteristics of the haemorrhages are similar to micro aneurysms except 
for their sizes and they become apparent during the progression of the disease. 
Therefore, they are used as a diagnostic criterion to determine the severity of the 
disease. Most of the literatures in detecting haemorrhages were already discussed in 
the previous section where the authors detected dark lesions consisting of both micro 
aneurysms and haemorrhages. Here, a few literatures that focus solely detecting 
haemorrhages are given in table 3.4.
Techniques Authors Description Images
used
Accuracy
Image Processing Shivaram et al., (2009) Used morphological operation to 
detect haemorrhage regions.
15 Sensitivity
89%
Specificity
99%
Jang et al., (2010) Hybrid approach consisting o f 
templating matching followed by 2D 
filter to reduce false positives
52 Sensitivity
85%
Classification Sinthanayothin et al. 
(2002)
Used recursive region grow and 
thresholding to obtain candidate 
haemorrhage regions. Neural 
network was used as the classifier
14 88.7 
Specificity 
and 77.5% 
Sensitivity
Table 3.4 Summary for Haemorrhage Detection
The main difference between the techniques discussed here and those discussed in 
micro aneurysms are that these detections largely detect large sized haemorrhages. 
However, the limitations of these techniques are similar; image segmentation 
techniques such as morphological operations or region grow are unable to maintain 
their scalability in large-scale image archive. Similarly, other image content, such as
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uneven dark background, low contrast between normal background and bright lesion 
may cause ambiguity for detecting haemorrhages.
3.1.2.3 Exudates
Exudates are lipid and lipoproteins deposits that leak from micro aneurysms and are 
one of the common clinical signs occurring in early diabetic retinopathy. This makes 
their early detection imperative to the contribution of retina image analysis. In retina 
images, exudates appear as small yellowish sharp objects, varies in shape and sizes 
and are well contrasted with the background.
The difficulties in detecting exudates are that they are not the only bright features in 
the retina image. Other features such as optic disc, cotton wool spots and drusens also 
have very similar characteristics in terms of shape, size and colour. There is much 
research in this area as summarised in table 3.5, but most of these methods do not 
attempt to differentiate the exudates fi*om the rest of the bright lesions.
Techniques Authors Description Images
used
Accuracy
Image processing Li et al. (2000) Kirsch Match filters was used to 
detect sharp objects. This was 
followed by a morphological 
operation to eliminate blood vessels.
5 100%
Walter et al. (2002) Blood vessels were removed using 
morphological operations. Candidate 
regions were obtained via a sliding 
window thresholding. Candidate 
regions were subtracted blood vessel 
removed image for exudate regions.
30 Sensitivity -  
92.8% 
Specificity -  
92.4%
Sinthayothin (2003) Thresholding was performed to 
obtain seeds followed by a recursive 
region grow algorithm to obtain 
candidate region.
20 Sensitivity -  
90.23% 
Specificity -  
82.5%
Sagar et al. (2007) Dynamic Thresholding was 
performed to obtain candidate region 
followed by canny edge detection to 
reduce false positives
25 Sensitivity -  
99% 
Specificity -  
93%
Sanchez et al., 2004 Combination o f dynamic 
thresholding and kirsch matched 
filter using a Boolean operator.
20 Sensitivity -  
79.62%
Hsu et al., 2001 Dynamic threshold with integrated 
domain knowledge to separate 
cotton wool spots and exudates.
543 Sensitivity - 
100% 
Specificity - 
74%
Classification Wang et al., 2000 Pixel classification was performed to 
obtain bright lesions followed by 
clustering to obtain regions.
54 100%
Gardner et al., 1996 Image was divided into sub-images. 
Neural network was trained to
301 93.1%
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classify non exudate sub images and 
exudate sub images.
Osareh et al., 2003 Fuzzy C means used to obtain 
candidate exudate regions followed 
by neural network
67 Sensitivity -  
93% 
Specificity -  
94.1%
Zhang et al., 2004 Fuzzy C means used to obtain 
candidate exudate regions. Two step 
Support vector machine used to 
differentiate between cool wool 
spots and exudates.
30 Sensitivity -  
88% 
Specificity -  
84%
Philip et al., 2007 Obtained candidate regions using a 
multi-scale morphological operation. 
Used local properties for 
classification to determine exudate, 
drusen or background.
13,219 Sensitivity
95%
Specificity
84.6%
Table 3.5 Summary for Exudates Detection
From the techniques listed above, the two main methods for detecting exudates are 
image processing and classification techniques. Although, high accuracies were 
reported in their literature, most data sets used were not big enough to sustain the 
scalability of the work except for Philip et al. (2007) who utilises a multi-scale 
morphological operation to obtain information from various resolutions. While a few 
of the techniques attempt to segregate exudates from cotton wools spots, these are 
dependent on the image already having both the clinical signs. Hence, most the 
methods only segment bright lesions from dark lesions, not much attempts were made 
to discriminate between visually similar symptoms such as optic disc, exudates and 
cotton wool spots.
3.1.3 Summary  On  D iabetic  R etinopathy  Image Analysis
In summary, the literature has reviewed the state of the art in retina image analysis for 
the past two decades. These techniques range from various image-processing 
techniques to machine learning techniques. Although some of these studies reported 
good results, there are a few limitations:
• Some of the literature uses pure image processing techniques to detect the 
various structures (both normal and abnormal structures) of the retina. They 
do not contain any form of recognition resulting in ambiguous detection.
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• Previous works focuses only on a few clinical features and mostly based on 
small data sets that were unable to realistically model the true spectrum of 
image quality and variability occurring in real clinical scenarios.
• Accurate segmentation of subtle clinical signs is still a challenging problem 
due to the variability in retina images and still very prone to under/over 
segmentation resulting in detection errors.
• Current attempts to build classifiers for detecting DR signs all have one thing 
in common they use a single classifier. Traditional classifiers would not be 
capable to deal with such a large scale of data because the set of features used 
would not be able to fully represent the data.
• Current detection of clinical signs is all treated in isolation. There are no 
further analysis on the relations between various elements within the image 
for more coherent understanding of the image.
Based on the limitations listed above, it is apparent that the success of retina image 
analysis requires a different approach. Majority of the research uses a traditional 
classifier approach, and these are unsuitable because it is unlikely that refinement of 
classification would be successful over data of such magnitude. The crucial element 
missing from many studies is the contextual information from each detection that can 
be complimentary and when integrated together, to enhance the overall accuracy.
At present, the approach undertaken by a team in Aberdeen, Scotland (Fleming et al., 
2006; Philip et al., 2007) is, to date, the only research team utilises complimentary 
information to enhance the robustness of their algorithms during detection with 
excellent scalability. For example, in optic disc detection, they utilised information 
from the blood vessels to enhance the accuracy. During exudate detection, 
information at different resolutions was taken into consideration for obtaining 
candidate regions. Furthermore, their team is the only research body that gained 
access to large amounts of diabetic retinopathy images to test the scalability of their 
work. Their research involved separating disease/no disease images and was 
evaluated over 6722 patients amounting to 14406' retina images. Their framework 
involved detecting various entities pertaining to the anatomy of the retina and clinical
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signs related to diabetic retinopathy. For their framework to separate disease/no 
disease retina images, they obtained 90.5% sensitivity and 67.4% specificity.
The research in this thesis attempts a different approach where evolutionary 
algorithms play a key role. This thesis investigates the possibility of deriving the final 
interpretation of the image based on all the detected entities in the image. Evidence 
are obtained from different processing and through reasoning, combined together for 
an optimised result. The whole framework used in this research is optimised using 
evolutionary algorithms to ensure that classifiers and the contextual models are 
representative of the true magnitude of the training data. It is all these aspects that 
separate this research from current studies. The next few sections discuss techniques 
and theories that can help achieve this fi-amework.
3.2 M u lt iple  C la ssifier s
From a naive theoretical view, single classifiers that have more input features should 
be able to provide more information to have better discriminating capabilities. 
However, this also means that the more features used, there may be a chance that 
irrelevant input features are introduced resulting in a ‘curse of dimensionality’. 
Similarly, the larger the data set, more diversity would be exhibited among the data 
set. Naturally, this would mean using more features to represent the data set. This 
would cause an overly complex classifier with unwarranted performance.
3.2.1 M otivation for  M ultiple Classifiers
Multiple classifiers have been the interest of many researchers due to their ability to 
achieve better performance. The rational behind this is that it is expected that 
different classifiers could provide complimentary information to other classifiers. 
Combining classifiers have known to improve performance when using large number 
of classifiers with each classifier giving overlapping performance on different parts of 
the problem space (Sharkey, 1999). Furthermore, it may be far simpler to design a 
combination of classifiers rather then to optimise a single classifier. This technique 
has proved to be successful in many areas such as handwriting recognition (Günter 
and Bunke, 2004; Abandah et al., 2008; El Abeh et al., 2008; Deng et al., 2008), hand
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gesture recognition (Chen et al., 2007; Fan et al., 2010), remote sensing (Giacinto et 
al., 2000; Zhong and Wang, 2007) and face recognition (Lu et al., 2003; Su et al., 
2009).
Lu et al. (2003) used multiple classifiers in their work to solve the problem of 
variance in face recognition. Three appearance based face recognition techniques 
(Principal component analysis. Independent component analysis and Linear 
discrimination analysis) for face verification followed by two combinations methods, 
sum rule and a radial basis function (RBF) network, to determine which combination 
method was a better choice for their application. The authors achieved an accuracy 
rate of 79.1%, 88.1% and 81% for the PCA, ICA and LDA classifies respectively. On 
combing the classifiers, the authors achieved a final accuracy of 90% for the sum rule 
and 90.2% for the RBF based combination technique.
Su et al. (2009) used both global and local features for face representation and 
recognition. Fourier transform was used as a global representation to capture the 
facial information whereas Gabor wavelets were exploited to reserve the biological 
relevance. Multiple Fisher’s linear discriminant classifiers were developed with each 
of them providing different features for face recognition. A hierarchical ensemble 
classifier was then used to combine the classifiers. Their method was evaluated on 
two large-scale face databases and averaged 98% and 89% on the different databases.
Artan and Huang (2008) applied multiple classifiers for tissue segmentation. Their 
system achieved diversity using different colour distributions and by separating their 
training data into N  sets for Support Vector Machine training. Fu et al, (2007) used an 
ensemble of neural networks to improve Automatic Relevance Determination (ARD) 
of input features that can utilise the error diversity against the errors by individual 
neural networks to reduce uncertainty in order to reduce overall performance. By 
combining the neural networks, the uncertainties of feature relevance were 
significantly reduced and produced a more stable and reliable technique to group 
feature according to their relevance level as opposed to a single ARD Model. Tula et 
al. (2010) used multiple kernel classification to identify relevant image features for a 
remote sensing data set. Their method is based on optimisation of a combination of 
kernels dedicated to different sets of features such as contextual and texture features. 
The kernels were combined using the objective function of the Support Vector
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Machine. Through this training, the resulting results are weights with regards to each 
kernel where both relevant and meaningless image features are shown.
Hand gesture recognition has been gaining popularity in the field of Human Computer 
Interface. Chen et al., (2007) proposed dynamically combining information from two 
sensors to distinguish hand gesture patterns. From each of the sensors, Auto- 
Regressive (AR) model coefficients. Linear Predictive Cepstral coefficients. Discrete 
Fourier Transform coefficients and Wavelet Transform coefficient were extracted 
from the surface electromyography signal to be used as features. The concept behind 
their idea is to provide complimentary information from each sensor based on 
different information captured. Through their combination strategy using Linear 
Bayesian Classifier, the authors reported that the average recognition rates for five 
wrist gestures, six single extension gestures, eleven gestures and sixteen gestures 
reached 93.5%, 99.4%, 95.4% and 90.3%, respectively
In another work by Fan et al. (2010), the authors combined information from different 
sensors to decide the hand gesture pattern. Three different sensors consisting of 
Electromyography, 3-axis accelerometer and a camera were used to capture the hand 
gesture first. Subsequently, four features from each of the sensors were extracted to 
characterise the gesture. Each of the feature sets were represented by different 
classifiers (Linear Discriminate Classifier, Continuous Hidden Markov Modes, 
Discrete Hidden Markov Models) and the final result was obtained based on the 
maximum weighted probability.
Krajewski et al. (2008) applied multiple classifiers to predict sleepiness states based 
on acoustic voice characteristics using a two level classification scheme. The authors 
emphasised that their feature set consisted of 45,000 features obtained through a brute 
force method. For first level classification, they used a Support Vector Machine, three 
Multilayer Perceptions, kNN, a decision tree, a random forest, a naïve bayes, a basic 
rule learner, a Radial Basis function, a logistic base, a fuzzy lattice reasoning and a 
logistic regression. The results were averaged and put through a second Support 
Vector Machine for classification. The authors achieved a recognition rate of 86% for 
detecting sleepiness state.
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3.2.2 D e s ig n  o f  M u l t i p l e  C l a s s i f i e r  S y s te m s
There are usually two main steps to designing Multiple Classifier Systems: the design 
of the individual classifiers and the design of the combination function for classifier 
fusion. The goal of combining classifiers is to improve the performance and this can 
only be achieved if the individual classifiers created can achieve diversity so that they 
can produce different error distributions (Sharkey, 1999). Individual classifiers can be 
created based on different machine learning techniques such as neural networks, 
support vector machine, K nearest neighbours etc; different parameters within the 
same technique; different feature sets; or different training sets and so on. Based on 
the training data, machine-learning algorithms generally estimate the target function 
causing the estimated function to be significantly different from the target function. 
This is the reason why different classifiers may give different error on an unseen data 
set. It is based on this concept that ensembles are able to improve overall performance 
if the individual networks are able to achieve error diversity.
In order to obtain diversity among the ensembles, one way would be to alter the 
training data or use different feature sets. Doing so allows the ensemble to learn 
different patterns of the same task, thus producing different errors in different areas of 
the problem space. Another way to achieve diversity among the base of ensembles 
would be to use different features or use different initial parameters, such as initial 
weights, number of hidden weights and using different training algorithms. By 
changing these initial parameters, the classifiers will learn the training samples 
differently and have different predictions over the different areas of the problem 
space.
Diversity in the classifiers can also be achieved through Boosting (Schapire, 1990; 
Bauer & Kohavi, 1998) and Bagging (Breiman, 1996). These are popular techniques 
used to resample the training dataset to artificially create the difference in the data in 
order to generate classifiers for an ensemble. Bagging starts off each training model 
with equal weights, however, variance is introduced into the model by randomly 
selecting samples from the training sets. On the other hand, boosting trains each 
model in the ensemble incrementally emphasising on the misclassified samples from 
the previous model. However, having only a set of diverse classifiers might not be
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enough to produce good prediction. Most importantly, what matters most is how to 
increase performance by effectively utilizing the error diversity to combine the 
predictions to increase overall accuracy.
3.2.3 Classifier  Combination
Given the advantages of using multiple classifiers, a subsequent research problem 
would be deciding upon the combination strategy. One of the combination 
architecture is the parallel combination scheme as illustrated in figure 3.1a, which is 
more popular. This involves the classifiers executed independently in parallel and 
combined together to define the final decision. Another architecture (illustrated in 
figure 3.1b) is the serial architecture where a series of classifiers are simultaneously 
executed with the intention to reduce false positives.
C lassifier 2C lassifier 1 C lassifier N
Input Pattern
Com bination Strategy
Input Pattern
Classifier 1
Classifier 2
Classifier N
Figure 3 .1a  Parallel A rchitecture Figure 3.1b: Serial A rchitecture
The design of the combination strategy is aimed to create an optimal combinatory 
mechanism that is able to exploit the complimentary information of classifiers. 
Typical combination techniques like the sum, maximum, minimum, median and 
majority voting have been discussed many times (Kittler, 1998). The product and 
minimum rule are derived under the assumption that the classifiers are statistically 
independent and may have an undesirable effect if one of the outputs from the 
classifier is a zero. For the sum, maximum and median rule, there is an assumption 
that these classifiers do not deviate drastically from the prior probabilities, thus 
requiring classifiers low-correlated errors. As for the majority vote, it simply counts
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the votes output from the individual classifiers and makes a decision based on the 
class with the most votes, requiring a high level of accuracy for the individual 
classifiers.
Classifier fusion can also be attained through learning from the likelihood of the 
individual classifiers to decide the class. The output of the input classifier are used as 
new features for the fusion classifier and through this learning process, the fusion 
classifier can learn from the training data how they perform and how the outputs 
should be combined (Krogh et al., 1995; Huang et al., 1995).
Voting methods are not only limited to majority voting (Erp, Vuurpijl and Schomaker, 
2002). Among majority voting methods, there are unweighted voting methods, 
confidence voting as well as ranking voting techniques, whereby the degree of 
preference between classes are sorted into ranks instead of confidence values such as 
those produced by the sum and product rule.
Given all the different techniques that could be used for classifier fusion. The main 
research question for each application would naturally be: which classifiers should be 
used and how they should be best combined? In one instance, Kang & Doermann 
(2005) used a range of criteria based on recognition rate and reliability rate of each 
classifier to force strong classifiers.
Recently, Vatsa et al., (2010) used a dynamic selection technique to select the most 
appropriate classifier for the given task. Their work was a 2-step process. In the first 
step, matched scores from each sets of classifier were obtained and translated into 
belief assignments and fused together. In the next step, the fused beliefs were 
translated into likelihood ratios and inputted into a Support Vector machine for 
decision-making. The authors attained an accuracy of 94.98% on a face recognition 
database. Researchers have also proposed using evolutionary algorithms as a catalyst 
to optimise the classifier selection and combination strategy is discussed further in 
section 3.5.
3.3 C o n tex t  In Im a g e  A nalysis
It is well known that humans rely heavily on context to be able to quickly identify 
objects in an image through reasoning of the information captured. In terms of image
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analysis, it has shown that contextual information is also crucial in recognising 
different patterns, more importantly; resolving ambiguity, ultimately correcting the 
errors in visual intelligence systems (Athanasiadis, 2000; Cao et al., 2007).
Present multiple classifier systems mainly deals with mapping low-level visual 
features to high-level semantics. Their goal is to obtain as high accuracy as possible in 
a specific domain. However, these systems itself has classification errors and do not 
take contextual information into consideration during the decision making process. 
The use of contextual information can have error correction abilities and has 
demonstrated to be successful in many research problems. In the literatures, Li et al. 
(2009) used a Bayesian Hierarchical Model to model the probability distribution of 
the local regions and their neighbours to categorise images into natural scene 
categories consisting of 13 complex scenes. Yu et al. (2004) suggested a hierarchical 
top down and bottom up approach. Individual objects were represented as the 
intermediate nodes within the hierarchy and the whole image was organised into a 
structural hierarchy based on the order of the segments merging. The recognition 
process then attempted to locate the detected objects within the hierarchical 
representation. Panagi et al. (2006) used a hybrid approach coupling ontologies and a 
genetic algorithm for semantic image analysis. Hidden Markov Models were utilised 
by Li et al. (2000) to incorporate contextual information for block-based image 
segmentation.
It is at this point where automatic visual content recognition becomes more apparent 
that it lies at the crossroad between image processing, computer vision, pattern 
recognition and domain knowledge. This leads us further to the development of 
inference theories in image analysis such as the Bayesian Network, Markov Random 
Fields and especially, Hidden Markov Models.
3.3.1 Bayesian  Networks
Bayesian networks are probabilistic models that represent a set of variables and their 
conditional dependencies and are widely used for reasoning under uncertainty. 
Through the model, they are able to estimate the unknown probability when other 
evidences are observed. For example, if parent A has a direction influence on child
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node D giving P(D | A). Each edge in the graph is associated with a conditional 
probability matrix that expresses the probability of a child variable given the parent 
variable. So, if A = (ao, a j  and D = (do, di}, the conditional probability matrix is:
P{D\A) =
P(Z) = IA = ûEq) P(Z) = Jq I a  = flj) 
P{D = c?j IA = ûq) P{D = dj I a  = dZj) (1)
X  can be a Bayesian network if the joint probability density function can be written as 
a product of the individual density functions, with the condition of their parent 
variables:
where parent(i) is the set of parents of /. This process can then be used to calculate 
the posterior distribution of the variables.
Bayesian networks have a number of advantages; Firstly, they are capable of handling 
data that are incomplete either due to noise or wrong input of data. Incomplete data 
can be reconstructed through the use of the probabilistic relationships through the 
Bayesian network. Secondly, domain knowledge can be integrated into the Bayesian 
network to calculate the overall probability of the attributes. However, there is no 
proper way to construct a network and the accuracy depends on refinement of the 
network which can take a considerable amount of effort. Another issue is the 
management of the network as the attributes increase, this can be computational 
ineffective while calculating the joint conditional probability which increases 
exponentially.
Nevertheless, Bayesian networks have proved to be success in many areas such as 
data mining (Huang et al., 2007; Wong et al., 2004; Chen et al., 2001) and decision 
support systems (Zhang, 2002; Hunt et al., 2000; Lukic et al., 2007; Quellec et al., 
2011). In these literatures, Bayesian networks have been used to provide contextual 
information during the decision making process.
Seung-im et al. (2007) used such a framework for robotic scene understanding. Scene 
understanding requires understanding the relationships between the various entities in 
the scene. However, recognition of these cues is difficult due to the uncertain or
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incomplete information which results from a variable environment. Hence, in order to 
perform uncertainty reasoning, the authors proposed using a Bayesian network that 
combines the low level features and high semantic cues. Using their framework, their 
scene detector was able to handle uncertainty evidence and enhance the accuracy.
Image segmentation is an unsolved problem and it is known that in situations where 
there are low level contrast or noise, this procedure would tend to fail, as it is unable 
to provide sufficient information for the various parts of the image. By incorporating 
contextual information into the segmentation procedure, the ambiguity can be greatly 
reduced. In the literature by Zhang et al., (2008), the authors integrated contextual 
information into the Bayesian Network for image segmentation. Their model 
dynamically determines the contextual relationships between the segmented regions 
and their features with uncertainties. This enables the Bayesian network to perform a 
probabilistic inference so that the image segmentation procedure can be enhanced. 
Over a test set of 60 images, their framework achieved a pixel accuracy of 93.7%.
3.3.2 M arkov  Random  Field
Markov random field is a powerful and popular tool used for modelling images. It 
provides a consistent way of modelling the contextual constraints such as image 
pixels or measureable features in visual processing and provides a means to interpret 
these images. The assumption is that for a given problem, there is a probability 
distribution that can capture the extent of the variability and the relationships or 
interactions between the various image attributes. The inference is determined by 
finding the most likely label such that the corresponding objective function is 
minimised. Markov Random field had been applied to main domains such as image 
segmentation (Lu et al., 2008), text identification (Zheng et al., 2003; Peng et al., 
2009), satellite imaging (Solberg, 1999) and medical imaging (Li, 2005).
Peng et al., (2009) used Markov Random Field as a post processing step to re-label 
regions into segmented handwritten text, machine printed text and noise fi*om 
annotated machine printed documents. Feature extraction at different levels were 
performed and used for classification. The Markov random field was then performed 
based on neighbourhood information and belief propagation rules to determine the
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similarity between regions. Using this approach, they achieved a recall rate of 
96.33%.
Li et al. (2005) used a Markov Random Field as a decision model that combines 
spatial context with local estimations for clinical content detection. Multiple 
classifiers were first applied locally to recognise a wide range of clinical signs in a 
histological image database for a reliable estimates. The Markov Random Field model 
was then applied to jointly detect clinical features in a global view.
Interestingly, Lu et al., (2008) combined Markov Random Field with Evolutionary 
Programming for image segmentation. Markov Random field have been applied to 
many image segmentation algorithms, however for the algorithm to succeed, the 
Markov Random field must optimise the image field and this can be computationally 
ineffective. Based on this disadvantage, the authors used Evolutionary Programming 
to perform the optimisation process of the Markov Random Field.
3.3.3 H idden M arkov  M odels
One of the contributions of this thesis is the use of Hidden Markov Models for 
modelling the contextual information of a feature in an image. Hidden Markov 
Models is a stochastic modelling process and is highly capable of providing flexibility 
for modelling the structure of an observation sequence. More importantly, they are 
capable of modelling the context depend entities by allowing fine details to be learnt 
through the data by adjusting the transition probabilities and emission probabilities. 
Hidden Markov Models have been successful in the speech recognition field (Lv et 
al., 2007; Morizane et al., 2009; Yantomo et al., 2004). More recently, they have been 
gaining popularity in other research areas such as hand writing recognition (Parui et 
al., 2008), face recognition (Castellano, 2008; Eickeler et al. (2002), DNA sequence 
(Kyoung, 2006) and even sports genre classification (Wang, 2006), all of which 
whose data exhibit great variability.
For image interpretation, the concept of using Hidden Markov Models is also to 
encapsulate contextual information into the under lying sequential states. All of the 
work in image interpretation demonstrates HMM’s ability to do so. Eickelere et al., 
(2002) used a 2D Hidden Markov Model for face recognition. The feature extraction
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process consists of pixel by pixel from left to right and top to bottom, rearranged into 
a vector for HMM training. Xue et al. (2006) applied Hidden Markov Models for 
hand writing recognition. The authors used structural features to model the sequential 
states. Li et al., (2000) used a 2D Hidden Markov Model for image classification by 
incorporating contextual information into the states. As such, the features obtained are 
statistically dependent on the underlying states which has the transition probabilities 
of the neighbouring states either from horizontal or in both directions.
While Hidden Markov Models have proved to be generic in nature, there are a few 
issues surrounding the success of Hidden Markov Models. Firstly, which topology 
best models the observation sequence and secondly, what are the optimal parameters 
such that the observation sequences are best represented by the Hidden Markov 
Models. Currently, the optimal number of states can only be determined through the 
refinement of the Hidden Markov Models after training. Training can be carried out 
using the Baum-Welch training algorithm. However, this algorithm is a hill climbing 
algorithm and strongly depends on the initiate estimates and it is known that bad 
initial estimates for this algorithm usually lead to a sub-par model. In order words, 
there are no theory to guarantee an optimal model with the ideal size and parameters 
and is termed as an “optimisation problem”. An attempt to search for an optimised 
Hidden Markov Model lead to the development of various evolutionaiy computation 
algorithms and is further discussed in Chapter 4.
3.4 O ptim isa tio n  th r o u g h  E v o lu t io n a r y  C o m pu ta tio n
Evolutionary computation is inspired by nature and its instinct of survival. In short, 
they are computational models of evolutionary processes. Through the key designs 
and implementation of such models, they are able to produce highly optimised 
solutions. Most of the evolutionary algorithms are metaheurstic computational 
models; they optimise a problem through iterative improvement of a candidate 
solution using an objective measuring of quality.
Evolutionary algorithms have been well known as stochastic search algorithms and 
are capable of performing a global search in the problem space to obtain a global 
optimal solution. The concept is to perform an exhausting combinatorial search for 
the best possible configuration. They have been well known to solve many
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computational problems from different domains such as scheduling problems (Lim et 
al., 2005), machine learning (Abbass, 2002; Liu et al., 2007), and medical imaging 
(Winter et al., 2008; Hafner et al. 2010; Segar et al., 2009). Through these literatures, 
evolutionary computation demonstrates its robustness to find solutions where classical 
methods fail.
3.4.1 Genetic A lgorithms
Genetic algorithms are one such type of evolutionary algorithms and are known for 
their explorative capabilities in problem spaces. Genetic algorithms are inspired fi*om 
natural selection and genetics. They operate on a population of solutions, applying the 
principal of the survival of the fitness in a competing environment. At each generation 
of the algorithm, a process of selecting individuals according to their strengths in the 
problem domain and genetically modifying them to produce offspring creates a new 
set of solutions. This process leads to the generation of a new population of 
individuals and are better suited for the problem space than the individuals that they 
were created from, eventually reaching an optimal solution.
Genetic Algorithms have been used in various fields such as optimising the weights 
and structure of a Neural Network (Yao, 1999), combining classifiers (Ludmila et al., 
2000). They have also been used to evolve the structure of HMM for speech 
recognition (Kwong, et al., 2001), DNA sequencing (Kyoung et al., 2006), web 
information extraction (Xiao et al., 2007) and more recently semantic image analysis 
(Panagi et al., 2007).
The major advantages of evolving neural networks are their adaptability to dynamic 
environments (Yao, 1999). In addition to the learning of the training data, evolving 
the network is a form of adaption to its environment. Evolutionary algorithms can 
perform these tasks such as adaptive weight training, evolving the architecture design 
of the network and feature selection for the optimised network to achieve better 
efficient and accuracy.
Another advantage of evolutionary algorithms is that they are less likely to be stuck in 
local minima, a flaw that exists within traditional gradient-based search algorithms. 
This means that evolutionary algorithms are very useful in situations where there are
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many local minima in complex problems. One example is in large data sets where the 
dimensionality of the problem space exponentially increases. As discussed earlier, 
multiple classifiers have proved to be a solution to this problem where the concept is 
to overlap the classifiers in different parts of the problem space for an overall much 
higher accuracy. While multiple classifier fusion may yield good results, there is still 
a need to determine which sets of information are useful or what parameters should be 
used to obtain optimal solutions. Hence, evolutionary algorithms are a useful tool to 
perform exhaustive combinatory searches for optimised parameters or optimised 
combination strategies.
Sedai and Rhee (2007) used such an evolutionary framework to increase the 
performance for recognition. The problem these authors were facing were the 
variance of illumination within face recognition. In order to reduce illumination 
within the environment, different illuminations of the background were modelled as 
multiple contexts using unsupervised learning. The best candidate classifiers were 
first searched using a GA and later combined to get the final result. For their research, 
the authors obtained 93.5% accuracy. Sensory fusion was also applied to remote 
sensing imaging. The concept was to combine multispectral (MS) and panchromatic 
remote solutions (PAN) to obtain high-resolution images while preserving important 
information. In a paper by Zhou et al., (2010), various image processing were 
performed to both the images and multiple objective evolutionary algorithm was 
performed to obtain optimal parameter selection for fusion of the images. Through 
this method, the authors were able to obtain a fiision image that gained spatial 
resolution but also retained important information of the original MS image.
In the medical domain, Gondal et al., (2007) predict heart failure by combining 
physiological parameters with gene expression data as features for a Support Vector 
Machine (SVM). To predict the patient’s cardiac criticality, the SYM uses Wrapper 
Evolutionary Algorithm based on Gaussian Estimation of Distribution Algorithm 
(EDA). In another work by Das and Bhattacharya (2009), medical image fusion was 
used to derive useful information. As analysis of the input images at multiple 
resolutions provided excellent details, multi-resolution decomposition using wavelet 
transforms were performed on the input images. At each of the decomposition levels, 
a genetic search algorithm was applied to collect the important information and then
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used to reproduce the fused image. Comparing their proposed technique to a fiizzy 
approach, their technique demonstrated improved results.
Chen et al., (2005) performed a genetic fusion of SVM Classifiers for ovarian cancer 
dataset. In their work, a fuzzy system was built based on the accuracy and distance to 
the hyper plane of the SVM. The fuzzy output memberships were then optimized 
using a Genetic Algorithm. For their work, the authors reported that not only did the 
fuzzy fusion system outperform the individual classifiers. In addition, information 
from individual classifiers was able to compliment other weaker classifiers.
In medical imaging itself. Genetic Algorithms were utilised for Endoscopical image 
classification. Haifer et al., (2010) used a Genetic Algorithm to perform an extensive 
search for the best Fourier frequency as a feature set. Multiple classifiers were then 
used for classification. For their proposed method, the authors obtained 96.6% 
accuracy. Winter et al. (2008) applied evolutionary algorithms to register CT and 3D 
ultrasound images. Typically, registration between two images requires find the best 
parameters of a coordinate transformation mapping and much research has proposed 
various techniques. Using evolutionary algorithms, the authors achieved 97% 
registration rate.
3.4.2 Particle Sw arm  Optimisation
Particle Swarm Optimisation (PSD) is another evolutionary algorithm that differs 
from other population based optimisation such as Genetic Algorithms. Unlike GA that 
manipulates the individual, PSO relies on a one way sharing mechanism by using only 
the best particle to give out information as compared to GA that shares information 
among themselves. PSO functions by propelling the individual solution (particle) 
through the search space with a velocity that is dynamically modified based on its 
own strength and the strength of other particles in the swarm. Hence, allowing PSO 
the capabilities to converge faster to an optimal solution (Kennedy, 1995).
PSO have been used in many problems in antenna design (Gies et al., 2003), 
biomedical (Ressom et al., (2005) and scheduling (Sun et al., 2006; Hsieh et al., 
2005). In a paper by Gies et al., (2003), a PSO was used to solve the complex problem 
of antenna design. The authors needed to generate the same amplitude distribution
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while maintaining the phase distribution of the design. This was solved more 
efficiently using PSO.
Floor planning is an important stage in Very Large Scale Integration (VLSI) design. It 
serves as a means to manage the circuit complexity and deep-submicron effect. This 
consists of the arrangement of the modules on a chip where no two modules can 
overlap while consistently controlling the area, lengths of the wire and other entities 
to ensure optimal performance. In order to solve this optimisation problem. Sun et al., 
(2006) and Hsieh et al., (2005) used PSO to ensure that their solution does not get 
trapped in a local minimal thus allowing their technique to be more robust in 
exploring the problem domain.
In a paper by Ressom et al., (2005), the authors developed a framework that combines 
support vector machines (SVM) with particle swarm optimization (PSO) for 
biomarker selection. Biomarkers are substances that are used as indicators to 
determine the biological state diseases. SVM were used as the classification 
mechanism to characterise the features while the PSO is used at the same time to 
optimise the SVM classifiers. For their research, the biomarkers obtained 100% 
sensitivity and 91% specificity in distinguishing liver cancer patients from healthy 
individuals in an independent dataset.
3.4.3 H ybrid Evolutionary A lgorithms -  M emetic Algorithms
Over the past two decades, hybrid evolutionary algorithms have been the interest of 
many researchers. Hybrid refers to the mixing of at least two entities and the goal is 
that when combined, they are more capable of solving a problem. Memetic algorithms 
are one such class of hybrid algorithms. Population based Genetic Algorithms have 
known to be slow in convergence because of their failure to exploit the information in 
the local regions and is one of their disadvantages. On the other hand, Memetic 
algorithms combine a population based global heuristic search strategy with a local 
refinement (Ong, 2010). In a sense, it can be seen as a procedure that exchanges 
information among the solutions to achieved better optimisation as illustrated by the 
pseudo code in Figure 3.2. Many studies have been reported to have obtained better 
performances as compared to using just a population based search strategy and they 
have achieved success in multiple domains such as scheduling (Lim, 2005), machine
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learning (Abbass, 2002; Liu, 2007) and even aerodynamic design optimisation (Ong,
2003).
\n\X\di\he population 
While criteria not met
Evaluate each solution in population 
For each solution
Perform local search algorithm and replace/alter gene with improved solution
End
Apply GA operators 
End While
Figure 3.2 Pseudo code for Memetic Algorithm
Liu et al. (2007) used a Memetic algorithm to optimise the design of a neural network. 
The authors designed a PSO to achieve the global parameters used for the design of 
the neural network. At the end of each generation, a local search combining the 
adaptive Meta-Lamarckian learning strategy is carried out for the best particle to 
determine the best training algorithm for the neural network. By performing this 
hybrid algorithm, it prevents the neural network from a premature convergence. 
Instead, it concentrates computing efficiency by focusing on solutions with good 
potential.
In VLSI floor planning, Tang et al., (2007) used Memetic algorithms to optimise the 
common problems within the domain. A genetic algorithm is used to find the general 
structure of the floor plan. However, due to the large dimensionality of the problem, a 
local bias search is carried out for solutions whose fitness value is above a certain 
threshold to exploit the region within that solution. By using a hybrid algorithm, not 
only was there a significance increase in performance, the convergence time to an 
optimised solution was also quicker as opposed to using a just GA.
Evolutionary algorithms have provided optimised solutions for many problems in 
various domains. A contribution of this thesis is to develop various evolutionary 
strategies for obtaining optimised solutions for Hidden Markov Models and multiple 
classifier combination strategies. The remaining chapters of this thesis discuss how 
the aforementioned techniques can be integrated together into a formal framework for 
image analysis on a large-scale image archive.
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Ch a p t e r  4: Fe a t u r e s , Cl a s s if ie r s , C o n t e x t  a n d  
Op t im is a t io n
In earlier chapters, the fundamental problem of computer vision was discussed. 
Finding invariant features, building robust classifiers and discovering the right 
domain knowledge are the key to any complex problem. Although traditional 
approaches such as neural networks are capable of mapping low-level features to 
high-level semantics, the classifier identification process is often a one-to-many 
relationship resulting in much ambiguity. The variances in images are also one of the 
reasons causing ambiguity. Furthermore, most of the approaches in previous studies 
have no attempts to capture the context information which in fact is vital to measure 
perceptual constancy.
This research aims at providing a holistic solution for image content recognition in a 
broad domain, where much meaningful content are to be identified from largely 
varied data. At application level, this work will build a system that understands the 
normality/abnormality of DR images. At practical level, we aim to apply our system 
to any DR screening programme for filtering most normal images from millions of 
screening images. The system framework developed will generate an optimal image 
interpretation through integrating multiple evidences obtained from classification and 
image processing, contextual information and domain knowledge. High level of 
accuracy is desirable in this work, partly due to the application need, however, most 
fundamentally, this is the requirement by most vision systems.
Although this framework is application driven, the overall computational strategy of 
integrating different methods comprising of image processing, pattern recognition, 
evolutionary computation and contextual knowledge are applicable to other areas. 
This chapter focuses on the design and implementation of such a system.
4.1 Sy st e m  A r c h it e c t u r e
When a human expert examines an image, typically it is performed at both global and 
local levels: by acquiring a global impression and drawing attention to some local 
details. When designing a computational system with similar purpose, such process is
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considered. Here “global” refers to the whole image, whilst “local” means sub-regions 
in images. The following consideration are taken into account in the architecture:
• Some information is best measured globally, such as optic disc and macular 
because they are reasonably large and only one optic disc and macular exist in 
one image. Their visual features are relatively prominent in contrast to their 
background. Of course the situation becomes more complicated when bright 
and/or dark lesions are present in a disease case. This is where the rest of 
detectors will contribute to the overall analysis.
• Some information require input from both global and local measures, such as
o Blood vessels, where its structure and compositions can be tracked 
throughout the images; on the other hand the possible ambiguity 
between blood vessel and other similar DR features like micro 
aneurysms, haemorrhages, and background, need to be resolved within 
small regions.
o Micro anuerysms (MA), where its perceptual constancy should be 
captured at global level when the illumination, contrast varied from 
image to image, its similarity to other DR features can be identified at 
local level.
o Haemorrhages, similar to MA.
o Retinal background should be measure at both image level and local 
level.
• Some information like bright lesions can be measured just at the local levels 
when the comparison between this type of DR feature and others is mostly 
required in the classification.
Each detector at either global or local level will be supported by multiple classifiers 
using various settings, e.g., different feature sets, different parameters in the 
classifiers or different training sets etc. This will generate massive numbers of base 
classifiers that will be combined through optimisation techniques. A context model 
for capturing perceptual constancy will be created for those difficult DR features, 
such as MA and haemorrhage, which are very sensitive to the variant factors caused 
by e.g., illuminations, patients’ ethnic groups etc. The most suitable context models
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will, again, be obtained through optimisation process using evolutionary algorithms, 
together with the optimisation of the classifiers.
We regard this as a holistic approach where all components in the system will be 
optimised simultaneously at different processing levels using scalable evolutionary 
algorithms. This is to ensure
• The features extracted are optimal for the heterogeneous classifiers based on 
different features, different learning parameters or different training sets.
• An optimal classification result can be obtained from large number of 
classifiers based on different perspectives of the data space.
• The most suitable context model is being established concurrently when 
finding the optimal classifiers. This is based on the hypothesis that the most 
appropriate classification of a visual content should be in concert of the 
establishment of its context environment or perceptual constancy.
At last, information obtained from global and local processing is integrated through a 
reasoning mechanism for the final interpretation of the image.
In order to realise such architecture, the fundamentals of acquiring the relevant 
information in all processing components must be obtained first. Global analysis must 
be capable of detecting all objects in an image. Logically, it needs to at least detect all 
the object candidates including all the true objects prior to any form of post­
processing to remove the false positives. This is especially important for detecting 
MA. In this research, hybrid detectors are applied to obtain all the object candidates in 
the image.
Local analysis serves two purposes in the system. Firstly, it assists in solving the 
problem of uneven illumination by breaking down the image into smaller sub images 
prior to processing. Secondly, this provides complementary information to global 
analysis during the reasoning process. The core components of the framework can be 
identified and is illustrated in figure 4.1. The framework comprises of four main 
components, the set of global detectors, the local detectors, which encapsulates both
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optimised multiple classifier ensembles and context models, and the reasoning 
module, which will be discussed in the following sections.
Optic disc & Macula Detector
Haemorrhages Detector
Micro aneurysms Detector
Blood Vessel Detector
Global Detectors
Background Detector
Background Detectors
Blood Vessel Detectors
Dark Lesion Detectors
Combination
Bright Lesion Detectors
Subimages - Local detectors with Optimised Classifiers
^  Reasoning Model
Optimal Image Interpretation
Figure 4.1 System Architecture
4.2 F eature  E xtractio n
Feature extraction is used to transform input data into sets of features that are 
representative of the characteristic properties of particular meaningful visual content. 
This thesis utilises different forms of feature extraction to ensure that such visual 
properties are fully captured for recognition. As discussed before, the computational 
strategy is to explore different features representing different perspectives of the same
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pattern. Various image processing techniques are deployed to extract the relevant 
features. This includes edge detection, Hough transform, adaptive thresholding and 
general dimension reduction technique like Principal Component Analysis.
Adaptive Thresholding : Global thresholding would be insufficient due to the 
variations in the image resulting in a multi-model histogram (Sezgin and Sankur,
2004). Hence, the objective of the thresholding technique is to obtain an ideal 
threshold level adapted to varying illumination areas within the retina to obtain the 
relevant feature. A sliding window technique was utilised to glide through the whole 
image while applying thresholding to the local window. The threshold for each 
window was determined by:
Threshold = MeanWindow -  StandardDeviationWindow; (3)
At the end of this procedure, a binary image would be obtained for further processing.
Principal Component Analysis (PCA): PGA is a linear transform that is widely used 
in pattern recognition for feature extraction and dimensionality reduction. It has also 
been widely used in the areas of face recognition and image compression. By linearly 
transforming a number of correlated variables into smaller numbers of uncorrelated 
variables called principal components, through this transformation PGA can identify 
patterns in data and highlight their differences and similarities (Jackson, 1991). The 
PGA functions by first producing a zero mean dataset, this can be achieved by 
subtracted the mean of the data from each of the data variables. Following which, the 
eigenvectors and eigenvalues would be obtained for the covariance matrix. In this 
research, the eigenvector of the covariance matrix is termed the disk space where it is 
considered a linear combination of the training images used which will be discussed 
later in section 4.3.1.
Hough Transform: Hough transform is a common feature extraction technique to 
detect object within a certain shape such as lines, circles or eclipses using a voting 
method (Ballard, 1981). This voting is carried out in an accumulator space. In this 
work, the Hough Transform looks to approximate the existence of the blood vessel 
that resembles a line. As such, in the images used in this research, the Hough 
Transform algorithm is set up to detect the existence of lines:
y = mx + c (4)
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where the two unknown parameters m and c corresponds to the two dimensional 
accumulator array. So, considering a point (xi, yi) which all the lines in the images 
pass through. Many lines will pass through (xi, y j, which satisfy the slope intersection 
equation y,- = + c for some value of m and c. If a second point (xj, yj) also has a
line associate with it by intersecting the line at point (Xi, yO, the relevant positions of 
m and c in the accumulator array will increase by 1. In theory, the lines that 
corresponds to the image points in the accumulator space can be plotted and image 
lines can be identified by locations where large numbers of the line intersect.
Edge Detection: Edge detection is used to identify points in the image where the 
image brightness has discontinuity (Canny, 1986). This is particularly useful for 
micro aneurysms detection where there are often differences in brightness. This 
research uses the canny edge operator as the edge detector. Canny edge operator 
requires finding the intensity gradient of the image. After obtaining the estimates of 
the image gradients a search is then carried out to determine whether the gradient 
magnitude obtains a local maxima in the gradient direction. However, the variations 
in the image may cause the edge detector to obtain unsuitable estimates, thus giving 
an under segmented image. So, for micro aneurysms detection, edge detection is 
applied to on the image using a 32 by 32 sliding window technique. This way, the 
gradient estimates can be obtained accurately on local regions. Using the edge 
detected region, values pertaining to colour information, size, etc. can be obtained.
Watershed segmentation: Watershed segmentation is usually seen as water 
catchment basins (Gonzales and Woods, 2002). Given a grey scale image, the image 
will be flooded from its local minima to fill up the water catchment basins. As the 
water catchment basin gets full and want to merge with another basin, this will be 
circumvented by inserting watershed lines, thus separating the basins. In the case of 
images, these basins can be seen as objects. This technique performs especially well 
in situations were two objects are touching each other and there exists few grey levels 
between the two objects. Hence, it is particularly useful for micro aneurysms 
detection since it will allow for micro aneurysms that are close to blood vessels, close 
to haemorrhages or even close to other micro aneurysms to be segmented from each 
other. Similarly, using the detected region, values pertaining to colour information, 
size, etc. can be obtained.
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Fourier Spectra: Fourier transform is the signal representation of an image. Fïence, it 
is often represented as the frequency domain of an image (Gonzales and Woods, 
2002). It can be used to characterize the magnitude and the phase of a signal. It is 
usually combined with other operations such as convolution to obtain high 
(sharpening filter) or low (smoothing filter) past filter. In an image, a high contrast 
would be reflected as a high frequency in the frequency domain. This high frequency 
is measured by the magnitude spectra of the Fourier transform. Exudates exhibit a 
bright contrast in the image; hence the Fourier spectra is used as a feature for exudate 
representation.
Discrete Cosine Transform (DCT): Is closely related to the discrete Fourier 
transform. It represents an image as a sum of sinusoids of varying magnitudes and 
frequencies (Ahmed et al., 1974). DCT is done by first de-correlating the image data 
by removing the redundancy between neighbouring pixels. Through this procedure, 
the transforms coefficients would be uncorrelated and can be encoded independently. 
Thus, obtaining important information in just a few coefficients. Hence, DCT is used 
as a feature vector to represent the sub images for micro aneurysms used for HMM 
modelling.
4.3 G l o b a l  D e t e c t o r s
Various detectors will be applied to the whole image to obtain global information in 
order to compliment the local regions. By doing so, these information will be used to 
provide meaningful relationships among the local regions to reduce ambiguity. In this 
section, various global detectors are introduced to detect the different clinical signs 
and anatomic structures of the retina.
4.3.1 Optic  D isc  and  M acula  detectio n
The optic disc detection relies on a few assumptions based on the characters of the 
retina made through observations. Firstly, it is assumed that the optic is one of the 
brightest objects in the retina. Secondly, it is also assumed that the optic disc is round 
in nature and is no larger than 120 by 120 pixels. Having these assumptions in place, 
it can be said that the optic disc are similar across most of fundus images.
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Template matching is a procedure used to search for entities in an image that matches 
the template. Based on above assumptions, a fast template matching procedure is used 
to detect its location. 50 optic discs of 120 and 120 pixels are manually extracted from 
50 retina images and averaged to obtain the template. PC A is then applied to the 
template to reduce its dimensionality. The optic disc template is then projected onto 
the PC A disk space.
*
Figure 4.2 Example of Optic Discs Training Images
When finding an optic disc in an image that is being analysed, based on the first 
assumption that the optic disc is one of the brightest objects in the retina, a simple 
thresholding procedure is applied to obtain rough candidate areas that are likely to be 
optic disc locations. Each of these locations are then cropped to 120 and 120 and 
similarly, projected onto the PCA disk space. The Euclidean distance is then 
calculated between the template and the candidates on the disk space, the candidate 
with the shortest distance would be recognised as the optic disc.
Similarly for detecting the macula, template matching is used. Using domain 
knowledge, the position of the macula is stated to be two optic disc diameters away. 
The only characteristic of the macula of the retina is that they appear in the retina as a 
dark shaded circular area as illustrated in figure 4.3.
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Figure 4.3 Macula and Optic Disc
Using this knowledge, the algorithm starts a search for the macula position after 
obtaining the location of the optic disc. In the retina, the macula appears as a dark 
shaded area. In order to facilitate the search algorithm, pre-processing is performed to 
enhance the image for macula detection. A 56 by 56 median filter is convolved with 
the image with the objectives of removing the blood vessels and enhancing the 
location of the macula. Again, using 50 images, the locations of the macula are 
manually extracted from the processed image and averaged to obtain the template. 
Similarly, the template will be projected on to the PCA disk space and compared with 
the candidate regions.
The location of the optic disc in the image can determine whether the image is of the 
left or right eye. This is done by dividing the width of the image by two. If the optic 
disc is located at the upper half of this value, it means the retina image is of the right 
eye and vice versa. So, depending on the location of the optic disc in the image, the 
search algorithm will determine candidate regions accordingly. This procedure needs 
to be performed because given a position of the optic disc, the macula can appear on 
either the right or the left of the optic disc. For instance, if the retina image were of 
the left eye, the optic disc would be on the right side of the image with the macula
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located on the left side of it. Based on expert’s findings, the macula usually appears 
two diameters away from the optic disc. So, instead of applying the macular detector 
to both side of the optic disc, the macular is applied to the area according to where the 
optic disc appears to reduce application execution time. The macula detector will 
obtain 120 by 120 candidate regions and project them onto the PCA disk space. Again, 
the Euclidean distance is calculated and the candidate with the shortest region will be 
denoted as the macula.
4.3.2 Global Blood Vessels Detector
Blood vessel detection in retina images is a complex task primary due to the uneven 
illumination that is exhibited in the image. In order to detect the vessel structure, the 
segmentation technique must be robust and adaptable to the varying levels of 
illumination. For blood vessel detection, a hybrid detector is designed specially to 
overcome these challenges and provide information to other parts of the system such 
as micro aneurysms and haemorrhage detection and is illustrated in figure 4.4.
Adaptive thresholding: The problem of uneven illumination was overcome by using 
an adaptive thresholding technique. Using this technique, a rough blood vessel 
structure can be obtained.
Image
Output Image
Classification
Adaptive Thresholding
Multi Window Hough Transform
Combination
Figure 4.4 Blood Vessel Detector
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Multi window Hough Transform: After obtaining the initial blood vessel structure, 
further processing is then applied to enhance the result. Through observation, the 
blood vessel displays linear properties which other entities in the retina do not. Using 
this feature, a multi-window Hough transform is used to detect these linear segments 
within the image. For the detector. Hough transform was applied to seven different 
window sizes (various sizes) were used to detect the blood vessels. This will produce 
seven different layers each having different variations of the detected blood vessels as 
illustrated in figure 4.5.
7 \
Figure 4.5 Multi Window Hough Transform
The results from each layer where then combined together using an AND operator 
and forms one part of the detector.
Classification: The other detector in the algorithm looks at classifying the segments 
using optimised multiple classifiers described in section “heterogeneous multiple 
classifiers” to ensure the scalability of the algorithm. The binary objects obtained 
through the adaptive threshold procedure would be individually labelled and unique 
features {as listed in table 4.1), which represent the binary object in the retina image, 
will be extracted accordingly for classification. At the combination stage, the outputs 
from both procedures would again be combined using an AND operator.
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Features
Average pixels o f  region in Green Component
Average pixels o f non-blood vessel region in Green Component
Average hue levels o f blood vessel region in HSI colour model
Average saturation levels o f blood vessel region in HSI model
Average intensity levels o f blood vessel region in HSI model
Average intensity levels o f  non-blood vessel region in HSI model
Difference o f intensity level (HSI) between blood vessel region and non-blood 
vessel region
Difference o f average pixels o f  blood vessel region and average pixel o f  non­
blood vessel regions in Green Component
Area o f blood vessel region
Perimeter
Smallest bounding box that covers blood vessel region
Ratio o f Lesion; calculated using major axis over minor axis
Table 4.1: Features for Blood Vessel Classifier
4.3.3 H aem o rrh ag e  D etecto r
In this project, haemorrhage detectors aims at detecting larger dark clinical signs. 
While it is known that haemorrhages can also appear as ‘blob’ and ‘dot’ 
haemorrhages, these sorts of haemorrhages would be detected altogether using the 
micro aneurysms detector. The reason being that medical experts have stated that both 
appearance of micro aneurysms and ‘blob/dot’ haemorrhage all require the same 
treatment. Hence, it is no different if smaller haemorrhages are detected as micro 
aneurysms.
Similarly, haemorrhage detection also adopts a hybrid detector. Generally speaking, 
haemorrhage detection would be a far simpler process if all other features were 
removed prior to haemorrhage detection. By removing all over bright objects in the 
image, the resulting image would be of a bi-model histogram which facilitates any 
thresholding algorithm. Hence, in the design of the algorithm as illustrated in figure 
4.6, the other bright objects such as bright lesion and the optic disc where removed 
using image subtraction.
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Image
Median Filtered Image Adaptive Thresholding
Image Subtraction Classification
Secondary Detector
Contrast Enhancement
Output Image
Adaptive Thresholding
Primary Detector
Figure 4.6 Haemorrhage Detector
This design was based on the consideration of obtaining all possible haemorrhages 
conditions first then performing classification. The idea behind this is simple. If the 
true haemorrhage regions are not included at all in the first place, they cannot be 
identified using any technique. On the other hand, if any false positives are included 
in the candidates, then it is possible to remove them using post-processing techniques.
Convolution: A 56 by 56 pixel median filter is created and convolved with the image 
to approximate the background. Subtracting the background image from the original 
image would result in just the dark objects being left in the image. Hence, contrast 
enhancement [Sinthanayothin , 1999] is performed to increase the contrast of the low 
intensity image.
Contrast enhancement: This is to ensure that the value of the pixels around the local 
window are distributed. By doing so, the pixel value X  in the centre of the small 
sliding window, w, will change to a new value Xn
where.
w{p)=[l+e{ (6)
a , .
and Max and Min is the maximum and minimum intensity of the whole image, 
whereas is the mean and is the standard deviation of the local window. The
exponential in the equation will ensure that low intensity values will be significantly 
enhanced while the high values have no significant enhancements.
Adaptive thresholding: In order to obtain the candidate regions, adaptive thresholding 
is then performed to obtain candidate haemorrhages region on the contrast-enhanced 
image.
Classification: These regions were then identified using the optimised classifiers. For 
these regions, the features used to represent these regions are listed in table 4.3. While 
detecting haemorrhages using this technique can detect haemorrhages, due to the low 
contrast after detection, subtle haemorrhages maybe left out. The secondary detector 
as described in figure 4.6 using adaptive thresholding will be able to provide 
candidate regions that the primary detector has missed and vice versa. Furthermore, 
the secondary detector will utilise an alternate ensemble trained using a different 
training set.
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Features
Average pixels o f region in Green Component
Average pixels o f  non-haemorrhage region in Green 
Component
Average hue levels o f region in HSI model
Average saturation levels o f region in HSI model
Average intensity levels o f region in HSI model
Average intensity levels o f non-haemorrhage region in HSI 
model
Difference o f intensity level (HSI) between haemorrhage 
region and non-haemorrhage region
Area o f region
Perimeter
Circularity calculated using:
circularity = perimeter 
4"^  pi ^  Area (8)
Table 4.2: Features for Haemorrhage Detector
4.3.4 M icro  aneurysm s D etecto r
Micro aneurysms are one of the most challenging clinical signs to detect. The 
primarily reasons are; they can appear with low contrast and they can also appear 
virtually anywhere in the image. They can appear isolated, in clusters, among 
exudates and haemorrhages. Most importantly, the MA detector employed must be 
able to tolerate the appearance of similar DR feature, fine blood vessels, which appear 
on or near the vicinity of the main blood vessels. All these criteria were taken into 
consideration during the design of the algorithm illustrated in figure 4.7.
As micro aneurysms appear with low contrast in retina images, a contrast 
enhancement algorithm is first carried out as a pre-processing stage to enhance the 
overall contrast. This is applied to the green component of the image as blood vessels 
and other dark lesions appear more distinct in the green component of a RGB image. 
Due to the variability among images, it is impossible to use a general image 
segmentation technique on an image to detect candidate micro aneurysms region 
while maintaining consistent accuracy. Also, as micro aneurysms may appear near or
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on the blood vessels, during initial image segmentation the blood vessel strueture is 
preserved.
Image Processing Stage
Sub Image
A nalysed  Image
Contextual A nalysis
C lassification
Feature Extraction
W atershed  Segm entation
Edge D etection
Figure 4.7 Micro aneurysms Detector
In order to obtain as many candidates micro aneurysms regions as possible, a sliding 
window technique where canny edge detection is applied to each 32x32 pixel sub 
image is applied on the image to detect all closed boundaries. To ensure that 
candidate regions locating on the boundaries between two sub images are detected as 
well, the edge detection is carried out on overlapping sub images with 16 pixels width 
intervals.
Using this technique, all candidate regions are detected and reduced to seeds for the 
watershed segmentation algorithm. Through experimentations, we found that there is 
no definite method to define the stopping criteria for the region-growing algorithm 
resulting in overgrown regions. This is especially so when the micro aneurysms arc 
near haemorrhages or blood vessels, thus, giving erroneous results. However, the 
watershed algorithm can overcome this problem as it performs especially well where 
two objects are touching and there exists few grey levels between the two objects. 
This technique is particular useful in this application as it allows micro aneurysms 
that are close to blood vessels, haemorrhages or even close to another micro aneurysm 
to be segmented accurately. Once the candidate micro aneurysms have been
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segmented, features (as listed in table 4.3) are extracted from these regions for 
classification.
Features
Average pixels o f  region in Green Component
Average hue levels o f region in HSI model
Average saturation levels o f region in HSI model
Average intensity levels o f  region in HSI model
Average intensity levels o f non-micro aneuryrms region in HSI model
Difference o f HSI intensity level between micro aneurysms region and non-micro aneurysms region
Area o f  region
Perimeter
Circularity calculated using:
circularity =
Area
7 perimeter^ ——  --------  (8)
Table 4.3: Features for Micro aneurysms detector
As a post-processing step to reduce misclassifications due to either visually similar 
symptoms or structures of the retina, Hidden Markov Models were then used as the 
modelling tool for contextual analysis and is discussed further in section 4.5 and 4.6.
4 .3 .5  L o c a l  D e t e c t o r
Bright lesions such as exudates and cotton wool spots in retina images are relatively 
easier to detect due to the way they appear. These lesions appear with similar 
characteristics to the optic disc. The only characteristic that separates them from optic 
disc are that blood vessels gradually grow out of the optic disc where as there are no 
such information for bright lesions. Hence, this suggests that recognition process of 
bright lesions of such feature representation, classification and contextual analysis 
cannot be treated in isolation. The local detector facilitates this process by allowing 
the detecting of bright lesions segments and at the same time provides critical 
information to other parts of the system.
The local detector’s primary goal is to break down the problem of uneven 
illumination due to the spherical nature of the retina. Its secondary goal is to provide
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complimentary information to the global detector. In order for this detector to 
integrate into the system architecture, it needs to be capable of detection in a diverse 
and sealable way. In order to aehieve this, the image is divided into 32 by 32 pixel sub 
images. Multiple sets of features were then used to extraet features from each sub 
image followed by using optimised multiple classifiers to categorise them into their 
relevant elasses. The design for this detector is illustrated in figure 4.8. The strength 
of the arrows indicates the amount of information including features and number of 
classifiers is getting less but more optimal when passing through various stages.
Feature Extraction
I
Ensemble
Sub Images
Optimised Classifiers
I
Output Labels
Analysed Image
Figure 4.8 Local Detector
For local detectors, ten individual detectors were developed to detect four categories: 
bright lesions, dark lesions, background and blood vessels. However, different 
ensembles developed using different sets of features will represent each category. The 
concept is to obtain multiple perspective of the same pattern in order to obtain a better 
understanding of the visual contents. So, all the ten detectors will be applied to all the 
sub images. Those deteetors that indeed represent the sub image will obtain an output 
with high probability while those detectors not representative of the sub image will 
obtain a low value. Naturally, there will be situations were ambiguity arises among
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the ensembles giving conflicting decisions. In cases like this, the reasoning process 
that integrates the whole framework would utilise the information obtained from other 
detectors to decide upon the normality of the image.
Classifier Feature
Background classifier, Colour Information generated through the 
histogram.
Fourier Spectra -It is observed that there is a 
distinct peak in the Fourier spectra if  an object is 
present in the sub image compared with just a 
pure background sub image which often has a 
smooth descent in the Fourier spectra.
Principal Component Analysis (PCA) has been 
primarily used to reduce the size o f complex data. 
In this case, it is used to reduce the size o f  the 32 
by 32 RGB sub image to reduce the dimension o f 
the input space.
Dark Lesion classifier Colour Information generated through the 
histogram.
Principal Component Analysis (PCA) has been 
primarily used to reduce the size o f complex data. 
In this case, it is used to reduce the size o f the 32 
by 32 RGB sub image to reduce the dimension o f 
the input space.
Blood vessel classifier Phase symmetry - Blood vessels have this unique 
property that they are linear. A phase symmetry 
line feature detector has been applied to determine 
whether any line exists in the shade corrected sub 
image as the blood vessels appear more prominent 
in them.
Image-processing techniques are used to detect 
the full region o f the blood vessels before 
extracting useful features such as mean colour 
values, mean shade corrected values, length and 
size to develop a blood vessel base classifier.
Texture Analysis - However, for the blood vessel 
classifier, twelve filters o f different orientations 
are used to ensure that maximum responses are 
obtained since blood vessels can appear in the sub 
images with unpredictable orientations.
Bright lesion Classifier A phase symmetry blob detector has also been 
used to detect bright clinical signs in the sub 
images. The response generated by the blob 
detector is then dimensionally reduced using 
PCA. Through experimentation, the top 20 
principal components are used as input feature for 
the bright lesion classifier.
Colour Information generated through the 
histogram.
Table 4.4: Features for local detectors
74
The ten different sets of features were extracted from each sub image to fully 
represent all aspects of the sub image. Each of these features as listed in table 4.4 will 
generate one ensemble, each consisting of 90 individual classifiers.
Using the heterogeneous classifier scheme discussed later in section 4.4 to represent 
each feature set, each sub image would be identified using ten of the optimised 
ensembles. In section 4.7, we discuss how the information from the local detectors is 
able to compliment the global detectors for enhanced accuracy.
4.4  H e t e r o g e n e o u s  m u l t ip l e  c l a ss if ie r s
One of the key components in this system is the classification component used to 
identify key entities within the retina. Unless otherwise specified, each detector 
developed in this framework adopts a set of heterogeneous ensemble classifiers whose 
members either use different training data or different features subsets. In order to 
obtain different predictions on different data spread within the whole data space, 
different parameters are used to obtain different classifiers. These ensembles of 
classifiers are generated using different training algorithms, number of hidden units 
and different initial weight (Fu et al., 2007). Given an Ensemble^ = {Cj,C2 ,...,C„}, let
Cj = f(co,fj,,a) denote each individual classifier, where f{w,ix,o) represents the 
learning function, m G Q ={0 .0 1 ,0 .0 0 1 ,0 .0 0 0 1 } represents the different initial 
weights which were set to ensure that the classifiers are in different locations of the 
data space, pE. M ={2,4,6,8,10,12,14,16,18,20}represents the different hidden units 
as if is known that they can influence the performance of the classifier (Fujita, 1998) 
and o  represents the three different training algorithms. Quasi Newton (Davidon, 
1991), Scaled Conjugate Gradient (Moller, 1993) and Conjugate Gradient (Hestenes 
& Stiefel, 1952).
Based on these settings, a total number of 90 classifiers are generated for each 
ensemble. 90 classifiers are chosen purely based on the settings used. The idea for this 
is to first generate a huge amount of classifier followed by an exhaustive combinatory 
search for optimal classification performance. So, after obtaining these classifiers, 
evolutionary algorithm is used to provide the search for combining optimal features 
sets and classifiers. Since the ground truth for the training data is available.
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evolutionary algorithms can be used to automatically determine the best sets of 
features and individual classifiers for producing the best combination strategy. 
Figures 4.9 illustrate the design for the evolutionary algorithm used to obtain optimal 
classifier combination.
The Genetic Algorithm (GA) which is a population-based stochastic search method, is 
chosen as the mechanism used to evolve the combination strategy. At each generation 
of the GA, a new set of solutions is created by a process of selecting individuals 
according to their strengths (fitness) in the problem domain and genetically modifying 
them to produce offspring. This process leads to the generation of a new population of 
individuals that are better suited for the problem than the individuals that they are 
created from, eventually reaching an optimal solution.
Each solution is made up of a chromosome that comprises of the selected classifiers 
and is represented by Chromosome = [5, Cjo, Cjj, ... ,C,^, Cjo,• • • ,C^o> Q p 
where Q  is / individual classifier in Ensemble., vA qvq Ensemble^
M is the total number of selected based classifiers in ensemble /. In the chromosome,
M  N
B is the total number of all base classifiers, i.e., B = ^ j ^ i ,  where N is the total
^ « 0  /=!
number of ensembles, M is the selected classifiers for ensemble /.
A population of N  Chromosomes at generation r is represented by:
= {Chromosome^,Chromosome 2  „... ,Chromosome^ ,}
Given an unseen test data set, S = {Si,S 2 , ’" ,S z} , where Z represents the number of 
test samples. For a given k* solution, Chromosomek, the combination decision for 
each sample, S,, in test data set S  is represented by Combination^ (5) and is obtained
using an average rule as represented by equation 7.
1
Combination j^ {S j) =
if {2j • Chromosome,^ç^j^{S^)lM  > 0.5
("7)
0 if (2 ^  Chromosomei,(^jy(Si))IM < 0.5
76
where M refers to the number of classifiers in the solution k. i=  1, Z referring to 
the sample in test data set, S. Chromosomekq/Si) denotes the output of the 
classifier for sample Si. Given the individual classifier outputs, CombinatioUj (^ )^(5'j) is
the overall combined outcome for Si based on and the average result from individual 
classifiers. A threshold of 0.5 is used to decide whether the overall classification 
decision is correct ( 1 ) or misclassification (0 ).
The fitness function which is the accuracy of the chromosome (solution) over an 
unseen test data set, S, is then represented by equation 8 .
(Chromosome,^) = ^(Chromosome,^(3,^1 Z (8)
Classifier Selection
Pool of Solutions ^
Selection
Crossover
Combination
Max Generations?
Yes
Randomly generated using 
randomly chosen classifiers from 
various sets of ensembles 
(generated using different features)
V
Optimised Classifier
Figure 4.9 Design for Combination Strategy using Genetic Algorithms
Each classifier with one set of features or one set of training samples can generate 90 
base classifiers. If another classifier is developed using a different set of features or 
different set of training sample, this will give another 90 base classifiers in the second 
ensemble. Depending on the complexity of eaeh DR feature, the number of ensembles
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for each of them varies. Typically there are at least two ensembles totalling 180 
individual classifiers for each DR feature, while some have three ensembles totalling 
270 base classifiers like blood vessels and background.
In order to ensure simplicity during crossover, each chromosome is essentially a 
structure that comprises of the selected classifiers. An example is illustrated in table 
4.5. In the table, 13 is the total number of the classifiers chosen for this chromosome, 
the first four numbers are the base classifiers selected from the first ensemble and the 
rest nine numbers are those from the second ensemble. The numbers are the index 
number of 90 base classifiers in an ensemble.
Chromosome 13, 2, 6, 17, 68, 1, 5, 8, 10, 43, 56, 65, 78, 90
Composition Total number o f 
classifiers
Selected classifiers from 
the first ensemble
Selected classifiers from the second 
ensemble
Table 4.5 C hrom osom e S truc tu re
The initial population of chromosomes are then randomly generated. The number of 
classifiers is randomly assigned to each chromosome. Based on this number, 
classifiers fi*om the ensembles are randomly selected.
4.4.1 Selectio n
Selection is the phase used to determine which parents to choose for reproduction. In 
this work, the Roulette Wheel Selection (RWS) (figure 4.10) is chosen as the 
selection algorithm. Each solution in the population will be assigned a probability of 
selection based on the fitness value it achieved. If solution k has a fitness value of 
f(^), the probability is calculated using equation 9.
Probability{k)= — — (9)
where, n is the total number of solutions in the population. This procedure will 
normalise the fitness values and assign probabilities to each solution on the roulette
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wheel. For example, in this research, the fitness values f(k) in equation 7 is substituted 
by the fitness value, P^‘"\Chromosome,^) in equation 8 , giving;
Probability(k)= P ^’' {Chromosome,  ^)
2  {Chromosomej)
(10)
Using equation 8 , the probability is calculated. An example is given in table 4.6 and 
assigned to the wheel as illustrated in figure 4.10.
Chromosome(k) Chromosome^ Probability(k)
Solution 1 64% 0.096
Solution 2 87% 0.131
Solution 3 96% 0.145
Solution 4 89% 0.134
Solution 5 83% 0.125
Solution 6 87.9% 0.133
Solution 7 69% 0.104
Solution 8 85% 0.108
2  {Chromosomej) 660.9% 1
Table 4.6 Probability assignments
0.108
Roulette Wheel Selection
W hee/,.
0.131 \
0.128 0.096
0.133 0.145
Selection Point
■ Solution 1
-  Solution 2 
Solution 3
■ Solution 4
-  Solution 5 
Solution 6
‘ Solution 7 
Solution 8
Figure 4.10 Probability Assigned to Solutions
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Using this set of probabilities, the wheel will be spun. Based on a fixed selection 
point, the solutions will be randomly selected as illustrated in figure 4.10. Obviously, 
the larger the assignment to the roulette wheel as illustrated by solution 3, the higher 
the chance of selection. The advantage of this selection this technique is that it does 
not totally rule out the possibility of selecting weaker solutions. Weaker solutions just 
have a smaller allocation (illustrated in the figure 4.10 as solutions 1 and 7) on the 
wheel giving them lower a possibility of being selected. Weaker solution may still 
contain important information that may be useful during the recombination process 
and may also lead to a much better solution. This is the reason why this particular 
selection technique was chosen.
4.4.2 Cr o sso ver
This operation represents the major driving force in the canonical GA for optimising 
the combination strategy for the classifiers. Crossover is used to vary the 
chromosomes from one generation to the next and it does so by combining different 
bits of the chromosomes together to form a new chromosome. This operation can be 
performed using different types of crossover operations such as 1 -point, 2 -point or 
uniform crossovers.
1 -point crossover operator randomly selects a crossover point within the chromosome 
and it exchanges the bits from the two parents chromosomes after this point to 
produce two new offspring. On the other hand, the 2-point crossover operator selects 
two crossover points within the chromosome and exchanges the bits of the two 
parents between these points to produce the offspring. The uniform crossover operator 
differs from the previous two in a sense than a mixing ratio is used to determine 
which parent will contribute the genes to the offspring. So, if a mixing ratio is set at
0.5, it means half the genes will come from the parent 1 and the other half of the gene 
will come from parent 2 .
For this operation, the 1-point crossover is used and is defined as a number randomly 
generated based on the length of the chromosome. 1 -point crossover is used in this 
research because the length of the chromosomes differs from solutions to solutions. 
Hence, the easily way to facilitate this operation is by using a 1-point crossover 
operator.
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The chromosome was designed as a structure specifically to facilitate the crossover 
procedure. Using a structure, the crossover function can ensure that the operation is 
performed correctly on the correct set of ensemble. If both parents have the same 
number of classifiers, the creation of offspring is straightforward. However, if the two 
parents have different number of classifiers, the offspring will have the average 
number of classifiers between the two parents among each ensemble. To make up for 
the additional state, the offspring will inherit the additional classifier for the parent as 
illustrated in Figure 4.11.
Chromosome.Ensemblel Chromosome.EnsembleZ
18 25
1 3  □
[ 3  0
33 45 20 33
0  I 10 18
45 20 33
33 45 10 18
45 60 78
20 23
20 23 78
45 60 78
Parent 1
Parent 2
Offspring 1 
Offspring 2
Figure 4.11 GA Crossover for Classifier Combination
4.4.3 M u t a t i o n
Mutation is usually performed after crossover to maintain genetic diversity from 
generation to generations and this is done by randomly changing the new offspring. 
However, in this optimisation process, mutation is not performed because the 
crossover operation for combination strategy evolution generates offspring that is part 
of a combination strategy and that is new it its own right. Hence, already adding 
variation to the model.
4.4.4 F i t n e s s  E v a l u a t i o n
In order to measure the accuracy for the combination strategy, a fitness evaluation 
mechanism is used to gauge the confidence level of each solution. For evolving the
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combination strategy, the fitness value (Equation 8) is the overall accuracy obtained 
by combining the evolved classifiers using the average rule {Equation 7).
The combination strategy is evolved using a set of ground truths never before seen by 
the trained ensembles. This is to ensure that the best sets of features and individual 
classifiers are used for producing the best combination strategy. After generations of 
alteration and new combinations to the chromosomes, the solution with the best 
combination will emerge.
For some DR features that are difficult to detect such as micro aneurysms detection, 
to further take advantage of problem specific knowledge hidden in the relationship 
between the features. Hidden Markov Models are used to capture the visual context 
surrounding the DR features. Such contextual information can be used as a key cue 
for guiding the optimal combination of various feature subsets and classifiers. This 
will be discussed later in section 4.6.
4.5  A n  E v o l u t io n a r y  C o n t e x t u a l  m o d e l
One of the main challenges in detecting some DR features such as micro aneurysms is 
their varied situation they appear. One effort is to capture the perceptual constancy 
through modelling the context, in another word, the various possibility of the 
appearance of such DR features. This research investigates the use of Hidden Markov 
Models as they have proved to be both generic and flexible in modelling sequential 
data structures.
4.5.1 H idden  M ark o v  M odels
Hidden Markov Models are statistical Markov models and are non-deterministic 
models. They rely only on the previous states of the model and is known as the 
Markov process. Hidden Markov Models differ from Markov models in such a way 
that the states are hidden from the observer. In other words, the observer is only able 
to see a sequence of observations, hence the term Hidden Markov Models.
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In a contextual model, let each model be a sequence of sub-images or a sequence of 
observation O, defined as
O = O;, O2, O5, ... , 0/
where is the sequence of sub images observed at time t. The recognition of the 
contextual model can then be calculated using Bayesian Rule as the maximum 
probability defined as:
argmax; P{c, IO),where
I ( 1 1 )
P(.0)
where Ci is the contextual model. Given a set of prior probabilities P(ci), the likelihood 
P(0\cj) defines the most probable contextual model. However, given the 
dimensionality of the observation sequence, it is computationally ineffective to 
calculate the joint conditional probability of P(Oi, O2 , O3 , ... | C i). On the other hand, 
by using a Markov Model to estimate the data, it is much easier to estimate the 
parameters of the Markov Model since it relies heavily on only the previous states.
So, in HMM based image recognition, let the sequence of sub images (as illustrate din 
figure 4.14) corresponds to each image feature that is generated by a Markov Model 
as shown in figure 4.12. A Markov model is defined as a finite state machine that 
changes states. Given that state j is entered at time t, a probability density b p j  is
generated for that particular sub image, Ot. The transition from state i to state j is 
probabilistic and is represented by the discrete probability aÿ.
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a n 322 333
M arkov Model, 
M
bio(l) Observation 
sequence, 0
Figure 4.12 Hidden M arkov Model
So, using figure 4.14 as an example, assuming we have state X = 1, 2, 3. In order to 
generate the sequence, oi to 0 2 , the joint probability that observation O is generated 
by the model M through the sequence X can be calculated as the product of the 
transition probabilities and the output probabilities, giving:
P {0 ,X  I M y
However, in our research, since the idea is to determine the image feature, only the 
observation sequence, O is known. The underlying state sequence X is hidden. Hence, 
this is the reason why it is termed a Hidden Markov Model. Now, given that the state 
sequence X is unknown, the likelihood can be computed by summing over all 
possible state sequences x(2), x(3), ..., (T) giving:
( 12)
t=\
Given a set of training images consisting of various categories of sub images, the 
corresponding HMM can be trained though a robust and efficient re-estimation 
procedure know as the Baum Welch Algorithm. Once a model for each category has 
been trained, the unknown sub-image will be passed through the models and the
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likelihood of each model is calculated using the Viterbi Algorithm. The HMM with 
the highest likelihood will identify the sub-image.
While learning of the training samples can determine the parameters for the HMM, 
the design of the HMM is still an outstanding research issue. The ideal topology used 
and the initial transition probability matrix are major contributions to the success of 
the design of the HMM. The likelihood of the model is calculated based on the 
product of the transition probability and emission probability, hence if the transition 
probability is not defined accurately at the beginning of development, it would result 
in a sub-par model.
4.5.2 E v o lv in g  THE s t r u c t u r e  o f  a  H id d en  M a r k o v  M o d e l
Evolutionary algorithms have demonstrated their ability to optimise various machine 
learning techniques. In order to illustrate the use of evolutionary algorithms in this 
research, sub regions of particular DR features are represented using optimised 
Hidden Markov Models evolved through the use of a hybrid class of evolutionary 
algorithms called Memetic algorithms. A Memetic algorithm is used to optimise both 
the topology and parameters of the Hidden Markov Model. Such Memetic algorithms 
aim to achieve a balance between the exploration and the exploitation of the search 
space to maximise the search performance. This evidently not only automates the 
discovery of HMM structures along with the initial model parameters, the resulting 
model can also attain a better accuracy while avoiding over-fitting.
Micro aneurysms are modelled using HMMs directly from visual features rather from 
the classifiers. The candidate image region is divided into 9 smaller sub images and 
the discrete cosine function is applied to each of these sub images and used as a 
sequence of observations for the HMM. The difficulty lies in the designing of the 
HMM. Traditionally, HMM will be hand designed and through analysis and 
refinement of the results, the HMM will be refined. In this research, Memetic 
algorithms are used to evolve not only the structure of the HMM but also the initial 
transition probability which the model heavily depends on.
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In this study, DR features such as micro aneurysms are modelled using HMMs 
directly from visual features rather from the classifiers. The candidate image region is 
divided into 9 smaller sub images and image feature extraction such as the discrete 
cosine function is applied to each of these sub images and the corresponding discrete 
cosine transform coefficients are used as a sequence of observations for the HMM. 
The difficulty lies in the designing of the HMM. Traditionally, HMM will be 
manually designed and through analysis and refinement of the results, the HMM will 
be refined. In this research, Memetic algorithms are used to evolve not only the 
structure of the HMM but also the initial transition probability which the model 
heavily depends on.
For each solution, PSO will be carried out to further optimise the solution. PSO 
functions by propelling the particle (individual solution) through the search space 
with a velocity that is dynamically modified based on its own strength and the 
strength of other particles in the swarm. Ideally, after the termination criteria have 
been met, the final population would consist only of the best individuals which would 
be decoded as the optimised set of solutions.
Initialise Population While iteration < Max Generation 
SelectedChromosomes = Selection{pop\i\?Aion); 
SelectedChromosomes = Croj5Gver(SelectedChromosomes); 
offspring = Z>ejr5o/M//o«j’(SelectedChromosomes);
For all_of_FitterSolutions
New_ offspring solution = P50(offSpring)
If  New_ offspring solution > offspring
offspring = New_ offspring solution
endlf
endFor
population = recombmation(offSprmg);
endWhile
Figure 4.13: Pseudo code of A lgorithm .
The training data used for this research are 15 by 15 pixel images are sub images that 
comprises of micro aneuiysms (MA), background (BG) and blood vessels (BV). 
Each sub-image is divided into nine 5x5 pixel smaller sub-images as seen in Figure 
4.14, the Discrete Cosine Transform is then performed to obtain the features for each 
of the sub image and used as observation sequences for the HMM.
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o  ' m  ' D
Figure 4.14 States of Sub-Image
4.5.2.1 G l o b a l  S e a r c h  f o r  S t r u c t u r e  o f  HMM
The HMM is characterised by the following information;
1. Number of states, S
2. Type of states as seen in Figure 4.16, represented as n
3. Transition probabilities, A
So, for simplicity, each HMM is defined by 1 = {A, n, S}. Each solution (HMM) is 
encoded into a chromosome for evolution. In this work, since HMM uses real-valued 
numbers, a real-valued string was used as the chromosome in the GA. In this aspect, 
the population of chromosome is represented by:
PopulationHMMM = { li, X,2, . . . ,  ÀM,},
where M is the number of total number of solutions in the population. The fitness 
evaluation function which is the accuracy of the solution over an unseen image test 
data set, S = (5';, S2 , S3,.... &} is represented by equation 14.
f 1 if (XoutputAS,) = trueLabel{SX) 
HmmMatchValue,{S,)=\^ , '  ' ' (13)
* ' [ 0  otherwise  ^ ^
P r iK )  = ^]^HmmMatchValue,{S,)IZ (14)
where k=l,..,M, \  is the A:* solution in the population and Z is the number of test 
samples. For this part of the research work, 1 represents a correctly recognised sub 
image and 0  represents otherwise.
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The initial population was generated randomly. For each candidate solution, the 
number of states was randomly generated. Essentially, this means how many states 
the HMM will have. If a value of 5 was generated, it means the HMM will have 5 
states. For this experiment, the generation of states is set to randomise between 4 and
11. This is based on Bakis’ (1976) assumption that the number of states is usually 
identical to the number of the observed sequences. In this work, nine observation 
sequences are used to represent the various sub-images. In order to prove whether this 
method is capable of producing the same if not better performance over a manually 
designed HMM, the minimum number of states, S, is set to 4 and the maximum 
number of states to 11. With the initial number of states, the transition between states, 
A, can be set.
For each state, there are a few different kinds of transitions that can be assigned to 
them as listed in figure 4.15 and they are randomly assigned to each state. Initial state 
transition probabilities are also randomly assigned between the initiating states and 
the transiting states.
Transitions Models
Type 1
Type 2
Type 3
Type 4
____
Type 5
. . . .
Figure 4.15: T ransition  types
The training algorithm used is the Baum Welch (BW) algorithm. It performs the 
training by using assigning the transition probabilities matrix as the parameters of the 
HMM. As the training procedure converges, it will adjust the parameters of the HMM 
accordingly so as to increase the probability of the model assigned to the training set. 
This is the reason why BW algorithm relies heavily on the initial transition 
probabilities.
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4.S.2.2 B aum  W elch  RE-estim atio n  A lg orith m
Generally, we want parameters that will maximize the likelihood of the data fitting 
the model. In this aspect, the Baum Welch algorithm is used to find the unknown 
parameters of the Hidden Markov Model through a re-estimation formula. However, 
it is necessary to first make a rough estimate of what the parameters might be before 
applying the Baum Welch re-estimation formula (HTK Toolkit, 2003).
For a given sequence, and a state sequence =qf,q 2 ,.... , the probability of 
transiting from state i to state j  at time t is represented by :
(^' ■  W )  W )  (15)
where a,(i)is the probability that the model has emitted symbols 0^....0 f and is in 
state Si at time t. The probability a^{i) can be obtained using the Forward Algorithm. 
A+i(y ) refers to the probability of emitting the rest of the sequence if the model is in 
state j at time t +1. yS,^ i(y) can be calculated using the Backward algorithm. 
ÜIJ and gy(O^i) gives the probability of making the transition from states / to j .
Given the initial parameters, we can estimate the state transition probabilities defined 
as Ay and the emission probabilities, E. using equations 16 and 17.
A) = 2  2  +1,0
d ) , (16)
(17)
where a  is denoted as which can be estimated using the Forward Algorithm. 
From ^ ij and E^{o) , the parameters can be re-estimated using the algorithm below:
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Step 1:
Given initial model parameters of HMM A, Transition Probability Matrix ay and 
Emission Probability e.
Total Likelihood = I A)
Repeat Step 2 until predefined threshold is met:
For each sequence, Cf
Calculate a{t,i) for ( /  using the Forward Algorithm 
Calculate P{t,i) for using the Backward Algorithm 
Calculate contribution of to A using equation 16 
Calculate Contribution of ( f t o  E using equation 17
End
Average maximum likelihood = I ay,e^))ld
The Average maximum likelihood is essentially used to calculate the efficiency of the 
newly estimated parameters given a set of observation sequences. So, using this re­
estimation algorithm, the parameters found should be able to maximize the likelihood 
of the data fitting the model. However, the problem with this algorithm is if initial 
estimates are not good, it will lead to a HMM that is unable to fit the data. This is the 
reason why the work presented in this thesis emphasises on obtaining optimal 
transition probabilities.
4.S.2.3 V iterbi A lgo rithm
Given the observation sub image sequence, the Viterbi algorithm is used to find the 
best path through the states of HMMs that matches the given observation (HTK
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Toolkit, 2003). In this work, the maximum likelihood is used for the basis of image 
recognition.
For a given model, M, let 0^.(0 represent the maximum likelihood of the observation
sub image sequence Oi to Ot and being in state j  at time t. Using the following 
equation, the partial likelihood can be computed using:
(pyit) = max{^(f -  l)a,y)6 / o J
(18)
For 1< j< N, where N is the total number of states, the maximum likelihood P(0\M) is 
then given by
However, as the direct computation of likelihood leads to underflow, the log 
likelihoods are used instead. So, the previous equation becomes:
'ipjit) = - 1 ) + \og(ay)} + log(6 /o ,  ))
The log probability of any path is thus computed by summing the log transition 
probability and the log output probability along that path.
4.S.2.4 F itness Evaluation
In order to measure the generalisation capability of the HMM for recognising sub­
images of DR features (in this case, micro aneurysm), a fitness evaluation mechanism 
to gauge the confidence level of each solution is used. Initially, the average 
maximum likelihood that is calculated by the BW algorithm to measure the fitness 
used in selecting fitter individuals from the population was used. The average 
maximum likelihood, pk of the HMM, A, that is obtained through all the training sub 
images sequences Oi, O2 ... 0„ is calculated using equation 21.
I ChromoHMMj)
\  n=i j
\
IT (21)
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where P{0 \ ChromoHMMj) represents the total likelihood of the observation, O 
given model ChromoHMMj which is the j*  solution (HMM) in the population and T  
being the number of training sequences used for training.
However, initial analysis as discussed later in chapter 5, showed that generalising the 
average maximum likelihood does not necessarily produce a better accuracy. Hence, 
in this work the accuracy, in equation (14) obtained from the last re­
estimation of the BW algorithm was used as the fitness value.
4.5.2.S Selection
The selection algorithm used for selection parents is the same as in section 4.4. 
Similarly, the parameter used in this selection is also set at 0.8. However, local search 
using the PSO is applicable only to the top 20% of the best individuals after selection. 
Similarly, for this experiment, we substitute the fitness values f(k) of equation 14 with 
the fitness value, {ChromoHMMj^) :
Probability(k)= ^  {ChromoHMM,) (22)
(ChromoHMMj)
where n is the number of total solutions.
4.5.2.6 Cr o sso ver
Similarly, the 1-point crossover is also adopted for the crossover operation for 
evolving HMM. During crossover, if both parents have the same number of states, the 
creation of offspring is straightforward. However, if the two parents have different 
number of states, there must be a decision on how many states the offspring will have. 
For simplicity, it is assumed that the offspring shall have the average number of states 
between the two parents. To make up for the additional state, the offspring will adopt 
the additional state for the parent as illustrated in Figure 4.16.
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Crossover:
m n] [u
1
Parent 1
s m  i Parent 2
s  in s Offspring 1
[U [U m m n Offspring 2
Figure 4.16: Crossover O peration
4.5.2.T M u t a t i o n
After the crossover operation, mutation is performed. In HMM evolution, when new 
off-springs are generated, they inherit states from their parents and sometimes adopt 
new states. During this process, the transition probabilities will be changed and would 
not be coherent among the whole chromosome. Hence, in view of this situation, the 
mutation operation is performed by generating new transition probabilities for the 
inherited and adopted states. This will ensure that the off-springs have diversity 
among the new generations and help the model escape from initial model parameters.
4.5.2.S L o c a l  S e a r c h  -  PSO
As the Baum Welch algorithm is very sensitive to the initial model parameter, in 
order to obtain a balance between a good topology and good initial model parameters, 
the PSO algorithm is used to exploit the local region of the solution obtained from the 
GA algorithm to obtain better solutions. In this section, PSO is used to search for a 
parameter that alters the transition probability matrix in order to find a good initial 
transition probability matrix. So, the global optimisation of obtaining the best 
parameter to alter the transition probability matrix can be defined by:
f i x )  = max{/(x,.)}, where x  e{XpX2 ,X3 , ... , x j
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where is the parameter used to alter the transition probabilities of the HMM. The 
aim of the function is to find %, such that the function f(x) is the maximum in the 
search space.
This optimisation is done through Particle Swarm Optimisation. This is a parallel 
search algorithm that functions by maintaining a swarm of particles where each 
particle represents a potential solution. These particles fly through a multidimensional 
search space where each particle adjusts its own position according to its performance 
and those of its neighbours. The two main components of the PSO are position 
P i =  (pi, p2 , . . ., pn) and the velocity Vi = (vi, V2 , .., Vn) of the particles, where the 
positions of the particles are calculated using equation (23):
Xi=Xi + Vi (23)
where x, is the current position of the particle / and v/ is defined as the velocity of 
particle / as represented using equation (24).
yi = v, + r,(Pi,„-x,)+r^(g,^„-Xi) (24)
with gbest being the global best position of the swarm and pbest as the particle’s best 
location it has encountered While r% and r2  are random variables generated between 0 
and 1 for each particle.
In this algorithm, each individual particle, p, has a current position in search space Xi, 
a velocity, v,, and a personal best position in search space, pbest- Depending on the 
optimising function, the personal best position corresponds to the position in search 
space where particle pi had the best value as determined by the objective function. In 
this experiment, we are looking at finding the maximum accuracy; hence, the best 
value is determined by the highest attained accuracy. In addition, the position 
yielding the highest value amongst all the personal best is called the global best 
position.
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Since we are finding a global optimisation, the value is calculated as equation 25
where gen represents the iteration through the generations while gbest as represented 
by equation 26:
jjgen
Pbest
gen-X
<est
(25)
(26)
For faster convergence to optimal solution, the PSO is applied to only the top few 
individuals obtained after selection. The PSO starts from individual chromosomes 
resulting from the GA search. For example, given a transition probability as listen in 
table 4.7.
State 1 State! states State4 States
State 1 0.3 0.75
State2 0.4 O.S 0.2 0.1
states 0.4 0.5 0.1
State4 0.2 O.S 0.4 0.1
states 0.5 0.5
Table 4.7 Transition Probability M atrix
where each row represents a state in the HMM and the values representing the 
transition probability from one state to another. The shaded areas in blue are defined 
as the locations whose values would be altered by the results obtained from the PSO. 
The locations are randomly chosen over each row while ensuring that at least 1 of the 
transition probabilities in each row does not get selected. This is to facilitate the 
whole procedure by ensuring that each row sums up to 1. When the PSO returns a 
value, this value will be added to each of the values represented by the blue areas. For 
example, if the PSO returns a value of 0.45, this value will be added to all the 
designated locations and each row will be normalised to ensure they sum up to 1 .
The following example explains each step of the optimisation period for the first 3 
iterations. For PSO implementation in this thesis, the PSO runs for 30 iterations, and a 
swarm size of 1 0  particles is used.
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For example, at generation, gen = 0, let the search variables be randomly initialised 
as: x f , where i is defined as the particle number giving:
0.1304 x^= 0.95 = 0.0598
0.3532 4= 0 .0156  4=0-1690
4 = 0 .7 3  4 = 0 .4 5  4 = 0 .2 9
4 o= 0.18
The function objective values are then obtained by retraining the HMM with the new 
transition probabilities and the fitness evaluation is the accuracy using equation 14 
over the same unseen test set. At gen = 0, the function objective values are:
= 94% = 57% / 3° = 23%
^ = 82% 4 ^ =41% 4 = 66%
4  = 63% 4  = 54% 4  = 74%
4  =  68%
Now at gen = 1, the velocity v is initialised all to 0. Given the above information, 
can be obtained using equation 25 giving:
Pbest,! - 0.1304 -Pbest,2 -
n® = Pbest,4 0.3532 =Pbest,5
n® -  Pbest,7~ 0.73
„o _
Pbest,8
0
Pbest,10 = 0.18
pl„g = 0.29
The gbest is then obtained through equation 18 giving 0.1304 since it returns the 
highest function objective value which is 94%.
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Using randomly generated rl = 0.5308 and r2 = 0.7792, the new value of x] and the 
velocity v! of each particle is found using equations 23 and 24 respectively as 
illustrated in table 4.8
i x] f l P best,i
1=1 0.1304 -0.0015 24% 0.13
1 = 2 0.31 -0.6437 92% 0.31
1 = 3 0.1145 0.0547 43% 0.1145
1 = 4 0.1793 -0.1739 90% 0.1793
1 = 5 0.1047 0.8893 97% 0.1047
1 = 6 0.1386 -0.0304 43% 0.1690
1 = 7 0.2629 -0.4689 11% 0.73
1 = 8 0.2009 -0.2501 25% 0.45
1 = 9 0.1667 -0.1296 40% 0.29
1= 10 0.1430 -0.0459 59% 0.18
At gen = 1, gbest 0.1047
Table 4.8 Particles afte r generation 1
At gen = 2, the values of rl and r2 was generated to be 0.2622 and 0.6028 
respectively, giving the parameters in table 4.9.
i vf f i
2
P best,i
1=1 0.1133 -0.0171 71% 0.13
1 = 2 0.4578 -0.7675 92.88% 0.4578
1 = 3 0.1637 0.0488 73% 0.1637
1 = 4 0.0396 -0.2855 48% 0.1793
1 = 5 0.1940 0.8893 57% 0.1047
1 = 6 0.0957 -0.0429 23% 0.1690
1 = 7 0.1789 -0.4418 45% 0.1789
1 = 8 0.0419 -0.2428 96% 0.0419
1 = 9 0.0321 -0.1346 54% 0.0312
1 =10 0.0872 -0.0593 52% 0.18
At gen = 2, gbest 0.0418
Table 4.9 Particles afte r generation 2
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At the end of the operation after 30 iterations, the new transition matrix generated by
is returned to the k* Chromosome in the GA operation, thus
ChromoHMM= { A } » (A tt, 5}
where A  is represented by the new transition probability through the altering value 
found by the PSO. This hybrid procedure will ensure that for every structure of the 
HMM evolved by the GA, there is an optimised transition probability matrix.
4.6  D y n a m ic  c o m b in a t io n  o f  f e a t u r e s , c l a s s if ie r s  a n d
CONTEXT
One of the key investigations in this research is whether information from Hidden 
Markov Models can complement the classifier combination strategy, or whether the 
context modelling can be coherent to feature extraction and classifications. A hybrid 
algorithm was also developed to optimise classifier combination and HMMs at the 
same time. The concept is to see whether information regarding the HMM can 
complement the combination strategy and the design is illustrated in figure 4.17. In 
this aspect, the evolutionary algorithm used to optimise the classifier combination 
strategy is combined with the Genetic algorithm used to evolve the structure of the 
HMM. In other words, the HMMs is embedded into the chromosome with 
information pertaining to the classifiers chosen.
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Classifier Selection
Pool of Solutions
Selection
Crossover
Combination
No
HMM
M odel
Max Generations?
Yes
HMM Optimisation
HMM
Selection
Crossover
Combination
O ptim ised  
HMM 
M odel
Yes
Max Generations?
No
Optimised Classifier with Hidden Markov Model
Figure 4.17 Hybrid Classifier & HMM optimiser
The optimisation strategy for HMM evolution and classifier combination strategy is 
similar to the previous sections. The only differenee here is the method used to 
determine the miero aneurysms region in the fitness evaluation function. The decision 
made on an input must emphasise on a correct classifier deeision and HMM deeision 
in order for information to be shared successfully between the two entities. In order 
for the algorithm to make its deeision based on both the entities, a condition to 
determine MA is based on the condition set for by the AND operator. A MA is only 
decided as a micro aneurysms if and only if both the classifier and the HMM has both 
agreed on the same decision.
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Classifier HMM Decision
True True True
True False False
False True False
False False False
Table 4.10 AND operator for Decision Making 
Let the representation of the classifiers and the Hidden Markov Models be:
Classifiers = {Q,C 2 ,...,C^}
HMM,A=M,7r, 6:}
where M is the number of classifiers, A is the transition probability matrix, n as the 
type of states and S  as the number of states for the HMM. As such, each chromosome 
is defined as:
Chromosome = (Classifiers,
And the population of Chromosomes is represented by:
Population = (Chromosome], Chromosomei, . . . ,  Chromosomen);
where N  is the number of solutions in the population. Similarly, the initialisation for 
this experiment is performed randomly. The individual classifiers and the HMM are 
all randomly generated and assigned to the initial population.
The steps listen below demonstrates the flow of the algorithm as illustrated in figure 
4.17. For clarity, all the selection operation and crossover operation are the same as 
the previous sections, i.e. Roulette Wheel Selection is the selection operator of choice 
and 1 -point crossover operator is also the crossover operator.
Step 0: Initialisation of Classifier and HMM 
Step 1: Start operating GA-Classifier
Given the population of chromosomes, selection is performed.
Step 2: Crossover within GA-Classifier
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Crossover operator is performed ONLY on the classifier structure.
Step 3: Combination within GA-Classifier
At the Classifier and HMM combination stage, for each solution in the population, 
Amemetic IS put into a new HMM population represented by:
PopulationHMM = (Amemetic, I 2, A3 , , . . . . , ,  A j}
where PopulationHMM represents the new population of solutions for HMM 
optimisation. In the new population, with the exception of Amemetic, the remaining 
solutions h  where i = 2, ..., J are all randomly generated to make up the rest of the 
solutions for evolving HMMs. After the HMM optimisation process described in step 
3-1 to step 3-4, Amemetic Is a retumed optimised HMM
Step 3-1: Operation within GA-HMM
For the evolution of the HMM structure in this section, the Fitness 
Evaluation is performed using the overall accuracy attained for each 
solution using equation 14
Now, given the new population of HMM solutions, selection is 
performed.
Step 3-2: Crossover within GA-HMM
Crossover is performed ONLY on the HMM Structure.
Step 3-3: Combination within GA-HMM
During the combination of GA-HMM, the Transition Probability 
Matrix of EACH solution. A, is extracted and passed onto the PSO.
Step 3-3-1: Operation within PSO
Given the Transition Probability Matrix, A, 10 particles are
randomly distributed evenly among the Transition Probability
Matrix.
Similarly, for this operation, the fitness evaluation is performed 
using equation 14.
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Step 3-3-2: End Operation within PSO
. After 30 iterations, the optimised Transition Probability Matrix, 
A is retumed to GA-HMM, along with the solution’s fitness 
value. The HMM with the optimised Transition Probability 
Matrix is X’ » {A \  n, S j
Step 3-4: End operation within GA-HMM
Upon receiving, all the PSO optimised solutions and their fitness 
value. The combination operation is done. If the maximum number of 
generations for the GA-HMM has not been reached, the algorithm will 
go back to Step 3-2. If it has been reached, the best solution is retumed 
to the GA-Classifier, Amemetio which is the best solution in the 
population. With that, the new solution will consist of the optimised 
stmcture of the HMM and an optimised Transition Probability.
Step 4: Fitness Evaluation
As discussed previously, a micro aneurysm is only classified as a micro aneurysm if 
both the classifier and HMM have a joint agreement on the decision. So, for the GA- 
Classifier operation, the fitness evaluation function for each solution is the accuracy 
of correctly identified micro aneurysms using equation 27 and 28.
MatchScore{S)=
\
1 if ^{Classifierais) == TrueLable(S))lM > 0 5 AND HmmOutput{SJ) == TrueLabefiS)
0 otherwise
(27)
(Chromosome ) = ^MatchScore(Sf) !Z
(28)
where M is the number of classifiers in that solution and Z being the number of 
samples used for evaluation.
102
If the number of generation has been reached, terminate the algorithm; if not, go back 
to step 1.
4.7 I n f o r m a t i o n  F u s io n
Now that all the various techniques used to develop the various detectors have been 
thoroughly discussed. There is a need to fuse all these information together and this 
will be based on applying domain knowledge on the neighbourhood of the clinical 
sign to strengthen the global detector’s decision. At every region where there is a 
clinical sign, the system would examine its neighbourhood using the information from 
both the local and global detectors. Using haemorrhages as an example, the system 
will examine the region’s neighbourhood by comparing the local detectors result with 
the global detector in a systematic way as illustrated in figure 4.18.
If > 0 .5  yfAD > 0 .5
C (l).Confidence = C (l).Confidence + 1; 
C(2).Confidence = C(2).Confidence + 1;
C(l) C(2) C(3)
C(4) C(5) C(6)
C(7) C(8)
Global D etector 1
Global D etector 2
Global D etector 3
I f  Global D etector(l:3) A ND  C (l)  >  0.5
C (l).C onfidence = C (l).C onfidence + 1;
Figure 4.18 Reasoning Module
So, let the local region be defined as C = (Ci, C2 , C3 , ..., Cn), where n is the number of 
neighbours in the local region. The confidence for each region is represented by 
equation 29:
/->conf _
10
1 if C, >0.5 AND C. >0.5
if C, <0.5 AND C. <0.5 (29)
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where i is the location in the region being processed and j  is the neighbouring location 
of i that is being processed together. At each local region, C/, a comparison of the 
neighbour’s probability will be carried out with all of its adjacent neighbour. For 
example, given Ci = 0.89 and Ci = 0.78. and would both be equal to 1. 
Given the values of Cf N,  the confidence factor can be added to the confidence 
matrix. Hence, the confidence matrix in table 4.11 would be updated accordingly.
Conf(i)= 0 + 1 = 1 Conf(2) = 0  + 1 = 1 Conf(3) = 0
Conf(4) = 0 Conf(s)= 0 Conf(6)= 0
Conf(7)=0 Conf(7)= 0 Conf(9)=  0
Table 4.11 Confidence Matrix
The global detectors that correspond to the same location of the local region will then 
be processed together. Let D = {Detector], Detector], . . . . ,  Detectorz) represent the set 
of global detectors where z is defined as the number of detectors. Similarly, the 
confidence factor is represented by equation 30:
| l  if Dgfgcfo^ >0.5 AND C, >0.5
* ' "  [O if Detec tor  ^ < 0.5 AND C, < 0.5 (30)
where k represents the detectors and /, represents the position of the sub image (C/) 
within the local region. So, if the output of Detector] at the local region C] is equals to 
0.97. The confidence matrix would again be updated accordingly.
Conf(i)= 1 + 1 = 2 Conf(2 )= 0 + 1 = 1 Conf(3)=  0
Conf(4) = 0 Conf(5)= 0 Conf(6) = 0
Conf(7)=0 Conf(7)= 0 Conf(9)= 0
Table 4.12 Confidence Matrix
This procedure uses the global detector’s segmentation results to compliment the 
votes from the local detector. If both detectors comply with the votes, those with 
clinical sign segments will have higher confidence denoting that clinical signs exists 
within the candidate region. If the detectors do not comply with the votes in the local
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region, those local region equivalent to having zero votes will mean that no clinical 
signs exists.
4.8 Su m m a r y
This chapter has discussed the techniques used to detect all the clinical signs related 
to diabetic retinopathy and anatomic structures of the retina at both a local and global 
level. All of the detectors developed are capable of at least obtaining all the suspected 
regions using hybrid algorithms prior to reasoning to remove false positives. In view 
of this, all the ensembles used in these detectors all adopt an optimised classifier 
combination strategy unique to each ensemble. The optimisation process was carried 
out through an evolutionary algorithm evolved using the ground truth to ensure that 
the combination strategy truly reflects the true magnitude of the data that it would 
encounter on real clinical data.
Particularly for micro aneurysms, finer analysis using HMM is needed to ensure their 
accuracy. Three different HMM evolutionary algorithms were developed to determine 
the best way to optimise the HMM. The first algorithm consisted of just a Genetic 
Algorithm to evolve both the structure of the HMM and the transition probabilities 
based on the types of states obtained during evolution. The second algorithm 
consisted of separating the evolving of the HMM topology using Genetic Algorithms 
and the initial transition probability using Particle Swarm Optimisation. The third 
algorithm created involves sharing the information from the classifiers with the 
HMM. Using this algorithm, the classifier combination strategy was evolved 
according to the evolution of the HMM and its transition probabilities. In this aspect, 
each transition probability is optimised for each HMM solution. And each HMM 
solution is optimised for each combination strategy. In the next chapter, we discuss 
more about the performance of the various evolutionary algorithms constructed.
In the last section of this chapter, we discuss an information fusion module to 
integrate all the various information obtained from the latter part of the chapter. This 
module will remove ambiguity obtained by the classifiers to interpret the image as 
normal or abnormal. In the next chapter, we discuss the individual performance of
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each component obtained through evolution and evaluate the final system based on a 
test database of 5000 images.
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Ch a p t e r  5: E v a l u a t io n
This chapter evaluates the methods developed as discussed in the previous chapter. 
While the discussion centred in this research is solving problems in a particular 
application, the novelty of the research is not about developing different algorithms to 
detect the clinical signs or structures of the retina, rather, it is about integrating 
various developed components to form a framework to solve the problems.
The performance of following methods are discussed:
• Multiple classifier combination through evolutionary algorithms;
• Four different HMM algorithms that were developed as contextual models to 
model micro aneurysms clinical signs;
• The hybrid classifier selection in concern with HMM evolution;
• Finally, when all the relevant information is obtained from global and local 
processing, they are used through a reasoning mechanism to decide on the 
normality of the image and this concludes the final evaluation for this chapter.
5.1 O p t im is a t io n  o f  C l a s s if ie r s
The basis of any diagnosis system is the classifier component if machine learn 
techniques are adopted. In this thesis, many different training algorithms have been 
used for developing classifiers. Primarily, ensembles of neural networks are used as a 
multiple classifier model to increase prediction accuracy through optimisation. All the 
ensembles are generated using the same algorithm presented in section 4.4, one 
classification based on one set of features and one set of training samples will 
generate an ensemble with 90 individual classifiers. If a different set of features or a 
different set of training samples is used, then this will form another ensemble with 
another 90 base classifiers. Given n feature sets or training sets used, the number of 
ensembles for each detector will be multiplied by n. For example, micro anuerysms 
detector uses two sets of features thus contains 180 base classifiers in two ensembles, 
while the global blood vessel detector are trained using two sets of training samples, 
they also have 180 base classifiers in two ensembles. Similarly, the local blood vessel 
detectors has 270 base classifiers based on three sets of features.
107
Such large number of classifiers will be too large requiring much more memory and 
space. Furthermore, the sheer amount of classifiers may cause redundancy since there 
is likelihood that they occupy similar locations in the problem space. Choosing a 
smaller set of classifiers through optimisation process will minimise the redundancy 
and ensure that the ensembles consist of only those classifiers that sufficiently 
represent the true spectrum of the data and perform space.
Although these ensembles are generated using the same algorithm, the features are 
unique to each individual clinical sign or anatomical structure of retina. The amount 
of training data and the ground truth used for evolving the combination strategy for 
the selecting optimal classifiers also vary accordingly. This section discusses the 
results obtained from the different classifiers. The accuracy discussed here is based on 
the correctly recognised ground truth that was manually annotated by human experts.
5.1.1 Tr aining  Sam ples
The training data are obtained from various sources either through collaboration with 
hospitals or online databases. Depending on the type of clinical signs, the number of 
images used for extracting training samples varies simply because not all of the 
images in our image archive consist of that particular clinical sign. Due to this 
reason, there is a need to balance between sufficient training data for classifiers, the 
ground truth for optimisation and sufficient images for testing the system. Table 5.1 
illustrates the amount of training data used for each set of classifiers. In all tables, EA 
means Evolutionary Algorithms.
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Global
Classifier Images Used TrainingSamples
Training 
sample Type
Testing images 
for EA
Blood Vessel 300 2789 Image Regions 1000
Microaneurysms 100 2100 15x15 sub images 1500
Haemorrhage 278 1785 Image Regions 1000
Local
Background 300 1750 32x32 sub images 1000
Dark Lesion 278 2100 32x32 sub images 1000
Blood Vessel 300 4210 32x32 sub images 1000
Bright Lesion 250 1889 32x32 sub images 1000
Table 5.1 Breakdown o f Training Samples Used
5.1.2 Cla ssifier  A ccuracy
In this section, the performances of the various classifiers are discussed. In order to 
measure generalizability in optimised combination strategy, various combination 
strategies were deployed. The results are illustrated in table 5.2. Generally, it is 
evident that ensembles does outperform the best individual classifiers. Comparing the 
overall accuracies of various combined results in ensembles against those from 
individual classifiers, only the sum combination was outperformed by the best 
individual classifier. As seen in the table, on a whole, the average rule produces better 
results than Sum and Majority vote. Hence, when using evolutionary algorithms for 
classifier fusion, the average rule was applied for all selected classifiers during the 
evolutionary cycle.
The effect of applying evolutionary algorithms to optimise the classifier combination 
can also be clearly observed in table 5.2. In fact, not only the accuracy is enhanced, 
the dimensions of all the ensembles have also been significantly reduced as illustrated 
in table 5.3. All the ensembles have a reduction in classifier numbers by at least 50%, 
with the micro aneurysms ensemble having the most number of classifiers of 62 and 
blood vessels having the least number of classifiers of only 15.
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Classifier
Combination Strategy
Best Average Sum Majority
Vote
EA
Global Classifiers
Blood Vessel 92.63 93.68 92.77 93.03 98.97
Haemorrhage 81.54 83.54 68.01 83.59 92.3
Micro aneurysms 79.63 81.79 81.08 81.54 83.05
Local Classifiers
Background 89.12 93.26 94.2 93.1
94.57Background 91.08 91.73 89.18 90.56
Background 88.12 89.92 87.58 88.67
Blood Vessels 93.03 96.68 96.13 95.54
97.12
Blood Vessels 93.04 93.84 92.03 94.12
Dark Lesion 83.04 84.91 78.23 83.16
86.23
Dark Lesion 79.97 82.52 81.21 82.89
Bright Lesion 92.95 94.04 91.89 95.02
96.23
Bright Lesion 94.92 95.43 93.91 94.98
Table 5.2 Overall Performances
Classifier Total number o f classifiers Total Number o f  classifiers after 
EA
Global
Blood vessel 180 15
Haemorrhages 180 27
Micro aneurysms 180 62
Local
Background 270 56
Blood Vessels 180 21
Dark Lesion 180 45
Bright Lesion 180 32
Table 5.3 Number o f classifiers after evolution
Intuitively, the aim of optimisation is to reduce the number of redundant classifiers 
while at the same time stopping the “curse of dimensionality” to maintain a good data 
representation for overall better performance. A good set of classifiers can represent 
the problem space more accurately and require much less memory and work more 
efficiently.
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Examining blood vessel detection, figure 5.1 illustrates the prediction accuracy of its 
individual classifiers in one of the blood vessel ensembles. It can be seen from the 
figure that the classifiers consist of strong and weak performers ranging from 73.16% 
to 92.63%. However, during the optimisation process, we do not want to just remove 
the poor performers and only retain the good performers, as different combinations of 
strong and weak performers may compliment each other. This is demonstrated in the 
blood vessel optimised ensemble as illustrated in table 5.4, where the poorest 
performer was included as one of the classifier. Interestingly, the best performer was 
not included in the evolved combination strategy. The final optimised ensemble 
consists of a mixture of classifiers with various performances.
I
3o
<
Number o f  Individual Classifiers
Figure 5.1 Blood Vessel Ensemble: Individual Classifier Performanee
111
Blood Vessel Classifier Feature Set (1/2) Accuracy o f Individual Classifier
69 1 91.67%
64 1 90.46%
8 2 89.31%
82 1 86.68%
63 2 91.24%
27 1 90.78%
42 2 92.11%
68 2 91.98%
78 1 73.16%
1 1 90.02%
46 2 90.65%
4 2 89.97%
33 2 92.24%
72 1 91.59%
73 1 90.68%
Table 5.4: Individual Blood Vessel Classifier Accuracy
When examining micro aneurysms classifiers, it is noted that the classification results 
for the micro aneurysms are not as high as its counter parts with an accuracy of only 
83.05% as illustrated in table 5.2. This is because of the complex nature by which the 
micro aneurysms appear. Our initial analysis has shown that the amounts of false 
positives are often due to appearance of the fine blood vessels that closely resembles 
micro aneurysms or due to noise caused by pre-processing. Thus, finer analysis is 
performed using HMM to recognise true micro aneurysms (MA) from fine blood 
vessels (BV) and background noise (BG) and this is discussed in the next section.
5.2 H M M  O p t im is a t io n
Hidden Markov Models have been used in this research to model the context in which 
micro aneuiysms appear. Evolutionary techniques have been intensively investigated 
and developed to dynamically evolve the Hidden Markov Models. Four models were 
developed during the course of this investigation and they are compared and 
discussed in this section.
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5.2.1 M a n u a l l y  D r a w n  M o d e l  - HMM
The manually drawn model eonsisted of a simple left to right model. According to a 
paper by Bakis (1976), the author coneluded that the number of states for the model 
should be equal to the number of states in the sequences. For this experiment, since 
the feature set is made out of one 15 by 16 pixel sub image divided into 9 smaller sub 
images of 5 by 5 pixels each, the feature set used is considered to have 9 sequences. 
Hence, for comparison, the models drawn consist of 7, 8  and 9 states. Since, post 
analysis involves determining the sub image into the three categories, three different 
HMM were developed representing micro aneurysms (MA), blood vessels (BV) and 
the background (BG) category.
All the HMMs were trained using 100 retina images with micro aneurysms in them. 
From these 100 images, 700 background sub images, 700 micro aneurysms and 700 
blood vessel images were used to train the various models.
The performance of the HMM in this particular experiment is dictated by the average 
maximum likelihood obtained through the Baum Welch algorithm as discussed in the 
previous chapter. So, to determine which models to use, the trained models with the 
highest average maximum likelihood is used. Table 5.5 illustrates the performance of 
the HMM used to model background, micro aneurysms and blood vessels.
M odels
Average Maximum Likelihood
6  States 7 States 8  States 9 States
MA -8.347 -8.215 -8.209 A8.I50. . 0
BV -8.466 -8.378 -8.342
BG -8.291 -8.274 -8.252 -8.186 0
Table 5.5 HMM Overall Performance
In accordance to the condition stated in Bakis (1976), all the manually designed 
models with 9 states out performed its counter parts in terms of the average maximum 
likelihood. Naturally, these models were chosen as the contextual model after 
classification. The performance of this technique is then evaluated using an unseen set 
of sub images. The sub images were first labelled aecording to their true categories 
followed by a comparison with both the initial output from the ensemble and the final
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output of the HMM. The procedure for HMM recognition consists of first converting 
the sub-images into a sequence of observations. These sequences are then inputted 
into the different HMM for recognition using the Viterbi algorithm. The model that 
best matches the sequence would then be used as the output label.
The accuracy in detecting the micro aneurysms was decided by using the Precision 
(31) that is defined as the proportion of true positives against the sum of true positives 
and false positives.
„  . . True PositivesPrecision = ----------------------------------------
True Positives + False Positives ^ 3  j)
As discussed in the previous section, the classification rate for Micro aneurysms was 
only 83.05%. After performing contextual analysis using the Hidden Markov Models, 
the accuracy rating was raised to 8 8 .1 %.
This experiment has provided the initial evidence to support our hypothesis that 
HMM has the potential as a context model for measuring perceptual constancy. In this 
case, this is done during post analysis. While using the HMM have produced better 
results, the research issues of HMM as discussed in the literature chapter leads us to 
investigate whether more suitable and capable HMMs with optimised structures and 
sets of parameters can be obtained through evolution algorithms.
5.2.2 G e n e t ic  A lg o r i t h m  -  GA-HMM
The purpose of this experiment is to use evolutionary algorithms to obtain a structure 
of the HMM that best represents each of the category through the ground truth 
presented to it. Section 4.5.2 discusses the whole Memetic algorithm used to evolve 
the HMM and its transition probabilities using GA and PSO. However, in this 
experiment, the GA component of the Memetic Algorithm is used to evolve both the 
HMM and the transition probability matrix. The difference between this and the latter 
is that the mutation operator generates new transition probabilities for the new 
inherited states, whereas for the latter, the PSO generates the new transition 
probability matrix. The GA-HMM algorithm was ran according to the population and 
generation parameters as stated in Table 5.6 for evolving the various models. Their
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average maximum likelihood is also listed after the relevant generations were 
reached. Considering the results listed, each of the models with the highest average 
maximum likelihood was taken as the optimised GA-HMM. These results were then 
compared with the results obtained by the manually designed HMM.
Population Size Generations
Average Maximum Likelihood for
MA Models BV Models BG Models
30 30 -8.13788 -8.29446 -8.12411
30 45 -8.13988 -8.29987 -8.13859
30 60 -8.12935 -8.30488 -8.12927
50 30 -8.13263 -8.30358 -8.09699
50 45 -8.11411 -8.30123 -8.09844
50 60 -8.11642 -8.29886 -8.09783
70 30 -8.12040 -8.29577 -8.16765
70 45 -8.12388 -8.29178 -8.10768
70 60 -8.10261 -8.29268 -8.19201
Table 5.6 Parameters and Average Maximum Likelihood o f  Models
The performance listed in Table 5.7, indicates that the optimal number of states found 
by the GA-HMM algorithm is identical to a manually trained HMM. This suggests 
two points. Firstly, not only is the training algorithm capable of finding the optimised 
number of states to represent the image, it also outperforms those manually trained 
HMM by achieving better Average Maximum Likelihood. Secondly, the GA-HMM 
confirms the observation made by Bakis (1976) indicating that the number of states of 
the HMM should corresponds to the number of observation in a sequence.
Models Average Maximum Likelihood
Optimised States (9) 6  States 7 States 8  States 9 States
MA -8.10261 -8.347 -8.215 -8.209
BV -8.29178 -8.466 -8.378 -8.342
BG -8.09699 -8.291 -8.274 -8.252 -8.186
Table 5.7 Overall Performance between GA-HMM and HMM
The evaluation to examine the GA-HMM's ability for image recognition is performed 
with 1500 sub-images consisting of background, micro aneurysms and blood vessels. 
The GA-HMM accuracy was found to be at least 10% superior to the manually
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designed HMM as illustrated in Table 5.8. The recognition rate for MA was 
determined to be at 98.21%, 94.48% for BV, and 91.2% for BG, respectively, 
whereas for the manually designed HMM, the accuracy were at 88.1%, 77.3% and 
80.4%, respectively.
Model GA-HMM Manual HMM
MA 98.21% 88.1%
BV 94.48% 77.3%
BG 91.2% 80.4%
Table 5.8 Performance comparison between GA-HMM and manual HMM
This experiment has also exhibited the characteristics of the HMM. The evolved 
structure of the HMM and the initial transition probabilities have demonstrated the 
power of the HMM to capture the context in which micro aneurysms appear and it 
should be equally capable for any image feature in this respect. While a simple left to 
right model was capable of capturing the sequence of observation, the evolution of the 
HMM structure was much more capable of capturing the sequence of observation 
through this procedure.
While it is clearer to illustrate the structure visually, the number of connecting states 
and the complexity in which they were connected does not allow for a clear diagram 
to be drawn. Instead, the connecting states are listed out in table 5.9 to illustrate the 
final HMM structure used to represent the MA context. The representation of the 
structure evolved does not represent common models such as an ergodic model (i.e a 
fully connected HMM), a fully left to right or a parallel path left to right model. This 
is seen in states 4 and 6 , where state 4 was only connected to states 5 and 6 . While at 
state 6 , it connects back to the previous state and ends at state 8 . For the rest of the 
other states, it starts fi’om its own state all the way to the end state, 9. It can be seen 
that this design is one that is highly unlikely for a human to consider due to its 
complexity not to mention the initial transition probability table 5.10 that was evolved 
using the same procedure.
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State Transition to States:
1 2
2 2 ,3 ,4 ,  5 ,6 ,7 , 8 ,9
3 3 ,4 , 5 ,6 ,7 , 8 ,9
4 4, 5 ,6
5 5, 6 ,7 , 8 ,9
6 5 ,6 ,7 ,8
7
8 8 ,9
9 End State
Table 5.9: Transition among states for HMM for MA
State 1 State 2 State 3 State 4 State 5 State 6 State 7 State 8 State 9
0 1 00 0 0 0 0 0 0
0 0.2343 0.1143 0.0158 0.1482 0.1309 0.1540 0.0923 0.1102
0 0 0.1581 0.1291 0.1906 0.2548 0.109 0.0801 0.0783
0 0 0 0.684 0.086 0.2300 0 0 0
0 0 0 0 0.1732 0.1254 0.2354 0.3079 0.1580
0 0 0 0 0.2146 0.2384 0.1548 .02689 01233
0 0 0 0 0 0 0.113 0.689 0.198
0 0 0 0 0 0 0 0.784 0.216
0 0 0 0 0 0 0 0 0
Table 5.10 Transition Probability o f HMM for MA
5.2.3 M em etic -HM M  (M -HM M )
As the initial transition probabilities determines the probability of state transitions 
from one state to another, these parameters are crucial for the development of the 
HMM. This section discusses the use of a Memetic algorithm to enhance the model’s 
efficiency by staging the evolution of the initial transition probabilities. This 
procedure is generated through GA to generate the structure of the model, followed 
by a local search for the initial transition probabilities using a Particle Swarm 
Optimisation (PSO).
The M-HMM follows the same steps described in Section 4.4. The only difference 
from GA-HMM is that it handles the mutation of the initial transition probabilities 
separately through the PSO. To ensure objectivity of the comparison between the GA- 
HMM and the M-HMM, the GA-HMM was run again. This experiment was carried 
out using the parameters set in table 5.10. Both the algorithms were ran using same 
parameters in table 5.10 and on the same set of data samples, consisting of 700 micro 
aneurysms, 700 background and 700 blood vessel sub images.
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Initially, the experiments used the average maximum likelihood as a fitness value to 
determine the best model. Usually, the higher the Average Maximum Likelihood, the 
better the model. However, further analysis of the initial results in this experiment 
shows that although the Average Maximum Likelihood is higher, it does not 
necessarily mean a better accuracy. Hence, as discussed in the section 4.5.2.4, the 
overall accuracy is used as the fitness evaluation. From the results illustrated in table 
5.11, the results show that although the certain models attained better average 
maximum likelihood, the accuracy was not necessarily better. For example, in the MA 
models, the highest average maximum likelihood was at -8.1209 giving an accuracy 
of 96.41%. However, a lower average maximum likelihood of -8.1394 gave an 
accuracy rating of 97.09%. Comparing the results with the GA-HMM, it can be 
observed that the MA models labelled in grey have a lower average maximum 
likelihood compared to the GA-HMM but with a higher accuracy.
Pop Gen
Average Maximum Likelihood/Accuracy
Memetie Trained HMM GA Trained HMM
MA BY EG MA BY BG
30 30 -8.1209/96.41% -8.3076/93.25 -8.0949/91.04% -8.1253/96. 19% -8.294/92.64 -8.1241/90.49%
30 60 -8.1430/96.86% -8.2997/93.36 -8.1038/91.04% -8.1109/96.19% -8.304/92.33 -8.1297/91.22%
50 30 -8.1273/97.04% -8.3076/94.79 -8.07650/91.41 -8.1256/93.95% -8.3035/93.25 -8.0969/91.22
50 60 -8.1394/97.09% -8.3132/92.64 -8.0783/91.77 -8.1366/96.86% -8.298/94.17 -8.0978/91.6%
Table 5.11: Comparison between different evolutionary algorithms
This suggests that by using the memetic algorithms, the parameters for each solution 
are adaptive over the evolutionary process allowing for the optimised structure of the 
HMM while adapting the transition probabilities for the optimised structure. It also 
suggests that this technique reduces the risk of over-fitting the training data since the 
fitness evaluation is the accuracy (Equation 14) rather then continuous training for the 
highest average maximum likelihood that may eventually causes over-fitting.
For the rest of the models, the memetic algorithm also obtained both a better accuracy 
and generalisation compared to the GA-HMM approach. Naturally, for each model, 
the model with the highest accuracy was used. The performance listed in Table 5.12, 
indicates that the optimal number of states obtained by the M-HMMs is also identical 
to a manually trained HMM and the GA-HMM. Although the Average Maximum 
Likelihood was not used as the fitness value, both the M-HMM and GA-HMM
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indicates that they are far more optimised than a manually hand designed HMM. 
Another added advantage of the M-HMM is their convergence speed. While the 
difference between the M-HMM and the GA-HMM is not significantly large, 
comparing the number of generations for the population based search, using memetic 
algorithms to evolve the HMM results in a faster convergence to an optimal solution 
as illustrated in Table 5.13.
M odels
Average Maximum Likelihood
Optimised 
M-HMM  
(9 States)
Optimised 
GA-HMM  
(9 States)
Manually Trained HMM
7 States 8  States 9 States
MA -8.1394 -8.1366 -8.215 -8.209
BV -8.3076 -8.294 -8.378 -8.342
BG -8.0783 -8.0978 -8.274 -8.252
Table 5.12: Comparisons among various methods.
Model (Pop/Gen) Convergence Generation
M-HMM (including PSO) GA-HMM
MA (50/60) 2 4 th 34^
BV (50/30) 2 1 “’ 2 7 th
BG (50/60) 26^ " 43'"
Table 5.13: Convergenee Times.
5.3 H y b r id  C o m b in a t io n  S t r a t e g y  a n d  HMM e v o l u t i o n  (C- 
HMM)
At the moment, the optimisation of the HMM is independent of the classifier. The 
purpose of this experiment is to investigate whether information between the 
ensemble classifier combination strategy and the contextual information obtained 
through the HMM can be used to complement, guide and enhance each other. The 
method is illustrated in figure 4.17 in the previous chapter. This section discusses the 
results from an integrated evolution to obtain an optimised combination strategy and 
HMM structure in a single step.
Similarly to the previous experiments, the C-HMM used 1500 evolutionary samples. 
As the evolutionary cycle is a hybrid algorithm that combines two separate entities, 
and shared information to obtain a global decision. So, the fitness function needs to
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decide the fitness value based on a joint decision by both the ensemble classifier and 
HMM evolution. This decision must emphasise on a correct classifier decision and 
HMM decision in order for information to be coordinated successfully between the 
two entities. Therefore, an AND operator is used as a condition for such agreement. A 
MA is only decided as a micro aneurysms if and only if both the classifier and HMM 
has both agreed on the same decision.
Classifier HMM Deeision
True True True
True False False
False True False
False False False
Table 5.14 AND operator for Decision Making
Using the algorithm parameters listed in table 5.15, the C-HMM were generated using 
the same set of data samples, consisting of 700 micro aneurysms, 700 background and 
700 blood vessel sub images. There are a number of observations based on the results 
achieved. Firstly, the final number of classifiers generated through the hybrid 
algorithm were lesser than that generated using a GA on MA detection which was 62 
individual classifiers for combination. Secondly, the majority of the ensemble 
accuracy was also higher than using a GA which only managed an accuracy of 
83.05%. Thirdly, overall accuracy of the micro aneuiysms detection has also 
improved over both the GA-HMM and M-HMM algorithms as discussed in the 
previous section.
Pop Gen
Final no. o f 
Classifiers EnsembleAeeuraey
HMM Average 
Maximum Likelihood
Overall
Accuracy
30 30 48 81.8% -8.138 94.9%
30 60 56 84.1% -8.101 95.4%
50 30 52 85.9% -8.129 96.1%
50 60 50 85.1% -8.124 97.8%
70 30 45 83.8% -8.131 95.1%
70 60 43 84.1% -8.118 93.9%
Table 5.15 Performance
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Overall, hybrid evolution generally gave better results for micro aneurysms 
representation as opposed to evolving either the classifier combination strategy or the 
HMM on its own. As the results from this hybrid algorithm provided the best 
performance, the combination strategy and the HMM were used as part of the micro 
aneurysms detectors. In order to illustrate the detector’s ability, figures 5.2 -  5.4 
illustrates the detector’s actual results on retina images. The algorithm works by first 
classifying the regions. When the classifier classifies the region as a MA, the 
contextual analysis model is triggered. In this instance, the sub image is put through 
the various HMM module. If the HMM recognises the sub image as a MA, it will 
label the box white and if it is recognised as a BG or BV, the region is labelled as a 
black box. The images in figures 5.3 and 5.4 demonstrates the robustness of the 
HMM, it shows that the HMM is very capable of detecting micro aneurysms, even 
very subtle clinical signs as illustrated in figure 5.3(b) and 5.4(c).
Figure 5.2 Processed Image for Micro aneurysms Detection. 
Black boxes (Not MA)
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Figure 5.3a Detected Non Micro aneurysms 
region
Figure 5.3(b) Detected 
Micro aneurysms region
Figure 5.3(c) Detected 
Micro aneurysms region
Figure 5.3 Processed Image for Micro aneurysms Detection. 
Black boxes (Not MA), White Boxes (MA).
Figure 5.4(a) Detected 
Micro aneurysms region
Figure 5.4(b) Detected 
Micro aneurysms region
gure 5.4(c) Detected 
Micro aneurysms region
Figure 5.4 Processed Image for Micro aneurysms Detection. 
Black boxes (Not MA), White Boxes (MA).
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5.4 S e p a r a t i n g  N o r m a l  A b n o r m a l  R e t i n a  im a g e s
The final part of the evaluation is the accuracy of the integrated system. Through the 
various detectors implemented, the system first detects the basic clinical signs such as 
bright lesions, micro aneurysms, haemorrhages, and anatomic structures such as the 
optic disc, macula and the blood vessels. The reasoning process then integrates all 
these information to form the framework used to separating normal and abnormal 
retina images.
The effectiveness of the proposed framework is evaluated on 5000 retina images 
obtained from various sources including real clinical data from Moorfields Eyes 
Hospital, London, and images from the Optimal Detection and Décision-Support 
Diagnosis of Diabetic Retinopathy (IMAGERET, 2005) database. The data from all 
these sources exhibit diversity and ensures that the images are from different ethnic 
groups, testing the system to its full potential.
This evaluation is to diagnose normal (healthy) images and abnormal (unhealthy) 
images. The most appropriate measurements of any medical diagnosis system are 
sensitivity and specificity. The sensitivity is defined as the proportion of actual 
positives that are correctly identified. Within this thesis, this can be viewed as the 
percentage of people correctly identified by the system as having DR. Specificity 
refers to the proportion of actual negatives that are correctly identified. This is viewed 
as the percentage of people correctly identified by the system as not having DR. So, 
the sensitivity and specificity are calculated for the system using the equations 32 and 
33.
„ . .  Number of True PositivesSensitivity  --------------------------------------------------------------------- (32)
Number of True Positives +Number of False Negatives
Specificity = ___________ Number of True Negatives___________  (3 3 )
Number of True Negatives +Number of False Positives
A normal image is defined as not having any DR clinical signs. Of the 5000 images 
that are in the image database, 1753 images are normal and the remaining 3247 
images are abnormal. With that, all the 5000 images are put through the system for
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filtering and table 5.16 illustrates the Sensitivity and Specificity obtained by the 
system.
Condition
Positive Negative
II
Positive TP = 3094 F P =  131
Negative F N =  153 TN = 1622
Sensitivity =
TP
TP + FN
Specificity =
TN
TN + FP
3094
3094+153
= 0.95
1622 
1622 + 131
= 0.92
Table 5.16 Sensitivity and Specificity
False negatives (FN) are defined as patients being diagnosed as negative by the 
system when they have the condition. Under the system, 153 of the images were 
diagnosed wrongly as normal (FN). Meaning to say, the total number of images as 
diagnosed by the system as healthy stands at 1775. Now, given that out of these 1775 
images, 1622 images are true negatives. It means that the system managed to detect 
91% of the normal images correctly.
For the rest of the 153 images, they were wrongly interpreted because the clinical 
signs appeared very subtly amongst either a very bright background or a very dark 
one. There are two reasons for this, firstly the contrast between the clinical sign and 
the background is too narrow. Although contrast enhancement has been applied, it 
was not sufficient to enlarge the range between the clinical sign and the background. 
Secondly, the existence of these images was only detected during the evaluation of 
the system. As such, the classifiers have not been trained to recognise such scenarios 
due to the limited instances in the training data. Examples of these images are listed in 
figures 5.5 -  5.7
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Detected Macula
Bright Lesion
Detected Optic Disc
Figure 5.5 Undetected Bright Lesions on Bright Background
Detected Optic Disc
Detected Macula
Bright Lesion
Figure 5.6 Undetected Bright Lesions on Bright Baekground
125
Detected Macula
Detected Optic Disc
Figure 5.7 Undetected Bright Lesions on Bright Baekground
False Positive (FP) refers to the patients who are healthy but otherwise diagnosed by 
the system as unhealthy. In this case, false positives occur majority of the time when 
the image has had some form of treatment or when artefaets are present in the image. 
These conditions can cause the system to misdiagnosis the image and these kinds o f  
images are illustrated in figures 5.8 -  5.9.
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Detected Optic Disc
Detected Macula
Artifact detected as Bright lesions
Figure 5.8 Miselassifled Bright lesions labelled as White Boxes
In figure 5.8, the appearance of the artefact looks relatively like cotton wool spots. 
Although cotton wool spots are non-diabetie retinopathy related, they are considered 
as bright lesions in the retina. Similarly, cotton wool spots can appear anywhere in the 
retina. As the local detectors are used to detect bright lesions, due to the same visual 
characteristics artefacts were detected as well.
Similarly in figure 5.9, these images do not have any diabetic retinopathy related 
clinical signs. However, the appearances of such visual features are very similar to 
bright lesions causing them to be detected as bright lesions.
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Detected Optic Disc
Detected Macula
Miselassifled Bright Lesion
Figure 5.9 Miselassifled Bright lesions
For the majority of the test images that were ran through the system, the system was 
able to diagnose them accurately into normal or abnormal category. Small isolated 
clinical signs such as micro aneurysms and haemorrhages were detected accurately as 
illustrated in figures 5.10 - 5.12. Figures 5.13 and 5.14 illustrate bright lesions and 
dark lesions being detected. Figures 5.15-5.19 illustrate normal images as diagnosed 
by the system.
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Figure 5.10 Diagnosed Abnormal Image - Detected Micro aneurysms
Figure 5.11 Diagnosed Abnormal Image - Detected Micro aneurysms
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Figure 5.12 Diagnosed Abnormal Image - Detected Haemorrhage
Figure 5.13 Diagnosed Abnormal Image - Detected Bright Lesions
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Figure 5.14 Diagnosed Abnormal Image - Detected Bright/Dark Lesions
Figure 5.15 Diagnosed Normal Image
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Figure 5.16 Diagnosed Normal Image
Figure 5.17 Diagnosed Normal Image
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Figure 5.18 Diagnosed Normal Image
Figure 5.19 Diagnosed Normal Image
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Figure 5.20 Diagnosed Normal Image 
5.5 Sum m ary  of evaluatio n
This chapter has evaluated the work to investigate the use of evolutionary algorithms 
to optimise various components of the framework. The purpose was to ensure that the 
ensembles and contextual model used are truly representative of the data that it would 
encounter in order to improve overall accuracy. Evolutionary algorithms were used on 
all the detectors in this research to determine the best possible way to combine the 
classifiers for optimal performance. The results have shown that this process have 
proved to be successful as all of the classifiers obtained through evolution produced 
better accuracy than other combinations such as averaging, sum and voting rules.
Three different optimisation techniques were also investigated to evolve the structure 
of the HMM. Their goal was to determine whether it was possible for the HMM to 
evolve its structure according to the ground truth it was presented with. Comparing 
the three different models, all the evolved HMM produced better results than a 
manually designed HMM. Furthermore, all the evolved models also converged to the 
same number of states as a manually designed HMM.
134
It was found that by evolving different the structure of the HMM and the transition 
probability matrix separately, the M-HMM was superior as compared to the GA- 
HMM. By evolving two entities separately, the process ensured that each Hidden 
Markov Model had an optimised transition probability matrix, thus giving better 
performance. Further to that, it also converged faster to an optimised model. The 
hybrid algorithm used to evolve the C-HMM also proved that contextual information 
could work together through an evolutionary process for combining classifiers. Using 
this technique, the micro aneurysms ensemble consisted of lesser number of 
classifiers and with overall better accuracy. Also, when used in conjunction with the 
HMM, the overall performance was also slightly better than the M-HMM.
The sensitivity and specificity obtained through the framework is promising. 
Considering that the system can obtain 95% sensitivity and 92% specificity over 5000 
images using a minimal number of training images. Furthermore, among all the 1775 
images that the system decided as normal, 91% of those were true normal. It shows 
that if different components of the system are accurately represented and integrated 
together by analysing the global, local information and adopting domain knowledge, 
image interpretation can be more accurate.
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Ch a pt e r  6 C o n clu sion s  and F u tu re  W o r k
6.1 S u m m a r y  a n d  C o n c l u s io n s
This thesis has explored a method for the purpose of recognition and interpreting 
visual content across large-scale image data. In particular, an automated decision 
system is developed for the separating of normal and abnormal retina images. Most of 
previous work on DR identification relied on individual detection of DR features. One 
common feature of those work is that they either utilises a single classifier or merely 
image processing. Typically a single classifier or pure image processing are unable to 
represent the complexity of data with such magnitude resulting in them being unable 
to maintain consistent accuracy in detection. Furthermore, in these works, the 
detections are treated in isolation. No contextual information is taken into 
consideration during the interpretation of the images.
The novelty of the method presented in this thesis is that a holistic solution is 
developed for image content recognition in a broad domain, where the contents to be 
identified are of largely varied data. Each of the components in the system is 
optimised to ensure that the various components are performing at their best and 
synchronise with each other for the given task: the features extracted are optimal for 
the classifiers; each detector has learned to understand multiple perspectives of the 
same pattern which have been integrated through optimisation. Another novelty of 
our approach is the method developed to represent visual characteristics of DR signs. 
In this thesis. Hidden Markov Models are used to model the context in which certain 
complex DR signs such as micro aneurysms appear. More interestingly, the HMM are 
automatically established using evolutionary algorithms based on ground truth 
presented to the algorithms. Using this method, the HMM is able to filter out false 
positives caused by background noise during pre-processing and fine ends of the 
blood vessels. Furthermore, the final reasoning mechanism that was created utilises 
information from both global and local processing to reduce ambiguity that arises 
during classification for the final interpretation of the image.
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Multiple classifiers are developed through ensembles for detecting each meaningful 
DR features. A genetic algorithm is used to determine which classifiers are best suited 
to be selected as part of the final ensemble. Each detector has a minimum of two 
ensembles with each ensemble representing either a different training set or a 
different feature set. The genetic algorithm’s task is to select the classifiers from the 
ensembles of neural network and combine them in a way that best represents the real 
image data it is presented with. This technique has been compared against different 
combination strategy such as average, sum and voting methods. From this 
comparison, we have discussed that all the evolved combination strategy 
outperformed all the different combination strategies. Through this evolutionary 
algorithm, a number of factors can be seen: firstly, the numbers of classifiers were 
significantly reduced. By removing redundant classifiers, the high dimensionality is 
reduced allowing for the maintenance of good data representation. Secondly, the 
reduced number of classifiers also represents the problem space more accurately 
while requiring less memory and at the same time they are able to work more 
efficiently. Lastly, this experiment also shows that the optimisation process does not 
only utilise the good performing classifiers of the ensemble but a mix of strong and 
weak classifiers.
At application level, to understand micro aneurysms is one of the keys to judge the 
normality of the images. The main difficulty in detecting micro aneurysms has always 
been due to their nature in which they appear. Pre-processing of the image can cause 
noise that was often miselassifled as micro aneurysms. Another problem of micro 
aneurysms is they resemble the fine ends of the blood vessels which also causes 
misclassification. Hence, this study investigates the use of HMM to model micro 
aneurysms, background and fine blood vessel sub images to formally recognise micro 
aneurysms and remove false positives.
A major contribution of this thesis is the evolution of Hidden Markov Model for 
micro aneurysms representation. Four algorithms were developed and compared to 
determine what is the best way to represent this feature. For each of the algorithms 
created, three different models were used to model micro aneuiysms, background and 
fine blood vessels sub images. The first HMM created was based on a manually
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designed left to right HMM. For this model, the manually trained HMM obtained an 
accuracy of 88.1%, 77.3% and 80.4% for the MA, BV and BG models respectively.
The GA-HMM was developed using a Genetic Algorithm. The GA algorithm was 
developed to evolve the structure of the HMM and its transition probability matrix 
based on a set of ground truths. Using this technique, the GA-HMM obtained 98.21%, 
94.48% and 91.2% accuracy for the MA, BV and BG models respectively, 
outperforming the manually designed HMM.
The M-HMM was designed to separate the evolving of the HMM structure from the 
transition probability matrix. This algorithm was constructed to present each HMM 
structure with an optimised transition probability matrix. In this experiment, the GA 
was used to evolve the structure of the HMM while the PSO is used to obtain the 
altering parameter for the transition probability matrix. Comparing the M-HMM and 
the GA-HMM, our experiments showed that by evolving different entities separately, 
the performance is better, achieving an accuracy of 97.09%, 94.79% and 91.77% for 
the MA, BV and BG respectively against 96.86%, 94.17% and 91.6% for the GA- 
HMM. Furthermore, this algorithm obtained faster convergence to an optimal solution 
as compared to a GA-HMM.
The purpose of the last algorithm is to investigate the use of an integrated solution to 
obtain an optimised combination strategy and HMM in a single step through the 
sharing of information. In this experiment, the HMM is evolved concurrently when 
finding the optimal classifiers and their combination strategy. At each stage of the 
algorithm, an evolutionary algorithm exists to evolve that particular component. The 
first stage of the algorithm determines the classifier using a GA. The second stage 
determines the structure of the HMM while the third stage determines the transition 
probability. By evolving each component separately, what is obtained at the end of 
evolution is a set of optimised transition probability for an optimised HMM which 
belongs to a set of optimised set of classifiers. The results obtained from all aspect of 
this algorithm outperformed all the other algorithms. In terms of the number of 
classifiers, they were all reduced from the initial number of classifiers of 62 when 
evolved individually. In terms of accuracy for the classifiers, all but one of the best 
solutions at the end of the generations obtained better overall accuracy as compared to
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the micro aneurysms ensemble that was individually evolved at 83.05% accuracy. 
Comparing the overall results with using HMM as a contextual model obtained from 
this experiment, the highest accuracy was at 97.8% as compared to the Memetic- 
HMM at 97.09% and the GA-HMM at 96.86%. This experiment proves a number of 
points: Similar to the M-HMM algorithm, by separating the various components 
during evolution, better overall performance can be obtained. Secondly, through the 
reduction of the classifiers, it illustrates that there is information within the classifiers 
that can be used to compliment the HMM and vice versa.
An important factor of this research work is the integration of the system using 
multiple evidences obtained from classification and image processing, contextual 
information and domain knowledge. The steps taken to obtain optimised classifiers 
for both global and local detectors have provided the fundamentals to obtain at least 
all the suspicious regions. This reasoning mechanism plays a crucial role in ensuring 
that the various global and local components interact with each other to capture the 
holistic body of knowledge to remove the false positives prior to final interpretation 
of the image. Based on this holistic framework, we were able to obtain 0.95 
Sensitivity and 0.92 Specificity in separating normal and abnormal retina images from 
an image archive of 5000 images. Furthermore, among all the images that the system 
decided were normal, 91% were true normal.
The research presented here has shown encouraging results and also indicates that an 
integrated approach using optimised components towards the diagnosing of DR 
images is very successful. The current automated system seems to be able to filter out 
the majority of normal images with good accuracy. As such, the system developed 
could be used to quickly filter out normal retina images in screening programmes for 
diabetic retinopathy and have patients with DR to be referred to an ophthalmologist 
for better diagnosis and treatment.
6.2  F u t u r e  W o r k
So far in this thesis, the overall investigation has shown success in many respects. As 
it happens in research, given more time and effort there are still a lot of different 
approaches that can be developed to solve some of the problems that still exists.
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Earlier we have described the evolutionary algorithms used to combine the 
heterogeneous classifiers. For that particular algorithm, the combination factor was 
the average rule solely because our initial experiments demonstrated that they 
obtained the best results. However, that may not be necessarily true if they were used 
as the combination factor in the evolutionary algorithm. It is worth investigating 
whether evolving the combination strategy using different combination factors can 
obtain better performance.
Also, the experiment to combine the classifiers and the HMM for micro aneurysms 
modelling has already proved if  s potential in guiding information between classifier 
combination and the context of the image feature. However, in this research, the large 
base of classifiers was generated separately based on different training parameters 
using different feature sets or training sets. What would be interesting is to combine 
the training of the individual classifiers and the selection of the best features for the 
data with the dynamic classifier combination and HMM algorithm. By doing so, it 
will ensure that the data set is represented by the best features and the best classifiers 
while at the same time concurrently obtaining the best combination strategy based on 
the context of the image feature. This procedure should not only be limited to micro 
aneurysms, but for any other image feature such as haemorrhages, exudates etc. 
Naturally, by evolving so many entities concurrently, it will be time consuming to 
execute. Perhaps different kinds of models such as Support Vector Machines could be 
used as a classification mechanism or different evolutionary algorithms can be used 
that requires less execution time.
Currently, the Particle Swarm Optimisation algorithm only uses an altering parameter 
to find the best altering parameter to obtain an optimised transition probability matrix 
for the HMM. This was engineered this way solely for the purpose of faster 
generation due to time constrain. While this works relatively well, the algorithm only 
uses a basic PSO that is only capable of obtain one best parameter from a set of 
parameters. This parameter is then used to alter the transition probability matrix. 
What might be more effective is to evolve the transition probability as a set of matrix 
rather than altering the transition probability matrix based on an altering parameter.
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Another drawback of the framework is the interaction between the optic disc detector 
and the blood vessel detector. Again, due to time constrain, the mechanism used to 
interact between the optic disc detector and the blood vessel detector was not 
implemented. As such, at the moment, if the optic disc detector fails, there is no way 
to obtain the true location of the optic disc. Ideally, this should be implemented using 
the structure of the blood vessel to track the actual location of the optic disc.
In addition, the reasoning module can be further improved using statistical modelling 
tools such as Hidden Markov Models. In this work. Hidden Markov Models have 
proved that they are able to represent the contextual information of the image feature 
even with great variations. Information from the global and local detectors can be 
statistically obtained and modelling using the Hidden Markov Model.
Despite the drawbacks of the current framework as discussed, we are confident that 
the holistic solution presented in this thesis demonstrated its robustness in interpreting 
image content on a large-scale image archive.
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