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Abstract 
Let e(G) denote the edge number of a graph G, and let r(G) be the worst-case number of tests 
required for finding a “defective edge” in G via group testing. This parameter has been intensively 
studied by several authors. The best general upper bound known before was t(G) < 
rl0g, e(c) I+ 3. 
Here we prove r(G) I rlog,e(G)l + 1. This result is tight in the sense that there exist infinitely 
many graphs with r(G) = rlogZe(G)l + 1. 
Moreover, our proof leads to a surprisingly simple efficient algorithm which computes for input 
G a test strategy needing at most rlog,r(G)l + 1 tests. 
1. Group testing and edge search 
Consider the following situation: In a set V, some elements are “defective”. Our aim 
is to determine the unknown set D G V of defective elements. For this we can do tests 
of the following kind: Choose a subset Y G V; the test yields the information whether 
or not Y n D # 0. (In particular, we can test x E D for single elements x.) If we do not 
know anything about D then group testing has no advantage compared to testing all 
single elements. But if we know, for example, that 1 DI = 1 then we need only 
rlog, 1 VI 1 tests instead of 1 VI - 1. 
A typical application of group testing is the following: The elements of V are 
samples, and “defective” means the presence of a certain chemical substance. Suppose 
that we have an indicator to signalize the substance. Then we can take samples from 
the samples of Y G V, mix them, and test Y by the indicator. 
The group testing topic is of intrinsic interest in combinatorics. Especially the case 
of two defectives (i.e., we know a priori ID I = 2) has been studied intensively; cf. the 
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references. This case leads to edge search in graphs. (Throughout this paper we 
presume that the reader is familiar with the basic graph-theoretic notions.) Given is 
a graph G = (V, E) where we know that two elements x,y E V with xy E E are 
defective. (In other words: D E E.) Suppose we test Y. Let be X = V\Y and let G’ be 
the graph whose edges are the remaining candidates for D after the test. Clearly, in 
case Y n D # @ we get G’ = G\E(X), i.e., all edges within X can be removed. In case 
Y n D = 0 we get G’ = G [Xl, i.e., the subgraph of G induced by X. Note that the edge 
sets of G\E(X) and G[X] build a partition of E. 
By e(G) we denote the number of edges in G. A test strategy is a function s where 
s(G) = YE I/means that in the graph G the set Y shall be tested next. A test strategy 
is optimal for G when the worst-case number of tests for determining a defective edge 
in G is minimal among all test strategies. This number is denoted by t(G) . Obviously, 
t(G) = 0 if G has only one edge, and otherwise 
r(G) = 1 + min max{t(G\E(X)),t(G[X])}. 
xrv 
The trivial information-theoretic lower bound is t(G) 2 [log, e(G) 1. It is known 
that r(K,,,) = rb w,,,)l= rkwd1 f or complete bipartite graphs K,,, [4]. 
From the results in [S] it follows immediately that t(K,) I rlog,e(K,)] + 1, and 
that there are infinitely many complete graphs K, where t(K,) attains the upper 
bound. In [2] it was shown that t(G) I rlog,e(G)] + 1 for bipartite graphs and 
t(G) I rlog,e(G)] + 3 for arbitrary graphs. The last mentioned results are the best 
known upper bounds. Several authors conjectured that t(G) = rlog,e(G)] for bi- 
partite graphs; this is still an open problem. 
In the present paper we prove that t(G) I [log, e(G)] + 1 for arbitrary graphs. This 
is the best possible general upper bound and improves all results mentioned above 
(except the special result for K,,,). 
The paper is organized as follows: In Section 2 we give a theorem about the 
existence of induced subgraphs whose edge numbers lie in prescribed tolerance 
intervals. With the help of this theorem we will, in Section 3, describe a method to 
compute numbers bk with the property e(G) I bk =S t(G) < k. This allows us to verify 
t(G) I rlog,e(G)] + 1 for all graphs up to 4060 edges. Section 4 is devoted to the 
improvement of an initial value: We show b, = 25 instead of b, = 24. Surprisingly, 
this suffices in Section 5 to prove our upper bound for arbitrarily large edge numbers. 
2. Induced subgraphs with edge numbers in prescribed intervals 
Theorem 2.2 proved in this section will play an important role for the group testing 
problem, but it may also be of independent interest. 
First we introduce some notation: 6(G) is the minimum degree of a vertex in G. 
G - x is the subgraph of G = (V, E) induced by V\ {x}. G ind [a, b] means that G has 
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an induced subgraph H with a I e(H) I h. Finally, e ind [a, b] means that G ind [a, b] 
holds for all G with e(G) = e. 
Lemma 2.1. 
e(G) = p 0 implies 6(G) 2 n - 1. 
0 2 n + 1 I e(G) I 0 y + - n-2 implies 6(G) I n - 2. 
- 1 implies 6(G) I n - 1. 
Proof. Assume 6(G) 2 n. Then G has at least n + 1 vertices. Since 2e(G) is the sum of 
all vertex degrees, we get 2e(G) 2 (n + l)n, hence e(G) 2 (“i ‘). This proves the first 
and third assertion. Now assume 
n 0 0 n-2 2 + 1 I e(G) I y + ___ 2 and 6(G)>n- 1. 
Then G has at least n vertices. Since 
2e(G) I n(n - 1) + n - 2 and 6(G) 2 n - 1, 
there cannot be a further vertex, i.e., G has exactly n vertices, but this contradicts 
(2) < e(G). So the second assertion is also proved. 0 
Theorem 2.2. Let h 2 6 be an integer satisfying (5) I b < (“: ‘). We dejine 
b-(n-3), ifb< l +2, 
0 
n-4 
0 
n-4 
b-(n-2), if “2 +T-cb< -2, 
b-(n- l), ifb=(‘l ‘)- 1 (i.e., a=(i)). 
Then we have eind [a, b] for every e 2 u. 
Proof. Consider a graph G with e(G) = e. We define inductively graphs G, by: 
Go:= G. 
Let xk be a vertex of Gk with degree 6(G,), then we set Gk+ I := Gk - xk. 
All graphs Gk are induced subgraphs of G. So, if a I e(G,) < b for some k, then we 
have Gind [a, b]. So assume e(Gk+ 1) < a < b < e(G,). Then 6(Gk) 2 b - a + 2. 
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Case 1: h < (1) + (n - 4)/2. Then b - a = n - 3 by definition, and 6(G,) 2 n - 1. 
Lemma 2.1 yields e(G,) > (;) + (n - 2)/2. Assume e(G,) I (“i ‘) - 1. Then 6(G,) = 
n - 1 by Lemma 2.1, and therefore 
a > e(Gk+ 1) = e(G,) - 6(Gk) > 1 0 + 
Hence (e(Gk+ r) is an integer) a 2 (“2) - n/2 + 1, and h = u + (n - 3) 2 (;) + (n - 4)/2. 
If n is odd, this contradicts b 2 (2) + (n - 4)/2, h ence h 2 (;) + (n - 2)/2, a contradic- 
tion. 
This shows e(G,) 2 (“: ‘). On the other hand, we have a = b -(n - 3) < 
(“2) - n/2 + 1, thus e(Gk+ i) I (“2) - n/2. So 
6(G,1=e(Gk)-e(Gkil)t(nl l)-(l)+:=:. 
But then e(G,) 2 (3ni:f1 ) 2 (“t2). Now 6(G,) 2 (“;’ ) - (2) + n/2 2 5n/2, and e(G,) 
2 (5n1s+1) 2 (“:3), and so on. In this way we conclude that Gk cannot be a finite 
graph. 
Case 2: (“2) + (n - 4)/2 < b I (“:‘) - 2. Then b - a = n - 2 and 6(G,) 2 n. This 
gives e(G,) 2 (“il) by Lemma 2.1. 
On the other hand, a = b - (n - 2) I (“l’) - n = (2). So e(Gk+ 1) 5 (;) - 1 and 
,,,,)=e(G~)-e(G,,l),(n~ l)-(l)+ 1 =n+ 1 
Due to Lemma 2.1, this gives e(G,) 2 (“i2). As in Case 1, we conclude that Gk is not 
finite. 
Case3: b=(“:‘)- l.Thenb-a=n- 1and6(Gk)>n+ 1.Soe(G,)>(“:2),and 
we can proceed as above. 
So we get in each case a contradiction. Altogether, the graphs Gk and Gk + , claimed 
above cannot exist. This completes the proof. 0 
As a supplement we show that the intervals [a, b] in Theorem 2.2 are as small as 
possible. 
Theorem 2.3. Let u, b be dqfined as in Theorem 2.2. Then there exists a graph G with 
e(G) = b + 1 and c?(G) 2 b - a + 1. (Consequently, a cannot be replaced by a + 1 in 
Theorem 2.2.) 
Proof. Case 1: (;) I b I (“2) + (n - 4)/2. We have to construct a graph G with 
6(G) 2 n - 2. We start with K,+r and remove the edges of a cycle of length 
(“: ‘) - (b + 1). This is possible since ( “: ‘) - (b + 1) I n + 1. The remaining graph 
G has b + 1 edges, and obviously 6(G) 2 n - 2. 
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Case 2: (“2) + (n - 4)/2 < b 5 (“:‘) - 2. Here we must construct G with a(G)2 
n - 1. Since (“2) + (n - 3)/2 I b, we have: 
n(n - 1) + n - 1 I 2b + 2, 
(n + l)(n - 1) I 2b + 2, 
(n + 1)n - 2b - 2 I n + 1, 
2 - 2(b + 1) I n + 1. 
Thus we can remove from K, + 1, (“: ‘) - (b + 1) edges which are pairwise nonincident. 
The remaining graph G has the desired properties. 
Case 3: b = (“:I) - 1. We have r(K,+,) = b + 1 and 6(K,+,) = n. So we can 
choose G:= K,+,. 0 
3. Application to group testing 
In the following we will see that Theorem 2.2 is a powerful tool for the group testing 
problem in graphs. Let bk be an integer such that e(G) I bk + t(G) I k. Let uk be the 
corresponding number as defined in Theorem 2.2. 
Lemma 3.1. e(G) I ak + 6, + t(G) I k + 1. 
Proof. First suppose e(G) = ak + bk. According to Theorem 2.2, G ind [ok, bk]. So let 
X be a set of vertices such that ak I e(G[X]) I bk. Then we have also 
ak I e(G\E(X)) I b,. Hence t(G[X]) I k and t(G\E(X)) I k, so f(G) I k + 1. 
Next consider a graph H with e(H) < ak + b,. We add to H further vertices and 
edges until we get a graph G with ak + b, edges. One can easily realize t(H) I t(G), 
hencet(H)Ik+ 1. i? 
Due to Lemma 3.1, we can choose b,, 1 = uk + bk, but we cannot exclude in general 
that there is even a larger bk + 1. 
Proposition 3.2. We can set b. = 1, bl = 2, b, = 4, b, = 8. 
Proof. The assertions for b,,, b,, and b, can be verified directly. Let G be a graph with 
e(G) = 8. It suffices to show Gind [4,4]. If G is cycle free then G has induced 
subgraphs of all edge numbers up to 8. (Remove successively vertices of degree 1.) So 
suppose G has a chordless cycle Ck as induced subgraph. Clearly, e(C,) = 4, and Ck 
contains an induced path of length 4 for k 2 6. It remains to consider C5 and C3. We 
have to add 3 or 5 edges, and we will always find an induced subgraph with 4 edges. 
The few necessary case distinctions are left to the reader. 0 
Now we apply Lemma 3.1, starting with b3 = 8. We obtain Table 1. This shows: 
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3 8 4 6 6 4 
4 14 5 IO IO 6 
5 24 7 21 19 8 
6 43 9 36 36 11 
7 79 13 78 69 15 
8 148 17 136 133 20 
9 281 24 276 260 25 
IO 541 33 528 511 29 
II 1052 46 1035 1009 28 
12 2061 64 2016 1999 13 
h,, = 4060 < 4096 = 2 12 
Proposition 3.3. t(G) I [log, e(G)1 + 1 .for e(G) I 4060. 
4. Graphs up to 25 edges 
An inspection of Section 3 suggests that slightly better values for small b, can 
enormously improve the maximum edge number in Proposition 3.3. Unfortunately, 
we cannot set b, = 15. We have e(K,) = 15, and K, ind [7, S] is false, so t(K6) = 5. 
However, we are able to show that e(G) = 25 implies t(G) = 5. 
Proposition 4.1. Jfe(G) = 15 and G # K6 then t(G) = 4. 
Proof. It suffices to show G ind [7,8]. Theorem 2.2 yields Gind [S, lo], hence also 
Gind [7, lo]. Let H be an induced subgraph with e(H) = 10. If 6(H) 2 4 then H = Kg. 
If 6(H) I 3 then Hind [7,9]. So K, is an induced subgraph of G or G ind [7,9]. 
Let K5 be an induced subgraph. If K5 is a connected component of G then we get 
easily G ind [7,8]. So there exists a vertex x outside K5 which has neighbours in the 
K5. Since G # K,, at least one vertex y of the K5 is not adjacent to x. Then x, y, and 
3 further vertices of the K, induce a subgraph with 7, 8, or 9 edges. So we have 
necessarily G ind [7,9]. 
Now let H be an induced subgraph with e(H) = 9 and 6(H) 2 3 (otherwise we are 
done). Note that the sequence of vertex degrees of H is either (3,3,3,3,3,3) or 
(4,4,4,3,3). In the latter case we have H = K5 - e (i.e., the K5 where one edge is 
deleted). If K, - e is a connected component then we find easily G ind [7,7]. So there 
must be a vertex outside K5 - e with neighbours in K5 - e. Here one has to 
distinguish only a few cases and finds always G ind [7,8]. The details are left to the 
reader here. 
Finally we have to consider an induced subgraph H with 6 vertices of degree 3. 
G has 6 edges which do not belong to H, called outer edges. If H is a connected 
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5 25 7 21 20 9 
6 45 10 45 38 13 
7 83 13 78 72 19 
8 155 18 153 140 27 
9 295 24 276 273 39 
10 568 34 561 537 56 
11 1105 47 1081 1060 81 
12 2165 66 2145 2102 117 
13 4267 92 4186 4177 171 
14 8444 130 8385 8317 252 
component then we get easily G ind [7,7] again. So there exists a vertex outside 
H with d neighbours in H. If 1 I d I 3 then it is easy to check G ind [7,8]. If d 2 4 
then there must exist 2 vertices x,y in H, both incident with exactly one outer edge. 
Note that x and y are incident with together 7 or 8 edges. Hence, removing X, y we get 
an induced subgraph with 7 or 8 edges. So we have always G ind [7, S]. 0 
Proposition 4.2 e(G) = 25 implies t(G) = 5. 
Proof. Since we know already bk = 14, it suffices to show G ind [l 1,141. Theorem 2.2 
yields G ind [12,15]. If G ind [12,14] then we are done. If G has an induced subgraph 
H with e(H) = 1.5 and H # K6 then t(G) = 5 due to Proposition 4.1. It remains the 
case that G contains an induced K,. 
Now we conclude as above. If K6 is a connected component then we get easily 
Gind [12,13]. So there exists a vertex outside Kb with d neighbours in the K6. The 
edges not in K, are called outer edges. If 1 I d I 4 then we have Gind [ll, 141. 
Suppose d 2 5. Verify that there exist 2 vertices X, y in the Kh which are together 
incident with 2 outer edges. Hence x, y are incident with 11 edges. By removing x, y we 
get an induced subgraph with 14 edges. This completes the proof. 0 
Starting with b, = 25, the computation from Section 3 now generates Table 2. 
5. The upper bound 
It seems obvious that, in Table 2, bk - 2k-1 always remains positive so that the 
computation process never terminates. This would prove t(G) I rlog,e(G)] + 1 for 
all graphs. Indeed we will prove this assertion now. 
Lemma 5.1. bkfl 2 2bk - J2b,. 
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Proof. First we estimate n = nk for given h = bk: (‘j) 5 b, hence n2 - n - 2b _< 0, and 
consequently n I 4 + Jm. 
Sincea,>b-n+l,wehaveak>b-,/‘m+iand: 
hk+l=ak+h>2b- J 2b+$+fz2b-+‘%. 0 
Lemma 5.2. Let c > 0 be a jixed real number. If ((4 - 1)2c2 - 1)2(ko-1”2 2 c and 
bko 2 2k0- ’ + ~2~~‘)~ 1”2 then we have bk 2 2k ’ + ~2’~ ‘v’ for all k 2 k,. 
Proof. We have to conclude bk + 1 2 zk + ~2~” from bk 2 2k ’ + ~2’~ ‘)/‘. Our sup- 
position yields for k 2 kO: 
((Jz - 1)2c2 - 1)2k 2 2’k+‘3’2c 
(fi - 1)2C22k 2 2k + c2(kf1)‘2 
(fi - l)C2k’2 - JFTz== 2 0. 
Using Lemma 5.1 and 
for sufficiently large x, 
> 2k + L2(k+ 1112 _ &k + &k+ 1)/z 
zz 2k + ,2k’2 + ($ - I)c2k/2 - JW 
2 2k + c2k’2. 0 
It remains to find numbers k,, and c which satisfy the supposition of Lemma 5.2. We 
take from Table 2 e.g. k0 = 13 and c = 171/64. Note that 
1712 
0.16---- 
642 
1712 
= 0.16= - 64 
1712 
z--64 
400 
29241 
z--64 
400 
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2 73 - 64 
109 
=9>+. 
Now we can formulate our main result: 
Theorem 5.3. t(G) I rlog,e(G)] + 1 for all graphs G. 
In fact, we have even proved t(G) = [log, e(G)] for many edge numbers e(G). Our 
results can surely be used to improve the constants ‘/? for group testing in hypergraphs 
of bounded rank, as established in [2]. 
Our proof immediately leads to an efficient algorithm which computes for given 
G a test strategy which respects the upper bound: It is based on successively removing 
vertices of minimum degree until there remain ca. the half of edges. A natural question 
remains open: What is the complexity of determining whether t(G) = rlog,e(G)] or 
rlog,e(G)] + 1 for input G? 
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