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Solving a partial differential equation(PDE) in a general geometric domain requires
incorporating a mesh which must be composed by non-inverted (valid), well-shaped (qual-
ity), and well-sized elements. However, in solving partial differential equations (PDEs),
just a few low-quality elements can deteriorate the accuracy of the solution over the whole
domain. Furthermore, variational formulations may not be well-defned when even a single
element is inverted (tangled). Thus various efforts have been made to measure the mesh
quality more suitably and improve the quality of the mesh [1, 2, 4, 5, 6, 9, 13].
In order to determine the validity and the quality of meshes, mesh optimization methods
have been formulated with quality measures. The fundamental idea of mesh optimization
is to relocate the vertices of triangles or tetrahedra to obtain a valid mesh (untangling)
or improve the mesh quality (smoothing), or both (which will be our goal throughout
this work). Given a mesh containing tangled elements, traditional smoothing methods
can hardly achieve a valid confguration of the mesh. Although the initial mesh is valid,
some mesh optimization methods can obtain tangled elements during the smoothing of the
mesh. To overcome the drawbacks, a few methods have been studied for simultaneous
untangling and smoothing of meshes. Such new methods involve either modifcations of
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traditional smoothing objective functions or combinations of untangling and smoothing
objective functions [6, 11, 12]. However, these methods are computationally expensive
and incorporate heuristic numerical techniques to make the iteration converge. They easily
fail to converge to a valid mesh unless the initial mesh is tangled mildly. More effective
optimization methods must be developed.
Many modern engineering applications involve accurate solutions of PDEs over de-
formed domains [3, 15, 16, 24]. Fig 1.1 shows an example of a mesh used in gaming
simulations. Developers use the mesh to help make changes on a large or small scale. It
helps to pinpoint specifc areas of interest with great accuracy.
Figure 1.1
Illustration of how meshes are used in certain gaming applications
Once the domain is deformed, a valid mesh can be obtained by either reconstructing a
new mesh or untangling and smoothing the original mesh. The latter case can be achieved
through mesh optimization. However, unfortunately, there has been no effective mesh op-
timization method which can result in a valid mesh, particularly from severe boundary de-
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formations. When quadrilateral/hexahedral meshes are considered, there have been a few
mesh optimization methods developed [21, 22, 25]. However, these results are exemplary
and more rigorous research must be conducted.
To the best of our knowledge, there has been no effcient optimization method which
can be utilized for simultaneous untangling and smoothing for largely tangled meshes.
This thesis studies a new optimization method for simultaneous untangling and smoothing
of severely deformed meshes and quadrilateral meshes. It also addresses effciency issues
incorporated with mesh optimization. Effciency issues are rarely discussed in literature of
mesh optimization, while mesh optimization may take 80% computational time for fnite
element simulation involving moving meshes.
This thesis is organized as follows. In Chapter 2, we look at current literature on quality
measure and mesh optimization through objective functions. We frst consider triangular
meshes and explore the connection between triangular and quadrilateral meshes. We also
explore conceptual ideas proposed on optimization for quadrilateral meshes. In Chapter 3,
we build on those ideas from Chapter 2, introducing a new algebraic way of calculating
quality measure for quadrilateral meshes. A new exciting way of optimizing quadrilaterals
is also introduced. Chapter 4 proposes a diffusion method for largely deformed meshes




This chapter presents a survey of current literature with regards to quality measures and
objective functions used in mesh optimization.
2.1 Quality measures 
We begin with triangular meshes.
2.1.1 Triangles 
⎤⎡ Let T be a triangle in the physical space (R2) whose vertices are given by
xm⎢⎢⎣ ⎥⎥⎦xm = , m = 1, 2, 3 (2.1)
ym 
and TR be the reference triangle defned by the following vertices: u1 = (0, 0)T , u2 = 
(1, 0)T and u3 = (0, 1)T 
Let matrix M be defned as: ⎤⎡ ⎢⎢⎣ x2 − x1 x3 − x1 ⎥⎥⎦M = ∈ R2×2 . (2.2)
y2 − y1 y3 − y1 
Then we can choose x1 to be the translation vector, such that the mapping that takes TR to
T is
x = Mu + x1. (2.3)
4
Let’s also defne TI be an ideal unit equilateral triangle with vertices: v1 = (0, 0)T ,
√ 
v2 = (1, 0)T and v3 = (1/2, 3/2)T 
Then the mapping from TR to TI is calculated as ⎤⎡ 
v = W u, with W = 
⎢⎢⎣ 1 1/2 √ 
0 3/2 
⎥⎥⎦ , (2.4)
which implies u = W −1v. Thus (2.3) now reads:
x = MW −1 v + x1, (2.5)
Let: ⎤⎡ ⎢⎢⎢⎣ 
−(x2 − x1) + 2(x3 − x1) 
x2 − x1 √ 
3 
−(y2 − y1) + 2(y3 − y1) 
y2 − y1 √ 
3 
⎥⎥⎥⎦S = MW −1 = . (2.6)
S is called the weighted Jacobian matrix for the mapping that takes TI to T .
Gargallo-Peiro [13] and Knupp [20] both assert that the use of the Jacobian matrix
makes it easier to devise metrics that are dimension-free (ensuring consistency that avoids
any relationship between the variables). Also, the Jacobian will contain useful information
relating to volume, shape and orientation of the element.
Knupp [20] further asserts that the quality measure of triangle T can be established
algebraically using the Frobenius norm and determinant of S where:
p
kSkF = tr(ST S), σ = det(S). (2.7)
The Frobenius norm is more favorable for quality measure because it is computationally
more effcient to calculate than the p-norm.
5
Both the Frobenius norm and the determinant of S are independent of the node chosen
as the translation vector and are said to be nodally invariant. Thus, an algebraic quality of
triangle T is worked out as
2σ 
q = . (2.8)
kSk2 F 
Figure 2.1
A typical shape of quality measure q in (2.8) and corresponding density plot.
Figure 2.1 illustrates how quality measure is typically depicted for the free node (x, y) 
when the other two vertices are given as
  π   π T 
x1 = (cosθ, sinθ)T , x2 = cos θ + , sin θ + (2.9)
3 3 
with θ = 5
12 
π .
The maximum value of the quality measure is the unity, which corresponds to equilat-
eral triangles. The quality measure becomes zero for fat triangles. For tangled (inverted)
6
triangles, the quality measure assigns negative values with the minimum value being minus
one. That is,
−1 ≤ q ≤ 1. (2.10)
Figure 2.2
An example triangle, to show the nodal invariance of the quality measure.
Let us consider the following example where we have a triangle with the vertices x1 = 
(1, 1)T , x2 = (2, 1)T and x3 = (2, 2)T as shown in Fig 2.2. Using x1 = (1, 1)T as the
translation vector, ⎤⎡ ⎢⎢⎣ 1 1√ 3 ⎥⎥⎦ . (2.11)S = 
0 2√ 
3 
Then quality measure using (2.8) reads q = 0.866. To demonstrate nodal variance, if we
consider x2 = (2, 1)T or x3 = (2, 2)T as the translation vector, we observe the following
⎤ 
2−√ 
⎡weighted Jacobian matrices respectively:
0 
⎤⎡ ⎢⎢⎣ −1 1√ 3 ⎥⎥⎦ ⎢⎢⎣ ⎥⎥⎦ 3 (2.12)S S= =, . 




Both calculate quality measure as q = 0.866, thus assuring that whichever node is chosen
as the translation vector, the quality measure would be the same.
2.1.2 Quadrangles 
Quality measure for quadrangles can be based on an algebraic or geometric criteria. In
most cases, a geometric approach is used [20] because element volume, aspect ratio, skew,
angles, stretching and orientation are commonly used to determine geometric measure
[21, 25].
There has been some work done on extending the ideas of quality measure for triangular
meshes and applying the similar general ideas for quadrangles. Pébay [22] suggests that
the measure of any given non-degenerate convex quadrangle could be viewed as a pair of
two non-degenerate triangles sharing one common edge, which is also a diagonal of the
quadrangle. This in itself, also poses some concern. If the quadrangle is similar to that of a
rhombus, do we then consider two equilateral triangles sharing the shortest common edge,
or two isosceles triangles sharing the longest common edge? In the next chapter we will
investigate this concern and defnitively state whether this approach will work.
It is strongly implied by Pebay[22] that: The only certainty at this point is that either 
both triangular decompositions of q must be taken into account, or another approach of 
quadrangle quality independent from the underlying triangles , must be used. 
Up to now, there has been no way of algebraically determining quality measure for
quadrilateral meshes.
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2.2 Objective functions and Mesh Optimization 
Objective functions for mesh optimization are often formulated along with quality mea-
sures. In this section, we present popular objective functions for triangular meshes only.
Throughout the literature survey, we could not fnd explicitly written mathematical formu-
las for objective functions for quadrilateral meshes.
2.2.1 Approach 1 
Let N(x) be the set of triangles surrounding the free node x = (x, y), which is the
submesh of the free node. Let Sm denote the weighted Jacobian matrix of the m-th triangle
of N(x). We frst defne the objective function of the free node x for the m-th triangle as
a function of the quality measure qm,
ηm(x) = f(qm), (2.13)
where f(t) is a strictly decreasing (or increasing) function of t. The corresponding objec-
tive function for the free node x over the submesh N(x) can be formulated by using the
p-norm of {η1, η2, · · · , ηM }, where M is the number of triangles in N(x). For example,
when f(t) = 1/t, an objective function is defned as
 M  1/pXkSm(x)k2 p 
Kp(x) = F , p = 1 or 2. (2.14)
2σm(x)m=1 
The objective function K1 was studied in [1] for smoothing 2D meshes; the same objective
function was applied in [2] for 2D and 3D mesh smoothing, incorporating a force-directed
method. Various similarly-formulated objective functions are introduced and analyzed in




tions can be used only for smoothing of valid meshes. Although the objective function
in (2.14) is smooth in regions where N(x) is a valid submesh, it becomes discontinuous
when the area of any triangle in N(x) approaches zero. It is due to the fact that the denom-
inator in (2.14) converges to zero while the numerator is bounded below. Because of the
singularity, the objective function cannot be used to untangle tangled triangles.
In order to overcome the diffculty, the objective function in (2.14) has been modifed
by replacing σm with the positive, increasing function [6]
√1 
h(σ) = (σ + σ2 + 4δ2), (2.15)
2 
where δ is a positive parameter. It is recommended to choose δ as small as possible [6]:⎧ p⎪⎨ γ(γ − σmin) if σmin < γ 
δ ≥ δmin = (2.16)⎪⎩ 0 if σmin ≥ γ, 
where γ is the machine epsilon, 0 < γ  1, and σmin = min{σ1, σ2, · · · , σM }. Then, the
modifed objective function reads  XM  kSm(x)k2 p 1/p 
K ∗ F(x) = . (2.17)p 2 h(σm(x))m=1 
The modifcation has eliminated the singularity (σ = 0) and, as a result, the modifed
objective function can be utilized for simultaneous untangling and smoothing of meshes,
as claimed in [6]. Kp 
∗ has been widely applied for mesh untangling and optimization
[4, 5, 6, 13]. However, it is still computationally expensive and requires an extra care
on selecting the parameter δ for gradient-based iterative methods to converge.
The objective function K1 in (2.14) equivalently reads




As a variant of (2.18), Kim [18] suggested a quadratic objective function formulated
as
MX �  
Ctr(x) = wm kSm(x)kF 2 − 2 σm(x) , (2.19)
m=1 
where wm is a weight corresponding to the m-th element in the submesh of x, satisfying
1 
wm ≈ , when σm > 0. 
2 σm 






where the modulator g is defned as⎧ 
⎪⎨ t, if t ≥ δ 
g(t) = (t2 + δ2)/(2δ), elif t ≥ 0 (2.21)
⎪⎩ δ/2, else, 
for a positive constant δ > 0.
Nonlinear iterative methods for minimizing Ctr (such as the Newton’s method) can be
implemented with the weights evaluated from the previous mesh confguration. In this
case, Ctr becomes a quadratic function for the free node x and its new iterate (minimizer)
can be found analytically [18].
2.2.2 Approach 2 
In this approach developed by Kim et. al.[17], they focus on a derivative free approach





Then the optimized problem becomes:
min[max (qi)] (2.23)
1≤i≤n 
Due to the maximum function which makes it not smooth, nonlinear solvers cannot be used
to solve (2.23) because the computation of a gradient and Hessian value is not available.
They [17] propose the use of a downhill simplex (triangle) method to solve (2.23) where
the objective is to move a free node by repeatedly performing three actions: refections,
expansions and contractions.
The downhill simplex method considers a triangle with vertices x1, x2 and x3 such that
f(x1) ≤ f(x2) ≤ f(x3). (2.24)
The refected point, x̄ of the worst function on the triangle (in this case x3) is computed
using the centroid of the current vertices. Then these 3 points along with the refected point
forms a new simplex. At this stage, three possibilities are considered as outlined in their
algorithm [17]:
• x̄ is a better point than one of the current points.
⇒ perform an expansion, suggesting the direction of refections is good.
• x̄ is worse than one of the current points.
⇒ performs contraction, suggesting triangle is too large
• x̄ is neither better nor worse than current points.
⇒ replace worst point with refection point.
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Figure 2.3
One step of the downhill simplex method.
Fig 2.3 shows a triangle with three points x1, x2 and x3. Refection point Xr. Expansion




This chapter introduces a new method for determining quality measure for quadrilateral
meshes and explores three new methods for optimizing the overall quality of the mesh.
Comparisons between our methods and known quality measures will be shown. We will
begin with a brief survey for quadrangle quality measures known in the literature.
3.1 A Brief Review on Quadrangle Quality Measures and Optimization 
Quality measure does not necessarily depend on size, but rather shape [23]; and for
the most part, quality measure is based on geometric criteria [20]. A geometry based
quality measure considers such things as volume, aspect ratio, skew, angles, stretching and
orientation.
A quadrangle can be seen as either a geometric or analytic object where the latter allows
the use of calculus in order to perform an analysis of quadrangle quality measure [22].
When considering quality measure on quadrangles it is natural to frst consider trian-
gle measure and extend the concepts to quadrilaterals [22]. We will briefy consider the
concept of ”edge lengths” as it relates to quality measure of quadrilaterals.
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Given a quadrangle Q with edges a, b, c and d; the semi-perimeter s is defned as:




s a + b + c + d 1 b + c + d 
= = + (3.2)
a 2a 2 2a 
But for any non-degenerate quadrangle an edge is strictly smaller than the sum of the other
three edges, implying:
s 1 a 
> + = 1 (3.3)
a 2 2a 
A similar comparison can be made for the other edges. Let:
a b c d 
x = < 1; y = < 1; z = < 1; w = < 1; (3.4)
s s s s 
be the ratios of edge to semiperimeter, then
a + b + c a + b + c + d d d 
x + y + z = = − = 2 − (3.5)
s s s s 
d ⇒ = 2 − x − y − z ⇒ 0 < 2 − x − y − z < 1 (3.6)
s 
Knowing all 4 edges of a quadrangle is not suffcient to determine its shape (nor its
quality measure). For example, if the quadrangle in question has 4 equal sides, we only
can conclude that it is a rhombus. Thus, this leads to a major difference for fnding quality
measures between triangles and quadrilaterals. In the case of quadrilaterals it would require
another component, an interior angle α.
Assuming these results about the analytical characterization of the shape of the quad-
rangle [22], we can extend to examine its quality measure examining edge ratio, extremal
and asymptotic properties (lending to optimization of the measure).
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Another approach to geometrically defned quality measure is using element radii ratio
(the ratio between the inscribed and the circumcircles). This approach is used by Gmsh 
[14].
If T is a triangle with inner angles a, b and c, then we have the following formula for
quality measure qT :
sina.sinb.sinc 
qT = 4 (3.7)
sina + sinb + sinc 
With this defnition, an equilateral triangle has qT = 1 and for degenerate triangles
qT = 0.
To date, to the best of our knowledge, there has been no quadrangle quality measure
which can be incorporated with mesh untangling and smoothing.
3.2 A New Quality Measure 
In this section we consider an algebraic approach to fnding quality measure.
Let Q be a quadrangle in the physical space (R2) whose vertices are given by
xm = (xm, ym)
T , k = 1, 2, 3, 4. (3.8)
Every quadrangle can be comprised by two triangles [22]. We will consider fnding the
quality measure of the quadrangle by using the average of the two triangles formed. In this
case, the quality measure of the quadrangle may differ depending on how it is decomposed
into two triangles. This issue will be treated after defning quality measure for quadrangles.
Thus we momentarily assume that the the quadrangle is decomposed into two triangles
QTi, i = 1, 2, appropriately.
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Figure 3.1
The ideal right triangle of vertices u1 = (0, 0)T , u2 = (1, 0)T , and u3 = (0, 1)T 
Let TR be the reference (and ideal) triangle with the vertices
u1 = (0, 0)T , u2 = (1, 0)T , u3 = (0, 1)T , (3.9)
as shown in Figure 3.1.
Let either triangle (QTi, i = 1 or 2) of the quadrangle Q have vertices x1, x2, and x3.
When x1 is chosen as the translation vector for the map that takes TR to QTi, the affne
map can be formulated as
x = Su + x1, (3.10)
where the (weighted) Jacobian matrix S is defned as ⎤⎡ 
S = [x2 − x1 | x3 − x1] = 
⎢⎢⎣ x2 − x1 x3 − x1 ⎥⎥⎦ ∈ R2×2 . (3.11)
y2 − y1 y3 − y1 
Using the formulas (2.7) and (2.8), one can fnd the two quality measures for the two tri-
angles of the quadrangle. Then the minimum of the triangle quality measures determines
the quality measure of the quadrangle.
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Remarks.
• The triangle quality measure formulated in (2.7) and (2.8) is node invariant, i.e.,
the quality measure must be the same independently of the choice of the translation
vector.
• Since the triangle quality measure is computed from the unit right isosceles triangle,
right isosceles triangles will assign the maximim quality measure (which is 1) in
modulus.
How to split the quadrangle: For our strategy of determining quadrangle quality mea-
sures, it is reasonable to require the following:
The quadrangle assigns the maximum quality measure (which is unity) if and
only if it has an ideal shape, a cube having positively oriented vertices.
If a quadrangle has the maximum quality measure, then each of its two triangles also
has the maximum quality measure. However, the reverse is not necessarily true. That is,
although each of the two triangles shows the maximum quality measure, the quadrangle
may not have an ideal shape.
Figure 3.2
√ 
A parallelogram, having side lengths of 1 and 2.
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For example, consider a parallelogram shown in Figure 3.2. It is clear that the acute in-
terior angle is 45o . Depending on how we choose to split the parallelogram (quadrilateral),
the dotted red split clearly splits the quadrangle into two ideal right triangles thus yielding
a disingenuous measure of q = 1. Whereas, splitting using the solid green line along the
longest diagonal would give a more accurate reliable quality measure.
Our strategy for splitting quadrangles is well organized in the following proposition.
Proposition 1 
Let a quadrangle be divided into two triangles using its longer diagonal. If each of the 
triangles has the maximum quality measure, then the quadrangle is a cube. 
Proof: If the triangles have the maximum quality measure, then they are right isosceles
triangles of positively-oriented vertices. Note that each of the two triangles has two dif-
ferent side lengths, a longer side and two smaller sides of the same length; and the longer
diagonal of the quadrangle is a side for the triangles. It is easy to check that the longer
diagonal of the quadrangle must be the longer side of the triangles. This completes the
proof.
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We illustrate this approach using three examples. Each example is generated via Gmsh 
[14].
For our frst example, let us consider the mesh as seen in Fig 3.3 generated using the
software Gmsh. They (Gmsh) assert that the image is optimized with qmin = 0.445 and
qave = 0.703 which is done using a geometric argument.
Figure 3.3
Quality measure of a quadrilateral mesh
Using the algebraic approach outlined in this section we achieve the following results
outlined on Table 3.1. For each quadrilateral element, the quality measure of both triangles
are shown, and the average is considered between the two is considered in each case.
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Table 3.1
Quality measure for each element in Fig 3.3, and overall average.
Element q1 q2 q 
1 0.666 0.964 0.815 
2 0.591 0.985 0.788 
3 0.536 0.971 0.754 
4 0.509 0.982 0.746 
5 0.582 0.774 0.678 
6 0.309 0.951 0.630 
7 0.461 0.949 0.705 
8 0.539 0.984 0.762 
9 0.477 0.777 0.627 
10 0.545 0.960 0.753 
11 0.560 0.976 0.768 
12 0.626 0.954 0.790 
13 0.301 0.659 0.480 
14 0.479 0.812 0.645 
15 0.585 0.643 0.614 
Overall: qmin = 0.480 and qave = 0.704 
We also observe, if we consider the mesh in Fig 3.3 as a single element with vertices:
x1 = (0, 0)T , x2 = (3, 0)T , x3 = (3, 3)T and x4 = (0, 2)T ; algebraically the quality
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measure is calculated as q1 = 0.429 and q2 = 1.00 (this is to be expected, since the second
triangle is ”perfect”) with an overall quality measure of q = 0.714.
For our next example we have a quadrilateral mesh with outer boundary defned by the
following vertices: x1 = (0, 0)T , x2 = (5, 0)T , x3 = (4, 3)T and x4 = (1, 3)T as seen in
Fig 3.4. When considering each of the 23 elements that collectively make up the mesh, the
average quality measure was calculated as qave = 0.708.
Figure 3.4
Another example for comparison of quality measure
In this fnal example we have a quadrilateral mesh with outer boundary defned by the
following vertices: x1 = (3, 0)T , x2 = (5, 3)T , x3 = (3, 5)T and x4 = (1, 3)T as seen in
Fig 3.5. The average quality measure was determined to be qave = 0.707.
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Figure 3.5
Third example for comparison of quality measure
Doing a side by side comparison between this new technique and Gmsh, we give a
summary of the result on Table 3.2.
Table 3.2
Gmsh versus Algebraic quality measure
Example 1 Example 2 Example 3
Gmsh (qave) 0.703 0.685 0.702 
New Algebraic Approach (qave) 0.704 0.708 0.707 
It is clear that this approach does lead to comparable results. Both techniques relatively
agree on the average quality measure.
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3.3 Optimizing Quadrilateral meshes 
Given a quadrilateral mesh, one of the things we are interested in is fnding the optimal 
position of each node inside the mesh, thus improving on the overall quality of the entire
mesh. Let us frst consider a selected section of a random mesh as seen in Figure 3.6:
(a) (b)
Figure 3.6
Enlarged Section of Quadrilateral Mesh
Figure 3.6(b) shows an example of all the quadrangles that use the center node as one
of its vertices. Observe, that all of the connected quadrangles will form a polygon. Using
this polygon, we considered several exploratory methods for fnding the optimal position
of the node in question. The best method used the arithmetic average of triangle based
submesh optimization (ATSO).
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Again we reiterate that we could not fnd any other algebraic technique in the litera-
ture for comparison analysis. We are only able to use results from Gmsh for a source of
reference at this time.
Figure 3.7
Using Equilateral Triangles within the Polygon
In this method we have dubbed ”Arithmetic average of Triangle based sub-mesh op-
timization” our goal is to make equilateral triangles within the desired polygon using the
central node in each triangle as seen in Fig 3.7. The average of the third points will be
used as the new location of the central node that links all of the elements that make up the
polygon.
Subsequently, this is also equivalent to fnding the average of the other two points used
to make each equilateral triangle.
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3.4 Comparing ATSO with Gmsh 
Using Fig 3.8 generated in Gmsh for a comparison study.
Figure 3.8
Quadrilateral Mesh
Recall, Gmsh asserts the mesh is optimized. Table 3.3 highlights a comparison with
ATSO, and also after performing the optimizing technique outlined in Section 3.3.
Although ATSO yielded the same end results as Gmsh in terms of the average quality
measure, the minimum quality measure (this is the smallest quality measure of all the
elements within the mesh) did signifcantly improve, suggesting a more optimized mesh.
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Table 3.3
Comparing between Gmsh and ATSO Optimization Method
Mesh Gmsh 
qmin = 0.499 qave = 0.764 
ATSO
qmin = 0.581 qave = 0.747 
ATSO Optimized (2 iterations)
qmin = 0.610 qave = 0.767 
We also considered random perturbations of the original mesh, and performed ATSO
to see if were able to simultaneously untangle and smooth. This approach yielded further
improvements to the overall quality of the mesh.
Results from various iterations are indicated in Figure 3.9 are listed below:
Original 
q_min,q_max,q_ave(neg_q) = 0.581 0.853 0.747 (0) 
random_perturb: 
q_min,q_max,q_ave(neg_q) = -0.997 0.820 -0.329 (207) 
Iteration: 1 
q_min,q_max,q_ave(neg_q) = -0.972 0.841 -0.230 (187) 
Iteration: 2 
q_min,q_max,q_ave(neg_q) = -0.993 0.872 0.145 (95) 
Iteration: 4 
q_min,q_max,q_ave(neg_q) = -0.240 0.871 0.600 (3) 
Iteration: 15 
q_min,q_max,q_ave(neg_q) = 0.501 0.863 0.756 (0) 
Iteration: 40 
q_min,q_max,q_ave(neg_q) = 0.560 0.864 0.772 (0) 
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(a) Random Perturbation (b) After 1 iteration
(c) After 2 iterations (d) After 4 iterations
(e) After 15 iterations (f) After 40 iterations
Figure 3.9
Randome Perturbation Results with ATSO
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Other images were generated as seen on Figure 3.10. Table 3.4 indicates the measure
determined by Gmsh, and Table 3.5 shows the measure using our new method along with
changes after optimizing using ATSO.
Table 3.4
Gmsh quality measure for Figure 3.10
Image Gmsh Measure (Optimized)
(a) qmin = 0.411 qave = 0.726 
(b) qmin = 0.423 qave = 0.745 
(c) qmin = 0.372 qave = 0.700 
Table 3.5
Quality measure determined by new method and optimized for Figure 3.10
Image New Measure Optimized Measure
(a) qmin = 0.494 qave = 0.732 qmin = 0.538 qave = 0.760 
(b) qmin = 0.518 qave = 0.741 qmin = 0.615 qave = 0.769 






Random Perturbation Results with TSO
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3.5 Conclusions 
It is clear from the results above, that this new approach is signifcantly improving the
overall quality of the mesh. It is clearly evident as we see the average quality measure (qave)
is steadily increasing in value surpassing its original values before and after perturbations.
We also notice that using this method of ATSO, we are able to considerably improve







ANISOTROPIC DIFFUSION METHODS FOR BOUNDARY DEFORMATIONS
In this chapter, we consider current established boundary deformation movements,
evaluate their limitations and introduce a new method of moving inner boundaries inside a
given mesh.
4.1 Laplace equation method 
Let Ω represent the mesh domain and Γ = ∂Ω, its boundary. When the boundary of
the mesh is deformed, the Laplace equation method for the boundary-deformed mesh can
be formulated as⎧ ⎧ ⎪⎨ −ΔX = 0, 
⎪⎩ X(xb, yb) = x̃b, 
(x, y) ∈ Ω 
(xb, yb) ∈ Γ, 
⎪⎨ −ΔY = 0, 
⎪⎩ Y (xb, yb) = ỹb, 
(x, y) ∈ Ω 
(xb, yb) ∈ Γ, 
(4.1)
where (x̃b, ỹb) are the deformed coordinates for the boundary nodes (xb, yb). Then, the
solutions of (4.1) decide new locations for the interior nodes. That is,
�  
(x̃k, ỹk) = X(xk, yk), Y (xk, yk) , (4.2)
where (x̃k, ỹk) denote new locations for the interior nodes (xk, yk).
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If the Laplace equation method results in a valid mesh, then its solutions X and Y must
be increasing in each of coordinate directions. That is,
∂X ∂Y 
> 0, > 0. (4.3)
∂x ∂y 
(The above is not a suffcient condition but a necessary condition for a valid mesh.)
When the boundary is deformed largely with frictional movements, the solution of (4.1)
may involve interior local extrema or saddle points. It is due to the fact that the Laplace
equation allows saddle point modes, c(x2 − y2) for c ∈ R, for its solution. In the case
that interior local extrema appear, the conditions in (4.3) would be violated, which in turn
implies that there must be tangled quadrilaterals in the mesh.
Figure 4.1




Figure 4.1 presents an example of boundary deformation, where the inner boundary
is moved to the positive x-direction by one. For this deformation, the Laplace equation
method tries to build a new mesh by solving the problem⎧ 
−ΔX = 0, (x, y) ∈ Ω = (0, 3) × (0, 2),⎪⎨ 
X(xb, yb) = xb + 1, (xb, yb) ∈ Γin, (4.4)⎪⎩ X(xb, yb) = xb, (xb, yb) ∈ Γout. 
(Y is not required to solve, because no change would be made in the y-direction). The
suddenly increased boundary values on the inner boundary Γin may introduce an interior
local minimum or a saddle point to the solution of (4.4) in the downwind direction of the
boundary movement.
In the case, the solution X is not an increasing function in the x-direction, which can
make some of surrounding quadrilaterals tangled. Thus the Laplace equation method is
effective for only little or no frictional deformations for which the solutions X and Y 
satisfy (4.3).
4.2 Locally Linear Directional Diffusion (L2D2) 
The Laplace equation method (4.1)–(4.2) can be formulated for the correction terms
(U, V ) as follows. Let X0 and Y0 be the identity functions in the x- and y-directions,
respectively. That is,




Let the correction terms (U, V ) be solutions of⎧ ⎧ ⎪ ⎪⎨ −ΔU = 0, (x, y) ∈ Ω ⎨ −ΔV = 0, (x, y) ∈ Ω 
⎪ ⎪⎩ U(xb, yb) = x̃b − xb, (xb, yb) ∈ ΓD, ⎩ V (xb, yb) = ỹb − yb, (xb, yb) ∈ ΓD, 
(4.5)
where (x̃b, ỹb) are the deformed coordinates for the boundary nodes (xb, yb). Then the
solutions of (4.1) and (4.5) have the relation
X = X0 + U, Y = Y0 + V, (4.6)
and therefore the new locations for the interior nodes can be decided as follows [7].
�  
(x̃k, ỹk) = (xk, yk) + U(xk, yk), V (xk, yk) . (4.7)
The condition (4.3) for X, Y can be rephrased for U, V as follows.
∂U ∂V 
> −1, > −1. (4.8)
∂x ∂y 
Here we suggest a new numerical technique for the computation of U, V which satisfy
(4.8). Let ΓD be the boundary portion to be deformed. When ΓD is a a single (connected)
boundary part, the L2D2 method can be formulated as in the following pseudocode:
1. Initialize U = U0:  
x̃b − xb, (x, y) = (xb, yb) ∈ ΓD,
U0(x, y) = (4.9)
0, elsewhere
2. Register:
ID[i][j]=1 if ((xi,yj)=a boundary point or outside) else 0 
3. Solve −Uxx = 0, with the boundary condition (4.9).
4. Update the registration:
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eps = 1.e-5 
for i in range(nx): 
for j in range(ny): 
if abs(U[i][j]-U0[i][j]) > eps: 
ID[i][j] = 1 
5. Solve −Uyy = 0 for points where ID[i][j] = 0 
The V-solve can be formulated in a similar fashion.
(a) (b)
Figure 4.2




One Circle in Rectangle: (a) Corrected by L2D2; (b) Optimized using TSO.
Figure 4.2 illustrates an inner boundary which is a circle of radius 40 centered at
(150, 100), with proposed boundary deformation movement of [50, 20]. We note that the
initial mesh had a minimum quality measure of qmin = 0.456. Figure 4.3 shows the out-
come immediately after L2D2 (qmin = 0.252), and then again after 5 iterations of smooth-
ing. The minimum quality of the fnal mesh reads qmin = 0.394 by our optimization
technique of using the average of equilateral triangles.
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Table 4.1






(a) [−20, −20] 0.185 0.341 
(b) [−30, 40] 0.111 0.294 
(c) [0, 50] 0.188 0.379 
(d) [20, 35] 0.238 0.428 
(e) [50, 0] 0.293 0.318 
(f) [30, −15] 0.196 0.301 
Other movements are shown in Figure 4.4, and Table 4.1 shows the minimum quality
measure of each example. Once again, in every case, after the movement, using TSO we






Various single deformation movements
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We have also considered a rotation movement as outlined in Figure 4.5. (a) indicates a
rotation by −π 
4 with qmin = 0.202 and qave = 0.718 after 5 optimization iterations. In (b),
we did a rotation of −π 




(a) rotation by −π 
4 ; (b) rotation and movement
4.3 A cushion factor 
When we consider the outer rectangular boundary of our mesh, the ID matrix, which is
used to fxed the inner boundary is defned by an nxn matrix, where n refects n equidistant
partitions along the borders. Thus ID[i][j] illustrates the i − th row, j − th column inside
the mesh.
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Now, for any point on the interior boundary, it is possible that the point does not pre-
cisely lie on ID[i][j], however, it will be inside the box with vertices (i, j),(i + 1, j),(i + 
1, j + 1) and (i, j + 1):
Figure 4.6
Selecting ID vertices
This process is used to move the inner boundary (while maintaining its original struc-
ture). We discovered that based on our method, when attempting a movement of [125, 35] 
(or similar movement with similar distances) for our circle examples, we observed tangling
issues within the mesh. To overcome this obstacle, it is our belief that if we ’pad’ the inner
boundary with a cushion of a determined size, we would then be able to further increase
the distance moved by the boundary inside the mesh.
In the case of a circular inner boundary, we simply need to extend the radius of the
circle. In Figure 4.7 we considered the same movement with and without a cushion factor.
In (a), without a cushion, we observed a minimum quality measure of qmin = −0.257 
implying that the mesh is currently tangled. Our optimization technique was unable to





during the Finite Difference Method step in the method, and obtained a minimum quality
measure of qmin = 0.119 with 2 iterations.
It is clear, that with the use of a cushion, it allows for more fexible, realistic and
extended movements of the inner boundary avoiding tangling issues.
Figure 4.8
Selecting ID vertices with cushion
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However, the technique of simply extending the radius will only work well for bound-
aries of well defned geometric shapes (i.e. circles, squares, triangles etc.). In the cases
where the boundary is obscure, we must employ a different technique if we want to have a
valid cushion around the borders. Extending the concept discussed in Figure 4.6, we can
select more vertices on the ID by expanding the size of the box. That is, if we consider
Figure 4.8, where the star represents a point on the inner boundary, by choosing all the
vertices indicated by the solid circle, we will have preserved an accurate cushion for the
entire boundary.
Selection of the ID points is done using the following code:
for i in range (0,3): 
for j in range (0,3): 
ID[ruy + j -1][rux + i -1]=2 
All of the above boundary deformation movements discussed were extensively ex-
plored on quadrilateral meshes as well, and we were able to obtain similar results. In
Figure 4.9 we show a summary of the work with a model airplane simulating fight move-
ments. (a) refects the initial mesh with qmin = 0.467; (b) shows a movement of [0.0, 0.2] 
with fnal minimum quality measure of qmin = 0.288 with 5 iterations of smoothing; and
(c) shows a rotation of −
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π and movement of [0.1, 0.2] with fnal minimum quality mea-
sure of qmin = 0.253 with 15 iterations of smoothing. Due to the irregular geometric shape








4.4 Multiple boundary deformations 
In this section we now turn our attention to more general boundary deformations that
will satisfy similar conditions for a single deformation.
When dealing with multiple deformations, our objective is to move one deformation
at a time while fxing the other(s). In previous work [8], we establish zones were needed
to avoid tangling between the objects. However, for quadrilateral meshes, the method of
using equilateral triangles through the optimization process, simplifed things signifcantly
that zones were not needed for this type of mesh movement.
Figure 4.10
Initial mesh with multiple deformations
Initially we started with mesh as outlined in Figure 4.10 where we considered two
inner circle boundaries centered at (100, 220) and (380, 70), both having a radius of 40.
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Figure 4.11 shows various movements where the minimum quality measure for each are:
(a) qmin = 0.250, (b) qmin = 0.298 and (c) qmin = 0.142.
4.5 Conclusions 
We are very encouraged with the method of Locally Linear Directional Diffusion
(L2D2). With this method, we are realistically able to simulate movements of inner bound-
aries within any given mesh.
There were some cases where the mesh was tangled after the initial movement, but
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