ABSTRACT Adaptive beamforming techniques are widely known for their capability of leveraging the performance of antenna arrays. The effectiveness of such techniques typically increases as the number of antennas grows. In contrast, computational and hardware costs very often limit the deployment of beamforming in large-scale arrays. To circumvent this problem, antenna selection strategies have been developed aiming to maintain much of the performance gain obtained by using a large array while keeping computational and hardware costs at acceptable levels. In this context, the present paper is dedicated to the development of two new adaptive algorithms for solving the problem of joint antenna selection and beamforming for uplink reception in mobile communication systems. Both algorithms are based on an alternating optimization strategy and are designed to operate with a limited number of radio-frequency chains. The main difference between the proposed algorithms is that the first is formulated by considering the minimum mean-square error (MMSE) criterion, while the second is based on the minimum-variance distortionless-response (MVDR) approach. The numerical simulation results confirm the effectiveness of the proposed algorithms.
I. INTRODUCTION
Smart antennas have been considered as promising solutions to several problems of cellular communication systems, such as, limited spectrum availability; reduced battery life of mobile devices; interference due to frequency reuse; and time and frequency selective fading [1] , [2] . The term smart antenna in fact refers to the structure formed by an antenna array along with a digital signal processing hardware that implements a spatial filtering (beamforming) algorithm. Such an arrangement allows a dynamic real-time adjustment of the radiation pattern without structural changes [3] . Due to hardware limitations, smart antennas are generally located at the base station (BS) of cellular communication systems, while the multiple mobile stations (MSs) are kept with a single or very few antennas.
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The performance gain obtained by using smart antennas gets larger as the number of array elements increases [1] . Such a characteristic has motivated the development of large-scale arrays, the so-called massive multiple-input multiple-output (MIMO) [4] . However, implementation costs often limit the expansion of the number of antennas in massive MIMO arrays. This problem is especially relevant in mmWave communication systems, in which the very high carrier frequencies and signal bandwidths result in severe hardware constraints [5] . Although the cost of additional antenna elements and the associated signal processing hardware is relatively small, the high cost of radio frequency (RF) chains (comprising amplifiers, filters, frequency converters, analog-to-digital and digital-to-analog converters, among others) restricts the implementation of mmWave communication systems with a higher number of antennas [6] - [8] . Furthermore, it is well known that, in a real-world propagation environment, the elements of an antenna array do not VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ contribute equally to the overall system performance [9] . In this context, several strategies have been devised in order to efficiently allocate the available RF chains, such as the use of coprime arrays [10] or antenna selection techniques [6] - [9] . In particular, antenna selection has gained considerable attention in mmWave massive MIMO as it has been used in conjunction with or as alternative to hybrid beamforming, allowing to reduce both hardware complexity and power consumption [11] - [14] . Antenna selection techniques account for finding the optimal subset of antennas within the available set. Solving this problem is not a trivial task, since it, in general, involves an extensive search within all possible combinations of antennas, making the problem computationally prohibitive even for arrays with a few dozens of elements [7] , [8] . As a result, several suboptimal strategies have been proposed in the literature aiming to solve antenna-selection problems. For instance, in [15] , a decremental antenna-selection scheme is introduced by using a capacity-maximization criterion for iteratively removing antenna elements until a desired number of antennas is reached. By exploiting a similar concept, an incremental antenna-selection technique is proposed in [16] , where the antenna elements are iteratively included. Despite their conceptual simplicity, these techniques assume time-invariant channel state information and also require the evaluation of capacity loss/gain for every removed/included antenna. The resulting computational costs limit the application of these techniques especially in large-scale arrays and non-stationary environments. In [17] , receive antenna selection is cast as a capacity-maximization-based convex problem that can be solved in polynomial time. The obtained solution is, however, channel dependent, which restrains the application of this method to stationary environments. Convex optimization has also been applied to antenna selection aiming to minimize the mean-square error (MSE) [18] and to maximize the channel capacity in massively distributed antenna systems [19] . The main drawback of these approaches is their reliance on computationally costly optimization solvers, usually with computational complexity in the order of O(M 3 ) (where M is the number of antennas) [20] , which makes a real-time implementation very hard.
In [21] and [22] , adaptive antenna selection algorithms based on stochastic optimization are proposed in order to maximize both the channel capacity and the signal-to-noise ratio (SNR), and minimize the bit error rate. These algorithms are focused on real-time operation and are capable of tracking a suboptimal antenna subset in time-varying channels. However, such algorithms not only require a dictionary containing all possible combinations of antenna selection along with their corresponding probabilities, but also require the computation of the cost function twice in each iteration [21] , [22] . As a consequence, the algorithms in [21] and [22] require a large amount of memory and high computational complexity.
The approaches proposed in [15] - [19] , [21] , and [22] consider the antenna selection problem apart from the beamforming design. In contrast, joint antenna selection and beamforming (JASB) problems have been the subject of several other research works [23] - [30] . Transmit JASB problems can be formulated under different criteria, such as total power minimization under quality-of-service (QoS) constraints [23] , [24] , energy-efficiency maximization [25] , and decremental selection based on power minimization [26] . These problems involve, in general, solving one or multiple semidefinite programming (SDP) problems, and therefore, also rely on computationally costly optimization solvers.
On the other hand, several low-complexity adaptive techniques have been proposed for solving receive JASB problems. For instance, the adaptive algorithms proposed in [27] - [30] indirectly promote antenna selection by inserting sparsity-inducing 1 -norm or 0 -norm constraints into the derivation of constrained least-mean-square (CLMS) algorithms [30] - [32] . In doing so, antenna selection can be performed by thinning the array, i.e., by switching off the antenna elements for which the beamforming coefficients are very small [27] . Such an approach is useful when the aim is to reduce power consumption and heat dissipation [30] . However, one common assumption for the development of the algorithms in [27] - [30] is that the signal received by each antenna element is available at every iteration of the adaptive process, which does not comply with physical limitations on the number of RF chains.
The goal of this paper is to fill an important gap in the context of JASB problems, which is the lack of adaptive algorithms capable of dealing with fixed limits on the number of RF chains. In particular, we focus on the development of two new adaptive algorithms to solve receive JASB problems in cellular systems. These algorithms are based on an alternating optimization strategy [33] that searches for the optimal solution by performing two steps at every algorithm iteration: first the beamforming vector is obtained by considering an a priori antenna selection, and then the antenna selection is updated using the a posteriori beamforming vector. The proposed algorithms are capable of attaining high levels of signal-tointerference-plus-noise ratio (SINR), while strictly complying with limitations on the number of RF chains. Moreover, the proposed algorithms can track channel changes, making them suitable for operation in non-stationary environments, requiring only information about the desired signal (i.e., the corresponding direction of arrival or a reference signal).
The main contributions of this paper are described in the following:
• We propose a novel adaptive JASB algorithm (AJASB) based on the minimum MSE (MMSE) criterion. The idea behind such an algorithm is to compute both the beamforming vector and the antenna selection aiming to reduce the MSE. In this context, the beamforming problem is formulated as an unconstrained MSE minimization problem and the beamforming vector is updated by means of the normalized least-mean-square (NLMS) algorithm. In addition, the antenna selection problem is formulated as a constrained MSE minimization problem (taking into account the hardware limitations) and the antenna selection is updated by using a constrained NLMS (CNLMS)-based algorithm.
• We also propose a second AJASB algorithm based on the minimum-variance distortionless-response (MVDR) approach. In this algorithm, the beamforming vector is obtained from the MVDR problem, i.e., by minimizing the variance at the output of the beamformer, while maintaining a constant gain toward the desired user. Similarly, the MVDR approach is used along with an additional constraint on the number of available RF chains to formulate the antenna selection problem. Both the beamforming vector and the antenna selection are updated by using CNLMS-based algorithms.
• We further provide extensive simulation results to assess the performance of the proposed algorithms under different scenarios.
The paper is organized as follows. We start by presenting the system model and the problem statement in Section II. In Sections III and IV, we propose new strategies for solving the MMSE-based and the MVDR-based JASB problems, respectively. In Section V, simulation results for different operating scenarios are presented aiming to assess and compare the proposed algorithms for performance. Finally, concluding remarks are given in Section VI.
Throughout the paper, we adopt the following notations: non-bold letters, either lower or upper case, are used for scalars; boldfaced lower-case letters are used for vectors; and boldfaced upper-case letters are used for matrices. The M -dimensional identity matrix is denoted by I M and the M × N matrix of zeros is denoted by 0 M ×N , while 0 and 1 represent, respectively, vectors of zeros and ones. The operators (·) * , (·) T , and (·) H denote, respectively, the complex conjugate, the transpose, and the Hermitian (or conjugate transpose). The matrix trace, the expectation, and the real-part operator are denoted by Tr (·), E (·), and Re (·), respectively.
II. SYSTEM MODEL AND PROBLEM STATEMENT
In this section, the communication scenario considered in this work is firstly depicted, followed by the description of the adopted performance metric, and the optimization problem that lays the groundwork for developing the proposed algorithms.
A. SCENARIO DEFINITION
The scenario considered in this work involves a multi-cell cellular system in which each BS serves multiple single-antenna users. For a particular BS, we assume that the intra-cell users are allocated to different channel resources and therefore, do not interfere each other. On the other hand, K − 1 inter-cell users located at nearby cells share the same channel resources with a given intra-cell user, as illustrated in Fig. 1 . Moreover, we assume that the considered BS is equipped with a massive antenna array. Such array is partitioned into subarrays formed by M -element antenna and L ≤ M RF chains, where the subarrays are individually assigned to each intra-cell user [12] - [14] .
The uplink signals arriving at the subarray allocated to a given intra-cell user are arranged in the input vector x(n) ∈ C M ×1 , which is modeled by using an equivalent baseband representation as
where a(θ i ) ∈ C M ×1 represents the steering vector related to the angle of arrival θ i of the ith user; the complex scalar β i (n) denotes the baseband symbol with zero mean and
corresponding to the ith user; and z(n) ∈ C M ×1 models the complex additive white Gaussian noise (AWGN) with power σ 2 z present at each antenna element. Note that the signals transmitted by the remaining intra-cell users are not considered in (1), since they are allocated to different channel resources.
The input vector after the antenna selection, which contains the signals processed by the RF chains, can be written as
with S representing an M × M diagonal antenna-selection matrix S whose mth diagonal element is given by
[S] m,m = 1, if the mth antenna is selected 0, if the mth antenna is not selected.
Note that, in practice, only x s (n) is available for the system. Now, considering the number of selected antennas equal to the number of available RF chains, we have Tr (S) = L.
In particular, when all antennas are selected (i.e.,
Denoting w ∈ C M ×1 as the beamforming vector, the output of the beamformer can be written as
Furthermore, defining the first inter-cell user (i = 0) as the signal of interest (SOI), the reference signal becomes d(n) = β 0 (n), and the error signal between such a reference signal and the beamformer output can be defined as
Next, using (2), (3), and (4), the MSE is given as
where R x = E x(n)x H (n) denotes the autocorrelation matrix of the input vector, and p = E x(n)β * 0 (n) is the cross-correlation vector between the input vector and the complex conjugate of the desired signal.
To obtain an expression for the SINR at the beamformer output, the mean power (variance) of y(n) is derived from (3) as follows:
If we further assume that the baseband symbols are independent, i.e., E[β i (n)β * j (n)] = 0 for i = j, R x can be expressed as
Then, rearranging (7) into
with
representing the autocorrelation matrix of the SOI and
the autocorrelation matrix of the interference plus noise, (6) can be rewritten as
Thus, the SINR at the beamformer output is given by
B. JOINT ANTENNA SELECTION AND BEAMFORMING PROBLEM
In order to address the joint antenna selection and beamforming problem with a limited number of RF chains, the idea here is to optimize some performance metric (w, S) subject to a constraint on the number of selected antennas. As a result, we have the following constrained optimization problem:
In this paper, we particularly focus on two criteria for choosing (w, S): MMSE and MVDR. It is noteworthy that regardless of the choice of (w, S), the problem in (13) is NP-hard due to the binary constraints involved [8] , [17] . Therefore, finding an optimal solution to (13) is very computationally expensive, especially for large scale arrays [8] .
It is important to notice that a single SOI is considered in (13) due to the assumption that an individual subarray is allocated for each intra-cell user. In cases where the intra-cell users share the same channel and/or RF hardware resources, the objective function of (13) must be reformulated in order to include all intra-cell users. However, such an extension is out of the scope of this paper and is left as a suggestion for future works.
III. MMSE-BASED ADAPTIVE JOINT ANTENNA SELECTION AND BEAMFORMING
This section is focused on the development of a new MMSE-based adaptive algorithm for solving (13) . To this end, we assume (w, S) = E |e(n)| 2 and partition (13) in such a way that w and S can be obtained by using an alternating optimization approach. In this context, we start by formulating the MMSE problem considering a fixed antenna-selection scenario aiming to obtain w. Next, a new strategy for antenna selection is proposed, allowing us to obtain S.
A. MMSE BEAMFORMING
The beamforming procedure considered in this section is based on the minimization of E |e(n)| 2 as defined in (5). Thus, the beamforming vector is obtained from the following optimization problem:
The optimum solution for (14) is the well-known WienerHopf solution [34] , i.e.,
where w o represents the optimum beamforming vector and (·) † denotes the Moore-Penrose inverse, which is required since SR x S results in a rank-deficient matrix [i.e., rank
One can notice from (15) that the evaluation of the Wiener-Hopf solution requires not only the a priori knowledge of R x and p, but also the computation of (SR x S) † . This results in a high computational burden, especially in cases involving real-time processing, massive arrays and/or non-stationary scenarios. Therefore, to overcome these difficulties, the steepest descent method [34] is used for iteratively obtaining the beamforming vector, which leads to the following update rule:
representing the gradient of E |e(n)| 2 with respect to the complex conjugate of w. Then, considering (2)-(4) and replacing R x and p by the corresponding instantaneous estimates given, respectively, by x(n)x H (n) and x(n)β * 0 (n), we obtain an LMS-type update expression, which is given by
where µ w is the step-size parameter. It is important to highlight that only the input signals present at the selected antennas are used in (17) , and therefore, only the coefficients corresponding to these antennas are updated at a given iteration. As a consequence, the hardware constraint of number of available RF chains is fulfilled and the computational complexity of the algorithm is reduced. Moreover, we assume that the error signal e(n) required by (17) is obtained during a training period, wherein the intra-cell users transmit a predefined training sequence (reference signal) known to the BS. The design of this training sequence, including its length and repetition rate, directly impact the ability of the system to track channel variations, thereby influencing the performance of the AJASB algorithm. However, such a design is out of the scope of this paper, being a recurrent research topic available in the open literature (see [35] - [38] , for example). Finally, to achieve a faster convergence and easier parameter adjustment, a normalized version of (17) is also formulated here following the same idea used for developing the NLMS algorithm [34] . Thus, the following NLMS update rule is obtained:
with ε representing a regularization term that has been included in (18) to prevent divisions by very small values [34] .
B. MMSE ANTENNA SELECTION
The MMSE antenna selection problem considered here consists of finding the antenna subset that minimizes (5). This problem can be mathematically described as
In spite of being easier to solve it in comparison to (13) (since only S needs to be optimized), (19) is still an NP-hard problem due to the binary constraints involved. To circumvent this drawback, we relax the binary constraints allowing [S] m,m to be a real number. Then, defining the auxiliary vector s as the diagonal vector of S, defining also W as a diagonal matrix whose entries are given by w [i.e., W = diag(w)], and considering that p 2 0 does not depend on the optimization variable, the relaxed version of (19) becomes
Note that W H R x W is a positive semidefinite matrix and, therefore, (20) is a convex problem [39] .
To find the optimal solution for (20), we first write its Lagrangian as
where λ is the Lagrange multiplier. Next, we take the gradient of (21) with respect to s, resulting in
and
The optimum selection vector s o is obtained by solving ∇ s L(s, λ) = 0, which leads to
Regarding λ, its value is obtained by reinforcing the constraint 1 T s o = L. Then, pre-multiplying both sides of (25) by 1 T and manipulating the resulting expression, we get
Next, substituting (26) into (25), we obtain
Note that s o is a vector of real numbers and, thus, the diagonal elements of the antenna-selection matrix S cannot be obtained directly from such a vector. To circumvent this problem, we define a binary vector s b , which is obtained considering the minimum disturbance with respect to s o (i.e., s b is obtained minimizing its Euclidean distance to s o ). This strategy can be mathematically expressed as follows:
By rewriting the cost function in (28) , which is a feasible solution to the original problem (19) . It is important to point out that the matrix S obtained from s b will not usually be an optimal solution for (20) . Despite this fact, the use of the minimum disturbance as criterion for obtaining s b ensures that such a vector will generally be a solution close to the optimal one. VOLUME 7, 2019 Similarly to (15) , the closed-form solution given in (27) requires the a priori knowledge of R x and p, as well as the inversion of R rw . Thus, we use the steepest descent method to iteratively obtain s as follows:
where µ s is the step-size parameter. The Lagrangian multiplier λ can be found in (29) by reinforcing the a posteriori constraint 1 T s(n + 1) = L, i.e.,
which, along with 1 T 1 = M , leads to
Then, substituting (31) into (29), we obtain
Finally, using the instantaneous estimates of R rw and r p given, respectively, by Re W H (n)x s (n)x H s (n)W(n) and Re W H (n)x s (n)β * 0 (n) , we obtain (35) , as shown at the bottom of this page.
C. MMSE-BASED AJASB ALGORITHM
The proposed MMSE-based AJASB (MMSE-AJASB) algorithm is based on an iterative scheme that concurrently uses the MMSE-based beamforming strategy from Section III-A and the MMSE-based antenna-selection strategy from Section III-B. Such an algorithm is summarized in Table 1 .
From this table, one can notice that, in the first steps, the received signal x s (n) is used for computing the beamforming output y(n) and the error signal e(n). Next, the beamforming vector w(n) is updated by means of the NLMS algorithm presented in Section III-A. Once the a posteriori beamforming vector w(n + 1) is calculated, it is further used to compute s(n + 1) considering the algorithm proposed in Section III-B. Finally, the antenna-selection matrix is evaluated by selecting the antennas corresponding to the L largest components of s(n + 1) {such an operation is denoted by select [s(n + 1)] in Table 1} .
With respect to computational complexity, in terms of real operations per iteration, the MMSE-based AJASB algorithm requires 17L + M sums, 18L + 5 multiplications, and one division for the beamforming and antenna-selection-vector updates, whereas the remaining select operation requires at most (M − L)L real comparisons. In contrast, the standard MMSE-based NLMS beamforming requires 10M sums, 10M + 2 multiplications, and one division. Since in general M L, the proposed MMSE-based AJASB algorithm usually has lower computational costs than its NLMS counterpart. The cost of the proposed algorithm is also much smaller than those of the algorithms based on convex optimization solvers, for which the complexity is on the O(M 3 ) order.
Regarding the convergence of the proposed algorithm, an accurate analysis can only be achieved by the corresponding stochastic modeling. However, this type of modeling is very difficult in the case of the proposed algorithm, due to the coupling between the antenna selection matrix and beamforming coefficients. Despite this, it is important to highlight that both the MMSE-based beamforming problem given in (14) and the relaxed antenna selection problem from (20) are convex and their individual adaptive solutions have guaranteed convergence for small values of the step-size parameters [34] , even in non-stationary scenarios. As a consequence, the convergence of the concurrent update involved in the proposed method is secured for small values of step size.
IV. MVDR-BASED JOINT ADAPTIVE ANTENNA SELECTION AND BEAMFORMING
In this section, we propose a second alternating-optimizationbased adaptive algorithm for solving the JASB problem described in (13) . Such an algorithm is formu-
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lated considering the MVDR criterion, which allows for (w, S) = E |y(n)| 2 along with an additional constraint to ensure unit gain towards the SOI direction.
A. MVDR BEAMFORMING
In the context of beamforming optimization, the linearly constrained minimum variance (LCMV) criterion has been widely used specially due to its convexity property [39] . Such a criterion is focused on minimizing the variance of the beamformer output y(n) subject to a set of linear constraints. Particularly, using a single linear constraint that ensures unit gain towards the SOI direction, the criterion is known as the MVDR problem, which leads to the SINR maximization [1] .
For the scenario considered here, the MVDR beamforming problem is formulated as follows:
It is important to notice that, if all antennas are selected (i.e., S = I M ), (36) becomes the original MVDR problem. The closed-form solution for (36) , given by
requires knowledge of R x (which is usually not available) and the computation of (SR x S) † (computationally costly). To circumvent these problems, we adopt the same reasoning used for developing the CLMS algorithm [30] . Thus, the following beamforming update equation is obtained: (38) where µ w is the step size,
The normalized version of the CLMS [30] , termed constrained CNLMS algorithm, provides faster convergence and lower misadjustment as compared with the original CLMS. Thus, taking into account such performance improvements, we obtain the CNLMS algorithm by dividing µ w by x H s (n)P a (n)x s (n) in (38) . Thereby,
The proposed MVDR antenna selection method is based on finding the antenna subset that minimizes the variance of the beamforming output signal, without suppressing the gain towards the SOI direction. More specifically, such a method is derived from the following optimization problem:
Note that only the real part of w H Sa(θ 0 ) is constrained in (42), resulting in a loosen constraint as compared with the corresponding one in (36) . This procedure can be done since such a constraint is sufficient to prevent S from suppressing the SOI and the unit gain in the SOI direction is enforced by the beamforming update. Similarly to (19) , the MVDR antenna selection problem in (42) is also an NP-hard problem due to the binary constraints. Therefore, we again relax these constraints by allowing [S] m,m to be a real number. Then, considering the auxiliary vector s (diagonal vector of S) and matrix W = diag(w), the resulting optimization problem becomes
Note that the last constraint in (43) is derived from the last constraint in (42) by considering the idempotent property of S. In fact, matrix S is not treated as an optimization variable in (43) and is used for ensuring unit gain for the SOI considering the a priori antenna selection. In order to find the optimal solution for (43), we first obtain the corresponding Lagrangian function as
where λ and α are Lagrange multipliers,
and r a = Re{W H Sa(θ 0 )}.
Next, taking the gradient of (44) with respect to s, one has
and setting it equal to zero, we can obtain
Finally, applying the constraints of (43) in (48) to obtain λ and α, and substituting them back into (48), we have VOLUME 7, 2019 Similarly to our discussion in Section III-B, the optimal solution given in (49) cannot be directly used for obtaining the a posteriori selection matrix. In this case, considering the minimum disturbance criteria considered in (28) , the antenna selection is performed by setting the diagonal elements of S corresponding to the L highest values of s o to one, while the remaining M − L diagonal elements are set to zero. Moreover, the evaluation of the closed-form solution in (49) requires knowledge of R x and demands the computation of R rw . Therefore, we propose an adaptive procedure based on the CLMS algorithm [30] for obtaining s o . Such a procedure is derived by applying the steepest-descent method to (43), which results in
where µ s is the step size. Then, substituting (47) into (50), we obtain
Regarding λ and α, their corresponding values are found by reinforcing the constraints of (43) with s(n + 1), i.e., by solving the following linear system:
The solution of (52) leads to
which are substituted into (51) to obtain
Finally, we can further evaluate (55) using the instantaneous estimates of R rw and r a , which are given by Re{W H (n)x s (n)x H s (n)W(n)} and Re{W H (n)S(n)a(θ 0 )}, respectively. 
C. MVDR-BASED AJASB ALGORITHM
The proposed MVDR-based AJASB (MVDR-AJASB) algorithm consists of an iterative process that concurrently uses the beamforming strategy described in Section IV-A and the antenna selection strategy from Section IV-B. Such an algorithm is summarized in Table 2 .
From Table 2 , one can notice that, in the first step, the received signal x s (n) is used for computing the beamforming output y(n). Next, the beamforming vector w(n) is updated by means of the CNLMS-based algorithm presented in Section IV-A. Once the a posteriori beamforming vector w(n + 1) is calculated, it is further used to compute s(n + 1) considering the algorithm proposed in Section IV-B. Finally, the antenna-selection matrix is evaluated by selecting the antennas corresponding to the L largest components of s(n + 1), denoted in Table 2 by select [s(n + 1)]. A regularization parameter ε has also been included in the update equations of w(n) to prevent divisions by very small values.
Regarding the computational burden, the MVDR-based AJASB requires 3M + 36L − 4 sums, M + 39L + 18 multiplications, and three divisions, plus at most (M − L)L real comparisons for the select operation. In contrast, the MVDRbased CNLMS beamforming requires 24M −4 sums, 24M +8 multiplications, and two divisions. As M L, the proposed MVDR-based AJASB also has lower computational complexity, as compared with its CNLMS counterpart.
Similarly to the MMSE-AJASB algorithm presented in Section III, the stochastic modeling required for an accurate convergence analysis is very hard to be carried out due to the coupling between the antenna selection matrix and beamforming vector. However, both CLMS and CNLMS algorithms considered in the proposed approach have guaranteed convergence when the step-size parameters are small [34] . Thereby, the convergence of the MVDR-AJASB algorithm is also ensured for small values of step size.
V. SIMULATION RESULTS
In this section, we present simulation results that aim at assessing the performance of the proposed algorithms and make comparisons with other beamforming algorithms from the literature. In this context, the performance of the proposed MMSE-AJASB algorithm (see Section III) is compared with that of the MMSE-based NLMS beamforming algorithm. Two versions of the NLMS beamforming algorithms are in fact considered in our simulations; the first using all M antennas of the subarray (denoted NLMS-M) and the second using only the first L antennas (termed NLMS-L). On the other hand, the performance of the proposed MVDR-AJASB algorithm (see Section IV) is compared with that of the MVDR-based CNLMS beamforming algorithm without the use of antenna selection. Again, two versions of the CNLMS beamforming algorithm are considered; one using all M antennas (CNLMS-M) and other using only the first L antennas. It is important to highlight that the antenna-selection algorithms based on convex optimization solvers available in the open literature are not considered in our comparisons, since they do not provide real-time processing, which is the focus in this research work. Moreover, as mentioned at the Introduction (Section I), other AJASB algorithms from the literature do not abide by the limited number of RF chains, and thus, they cannot be fairly compared with the proposed algorithms.
Four different experiments are presented in this section, all considering a uniform linear array with half-wavelength spacing between consecutive elements, which results in a steering vector given by
This type of array is chosen without loss of generality, since the proposed algorithms can also be effectively applied to other array geometries, such as planar, circular, or non-uniform. In all experiments, the algorithms have their beamforming vectors initialized with w(0) = [1 0 · · · 0] T , which corresponds to an omnidirectional radiation pattern over the azimuth plane. The auxiliary antenna-selection vector is initialized as s(0) = (L/M )1 and the antenna-selection matrix S is initialized in such a way that the L leftmost antenna elements are selected. The symbols are generated from a zero-mean unit-variance Gaussian distribution and the normalized power (relative to the noise variance) of the transmitted signals is of 30 dB. Since the interfering signals come from co-channel cells, they are attenuated by 20 dB due to free-space path loss. For the MMSE-based algorithms, the obtained SINR curves are shown in Fig. 2 , whereas the EPDF curves are depicted in Fig. 3 . From these figures, one can notice that the proposed algorithm outperforms the NLMS-L by more than 4.5 dB in terms of average steady-state SINR performance (see Fig. 2 ), achieving also higher steady-state SINR values in most of the experimental runs (see Fig. 3 ). In fact, the best run of the proposed algorithm provided an SINR that is more than 10 dB higher than that of the best run of the NLMS-L. The NLMS-M algorithm obtained the best steady-state performance, which is an expected result in the considered scenario since the number of RF chains used by this algorithm is 16 times larger than that of the others (64 RF chains versus 4 for both the NLMS-L and proposed one).
The results obtained by the MVDR-based algorithms are shown in Figs. 4 and 5. From these figures, we verify that the proposed algorithm outperforms the CNLMS-L by nearly 4 dB in terms of average steady-state SINR. Moreover, the proposed algorithm outperforms the CNLMS-L in most of the runs and provides steady-state SINR levels higher than 25 dB in some runs. As expected, the CNLMS-M presents a better performance in comparison with the other algorithms (due to the significantly larger number of RF chains used).
Also in the context of this first experiment, the number of RF chains is changed from L = 4 to L = 8. This case is of particular interest since it consists of a fairly favorable scenario in which the SOI is positioned afar from the interfering signals and the number of RF chains is larger than the number of users. The SINR curves obtained for the MMSE-based algorithms (depicted in Fig. 6 ) show that the proposed algorithm and the NLMS-L have nearly the same performance. This result is expected, since we do not assume different fading among the antennas, and the additional RF chains allow high levels of interference suppression for any combination of antennas. Moreover, in the case of the MVDR-based algorithms, whose results are shown in Fig. 7 , the proposed algorithm is capable of attaining a performance similar to that of the CNLMS-M, while operating with 1/8 of RF chains. The difference of these algorithms with respect to the CNLMS-L is small, this is due to the favorable scenario considered in this example.
B. EXPERIMENT 2
In this experiment, we would like to verify the performance of the proposed algorithms in a scenario where the SOI is positioned nearly in the same direction as one of the interferers. We assume that the system is operating with L = 8 RF chains and the SOI is located at 11 • , while the interferer positions and all other parameters are the same as in Experiment 1. Here, we assess the transient SINR and the radiation pattern obtained at the last iteration of one Monte Carlo run.
The SINR curves obtained for the MMSE-based algorithms are shown in Fig. 8 . In comparison with the results from Experiment 1 with L = 8 RF chains, the steady-state SINRs obtained here for both the NLMS-M and the proposed algorithm are approximately 3% lower than the corresponding steady-state values from Fig. 6 , whereas a reduction of 42% is observed for the NLMS-L. These results demonstrate the robustness of the proposed algorithm to adverse scenarios in comparison with the beamforming algorithms without the use of antenna selection, using the same number of RF chains. The SINR results regarding the MVDR-based algorithms are shown in Fig. 9 . In this case, the robustness of the proposed algorithm is even more evident, i.e., while the SINR of the CNLMS-L has fallen by nearly 28% in comparison with the previous experiment, the SINR obtained by our algorithm has fallen by less than 0.4%.
The gains at the directions of the SOI and the interferers, obtained from the radiation patterns at the last iteration of a given Monte Carlo run of each algorithm, are summarized in Tables 3 and 4 . These results show that, in the case of the MMSE-based algorithms, both the NLMS-M and the proposed MMSE-AJASB algorithms are capable of significantly attenuating the interferer at 12 • (the one close to the SOI), attaining attenuations of 10.02 dB and 17.64 dB, respectively, whereas the NLMS-L has attained an attenuation level of only 1.42 dB. Similarly, for the MVDR-based algorithms, the attenuation at this particular direction is nearly 8.8 dB for the CNLMS-M, 6.4 dB for the proposed MVDR-AJASB, and only 1.0 dB for the CNLMS-L. In addition, note that all MVDR-based algorithms attain unit gain (0 dBi) at the SOI direction, as required by the MVDR criterium.
C. EXPERIMENT 3
In this third experiment, we assess the impact of the number of RF chains on the steady-state performance of the proposed algorithms. We assume that the BS is equipped with M = 64 antenna elements and assess the steady-state SINR for L = 4, 8, 16, 32, and 64 RF chains. The steady-state SINR is obtained by averaging the SINR values achieved after 2 × 10 6 iterations of each Monte Carlo run. We further assume K = 6 users, with the SOI positioned at 5 • , and five The results obtained for the MMSE-based algorithms are depicted in Fig. 10 , while Fig. 11 shows the results obtained for the MVDR-based algorithms. These results show that the array gain provided by the proposed algorithms increases much more as the number of RF chains increases in comparison with the beamforming algorithms without the use of antenna selection. Moreover, it is important to highlight that, except for the cases in which L < K , the SINR levels obtained by the proposed algorithms are closer to those obtained by using the complete array (i.e., NLMS-M and CNLMS-M) than to those obtained by the arrays with reduced number of RF chains (NLMS-L and CNLMS-L). In particular, the MVDR-AJASB has nearly the same performance as the CNLMS-M when L ≥ 16 RF chains, meaning that almost the same performance can be obtained by using a number as low as one fourth of RF chains.
D. EXPERIMENT 4
In this last example, we examine a nonstationary scenario where the SOI is initially positioned at 15 • and moves toward 0 • between iterations 50,000 and 70,000 at a constant angular steady-state SINR before iteration 50,000 with that at the end of the process, we note that: i) the SINR obtained for both the NLMS-M and the CNLMS-M have no significant difference; ii) the SINR falls by 8.8% and 8% for the NLMS-L and the CNLMS-L, respectively; and iii) smaller falls of nearly 4.1% and 5.7% are observed, respectively, for the proposed MMSE-AJASB and MVDR-AJASB algorithms. Such results confirm the ability of the proposed algorithms to track the SOI and attenuate the interfering signals in nonstationary scenarios.
E. DISCUSSION
The examples presented in this section show that the proposed MMSE-AJASB and MVDR-AJASB algorithms can achieve high SINR levels with a limited number of RF chains. Especially in scenarios with L ≤ K or in cases where the SOI is positioned close to the interfering signals, the proposed algorithms can perform almost as well as the algorithms operating with L = M . In particular, Experiment 1 shows that the proposed algorithms are able to achieve a very good performance even when the number of RF chains is smaller than the number of interferers. Experiment 2 shows the ability of the proposed algorithms to work in a severe condition, such as when the SOI is close to an interfering signal. Experiment 3 illustrates the impact of the number of available RF chains on the performance of the algorithms. We note that once the number of RF chains is enough to place nulls in the direction of the interfering signals, i.e. L > K + 1 [1] , the proposed algorithms can provide SINR levels close to those achieved by the NLMS-M and CNLMS-M algorithms. Finally, Experiment 4 confirms the ability of the proposed algorithms to track channel variations, providing high SINR levels in nonstationary environments.
VI. CONCLUDING REMARKS
In this paper, we have proposed two new adaptive algorithms to solve the JASB problem for uplink reception in mobile communication systems. The first algorithm is based on an iterative alternating optimization procedure, in which the beamforming vector and the antenna selection matrix are computed by using the MMSE criterion. Next, a similar alternating optimization procedure based on the MVDR criterion is used to derive the second algorithm. Numerical simulation results showed that the proposed algorithms led to high SINR levels in adverse scenarios, such as those with less RF chains than users, with interfering signals located at the vicinity of the SOI, and nonstationary environments. Thereby, based on the obtained results, we can conclude that the effectiveness of the proposed algorithms have been shown.
