Abstract. Volatility forecasts are key inputs in financial analysis. While lasso based forecasts have shown to perform well in many applications, their use to obtain volatility forecasts has not yet received much attention in the literature. Lasso estimators produce parsimonious forecast models. Our forecast combination approach hedges against the risk of selecting a wrong degree of model parsimony. Apart from the standard lasso, we consider several lasso extensions that account for the dynamic nature of the forecast model. We apply forecast combined lasso estimators in a comprehensive forecasting exercise using realized variance time series of ten major international stock market indices. We find the lasso extended "ordered lasso" to give the most accurate realized variance forecasts. Multivariate forecast models, accounting for volatility spillovers between different stock markets, outperform univariate forecast models for longer forecast horizons.
Introduction
While Audrino and Knaus (2016) , Audrino et al. (2015) and Callot et al. (2016) only consider the use of the standard lasso, we also consider two extensions of the lasso that embed lag selection into the estimation procedure: the hierarchical lasso (e.g. Bien et al., 2013 for regression models, Nicholson et al., 2016a for time series models) and the ordered lasso (e.g. Suo and Tibshirani, 2015 for univariate models). In addition to the aim of attaining sparse estimates, the hierarchical and ordered lasso aim at attaining estimates with a low maximal lag order. Both estimators are very flexible since they allow each time series to have its own lag structure in each equation of the VAR. Most previous studies on multivariate models, by contrast, require the strong assumption of a single universal lag order.
An important choice that needs to be made for lasso-based estimators concerns the selection of the sparsity parameter that determines the degree of sparsity of the autoregressive estimates (or "model parsimony"), as measured by the number of non-zero coefficients. Previous studies either use information criteria or crossvalidation to select the "optimal" sparsity parameter. Forecasts are then obtained from the lasso-based estimator with the selected sparsity parameter. We, in contrast, do not select an optimal sparsity parameter but rather combine forecasts obtained with different sparsity parameters in a forecast combination approach.
Such forecast combinations are typically more robust to a wrongly chosen sparsity parameter.
We apply our forecast models to monthly log-realized variance of ten international stock market indices observed over January, 2000 to April, 2016 . While most realized variance time series share similar patterns, the in-sample estimation results reveal that their respective optimal lag lengths selected by the different lasso methods can differ substantially. The ordered lasso has best in-sample fit over all markets. Studying the spillovers when estimating multivariate models allows to identify which markets drive others. By measuring out-of-sample forecast accuracy in terms of absolute forecast errors in an expanding window setup, it turns out that the ordered lasso also dominates. Forecast combination slightly improves the results, though applying the model confidence set approach shows that the difference with the ordered lasso method with a single sparsity parameter is not significant. Another interesting finding is that the multivariate forecasting models outperform univariate models for the longer forecast horizons we consider (i.e. 3 and 6 months) meaning that spillover effects have long term forecasting power.
The remainder of this paper is structured as follows. Section 2 discusses the univariate and multivariate forecast models, together with the three lasso-based estimators used to obtain log-realized variance forecasts.
Section 3 describes the data and discusses the results on lag length estimation for the univariate forecast model and spillover structure for the multivariate forecast model. Section 4 details the out-of-sample forecast performance of the different forecast methods. Section 5 provides a range of robustness checks. Section 6 concludes.
Modeling and forecasting realized variance
First, we discuss the univariate and multivariate forecast models for the log-realized variances we study in this paper. Next, we introduce the three lasso-based estimators to obtain estimates and forecasts. Finally, we explain how we perform forecast combination.
Modeling realized variances
Univariate forecast model Denote the log-realized variance of stock market index i at time point t by log RV (i) t . We consider an AutoRegressive (AR) Model of order p for the log-realized variance of stock market index i log RV (i) t = β 1 log RV (i) t−1 + β 2 log RV (i) t−2 + . . . + β p log RV
for t = p + 1, . . . , T . The log-realized variance at time point t is modeled as a function of its own past values up to p periods ago. We assume, without loss of generality, that all time series are centered such that no intercept is included, and that the error terms t are white noise with mean zero, variance σ 2 .
Multivariate forecast model As a multivariate extension, we consider the Vector AutoRegressive (VAR)
Model of order p for the log-realized variances of the q = 10 stock market indices
where the log-realized variance of stock market index i at time point t is modeled as a function of its own past values and the past values of the other stock market indices up to p periods ago. We assume that the multivariate error time series with q components, (
t , . . . ,
t ) , is a multivariate white noise with mean 0, and covariance matrix Σ. The VAR model, in contrast to the AR model, captures spillovers between the different stock market indices. Indeed β ij,l measures the effect at lag l of stock market index j on stock market index i. We call this effect a "spillover" effect if stock market index j = i.
Lasso-based estimators and realized variance forecasts
We use three lasso-based estimators to obtain realized variance forecasts. They differ in terms of the sparsity structure they impose on the autoregressive parameters.
Lasso The lasso estimator with sparsity parameter λ > 0 is given by
where the first term in equation (3) is a least squares criterion. For the univariate forecast model, q = 1 and the vector β collects all p estimated parameter values. For the multivariate model, β collects all q × q × p estimated parameter values. The larger the sparsity parameter λ, the more elements of β will be put to zero, hence the more parsimonious the forecast model.
A drawback of the lasso is that it does not account for the dynamic nature of the AR/VAR model.
Indeed, it allows higher order lags of a particular time series to be included in the model while lower order lags of the same time series are absent. We might want a higher order lag to be included in the model only if its lower order lags are already included. To accommodate this feature, we consider two extensions of the lasso.
Hierarchical Lasso The hierarchical lasso estimator (Bien et al., 2013; Nicholson et al., 2016a) with sparsity parameter λ > 0 is given by
where || · || 2 denotes the Euclidean norm of a vector and β ij,(l:p) = (β ij,l , . . . , β ij,p ) is an p − l + 1 vector collecting the furthest lags of time series j in equation i. The hierarchical lasso accounts for the dynamic nature of the AR/VAR by forcing lower order lagged coefficients of a time series in one of the equations to be selected before its higher order lagged coefficients: for all l > l, β ij,l = 0 implies β ij,l = 0 almost surely.
Ordered Lasso
The ordered lasso estimator with sparsity parameter λ > 0 is given by
subject to the constraints β
Similar to the hierarchical lasso, the ordered lasso encourages lower order lagged coefficients to be selected before its higher order lagged coefficients.
Additionally, the ordered lasso encourages the absolute values of the lagged effects of each time series j in each equation i to be monotone non-increasing as we move farther back in time.
Automatic lag selection An advantage of these lasso estimators is that they perform automatic lag selection due to the sparsity induced in β. In the univariate forecast model, the lag length is estimated as p = sup{1 ≤ l ≤ p : β l = 0}, the lag corresponding to the largest non-zero estimated parameter. Similarly in the multivariate forecast model, the lag length p ij for each time series 1 ≤ j ≤ q in equation 1 ≤ i ≤ q of the VAR is estimated as
Each time series is allowed to have its own lag structure in each equation of the VAR.
Algorithmic details
The lasso optimization problems (3), (4), and (5) can be solved efficiently using proximal gradient methods. Proximal gradient methods extend traditional gradients methods to non-smooth objective functions (see e.g. Bien and Witten, 2016) . Starting from an initial value, the estimate of the parameter vector is updated until converge by evaluating the proximal operator at the gradient step we would take if we were minimizing the least squares criterion alone. The key step is thus to evaluate the proximal operator which involves solving a convex optimization problem. While the lasso and hierarchical lasso use the Fast Iterative Soft-Thresholding Algorithm to evaluate the proximal operator, the ordered lasso uses the Pool Adjacent Violators Algorithm. For more details, we refer to Suo and Tibshirani (2015) and Jenatton et al. (2011) and references therein. All computations are carried out in R version 3.2.1. The code of the algorithms relies on the R-packages orderedLasso (Friedman et al., 2015) and BigVAR (Nicholson et al., 2016b) and is available from the authors upon request.
Forecast combination
The selection of the sparsity parameter λ poses an important choice for lasso estimators. In contrast to previous studies on lasso-based forecasting, we do not select an "optimal" sparsity parameter. Instead, we combine forecasts obtained from lasso estimations with several sparsity parameters. We obtain several forecasts, one for each choice of the sparsity parameter λ, and weigh these individual forecasts to construct a final log-realized variance forecast. We expect this forecast combination approach to be more robust to a wrongly chosen sparsity parameter.
To construct our different forecasts, we consider a logarithmic spaced grid of sparsity parameters of length L = 20 in the interval [λ 1 , λ L ], with λ 1 = 0 and λ L an estimate of the sparsity parameter that shrinks all parameters to zero, see Friedman et al. (2010) for the lasso. Similar expressions are obtained for the hierarchical and ordered lasso. If the number of parameters to be estimated is larger than the number of time points, we take λ 1 = λ L /10. For each value λ m , for 1 ≤ m ≤ L, we estimate the (AR or VAR) model using either the lasso from equation (3), the hierarchical lasso from equation (4), or the ordered lasso from equation (5). This results in L different estimates β λm having their own degree of sparsity with corresponding h-step ahead direct forecasts of the log-realized variance for stock market index i log RV
We use direct forecasts since these are more robust to model misspecification than iterated forecasts (Marcellino et al., 2006) . The final forecast of the log-realized variance of stock market index i at time point t + h is then given by log RV
the weighted sum of the L individual log-realized variance forecasts obtained from the lasso, hierarchical or ordered lasso with sparsity parameter λ m . As forecast combination weights w m we take
Hence, the weights depend on the Bayesian Information Criterion BIC λm of each forecast model 1 ≤ m ≤ L (e.g. Elliott and Timmermann, 2016, Chapter 14) as given by
where n = T − p, Loss λm is the first term in objective functions (3), (4), and (5) using sparsity parameter λ m , and df λm is the number of non-zero components of β λm . When forecasting the log-realized variances,
we take a maximum lag length of p = 36. The highest weight is given to the model having the smallest value of the BIC.
Our forecast combination approach is similar to Bayesian Model Averaging (BMA, see e.g. Koop, 2003, Chapter 11) . BMA gives a final forecast by weighting different models according to their posterior model probability. Hence, BMA is mainly motivated as a way of dealing with model uncertainty. Note that the lasso can be seen as the mode of a Bayesian estimator with independent double-exponential prior (Tibshirani, 1996) . The sparsity parameter λ enters as a hyperparameter in the prior distribution. Hence, we have different models, one for each choice of the hyperparameter λ entering the prior. As such, our forecast combination approach deals with uncertainty regarding the appropriate choice of the hyperprameter λ.
Since we use BIC-based weights to construct our final forecast, we also give the highest weight to the model with the highest probability given the data.
Data and in-sample results
In this section, we discuss the data, the estimated lag lengths of the univariate models, and the spillover structure of the multivariate models.
Data
We use data on realized variances for ten different stock market indices. We consider a selection of American, Asian and European stock market indices: (1) the Amsterdam Exchange Index "AEX", (2) the French stock index Cotation Assistée en Continu "CAC", (3) the German stock index Deutscher Aktienindex "DAX", (4) the American Dow Jones Industrial Average "DJIA", (5) the stock index of the Eurozone "EUROSTOXX", (6) the United Kingdom Financial Times Stock Exchange Index 100 "FTSE", (7) the American stock index "NASDAX", (8) the Japanese stock index "NIKKEI", (9) the Swiss market index "SMI", and (10) Descriptive statistics are given in Table 1 . After log-transforming each time series, its skewness and kurtosis more resemble that of a normal distribution. The log-realized variance of NASDAQ is the most volatile and it has the highest first order autocorrelation. The log-realized variance of NIKKEI, on the contrary, is the least volatile and has the lowest first order autocorrelation. Table 2 reports the estimated lag lengths and the BIC values of the ten stock market indices for the forecast combined lasso, hierarchical lasso and ordered lasso applied to the full sample. The estimated lag length of each stock market index i is given by In line with our expectations, the hierarchical and ordered lasso give much lower estimated lag lengths than the lasso for the majority of stock market indices (exceptions are EUROSTOXX, NIKKEI, SMI and SP500).
Lag length estimation for univariate models
For the hierarchical and ordered lasso, the lower order lags of the maximum non-zero lag are all non-zero, thereby encouraging a parsimonious, low maximal lag order model. For the lasso, in contrast, the estimated lag length is the highest order non-zero lagged coefficient; lower order lags can be both zero or non-zero.
Among the three estimators, the ordered lasso consistently gives the best in-sample fit, i.e. lowest value of BIC for each stock market index.
The estimated lag lengths of the American stock market indices are typically the highest, followed by the European stock market indices. The American stock market indices have, overall, the highest volatility (see Table 1 ), and contain several volatility spikes. For more turbulent time series like these, higher order AR models typically have more explanatory power than lower order AR models. By contrast, the estimated lag length for the Japanese stock market index NIKKEI is the lowest. Since it also has the lowest stock market volatility, it is characterized by calmer market conditions. Simple, low lag order AR models then perform best.
3.3 Spillover structure in multivariate models Figure 2 visualizes the lag matrix of estimated lag lengths for the forecast combined lasso, hierarchical lasso and ordered lasso applied to the full sample. For each cell ij, the estimated lag length is
w m p ij,λm .
If p ij = 0, there is a spillover effect from stock market index i to stock market index j, if p ij = 0 there is no spillover effect. For instance, the ordered lasso indicates a spillover effect from AEX to DAX since the estimated lag length is p 13 = 1. In contrast, there is no spillover effect from AEX to DJIA since p 14 = 0.
In line with the results from the univariate forecast models, (i) the lag matrix of the hierarchical and ordered lasso is much sparser with overall lower estimated lag lengths than the one of the lasso, and (ii)
American stock market indices have, overall, high own (cfr. diagonal of lag matrix) lag lengths, NIKKEI has overall, a low own lag length. Furthermore, note that the diagonal of the lag matrix is non-zero (overall, and for all estimators), indicating that each stock market index log-realized variance is influenced by its own past values.
The lasso-based estimators allow each time series to have its own lag structure in each equation of the VAR, as can be seen from the lag matrices from Figure 2 . It is important to note that the lag matrix is not a measure of the spillover strengths, but it still allows us to easily distinguish "net drivers" and "net receivers"
of stock market index volatility. Net drivers influence more other stock market indices than that they are influenced by other indices. Net receivers are more influenced by other stock market indices than that they influence other indices. We focus on the results of the ordered lasso since it provides the best in-sample fit 
Forecast Accuracy
We use (i) four estimators: the lasso, hierarchical lasso, ordered lasso, and least squares; (ii) two forecast combination approaches: forecast combination versus no forecast combination; and (iii) two forecast models:
univariate and multivariate. We compare the forecast performance along these three dimensions resulting in 16 = 4 × 2 × 2 forecast methods.
Regarding the forecast combined least squares, (AR or VAR) models are estimated by least squares, each estimation window), the maximum possible lag length for the VAR estimable by least squares is p = 9 since then the number of parameters p × q = 9 × 10 = 90 per equation is still below the number of time points.
Forecasts without combination are obtained by selecting the sparsity parameter selected based on the BIC for the lasso estimators, and with the lag length selected by the BIC for the least squares.
To evaluate the out-of-sample forecast accuracy of each method, we use an expanding window approach.
We consider different values of the forecast horizon h ∈ {1, 2, 3, 6}. At each time point t = T /2 , . . . , T −h, we use the forecast methods to estimate the AR (in the univariate case) or the VAR model (in the multivariate case) with maximum lag length p = 36 months. As such, h-step ahead direct forecasts log RV 
The overall forecast performance, averaged over the ten stock markets, is measured by the Mean Absolute Forecast Error
where we divide the forecast errors by σ
1:t , the standard deviation of the log-realized variance of stock market index i computed over the time points 1, . . . , t, to adjust for the fact that the different series have different volatilities and predictabilities (see e.g. Carriero et al., 2011) .
The AFEs for each stock market index are in Table 3 for the univariate forecast models, Table 4 for the multivariate forecast models. Table 5 summarizes the results by computing the average MAFE h as shown in equation (8) concentrating on the three dimensions Estimator, Forecast Combination, and Forecast Model.
Estimators Table 5 (top panel) shows that for all horizons, the ordered lasso attains the lowest, and thus best, MAFE. The least squares performs second best. Among the lasso-based estimators, only the ordered lasso performs better than the least squares. Hence, the largest improvements in forecast accuracy can be obtained by accounting for the dynamic nature of the AR model and imposing monotonicity constraints. Table 5 (bottom left panel) shows that the forecast combined approaches produce slightly lower MAFEs than the non-forecast combined ones, and this for all horizons. Hence, the gains of protecting against a wrongly chosen sparsity parameter are, in the majority of considered cases, small. Table 5 (bottom right panel) shows that for the short forecast horizons h = 1 and h = 2, the univariate forecast models outperform the multivariate forecast Notes: Absolute Forecast Errors for the ten stock market indices, the four forecast horizons, and eight forecast methods. "no FC": result from the optimal model selection by BIC. "FC": result from Forecast Combination approach. The sample used is monthly data from January, 2000, to April, 2016, totaling 196 observations. Notes: Absolute Forecast Errors for the ten stock market indices, the four forecast horizons, and eight forecast methods. "no FC": result from the optimal model selection by BIC. "FC": result from Forecast Combination approach. The sample used is monthly data from January, 2000, to April, 2016, totaling 196 observations. Notes: Regarding Estimators: we report the average over the univariate and multivariate forecast models, the forecast combined and non-forecast combined methods. Regarding Forecast Combination: we report the average over the four estimators, the univariate and multivariate forecast models. Regarding Forecast Model: we report the average over the four estimators, the forecast combined and non-forecast combined methods. The total sample is monthly data from January, 2000 , to April, 2016 models. For h = 3, the MAFE is about equally good for both. For the longer forecast horizon h = 6, the multivariate forecast models outperform the univariate ones. In the long-run, the stock market indices move together, as can be seen from Figure 1 . While it becomes more difficult to obtain accurate forecasts for longer horizons (i.e. MAFEs increase for longer forecast horizons), incorporating spillover effects between the different stock market indices helps to improve forecast accuracy for longer forecast horizons.
Forecast combination versus no forecast combination

Univariate versus multivariate forecast models
In sum, the MAFE measures indicate that (i) the ordered lasso is the best performing estimator; (ii) forecast combinations slightly improve the forecast performance of their non-forecast combined alternatives, and (iii) multivariate forecast models only outperform the univariate ones for longer forecast horizons. We further elaborate on these findings by inspecting the AFEs for each stock market index separately, see Table   3 and 4, and by computing the Model Confidence Set of Hansen et al. (2011) , see Table 6 .
AFEs for each stock market index The ordered lasso also performs best when looking at the AFEs of each stock market index separately. For the univariate forecast models, it gives the best AFE in 24 out of 40 cases (60%), thereby clearly outperforming the least squares (best in 35% of the cases), the hierarchical lasso (best in 5%) and the lasso (best in 0%). For the multivariate forecast models, the ordered lasso gives the best AFE in 25 out of 40 cases (63%), and performs more than twice as good as the second best which is the least squares (i.e. best in 25% of the cases).
In the majority of cases, the forecast combinations perform as good as their non-forecast combined alternatives. In some cases, their advantage is outspoken. In particular, the forecast combined least squares for the univariate forecast model gives the lowest AFE in 70% of the cases versus 30% for its non-forecast Notes: The label "no FC" ("FC") indicates that the non-Forecast Combined (Forecast Combined) approach of the corresponding estimator and forecast model is included in the MCS. The last column indicates the number of forecast methods in the MCS. The total sample is monthly data from January, 2000 , to April, 2016 combined alternative. For the multivariate forecast model, the forecast combined ordered lasso attains the best AFE in 78% of the cases, the forecast combined hierarchical lasso in 85% of the cases.
Finally, comparing the best univariate to the best multivariate forecasts for each stock market index separately reveals that the univariate forecast models attain the best AFE for 8 out of 10 indices, both for horizon h = 1 and h = 2. In contrast, for h = 3 and h = 6, the multivariate forecast models attain the best AFE for respectively 8 out of 10 and 7 out of 10 cases. Hence, similar conclusions hold as for the MAFEs measures that are averaged over the ten stock market indices.
Model Confidence Set We use the Model Confidence Set (MCS) procedure to separate the best forecast methods with equal predictive ability from the others. Using the MCSprocedure function in R, we obtain a MCS that contains the best method with 75% confidence level. We use the TR test statistic computed from 5000 bootstrapped samples, see Catania and Bernardi (2014) . The MCS for each forecast horizon is given in Table 6 .
For h = 1, the MCS includes three (out of the 16) forecast methods: the forecast combined and nonforecast combined ordered lasso, and the forecast combined least squares, all for the univariate forecast model. Hence, univariate forecast models perform best for short horizons. For h = 2, the MCS includes five forecast methods. The forecast combined and non-forecast combined ordered lasso for the multivariate forecast model are added to the MCS of horizon h = 1. For h = 3, the MCS includes six forecast methods.
The non-forecast combined least squares for the univariate forecast model is added to the MCS of horizon h = 2. Finally, for h = 6, the MCS includes eight forecast models. The forecast combined and non-forecast combined lasso for the multivariate forecast model are added to the MCS of horizon h = 3.
In sum, the MCS procedure confirms the excellent performance of the ordered lasso. As the forecast horizon increases, it becomes more difficult to obtain more accurate forecasts, and more forecast methods are included in the MCS. The MCS contains more multivariate forecast models for longer horizons than for shorter horizons.
Robustness checks
We investigate the robustness of our findings in Section 4 to (i) the choice of forecast combination weights,
(ii) the length of the sparsity grid L, (iii) the maximum lag length p of the AR/VAR models, and (iv) the use of rolling versus expanding window forecast approach.
For all robustness checks, similar overall findings to the ones from Section 4 are that (i) the ordered lasso is the best performing estimator, (ii) forecast combinations perform slightly better than their non-forecast combined alternatives, (iii) univariate forecast models perform best for short horizons; multivariate forecast models for longer horizons. Below we focus on the new findings of each robustness check. Detailed results are available from the authors upon request.
Forecast combination weights As alternative to the BIC-based forecast combination weights of equation (7), we take: (i) equal weights, and (ii) MSE-based weights, with weights proportional to the inverse of the individual (in-sample) Mean Squared Estimation Errors (MSE). The highest weight is given to the model with the smallest MSE.
The ordered lasso retains the best overall forecast performance, regardless of the choice of forecast combination weights. It performs about equally good for all forecast combination weights. The other estimators are, in contrast, more sensitive to an appropriate choice of forecast combination weights. BICbased weights give the best forecast performance.
Length of sparsity grid In Section 4, we report the results for the length of the sparsity grid L = 20 since our numerical experiments show that this choice gives the lowest overall MAFEs. The main findings remain the same when varying L. The relative performance of the multivariate forecast models to the univariate ones is most influenced by the length of the sparsity grid. For a shorter sparsity grid L = 10, the multivariate forecast models perform much better than the univariate ones. For h = 6, for instance, their average MAFE is 0.75 compared to 0.92 for the univariate ones, a reduction of 22%. Since our sparsity grid is logarithmic spaced, a shorter sparsity grid means there are more parsimonious than non-parsimonious models to choose from. Especially the more parsimonious VAR models give more accurate log-realized variance forecasts. For a longer sparsity grid L = p = 36, multivariate forecast models perform relatively worse. Now there are more non-parsimonious than parsimonious models to choose from. The non-parsimonious VAR models give, on average, less accurate log-realized variance forecasts.
Maximum lag length We both shorten the maximum lag length from p = 36 to p = 24 and extend it to p = 48. The results of all forecast methods are very stable when varying p. Only the performance of the lasso deteriorates when using a larger maximum lag length. The lasso tends to pick up some higher order lags, the more so when p increases. This introduces more noise in the forecast performance and, hence, leads to lower overall AFEs. Hence, the lasso should only be used as a forecast method for models with lower maximum lag lengths. The hierarchical lasso and ordered lasso, in contrast, do not suffer from this as they encourage low maximal lag lengths in their estimation procedure.
Rolling versus expanding window. We replace the expanding window with a rolling window of size S = T /2 = 98. Results are very similar. Only when further decreasing the window size S, the performance of the least squares model starts to suffer. The least squares model becomes imprecise once a lot of parameters need to be estimated relative to the sample size, i.e. S. Lasso-based estimators, in contrast, perform regularization to deal with this overparametrization issue, and, as a consequence, retain their good performance. Hence, if few time points are available to make forecasts, the use of lasso-based estimators compared to the least squares becomes more interesting.
Discussion
We use lasso-based forecast combination methods to obtain log-realized variance forecasts for ten different stock market indices. Consistently across stock market indices, our results indicate that the ordered lasso is the best performing estimator. The forecast combined ordered lasso slightly improves the forecast accuracy of the non-forecast combined ordered lasso by hedging against the risk of selecting a wrong sparsity parameter.
While the ordered lasso for the univariate forecast model performs best for short forecast horizons, the ordered lasso for the multivariate forecast model performs best for longer forecast horizons.
When evaluating the forecast performance of the different forecast methods in Section 4, we compare the predicted log-realized variances to the actual ones over the period February 2008 -April 2016 . The Global Financial Crisis, i.e. February 2008 -February 2009 , falls into this period. We also compute the MAFE for this subperiod only and investigate whether the relative forecast performance of our forecast methods is different during this subperiod. As expected, the MAFEs of all forecast methods are higher compared to the ones from Table 5 since it is more difficult to obtain reliable log-realized variance forecasts during this more turbulent period. Nevertheless, the forecast combined ordered lasso remains the best performing forecast method. Multivariate forecast models still have an advantage over the univariate ones for the longer forecast horizons.
One of the objectives of this paper is to compare multivariate with univariate forecast models. To this end, we opted to work with monthly data because of the non-overlapping trading days between the ten stock market indices. Since realized variance forecast are often made at the daily frequency as well, we also compared the forecast performance of the univariate forecast models to the Heterogeneous AutoRegressive (HAR) model (see e.g. Corsi, 2009 ) when using daily data. In line with the results of Section 4, we find the forecast combined ordered lasso to be the best performing forecast method. The forecast combined ordered lasso is competitive to the HAR model but it does not outperform it.
