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DYNAMIC OF GENERALIZED TRANSVECTIONS
GUIDO AHUMADA, NICOLAS CHEVALLIER
Abstract. Given an increasing odd homeomorphism σ : R→ R, the two bijective maps
hσ, vσ : R
2 → R2 defined by
hσ(x, y) = (x+ σ
−1(y), y) and vσ(x, y) = (x, σ(x) + y).
are called generalized transvections. We study the action on the plane of the group
Γ(σ) generated by these two maps. Particularly interesting cases arise when σ(x) =
sgn(x)|x|α. We prove that most points have dense orbits and that every nonzero point
has a dense orbit when σ(x) = sgn(x)|x|2. We also look at invariant measures and thanks
to Nogueira’s work about SL(2,Z)-invariant measure, we can determine these measures
when σ is linear in a neighborhood of the origin.
1. Introduction
We are going to study some algebraic and dynamic properties of the group of home-
omorphisms generated by two generalized transvections acting on the plane R2. Given
an increasing odd homeomorphism σ : R → R, these generalized transvections are two
bijective maps hσ, vσ : R
2 → R2 defined by
hσ(x, y) = (x+ σ
−1(y), y) and vσ(x, y) = (x, σ(x) + y).
and Γ(σ) is the group generated by these two maps.
Let us look at some particular cases. When σ is the identity map, Γ(σ) = SL(2,Z).
When σ(x) = sgn(x)|x|α for some positive real number α, the maps hσ and vσ are the
simplest “skew” homeomorphisms that commute with the flow induced by the vector field
X(x, y) = (x, αy). These maps also act on the real weighted projective space defined by
the curves x → (x, λσ(x)), λ ∈ R ∪ {∞}. When σ(x + 1) = σ(x) + 1, σ restricted to
Z is the identity, therefore there is no difference in the actions of Γ(σ) and SL(2,Z) on
Z2. Furthermore, using Fubini theorem we see that the Lebesgue measure is invariant by
both maps hσ and vσ, so, in many perspectives, Γ(σ) can be seen as a perturbed version
of SL(2,Z) and it is natural to study how the properties of SL(2,Z) are transformed by
such nonlinear perturbations.
On the algebraic side, the main question is to find the generators and relations presen-
tation of the group Γ(σ), in particular is it possible that Γ(σ) is a free group? We prove
only partial results, see section 4.
Before taking an interest in the dynamical side, let us introduce the generalized Eu-
clidean algorithm, it is the map Eσ defined by
Eσ : (x, y) ∈ R2≥0 →
{
(x− σ−1(y), y) if y < σ(x)
(x, y − σ(x)) if y ≥ σ(x)
(we shall define the Euclidean algorithm on the whole plane, see section 3). When σ is
the identity, E = Eσ is the classical Euclidean algorithm map. In that case, it is known
that a point in the plane has a dense orbit under the natural action of SL(2,Z) if and
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only if it does not belong to a rational line through the origin. It is also known that
∞⋃
n=0
∞⋃
k=0
E−k({En({p})}) = R2≥0 ∩ SL(2,Z)p
for all p ∈ R2≥0 (see [8]). This latter fact together with the ergodicity of the action of
SL(2,Z) on R2, implies the ergodicity of the Euclidean algorithm with respect to the
Lebesgue measure. We shall prove the following results.
Theorem 1. Let σ : R→ R be an increasing odd homeomorphism. Then all points in R2
that do not belong to a σ-rational line have dense orbits in R2 under the action of Γ(σ).
See section 5, the definition of σ-rational lines. We shall also give a version of this
Theorem in dimensions ≥ 3 (see Theorems 4 and 5). So at first sight, the general case is
similar to the classical case, however,
Theorem 2. If σ : x ∈ R→ sgn(x)x2, then every non zero point in R2 has a dense orbit
under the action of Γ(σ). Although,
⋃∞
n=0
⋃∞
k=0E
−k
σ ({Enσ (1, 0)}) is a discrete subset of
R2≥0.
A paradoxical partition of Ω = R2 \ {(0, 0)} is naturally associated with the two maps
hσ and vσ. Let
X = {(x, y) ∈ Ω : xy ≥ 0 and x 6= 0}
Y = {(x, y) ∈ Ω : xy ≤ 0 and y 6= 0}.
The disjoint sets A = hσ(X), B = vσ(X), C = h
−1
σ (Y ) and D = v
−1
σ (Y ) satisfy the
paradoxical properties
Ω = A ∪B ∪ C ∪D,
Ω = h−1σ (A) ∪ hσ(C) = v−1σ (B) ∪ vσ(D).
This implies that there is no finitely additive probability measure defined on the Borel
subsets of Ω and invariant by hσ and vσ. Moreover, this nonexistence can be made
quantitative: for any finitely additive probability measure µ, there exists a Borel set
F ⊂ Ω such that
|µ(hσ(F ))− µ(F )| or |µ(vσ(F ))− µ(F )| ≥ 1
4
(see [1], [11] and section 3). Concerning infinite σ-additive measures, Dani proved that
up to a multiplicative constant, the Lebesgue measure is the only locally finite invariant
measure that does not charge the axes ([3]). Nogueira gave a direct proof of this result
not using homogeneous dynamic ([9]) and also described the ergodic measures that charge
the axes. Nogueira’s direct proof naturally leads to the following result.
Theorem 3. Let σ : R → R be an increasing odd homeomorphism. Suppose σ(x) = ax
for all x ∈ [−b, b] for some a, b > 0. Then the Lebesgue measure is the only measure µ on
R2≥0 such that
• µ([0, 1]2) = 1 and µ({0} × R≥0) = µ(R≥0 × {0}) = 0,
• for all Borel subsets A in R2≥0, µ(A) = µ(hσ(A)) = µ(vσ(A)).
Actually, we use a local version of Nogueira’s theorem, see section 9.
The above Theorem has an easy consequence.
Corollary 1. With the same hypothesis as in Theorem 3, the generalized Euclidean algo-
rithm is ergodic on R2≥0 equipped with the Lebesgue measure.
2
Miernowski and Nogueira showed that the classical Euclidean algorithm is not only
ergodic but also exact, [7]. Using their result we obtain
Corollary 2. With the same hypothesis as in Theorem 3, the generalized Euclidean algo-
rithm is exact on R2≥0 equipped with the Lebesgue measure.
As a last remark, it is well known that the classical Euclidean algorithm is totally
dissipative, and it is straightforward to check that the generalized versions are still totally
dissipative.
The paper is organized as follows. We begin with some additional remarks and then
with some basic facts about the partitions generated by generalized transvections and the
non-existence of finite invariance measures. Next in section 4, we present a few algebraic
results. Section 5 is devoted to the proof of Theorem 1 about the density of orbits. In
this section, proposition 11 on the density of rational lines is the main intermediate result
towards Theorem 1. The accelerated Euclidean algorithm is also an important tool in the
proof of Theorem 1 and we explain how it can be used to define a σ-continued fraction
expansion. Results in higher dimensions are given in section 6. Section 7 is devoted to
the proof of Theorem 2. Section 8 gives an abstract lemma about extension of invariant
measure. In Section 9, we use Nogueira’s theorem and the previous lemma to derive
Theorem 3. In section 10, we study the lines defined by the generalized transvections in
connection with the Euclidean algorithm. A construction of invariant measures for the
generalized Euclidean algorithm is outlined in Section 11. In section 12, we consider an
affine extension of the group Γ(σ) and explain that this group satisfies a relative Kazdhan
property. In section 13, we consider the case of generalized transvections acting on the
two dimensional torus, Proposition 26 generalizes Burger’s result about ergodic SL(2,Z)-
invariant measures on the torus ([1], Proposition 9). The paper ends with some questions.
Sections 5, 7 and 9 devoted to the proof of Theorems 1, 2 and 3 are the heart of our
work. They used only sections 3 and 8.
2. some additional remarks about the case σ(x) = sgn(x)|x|α
Fix a positive real number α. Consider the homeomorphism σ : R → R defined by
σ(x) = sgn(x)|x|α and the flow Φα : (t, x, y) ∈ R× R2 → (etx, eαty) ∈ R2 associated with
the vector field X(x, y) = (x, αy).
Call G(α) the group of homeomorphisms g : R2 → R2 that commute with Φα, i.e., for
all p ∈ R2 and all t ∈ R,
g ◦ Φα(t, p) = Φα(t, g(p)).
(1) It is well known that if g ∈ G(1) is differentiable then g is linear. Therefore
SL(2,R) is the subgroup of G(1) made of differentiable homeomorphisms that
preserve the Lebesgue measure.
(2) The map f : R2 → R2 defined by f(x, y) = (x, σ−1(y)) intertwines the flows Φ1
and Φα: for all p ∈ R2 and all t ∈ R,
f ◦ Φα(t, p) = Φ1(t, f(p)).
Thus the map Fα : g ∈ G(α)→ f ◦g◦f−1 ∈ G(1) is an isomorphism, and Fα(Γ(σ))
is a subgroup of G(1) isomorphic to Γ(σ), the elements of which preserve the image
of the Lebesgue measure by f .
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(3) Let +σ be the addition defined on R by x+σ x
′ = σ−1(σ(x)+σ(x′)). Observe that
(R,+σ,×) is still a field and that
f ◦ hσ ◦ f−1(x, y) = (x+ y, y)
f ◦ vσ ◦ f−1(x, y) = (x, y +σ x),
so that, with new coordinates, hσ and vσ becomes standart transvections associated
with different additions.
3. The paradoxical decomposition and the Euclidean algorithm
Given an increasing odd homeomorphism σ : R → R, the generalized Euclidean algo-
rithm is defined on the whole Ω = R2 \ {(0, 0)} by
Eσ : Ω→ Ω
: u→


h−1σ (u) if u ∈ A = hσ(X)
v−1σ (u) if u ∈ B = vσ(X)
hσ(u) if u ∈ C = h−1σ (Y )
vσ(u) if u ∈ D = v−1σ (Y )
The sets A, B, C and D are very well adapted to show that there is no Γ(σ)-invariant
probability measure. Indeed, if µ is a finitely additive probability measure on Ω, since
X = A ∪ B, and Y = C ∪D,
µ(h−1σ (A)) = µ(A) + µ(B), µ(hσ(C)) = µ(C) + µ(D),
µ(v−1σ (B)) = µ(A) + µ(B), µ(vσ(D)) = µ(C) + µ(D).
Therefore,
1 =µ(h−1σ (A))− µ(A) + µ(v−1σ (B))− µ(B)
+ µ(hσ(C))− µ(C) + µ(vσ(D))− µ(D)
which implies that one of the four terms of the right hand side is ≥ 1
4
. It follows that no
finitely additive probability can be invariant by the group Γ(σ).
Lemma 3. The monoid Mσ(X) = M(hσ, vσ) generated by hσ and vσ, and the monoid
Mσ(Y ) =M(h−1σ , v−1σ ) generated by h−1σ and v−1σ , are free.
Proof. The two nonempty sets A = hσ(X) and B = vσ(X) form a partition of X. It
follows that for any nontrivial word w = w1 ◦ w2 · · · ◦ wn with wi = hσ or vσ for each i,
w(X) is included in A or B and never equal to X. Therefore w 6= Id and the monoid
M(hσ, vσ) is free. Replacing A and B by C and D, we see that the monoid M(h−1σ , v−1σ )
is free as well. 
An easy induction starting with the partition X = hσ(X) ∪ vσ(X) leads to
Lemma 4. For each positive integer n we have the partition
X =
⋃
w∈Mσ,n(X)
w(X)
where Mσ,n(X) is the set of words of length n in Mσ(X). Similar partition of Y are
given by the words of length n in the monoid Mσ(Y ).
Corollary 5. For each p ∈ X and for each positive integer n, there exists a unique word
wn ∈Mσ(X) such that p ∈ w(X). Moreover, Enσ (p) = w−1n (p). A similar result holds for
points in Y .
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Corollary 6. For each p ∈ X there exists a unique infinite word w = w1w2 . . . wn . . .
written with the alphabet {hσ, vσ} such that
p ∈
⋂
n≥1
w1 ◦ w2 · · · ◦ wn(X).
4. Algebraic properties of Γ(σ)
In the previous section we observed that the monoid Mσ(X) = M(hσ, vσ) is free (see
Lemma 3). Now we are interested in the algebraic structure of the group Γ(σ) generated
by hσ and vσ. This structure is more difficult to apprehend than for the monoid. We have
only two partial results.
Let denote Γ2(σ) the group generated by h
2
σ et v
2
σ.
Proposition 7. Γ2(σ) is a free group
Proof. The nonempty subsets P = C ∪A and Q = B ∪D in R2 are disjoint and it is easy
to check that v2kσ (P ) ⊂ Q and h2lσ (Q) ⊂ P for all nonzero integers k and l. Making use
of the ping-pong Lemma we see obtain that a non trivial product of power of h2σ and v
2
σ
cannot be the identity map. 
Remark 1. The groups Γ(σ) and Γ(σ−1) are conjugate : S−1◦hσ◦S : (x, y)→ (x+σ(x), y)
and S−1 ◦ vσ ◦ S : (x, y)→ (x, y + σ−1(x)). where S : (x, y)→ (y, x)
Remark 2. If σ = a Id for some a, then Γ(σ) and Γ(Id) are conjugate subgroups of the
linear group.
Remark 3. The central symmetry (x, y)→ −(x, y) commute with all the elements in Γ(σ)
because the homeomorphism σ is odd.
Proposition 8. Suppose that σ(x) = x for all x in a neighborhood of 0 or that σ(x) = x
for all x ∈ Z.
(1) Then there is a surjective morphism pi : Γ(σ)→ Γ(Id).
(2) The kernel of pi is the invariant subgroup generated by V 2σ U
3
σ and V
4
σ where Uσ =
v−1σ hσ and Vσ = h
−1
σ vσh
−1
σ .
Proof. 1. Let F(a, b) be the free group with two generators a and b and let G be a group
generated by two of its elements x and y. For w ∈ F(a, b) call w(x, y) the image of w by
the unique morphism that sends a on x and b on y.
For all g in Γ(σ) there exists w ∈ F(a, b) such that g = w(hσ, vσ). Set pi(g) = w(h, v)
which is an element of 〈h, v〉 = Γ(Id). In order to see that pi define a map from Γ(σ) to
Γ(1) it is enough to see that if w and w′ are two elements in F(a, b) such that w(hσ, vσ) =
w′(hσ, vσ) then w(h, v) = w
′(h, v).
If σ(x) = x in a neighborhood of 0, the maps w(hσ, vσ) and w(h, v) are equal in a small
enough neighborhood W of the origin and the same holds for w′ with another W ′. Now
W ∩W ′ generate the vector space R2 hence the linear maps w(h, v)and w′(h, v) are equal.
If σ(x) = x for all x ∈ Z, then hσ = h and vσ = v on Z2. Therefore for all w,
w(hσ, vσ) = w(h, v) on Z
2. Again, since Z2 generates the vector space R2, w(hσ, vσ) =
w′(hσ, vσ) implies w(h, v) = w
′(h, v).
The same way of reasoning shows that pi(g−1) = pi(g)−1 and pi(g1g2) = pi(g1)pi(g2).
2. Since UσVσ = h
−1
σ , Uσ and Vσ still generate the group Γ(σ). Let denote U = Uσ and
V = Vσ when σ = Id.
The group Γ(Id) = SL(2,Z) has the presentation 〈U, V |V 2U3, V 4〉 (see [10]), which means
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that the kernel of the morphism w ∈ F(a, b)→ w(U, V ) ∈ Γ(Id) is the invariant subgroup
N generated by a3b2 and b4.
Observe that the relation pi(w(Uσ, Vσ)) = w(U, V ) still holds for all w ∈ F(a, b).
It follows that each element of the invariant subgroup of Γ(σ) generated by V 2σ U
3
σ and
V 4σ is in the kernel pi because it is equal to the identity map on a subset that generates
the vector space R2.
Conversely, let w be in F(a, b) and g = w(UσVσ) be an element in Γ(σ) such that
pi(g) = Id. Since Id = pi(w(Uσ, Uσ)) = w(U, V ), w is in the normal subgroup N . 
Remark 4. In the case of SL2(Z), U = v
−1h has order 6 and V = h−1vh−1 has order 4
and V 2 = −I = U3. Note that if σ 6= Id the maps V 2σ U3σ and V 4σ are not the identity map
of the plan.
5. The accelerated Euclidean algorithm, proof of Theorem 1
There are two versions of the continued fraction algorithm, the subtractive algorithm
and the multiplicative algorithm. In the same way, there are two Euclidean algorithms.
We have already defined the subtractive version (the slow version). The accelerated
Euclidean algorithm Fσ is defined on X by
- Fσ(p) = h
−n
σ (p) when p ∈ hσ(X) = A and n is the smallest integer such that h−nσ (p) ∈
B = vσ(X) and,
- Fσ(p) = v
−n
σ (p) when p ∈ vσ(X) = B and n is the smallest integer such that v−nσ (p) ∈ A.
The accelerated algorithm Fσ is defined on Y by similar formulas. Up to the axes and
the diagonals, the map Fσ interchange A and B, and C and D, while Uσ = F
2
σ leaves A,
B, C and D invariant.
Definition 9. The σ-rational lines are the subsets L in R2 of the following form:
• L = Ox or Oy, one of the coordinate axes,
• L = m(hσ, vσ)(Ox) where m(hσ, vσ) is an element of the monoid Mσ(X) =
M(hσ, vσ) generated by hσ and vσ,
• L = m(h−1σ , v−1σ )(Oy) where m(h−1σ , v−1σ ) is an element of the monoid Mσ(Y ) =
M(h−1σ , v−1σ ) generated by h−1σ and v−1σ ,
A point in R2 is call σ-rational if it is in a σ-rational line and σ-irrational if it is not.
Remark 5. The set of σ-rational lines we defined is not invariant by the action of the
group Γ(σ) and we could have been defined the set of σ-rational lines as the set of lines
g(Ox), g ∈ Γ(σ). This latter set is in general strictly larger than the set we defined and
so Theorem 1 is stronger with our definition (see remark 10).
Remark 6. In the above definition, the axes Ox and Oy can be used indifferently because
vσ(Ox) = hσ(Oy).
Remark 7. Each rational line has zero Lebesgue measure because it is the image of a set
of zero Lebesgue measure. And since there are only countably many σ-rational lines, the
set of σ-rational points has zero Lebesgue measure.
Next Proposition is an important step toward Theorem 1. This proposition is very well
known in the classical case. In the general case its proof is not a direct adaptation of the
classical case. The first step of this proof is the following Lemma which gives a rough
estimate of the convergence to zero of sequences (Unσ (p))n with p ∈ X. The proof of this
Lemma is easy and follows the classical line as most parts of the proof of Theorem 1.
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Lemma 10. If p ∈ Ω is a σ-irrational point then ‖Unσ (p)‖ ≤ 12n‖p‖ where ‖(x, y)‖ =|x|+ |y|.
Proof. We can assume that p = (x, y) ∈ A = hσ(X) w.l.g. Since p is σ-irrational, the
coordinates of En(p) are both > 0 for all n ≥ 0. Hence, Fσ(p) = h−kσ (x, y) = (x′, y′) for
some positive integer k and 0 < x′ < σ−1(y), and, Fσ(x
′, y′) = v−k
′
σ (x
′, y′) = (x′′, y′′) for
some positive integer k′ and y′′ < σ−1(x′). It follows that
x = x′ + kσ−1(y) and y = y′ = y′′ + k′σ(x′),
x′′ = x′ ≤ kσ−1(y) and y′′ < k′σ(x′),
which implies
x+ y = x′′ + kσ−1(y) + y′′ + k′σ(x′) ≥ 2(x′′ + y′′).
Therefore ‖Uσ(p)‖ ≤ 12‖p‖ and the Lemma follows by induction. 
Proposition 11. The union of the rational lines is dense in R2.
Proof. Let us prove that R =
⋃
w∈Mσ(X)
w(Ox) is dense in X. The density in Y is similar.
Suppose on the contrary that there exists an open set V in X that does not meet
R. We can suppose that V is connected and bounded. Choose p in V and denote
r = sup{d(x,O) : x ∈ V } (O denote the origin of R2). By Lemma 10, we can choose a
integer n large enough in order that
Unσ (V ) ⊂ B(0, r) for some r and λ(V ) > λ(B(0, r)).
By definition, Unσ (p) is of the form U
n
σ (p) = w1 ◦ w2 · · · ◦ wN(p) where wi = h−1σ or
v−1σ . Consider the map w = w
−1
N · · · ◦ w−11 , it is an homeomorphism and it preserves
the Lebesgue measure. The set w(X) contains p and its boundary is contained in R.
Therefore the boundary of w(X) does not meet V . Since p ∈ V ∩ w(X) and since V is
connected, V ⊂ w(X). By Corollary 5, it implies that w−1(q) = ENσ (q) = Unσ (q) for all
q ∈ V . Therefore, w−1(V ) = Unσ (V ) ⊂ B(0, r). Now w−1 preserves the Lebesgue measure,
hence λ(V ) = λ(w−1(V )) ≤ λ(B(0, r)) < λ(V ), a contradiction. 
Lemma 12. Let (pn = (xn, yn))n≥0 be a sequence in R
2. Suppose that (pn)n≥0 tend to zero
and that all the xn or all the yn have the same sign and are not zero. Then the closure
{w(pn) : n ∈ N and w ∈Mσ(X)}
contains a half axis:
Ox+ if all the yn are > 0, Ox− if all the yn are < 0,
Oy+ if all the xn are > 0 and Oy− if all the xn are < 0.
Proof. The four cases are similar and we deal only with the case, yn > 0 for all n. For
n ∈ N, consider the sets
An = {hkσ(xn, yn) = (xn + kσ−1(yn), yn) : k ∈ N}.
Observe that the points in An are on the line y = yn and are spaced by intervals of same
length σ−1(yn). Therefore, since the sequences (xn)n≥0, (yn)n≥0 and (σ
−1(yn))n≥0 tend to
zero, the closure of the union
⋃
n≥0An contains Ox+. Since all the maps h
k
σ, k ∈ N, are
in Mσ(X) we are done. 
Proposition 13. If p ∈ X+ = {(x, y) ∈ X : x > 0} is σ-irrational, then⋃
n≥0
⋃
k≥0
E−nσ {Ekσ({p})}
is dense in X+.
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Remark 8. Similar statements hold for the three other quadrants.
Remark 9. We shall use the following general fact: if M is a monoid of continuous maps
acting on topological space Z and if the closure of an orbit MA of some subset A ⊂ Z,
contains a subset B ⊂ Z, then this closure contains MB.
Proof of the Proposition. By Lemma 10, the accelerated algorithm generate a sequence
(pn = (xn, yn) = U
n
σ (p))n≥0 that satisfies the assumptions of the previous Lemma. Since
yn > 0 for all n, the half axis Ox+ is in the closure C of
{w(pn) : n ∈ N and w ∈Mσ(X)}
By proposition 11, the rational lines are dense in R2 and hence
⋃
w∈Mσ(X)
w(Ox+) is dense
in X+. Therefore, C contains X+.
It remains to see that v = w(Unσ (p)) ∈
⋃
k≥0
⋃
n≥0E
−k
σ {Enσ ({p})} for all n ∈ N and
w ∈Mσ(X). First observe that u = Unσ (p) ∈
⋃
i≥0E
i
σ({p}). Next w is a word in the free
monoid Mσ(X) with a certain lengh j. Since v = w(u) ∈ w(X), Ejσ(v) = u by Corollary
5, and hence v ∈ E−jσ (
⋃
i≥0E
i
σ({p}). 
Proof of Theorem 1. Let p be a σ-irrational point in R2. We want to prove that its orbit
under the action of Γ(σ) is dense in R2. The point p is in one of the four quadrants, say
p ∈ X+. By the previous Proposition, we already know that the orbit p is dense in X+,
hence the half axis Oy+ is in the closure of the orbit of p. Since the rational lines are
dense, the set Mσ(Y )Oy+ is dense in Y+ = {(x, y) ∈ Y : y ≥ 0} and the orbit of p as
well. Continuing this process, turning around the origin, we see that the orbit p is dense
in the four quadrants. 
5.1. σ-continued fraction expansion. We suppose that the homeomorphism σ is de-
fined by sgn(x)|x|α where α is a positive real number. Using the property σ(xy) =
σ(x)σ(y), we are going to see that the accelerated σ-Euclidean algorithm defines a σ-
continued fraction expansion.
Let(x, y) = (rσ−1(y), y) be in {(x, y) : 0 < σ−1(y) < x}. The real number r ∈]1,+∞[
is the σ-(inverse)slope of (x, y). Suppose that Uσ(x, y) = v
−b
σ ◦ h−aσ (x, y) for some positive
integers a and b. Put Uσ(x, y) = (X, Y ) = (σ
−1(Y )r, Y ). Since
(σ−1(y)r, y) = haσ ◦ vbσ(σ−1(Y )R, Y )
= haσ(σ
−1(Y )R, Y (1 + bσ(R))
= (σ−1(Y )(R + aσ−1(1 + bσ(R))), Y (1 + bσ(R))
= (σ−1(y)R+aσ
−1(1+bσ(R))
σ−1(1+bσ(R))
, Y (1 + bσ(R)),
we have,
r =
R + aσ−1(1 + bσ(R))
σ−1(1 + bσ(R))
= a +
1
σ−1(b+ 1
σ(R)
)
= Sa,b(R).
Iterating the accelerated σ-Euclidean algorithm we obtain sequences (rn)≥0, (yn)≥0, (an)n≥1
and (bn)n≥1 defined by r0 = r and y0 = y and
(σ−1(yn+1)rn+1, yn+1)) = Uσ(σ
−1(yn)rn, yn) = v
−bn
σ ◦ h−anσ (σ−1(yn)rn, yn).
This gives rise to a σ-continued fraction expansion of the σ-slope r:
r = Sa1,b1 ◦ · · · ◦ San,bn(rn).
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In this context, the “golden σ-slope” can be defined by the equation
r = S1,1(r) = 1 +
1
σ−1(1 + 1
σ(r)
)
.
When α = 2 this latter equation is
r = 1 +
1√
1 + 1
r2
which have an unique solution in the interval ]1,+∞[:
r =
1
2
(
1 +
√
2 +
√
2
√
2− 1
)
= 1.883203506 . . .
Actually r is an algebraic integer solution of the equation
r4 − 2r3 + r2 − 2r + 1 = 0.
6. Density: higher dimensional results
We fix an odd increasing homeomorphism σ : R → R. When n ≥ 3, the generalized
transvections in Rn associated with σ are maps from Rn to Rn defined as follow. If
i < j ∈ {1, . . . , n} are two integers, we define
hi,j(x1, . . . , xn) = (x1, . . . , xi−1, xi + σ
−1(xj), xi+1, . . . , xn),
vi,j(x1, . . . , xn) = (x1, . . . , xj−1, xj + σ(xi), xj+1, . . . , xn).
Denote M(σ, n) the monoid generated by the transvections hi,j and vi,j , 1 ≤ i < j ≤ n
and Γ(σ, n) the group generated by the same transvections. There are two main results
about density. We prove only the second one which is perhaps more surprising. Its proof
is an adaptation of a proof of Dany and Nogueira in [5]. The proof of the first Theorem
is easier.
Theorem 4. Suppose n ≥ 3. Let x = (x1, . . . , xn) be in Rn. Suppose that there exists
i < j ∈ {1, . . . , n} such that (xi, xj) is σ-irrational in R2. Then Γ(σ, n)x is dense in Rn.
Theorem 5. Suppose n ≥ 3. Let x = (x1, . . . , xn) be in Rn. Suppose that there exists
i < j ∈ {1, . . . , n} such that xixj < 0 and (xi, xj) is σ-irrational in R2. Then M(σ, n)x
is dense in Rn.
We shall use a n-dimensional extension of Lemma 12 combined with the Proposition
about the density of rational lines.
Lemma 14. Let 1 ≤ i < j ≤ n be two integers and let B be a subset in Rn such that
• for all x = (x1, . . . , xn) ∈ B, xixj < 0,
• The closure of B contains a point p = (p1, . . . , pn) with pi = pj = 0.
Then the closure C of M(σ, n)B contains
Qi,j = {(x1, . . . , xn) ∈ Rn : xixj > 0}.
Proof of the Lemma. We can suppose that xi < 0 and xj > 0 for all x = (x1, . . . , xn) ∈ B
w.l.g. Denote (e1, . . . , en) the standard basis of R
n. For integers l 6= k and real numbers
α, consider the set
A(l, k, α) = Nτ(α)ek,
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where τ = σ if l < k and τ = σ−1 if l > k. Fix an integer k 6= i and j. If x = (x1, . . . , xn) ∈
B, then x + A(i, k, xi) and x + A(j, k, xj) are included in M(σ, n)B. Observe that if
x = (x1, . . . , xn) ∈ B, xi and xj are of opposite sign and so are τ(xi) and τ ′(xj) for any
increasing odd homeomorphisms τ and τ ′. Letting x → p in B, and making use of the
continuity of σ and σ−1 at zero, we see that the closure of
B′ =
⋃
x=(x1,...,xn)∈B
(x+ A(i, k, xi)) ∪ (x+ A(j, k, xj))
contains p+ Rek. Therefore B
′ satisfies
• B′ ⊂M(σ, n)B,
• for all x = (x1, . . . , xn) ∈ B′, xi < 0, xj > 0,
• the closure of B′ contains the set p+ Rek.
Using inductively this process with the integer k ranging in {1, . . . , n}\{i, j}, we see that
M(σ, n)B contains a set B′′ satisfying
• B′′ ⊂M(σ, n)B,
• for all x = (x1, . . . , xn) ∈ B′′, xi < 0, xj > 0,
• The closure of B′′ contains the set p+⊕k 6=i,j Rek =⊕k 6=i,j Rek.
Again the sets x+A(i, j, xi) and x+A(j, i, xj) are included in M(σ, n)B for all x in B′′.
Letting x→ q, where q is any point in⊕k 6=i,j Rek, we see that C contains⊕
k 6=i,j
Rek + R≥0ei and
⊕
k 6=i,j
Rek + R≤0ej
Finally, we deduce from the density of the rational lines in R2 that for each q ∈⊕k 6=i,j Rek,
the closure ofM(hi,j, vi,j)(q+R≥0ei) is q+R≥0 ei+R≥0 ej and the closure ofM(hi,j, vi,j)(q+
R≤0ej) is q + R≤0 ei + R≤0 ej . Therefore C contains Qi,j 
Proof of Theorem 5. Let x = (x1, . . . , xn) be in R
n. Suppose that there exists i < j ∈
{1, . . . , n} such that xixj < 0 and (xi, xj) is σ-irrational in R2.
Consider the accelerated Euclidean algorithm in the plane x+Rei+Rej (we extend this
map by not changing the other components). The positive iterates of this map applied to
x form a set B that satisfies the assumptions of the above Lemma. Therefore the closure
F of M(σ, n)B =M(σ, n)x contains Qi,j .
For each k 6= l,
Bk,l = {(x1, . . . , xn) ∈ Qi,j : xk < 0 and xl > 0}
satisfies the hypothesis of the above Lemma with the indices k and l, therefore Qk,l ⊂ F .
Since it holds for any k, l, we are done. 
7. Proof of Theorem 2
Recall that we suppose σ(x) = sgn(x)x2 in Theorem 2. We need two algebraic Lemmas.
Lemma 15. Let K ⊂ R be a field, and let x ≤ 0 and y 6= 0 be two elements in K. If
z is a positive real number which is not a square in K then x + y
√
z is not a square in
K(
√
z). Therefore K(
√
z)(
√
x+ y
√
z) is an extension of degree to of K(
√
z).
Proof. For all a, b in K, (a+b
√
z)2 = a2+b2z+2ab
√
z where a2+b2z > 0 unless a = b = 0.
Therefore, since x ≤ 0 and y 6= 0, x+ y√z cannot be a square in K(√z). It follows that
X2 − (x+ y√z) is irreducible over K(√z). 
Lemma 16. Let x0 and y0 be two positive real numbers. Assume that
10
i y0 is not a square in K0 = Q,
ii x0 = a0 + b0
√
y0 where a0 6= 0 and |b0| ≥ 1 are rational numbers,
iii y0 > x
2
0.
Then M0 = (x0, y0) is σ-irrational. In particular (−1 +
√
2, 2) is σ-irrational.
Proof. Let us proof that the sequence Mn = (xn, yn) generated by the accelerated Eu-
clidean algorithm starting withM0, is not stationary. It will ensure thatM0 is σ-irrational.
The sequence (yn)n define a sequence of fields
K0 = Q, K1 = K0(
√
y0), . . . , Kn = Kn−1(
√
yn−1), . . .
Let us proof by induction that for all n:
i(n) yn ∈ Kn is positive and is not a square in Kn,
ii(n) xn is positive and xn = an + bn
√
yn ∈ Kn+1 where an 6= 0 and bn are in Kn, and
|bn| ≥ 1,
iii(n) yn > x
2
n.
If n = 0, i(n), ii(n) and iii(n) are just the assumptions of the lemma.
Assume i(n), ii(n) and iii(n) hold. Since yn > x
2
n there is an integer kn+1 ≥ 1 such that
yn+1 = yn − kn+1x2n with 0 ≤ yn+1 < xn. Now by ii(n),
yn+1 = yn − kn+1(a2n + b2nyn + 2anbn
√
yn)
= −(kn+1a2n + (kn+1b2n − 1)yn)− 2anbnkn+1
√
yn
= −zn − 2anbnkn+1√yn
with zn > 0 and anbnkn+1 6= 0. By the previous Lemma, yn+1 is not a square in Kn+1 =
K(
√
yn). In particular yn+1 is not zero and satisfies 0 < yn+1 < x
2
n. Therefore i(n+1)
holds.
Since 0 < yn+1 < x
2
n, there exists an integer jn+1 ≥ 1 such that xn+1 = xn − jn+1√yn+1
with 0 ≤ xn+1 < √yn+1.
Notice that xn+1 6= 0 for yn+1 is not a square in Kn(√yn). Therefore, 0 < x2n+1 < yn+1,
and iii(n+1) holds. Beside, xn+1 = xn − jn+1√yn+1 where xn is a positive element in
Kn(
√
yn), hence xn+1 = an+1 + bn+1
√
yn+1 ∈ Kn(√yn)(√yn+1) with |bn+1| ≥ 1 which in
turn implies that ii(n+1) holds. 
End of proof of Theorem 2. By the above Lemma, the orbit of point the M0 = (−1 +√
2, 2) under the action of Γ(σ) is dense in R2. Now,
hσ ◦ v2σ ◦ h−1σ ◦ v4σ(1, 0) = M0,
hence the orbit of (1, 0) is dense. Next the homeormorphism φt(x, y) = (tx, sgn(t)t
2y)
commute with hσ and vσ, therefore Γ(σ)(t, 0) = φt(Γ(σ)(1, 0)) is dense in R
2 for all t ∈ R.
It follows that the orbit of any nonzero point in any rational line is dense. Since the orbit
of the other points are also dense, we are done. 
Remark 10. The point M0 is in the image of the Ox axis by g = h ◦ v2 ◦ h−1 ◦ v4 which
belongs to Γ(σ). But M0 is not in a σ-rational line, hence it provides an example where
the set of rational lines we defined, is strictly included in the set of lines g(Ox), g ∈ Γ(σ)
(see remark 5).
Remark 11. Suppose that x and y are two real numbers algebraically dependent over
Q. Then, it is not difficult to see that hσ(x, y), vσ(x, y), h
−1
σ (x, y) and v
−1
σ (x, y) are still
algebraically dependent pairs over Q. It follows that all the (x, y) in lines the g(Ox),
g ∈ Γ(σ), are algebraically dependent. This gives plenty of examples of (x, y) that are
not in a σ-rational line, for instance (1, pi).
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8. An abstract lemma about extensions of invariant measure
We shall use a local formulation of Nogueira’s Theorem. This local formulation can be
derived from Nogueira’s Theorem either by a careful examination of its proof or by using
some general facts about extensions of invariant measures. Thereby, the Lemma below
will allow to obtain this local formulation.
Definition 17. Let (X,A) be a measurable space and let E be set of measurable and
one to one maps from X to X such that for all A ∈ A and all g ∈ E, gA ∈ A (the maps
g are bi-measurable). A measure µ defined on the measurable subsets of a subset B ∈ A
is E-invariant on B if for all measurable A ⊂ B and all g ∈ E,
gA ⊂ B ⇒ µ(gA) = µ(A).
Lemma 18. Let (X,A) be a measurable space and let h, v : X → X be two bi-measurable
one to one maps such that h(X) and v(X) form a partition of X. Let B be a measurable
subset in X such that X is the union of all the wB, when w ranges in the monoidM(h, v).
(1) If µ and ν are two {h, v}-invariant measures on X that are equal on B then µ = ν
on X.
(2) Any M(h, v)-invariant measure on B is the restriction of an M(h, v)-invariant
measure on X.
(3) Suppose that h(X \B)∩B = v(X \B)∩B = ∅. Then any {h, v}-invariant measure
on B is the restriction of an M(h, v)-invariant measure on X.
Remark 12. The monoid is assumed to contain the identity map.
Proof. Preliminary observations.
Since h(X) and v(X) are disjoint the monoid M(h, v) is free and we consider elements in
this monoid as words in h and v. The empty word corresponds to the identity map.
If w and w′ are two words in the monoid, the intersection wX ∩ w′X is non empty iff
w is a prefix of w′ or w′ is a prefix of w. In the first case w′X ⊂ wX and wX ⊂ w′X in
the second case.
For w ∈ M(h, v), set
Xw = wB \
⋃
w′ prefix of w
w′B
and Bw = w
−1Xw.
The sets Xw, w ∈M(h, v), form a partition of X. Indeed their union is X by assumption,
and by the above remark about prefix, they are pairwise disjoint.
1. If µ and ν are two an {h, v}-invariant measures equal on B, since for all A ∈ A and
all w ∈M(h, v), w(w−1(A ∩Xw)) = (A ∩Xw), we have
µ(A) =
∑
w∈M(h,v)
µ(A ∩Xw)
=
∑
w∈M(h,v)
µ(w−1(A ∩Xw))
=
∑
w∈M(h,v)
ν(w−1(A ∩Xw))
=
∑
w∈M(h,v)
ν(A ∩Xw) = ν(A).
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2. Suppose now that µ is a M(h, v)-invariant measure on B and define ν on X by
ν(A) =
∑
w∈M(h,v)
µ(w−1(A ∩Xw))
for A ∈ A. Clearly ν is a measure which coincide with µ for all A ⊂ B. Therefore to
prove that ν is an invariant extension to X of µ, the only thing to check is the invariance:
If g = h or v and if A is a measurable subset of Xw for some w ∈ M(h, v) then ν(gA) =
ν(A).
Since g is one to one,
gXw = gwB \
⋃
w′ prefix of w
gw′B,
= gwB \
⋃
w′ prefix of gw,w′ 6=Id
w′B
= Xgw ∪ B′
where B′ = gXw \Xgw is included in B. Since gA ⊂ gXw, we have a partition A = A′∪A′′
with gA′ = B′ ∩ gA and gA′′ = Xgw ∩ gA. By definition of ν,
ν(gA) = ν(gA ∩Xgw) + ν(gA ∩ B′)
= µ((gw)−1(gA′′)) + µ(gA′)
= µ(w−1A′′) + µ(gw(w−1A′)).
Since w−1A′ ⊂ B and gw(w−1A′) ⊂ B, the invariance of µ onB implies that µ(gw(w−1A′)) =
µ(w−1A′). Therefore
ν(gA) = µ(w−1A′′) + µ(w−1A′) = µ(w−1A) = ν(A).
3. Under the assumption h(X \B) ∩ B = v(X \ B) ∩ B = ∅, the {h, v}-invariance on B
implies the M(u, v)-invariance on B. So (3) is a consequence of (2). 
9. Nogueira’s theorem and its consequences
All the measures we consider are defined on Borel subsets of R2 and we denote λ the
Lebesgue measure on R2.
For R > 0, let Iσ(R) be the set of positive measures µ on the square S(R) = [0, R]2
such that
• µ(S(R)) is finite,
• µ(coordinate axes) = 0,
• µ is M(hσ, vσ)-invariant on S(R),
When σ is the identity we drop the index σ and simply write I(R). Let I1(R) denote the
set of µ ∈ I(R) such that µ(S(R)) = 1.
Theorem 6 (Nogueira). Up to a multiplicative constant, there is only one {h, v}-invariant
measure on R2≥0 that does not charge the axes.
Corollary 19. For all positive real number ρ, there is only one normalized measure on
S(ρ) = [0, ρ]2 that is {h, v}-invariant on S(ρ), and that does not charge the axes, i.e.,
I1(ρ) has only one element.
Proof of the corollary. Let Z be the set of points in R2≥0 that are not in a rational line.
By Lemma 10, any point in Z can be map by a positive iterate of the Euclidean inside
S(ρ), hence Z ⊂ ⋃g∈M(h,v) gS(ρ). Therefore by Lemma 18, any {h, v}-invariant measure
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on S(ρ) with total mass 1, that does not charge the rational lines can be extended to Z.
Nogueira’s Theorem implies that this measure is proportional to the Lebesgue measure
and so is its restriction to S(ρ). 
9.1. Invariant subsets and proof of Theorem 3. We begin by to general facts which
hold for any increasing odd homeomorphism σ.
Lemma 20. If A is a subset of R2 invariant by hσ and vσ then A+ = A∩R2≥0 is invariant
by the generalized Euclide algorithm, i.e., E−1σ (A+) = A+.
Proof. On the one hand,
E−1σ (A+) ⊂ hσ(A+) ∪ vσ(A+) ⊂ A ∩ R2≥0 = A+.
On the other hand, consider (x, y) ∈ A+. If σ(x) > y, then h−1σ (x, y) ∈ A+ and Eσ(x, y) =
h−1σ (x, y). Therefore (x, y) ∈ E−1σ (A+). If σ(x) ≤ y then v−1σ (x, y) ∈ A+ and Eσ(x, y) =
v−1σ (x, y). Therefore (x, y) ∈ E−1σ (A+). 
Lemma 21. Let A and S be Borel subsets in R2≥0. Suppose that A is invariant by the
generalized Euclide algorithm. Then for all measure µ on S, {hσ, vσ}-invariant on S, that
does not charge the axes, the measure ν = 1A∩Sµ is also {hσ, vσ}-invariant on S.
Proof. Let B be a Borel subset of S such that hσ(B) ⊂ S. We want to prove that
ν(hσ(B)) = ν(B). It is enough to prove that A ∩ hσ(B) = hσ(A ∩B) mod µ.
Let (x, y) ∈ A ∩ B. Since (x, y) ∈ A = E−1σ (A), Eσ(x, y) ∈ A. If x > 0, then
Eσ(hσ(x, y)) = (x, y). Therefore hσ(x, y) ∈ E−1σ (A) = A. It follows that hσ(A ∩ B) ⊂
(A ∩ hσ(B)) ∪ hσ({0} × R≥0).
Conversely, if u = hσ(x, y) ∈ A ∩ hσ(B) with (x, y) ∈ B and x > 0 then (x, y) =
Eσ(hσ(x, y)) = Eσ(u) ∈ A because u ∈ A = E−1σ (A). Therefore (x, y) ∈ A ∩ B which
implies that u ∈ hσ(A∩B). It follows (A∩hσ(B))\hσ({0}×R≥0) is included in hσ(A∩B).
The same proof can be done with vσ instead of hσ. 
Proof of Theorem 3. Using the change of variables φ(x, y) = (ax, y) we can reduce to
a = 1. Indeed,
φ ◦ hσ ◦ φ−1(x, y) = φ( 1ax+ σ−1(y), y) = (x+ aσ−1(y), y)
which is equal to (x + y, y) when y ∈ [−ab, ab]. And φ ◦ vσ ◦ φ−1(x, y) = (x, x + y) for
x ∈ [−ab, ab] as well.
Suppose that a = 1 and let µ be a measure in Iσ(R2≥0). Since a = 1, the restriction
of µ to the square S(b) is in I(S(b)). Therefore by the corollary of Nogueira’s theorem,
µ = cλ on S(b) for some nonnegative constant c. Now µ and λ are in Iσ(R2≥0), hence by
the uniqueness part of Lemma 18, µ = cλ on R2≥0. 
Proof of Corollary 1. Let A ⊂ R2≥0 be an Eσ invariant Borel set. By Lemma 21, the
measure ν = 1Aλ is in Iσ(R2≥0). Theorem 3 implies that ν is proportional to the Lebesgue
measure. Which in turn implies λ(A) = 0 or λ(R2≥0) \ A) = 0. 
Proof of Corollary 2. As above, using the change of variables φ(x, y) = (ax, y), we can
reduce to a = 1. Since the Euclidean algorithm is ergodic, it is exact if and only if for any
Borel set B in R2≥0 of positive Lebesgue measure, there exists a positive integer k such
that λ(Ekσ(B) ∩ Ek+1σ (B)) > 0, see Lemma 2.1 of [7].
Let B be a Borel subset in R2≥0 of positive Lebesgue measure. By Lemma 10, there
exist a positive integer n and A ⊂ B measurable and of positive measure such that
C = Enσ (A) ⊂ S(b). Restricted to S(b), Eσ = E which is exact. Therefore, there exists a
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positive integer k such that λ(Ek(C)∩Ek+1(C)) > 0. It follows that En+kσ (B)∩En+k+1σ (B)
contains Ek(C) ∩ Ek+1(C) and is of positive Lebesgue measure. 
10. σ-lines and the generalized Euclidean algorithm
Let Ω+ = Ω+(σ) be the set of all infinite words written with the two “letters” hσ and
vσ
Proposition 22. 1. For all w = (wn)n∈N in Ω+ not equal to h
∞
σ or to v
∞
σ , the set
Lw =
⋂
n∈N
w0 ◦ w2 ◦ · · · ◦ wn(R2≥0)
is the graph of an increasing homeomorphism σw : R≥0 → R≥0.
2. Every point p in R2>0 is contained in a σ-line Lw for some w ∈ Ω+(σ). Furthermore,
w is unique if and only if p is not in a σ-rational line.
3. If p is in a σ-rational line, there are exactly two elements w and w′ in Ω+ such that
p ∈ Lw = Lw′. Furthermore, there exists a finite length word m such that
w = mhσv
∞
σ , and w
′ = mvσh
∞
σ .
Proof. We only prove the first assertion of the proposition which is most the difficult part.
Let w = (wn)n∈N be in Ω+ and not equal to h
∞
σ or to v
∞
σ . For all positive t,
Lw ∩ ((t, 0) + R(0, 1)) =
⋂
n∈N
(w0 ◦ w1 ◦ · · · ◦ wn(R2≥0) ∩ ((t, 0) + R(0, 1)))
is the decreasing intersection of the connected sets w0◦w1◦· · ·◦wn(R2≥0)∩((t, 0)+R(0, 1))
which are compact provided that wi = hσ for at least one i ≤ n. Therefore Lw ∩ ((t, 0) +
R(0, 1)) is a nonempty compact connected set. This holds for Lw ∩ ((0, t) + R(1, 0)) as
well.
Let us show that the sets Lw ∩ ((t, 0) + R(0, 1)) reduce to one point for all positive t.
Suppose on the contrary that there exists a positive t and w in Ω+(σ) not constant such
that Lw ∩ ((t, 0) + R(0, 1))) = {t} × [a, b] where 0 ≤ a < b. Since w is not h∞σ or v∞σ , the
word w begin either by hn0σ vσ or by v
n0
σ hσ for some n0 > 0.
If the first letter w0 is hσ then h
−1
σ (Lw) = Lw′ where w
′ is obtained from w by deleting
the first letter. So Lw′ contains the points (t − σ−1(a), a) and (t − σ−1(b), b). It follows
that the nonempty open rectangle
R =]t− σ−1(b), t− σ−1(a)[×]a, b[
is included in the interior of the sets w1 ◦ w2 ◦ · · · ◦ wn(R2≥0) for all n ≥ 1. The boundary
of w1 ◦ w2 ◦ · · · ◦ wn(R2≥0) is the union of the two σ-rational lines w1 ◦ w2 ◦ · · · ◦ wn(Ox)
and w1 ◦ w2 ◦ · · · ◦ wn(Oy). So none of these two σ-rational lines meets R.
Let L = u1 ◦ u2 ◦ · · · ◦ un(Ox) be a σ-rational line. Suppose that ui = wi for i <
j ≤ n and uj 6= wj . If uj = hσ and wj = vσ then u1 ◦ u2 ◦ · · · ◦ un(Ox) is under
u1 ◦u2 ◦ · · · ◦uj(Oy) = w1 ◦w2 ◦ · · · ◦wj(Ox) which in turn is under w1 ◦w2 ◦ · · · ◦wn(Ox)
and so L does not meet R. If uj = vσ and wj = hσ then u1 ◦ u2 ◦ · · · ◦ un(Ox) is above
u1 ◦u2 ◦ · · · ◦uj(Ox) = w1 ◦w2 ◦ · · · ◦wj(Oy) which in turn is above w1 ◦w2 ◦ · · · ◦wn(Oy)
and so L does not meet R.
Using the same way of reasoning with σ-rational lines L = u1 ◦u2 ◦ · · · ◦un(Oy), we see
that all σ-rational lines have empty intersections with R which contradicts the density of
the σ-rational lines (see Proposition 11). So the sets Lw ∩ ((t, 0) +R(0, 1)) reduce to one
point for all positive t when the first letter of w is hσ.
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If the first letter of w is vσ then we can apply the previous case to the word v
−n0
σ w
because L
v
−n0
σ w
∩ ((t, 0) + R(0, 1))) still contains a vertical segment of length b− a.
So in all cases we have shown that Lw cannot contain nontrivial vertical segment. The
proof that Lw does not contains nontrivial horizontal segment goes the same way, just
reverse the role of hσ and vσ.
The fact that Lw does not contains neither vertical segments nor horizontal segments
implies that Lw is the graph of a bijection σw : R≥0 → R≥0. To prove that σw is an
homeomorphism it is enough to see that it is nondecreasing.
Let w be an infinite non constant word. For each n, w0 ◦w1 ◦ · · · ◦wn(Ox) is the graph
of an increasing function fn : R≥0 → R≥0. Furthermore, for each positive t, fn(t) is the
infimum of (w0 ◦ w1 ◦ · · · ◦ wn(R2≥0) ∩ ((t, 0) + R(0, 1))). Since
{(t, σw(t)} = Lw ∩ ((t, 0) + R(0, 1)) =
⋂
n∈N
(w0 ◦ w1 ◦ · · · ◦ wn(R2≥0) ∩ ((t, 0) + R(0, 1)),
we have σw(t) = limn→∞ fn(t). It follows that σw is the point-wise limit of a sequence of
nondecreasing function and hence is nondecreasing. 
Call σ-line, the sets Lw, w ∈ Ω+. Observe that Ox = Lh∞σ and Oy = Lv∞σ A change of
variable using the σ-lines can be used to express the action of the generalized Euclidean
algorithm. These new variables should help to find invariant measures for the generalized
Euclidean algorithm, at least in some particular cases.
We need a few notations.
• Let s : Ω+ → Ω+ denote the shift map defined by s(w0w1w2 . . . ) = w1w2 . . . .
• Let φ : R>0 × (Ω+ \ {v∞σ }) → R>0 × R>0 denote the “change of variable” defined
by
φ(x, w) = p where {p} = Lw ∩ ((x, 0) + R(0, 1)).
• Let Hσ : R>0 × (Ω+ \ {v∞σ })→ R≥0 × Ω+ denote the map defined by
Hσ(x, w) =
{
(x− σ−1 ◦ σw(x), s(w)) if w0 = hσ
(x, s(w)) if w0 = vσ
.
• Let Z denote the set of points in R2≥0 that are not in a σ-rational line.
• Let Ω0+ denote the set of words in Ω+ whose tail are not of the form h∞σ or v∞σ .
Remark 13. Observe that for any w ∈ Ω0+ and any x > 0,{
σ−1s(w) ◦ σw(x) = x− σ−1 ◦ σw(x) if w0 = hσ
σs(w)(x) = σw(x)− σ(x) if w0 = vσ .
Standard arguments lead to
Proposition 23. Endow Ω0+ with the σ-algebra induced by the product σ-algebra on Ω+,
and then endow R>0 × Ω0+ with the product σ-algebra. We have
(1) φ : R>0 × Ω0+ → Z is bijective and bi-measurable.
(2) The measurable dynamical systems (Z,Eσ) and (Ω
0
+ × R>0, Hσ) are isomorphic:
φ ◦Hσ(x, w) = Eσ ◦ φ(x, w)
for all (x, w) ∈ R>0 × Ω0+.
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11. About invariant measures for the generalized Euclidean algorithm
The shift map s : Ω+ → Ω+ has plenty of invariant measures. Choose one such measure
µ with µ(Ω+\Ω0+) = 0. This measure does not need to be of finite total mass. Let B(R>0)
be the Borel σ algebra of R>0. Consider a kernel
K : B(R>0)× Ω+ → R≥0 ∪ {∞}
such that
• for all w ∈ Ω+, K(., w) is a positive measure on R>0,
• for all B ∈ B(R>0), K(B, .) is measurable.
If for µ-almost all w, the image of the measure K(., w) by the map
ϕw : x ∈ R>0 →
{
x− σ−1 ◦ σw(x) if w0 = hσ
x if w0 = vσ
is the measure K(s(w), .), then the measure ν defined on R>0 × Ω0+ by
ν(A×B) =
∫
B
dµ(w)
∫
A
K(dx, w)
is Hσ-invariant. Indeed, in that case we have
ν(H−1σ (A×B)) =
∫
dµ(w)1B ◦ s(w)
∫
K(dx, w)1A ◦ ϕw(x)
=
∫
dµ(w)1B ◦ s(w)
∫
K(dx, s(w))1A(x)
=
∫
dµ(w)1B(w)
∫
K(dx, w)1A(x)
= ν(A× B).
For a general homeomorphism σ, the construct of such a kernel is not clear. When
σ(x) = sgn(x)|x|α with α > 0, the kernel K defined by
K(A,w) =
∫
A
1
x
dx
satisfies the required invariance. This is a direct consequence of the following lemma.
Lemma 24. Suppose that σ(x) = sgn(x)|x|α for some α > 0. Then for all w ∈ Ω+, there
exist a positive real number k(w) such that ϕw(x) = k(w)x for all w ∈ Ω+ \ {v∞σ } and all
x > 0.
Proof. Consider the family of curves ca : x ∈ R>0 → (x, aσ(x)) with a ≥ 0. For any curve
ca, hσ ◦ ca(x) = cb((1 + a1/α)x) with b = a(1+a1/α)α and vσ ◦ ca(x) = cb(x) with b = a + 1.
Using the previous proposition we see that for each w ∈ Ω+ \ {v∞σ } the boundary of
w0 ◦w2 ◦· · ·◦wn(R2≥0) is the union of two curves can and cbn where (an)n and (bn)n are two
adjacent sequences converging to a same limit a(w). Therefore Lw = {ca(w)(x) : x ≥ 0}.
If w0 = hσ then a(w) < 1 and
Eσ(ca(w)(x)) = h
−1
σ (ca(w)(x)) = cb((1− a(w)1/α))x)
with b = a(w)
(1−a(w)1/α)α
.
And if w0 = vσ then a(w) ≥ 1 and
Eσ(ca(w)(x)) = v
−1
σ (ca(w)(x)) = cb(x)
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with b = a(w)− 1. This implies that
Hσ(x, w) = (k(w)x, s(w)) with k(w) =
{
1− a(w)1/α if w0 = hσ
1 if w0 = vσ
.

Thanks to the above lemma, we see that each s-invariant measure gives rise to a measure
invariant by the generalized Euclidean algorithm:
Corollary 25. Suppose that σ(x) = sgn(x)|x|α for some α > 0. Let µ be any s-invariant
measure on Ω0+. Then the measure ν defined on the product R>0 × Ω0+ by
ν(A×B) =
∫
B
dµ(w)
∫
A
dx
x
is Hσ-invariant.
12. The affine group associated with Γ(σ) when σ(x+ 1) = σ(x) + 1
In this section, we suppose that σ(x+ 1) = σ(x) + 1 for all x ∈ R. Clearly,
hσ((x, y) + (n,m)) = hσ(x, y) + h(m,n),
vσ((x, y) + (m,n)) = vσ(x, y) + v(m,n)
for all (m,n) ∈ Z2, so that Z2 is stable by Γ(σ) and the restriction map pi : g → g|Z2
is a surjective morphism from Γ(σ) onto SL(2,Z). This allows to extend Γ(σ) with the
Z2-translations: let AΓ(σ) the group of all the maps of the form
p ∈ R2 → γ(p) + u
where γ ∈ Γ(σ) and u ∈ Z2. The group AΓ(σ) is the semi-direct product of Γ(σ) with the
additive group (Z2,+). It is known that (AΓ(Id),Z2) has the relative Kazdhan property
[11]. By Corollary 2 in [2], (AΓ(σ),Z2) has also the relative Kazdhan property. A direct
proof is also possible by adapting Shalom’s proof.
When n ≥ 3 there are similar result: Zn is stable under the action of Γ(n, σ), the
restriction pi : g → g|Zn is a surjective morphism from Γ(n, σ) on SL(n,Z). As above, let
denote AΓ(n, σ) the semi-direct product of Γ(n, σ) with the additive group (Zn,+). The
couple (AΓ(n, σ),Zn) has the relative Kazdhan property.
13. Invariant measures in the two-dimensional torus
The generalized transvections can be defined in the two-dimensional torus T2. Let
σ1, σ2 : T = R/Z→ T be two measurable maps and define h, v : T2 → T2 by
h(x, y) = (x+ σ2(y), y),
v(x, y) = (x, y + σ1(x)).
The two maps h, v are invertible maps acting on T2 and preserve the Lebesgue measure
λT2 of the two-dimensional torus. Call Γ = Γ(σ1, σ2) the group generated by h and v.
Some results about invariant measures are easy in this setting. Denote λTd the normalized
Lebesgue measure on the torus Td.
Proposition 26. For i = 1, 2, let Ni = σ
−1
i (Q/Z).
(1) If λT(σ
−1
i (Q/Z)) = 0, i = 1, 2, then any finite measure µ that is Γ-invariant and
absolutely continuous with respect to the Lebesgue measure λT2, is proportional to
λT2.
18
(2) If the sets Ni = σ
−1
i (Q/Z), i = 1, 2, are countable, then any finite measure µ that
is Γ-invariant and has no atom, is proportional to λT2.
Corollary 27. If λT(σ
−1
i (Q/Z)) = 0, i = 1, 2, then the action of Γ on T
2 is ergodic with
respect to the Leesgue measure.
Proof of the proposition. Let µ be a Γ-invariant measure with total mass 1. If µ is abso-
lutely continuous with respect to the Lebesgue measure and λT(σ
−1
i (Q/Z)) = 0, i = 1, 2,
then µ(N1 × T) = µ(T × N2) = 0. The same result holds if µ has no atom and the sets
Ni are countable. Indeed, let r be in T and consider the set Er = {(r, y) : y ∈ T \ N2}.
Since σ2(y) is irrational for all y /∈ N2, the sets hn(Er), n ∈ Z are pairwise disjoint
and have the same µ-measure, hence they all have zero measure. Since µ has no atom
Fr = {(r, y) : y ∈ T} has also zero measure which implies that N1 × T has zero measure.
The same proof shows that T×N2 has zero measure.
Let ϕ1, ϕ2 : T → R be two continuous functions. Making use successively of the
Birkhoff Theorem, of the zero measure of T×N2 and of the unique ergodicity of irrational
translations, we obtain∫
T2
ϕ1 ⊗ ϕ2(x, y)dµ(x, y) =
∫
T2
lim
n→∞
1
n
n−1∑
k=0
(ϕ1 ⊗ ϕ2) ◦ hk(x, y)dµ(x, y)
=
∫
T2\T×N2
lim
n→∞
1
n
n−1∑
k=0
(ϕ1 ⊗ ϕ2) ◦ hk(x, y)dµ(x, y)
=
∫
T
ϕ1dλ
∫
T2\T×N2
1T(x)⊗ ϕ2(y)dµ(x, y)
=
∫
T
ϕ1dλT1
∫
T
ϕ2dµ2
where µ2 is the image of µ by the projection (x, y) ∈ T2 → y ∈ T.
Reversing the role of x and y we obtain,∫
T2
ϕ1 ⊗ ϕ2(x, y)dµ(x, y) =
∫
T
ϕ2dλT1
∫
T
ϕ1dµ1
where µ1 is the image of µ by the projection (x, y) ∈ T2 → x ∈ T. Using the functions
1⊗ ϕ2 and ϕ1 ⊗ 1, it follows that λ = µ1 = µ2 and then that µ = λT1 ⊗ λT1 = λT2 . 
14. Miscellaneous questions and remarks
14.1. Density. Suppose that σ : R → R is given by σ(x) = sgn(x)|x|α for a positive
α 6= 1. Is the orbit of any nonzero point under the action of Γ(σ), dense in in the plan?
Start with the case α = 3. (Recall that Γ(σ) is the group generated by the two generalized
tarnsvections)
14.2. Ergodicity and invariant measures. Suppose that σ : R → R is an increasing
odd homeomorphism.
Does the action of Γ(σ) on the plan equipped with the Lebesgue measure always ergodic?
Same question for the generalized Euclidean algorithm acting on the first quadrant?
What are the hσ, vσ-invariant measures on the first quadrant?
In the authors opinion the differentiability at the origin and the cancellation of the deriv-
ative should play a role in these three questions.
Find “many” invariant measures absolutely continuous with respect to the Lebesgue
measure, for the generalized Euclidean algorithm.
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14.3. Arithmetic result for the generalized transvections. The proof of Nogueira’s
Theorem involved the following standard arithmetical result:
lim
n→∞
1
n2
card{(p, q) ∈ N2 : p, q ≤ n and gcd(p, q) = 1} = 6
pi2
(Mertens Theorem [6], Wikipedia: Cesàro Theorem). Numerical simulations indicate that
this Theorem could still hold in the context of generalized transvections. More precisely:
For r > 0, consider the set Λ(r) = {w(r, r) ∈ [0, 1]2 : w ∈ M(hσ, vσ)} (recall that
M(hσ, vσ) is the monoid generated by hσ and vσ). Study the limit
lim
r→0
r2 cardΛ(r)
Numerical simulations for σ tangent to the identity at the origin, give a limit equal to 6
pi2
as in Mertens’ Theorem. For σ(x) = sgn(x)|x|α, the limit seems to exist and be positive.
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