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任意の有界集合を S  Rd (S , )，いくつかの状態をとり得る状態集合をMとする．
初期状態 i 2 Mに付随する相似変換をWi，その縮小率を  1i とする．それ以降はマルコ
フ過程を持ち，1つ前の状態 i 2 Mから状態 j 2 Mへの遷移に付随する相似変換をWi j，














Wb1Wb1b2   Wbk 2bk 1Wbk 1bk(S) (2.3)
k ! 1とした極限集合Skをマルコフフラクタル集合と呼ぶ．この集合S1は，状態集合
M = f1; : : : ;mg上の有限ならびに無限系列の集合Mに写像できる．また，8 2 S1に対
して系列 b() = b1b2    b1 2 Mが対応する．したがって，集合 S1での確率測度を と
すれば，写像  ! b()によって状態集合M上の確率測度 が誘導される．
3
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上記の定義のもとで以下に状態数がm = 2個である場合のマルコフフラクタル集合を
示す．
図 2.1: マルコフフラクタル集合 (m = 2の場合)
2.2 マルコフフラクタル測度



















 1k log (bk1)   H1()
 < ) (2.6)
また，bk1 = b1b2  bk 2 Ak を典型系列と呼ぶ．
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2.4 Re´nyi情報次元
以降では，マルコフフラクタル集合 S1を単に集合 Sと記述する．パラメータ を中
心とする半径 のユークリッド球 B(; )を考え，B(; ) =
n












Nmin = fN :9 i 2 S  Rd; ([Ni=1B(i; ))  1   g (2.8)
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アルファベット集合を ，パラメータ集合を  Rdとし，パラメータ  2 における






号長   log p(xnj0)を差し引いたものを冗長度 Rと定義する．




確率分布 p(xj)がほとんど全てのデータ xに対して真のパラメータ 0で２階微分可能で










2 < 1 (3.3)
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条件 2.
0におけるダイバージェンス D(p(xj)jjp(xj0))について に関する 2次導関数
































ˆ = 0 + J 10 l
0
n(0) (3.8)
真のパラメータ 0を中心とし，半径 のフィッシャー情報球 Nを次式のような の集ま
りと定義する．
N(n) = N(0; (n)) = f : j   0j  (n)g (3.9)
ただし，j   0j2 = j   0j2J0 = j   0j
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(1   ")(   0)T J0 (   0)
 (   0)T J˜ (   0)
 (1 + ")(   0)T J0 (   0);
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仮定 1. （S の分離条件）
を中心とする半径 uの球の内部を B(; u)とする．各 0 2 に対して M = f1; :::;mgに属
する数列 fbkg1k=1を (8k)
 











k : B(; u) \ S  Wb1 :::WbkS
	
  sup k : B(; u) \ S  Wb1 :::WbkS 	) (3.13)




正則条件の下で，任意の 0 < " < 1;  > 0に対して，
m(xn)
p(xnj0)  (1 + ")  e

























ws(d)  ()2 log n + oP(log n) (3.17)
ここでは，以下の stochasticオーダーを用いた．
Yn = oP( f (n)); as n! 1, (8)

lim
n!1 P(jYnj <  j f (n)j) = 1

(3.18)





















































確率モデルを指定するパラメータ集合  Rd上にある力学系 i+1 = f (i)に従って，未









1fi 2 Ag ! w(A) (4.1)









　そして，データ列 xl(1); xl(2);    ; xl(k)に基づく，新たなデータ列 xnの確率推定量 mˆ(xn)を
以下のように定義する．




mJ(xnjxl(i)) + (k)mJ(xn) (4.2)
このとき，0  (k)  1はデータ列数 kの単調減少関数であり，詳しくは後に定義する．
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　この確率推定量を用いると，評価したい冗長度 Rは以下のような関数となる．





























2(1   2   2)(l + n)   (1 + ) l




(1   2   2) n






























(1 + 2   2)(l + n)   (1   ) l




(1 + 2   2) n


















































































































































log p(xlj0) + log p(xnj0)
)
=
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式 (4.12)の積分部は，ガウス積分を用いることにより，Z
exp
8>>><>>>: 12ZTZ + 1   2ZTZ + 12(1   )























2d  det (1   2( + 2))I  12  exp( (2ˆ)2
2
 1










1   2( + 2) + ¯
2 =
(1   2)¯2












(1   2   2) n
2(1   )f(1   2   2)(l + n)   (1 + ) lg (4.18)
となることより，式 (4.15)は，
p
2d  det (1   2( + 2))I  12  exp( (2ˆ)2
2
 1







2(1   2   2)(l + n)   (1 + ) l




(1   2   2) n



























2(1   2   2)(l + n)   (1 + ) l




(1   2   2) n
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4.3 冗長度解析























1CCCCCCCCCA = oP(1) (4.22)















































log(1 + ) =    1
2
()2; (0 <  < 1) (4.27)
であるので，式 (4.22)と定理 3を用いて以下のように計算できる．
Ep(xl j)











































 4e( d) log n
! 0 (4.28)
従って，























log n + oP(log n) (4.30)
となる．
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k  e log nの場合









=   log (k) mJ(x
n)
p(xnj0)   log












































2 log n (4.37)
 ke  log n (4.38)
従って，
R =   log (k) mJ(x
n)
p(xnj0)   log
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