By combining Convolutional Neural Network (CNN) descriptor and Compact Descriptors for Visual Search (CDVS), the visual search performance can be boosted. However, some redundancies still exist in the CDVS representation and the hard negative mining is not very accurate when training CNN embeddings. In this paper, we propose a high performance image retrieval scheme based on descriptor fusion. In detail, we first propose a more compact CDVS descriptor database building scheme through bitrate allocation, which can reduce information redundancy and boost image retrieval performance. We then propose a highly accurate CDVS-guided hard negative mining scheme when training CNN embeddings. In the hard negative selection, the CDVS descriptor and the CNN embedding are adaptively weighted together to achieve more precise decisions. Finally, the retrieval result is further refined through CDVS local descriptor matching by removing the irrelevant targets from the top positions. Extensive experimental results show that the proposed method outperforms the recent hybrid method and several other anchors remarkably, and produces better visual search performance. Codes and some models are available at https://github.com/WendyDong/ImageRetrieval_DF_CDVS.
I. INTRODUCTION
Applications, such as mobile augmented reality (MAR) and media entertainment, need fast and accurate content analysis of images and videos. In many cases, this kind of image/video analysis is mainly related to Content-based image/video retrieval (CBIR/CBVR) technique on mobile devices, which refers to searching for images/videos representing the same object or scene as the one depicted in a query image/video [1] . Typically, CBIR/CBVR is performed at the server end based on the received visual data from mobile clients via network. It is highly desirable to develop compact and robust image/video representations to avoid the transmission of the huge raw image/video data.
Motivation. To achieve this goal, in 2009, MPEG started the standardization of Compact Descriptors for Visual Search (CDVS) which was published in 2015 [2] . CDVS provides a standardized bitstream to enable interoperability for mobile visual search and augmented reality applications.
The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. By using CDVS, dramatic improvements are achieved in reducing the size of image feature data and the memory footprint of the feature extraction process [2] . To further support the large-scale video retrieval applications, MPEG has moved forward to standardize Compact Descriptors for Video Analysis (CDVA) [3] . In CDVA, video retrieval is treated as keyframe based image retrieval task, in which the CDVS descriptor and the Convolutional Neural Network (CNN) descriptor are extracted for the keyframes. Apparently, image retrieval is vital for visual search applications. In this paper, we focus on image retrieval based on CDVS and deep descriptor fusion.
The authors in work [4] showed that the CDVS descriptor and the CNN descriptor have complementary nature in visual search tasks. By combining the CDVS descriptor and the CNN descriptor, better retrieval performance can be achieved. Many CNN descriptors were proposed and applied to image retrieval tasks in recent years. In work [5] , a global descriptor was constructed based on the output of fully connected layers of CNN for the first time, which demonstrated better performance than the hand-crafted Fisher Vector [6] . Then, different pooling techniques were proposed to generate more effective representations, such as the max pooling in work [7] , the sum pooling in work [8] and the regional max pooling in work [9] . However, these CNN descriptors with different poolings are less invariant to geometric transformations like rotation and scale changes [4] . To further improve the discriminability of deep descriptors, the authors in work [10] proposed a nested invariance pooling (NIP) method to derive compact deep global descriptors. The authors also showed that the combination of hybrid pooling operations via NIP (HNIP) that incorporated CNN and the global descriptors of CDVS can significantly boost the visual search performance.
Problem. In work [10] , the authors directly combine CDVS and CNN descriptor by weighting the corresponding matching scores together. However, two important problems still need further studying for image retrieval when combining CDVS and CNN descriptor:
• Although it has been shown that the CDVS standard improves the retrieval performance under the same fixed bitrate mode [11] compared to SIFT [12] , some redundancies still exist in the CDVS representation [13] , limiting the capability of CDVS in visual search. In CDVS, a series of schemes, such as local feature selection [14] , [15] , local feature and location compression [16] , [17] , and feature aggregation [18] , are adopted to form standardized compact descriptor. However, for a selected bitrate mode, such as 4KB, the CDVS standard almost allocates the same amount of bitrate (4KB) for all the images. As a consequence, the visual objects that are easy to retrieve utilize equal bitrate as the hard ones, which introduces bitrate waste. Techniques to allocate bitrate for images according to their searching difficulty are needed to build more compact CDVS descriptors.
• The existing off-the-shelf image descriptors based on CNN are generally trained for the task of classification. Fine-tuning a pre-trained classification network for the instance retrieval task can significantly improve the retrieval performance, such as the recent work [19] , which treats instance retrieval as metric learning and learns accurate image embedding based on matching and non-matching image pairs. However, the hard example mining in work [19] just considers the generated deep representations during the training process. Actually, in the early stage of the training process, the learned deep descriptors are inaccurate and may mislead the selection of hard examples. Approach. Different from the directly matching score combining scheme of previous work, we propose a more comprehensive descriptor fusion scheme to boost the image retrieval performance. In detail, to tackle the above CDVS bitrate problem, we propose a bitrate allocation based CDVS descriptor database building scheme by taking the CNN descriptor into consideration. The proposed method can not only reduce information redundancy but also boost the image retrieval performance. To address the hard example mining problem of CNN training, a highly accurate CDVS-guided hard negative mining scheme is proposed. Besides, the CDVS local descriptor matching will be performed to further refine the retrieval results.
Contribution. The main contributions of this paper are summarized as follows:
• For CDVS descriptor, we propose an adaptive bitrate allocation scheme based on the retrieval hardness degree (RHD) of database images. The RHD is first evaluated based on the image intra/inter distances of image representations, including both the CDVS global descriptor and CNN embedding. Then we allocate higher bitrate for images that are hard to retrieve and lower bitrate for simpler ones based on RHD. Thus, the higher retrieval performance can be achieved through building more compact CDVS database.
• For CNN descriptor, we propose a high accurate hard negative mining scheme guided by the CDVS global descriptor. In our scheme, both CDVS descriptor and CNN embedding are weighted together to make the selection. The hard negatives are chosen mainly based on the CDVS information at the early stage. With the progressing of training, higher weight is adopted for CNN embeddings. By using our method, the model can be updated with higher efficiency.
• After the initial retrieval based on CDVS global descriptor and CNN embedding, we then apply CDVS local descriptor to refine the retrieval results. Through computing the relevant degree between different top ranked candidates to the query, the irrelevant targets are removed from the top positions, and thus the retrieval performance is improved.
Outline. The paper is organized as follows. In Section II, we review the CDVS and the CNN descriptors used for image retrieval. In Section III, we present the proposed bitrate allocation for CDVS descriptor extraction and the CNN embedding by using our hard negative mining strategy. The image retrieval by combining CDVS and CNN descriptor is discussed in Section IV. Then, Section V reports the implementation, and analyses the experimental results. Finally, the discussion and conclusion of this paper is summarized in Section VI and Section VII.
II. RELATED WORK
In this section, we briefly review the CDVS standard and the CNN descriptors built for image retrieval.
A. CDVS
The CDVS standard is proposed to meet the mobile visual search requirements: small descriptor size of the query image transmitted over the network, ensuring interoperability of visual search applications, and the descriptors must be scalable to support different scenarios. Fig. 1 outlines the key building blocks of the CDVS bitstream: interest point detection, local feature selection, local feature description, local feature compression, and local feature aggregation. For an input image, the CDVS standard first adopts ALP detector [2] to find the interest points by approximating the result of the Laplacian of Gaussian (LoG) filter. Secondly, a set of robust local features, such as 600 hundreds, are selected, each of which is then described as an original 128-dimensional (1024 bits) SIFT-like vector [2] . Based on these SIFT-like vectors, a global descriptor g is aggregated by using a scalable compressed Fisher Vector (SCFV) model [18] . Besides, a number of SIFT-like vectors are selected and compressed according to the encoding mode. Finally, the global descriptor g, the local descriptor which contains a set of compressed local features, and the other coding information are merged to generate the CDVS bitstream. In the retrieval stage, the global and local descriptors are separated out from the received query bitstream on the server end [20] . Then, the query global descriptor g is compared with each global descriptor in the global database, and based on the similarity score, the topranked N candidate images are returned. Finally, the candidate list is reranked based on local descriptor comparisons between the query image and each candidate image.
In CDVS, five encoding modes: 512 B (byte), 1KB, 2KB, 4KB, 8KB, 16KB, are defined to support different bandwidth conditions. For the CDVS bitstream database, if a coding mode, such as 4KB, is selected, then all the images are represented as CDVS descriptors with 4KB length. We use B to denote the bit amount for each image, then we have
where B g , B l and B o are the bits of global descriptor, local descriptor and other bits overhead of CDVS bitstream (such as the coding parameters), respectively. Let l be the bits of each compressed local feature, then
where M is the number of the compressed local features.
For an image with the selected coding mode, l, B g and B o almost take constant bit length, and thus the CDVS standard almost utilizes the same amount of local compressed features according to (3) .
However, the retrieval hardness degree varies for different visual objects, and the hard objects need higher bitrate than the easy ones. We target on allocating different bitrates B to images in the database according to their RHD. Thus, more local features will be used for the hard target by allocating higher bits B for the image.
B. CNN DESCRIPTORS FOR IMAGE RETRIEVAL
A variety of previous works apply CNN descriptors on the task of instance retrieval [5] - [9] . In work [5] , a global descriptor was built by using activations of CNN's fully connected layers. Although the global descriptor was trained for the task of classification, it demonstrated better performance than the traditional handcrafted descriptors, such as Fisher Vector [6] . Then, different pooling techniques were proposed to generate more effective representations, such as the max pooling in work [7] , and the sum pooling in work [8] . To enhance the scale invariant of CNN representation, the Regional Maximum Activation of Convolutions (R-MAC) [9] was proposed by averaging max pooled features over several multi-scale regions of interest in the feature maps [9] . To further improve the discriminability of deep descriptors, the authors in work [10] proposed a nested invariance pooling method to derive compact deep global descriptors. Recently, the authors in work [19] proposed a pooling layer based on a generalized-mean (GeM) that has learnable parameters, which offers a significant performance boost over standard non-trainable pooling layers.
Actually, the deep representations generated based on classification task need further tailored for the retrieval task [21] . The image retrieval performance can be improved by fine-tuning the CNN on training dataset that includes a large amount of matching and non-matching image pairs. The matching pair refers to images representing the same visual object and the non-matching image pair refers to images denoting different visual objects. To learn such an image embedding, metric learning architectures such as triplet networks [22] and the two-branch siamese [23] are often adopted. In these metric learning, data sampling is required to provide nontrivial pairs or triplets to accelerate the training [24] . In work [25] , the authors adopted a sampler which can generate amount of positives and negatives in each mini-batch to avoid overfitting. To make the training process efficient and stable, work [26] proposed a hard negative mining scheme which incorporates false positives marked by human labelers as hard candidates. In work [19] , the authors proposed an improved hard negative selection method based on work [27] , of which the non-matching images with the most similar descriptor are chosen. However, this kind of strategies just measures the similarity according to deep features during the training process. In fact, at the early stage of training, the learned embeddings can not represent the images accurately and thus will lead to wrong selected hard negatives.
Comparisons with Existing Methods. Visual search performance can be boosted by combining CDVS and CNN descriptors [4] , [10] , and we focus on image retrieval by combining these two kinds of representations. Different from the previous works, we distinguish our work as follows:
• Different from the descriptor fusion schemes of work [4] and [10] , our strategy goes deeper and is more comprehensive. The existing fusion methods directly weight the CDVS based retrieval score and the CNN descriptor based retrieval score together. In our work, we propose a series of fusion skills, such as the CDVS-guided CNN embedding training, the CDVS descriptor extraction by considering CNN embedding information, and the hybrid descriptor retrieval results refinement by using CDVS local descriptor.
• Different from the original CDVS standard, we use variable bitrate length for CDVS descriptors. Higher bitrate is allocated for images that are hard to retrieve and lower bitrate is assigned for simpler ones.
• Different from the existing hard negative mining methods, we take both CDVS descriptor and CNN embedding into consideration to conduct hard negative selection. The CDVS distance and CNN embedding distance are adaptively weighted together during the progressing of training, leading to higher mining efficiency.
III. CDVS DESCRIPTOR AND CNN EMBEDDING
In this section, we first describe the CDVS descriptor extraction based on bitrate allocation. Based on the proposed CDVS extraction scheme, the CDVS database with less information redundancy can be built. Then we detail the construction of CNN embeddings by using our hard negative mining strategy.
A. BITRATE ALLOCATION FOR CDVS 1) MOTIVATION
For the convenience of later discussion, a set of pictures that contain the same target or scene is defined as a group. Two pictures belong to the same group are called a matching pair, and a non-matching pair refers to two pictures from different groups.
In CDVS standard, almost the same amount of bitrate, such as 4KB, is allocated for all the database images. However, this is unreasonable because the image visual contents are different. Actually, the visual objects that are easy to retrieve should utilize less bitrate than the hard ones.
In this sense, we further give an intuitive explanation through qualitative analysis to demonstrate our motivation, as shown in Fig. 2 . First let us consider two different groups of images in a CDVS database. In Fig. 2(a) , the images of group G 1 (the red points) are far away from the remaining groups, and the images of another group G 2 (the blue points) are very close to many groups in the database. In this situation, it is hard to retrieve the images in group G 2 due to many interference samples in the other groups that have small distances to group G 2 , and thus more bitrate is required to represent the images of group G 2 . On the contrary, less bitrate may be enough for images of group G 1 . Another situation is depicted in Fig. 2(b) , where both group G 1 and group G 2 are far from the other groups in the database. The total average distance to the other groups is the same for group G 1 and group G 2 , however, the images in group G 1 are more concentrated than the images in group G 2 . It is prone to believe that retrieving group G 1 is easier than group G 2 , because the targets in group G 2 are more complicated due to diversity. Thus, we should allocate more bitrate to group G 2 .
The main idea of our bitrate allocation is to evaluate the retrieval hardness and thus allocate different bitrate to the images in the database according to their RHDs. Generally, in CDVS the global descriptor g is a vector with fixed length, such as 128 bits. As denoted in (3), if more bitrate is allocated to the CDVS descriptor, more local feature information will be encoded into the CDVS bitstream and thus higher matching accuracy can be achieved in the retrieval stage.
2) RETRIEVAL HARDNESS EVALUATION
In this paper, we first extract all the CDVS global descriptors and CNN descriptors (embeddings) of the database images, and then use these two kinds of descriptors to assist the retrieval hardness evaluation. The CNN descriptors will be discussed in Section III-B.
The proposed retrieval hardness evaluation is denoted as
where Lĝ RHD (g) and Ld RHD (d) are the retrieval hardness evaluated by the CDVS global descriptor and the CNN descriptor, respectively; I is an image in the database; g and d are the corresponding CDVS global descriptor and CNN descriptor of image I, and λ RHD is a weighting parameter which can be adjusted. We use the same form for both Lĝ RHD (g) and Ld RHD (d). In the following, we will detail the construction of Lĝ RHD (g), and then write Ld RHD (d) directly.
Assume that the number of images in the database is N , then we have N global descriptors g 1 , g 2 , ..., g N . Let G be a group in the database, which contains C (C < N ) images. Also for the convenience, we assume that the first C descriptors in the database g 1 , g 2 , ..., g C are the corresponding global descriptors of group G. For a specific image I k (k ≤ C) in group G, we use its total distance to the other images within the group to represent the degree of concentration, and the distance is denoted as
Note that according to (5) , Dĝ intra varies with different images in group G.
On the other hand, the RHD for image I k is related to the degree of interference from other images. We formulate the degree of interference from other groups as the distances between image I k and the images of other groups. Thus, we introduce the following distance
Based on (5) and (6), we define CDVS global descriptor based RHD for image I k as
This equation tells that if one image has small Dĝ intra and large Dĝ inter , this image is more easily to be retrieved, and vice versa. Small Dĝ intra represents that the image belongs to a group with more concentrated images, and large Dĝ inter denotes a lower degree of interference from other groups.
In the same formulating process, we write Ld RHD (d k ) for image I k as
where d k and d i are the CNN embeddings of image I k and image I i , respectively.
Based on (7) and (8), the final RHD of image I k is
Similarly, we can calculate RHD for all the database images according to the same flow, and thus we obtain (4).
From Fig. 3 , it is observed that the RHDs of the selected images using proposed (9) are roughly Gaussian distribution. It means that RHD varies with different images, thus we can assign low bitrate to images with small RHDs and high bitrate to images with large RHDs.
3) CDVS BITRATE ALLOCATION
In the original CDVS standard, each CDVS descriptor almost has the same bitrate L, such as 4KB. Then the total bitrate B total for the N images are When building CDVS database based on our bitrate allocation scheme, we first calculate the L RHD for all the images and then assign bitrate to these images according to the L RHD . Let V represent the generated RHDs, as shown in (11) .
We further sort V in ascending order as
where L I s1 RHD (with position 1) and L I sN RHD (with position N) corresponds to the minimum and maximum of the database RHDs.
For a specific image I k (1 ≤ k ≤ N ), the bitrate allocation scheme can be intuitively formulated as:
where I i is the i th image in the database. However, the above formula (13) is not very flexible. In this paper, we propose another bitrate allocation scheme by adding a control parameter, as shown in (14) .
where λ R is a parameter which controls the strength of bitrate allocation: big λ R will introduce large bitrate differences among the database images, and vice versa; S pos V (·) function returns the position of L I k RHD in V (a number between 1 and N ) for image I k ; ceil(N /2) returns the smallest integer greater than or equal to N /2. To assist understanding the bitrate allocation based on (14), we show an example: if the image I k has the biggest retrieval hardness degree L I k RHD , then S pos V (I k ) = N , and R(I k ) = λ R ·(N −ceil( N 2 ))+L; it is obvious that I k will obtain higher bitrate than the average L (actually I k is allocated the biggest amount of bitrate in this situration).
B. CNN EMBEDDING
In this part, we first review the deep metric learning, and then give the adopted CNN architecture. Finally, we present our proposed hard negative mining method. 
1) DEEP METRIC LEARNING
Distance metric learning targets at learning an embedding representation that decreases the distance between similar data points and increases the distance between dissimilar data points on the embedding space [24] , as shown in Fig. 4(a) . Recently, with the help of deep learning, deep metric learning learns a nonlinear embedding of the data using neural networks, which shows great performance improvement compared with the traditional distance metric learning.
Let x be an input image, and another two samples x + and x − are the positive (from the same group) and negative (from a different group) examples of x, respectively. Generally, in deep metric learning, a deep network takes x as input and generates an embedding d = f (x). To realize the above distance decreasing between the similar data points and the distance increasing between dissimilar data points on the embedding space, contrastive loss [23] , [28] and triplet loss [22] , [29] functions are proposed.
As Fig. 4(b) shows, for triplet loss based metric learning, the training samples are divided into a series of triplets, and each triplet is composed of a query (x), a positive (x + ) example and a negative (x − ) example. The triplet loss is
where the operator [·] + is max(0, ·) function, and τ > 0 is a distance margin which puches away the negative x − from the anchor x.
To achieve the same target, contrastive loss trains network by taking image pairs:
where (x, x + ) and (x, x − ) are the positive (matching) and negative (non-matching) pairs. FIGURE 5. Adopted siamese architecture: a pair of input images X 1 and X 2 are fed into the two-branch CNN, of which each branch has the same network structure and shares the same parameter vector W; the input images are mapped into the same embedding subspace as f (X 1 ) and f (X 2 ) by CNN nonlinear transformations, and then the contrastive loss is computed for the image pair.
2) CNN ARCHITECTURE
In this paper, we employ the above contrastive loss and adopt the siamese architecture [28] , as depicted in Fig. 5 . In the siamese architecture, a pair of input images are fed into a two-branch CNN network, which shares the same parameters. We use the same CNN architecture as work [19] , which is composed of convolution layers, GeM pooling layer, and normalization layer. The final normalized vectors are the image embeddings, and the distance between them is calculated. It is worth to note that the selection of efficient image pairs is vital for the network training, and thus ultimately affects the quality of image embeddings. Similar to work [19] , the positive examples (x and x + ) are randomly selected and then are fixed during the whole training process. We focus on studying the selection of hard negative samples (x − ), which will be discussed in the following.
3) HARD NEGATIVE MINING
Hard negative selection is used to provide nontrivial non-matching pairs, and thus improves the training of image embeddings. Different to the previous works [19] and [27] , which select the hard samples just relying on the embeddings generated during the training process, we incorporate both the CDVS global descriptors and the deep embeddings to select the most similar samples from the other groups to the current input image x as the hard negatives. The proposed hard negative selection is performed at the beginning of each epoch.
For each sample x, we first calculate the distance between it and each candidate negativex − , which is shown as the following
where the first term is the deep embedding distance and the second one is the CDVS global descriptor distance;ĝ x − and g x are the corresponding CDVS global descriptors ofx − and x, respectively; λ s is a weighting parameter described as
where exp(·) is the exponential function and β is a parameter bigger than zero; L loss-pre is the average training loss for all the images in the previous epoch. Note that λ s is small due to the large loss value in the early training stage, and thus small weight is given to the deep embedding distance. This is consistent with our original idea: the hard negatives are chosen mainly based on the CDVS information at the early stage and higher weight will be adopted for CNN embeddings when the training loss decreases. Finally, the hard negative with the smallest D s is selected for each image x.
IV. IMAGE RETRIEVAL
We present the image retrieval based on CDVS and CNN embedding in this section. The retrieval architecture is explained first and then the proposed image retrieval refinement algorithm is detailed based on the CDVS local descriptor.
A. IMAGE RETRIEVAL ARCHITECTURE
As demonstrated by work [4] and [10] , deep descriptors are better at characterizing global salient features and handcrafted descriptors work better on local patches with rich textured blobs, and thus by combining them the retrieval performance can be boosted. 6 shows our adopted retrieval architecture. For each query image, the corresponding global and local descriptors are separated out from the bitstream. Then the CDVS global descriptor and the corresponding CNN embedding are combined to conduct retrieval, and based on the matching scores calculated by (20) , a shortlist S with the top-ranked S list images, such as 500, is returned.
where λ r is a constant weighting parameter; f (x q ) and f (x y ) are the CNN embeddings of the query image and one database image, respectively; g x q and g x y are the corresponding CDVS global descriptors of x q and x y , respectively.
To further improve the image retrieval performance, the local descriptor matching with geometric consistency checking (GCC) is performed to refine the results.
B. RETRIEVAL REFINEMENT
The CDVS local descriptor is composed of some compressed SIFT-like hand-crafted features [2] . These local features are robust in scale and rotation changes, and have been successfully employed to conduct image matching and localization tasks [10] . Based on the fact that in the shortlist S, the majority of the top candidates within a range r (r ≤ S list ) contain the same target with the query image. We assume that if one image from the top candidates fails matching (after GCC) the other images of the top candidates, it is more prone to belonging an irrelevant image with the query and thus should be removed from the top candidates.
The proposed image retrieval refinement method is summarized in Algorithm 1. Step 1: Calculate the refining range r. We match the query CDVS local descriptor L q with each local descriptor L i (i from 0 to S list − 1) in the short list S, where both L q and L i contain a set of SIFT-like hand-crafted features. After matching, a score vector m q 1×S list is generated, of which the element m q 1×S list (i) represents the matching score between FIGURE 7. Case study of the retrieval refinement algorithm: the first image in each row is the query, and the right-hand side shows retrieval results of: 1. the retrieval results without refining, 2. the retrieval results after refining.
the query image and i th image of S. In each matching, first an exhaustive pairwise comparison is performed to find all matched hand-crafted feature pairs between query and the image in S. Then, the ratio test and GCC are conducted to remove the wrong matched pairs, and finally the remaining P good match pairs are used to generate the matching score m q 1×S list (i) between query and i th image according to (21) [20] .
where cos(·) is the cosine transform function, and min qi j /smin qi j is the ratio between the distance of the closest neighbor and that of the second-closest neighbor in computing the j th inlier matching pair.
The refining range is determined by (22) . is the maximum function; f det is a function which detects the first consecutive matching score string with all the scores lower than a threshold α in m q 1×S list , and returns the beginning index of the detected string.
Step 2: Compute the matching score matrix M r×r for the top r candidates in short list S. The element M r×r (i, j) represents the matching score between CDVS local descriptor L i and L j , which is calculated as M(L i , L j ) by (21) . It should be noted that M r×r (i, j) = M r×r (j, i), and we ignore the matching score of one image to itself (set diagonal elements M r×r (i, i) to zero).
Step 3: Calculate the relevance vectorm 1×r for the top r images. The computing process is depicted as (23) , and each element ofm 1×r denotes the degree of possibility that the corresponding image contains the same target or scene with the query. The small value of the element indicates the corresponding image tends to be an irrelevant sample.
In (23), the vector w r×1 denotes the weighting for the top r images, and w r×1 is set as (24) .
where p r×1 is the index vector [0, 1, ... r − 1] T of the top r images. According to (24) , the preceding images have a higher weight than the rear images in the top r list. This means we will be very careful to remove the preceding images in the top list. For example, if the first and the last image in top r have the same total amount of original matching scores to the other images, that is r−1 i=0 M r×r (0, i) = r−1 i=0 M r×r (r − 1, i), the last image will have higher probability to be treated as an irrelevant sample than the first image.
Step 4: Remove the irrelevant images from S. The images with relevance scorem 1×r (i) (i from 0 to r − 1) less than a thresholdT are removed from the top r, and they are taken to the end of S. Note thatm 1×r (i) is the i th element ofm 1×r .
In Fig. 7 , we depict a studied case of the retrieval refining algorithm. The retrieval result is optimized (the second row) by removing the irrelevant images (the image with red rectangle of the first row).
V. EXPERIMENTS A. DATASETS
We evaluate our method with a zero-shot setting, where the training set and test set contain image classes (groups) with no intersection. We use two types of dataset to verify our methods.
• Landmark
Dataset.
The standard datasets Oxford5k [30] and Paris6k [31] are selected to verify our retrieval algorithm. Oxford5k and Paris6k are captured landmark images from Oxford and Paris, respectively. To construct the CNN model, we use 20k images from SFM120k [19] as the training set, which is composed of 10k pairs of positive images.
• MPEG CDVS Dataset. MPEG CDVS group collects large scale diverse image dataset to evaluate the effectiveness of CDVS descriptor. The CDVS dataset contains a variety of planar or non-planar, rigid or partially rigid, textured or partially textured objects (scenes), which are captured from different viewpoints with different camera configurations and lighting conditions [10] . We select a CDVS subset as the test dataset which consists of 1406 query images and 7556 database images. Similarly, to build the CNN model, we use another subset of CDVS for training which contains 40955 images.
B. IMPLEMENTATION DETAILS 1) TRAINING PAIRS
The training set is composed of a number of tuples [19] , and each training tuple contains 1 query, 1 positive and 5 negative images (the same as work [19] ). In each tuple, the positive pair is fixed during the whole training process, and 5 negative pairs are adaptively generated for training. In specific, the hard negative mining is performed once per epoch: a pool of the candidate negatives consists of 2000 images is first randomly selected, then 5 candidate negatives are chosen from the pool according to (18) for each tuple; positive and negative pairs (generated based on the selected negatives) are fed into the siamese network to perform training for the current epoch.
2) CDVS CONFIGURATION
The CDVS reference software test model framework 11 (TM 11.0) [32] is used to conduct the CDVS descriptor extraction, including both the global descriptor and the local descriptor. The 1KB mode is used to build the CDVS database. Under bitrate allocation open mode, the bitrate length varies among different images according to their RHDs, but the total bit size for the database keeps the same with the bitrate allocation close mode. Note that all the images are first resized to 640 × 480 before extracting CDVS descriptors.
3) LEARNING CONFIGURATION
ResNet101 [33] is utilized as the backbone network of CNN in Fig. 5 . We use PyTorch framework [34] for the fine-tuning of ResNet101 which is trained with Adam [35] . We use an initial learning rate equal to 10 −5 , momentum 0.9, weight decay 5 × 10 −4 , margin τ 0.87 for contrastive loss (17) , and a batch size of 5 training tuples. For the hard negative mining, we use 0.5 for the β in (19) . All training images are resized to a maximum size of 362 × 362 while keeping the original aspect ratio. Training is done for at most 25 epochs and the best network is selected based on performance, measured via mean Average Precision (mAP) on the test dataset. Fine-tuning of CNNs for one epoch takes around 3.5 hours on a single GPU with 12 GB of memory.
4) RELATED PARAMETERS
The other parameters related to the bitrate allocation and retrieval algorithm are summarized as Table 1 . Note that the parameters vary for different datasets. 
C. EVALUATION CRITERIA 1) RETRIEVAL PERFORMANCE
The image retrieval performance is evaluated by the mAP as well as the success rate of top match (precision@Top-1, precision@Top-5, and precision@Top-10) [2] . The definition of mAP is denoted as (25) .
where i is the i th query index and N is the number of total queries. M i relevant is the number of relevant images corresponding to the i th query, r is the rank and P(r) is the precision at the cut-off rank of r.
2) BITRATE ALLOCATION
We evaluate the efficiency of bitrate allocation through performance analysis under different bitrate modes.
3) EFFICIENCY OF HARD NEGATIVE MINING
Except for the image retrieval performance comparison, we will plot mAP trend chart with the increase of epoch.
D. QUANTITATIVE RESULTS
The test datasets are composed of Oxford5k, Paris6k and CDVS dataset. For the CNN embedding extraction, we first resize the images to 1024 × 768, and then feed them into the CNN to get the embeddings. For the CDVS descriptor extraction, we resize the images to 640 × 480 and extract their CDVS local and global descriptors. At last, we evaluate our retrieval algorithm based on the generated CNN embeddings and CDVS descriptors.
We conduct full comparisons between our method and the other state-of-the-art algorithms, and the involved strategies are listed as follows:
• CDVS [2] . The basic CDVS method realized in TM 11.0) [32] is used as the baseline mobile search method. • GeM+HM [19] . The deep pooled descriptor GeM coupled with the hard negative mining (HM) method in work [19] are applied and tested in this paper. Note that both our adaptive hard negative mining (AHM) algorithm and the hybrid image retrieval use the GeM descriptor as the deep embedding in our work.
• BA. The bitrate allocation (BA) experiment is conducted based on the above standard CDVS scheme. Different from the standard CDVS, our BA allocates different bitrate for images according to their RHD. Our BA is tested to verify the effectiveness of bitrate allocation. • HM+G. This strategy combines the basic CNN embedding (GeM+HM) and the CDVS global descriptor, which is used to analyze the improvement brought by the hybrid descriptor retrieval.
• HM+RR. In this strategy, our image retrieval refining (RR) method is performed on the results of CNN embedding based retrieval (GeM+HM). This test is conducted to show the contribution of RR.
• HM+BA+RR. Both BA and RR are combined with the standard HM scheme (GeM+HM).
• AHM. Our adaptive hard-negative mining (AHM) is proposed to address the problem of standard HM. The advantages of AHM compared to HM are reported.
• AHM+G+BA+RR. Finally, we integrate all our proposed schemes (AHG, BA and RR) together, and build the high accuracy image retrieval algorithm. All the above listed strategies are performed under the configurations described by Section V-A, V-B and V-C, and the comparisons on Oxford5k (O5k), Paris6k (P6k) and CDVS dataset are summarized in Table 2 . Note that for Oxford5k and Paris6k dataset, the query images are not cropped with the provided bounding box, and they are directly used to perform retrieval in this paper. This means that the test conditions are harsher and thus the retrieval tasks in this article are more difficult than the general configurations in other works, such as work [10] and [19] , because of the interference from the complicated backgrounds in the query images. We report the analysis of the results as follows:
1) COMPARISON ANALYSIS
In Table 2 , we list the result of our high accuracy image retrieval method (AHM+G+BA+RR) together with the experimental results presented in work [2] (CDVS), [7] (MAC), [8] (R-MAC), [10] (HNIP), [10] (HNIP+G) and [19] (GeM+HM). As presented in Table 2 , our work achieves the best mAP among all the methods. The reported mAP of our work shows 1.4%, 3.1% and 2.5% accuracy gain than the second place scheme (GeM+HM) on Oxford5k, Paris6k and CDVS datasets, respectively. Similar to the mAP, our method also achieves superior results than the other stateof-the-art schemes for Top-1, Top-5 and Top-10. Although all the algorithms perform well for Top-1, the difference in performance gradually increases with big ranks, such as Top-5 and Top-10.
2) ABLATION STUDY
We further discuss the contributions of each component in our method to analyze the performance gain in detail.
• BA. A comparison of the standard CDVS method (82.8%) and the BA (83.6%) reveals that through bitrate allocation, BA can build more compact CDVS database, and thus introduce higher retrieval performance (0.8% mAP gain). It is important to note that the image retrieval accuracy gain introduced by bitrate allocation in the refining stage decreases (drops to 0.3%) when performing image retrieval based on the deep embeddings (see HM+RR:90.0% and HM+BA+RR:90.3%). The possible reason may come from the fact that the deep embeddings have stronger representation power than the CDVS descriptor, and the left improving space for BA-based CDVS in the retrieval refining stage is limited. The performance gains (Top-1, Top-5 and Top-10) are (0.2%, 1% and 1.3%) and (0.1%, 0.2% and 0.3%), for the above two situations on CDVS dataset, respectively. We also draw the mAP of standard CDVS and CDVS with our BA, as shown in Fig. 9 . Our bitrate allocation method performs better than the CDVS with fixed length bitrate under different bitrate modes.
• AHM. The contribution from our proposed AHM can be seen from the comparison between the basic image retrieval based on deep embeddings together with HM (GeM+HM) and our AHM with GeM pooled descriptor (AHM). Compared to the basic HM method, our AHM method shows an increase in mAP from 72.0% to 72.8% (+0.8%), 84.5% to 86.6% (+2.1%), and from 89.8% to 91.0% (+1.2%) for the three datasets, respectively. For Top-5 and Top-10, our AHM introduces (2.2%, 0.2% and 1.6%) and (1.4%, 0.2% and 1.6%) accuracy increase for Oxford5k, Paris6k and CDVS datasets, respectively. For Top-1, these two methods achieve comparable performance. To further compare our AHM and the hard negative mining in work [19] , we plot the evolution of FIGURE 8. Performance comparisons bewteen our sampling method and the scheme in work [19] (baseline) on the Oxford5k, Paris6K and CDVS datasets. mAP with the number of training epochs in Fig. 8 . It is apparent from Fig. 8 that our AHM method converges faster and generates better results when compared to work [19] .
• RR. The basic idea of our RR lies in removing the irrelevant images to the query from the top candidates. The effectiveness of our RR can be found by comparing the basic scheme of work [19] (GeM+HM) and the method of [19] with our RR (HM+RR). The mAP gains are 0.5%, 0.2% and 0.2% for the three datasets, respectively. The performance improvements vary for different datasets and ranks, and the biggest gain occurs for Top-5 on Oxford5k dataset, from 92.0% to 94.9%.
• Summarize. Overall, the AHM scheme contributes larger than the BA and RR. Besides, we should note that although the contributions from different components vary over diverse datasets and algorithm configurations, the proposed schemes have some degree of complementary nature when integrated together. The integrated performance outperforms each algorithm component.
E. CASE STUDY AND VISUALIZATION
Visualized Search Results: We select 3 queries from the utilized 3 datasets in this paper and depict the retrieval results in Fig. 10 . The involved methods are our work, the GeM . Visualized case study of image retrieval in test dataset. The first image in each group (including 4 rows) is the query, and the 4 row of retrieval results are our method, work [19] , work [10] and work [2] . The red rectangle indicates an incorrect retrieval image.
pooling with HM of work [19] , the HNIP in [10] and CDVS of work [2] . The visualized results denote that our method achieves better search accuracy, in contrast to the other methods, especially when compared to work [10] and CDVS standard.
VI. DISCUSSION
On the one hand, the MPEG CDVS [2] provides a standardized compact bitstream to enable interoperability for mobile visual search, which also avoids the transmission of the huge raw image/video data. On the other hand, the prior works, such as [7] (MAC) and [8] (R-MAC), have demonstrated that the pooled CNN descriptors can achieve decent image retrieval performance. However, the CDVS standard almost allocates the same amount of bitrate for all the images with different RHD, which introduces bitrate wasting. Besides, hard negative mining is inaccurate at the early stages of training, which will weaken the ability of deep embeddings. In this study, we build compact CDVS database with less redundancy by bitrate allocation according to the image RHD, and propose a high accurate CDVS-guided hard negative mining scheme. Besides, we refine the retrieval results by removing the irrelevant targets from the top candidates. We found that our proposed image retrieval based on the hybrid descriptors achieves better performance (see Table 2 ), indicating the potential of combing both CDVS descriptor and deep embedding. In detail, by integrating the proposed BA scheme into original CDVS standard, the retrieval performance can be improved (see comparison between CDVS and BA in Table 2 ). Our proposed AHM based training converges faster and introduces higher performance, which confirms that the deep embeddings in the early training stage are inaccurate and the involved CDVS descriptors can assist in the hard negative mining (see Fig. 8 and the comparison between AHM and GeM+HM in Table 2 ). We also show that our proposed RR scheme can further refine the retrieval results by removing the irrelevant images to the query from the top candidates (see the comparison between work [19] and HM + RR in Table 2 ).
The authors in work [10] have pointed out that the CDVS and the CNN descriptor have complementary nature in visual search tasks. The finding of work [10] is verified by directly weighting the HNIP descriptor and the CDVS global descriptor together, similar to (20) in our paper. However, the improvement introduced by (20) seems small on our selected datasets, and only 0.1%, 0.1% and 0.14% mAP gain for Oxford5k, Paris6k and CDVS, respectively (see comparison between GeM+HM and HM+G in Table 2 ). We release our codes in the GitHub to support the possible interested discussion. We should note that the merging of CDVS and deep embeddings in this paper comes from several aspects, such as CDVS-guided CNN training, the retrieval based on the joint descriptors, and CDVS local descriptor based retrieval refinement scheme.
Our results provide compelling performance for hybrid descriptor retrieval and suggest that by skillfully descriptor merging the retrieval accuracy can be boosted. However, some limitations are worth noting. The adopted deep CNN embeddings are still vectors with fixed length (1K Bytes), and the proposed BA has not applied to the deep descriptor. Future work should therefore include to evaluate whether the image retrieval algorithm can use deep descriptor vectors with different lengths according to their RHD.
VII. CONCLUSION
We have presented an image retrieval based on CDVS and deep embeddings, and we have shown that the proposed hybrid retrieval scheme achieves superior results. The promising results and designed algorithms can be applied to scenarios, such as mobile visual search, mobile augmented reality and media entertainment.
