Separable Bregman divergences induce Riemannian metric spaces that are isometric to the Euclidean space after monotone embeddings. We investigate fixed rate quantization and its codebook Voronoi diagrams, and report on experimental performances of partition-based, hierarchical, and soft clustering algorithms with respect to these Riemann-Bregman distances.
Introduction and Preliminaries

Riemannian geometry induced by a Bregman divergence
In [19] it was shown how to put a Riemannian structure on a convex open subset M of R K derived from a Bregman divergence
with real-valued generator function Φ : M → R. There M = J K where J is an interval (bounded or unbounded) in the real line, and the separable Bregman generator Φ(x) = K j=1 φ(x j ) with φ : J → R is a three times continuously differentiable function. This set up was chosen for computational convenience, and δ Φ (x, x ) = K j=1 δ φ (x j , x j ). In this case the Riemannian metric on M is given by g i,j (x) = φ (x i )δ i,j .
The Riemannian distance in M induced by that metric is given by
where h(x) = φ (x) is a an increasing continuously differentiable function defined as the primitive of (φ ) 1/2 (also called antiderivative). Its compositional inverse h −1 will be denoted by H (with H • h −1 = h −1 • H = id) and we shall use the same letter for the extensions of the functions to M, that is, we shall write h(x) to denote 2 the transpose of (h(x 1 ), ..., h(x K )), and the same for H. We term distance d φ the Riemann-Bregman distance.
The equation γ(t) = (γ 1 (t), . . . , γ K (t)) of the Riemannian geodesic between x and x was reported in [19] as γ i (t) = h −1 (h(x i ) + k i t), where the k i = h(x i ) − h(x i ) are the constants of integration such that γ(0) = x and γ(1) = x . That is, the geodesics are expressed as
Notice that by introducing the Legendre convex conjugate
= yφ −1 (y) − φ(φ −1 (y)), (1.4) with y i = φ (x i ) (and x i = φ −1 (y i ) = φ * (y i )), we can write the dual Riemannian metric as g * ij (y) = φ * (y i )δ i,j , and we have the following identity: g(x)g * (y) = id.
It follows that we can express the Bregman-Riemannian distance either by using the primal affine x-coordinate system, or by using the dual affine y-coordinate system (with y = ∇Φ(x) and x = ∇Φ * (y)):
where c x is a constant.
The Legendre conjugate is φ * (y) = e y and h * (y) = φ * = 2e
Figure 1 illustrates the Legendre duality for defining the Riemann-Bregman distances in the dual coordinate systems induced by the Legendre transformation.
Euclidean space Euclidean space Primal coordinate system Dual coordinate system 
Examples of Riemann-Bregman distances
Let us now list a few examples. These will be used below to exemplify the geometric objects defined by the distances and to exemplify the clustering algorithms.
In this case φ (x) = 1 and φ (x) = 0. The induced distance is the standard squared Euclidean distance
The geodesic distance between x and y is given by
The geodesic distance between x and y is given by 
This looks similar to the squared Hellinger distance used in probability theory. See
To finish, we shall consider another example on M = (0, ∞)
x 2 and h(x) = log x + c. Now, the distance between x and y is now given by
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To continue, let us mention that the thrust in [19] 
is unique and given byx
Observe that formula Eq. 1.6 coincides with the left-sided Bregman centroid [28] .
However, left-sided Bregman k-means and Riemann-Bregman k-means will differ in the assignment steps because they rely on different dissimilarity measures.
We shall make extensive use of this definition when computing the centers of the clusters in the various metrics. This is done in Section 4 below, where we start from a given data set and organize it in clusters according to different clustering procedures for each of the distances, and compute the centers of the resulting clusters each distance as in (1.6).
In Section 2 we consider some standard geometric objects, like Balls, Voronoi cells, in the different distances, whereas in Section 3 we consider the problem of fixed rate quantization for M−valued random variables . 
Balls
The examples listed show that h :
This allows us to describe balls in (M, d φ ) as
Here, B(h(x), r) denotes the ball in R K , of radius r centered at h(x). The space of balls can also be defined using a potential function following [10] .
Voronoi diagrams
And as above, if we denote by vor(h(y i )) the Voronoi cell of h(y i ) in the Euclidean metric, it is clear that
A few graphical examples are shown in Figure 2 . 
Fixed rate quantization
Let M ⊆ R K be provided with a metric d φ derived from a divergence. Let N ≥ 1 be a given integer and C = {y 1 , ..., y N } ⊂ M be a given set, called the codebook and its elements are called the code vectors. A fixed rate quantizer (with codebook C) is a measurable mapping q : M → C. The cardinality of C is called the quantization rate.
Two quantizers have the same rate if their codebooks have the same cardinality For a M−valued random variable X defined on a probability space (Ω, F, P ), the φ−distortion of q in quantizing X is given by the expected reconstruction square error:
If we are interested in only one M−valued random variable X, we may replace Ω by M, think of F as the Borel sets of M, think of X as the identity mapping, and think of P as a probability measure on (M, F). Also, our notation is slightly different from that of Linder [24] in that we put a square into the definition of the square error.
Since q(X) is constant on the "level" sets S i := {q(X) = y i } for i = 1, ..., N, the former expectation can be written as
Here we denote by σ(q) the sub−σ−algebra of F generated by the partition {S 1 , ..., S N } of Ω induced by the quantizer q. When P (S i ) > 0 holds for all blocks of the partition, the conditional expectation takes values
Notice that given σ(q), there is a quantizer having the same rate and realizing an error smaller than D φ (X, q(X)) 2 . The existence and uniqueness of such quantizer is given by the following result in [19] .
(Lebesgue space of functions that are square integrable). Then there exists a unique
The result mentioned a few lines above can be stated as 
is the quantizer with codebook C * , whose elements are
2 smaller over all codebooks which determine the same partition of Ω.
An interesting way to associate sets to a codebook C = {y 1 , ..., y N } of rate N is by means of Voronoi cells. {S 1 , ..., S N } are the Voronoi cells determined by C, their intersections are polyhedra of dimension lower than K (faces), and the probability P does not change them, that is if P (S i ∩ S j ) = 0 whenever i = j. If we put B i = int(S i ) for the interior of the Voronoi cells, they generate a sub-σ−algebra of F such that ∪ i B i differs from M by a set of P −probability 0.
In the notation of Theorem 3.2 we have Corollary 3.1 If the σ−algebra G is generated buy the interiors of the Voronoi cells determined by a codebook C, then
The proof is clear: The integral is a weighted average of points in a convex set.
Riemann-Bregman Clustering
In this section we shall consider a 2−dimensional data set in which several clusters (indicated) by different colors in the figures displayed below are apparent. We shall suppose that the base space in which the random variable takes values comes equipped with one of the five distances listed in Section 1.2.
We shall suppose that the points belong one of the possible manifold on which a Riemann-Bregman metric has been defined, and the object of the exercise is to identify the clusters. To assign the data points into clusters, we shall apply the k-means, the EM (Expectation-Maximization), the HCPC (Hierarchical Clustering
Principal Component) and the HAC (Hierarchical Agglomerative Clustering)
techniques. Once the clusters are identified, we determine their centers by invoking Theorem (1.1 and (1.6). In the four examples described below, we shall see how the choice of the metric determines the clusters.
The points were generated all in (0, ∞) 2 in order to be able to visually compare the result of the clustering procedures in the distances listed on Section 1.2.
Strategy:
Step 1 Generate a cloud {x 1 , ....,
Step 2 Apply the h− mapping and form the cloud {h(x 1 ), ..., h(x N )} in h(M).
Step 3 Apply the clustering algorithms. If {η 1 , ..., η M } are the clusters of the new cloud, then the clusters in the original coordinates are
Step 4 Plot the "centers" {y 1 , ..., y n } in the original cloud.
Notice that in all examples, the mappings h and h −1 are invertible, and are applied componentwise. The aim of the exercise is to see how the choice of the metric determines the clusters.
In particular, we observe that although the centroid update rule coincide with the left-sided Bregman clustering [28] , the assignment steps of the left-sided Bregman clustering and the Riemann-Bregman clustering are different.
The data set
For all the the numerical experiments considered below, the "original" data is composed of samples of four pairs of independent normal variables with parameters specified in Table 1 shown next.
Thus we obtain four point clouds with some overlap. The number of points in the four original groups is, respectively, 100, 300, 200, 150. These numbers will be used as reference to check upon the performance of each clustering technique when the 
Clustering by k-means
The k-means clustering algorithm is an iterative methodology that assigns data points to a cluster, in such a way that the sum of the squared distances between the data points and the clusters centroid (defined as the arithmetic mean) is minimal. The less variation we have within clusters, the more homogeneous the data points are within the same cluster.
In Figure 4 we present the result of the application of the k−means procedure to the original data set depicted in panel 4a. The caption of each of the panels describes the h−function that has been applied to the data before applying the clustering procedure. Once the clusters are determined, the in-cluster mean is computed and the whole set is mapped back to the original space.
We add at this point that if one suspects (or knows) that the data sets are in different scales, it might be convenient to standardize the data. This is important since clustering algorithms are based on distance comparison procedures. In experimentally that the k-means clustering perform best in practice on mixture of The centers of the original data set and those of the clusters are listed in Table 2 .
From the table it is clear that the Euclidean distance and the logarithmic distance perform better than the others in capturing the original centers of the data. Actually, the centers of the original data are the minimizers to the original data set in the Euclidean distance and are the empirical means of the normals used to generate the data.
As a further test of the clustering algorithm we provide a "headcount" of points in each cluster and compare the numbers with the number of original points in each 
0.768 h(x) = exp(−0.5x) 46 146 211 347 0.388 Table 3 : Size of the k-means clusters and accuracy obtained with different transformations cluster. The result is displayed in Table 3 .
Clustering with the EM algorithm
The expectation maximization (EM) algorithm [17] is an iterative method to estimate the parameters in a statistical model, in which the model depends on unobserved variables. The EM iteration alternates between performing an expectation (E) step and a maximization (M) step. In the first step a likelihood function is created and in the second it is maximized. See [26] for details.
In the EM methodology an initial guess is made for the models parameters and a distribution is created, this is the E-step or Expected distribution, then the parameters are updated in the (M-step) maximizing the expectation computed in the E-step.
Both steps are repeated until the convergence is clear (distribution that doesnt change from the E-step to the M-step)
In the upper left panel of Figure 5 we display the original clusters (the same as above) for the sake of easy visual comparison, as well as the clusters obtained by Form Table 5 it becomes clear how the distance between points changes plus the type of clustering algorithm determine the centers of the clusters.
In Table ( Obviously, with the original data all the cases are correct, but note that since the distance between the points changes with the metric, it is natural that the accuracy of the procedure would vary. 
Clustering using the HCPC algorithm
The hierarchical clustering on principal components (HCPC) algorithm is a combination of methods. First it uses principal component analysis (PCA) to reduce possible hidden high dimensionality in the data. Then it uses hierarchical and partitional clustering to describe similarity between the points. See [20] for details and further references.
In Figure 6 we display the results of the clustering procedure. The panels are as displayed as above. In the upper leftmost one, appears the original data, and the remaining panels we display the results of the clustering process. The resulting clusters are in different colors.
In Table 6 we list the centers of the HCPC-clusters in the different distances.
In Table 7 , we can observe the size of the original clusters along with the size obtained with the transformations. Also, this table contains a column that is the accuracy, this value is defined as the number of cases correctly classified. Obviously, 
The Hierarchical Agglomerative Clustering (HAC) process
The Hierarchical Agglomerative Clustering (HAC) is designed to build a hierarchy of clusters using a bottom-up or agglomerative strategy. Here each data point is treated as a single cluster and then a distance (or similarity) between each of the clusters is computed in order to merge two or more into one (e.g., single linkage or average linkage), that is, the two most "similar" clusters are merged at each step. See [21] and [30] for details.
In Figure 7 we display the results of the hierarchical clustering algorithm. The panels are organized as above.
In Table 8 we list the centers associated to the resulting clusters. As usual, they are the d φ −arithmetic means of the clusters provided by the hierarchical clustering algorithm.
In Table 9 , we list the size of the original clusters along with the sizes of the clusters in the different metrics. We also list the accuracy of the classifier.
Comment At this point we mention that in all examples the accuracy can be provided because we new the true clusters before hand. Therefore, this accuracy (8, 11 .59) h(x) = exp(−0.5x) (7.99, 5.89) (8.67, 7.1) (8.57, 9.01) (7.23, 10.14) 
Concluding comments
In this note, we considered the Riemannian metric distance induced by a separable
Bregman divergence, and studied the fixed rate quantization problem. We concisely described the Riemann-Bregman Voronoi diagrams that can be obtained from an ordinary Euclidean Voronoi diagram after a monotone isometric embedding. Then we reported on the partition-based (k-means), soft (EM) and hierarchical (HCPC/HCA) clusterings with respect to these Riemann-Bregman distances. As was to be expected, the resulting clusters depend on the clustering method as well as on the metric used to measure the distance between points.
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