Abstract. We study Langevin dynamics of N particles on R d interacting through a singular repulsive potential, e.g. the well-known Lennard-Jones type, and show that the system converges to the unique invariant Gibbs measure exponentially fast in a weighted total variation distance. The proof of the main result relies on an explicit construction of a Lyapunov function. In contrast to previous results for such systems [3, 8] , our result implies geometric convergence to equilibrium starting from an essentially optimal family of initial distributions.
Introduction
We are interested in second-order Langevin dynamics when the potential is singular. Important examples of dynamics in this class include classical models of molecules interacting through a Lennard-Jones potential or massive particles interacting through a Coulomb potential. Despite its apparent applicability to physical systems, the mathematical theory underlying these dynamics, in particular how they relax to equilibrium, is less understood. The primary aim of this paper is to prove that such systems converge exponentially fast to the unique invariant Gibbs measure when started from a wide array of initial distributions.
Throughout, we consider N ≥ 1 particles evolving on Euclidean space R d according to the Langevin stochastic differential equation (1.1) dq(t) = p(t) dt dp(t) = [−γp(t) − ∇U (q(t))] dt + 2γT dB(t)
where q(t) = (q 1 (t), . . . , q N (t)) ∈ (R d ) N and p(t) = (p 1 (t), . . . , p N (t)) ∈ (R d ) N denote, respectively, the positions q i ∈ R d and momenta p i ∈ R d of the particles. B(t) = (B 1 (t), . . . , B N (t)) is a vector of mutually independent d-dimensional Brownian Motions defined on a probability space (Ω, F , P). The constant γ > 0 governs the intensity of the friction of the thermal medium while the constant T > 0 is the temperature.
The potential U : (R d ) N → [0, +∞] defines the interactions between the particles as well as any external potential forces. For definiteness, the reader may find it useful to consider the following singular example, which was one of our principle motivations for this work:
In the expression above, the confining part U 0 is due to external forces keeping the particles in the domain of definition, and is, for example, often taken to be a 1 polynomial growing at least as fast as a quadratic such as |q| 6 or (1 − |q| 2 ) 2 . The interaction part U I describes repulsive forces as particles approach one another at close range. For example, one may consider the classical Lennard-Jones interaction of U I (q) = c 0 |q| 12 − c 1 |q| 6 (1. 3) for some positive constants c 0 and c 1 .
So long as the potential U is C 2 away from its singularities, one can use the Hamiltonian H(p, q) = |p| to show that pathwise solutions of (1.1) exist and are unique for all finite times t ≥ 0. Indeed, pathwise solutions exist and are unique up until the (random) time τ at which the process exits the domain of definition. The Hamiltonian then serves as a basic type of Lyapunov function allowing one to conclude that τ = ∞ almost surely. Extracting a convergence rate to equilibrium, on the other hand, requires more structure and work, as H alone does not give the needed dissipative bound since the expected rate of change of H cannot be controlled by a function of H itself.
To get around this issue, if U is absent of singularities, one can apply the perturbative 'pq trick', adding a term of the form c p · q for some c > 0 to the Hamiltonian [16, 21] . This results in a Lyapunov function V of the form V = H + c p · q that ultimately implies geometric convergence to equilibrium in such cases. Due to the presence of singularities in U , however, this simple trick does not work, and thus understanding how the dynamics (1.1) converges to equilibrium is more involved. Consequently, the system (1.1) with a singular potential U is not covered by most results on second-order Langevin dynamics. Notable exceptions are the the papers [3, 8] where a mixture of martingale techniques and ideas from hypocoercivity are used to prove the existence of the process as well as exponential mixing, in the sense of exponential decoration, provided the system is started in the equilibrium measure µ given by µ(dp × dp)
In the above, Z > 0 is the normalization constant which makes µ a probability measure.
In contrast to these works, the authors in [4] establish the existence and exponential convergence to µ starting from arbitrary initial conditions in an appropriate weighted total variation distance (see [12, 17] ). However, the setting of this paper was limited to a single particle in dimension d = 1 interacting with the origin via a Lennard-Jones-like potential. In this note, we (finally) succeed in producing the results we have desired from the onset. In particular, we prove that for a wide class of potentials, which we call admissible, the stochastic dynamics (1.1) converges exponentially fast to µ in a weighted total variation norm. This is done by constructing an explicit Lyapunov function. The class of admissible potentials, defined below in in Section 2, is comparable to those considered in [3, 8] , but the results are in line with those proven in [4] and hence stronger. In particular, our convergence results allow for the analysis of numerical methods used to simulate molecular dynamics or sample from the density using Monte Carlo methods.
Main Results
We begin by defining the class of admissible potentials U . Implicit in the definition of µ in (1.4) is that µ is normalizable which, in light of the definition of H, is equivalent to
is an admissible potential if it is satisfies the normalization condition (2.1) and the following regularity and growth conditions:
• O is an open, path connected set. Moreover for each R > 0, the set
is open and precompact, i.e. has compact closure, in (R d ) N .
• For any sequence {q k } ⊆ O with U (q k ) → ∞, we have the following asymptotic properties:
where ∇ 2 denotes the Hessian operator.
For the remander of this note, we will assume that the potential U is admissible and we will only consider dynamics on the state space X = O × (R d ) N . We remark that if the set O is not pathwise connected then the dynamics will be restricted to each connected component for all time and the theorems apply to each connected component by setting U = ∞ on the other connected components.
We now state the following proposition giving global existence and uniqueness of the process on X . Its proof is a simple consequence of the proof of the main result (Theorem 2.6) below, though it could also be proven by considering only H rather than the Lyapunov function we will eventually construct. Proposition 2.4. For every initial condition x(0) = (q(0), p(0)) ∈ X , equation (1.1) has a unique pathwise solution x(t) = (q(t), p(t)). Furthermore, the solution remains in X for all finite times t ≥ 0 almost surely.
With Proposition 2.4 guaranteeing global existence in time, we can define the Markov operator P t associated to (1.1) by
for all (q, p) ∈ X , t ≥ 0 and φ : X → R bounded, measurable. This action on test functions induces the standard dual action, denoted νP t , on probability measures ν on Borel subsets A of X through (νP t )(A) = X (P t 1 A )(q, p) ν(dq × dp).
Here 1 A is the indicator function on the set A.
We now turn to characterizing convergence to equilibrium for the system (1.1). To define the weighted total variation norm which measures the convergence, for any W : X → (0, ∞) measurable, we let M W denote the set of probability measures ν on Borel subsets of X such that
We equip the set M W with the metric ρ W given by
for any ν 1 , ν 2 ∈ M W where the seminorm · W is defined for measurable φ : X → R by
.
With this setup, we will prove the following convergence result.
Theorem 2.6. The standard Gibbs measure µ defined above in (1.4) is the unique invariant measure for the Markov process
and such that for all ν ∈ M W and t ≥ 0
Remark 2.9. Let b ∈ (0, 1 T ) and W be the corresponding function given in the statement of the result above. Observe that the asymptotic property (2.7) gives that µ ∈ M W . Furthermore, the result implies geometric convergence to equilibrium for any initial distribution ν on X with
Now restating the bound (2.8) in terms of test functions φ : (R d ) N → R with φ W < ∞, we find that there exists positive constants C and η (both depending on b) such that for any x ∈ X and any such φ In the process of proving Theorem 2.6, we also establish the following result which is of independent interest. Proposition 2.11. For any x ∈ X and t > 0, supp P t (x, · ) = X , where supp ν denotes the support of the measure ν. For each t > 0 and x ∈ X , the measure P t (x, · ) is absolutely continuous with respect to Lebesgue measure on X . Denoting the probability density of P t (x, · ) by r t (x, y), the mapping (t, x, y) → r t (x, y) : (0, ∞) × X × X → [0, ∞) is continuous.
Building intuition
Since equation (1.1) generates a hypoelliptic diffusion on X , the main missing ingredient needed to apply the results from [12] to prove exponential convergence is the existence of a Lyapunov function (see also [16, 17] ). While there are many form this could take, the most basic is a function W ∈ C 2 (X ; R) satisfying W → ∞ as H → ∞ and the following global bound
for some positive constants c and K. In the above, L is the generator of the SDE (1.1) given by
where
is the Liouville operator generated by the Hamiltonian dynamics and
is the generator of an Ornstein-Uhlenbeck process.
A first natural guess for such a Lyapunov function W would be W = H, as the Hamiltonian is conserved under the formal dynamics obtained by setting γ = 0 in (3.2) and R is a very dissipative operator, though only in the p directions. That is, applying the generator to H we obtain
While the righthand side of the equation above is dissipative for large p, it is not comparable to H for H ≫ 1 if p is order one and U (q) is large. How to transfer this dissipation from from p to q is the central issue we face.
In [4, 11] the authors exploit the fact that at high energies (H ≫ 1), the system is well approximated by the deterministic Hamiltonian dynamics obtained by formally setting γ = 0 in equation (3.2) . Using this observation, one then averages the effect of the dissipation obtained in p as in (3.4) around the deterministic Hamiltonian dynamics to obtain LH ≈ −cH q + γT for some constants c > 0 and q ≥ 1. To make this intuition rigorous, a Lyapunov function W of the form W = H + Ψ is constructed where the lower-order perturbation Ψ solves the following Poisson equation
where H is Liouville operator defined in equation (3.3) and p 2 (h) is the average of p 2 along the deterministic Hamiltonian orbits, i.e. the characteristics of H, at energy level h.
In the case when U (q) has no singular terms and is asymptotically equivalent to |q| α as |q| → ∞ for some constant α > 2, one finds that the perturbation Ψ satisfies
for some constant c α > 0. Note that the relevance of H in equation (3.5) above can be seen in this specific situation since, under the scaling
This scaling, in particular, provides the natural route to infinity if one wishes to move along the constant H energy shells.
If U (q) however includes a singular term, for example taking the form
for some constants α > 1 and A, B, β > 0, one must additionally consider the scaling
for λ ≫ 1 in order to zoom in on the large H region around q = 0. One then solves an equation like (3.5), but with H replaced by the correct dominant operator along different routes to H = ∞ when q ≈ 0. For further details in the case (3.6), see [4] .
While these ideas are appealing, the scalings used in [4, 11] always reduce the problem to studying the deterministic Hamiltonian dynamics at infinity. This can lead to a number of difficulties as the potential U (q) becomes complicated, leading to possibly chaotic dynamics. For this reason, the class of allowed potentials in [4] is very simple and in [11] the analysis is limited to short chains of oscillators. On the other hand, the papers [1, 13] successfully make use of such scalings as they simplify the dynamics in the relevant limiting regions. Before returning to this discussion, we make a short remark concerning hypercoercivity.
Remark 3.7. Understanding why V (p, q) = H(p, q) + c α p · q above is a Lyapunov function for the Langevin dynamics with a nonsingular potential in [16, 21] motivated the development of hypercoercivity as in [22] . A more recent set of works develops hypercoercivity in the L 2 setting [6, 9] which simplifies the analysis in many respects. This was then adapted to dynamics with singular potentials in [8] which extended and simplified the original approach in [2] . However in both [2, 8] , the system must start in equilibrium. Hence, the exponential decoration of time integrals when starting in equilibrium and the general long-time existence of solutions are the principle results of these articles. In contrast, we will prove exponential convergence to equilibrium starting from any initial distribution in M W where for any b ∈ (0, 1 T ), W can be constructed to have the asymptotic property (2.7). 3.1. Motivating Scaling and the Overdamped Limit. We now explore a different scaling which generates different paths to H large, hence producing different asymptotic dynamics. Inspired by the heuristics in Section 1.2 of [7] , we consider the scaling
as λ → ∞. Applying this scaling with U (q) = A|q| α to the Kolmogorov backward equation produces
Thus if we rescale time by t → tλ and consider a sequence of rescaled potentials U λ (q) = Aλ α |q| α , then one can see that by formal asymptotics, the λ → ∞ limit corresponds to the overdamped (γ → ∞) limit. For a fixed potential U , the generator of the overdamped limit is given by
Ignoring the complication of the interaction of the time change with the eversteepening rescaled potential U λ , the fact that we arrived at the overdamped limit is encouraging. In particular, the overdamped dynamics has a natural Lyapunov function, namely U (q). Notice that this analysis does not require any detailed understanding of the undamped, deterministic Hamiltonian dynamics. This suggests that for large |q|, we expect q t to follow the overdamped dynamics. A similar heuristic analysis holds as q → 0 with a different rescaling of the potential with U of the form (3.6).
Motivated by this scaling analysis as well as the identity (3.4), we next scale to large U (q) while keeping p unchanged.
3.2.
Scaling at Large U . To illustrate the basic idea, we consider the dynamics of a single particle in dimension d = 1 with U (q) given by (3.6). Because the particle cannot penetrate the origin, we set U (q) = +∞ for q ≤ 0 and leave U (q) defined as in (3.6) for q > 0. At the end of the calculation, we will remark how one can generalize what follows to the full setting of (1.1) with U simply being admissible.
With this setup, one can easily check that O = R >0 the potential U is admissible. Hence Proposition 2.4 and Theorem 2.6 apply. Both proofs turn on the existence of an appropriate Lyapunov function, and the most basic Lyapunov structure is that which is expressed in the inequality (3.1). To obtain results in the weighted total variation norm from equation (2.5), we will build a Lyapunov function of the form
and b > 0. To see why we seek a W of this form, applying the generator to W produces
Thus if we can construct V ∈ C 2 (X ) satisfying (3.9) and
on {W ≥ R} for some constants C, R > 0, then inequality (3.1) would hold for W as W is bounded on the sublevel set {W < R}.
To build intuition for how to find V above, let us first simplify the problem above and attempt to find a weaker type of Lyapunov function V 0 ∈ C 2 (X ) such that V 0 → ∞ as H → ∞ and
where C > 0 is a constant and R > 0 is a sufficiently large constant. We will see later that the stronger property (3.10) follows almost immediately by slightly tweaking V 0 satisfying the apparently weaker condition (3.11).
As mentioned previously, a first natural guess for any Lyapunov function V 0 is V 0 = H itself. Clearly, H → ∞ as H → ∞, so turning to checking (3.11) we find that by (3.4), the desired bound (3.11) is satisfied when p is large enough but fails in regions of X where p is sufficiently small and U (q) is large. This further motivates the choice of scaling in equation (3.8) as it keeps p fixed and scales q, hence only affecting the size of U (q).
With this perspective, we concentrate on modifying H to gain some dissipation in the system when most of the energy is potential energy. Intuitively, such effects are contained within the forcing term −∇U (q) · ∇ p in (3.2) . To do so, we perturb off of our initial guess V 0 = H to produce a Lyapunov function V 0 of the form
where ψ ∈ C 2 (X ) satisfies the following two qualitative properties:
• ψ provides a "dissipative effect" in q resulting in the bound (3.11) .
To see how we should pick ψ, we start by analyzing the dynamics when p is bounded and U (q) is large. By combining the ideas of Section 3.1 with those in the works [4, 13] , we will scale the infinitesimal generator L while keeping only the dominant terms. Using this reduced infinitesimal generator will yield a simple PDE for the perturbation ψ so that (3.11) is satisfied. Given the structure of U in equation (3.6), there are two qualitatively different routes to infinite energy in q: q → ∞ and q → 0 + . In light of this observation, for λ ≫ 1 we will make the following two substitutions on the generator L : (q, p) = (λQ, P ) to observe the large q behavior and (q, p) = (λ −1 Q 0 , P 0 ) to see the small q dynamics. Note that, when written in the coordinates (Q, P ), since d = N = 1 the generator has the form
On the other hand, when written in the coordinates (Q 0 , P 0 ) the generator satisfies
Thus, in either of the two regimes when U (q) is large and p is bounded, the dominant balance of terms in L is encapsulated in the operator
Hence we seek a perturbation ψ satisfying the PDE
where κ > 0 is a constant and R > 0 is sufficiently large. Since |U ′ (q)| → ∞ as U (q) → ∞, whenever R > 0 is large enough
Thus the general solution of equation (3.13) is of the form
where φ is any function. Picking φ ≡ 0, it is clear that ψ is asymptotically dominated by H at large energies in the set X ∩ {U ≥ R} for R > 0 large enough, as U is admissible. Assuming we have extended ψ to be C 2 on X , we will now see that V 0 = H + ψ satisfies the bound (3.11) on the restricted set X ∩ {U ≥ R} for R > 0 large enough.
First pick κ = 2γT . This choice implies that for (q, p) ∈ X ∩ {U ≥ R}
where the last line follows by Young's inequality applied to the term −2γ 2 T p/U ′ (q). Since U is admissible, we note that we may pick R > 0 large enough so that on X ∩ {U ≥ R}
Combining this with the previous estimate implies that on X ∩ {U ≥ R}
To produce the bound on the set X ∩ {H ≥ R}, one can simply combine the estimate (3.15) with (3.4) by setting ψ = 0 on the set {U ≤ R ′ } where R > R ′ ≫ 1 are chosen appropriately and by smoothly interpolating between H and H + ψ on their respective sets of definition.
Remark 3.16. In the above, we have not chosen the constant κ carefully. With a little more care in Proposition 5.1 of Section 5, we will see that the value of b in W = e bV must be restricted to the interval (0, 1 T ), and that the choice of κ will depend on the choice of b. This choice of κ will then allow us to set V = V 0 and conclude that W = e bV satisfies (3.1). Note that the restriction b ∈ (0, 1 T ) is natural from the point of view of the invariant distribution µ, as any Lyapunov function V satisfying (3.1) must belong to L 1 (µ) (see, for example, [11, 13] ). Thus in this sense the construction of W is optimal.
We close this section by observing that there is a natural generalization of this calculation to an arbitrary number of particles (N ≥ 1) in an arbitrary number of dimensions (d ≥ 1).
Remark 3.17. In the full setting of (1.1), equation (3.13) generalizes to Extending ψ to be C 2 on X , we will see that V 0 = H + ψ satisfies
for R > 0 large enough where L is the infinitesimal generator of the process (1.1).
Examples of Admissible Potentials
Before proving Theorem 2.6, in this section we discuss in detail examples of admissible potentials U . We begin with a simple U which is absent of any singularities. Convergence results concerning (1.1) under such conditions are certainly already covered by existing results (see, for example, [9, 16, 21] ), but we include this example both as a warm-up and to show that Theorem 2.6 subsumes these cases as well. Our second example returns to a single particle interacting with the origin via a singular potential, as was discussed in Section 3 and studied in detail in [4] . In the final example, we consider the Lennard-Jones example mentioned in the introduction. 
where φ : (R d ) N → R is a polynomial of degree j < 2k. In this case
Hence O is clearly open, path connected and the set {q ∈ (R d ) N : U (q) < R} is precompact for each R > 0. The finiteness condition (2.1) is also clearly satisfied. To see the needed asymptotic properties, first observe that there exist constants c 1 , C i > 0 such that for all |q| > 0 large enough
Hence, letting {q k } ⊆ (R d ) N be any sequence with |q k | → ∞ as k → ∞, we have
as k → ∞. Thus, U is an admissible potential. 
where α > 1, A, B, β > 0 and φ ∈ C ∞ (R >0 ; R) is lower-order relative to the leading order term Aq α + Bq −β ; that is,
Equation (1.1) with this choice of potential U was studied extensively in [4] , but under the more restrictive conditions that α > 2 and that φ was a linear combination of powers of q (including positive and negative) satisfying the above asymptotics.
We will see that in the more general setting considered above, U is admissible. Thus Theorem 2.6 still applies.
Here
is clearly open and path connected. It is also easy to see that for each R > 0 the set {q ∈ R : U (q) < R} is precompact and the finiteness condition (2.1) is satisfied. Furthermore, by the asymptotics assumed of the lower-order perturbation φ, for any sequence q k ∈ R >0 with q k → 0 + or q k → ∞ we have that
Hence, U is an admissible potential.
We next return to the Lennard-Jones example discussed in the introduction. Recall that this particular potential was the original motivation for this work. 
where A > 0, α > 1 and the perturbative part φ 0 ∈ C ∞ (R d ) has the following asymptotic properties
For the interaction part of the potential, we have to be slightly careful in dimension d = 1 to assure that the set O is path connected, as individual particles cannot pass one another. In particular, in dimension d = 1 we assume that U I : R → [0, +∞] satisfies
and in dimension d ≥ 2 we assume that By construction, note that
One can readily verify that O is open and path connected, while
is precompact for every R > 0. The integrability condition (2.1) is also satisfied. While we expect the needed asymptotic properties of |∇U | and |∇ 2 U |/|∇U | 2 to be intuitively true given the outcome and structure of the potential in the previous example, they take a little more work to establish here due to the particle interactions. The calculation which proves this, thus showing U is admissible, is saved for the appendix (cf. Lemma 5.15).
Proof of Theorem 2.6
In this section we prove Theorem 2.6. We begin by showing the following proposition, which is the main result on which the theorem relies. The construction of the Lyapunov function below follows the heuristics outlined in Section 3. In particular, W (q, p) → ∞ as H(q, p) → ∞, (q, p) ∈ X . (ℓ2) There exist constants c, K > 0 such that
Here we recall that L is the generator of the Markov process (q(t), p(t)) solving (1.1).
where ψ ∈ C ∞ (X ; [0, ∞)) is given by
First observe that W ∈ C ∞ (X ; (0, ∞)) and as H(q, p) → ∞ with (q, p) ∈ X W (q, p) = exp bH(q, p)(1 + o (1)) .
Thus property (ℓ1) is satisfied. To verify condition (ℓ2), note that for (q, p) ∈ X
To estimate each of the terms on the righthand side of the equation above, first observe that
where G = ∇U/|∇U | 2 . Also, for any C > 0 Young's inequality gives
Putting the estimates (5.5) and (5.6) into (5.4) yields the following bound
Recalling that κ > 0 has already been chosen to satisfy κ > 3γN d, we now start picking the remaining parameters C, R 2 > 0. First, pick
Since U is admissible, we may increase R 1 > 0 if necessary such that whenever U (q) ≥ R 1 /2 the following estimates must be satisfied
, and
Using the definition of α and putting these bounds together produces the global estimate
On the other hand if |p| 2 > 6γN d/(bγ(1 − bT )), we also have the previous estimate. This now proves that there exist constants c, K > 0 such that
on X , as W is bounded on the set
This establishes property (ℓ2) and hence the result.
We next turn to the proof of Proposition 2.11 which, via the support theorems [19, 20] , relies on a deterministic control problem associated to the stochastic system (1.1). To introduce it, consider the ODE on X dQ dt = P (5.8)
is a control. For x 0 ∈ X and t > 0, we define X t (x 0 ) to be the set of points x ∈ X such that there exists ξ ∈ C([0, ∞); (R d ) N ) for which the solution of (5.8) is defined on [0, t] and satisfies (Q(0), P (0)) = x 0 , (Q(t), P (t)) = x and
Proof of Proposition 2.11. By the support theorems [19, 20] , in order to prove that supp P t (x 0 , ·) = X for any x 0 ∈ X and any t > 0 and that supp ν = X for any invariant measure ν for P t , it suffices to show that
To do so, first fix x 0 = (q 0 , p 0 ), x = (q, p) ∈ X and t > 0. As O is path connected, so is
Thus there exists a continuous path contained in X connecting x 0 and x. We now use this path to construct an associated path that solves the control problem (5.8) at time t moving from the initial condition x 0 to the desired target
N , we may approximate this continuous path by ζ ∈ C ∞ ([0, ∞); X ) with ζ(0) = x 0 and ζ(t) = x. Let ψ ∈ C ∞ ([0, ∞); O) denote the q-coordinate of the path ζ. By picking ǫ > 0 below small enough, using ψ one can construct
Consider now (Q, P ) ∈ C ∞ ([0, ∞); X ) defined by Q = φ and P = φ ′ . Then this choice of (Q, P ) solves the control problem (5.8) with (Q(0), P (0)) = (q 0 , p 0 ) and (Q(t), P (t)) = (q, p) by picking
We note that, carefully, since φ maps into O then U (φ(s)) < ∞ for all 0 ≤ s ≤ t. This finishes the proof that X t (x 0 ) = X for all x 0 ∈ X and all t > 0.
The remaining claims in the lemma concerning the existence and regularity of a probability density function r t (x, y) follow by Hörmander's hypoellipticity theorem [14] . Indeed, one can readily check that since U ∈ C ∞ (O), standard commutator calculations show that the the operators
Before concluding Theorem 2.6, we need the following two corollaries. These will allow us to more easily connect with and apply the main result of [12] (or results in [17] ). The first is a translation of the Lyapunov bound in (ℓ2) of Proposition 5.1 to a bound on the Markov semigroup, while the second result establishes the needed minorization condition. As both are relatively standard, the proofs can be found in the Appendix. We are now ready to prove Theorem 2.6.
Proof of Theorem 2.6. Fix b ∈ (0, T −1 ) and t 0 > 0. To see that the Gibbs measure µ is invariant for the Markov process x(t) on X , one needs only check that
for all x ∈ X , where we recall that L * is the formal L 2 -adjoint of the generator L. Uniqueness of the invariant measure then follows easily by ergodic decomposition, as P t is strong Feller and supp ν = X for any invariant measure ν for x(t) by Proposition 2.11 (see, for example, Theorem 4.2.1 in [5] or Corollary 3.17 of [10] ).
We next seek to apply Theorem 1.2 of [12] to the embedded Markov chain on X given by P n = P nt0 . Note that Corollary 5.10 and Corollary 5.12 imply Assumption 1 and Assumption 2 of [12] . Thus applying Theorem 1.2 of [12] , we find that there exist constants C > 0 and δ ∈ (0, 1) such that
for all n ∈ N ∪ {0} and all ν i ∈ M W . We next convert the bound (5.14) to general times t ≥ 0. Let t = nt 0 + ǫ where n ∈ N ∪ {0} and ǫ ∈ (0, t 0 ). Observe that for any φ : X → R measurable with φ W ≤ 1, we have by Corollary 5.10
for some constant C ′ > 0 which is independent of ǫ > 0. By Fubini and the Chapman-Kolmogorov equations, one can then check that
Picking η = −t −1 0 log δ and C ′′ = CC ′ /δ 1/t0 we obtain the bound
which is satisfied for all t ≥ 0 and all ν i ∈ M W . Since µ ∈ M W and P t µ = µ, the result now follows.
Appendix
We have left to prove that U defined in Example 4.4 is an admissible potential and to establish Corollary 5.10 and Corollary 5.10. We begin with: 
for all q ∈ O. Consequently, U is an admissible potential.
The argument is a slight reworking of the proof of Lemma 4.12 of [3] .
Proof. From the bound (5.16), the asymptotic properties in the third part of the definition of an admissible potential are immediate, which was all that left to show that U is admissible. To establish the claimed bound, by the asymptotic properties of φ 0 and φ I , note that it suffices to assume that φ 0 = φ I = 0. The basic idea behind the rest of the proof is to pick the right directional derivative. Notationally, set Z N = {1, 2, . . . , N }.
We first claim that there exists constants d i , D i > 0 such that
for all i = 1, 2, . . . , N and q ∈ O. From this, it follows immediately that
on O for some constants c 1 , C 1 > 0. Note that without loss of generality it suffices to show the bound (5.17) above for i = 1 and for |q 1 
consider an increasing sequence of sets S i (q), i = 1, 2, . . . , N , defined inductively as follows:
Let S(q) = S N (q) and observe that for any i, j ∈ S(q), |q i − q j | < 1. Consequently, combining |q 1 − q j | 2 = |q 1 | 2 + |q j | 2 − 2q 1 · q j with the inequality |q 1 − q j | < 1, it follows that for j ∈ S
where the last inequality follows since |q 1 | > 1. Moreover, if i ∈ S(q) while j / ∈ S(q) we have that
and σ i = 0 otherwise. We thus have the bound
This Proof of Corollary 5.10. Fix b ∈ (0, 1 T ) and let W and c, K > 0 be, respectively, the corresponding Lyapunov function and constants given in Proposition 5.1. Let τ n = inf{t > 0 : W (x(t)) ≥ n} and τ n (t) = τ n ∧ t. Define V (t, x) = e ct (W (x) − K/c).
It follows by Ito's formula that E x V (τ n (t), x(τ n (t))) ≤ W (x), implying E x e cτn(t) W (x(τ n (t))) ≤ W (x) + e ct K/c.
Since W ≥ 0, we may estimate the lefthand side of the above as E x e cτn(t) W (x(τ n (t))) ≥ e ct E x 1 {t<τn} W (x(t)).
Combining the previous two estimates and applying monotone convergence as n → ∞ gives the desired bound since P x {lim n→∞ τ n > t} = 1 by Proposition 2.4. for postitive constants C 0 and C 1 . This is to sufficient derive global existence.
Proof of Corollary 5.12. Here we largely follow the path laid out in [16] . First note that for each R > 0, C R is compact by definition of an admissible potential and Proposition 5.1. Also, since W (x) → ∞ as H(x) → ∞, x ∈ X , we may pick R 0 > 0 such that for R ≥ R 0 , interior(C R ) = ∅. Thus fix R ≥ R 0 and t 0 > 0. By Proposition 2.11, we have that
for all x, y ∈ X and all δ > 0, where B δ (y) denotes the open ball of radius δ > 0 centered at y. Thus by Proposition 2.11 again, pick (y * , z * ) ∈ interior(C R ) such that r t0/2 (y * , z * ) = 2ǫ > 0.
Also, by continuity of the density r t (x, y) we may pick δ > 0 such that B δ (y * ) × B δ (z * ) ⊆ interior(C R ) × interior(C R ) and such that for all (y, z) ∈ B δ (y * ) × B δ (z * ) r t0/2 (y, z) ≥ ǫ. Since P t0/2 (x, B δ (y * )) > 0 for all x ∈ C R and x → P t0/2 (x, B δ (y * )) is continuous by Proposition 2.11, the result now follows since inf x∈CR P t0/2 (x, B δ (y * )) > 0.
