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Abstract
We demonstrate that optomechanical non-reciprocity is equivalent
to the anti-resonance, often discussed in the context of coupled driven
harmonic oscillators. We show that that suitable phase-difference
between the cavity driving fields make the relevant optomechanical
couplings complex, which leads to non-reciprocity in the field fluc-
tuations and anti-resonance in average field amplitudes. This anal-
ogy with anti-resonance demonstrates that only for a particular fre-
quency (the so-called isolation frequency) of input signal, maximum
non-reciprocity can be achieved. In contrast to the previous studies,
we here show that one can dynamically control this isolation frequency
by applying a mechanical drive of suitable frequency to the membrane
in the optomechanical setup.
1 Introduction
An atomic system behaves as an opaque medium for an input light field, at
resonance. In presence of suitable control field, this system may also appear
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transparent at the same frequency. Such quantum optical phenomenon, of-
ten referred to as the electromagnetically induced transparency (EIT), can
be explained in terms of quantum interference between relevant transition
amplitudes. Importantly, EIT refers to transparency for both the directions
of the field, i.e., positive and negative directions of the quantization axis.
On the other hand, an optical isolator can be treated as an optical ana-
logue of an electronic diode. As the diodes allow the electrons to move
predominantly along one direction and not in the opposite direction, an op-
tical isolator lets the photons transmit in only one direction. This means,
unlike EIT, the system becomes transparent for only one direction of the
field. Quantitatively, the input and output mode of an ideal two-port optical
isolator can be related via a scattering matrix S, as
A¯out = SA¯in where S =
(
0 1
0 0
)
or
(
0 0
1 0
)
(1)
where, A¯in and A¯out are the column vectors representing the input and output
modes of the device.
However, it is challenging to construct an isolator for light (or photons)
due to the Lorentz reciprocity theorem. According to this theorem, a device
with linear, isotropic and time-independent dielectric constant [11, 3] cannot
be non-reciprocal and hence cannot be used for isolation. In addition, an
ideal optical diode (a) should function for any arbitrary frequency of light,
i.e., the matrix S should be frequency-independent, (b) does not require an
external control field or a bias (note that the so-called Faraday isolators, on
the other hand, require an external magnetic field to operate [1]), (c) should
suffer no loss in the direction in which the device is transparent.
In recent years, optomechanical isolators have emerged as possible can-
didates for achieving isolation [27, 25, 8, 16, 17]. Consider that two optical
modes are coupled to a single mechanical oscillator, while the optical modes
are driven by two control fields [see Fig. 1]. An input field from the optical
mode 1 to 2 via the mechanical oscillator will acquire an overall phase equal
to the phase difference between the control fields, whereas in the opposite
direction it acquires an opposite phase. This directional phase difference
is equivalent to the Peierls phase [10] for charged particles in a (magnetic)
gauge potential, and it can be interpreted as a synthetic magnetic flux bias-
ing the system [25, 4]. It is seen that in these systems for particular input
signal frequencies and particular phase difference between the control fields,
the scattering matrix of the isolator is as given by Eq. (1).
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Figure 1: Generic setup for an optomechanical isolator.
This has been further shown [9, 7, 22] that EIT exhibits a similar in-
tensity spectrum, as found in case of anti-resonance in classical systems,
e.g., the coupled pendulum. [19]. In fact, mechanical analogue of Fano reso-
nances and some other optical phenomena have been thoroughly investigated
in [21, 18, 13, 5]. In this paper, we ask the following question: can we inter-
pret the optical isolation, as well, in terms of anti-resonance ? We analyze
a generic optoemechanical system [27] and find the answer to this question
as affirmative. Our result further emphasizes that both the reciprocal phe-
nomenon like EIT as well as the optical non-reciprocal effects, namely, optical
isolation, have the same origin - the anti-resonance.
Though the nonreciprocal devices behave in the principle of anti-resonance,
they exhibit maximum isolation only at a particular input signal frequency
(called ‘isolation frequency’). Thus the broadband feature, as required for an
ideal isolator, is compromised [27, 25, 8, 17]. In fact, in these works, isolation
is observed to be dependent on the natural frequency of the mechanical res-
onator. This natural frequency is often fixed by the fabrication and material
properties of the resonator and thus is not externally controllable. In this
paper, we demonstrate that it is possible to control the isolation frequency,
in a dynamical fashion, by a mechanical drive connected to the setup.
The structure of this paper is as follows: In Sec. 2, we analyze a mechan-
ical system and demonstrate the phase-dependent anti-resonance. In Sec. 3,
we consider an optomechanical system with a mechanical driving. We explic-
itly show how the non-reciprocity is related to the inherent anti-resonance in
the system. We further explore how one can control the isolation frequency
of the device. We conclude the paper in Sec. 4,
3
Figure 2: A schematic diagram of a coupled pendulum with driving forces
F1 cos(ωd1t+ φ1) and F2 cos(ωd2t+ φ2).
2 Anti-resonance in coupled pendulum
Usually, a pair of simple pendulums (each of angular frequency ω), linearly
coupled with the corresponding constant g can have two independent eigen-
modes of oscillation - the in-phase mode at a frequency ω and the out-of-
phase mode at a frequency
√
ω2 + g2. The intensity spectrum of such a
system therefore exhibits a doublet, with a peak separation ∼ g in weak
coupling limit.
Anti-resonance occurs when one of these pendulums is driven by an oscil-
lating field. The amplitude spectrum of the driven oscillator exhibits a deep
minimum at a frequency half-way between the two normal-mode frequencies.
More importantly, this is associated with a sharp change in phase across this
anti-resonance point.
Here we consider both the pendulums to be driven with oscillating fields
[see Fig. 2]. Generalizing to the case, when the pendulums are of different
natural frequencies ω1 and ω2, we can write down the corresponding equations
of motion of the amplitudes xi of these pendulums, as follows:
x¨1 + 2γ1x˙1 − 2gω1x2 + ω21x1 = 2F1 cos(ωd,1t+ φ1) ,
x¨2 + 2γ2x˙2 − 2gω2x1 + ω22x2 = 2F2 cos(ωd,2t+ φ2) ,
(2)
where, γi denotes the damping rate of the ith pendulum (i ∈ 1, 2), the g
4
denotes the coupling constant between the two pendulums, and Fi denotes
the amplitude of the ith driving force with frequency ωd,i and phase φi.
These equations (2) involve second-order derivatives of xi’s. Next, we
choose a suitable change of variables as α1 = ω1x1 + ix˙1 and α2 = ω2x2 + ix˙2.
Assuming that the driving fields have the same frequencies, i.e., ωd,1 = ωd,2 =
ωd and making a transformation to the rotating frame with respect to the
driving field frequency ωd, i.e., αi → αie−iωdt, α˙i → α˙ie−iωdt − iωdαieiωdt and
∆i = ωi − ωd we get
α˙1 = −i∆1α1 − γ1(α1 − α∗1e2iωdt)− i
gω1
ω2
(α2 + α
∗
2e
2iωdt
+ iF1(e
iφ1 + e−2iωdte−iφ1) .
α˙2 = −i∆2α2 − γ2(α2 − α∗2e2iωdt)− i
gω2
ω1
(α1 + α
∗
1e
2iωdt
+ iF2(e
iφ2 + e−2iωdte−iφ2) .
(3)
Neglecting the counter-rotating terms containing e2iωdt (which corresponds
to using the rotating wave approximation), we get the final set of equations,
as follows:
α˙1 = i(−∆1 + iγ1)α1 − igω1
ω2
α2 + F1e
iφ1 ,
α˙2 = i(−∆2 + iγ2)α2 − igω2
ω1
α1 + F2e
iφ2 ,
(4)
where a transformation φi → φi + pi/2 is considered and ∆i = ωi − ωd is the
detuning of the ith pendulum from the driving field.
In steady state, i.e., when α˙1 = α˙2 ≈ 0, the steady state values of the
αi = αi,ss can be found as
α1,ss =
(γ2 + i∆2)F1e
iφ1 − igF2eiφ2
(γ1 + i∆1)(γ2 + i∆2) + g2
,
α2,ss =
(γ1 + i∆1)F2e
iφ2 − igF1eiφ1
(γ2 + i∆2)(γ1 + i∆1) + g2
.
(5)
We note that the amplitudes are complex. Hence, we plot in Figs. 3
magnitude and phase spectrum of these steady state amplitudes of the os-
cillators, where we have chosen ∆i = ∆. We see that there is a sharp dip in
the amplitude of the first oscillator [Fig. 3(c)], that is associated with a sin-
gular phase-change of pi [Fig. 3(d)], when the two driving fields have a phase
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difference φ1 − φ2 = pi/2. This phenomenon is called anti-resonance. Such a
spectral feature is clearly analogous to non-reciprocity, in which the energy
content of the input mode vanishes and that of the output mode becomes
maximum. However, for a given phase-difference φ1−φ2, one cannot achieve
the reverse situation, namely, vanishing (maximum) energy content of the
output (input) mode. This means that the system behaves as an isolator.
We find that The physics of anti-resonance is discussed in [20, 2], where only
one of the oscillators is driven by an external harmonic field.
More importantly, when the phase-difference between the driving fields
is changed to φ1 − φ2 = −pi/2, we see such anti-resonance behavior in the
spectrum of the second oscillator, instead of the first one [Figs. 3(e) and 3(f)].
Such a reversal of the spectral behavior of two oscillators can also be seen in
the context of optomechanical nonreciprocity [27, 8], in which such reversal
of the directions of the field can be done by changing the phase differences
of the two cavity driving fields. We will show explicitly, in the next Section,
how these two phenomena are indeed equivalent, not only just analogous.
We emphasize that by driving only one oscillator, the reversal of the spectral
behavior cannot be obtained.
3 Equivalence to non-reciprocity and control
of isolation frequency by mechanical drive
In the previous Section, we have outlined how the anti-resonance phenomenon
can be analogous to optomechanical nonreciprocity. However the anti-resonance
occurs only at a certain frequency ∆ = 0 [see Figs. 3], that depends upon the
natural frequency of the mechanical oscillator (ωi). Analogously, in optome-
chanical isolators, the isolation occurs only at a certain frequency (which in
[27] is dependent on natural frequency of the membrane). In such a narrow-
band isolator, one is limited with the natural frequency of the membrane
itself, that is fixed in a given setup and cannot be manipulated externally.
This means that one does not have any dynamical control to make it useful
for isolation at other frequencies. In this Section, we will consider a cavity-
optomechanical setup to show how such a dynamical control can be achieved.
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Figure 3: Plots (a), (c), (e), (g) on the left panel represent the variation of
magnitudes of the αi,ss with respect to ∆ for various combinations of φ1 and
φ2. Plots (b), (d), (f), (h) on the right panel represent the variations of
phases of the αi,ss with respect to ∆, corresponding to the same combinations
of values of φ1 and φ2. The other parameters chosen are γ1 = γ2 = γ,
F1 = F2 = γ, and g = γ.
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3.1 Model
We start with a “membrane-in-the-middle” configuration [23, 24, 15, 26],
in which the two mirrors of the cavity are kept fixed, while a mechanical
oscillator (“the membrane”) is suspended inside the cavity [see Fig. 4]. If
this membrane would be fully reflecting on its both sides for the cavity fields,
then the fields in the two halves of the cavity could be described by their
individual modes a1 and a2. But in our case, in case of the partially reflecting
membrane, these modes interact with a coupling constant J and give rise to
newer eigenmodes of the entire cavity.
We further consider that each of the cavity modes is driven by respective
external field. In addition, the membrane is also harmonically driven by an
external field [14, 12, 27]. The Hamiltonian that governs the dynamics of the
entire system can then be written as (in unit of ~ = 1)
H = ωa1a
†
1a1 + ωa2a
†
2a2 + ωb1b
†
1b1 + J(a
†
1a2 + a
†
2a1)
+g11a
†
1a1(b
†
1 + b1) + g21a
†
2a2(b
†
1 + b1)
+i
[
a1e
i(ωda1t+φa1)a†1 + a2e
i(ωda2t+φa2)a†2
+b1e
i(ωdb1t)b†1 − h.c.
]
, (6)
where ωa1 and ωa2 are the frequencies of the cavity modes a1 and a2, re-
spectively. ωb1 is the natural frequency of the membrane mode b1, and g11
and g21 denote the optomechanical coupling constants.The cavity modes are
driven by external laser fields with driving frequencies ωda1 and ωda2, with
respective amplitudes a1 and a2 and phases φa1 and φa2. In addition to this,
there is a mechanical drive with driving frequency ωdb1 and amplitude b1.
In the interaction picture with respect to the unperturbed Hamiltonian
of the cavity modes and the membrane, the Hamiltonian gets transformed to
H ′, given by H ′ = UHU †− i~U ∂U†
∂t
where U = exp[i(ωda1ta
†
1a1 +ωda2ta
†
2a2 +
ωdb1tb
†
1b1)]. Using the Baker-Campbell-Hausdorff formula and the commuta-
tion properties of the bosonic operators, we find the following form of the
Hamiltonian:
H ′ = ∆a1a
†
1a1 + ∆a2a
†
2a2 + ∆b1b
†
1b1 + J(a
†
1a2 + a
†
2a1)
+g11a
†
1a1(b¯1
†
+ b¯1) + g21a
†
2a2(b¯1
†
+ b¯1)
+i
[
a1e
iφa1a†1 + a2e
iφa2a†2 + b1b
†
1 − h.c.
]
, (7)
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Figure 4: A schematic diagram of the membrane-in-the-middle configuration
of a cavity optomechanical system, along with a time-harmonic mechanical
drive. All the notations are described in the text.
where ∆ai = ωai−ωdai (i ∈ 1, 2) are the detunings of the ith cavity mode and
∆b1 = ωb1−ωdb1 is the detuning of the membrane mode, from their respective
driving field. Here we have chosen b¯1 = b1e
−iωdb1t
In this regard, we start with the quantum Langevin’s equations for their
respective annihilation operators, as given by,
d
dt
a1 =
{
−γa1
2
− i
[
∆a1 + g11
(
b1 + b
†
1
)]}
a1 − iJa2
+a1e
iφa1 +
√
γa1a1in , (8)
d
dt
a2 =
{
−γa2
2
− i
[
∆a2 + g21
(
b1 + b
†
1
)]}
a2 − iJa1
+a2e
iφa2 +
√
γa2a2in , (9)
d
dt
b1 =
(
−γb1
2
− i∆b1
)
b¯1 − i
(
g11a
†
1a1 + g21a
†
2a2
)
+b1e
−iωdb1t +
√
γb1b1in , (10)
where, a1in, a2in and b1in are the input fields with mean values equal to zero,
γai and γb1 are the damping rates of ith cavity mode and the membrane
mode, respectively.
Taking time-average of the above equations and considering that in the
steady state, all the time-derivatives vanish, we can obtain the following
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solutions for the mean values of the annihilation operators:
〈a1〉 = α =
(
γa2
2
+ i∆′a2
)
εa1e
iφa1 − iJεa2eiφa2(
γa1
2
+ i∆′a1
) (
γa2
2
+ i∆′a2
)
+ J2
,
〈a2〉 = β =
(
γa1
2
+ i∆′a1
)
εa2e
iφa2 − iJεa1eiφa1(
γa1
2
+ i∆′a1
) (
γa2
2
+ i∆′a2
)
+ J2
,
〈b1〉 = ξ = −i (g11|α|
2 + g21|β|2)(
γb1
2
+ i∆b1
) .
(11)
Here, ∆′a1 = ∆a1 + g11 (ξ + ξ
∗) and ∆′a2 = ∆a2 + g21 (ξ + ξ
∗) are the effective
detunings. We have assumed ∆′ai ≈ ∆b1 (analogous to that used in the
resolved sideband limit) and γai, γb1, gi1  ∆b1 (i ∈ 1, 2).
We can clearly see that the expressions of the steady state amplitude α
and β of the intracavity fields are similar to those in Eq. (5). This means
that with suitable choice of the coupling J and the driving field amplitudes
ai, one can have anti-resonance in either cavity modes (that corresponds to
either α = 0, β 6= 0 or vice versa). The phase difference φa1 − φa2 between
the driving fields governs in which cavity mode, one can achieve this anti-
resonance. In the next Section, we will explicitly show how this is related to
the non-reciprocity.
3.2 Non-reciprocity and control of isolation frequency
To investigate the nonreciprocity at the steady state, we need to obtain
the fluctuation dynamics of all the subsystems involved, namely, two cavity
modes and the membrane. We consider that the driving fields amplitudes are
larger than the relevant decay rates. In this limit, we can linearize the Eqs.
(9-10), by expanding the annihilation operators as a sum of its steady state
averages and the fluctuation operators, namely, a1 = α + δa1, a2 = β + δa2,
b1 = ξ + δb1. Substituting them in the Eqs. (9-10), the linearized quantum
Langevin equations can be written as
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ddt
δa1 =
(
−γa1
2
− i∆′a1
)
δa1 − iG11
(
δb1 + δb
†
1
)
−iJδa2 +√γa1a1in , (12)
d
dt
δa2 =
(
−γa2
2
− i∆′a2
)
δa2 − iG21
(
δb1 + δb
†
1
)
−iJδa1 +√γa2a2in , (13)
d
dt
δb1 =
(
−γb1
2
− i∆b1
)
δb1 − i
(
G11δa
†
1 +G
∗
11δa1
)
−i
(
G21δa
†
2 +G
∗
21δa2
)
+
√
γb1b1in , (14)
where G11 = g11α = |G11| eiθa1 and G21 = g21β = |G21| eiθa2 . Here θai are
the phases of the complex steady state amplitudes α and β. These phases
can be easily related to those φai of the driving fields (see in Sec. 3.3). Note
that the above equations contain terms with α and β. So, in the condition
of anti-resonance (when either of them vanishes), the fluctuation dynamics
changes.
These equations can be solved in Fourier domain. We first write them in
the form of matrix elements as
V˙i = −MijVj + ΓijVj,in (15)
where i, j = 1, 2, ..., 2n (where n = 3 is the number of distinct modes in
the system). Here the elements of fluctuation and input field vectors are ar-
ranged as V =
(
δa1, δa2, δb1, δa
†
1, δa
†
2, δb
†
1
)T
and Vin =
(
a1in, a2in, b1in, a
†
1in, a
†
2in, b
†
1in
)T
,
respectively. The matrix Γ is given by diag(
√
γa1,
√
γa2,
√
γb1,
√
γa1,
√
γa2,
√
γb1).
By introducing the Fourier transform of the operators oˆ, as
o˜(ω) =
1√
2pi
∫ +∞
−∞
o(t)eiωtdt , (16)
o˜(ω)† =
1√
2pi
∫ +∞
−∞
o(t)†eiωtdt , (17)
the matrix equation (15) can be rewritten in the frequency domain as,
V˜i(ω) = (M − iωI)−1ij ΓjkV˜k,in(ω) , (18)
where I is the identity matrix.
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In the input-output formalism [6], the relationship between internal, input
and output fields under the first Markov approximation is given as
oout + oin =
√
γoδo . (19)
where, o ≡ a1, a2, b1 and the γo are the damping rates for the respective o. Us-
ing this in (18), and defining V˜out =
(
a1,out, a2,out, b1,out, a
†
1,out, a
†
2,out, b
†
1,out
)T
,
we find that
V˜i,out (ω) =
2n∑
l=1
Ui,lV˜l,in(ω) , Ui,l = [Γij(M − iωI)−1jk Γkl − δil] . (20)
To obtain the spectrum of scattering probabilities, we now invoke the
two-frequency correlation of various elements of the V -matrices. Let us start
with V˜ †i,outV˜j,out =
∑2n
l,m=1 U
∗
i,lUj,mV˜
†
l,inV˜m,in. Now, as 〈V˜ †i,inV˜j,in〉 are non-zero
only for i = j, we find that 〈V˜ †i,outV˜j,out〉 =
∑2n
l=1 U
∗
i,lUj,l〈V˜ †l,inV˜l,in〉.
Defining Si,out(ω) =
∫
dω′
〈
V˜ †i,out (ω
′) V˜i,out(ω)
〉
and Si,in(ω) =
∫
dω′
〈
V˜ †i,in (ω
′) V˜i,in(ω)
〉
(i ∈ 1, 2, 3), we now obtain following expression, relating the frequency cor-
relations at the input and output ports:
Sout (ω) = T (ω)Sin (ω) + Svac (ω) , (21)
where Sin, Sout, and Svac(ω) = (sa1,vac(ω), sa2,vac(ω), sb1,vac(ω))
T are the n-
component column matrices, with n = 3 (i.e., the number of modes involved).
The T denotes the scattering probability matrix. The element Tij of this
matrix represents the probability to scatter from the ith mode to the jth
mode, and is given by
Tij = |Ui,j|2 + |Ui,j+n|2 , (22)
for i, j ∈ 1, 2, 3. Similarly, the elements of Svac(ω) can be written in terms of
the elements of the U -matrix, as
Si,vac(ω) = |Ui,i+n(ω)|2 + |Ui,i+n+1(ω)|2 + ..+ |Ui,i+2n(ω)|2 . (23)
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Figure 5: Variation of scattering probabilities T12 and T21 with the normalized
input frequency ω/γ for (a) θ = 0, (b) θ = pi/2, (c) θ = pi, and θ = 3pi/2. The
other parameters chosen are J = |G11| = |G21| = γa1/2 = γa2/2 = γb1/2 =
γ/2 and ∆b1 = ∆a1 = ∆a2 = 10γ. Clearly, with suitable choice of θ, one can
achieve non-reciprocity of in either direction, i.e., either T12 = 0 or T21 = 0.
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Figure 6: Variation of scattering probabilities T12 and T21 with the normalized
input frequency ω/γ for (a) ∆ = 8γ, (b) ∆ = 10γ, and ∆ = 12γ. We have
chosen the following parameters: J = |G11| = |G21| = γa1/2 = γa2/2 =
γb1/2 = γ/2, ∆b1 = ∆
′
a1 = ∆
′
a2 = ∆, and θ = pi/2. It is clearly seen that the
isolation frequency is attained at ω = ∆ in all these plots.
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In Fig. 5, we display the spectra of the scattering probability T12 from
the cavity mode a1 to a2 and T21 from the cavity mode a2 to a1, with re-
spect to the frequency ω of the input signal field. We have chosen different
values of the phase difference θ between the effective optomechanical cou-
pling strengths G11 and G21. We have chosen all the detunings equal as
∆′a1,∆
′
a2,∆b1 = ∆ = 10γ. It is clearly seen that for θ = pi/2, the T21 = 0
when the frequency of the field becomes ω = ∆, while T12 becomes unity
[see Fig. 5(b)]. This means that for a certain frequency, one can achieve
a complete transmission of the field from the mode a1 to a2, but not vice
versa. The scenario can be reversed by changing the phase difference θ to
3pi/2. Generally speaking, optical isolation occurs for θ = (2k + 1)pi/2, for
all integers k, while for θ ≡ pi/2(mod 2pi), the transmission vanishes from the
mode a2 to a1 and for θ ≡ 3pi/2(mod 2pi), the reverse situation is achieved.
The very fact that the membrane mode is driven by an external field
(unlike in [27]) provides us an additional handle to control the isolation fre-
quency at which one achieves non-reciprocity in either direction. We show in
Fig. 6, how the scattering probabilities T12 and T21 vary with ω for θ = pi/2,
but with varying values of the equal detunings ∆. It is clearly seen that one
can achieve optical isolation at ω = ∆, for any chosen value of ∆. Choosing
different values of ∆ corresponds to setting up the frequencies of the driving
fields externally. Such a control of isolation frequency cannot be achieved
in the models described in [27, 8, 17], where the isolation occurs at the fun-
damental frequency of the membrane, which cannot be changed in a given
setup. The dependence of θ however remains the same, as displayed in Fig.
5. Therefore, it is possible to tune the isolation frequency at any desired
value, by suitable choices of phase and frequency of the external fields.
3.3 Relation between anti-resonance and non-reciprocity
We have mentioned before that the steady state average values of the field
amplitudes in the cavity modes exhibit antiresonance, as the Eqs. (5) and
(11) are exactly similar. Comparing with the parameters chosen in Fig. 2 for
the coupled pendulums, we find that, in case of our model of optomechanical
system, one can achieve antiresonance for a coupling constant J = γa1/2 =
γa2/2) and εa1 = εa2. In fact, we have α = 0, if φa1 − φa2 = pi/2 and β = 0,
if φa1 − φa2 = 3pi/2, all at the zero detuning: ∆a1 = ∆a2 = 0.
Interestingly, for non-reciprocity in the system, we have chosen the same
parameters in Fig. 5 and 6. Note further that we have used a parameter
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domain, as ∆ = 10γ, J = γ/2, satisfying a large detuning limit ∆  J, γ.
Hence, from Eq. 11, we have, for a1 = a2 = ,
α ≈ ∆
D
ei(φa1+pi/2−ζ) ,
β ≈ ∆
D
ei(φa2+pi/2−ζ) . (24)
Here, the denominator in the expressions of α and β [see Eqs. (11)] is writ-
ten as Deiζ , and the phase pi/2 appears in the numerator. Clearly, the phase
difference between α and β is given by φa1−φa2. This is exactly the same as
θa1− θa2, as used in the expressions of the effective optomechanical coupling:
Ga1 = g11α = |Ga1|eiθa1 and Ga2 = g21α = |Ga2|eiθa2 , while the optomechan-
ical couplings g11 and g21 are real quantities. The driving fields therefore
create an effective phase-difference in the optomechanical couplings, which in
turn, lead to non-reciprocity. This further confirms that the non-reciprocity
can be inherently attributed to the anti-resonance, a well-known quantum
interference effect of two oscillators.
4 Conclusion
We have explicitly shown that an optomechanical isolator works in the prin-
ciple of anti-resonance. We have shown this by drawing analogy with the
anti-resonance of a system of coupled driven oscillators. We have derived
the equations for steady state averages of the field amplitudes in the cavity
modes and have exploited its similarity with the steady state amplitudes of
the oscillators. We further studies the frequency spectrum of the correlations
between different modes of the cavity. We find that transmission spectrum
indeed exhibits non-reciprocity, in the same condition of anti-resonance. In
previous studies, it was shown that the isolation frequency, (i.e., the fre-
quency of the input field at which maximum isolation occurs) is limited to
a small window which is dependent on inherent system parameters, namely,
the fundamental frequency of the membrane [27, 8, 17]. This frequency could
not be dynamically manipulated. We here have shown that this issue can be
resolved by driving the membrane by an external field. The suitable detuning
of the mechanical drive allows the control of isolation frequency,
16
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