We solve the one-dimensional nonlinear Schrödinger equation for an attractive delta-function potential at the origin,
I. INTRODUCTION
The delta-function potential has become a familiar sight in the landscape of most elementary courses on quantum mechanics. As a physical model, it has been used to represent a localized potential whose energy scale is greater than any other and whose spatial extension is smaller than all other length scales. Arrays of delta-function potentials have been used to illustrate Bloch's theorem in solid state physics and in optics. In the latter, wave propagation in a periodic medium within the scalar approximation resembles the dynamics of an electron in a crystal lattice. It is well known that the single attractive delta-function potential Ϫ⍀␦(xϪx 0 ) possesses one exponentially localized bound state for all values of the opacity ⍀. Its existence and stability has been tested for the effects of different boundary conditions 1 and symmetry-breaking perturbations. 2 In addition, the attractive delta potential has been used as a semi-permeable barrier to study resonance phenomena in scattering theory. 3 Other interesting applications of the delta-function potential are found in Ref. 4 In this work we examine the problem of finding the bound state and the transmission coefficient of plane waves across an attractive nonlinear delta-function potential, described by the nonlinear Schrödinger equation:
where ⍀Ͼ0 is the opacity and ␣ is the nonlinear exponent. For ␣ϭ0, we recover the familiar problem of the linear attractive delta potential which possesses an exponentially decaying bound state profile for any value of the opacity: (x)ϭͱ⍀/2 exp(Ϫ(⍀/2)͉x͉). The spatial decay is determined by the localization length 2/⍀. It might seem odd at first to see a nonlinear Schrödinger equation such as Eq. ͑1͒, because we know that quantum mechanics is linear. Therefore, all physical systems should be described by coupled sets of linear equations. However, we often can only concentrate on a few relevant degrees of freedom, and must make suitable approximations to treat the rest. The price for this reduction may be the appearance of nonlinear equations for the variables of interest. For instance, in many-body systems, a mean-field approximation is frequently used, where the interacting N-body problem is reduced to an effective noninteracting system. In this approximation the wave function of each particle satisfies a Schrödinger-like equation, where the potential is replaced by an effective potential that involves the wave functions of the N particles. For fermions this approximation corresponds to Hartree-Fock with a set of coupled nonlinear eigenvalue equations. 5 For weakly interacting bosons in a Bose-Einstein condensate, similar ideas have been developed. 6 For ␣ϭ2, Eq. ͑1͒ could model an electron propagating in a one-dimensional linear medium which contains a vibrational impurity at the origin that can couple strongly to the electron. In the approximation where the vibrations are considered completely ''enslaved'' to the electron, one obtains Eq. ͑1͒ as the effective equation for the electron. 7 A closely related equation given by the discrete version of Eq. ͑1͒ is known as the discrete nonlinear Schrödinger equation. It was introduced in its time-independent form by Holstein in his studies of the polaron problem in condensed matter physics. 8 The discrete nonlinear Schrödinger equation was derived in a fully time-dependent form by Davydov in his studies of energy transfer in proteins and other biological materials. 9 In the continuum limit the time-dependent discrete nonlinear Schrödinger equation reduces to the timedependent nonlinear Schrödinger equation, which supports soliton solutions. Therefore, soliton-based energy transport appears as a candidate mechanism for energy transport in biomolecules. A recent review of the status of Davydov's proposal can be found in Ref. 10 . The time-dependent discrete nonlinear Schrödinger equation can also be viewed as the evolution equation for a Hamiltonian system of classical anharmonic oscillators. 11 Another important application of the continuous model ͑1͒ is that of a wave propagating in a one-dimensional linear medium that contains a narrow strip of nonlinear ͑general Kerr-type͒ material. 12 This nonlinear strip is assumed to be much smaller than the typical wavelength. Periodic and quasiperiodic arrays of nonlinear strips have been considered by a straightforward generalization of Eq. ͑1͒ to model wave propagation in some nonlinear superlattices. 13 A recent monograph on mathematical aspects of the nonlinear Schrö-dinger equation and its applications to plasma physics and nonlinear optics can be found in Ref. 14.
II. BOUND STATE
Our system consists of a single, infinitely localized potential well in a continuous infinite line, and therefore lacks any natural length scale. If the delta-function potential were con-fined between two infinite walls, the distance between the walls would provide a length scale. Or, if instead of a continuous line, the potential were defined on a discrete lattice, its lattice constant would define a natural length scale.
In our case we have none of these, and thus ⍀ serves only to define the unit of distance ͑as it does in the linear case͒. It is possible to eliminate ⍀ formally as follows. From Eq. ͑1͒ we see that ⍀ must have units of ͓distance͔ (␣/2)Ϫ1 , which suggests the definition of a dimensionless distance uϭx/L, with Lϭ⍀ 2/(␣Ϫ2) . We also define Wϭប 2 /2mL 2 as the energy unit and Tϭ(ប/2mL
2 ) Ϫ1 as the time unit. In terms of u and (u)ϭͱL(x), Eq. ͑1͒ can be recast in the dimensionless form:
The opacity ⍀ does not appear explicitly because it determines only the unit of distance. The solution of Eq. ͑2͒ for u 0 is given by:
Using the continuity of (u) and the discontinuity of Ј(u) at uϭ0, we obtain AϭB and kϭ(1/2)͉A͉ ␣ . Finally, the use of the normalization condition, 1ϭ͐
with a dimensionless bound state energy
where aϭ2 2/(2Ϫ␣) is the localization length. As in the linear (␣ϭ0) case, the bound state profile decreases exponentially with localization length a. As ␣ increases from zero, the probability profile widens and the bound state energy decreases in magnitude. At ␣ϭ2 Ϫ , the state is completely extended over all the real axis and the bound state energy is vanishingly small. At ␣ϭ2 ϩ , the probability density is zero except at the origin, with a delta-function-like probability profile and with an infinite bound state energy. A further increase in ␣ leads to a widening of the probability profile and to a corresponding reduction in the magnitude of the bound state energy. Finally, at very large ␣ values, the bound state profile converges to exp(Ϫ͉u͉) and the bound state energy approaches ϪW. Figure 1 shows the localization length a of the bound state as a function of ␣.
At this point, it is important to note that the total energy of the system does not coincide with the bound state eigenenergy. In order to see this, we consider the time-dependent nonlinear Schrödinger equation iប(‫ץ/ץ‬t)ϭĤ associated with the Hamiltonian in Eq. ͑2͒. By substituting the dimensionless time variable ϭt/T, we have
That is, i(‫()ץ/ץ‬u,)ϭĤ (u,), where the operator Ĥ depends on the time explicitly. This dependence implies that, in general, ͗Ĥ ͘ is no longer a constant of the motion:
͑7͒
Of course, in the special case where ͗Ĥ ͘ is evaluated using the eigenstates of Ĥ , (d/d)͗Ĥ ͘ϭ0, because in that case ͉͉ does not depend on time. However, it is possible to construct an operator whose average over a general (u,) is a true constant of motion. We define ͑see the Appendix͒ the energy operator Ê as
We emphasize that although the average of Ê gives the energy of the system, which is a constant of the motion, the role of the Hamiltonian Ĥ is to give the dynamics of the system through the Schrödinger equation iប(‫ץ/ץ‬t)ϭĤ .
Having identified the energy operator of the system, we can now compute its expectation value over the eigenstates of Ĥ . We obtain
͑9͒ Thus, for ␣Ͻ2 the total energy is negative and the eigenstate is a stable localized state. On the contrary, when ␣Ͼ2, the total energy is positive and the eigenstate is localized but unstable, which means that any weak perturbation could make it disappear into the continuum, where the extended states dominate. This result explains the stable and unstable labeling in Fig. 1 . Only for ␣ϭ0, that is, the linear case, do the total energy and the energy eigenvalue coincide. Figure 2 shows the probability profiles for several values of ␣ that give rise to true ͑stable͒ bound states. This distinction between the eigenenergy and the total energy must be kept in mind when dealing with nonlinear systems.
III. TRANSMISSION OF PLANE WAVES
We now cast Eq. ͑1͒ as Љ͑x͒ϩk 2 ͑x͒ϭϪ⍀␦͑x͉͒͑x͉͒ ␣ ͑x͒, ͑10͒
where kϭͱ2mE/ប 2 is the electron wave vector. Unlike the bound state problem, we now have 1/k as a natural length scale and can therefore consider ⍀ as a bona fide opacity. The problem looks similar to the usual single delta-barrier problem, with the exception of the nonlinear term ͉͉ ␣ that modulates the strength of the barrier opacity, depending on the magnitude of the electronic probability on the barrier. We will now examine the dependence of the transmission coefficient on ⍀ and ␣.
Because we are interested in plane wave transmission, we set
From the continuity of (x) and discontinuity of Ј(x) at xϭ0, we obtain TϭR 0 ϩR, ͑12͒
From Eqs. ͑12͒ and ͑13͒, we obtain Tϭ2R 0 /(2 Ϫ(i⍀/k)͉T͉ ␣ ). If we define the transmission coefficient as tϭ͉T͉ 2 /͉R 0 ͉ 2 , we obtain the following equation for t:
where ⍀*ϭ⍀͉R 0 ͉ ␣ is the effective opacity which increases with the intensity of incident wave. We note that Eq. ͑14͒ is invariant under a change of sign of ⍀. In other words, both the repulsive and the attractive delta potentials possess identical transmission coefficients.
For arbitrary ␣, Eq. ͑14͒ is a nonlinear equation for t and must be solved numerically. There are, however, four exactly solvable cases, two of which can be easily described.
͑1͒ ␣ϭ0 ͑linear case͒: From ͑14͒ we immediately obtain the well-known result
can be recast as the quadratic equation (⍀*/2k) 2 t 2 ϩtϪ1ϭ0, with the physical solution
The cases ␣ϭ2 and ␣ϭ3 are exactly solvable in principle, but lead to rather cumbersome expressions for t that are not particularly illuminating.
If we recast the general equation for t as t(1 ϩ(⍀*/2k) 2 t ␣ )ϭ1, a simple analysis will convince the reader that the left-hand side is a monotonically increasing function of t for ␣Ͼ0. Therefore, there is only one solution in the interval 0рtр1. Figure 3 shows the transmission coefficient t as a function of k/⍀* and several values of ␣. Unlike the bound state calculation, there is no restriction here on the magnitude of ␣. For all wave vectors, the transmission coefficient increases with increasing ␣ and does not display any special behavior at ␣ϭ2. The increase of t with ␣ can be easily understood with the help of Eq. ͑14͒: For any ␣Ͼ0, t ␣ Ͻ1 because t is less than unity. Thus ⍀*t ␣ Ͻ⍀*, which means that the total nonlinear opacity is smaller than the linear one, hence a higher transmission.
IV. SUMMARY
In this work we have calculated the bound state corresponding to a single attractive nonlinear delta-function potential with opacity ⍀ and nonlinearity exponent ␣. Following the usual methods of quantum mechanics, we arrived at a closed form expression for the bound state characterized by an exponentially decreasing probability profile, with a localization length that decreases with increasing ␣. The most significant feature of this solution is the existence of a critical value of ␣, namely 2, beyond which the total energy of the bound state ͑not the eigenvalue of the Hamiltonian͒ becomes positive, making the state unstable against a collapse into the continuum. The transmission of plane waves across the nonlinear delta potential is invariant under a sign change in opacity, and increases monotonically with increasing ␣. The transmission is higher than in the linear case, for ␣ Ͼ0.
Finally, it is important to note that because of the nonlinear nature of Eqs. ͑1͒ and ͑6͒, it is no longer possible to superpose stationary states to find the time evolution of a given initial state. A stationary state solution of Eq. ͑6͒ is now only a particular solution whose relation to the solution of the time-dependent problem is not obvious. Other features that arise in similar nonlinear quantum mechanical problems include the fact that eigenstates are no longer guaranteed to be orthogonal to each other. Also, the number of eigenstates is no longer constant, but depends on the nonlinearity. Thus, nonlinear quantum mechanics is considerably more challeng- ing, although the reader should be aware that nonlinearity in quantum mechanics is the consequence of some underlying assumption about the system, where some degrees of freedom are hidden in the nonlinear contribution of the Hamiltonian.
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APPENDIX: HAMILTONIAN AND ENERGY OPERATORS IN NONLINEAR PROBLEMS
Consider the operator
where Ĥ 0 is time independent and constitutes the linear part of a yet to be defined Hamiltonian Ĥ , and F is a diagonal operator in the position representation. We have defined (x,t)ϭ*(x,t)(x,t). We impose ‫ץ‬ ‫ץ‬t ͉͗Ê ͉͘ϭ0.
͑A2͒
The time evolution of the system is determined by the Hamiltonian Ĥ : 
