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Eigenvalue Problems on Atypical Domains




Why do we care about eigenvalues and eigenvectors? What’s the big deal? For many people
enrolled in entry level linear algebra courses, these concepts seem like far fetched abstractions that
become pointless exercises in computation. But in reality, these fundamental ideas are vital to how
we live our lives every single day. But how?
In most cases, it comes down to thinking of what eigenpairs really represent. Eigenvectors
are the ”axes” or directions in which the matrix transformation acts in, and the corresponding
eigenvalue provides us with a measure of how ”severe” the effect is. A matrix transform can
describe many physical phenomenon like, stretching, compressing, flipping or rotating. With this
in mind, it may be a bit easier to see why a large area of mathematics is devoted to this topic.
In physical application, more often than not, eigenpairs are related to some form of vibration.
A guitar being strummed, a drum being banged, a bridge being blow by the wind, all provide
a glimpse at where the math comes into play. All of these objects vibrate in some way, and at
particular frequencies. It is possible that one of these objects can be set to vibrate so much that
it rips itself apart. You’ve probably heard this all before, so how do we go from a bridge being
blown in the wind to a matrix? This is when physical modelling becomes paramount. The idea is
to model the physical situation in a simple way that gives rise to an associated matrix problem–a
system of masses and springs. Spectral analysis of the resulting matrix model can then provide us
with important real world information. In the case of the bridge, the matrix system can be analysed
to find out if any of the intrinsic vibration patterns associated with the bridge design fall within
the danger frequencies induced by the gusts of wind in the area in which the bridge will be built.
Based on these findings, design modifications can be made. It is important to note that eigenpairs
have uses in other areas of study, like quantum chemistry and dynamics.
Recall that matrices are still linear operators, so all of the ideas we have already discussed
can be applied to a plethora of other linear operators, like differential operators. Say that we’re
interested in the Schrödinger equation on some domain of interest,
HΨ = EΨ,
in particular, its solutions which are wave functions. These function provide us with crucial infor-
mation regarding various probabilities in regards to electrons and other elementary particles giving
insight to motion on the molecular scale. The keen eye will have already seen that Schrödinger
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equation is posed as an eigenvalue problem, so finding Ψ amounts to finding the Hamiltonian op-
erator’s eigenfunctions. There is just one slight caveat, the operator is continuous and has infinite
eigenfunctions. Very commonly, this problem is solved by discretizing the operator over the desired
region. This is done by cutting up the domain into a mesh and constructing an approximate linear
system representation effectively turning the original problem into one where we can use computers
to perform ”basic” matrix spectral analysis. Finding the eigenpairs of this new system lets us build
accurate approximations to the original eigenfunctions.
In certain domain-coordinate system pairs, we can exploit intrinsic symmetries to turn a multi-
dimensional continuous differential operator problem, into several single-dimensional ones that can
be solved analytically. This technique is known as separation of variables (SOV).
Problem
To introduce this concept, let start with an example. We will use this as a segue between the
various topics that will be discussed. Consider the Laplace eigenvalue problem,
−∆u = λu in Ω (1)
u = 0 on ∂Ω (2)
Where Ω is given by [0,1]×[0,1].
Using the SOV technique, we assume a solution of the form u(x, y) = X(x)Y (y) in Cartesian
coordinates. Substituting this form back into (1), we find







X(x)Y (y) = λX(x)Y (y)














Note that the constant α2 is positive. This is valid since −∆ is a positive definite operator and we
know that its eigenvalues will be positive. Now we have effectively transformed our original PDE,
into two simple ODE. These can be solved for their respective eigenpairs individually, which will
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X ′′(x) = −α2X(x).
The solution to this ODE is a linear sum of sines and cosines, but considering our boundary
conditions we can conclude that the solution will only consist of sines, and that α must be equal
to n2π2 where n ∈ Z+. Then,
Xj(x) = sin (αx)
Xj(x) = sin (nπx).





Y ′′(y) = −(λ− α2)Y (y).
Then setting λ− α2 = β2,
Y ′′(y) = −β2Y (y).
Again, the solution here is a linear sum of sines and cosines, that breaks down to just sines after
applying the boundary conditions. Additionally, β must be equal to m2π2 where m ∈ Z+. With
each eigenpair from the two ODE’s we can now construct the original PDE’s eigenpairs. The







sin (nπx) sin (mπy).
Then, the corresponding eigenvalues are constructed from α and β. Since we set λ− α2 = β2, the
eigenvalues of the original problem are simply,
λ = α2 + β2 = π2(n2 +m2) where n,m ∈ Z.
Approaching this problem using SOV, we looked for solutions in a form in which the variables
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separated, i.e. u(x, y) = X(x)Y (y). We found infinitely many solutions, but how do we know that
all the solutions can take this form? That is, can all the solutions be found if we restrict ourselves
to separated solutions?
Consider the solution u(x, y) and hold one variable fixed, let’s say y at some value y1. The
solution is then essentially just a function of x, and so if we have a complete set of functions fj(x),




where uj are constant coefficients. Now suppose we were to change our fixed y from y1 to y2. So
long as the boundary conditions do not change in the x direction, the same set fj(x) can be used




So when the original ansatz is made, it is not so much a restriction as a statement that a product
form basis can be constructed in which solutions can be expanded. However, it now becomes obvious
how this technique fails. When the boundary conditions in one direction depend on the other—like
the boundary in the x direction depending on y—then the same set of functions fj(x) cannot be
expanded for every y. Take the rounded square domain shown in Figure 1 for example, SOV will
fail.
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(a) Square domain (b) Rounded square domain
Figure 1: Depiction of two domains in which the SOV technique will work (a), and fail (b) on. The
three coloured lines are placed at three distinct y values. On (a) we see that the left and right
boundaries remain constant for each of the three lines, whereas on (b), the same boundaries change
depending on which of the three lines you are looking at, i.e. have a y dependence.
What about a circle? The entire boundary is dependent on both variables, yet it is a popular
domain choice for many SOV problems! Well, that is true only if we continued to use Cartesian
coordinates. In polar coordinates, (r, θ), the circular boundary has no dependence in the θ ”di-
rection”, and so SOV will work. In general, if the domain of interest has symmetries that lend
themselves useful to representing the boundary in one variable of your chosen coordinate system
independent of the others, SOV will likely work. Put differently, the technique relies on the in-
herent symmetry of the domain, which in turn determines the coordinates that allow for SOV. If
the problem is posed on a rectangle or circle there are natural coordinate choices. On the other
hand, what if the problem was posed on an arbitrary domain, then it becomes much less likely
that you will be able to find a compatible coordinate system to reflect the domain’s symmetries
and allow for SOV. Another possibility is to introduce a transformation that maps an otherwise
”incompatible” domain to one that is. This is done frequently with elliptical domains first being
mapped to circles before performing a standard SOV approach. Beyond the scope of this discussion
is Lie theory, which makes it possible to determine candidate coordinate systems that will allow a
desired equation to be separated.
So if (1) cannot be solved on the domain depicted in Figure 1b using SOV, how can this be
done? This is where the powerful method of finite elements (FEM) steps up to the task.
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The Finite Element Method
The vast majority of physical phenomenon in our world are expressed in the language of mathe-
matics through PDEs. As we have seen, most of the time these problems cannot be solved analyti-
cally except in very idealized situations. The fundamental concept of the FEM is to break up your
atypical spatial domain into several simple elements, usually triangles or rectangles. These elements
can be put together in a variety of ways and as a result can represent very complicated shapes. The
elements are connected together at nodes, specific points in the element at which the value of the
field variable—the dependent variable(s) in the differential equation—will be explicitly calculated.
With the nodal values, one can approximate non-nodal values—and hence the solution—by inter-
polation. The process of modelling or approximating your original problem in this manner is called
discretization. Together, the elements and nodes are known as the mesh. Discretization is crucial
because the requirements of your problem now need only be satisfied on a finite number of discrete
elements, as oppose to continuously along the entire domain.
(a) Single triangular element with nodes shown (b) Mesh of bean shaped domain
Figure 2: FEM components.
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Let’s reintroduce the same problem we were working with before, namely
−∆u = λu in Ω (3)
u = 0 on ∂Ω (4)
Where Ω is now arbitrary.
Obviously, the goal of this problem is to find (3)’s eigenapairs (u, λ). To do this, we must face the
task of discretizing our continuous PDE over Ω into a finite number of discrete elements. The segue
for this journey is what we call the weak formulation of our problem. What we see stated in (3)
is known as the strong form, since it requires the statement to hold for all points in Ω. Ideally, we
would want the weak form to relax this requirement in such a way that the new problem is still
equivalent, but can now be easily approximated using numerical techniques.
To start, lets define a Hilbert space V := H(Ω). Put simply, a Hilbert space is an infinite-
dimensional function space that has various ”nice” properties we would like to take advantage of.





































where the second integral drops out due to our boundary conditions. At this point we have derived
the integral form of our PDE, also known as the weak formulation. It is dubbed weak because this
form relaxes the required smoothness of our solution compared to a classical solution. The problem
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has now been slightly altered to finding u ∈ V such that (5) holds ∀φ ∈ V .
As the problem currently stands, everything is still formulated in an infinite-dimensional sense.
To harness the power of modern computers we want to make our function spaces finite-dimentional.
To do that, we need to first spatially discretize the physical domain Ω, into a mesh. Recall that a
mesh is the collection of elements seen in Figure 2b. The basic idea is to create a scheme that will
approximate our solution over many small parts individually, and then subsequently interpolate the
pieces back into one continuous solution. To do this we define a finite element as a triple (K,PK ,Σ),
where K is some element belonging to the mesh, P is a finite-dimensional function space on K, and
Σ is a set of degrees of freedom (DoF). For the purposes of this discussion, we will not be diving into
the details of Σ. Although the DoF play a crucial part in the interpolation problem and the basis
of PK , the math is quite cumbersome and the same information can be better conveyed visually.
We want to reformulate the problem in a way where we can approximate the ”value” of an
element from its nodes. To do this, we need to define a shape function. These are predetermined
functions that will be used to describe the variation of the dependent variable within the finite
element. For the sake of simplicity, we will only consider piecewise-linear functions, characterizing
any dependent variable variation as linear within the element. There exists many other shape
function choices, that describe non-linear variation, but we will not be considering those. This free
choice is what makes FEM a very powerful method applicable to a wide range of problems, not
just find eigenpairs. Since all three nodal values must be known to form the approximation, these
elements are said to have three DoF—the nodal points themselves. Hat functions are a commonly
used family of shape functions that will fulfil our needs. For a three node triangular element, the
dependent variable can by approximated by
α1ψ1 + α2ψ2 + α3ψ3
where αj are the nodal values and ψj are the shape functions. In Figure 3b we can see how the
linear combination of shape functions shape a piece of the approximation.
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(a) DoF for triangular element. (b) Shape functions approximating the dep. variable.
Figure 3
Putting things more formally, we define PK as a finite-dimensional subspace of V . PK consists of
our hat functions and has a basis, {ψ1, ψ2, ..., ψj}. For each element we choose the hat functions
from PK with the property that the i
th shape function has a value of 1 at the ith DoF and is zero
for all other DoF. That is,
PK ⊂ V := {p ∈ C(Ω) | p|Ki ∈ PK on each Ki, p|∂Ω = 0}
ψj(DoFi) =

1 i = j
0 i 6= j.




pjψj ,where vj are coefficients.
Notice that this form is identical to the dependent variable approximation on a three node triangular
element we previously touched on, just put more formally. Remember that after all, PK is our finite-
dimensional approximation space.
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(a) Overlapping shape functions. (b) Non-overlapping shape functions.
Figure 4: The degree of overlap determines the value of the inner product between two shape
functions. The resulting eigenvalue problem becomes super sparse, since there are many more
shape function combinations that do not overlap, than ones that do.
Returning to the original problem, but now restricting ourselves in PK , we want to be looking





With this description of up, we can now express the weak formulation of our problem in a finite-
dimensional sense. Choosing our test functions φ to be the basis functions of PK , we have
∫
Ω








































uj〈∇ψj ,∇ψi〉 = λ
∑
i
uj〈ψj , ψi〉. (6)
The problem now amounts to finding up ∈ PK such that (6) holds ∀ψi ∈ PK . The observant
reader may have already seen what has now happened—(6) forms a linear system of equations with
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the same dimension as PK . Expressed in a more familiar manner,
A ~up = λM ~up (7)
where
~up = {u1, u2, ..., ui}
A = {aij}ni,j=1, aij = 〈∇ψi,∇ψj〉
M = {mij}ni,j=1, mij = 〈ψi, ψj〉
A is referred to as the stiffness matrix, while M is known as the mass matrix. These names are
just an ode to the beginning of the FEM, with its engineering problem roots. One important thing
to mention here is that this problem form is still on the local scale of a single element. There
will be stiffness and mass matrices for each element in the mesh, and many adjacent elements
will have some sort of interaction or influences on its neighbors, which need to be reflected in the
problems ”whole” approximation. This is done by constructing global stiffness and mass matrices
thanks to some very complicated mathematical schemes. These vary case by case, based on the
chosen discretization, so we won’t talk about the details. We’ll assume that the form given in (7)
is the global form. So then, after discretizing, we have this matrix eigenvalue problem, although
it looks a bit strange. There is a whole M matrix on the right hand side. This form of problem
is called a generalized matrix problem, and there are many clever numerical schemes to help us
solve them—because sparse matrix problems present some unique caveats—such as the Arnoldi
algorithm. Using this iteration we can solve for the eigenpairs (λ, ~up) numerically. By finding ~up,
we have solved for the function values of all the nodal points on the mesh. Then by interpolating
these points we can approximate the original u and its graphical representation. The FEM is
basically a systematic way to convert infinite dimensional functions—and any problems associated
with them—into finite dimensional ones, then into ordinary vectors in a vector space, creating a
sufficiently equivalent tractable problem that can be solved with numerical methods.
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Returning to the Problem
Earlier in this discussion, we went through the steps of solving (1) with the SOV method. We
found that on the square domain
u(x, y) =
∑
sin (nπx) sin (mπy)
λ = π2(n2 +m2) where n,m ∈ Z+.
For piece of mind, lets use FEM to replicate these results. Within Matlab, there is framework
called Partial Differential Equation Toolbox which we will be utilizing to set up and solve our
problem. The following code does just that.
1 %pderect([0 1 0 1])
2 domain = decsg(gd,sf,ns);
3 model = createpde;
4 geometryFromEdges(model,domain);









14 results = solvepdeeig(model,[0,100]);
15
16 u = results.Eigenvectors;
17 lambda = results.Eigenvalues;
You will notice that the first line is commented out, however it is actually the most vital part of the
problem set up. Pdrect is a predefined domain geometry layout within the PDE Modeler tool. This
tool lets the user define any arbitrary domain to solve a problem on. In our case, we just create
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the square given by [0,1]×[0,1]. When we explore the domain from Figure 1b, we will see how the
PDE Modeler tool works in greater detail.
Figure 5: Generated mesh for the square domain. Can be viewed by calling pdeplot(model).
After the first line is executed, the variables gd,sf,ns are created. These are some sort of interal
representation of the user defined domain that Matlab uses. The next couple of command calls
like decsg, createpde, geometryFromEdges and generateMesh are all intermediate routines used as
inputs for later steps. At this point Matlab has created a mesh of your domain and is waiting for
information in regard to your problem before proceeding. The applyBoundaryCondition command
is imposing Dirichlet boundry conditions and the specifyCoefficients command is specifying your
differential equation. The general form is given by
−∇ · (c∇u) + au = λdu.
For our problem, we want to specify c = 1, d = 1 and a = 0, then
−∇ · (∇u) = λu
−∆u = λu.
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Matlab will now discretize the problem over the generated mesh, compute the approximate eigen-
values—stored in results.Eigenvalues—and the nodal values—stored in results.Eigenvectors. After
viewing the data in the workspace, we see that the first ten eigenvalues are approximately given by:
Values for λ
19.7392 ≈ (12 + 12)π2
49.3489 ≈ (12 + 22)π2
49.3489 ≈ (22 + 12)π2
78.9605 ≈ (22 + 22)π2
98.7037 ≈ (12 + 32)π2
98.7037 ≈ (32 + 12)π2
128.3210 ≈ (22 + 32)π2
128.3216 ≈ (32 + 22)π2
167.8199 ≈ (12 + 42)π2
167.8206 ≈ (42 + 12)π2.
It is clear that these values are the same as what we found through SOV. Now with the
confirmation problem out of the way, let’s tackle the domain from Figure 1b. The beauty of using
PDE Toolbox is that we can reuse almost all of the existing code. The only change we need to
make is in regard to the domain itself. As alluded to before, lets open up the PDE Modeler tool by
selecting Apps→Math, Statistic and Optimization→ PDE Modeler. By using the various
drawing tool at the top, one can create any arbitrary domain. For the rounded square domain, we
can use circles and rectangles as arranged in Figure 6a, then specify that we want the union of these
shapes to be our domain. This can be done in the box marked Set formula. The + operator acts as
a union between shapes, whereas ∗ and − act as intersection and difference operators respectively.
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(a) Union of shapes in the PDE Modeler tool to create the desired domain.
(b) Generated mesh for the rounded square domain.
Figure 6
Once you have drawn your domain, we need to export the geometry so Matlab can use it
in the main script. To do this, click Draw → Export Geometry Description, Set Formula,
Labels.... By clicking OK on the subsequent pop-up, you will see the new variables added to
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In Figure 7, we made use of the pdeplot command to produce visualizations of some of the eigen-
functions. The command looks at the computed nodal values and mesh structure to interpo-
late a smooth approximation of the eigenfunction. The command was called using the following
synatx—pdeplot(model,’XYData’,u(:,i),’ZData’,u(:,i))—where i is the ith eigenfunction.
(a) First eigenfunction. (b) Second eigenfunction.
(c) Third eigenfunction. (d) Fourth eigenfunction.
Figure 7: Eigenfunction approximations.
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