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I. INTRODUCTION
Most people know that around 1637 Fermat wrote the following statement [1] "It is impossible to separate a cube into two cubes, or a fourth power into two fourth powers, or in general, any power higher than the second, into two like powers. I have discovered a truly marvellous proof of this, which this margin is too narrow to contain." in the margin of the Arithmetica of Diophantus. Such a statement in modern language is translated to Theorem I.1 With n, x, y, z ∈ N and n > 2 the equation x n + y n = z n has no solutions.
In a monumental (and very large) work, during 1994, A. Wiles found a proof for the above theorem using many modern techniques that are not easy to digest for the non-mathematician community.
On the other hand, in 1928, P. A. M. Dirac by looking for a linear relativistic wave equation version of the Klein-Gordon one found the currently best known Dirac equation,
(1.1)
In the road to find the above linear version of ( −m 2 )φ = 0, one usually introduces the Gamma matrices and their algebra
However, Dirac used another notation, based on the matrix coefficientsα i andβ [2] . Such objects was introduced in order to write a linear version of the square root of the hamiltonian operatorĤ
and by imposing that the eingenvalues ofĤ and p i satisfy
In the following sections we will use an analogous procedure to show that the equation x n + y n = z n , with n, x, y, z ∈ N, can not be solved for n > 2, because we can not have a consistent and solvable set of equations as eqs.(1.4), (1.5) and (1.6).
Let us start by writing the following linearized ansatz
where Γ i n , i = x, y, z, are matrices. Therefore, if z n = x n + y n is transformed into eq.(2.1) with well defined Γ i n , it is easy to verify that the above equation admit three integers x, y and z simultaneously as a solution.
Therefore, the problem is now transformed into:
Is it possible to find well defined Γ i n for arbitrary n?
Case n=1
This is the trivial case, Γ i 1 = 1 for i = x, y, z.
Case n=2
This Pythagorean case is given by
we then write
and in order it will satisfy z 2 = x 2 + y 2 we found
(2.5)
We note from eq.(2.4) that we have three unknown objects Γ z 2 , Γ x 2 and Γ y 2 , and also three equations eqs.(2.2), (2.3) and (2.5), which relate them. Therefore, this is a compatible set of equations.
To find the matrices explicitly we fix Γ which is a Pauli matrix, we also choose that matrix because (Γ After linearizing and after some algebra we arrive to the following relations
As before, we have three unknown variables, the matrices Γ . Nevertheless, now the number of equations are four: eqs.(2.10), (2.11), (2.13) and (2.14). Consequently, such a system is incompatible.
In this way, we conclude that this case fail to satisfy eq.(2.10) for x, y, z ∈ N.
For n > 3 the situation is worst, the number of equations grows while the number of unknown variables remains fixed to be three: Γ z n , Γ z n and Γ z n .
General case
In general, we want to have the certainty on what is the maximum value of n, which allows to have three integer values of x, y and z at the same time, such that x n +y n = z n . For n = 1, this is trivial because it is just a sum. Therefore, if we linearize x n + y n = z n in some way, to find x, y and z integers is easy. In this way, we have to figure out under what conditions, for n, we can linearize the above equation.
Our main equation to be solved is thus After powering to n eq.(2.16), we arrive to
where we have defined p,q P er(α pβq ) as the sum of the all possible p + q permutations of the non commuting objectsα andβ.
As such, we have to have
this is a set of n − 1 equations, and together with eqs.(2.15), (2.16) form a total of n + 1 conditions. Hence, recalling that the number of the unknown variables are the three matrices Γ i n , we have that the system will be compatible if
(2.19) Therefore, we conclude that the equation z n = x n + y n can admit n, x, y, z ∈ N, as solutions, only for n < 3.
III. FINAL COMMENTS
Because of the algebra, this paper does not fit in the margin of a book. 
