We study positive recurrence and transience of a two-station network in which the behavior of the server in each station is governed by a Markov chain with a finite number of server states; this service process can represent various service disciplines such as a non-preemptive priority service and K-limited service. Assuming that exogenous customers arrive according to independent Markovian arrival processes (MAPs), we represent the behavior of the whole network as a continuous-time Markov chain and, by the uniformization technique, obtain the corresponding discrete-time Markov chain, which is positive recurrent (transient) if and only if the original continuous-time Markov chain is positive recurrent (resp. transient). This discretetime Markov chain is a four-dimensional skip-free Markov modulated reflecting random walk (MMRRW) and, applying several existing results of MMRRWs to the Markov chain, we obtain conditions on which the Markov chain is positive recurrent and on which it is transient. The conditions are represented in terms of the difference of the input rate and output rate of each queue in each induced Markov chain. In order to demonstrate how our results work in twostation networks, we give several examples.
Introduction
Stability and instability of queueing networks has been intensively studied for the last few decades, especially, through a connection between the stability of queueing networks and that of the corresponding fluid models (see, for example, Bramson [2] , Chen [4] , Dai [5, 6] , Down and Meyn [8] , Gamarnik and Hasenbein [10] and Meyn [15] ). A main result in those studies is that the stability of a fluid model implies stability of corresponding queueing networks (see, for example, Chen [4] and Dai [5] ). Several versions of its converse have also been obtained (see, for example, Dai [6] and Gamarnik and Hasenbein [10] ). It is not doubted that the fluid model is one of the most useful tools to investigate stability and instability of queueing networks. However, at the same time, it also has the following limitations:
• Additional equations are needed for representing a particular service discipline and to describe such equations is sometimes difficult. For example, a non-preemptive priority discipline cannot be represented in an ordinary framework of fluid model.
• Fluid models are defined using only the first-order parameters such as the mean inter-arrival times and mean service times, and hence we cannot apply them to the case where the stability of a queueing network depends on more than just the first-order parameters (see, for example, Dai et al. [7] and Tezcan [18] ).
In this paper, avoiding these limitations, we exploit another approach for studying stability and instability of queueing networks. We consider a queueing network in which the behavior of servers in each station is governed by a Markov chain with a finite number of server states. Such a service model is called a Markovian service process (MSP in short; see, for example, Ozawa [16] ) and MSPs can represent various service disciplines such as a non-preemptive priority service. The whole network is represented as a continuous-time version of Markov modulated reflecting random walk (MMRRW in short), which is a multidimensional skip-free reflecting random walk whose transition probabilities are modulated according to the state of a Markov chain with a finite state space (see Ozawa [17] , where it is called a reflecting random walk with a background process). Here we should note that, since the stochastic model representing the queueing network we consider is a Markov chain with a countable state space, stability of the network corresponds to positive recurrence of the Markov chain and instability of the network to transience of the Markov chain; we do not treat the case where the Markov chain is null recurrent. We, therefore, compatibly use those words in the paper. By the uniformization technique, we can obtain a discrete-time MMRRW corresponding to the continuous-time MMRRW and, by the results of Ozawa [17] , we can expect to derive conditions on which the network is stable and on which it is instable. However, it is not so easy to apply the results of Ozawa [17] to a general queueing network having many stations and hence, in this paper, we will focus on a two-station network depicted in Fig. 1 , in order to take the first step to studying general queueing networks. In the two-station network, exogenous customers arriving at station 1 join queue 1 (Q 1 ) and, after completing service there, they visit station 2 and join queue 2 (Q 2 ); after completing service in station 2, the customers reenter station 2 with probability p and join queue 3 (Q 3 ). Exogenous customers arriving at station 2 join Q 3 and, after completing service there, they visit station 1 and join queue 4 (Q 4 ). In each station, there is just one server that serves customers in two queues according to a certain service discipline. We assume that exogenous customers arrive according to independent Markovian arrival processes (MAPs in short) and that the service times of customers in each queue are subject to a phase-type distribution. This model has a remarkable feature that the nominal condition, which means that the total offered load of each station is less than one, is not sufficient for the model to be stable, and its variations have been dealt with in a lot of literature (see, for example, Bramson [2] , Dai et al. [7] and Kumar [12] ). Hence we think it is the best model for our aim.
A key concept for investigating stability and instability of an MMRRW is induced Markov chain, introduced by Malyshev [14] and Fayolle et al. [9] . In our model, an induced Markov chain corresponds to an MMRRW obtained by supposing that some queues are saturated by customers, where the states of the saturated queues are removed from the original MMRRW. If the induced Markov chain is positive recurrent, we define the mean output rate of each queue as the expected number of customers departing from the queue per unit time in steady state and the mean input rate of each queue as the expected number of customers joining the queue per unit time in steady state. The conditions on which the two-station network is stable and on which it is instable are represented in terms of the difference between the mean input rate and mean output rate of each queue in each induced Markov chain that is positive recurrent. Since the mean input rates are given in terms of the mean output rates and the mean arrival rates of exogenous customers, the mean output rates are essential for determining the stability of the model. From this point, we can understand that, if all the mean output rates are given in terms of the first-order parameters, then the stability condition of the model is given in terms of the first-order parameters. Three examples we will consider in the paper fall into the case.
The rest of the paper is organized as follows. In Section 2, the two-station network we consider is described in detail and the main results of the paper are stated with a typical example: a twostation network with a non-preemptive priority service. This section also functions as a summary of the paper. In Section 3, we make several preparations, where a Markov modulated reflecting random walk and the concept of induced Markov chain are introduced and related theorems are stated. In Section 4, we prove the main theorem using the theorems stated in Section 3. In Section 5, we consider two examples: one is a two-station network with a preemptive-resume priority service and the other that with a (1, K)-limited service. In the latter example, the stability region of the model depends on the value of parameter K.
Model description and main results

Two-station network
We explain the two-station network depicted in Fig. 1 , in detail.
Network configuration. Exogenous customers arrive at Q 1 as class-1 customers and at Q 3 as class-3 customers. After completing service at station 1, customers in Q 1 move to station 2 and join Q 2 as class-2 customers; customers in Q 2 next reenter station 2 and join Q 3 as class-3 customers with probability p or depart from the system with probability 1 − p. After completing service at station 2, customers in Q 3 moves to station 1 and join Q 4 as class-4 customers; customers in Q 4 next depart from the system. We define a set N as N = {1, 2, 3, 4} and, for l ∈ N , denote by X l (t) the number of customers in Q l including one being served at time t; X(t) is the vector of X l (t), i.e., X(t) = (X 1 (t), X 2 (t), X 3 (t), X 4 (t)). When p = 1 and λ 3 = 0, the model is a usual reentrant line; when p = 0, it is a two-station network with two-parallel-customer-flows.
Arrival processes. The exogenous arrival process of class-1 customers and that of class-3 customers are subject to independent Markovian arrival processes (MAPs); MAPs are tractable arrival processes and they can represent correlated interarrival times. For i = 1, 3, we denote by (C i ,D i ) the representation of the MAP for class-i customers, whereC i is a matrix of phase transition rates without arrivals andD i is that of phase transition rates with an arrival; the diagonal elements ofC i are set so that the sum of elements in each row ofC i +D i becomes zero (see, for example, Latouche and Ramaswami [13] ). We assume that the phase set of the MAP for class-i customers is given by S a i = {1, 2, ..., s a i }, where s a i is some positive integer; this s a i is also the dimension ofC i and that ofD i .C i +D i is the infinitesimal generator of the Markov chain that represents the phase process of the MAP for class-i customers, and we assume it to be irreducible. Hence,C i +D i is positive recurrent and we denote by π * i = (π * ij , j ∈ S a i ) the stationary phase distribution. The mean arrival rate of the MAP for class-i customers, denoted by λ i , is given as λ i = π * iD i 1, where 1 is a column vector of 1's whose dimension is determined in context. For i = 1, 3, we denote by J a i (t) the phase state of the MAP for class-i customers at time t.
Service processes. We assume that each station has a single server and the behavior of each server is represented as a two-class Markovian service process (MSP in short, see Ozawa [16] ). For i = 1, 2, we denote by J s i (t) the state of the server in station i at time t and S s i the set of states of the same server; we assume S s i is finite. Furthermore, we assume that S s 1 is composed of mutually disjoint subsets S s 10 , S s 11 and S s 14 and that S s 2 is composed of mutually disjoint subsets S s 20 , S s 22 and S s 23 , i.e.,
, the server in station 1 (resp. station 2) is idle or engaging in work other than service for customers; when J s
, it is engaging in service for a class-1 (resp. class-2) customer; when J s 1 (t) ∈ S s 14 (J s 2 (t) ∈ S s 23 ), it is engaging in service for a class-4 (resp. class-3) customer. We assume the service process in station 1, {J s 1 (t)}, depends on X 1 (t) and X 4 (t) only through the events {X 1 (t) = 0}, {X 1 (t) = 1}, {X 1 (t) ≥ 2}, {X 4 (t) = 0}, {X 4 (t) = 1} and {X 4 (t) ≥ 2}. LetT 00 1 be the |S s 1 |-dimensional square matrix of transition rates for {J s 1 (t)} without service completions when X 1 (t) = 0 and X 4 (t) = 0, where |A| is the cardinality of set A. Also, letT +0 1 be the |S s 1 |-dimensional square matrix of transition rates for {J s 1 (t)} without service completions when X 1 (t) ≥ 1 and X 4 (t) = 0; letT 0+ 1 be that without service completions when X 1 (t) = 0 and X 4 (t) ≥ 1; letT ++ 1 be that without service completions when X 1 (t) ≥ 1 and X 4 (t) ≥ 1. LetT 1 * 0 1 be the |S s 1 |-dimensional square matrix of transition rates for {J s 1 (t)} with a service completion of class-1 customer when X 1 (t) = 1 and X 4 (t) = 0; in this case, the number of class-1 customers becomes zero after the service completion. LetT 2 * 0 1 be the |S s 1 |-dimensional square matrix of transition rates for {J s 1 (t)} with a service completion of class-1 customer when X 1 (t) ≥ 2 and X 4 (t) = 0; in this case, the number of class-1 customers is still nonzero after the service completion. LetT 01 * 1 be the |S s 1 |-dimensional square matrix of transition rates for {J s 1 (t)} with a service completion of class-4 customer when X 1 (t) = 0 and X 4 (t) = 1; letT 02 * 1 be that with a service completion of class-4 customer when X 1 (t) = 0 and X 4 (t) ≥ 2. LetT ij * 1 for i, j = 0, +.
An example of service process: non-preemptive priority service. We consider the model in which class-4 customers have non-preemptive priority over class-1 customers and class-2 customers have non-preemptive priority over class-3 customers. For i ∈ N , we assume the service times of class-i customers are subject to a phase-type (PH) distribution with representation (β i ,H i ), where β i andH i are respectively the initial distribution and infinitesimal generator (restricted to transient states) of an absorbing Markov chain, by which the PH distribution is defined (see, for example, Latouche and Ramaswami [13] ). We define h i as h i = −H i 1 and denote by µ i the reciprocal of the mean service time of class-i customers; µ i is given by 
where I is the identity matrix whose dimension is determined in context, O a matrix of zeros whose dimension is determined in context and 0 a column vector of zeros whose dimension is determined in context; U
and U ++ * 1 become identity matrices. Note that the matrices above have several dummy elements; for example,T 00 1 has 1's and −I's as blocks of dummy elements, which make a transition of J s 1 (t) from a state of nonzero to the state of zero. The representation of the MSP in station 2 are analogously given.
Markov chain. Define a vector J (t) as J(t) = (J a 1 (t), J a 3 (t), J s 1 (t), J s 2 (t)), then the stochastic process {Y (t)} = {(X(t), J (t))} representing the behavior of the two-station network becomes a continuous-time Markov chain on the state space S = Z 4 + ×S 0 , where S 0 = S a 1 ×S a 3 ×S s 1 ×S s 2 and Z + is the set of all non-negative integers. We denote by Q = (Q(x, x ′ ), x, x ′ ∈ Z 4 + ) the infinitesimal generator of the Markov chain {Y (t)}, where, for each x, x ′ ∈ Z 4 + , Q(x, x ′ ) is a square block with the dimension of s a 1 s a 3 |S s 1 | |S s 2 |. Since the expression of Q is very lengthy, we put it in Appendix A; in this paper, we do not directory use the expression in studying stability of the model. We do not assume the Markov chain {Y (t)} is irreducible, but assume it has just one irreducible class; this point will be explained in the next subsection in detail. The Markov chain {Y (t)} is also a four-dimensional skip-free Markov modulated reflecting random walk (MMRRW in short, see Ozawa [17] , where it is called a reflecting random walk with a background process).
Main results
Before stating our main theorem, we make several preparations. In the previous subsection, we defined the Markov chain {Y (t)} = {(X(t), J (t))} and assumed it was not necessary irreducible. This point is essential for some two-station networks; for example, in the two-station network with a non-preemptive priority service, it can be seen from some consideration that, after some finite time, the number of customers in Q 2 , X 2 (t), and that of customers in Q 4 , X 4 (t), do not take positive integers greater than one simultaneously. Hence we define a class of reducible Markov chain and call a Markov chain in the class a semi-irreducible Markov chain. Definition 2.1 (Semi-irreducible Markov chain). A continuous-time or discrete-time homogenous Markov chain on a countable set is said to be semi-irreducible if the chain has just one irreducible class, which is a closed communicating class, and every state in the irreducible class is accessible from any state of the chain. We consider that an irreducible Markov chain is also semi-irreducible.
Remark 2.1. If a Markov chain has a state that is accessible from any state of the Markov chain, then the Markov chain is semi-irreducible and the state is an element of the irreducible class. Therefore, it is not so difficult to check up on semi-irreducibility of a given Markov chain arising from a queueing model. For example, in the two-station network with a non-preemptive priority service described in the previous subsection, the state (x, j) = ((0, 0, 0, 0), (1, 1, 1, 1)) ∈ S is accessible from any state in S and hence the Markov chain {Y (t)} is semi-irreducible.
Let {Z(t)} be a continuous-time homogenous Markov chain on a countable setS and assume it is semi-irreducible with the irreducible classS 0 . With respect to stability, the Markov chain {Z(t)} can be classified as follows. We also apply Definition 2.2 to discrete-time semi-irreducible Markov chains. If the semiirreducible Markov chain {Z(t)} is positive recurrent, the irreducible classS 0 has the stationary distribution, which we denote byπ 0 = (π 0 (i), i ∈S 0 ), and distributionπ = (π(i), i ∈S) defined bỹ
becomes the unique stationary distribution of the Markov chain {Z(t)}. Furthermore, the state distribution of {Z(t)} converges to the stationary distributionπ as t tends to infinity. The positive recurrent semi-irreducible Markov chain {Z(t)} is also positive Harris recurrent (see, for example, Bramson [2] ). It can be seen from what we mentioned above that semi-irreducible Markov chains are very similar to irreducible Markov chains. Hereafter, we assume the Markov chain {Y (t)} is semi-irreducible and denote by S 0 its irreducible class. Furthermore, we assume there is at least one state in which the system is empty and that is accessible from any other states, i.e., for some j ∈ S 0 , ((0, 0, 0, 0), j ) ∈ S 0 ; this assumption is expected to hold for many cases and it implies that, for every x 1 ∈ Z + and for some j ∈ S 0 , ((x 1 , 0, 0, 0), j ) ∈ S 0 . We will use the point in the proof of Corollary 4.1 in Section 4. Let A be a non-empty subset of N and denote by {Y A (t)} = {(X N \A (t),Ĵ (t))} the process obtained from {Y (t)} by assuming that, for every i ∈ A, Q i is saturated by customers,
; sinceX i (t) = ∞ for i ∈ A, we removed them from the state vectorX(t) = (X i (t), i ∈ N ). We assume that the Markov chain {Y A (t)} is semi-irreducible or that it has no irreducible class and every state is transient. If the Markov chain {Y A (t)} is semi-irreducible and positive recurrent, we denote by
if the Markov chain {Y
A (t)} is positive recurrent, we define the mean input rate and the mean output rate of Q i in the process {Y A (t)} as the mean number of customers arriving at Q i in a unit time and that of customers departing from Q i in a unit time, respectively; we denote the former byλ A i and the latter byμ A i . Since the expressions of the mean output rates are lengthy, we put them in Appendix B; in this paper, we do not directory use the expressions in studying stability of the model. The mean input rates are given bȳ
We denote by ∆q A i the difference between the mean input rate and the mean output rate of Q i in the process {Y A (t)}, i.e., ∆q A i =λ A i −μ A i . Note that, if i ∈ N \ A, then ∆q A i = 0 since the input rate of Q i balances with the corresponding output rate under the assumption that the process {Y A (t)} is positive recurrent.
For i ∈ N , denote by h i the mean service time of class-i customers, then the nominal condition of the two-station network is given by
where
In this paper, since we are interested in the case where the nominal condition is not sufficient for the two-station network to be stable, we focus on the model satisfying the following conditions: this point will be clear later.
Note that, since {Y N (t)} is a finite semi-irreducible Markov chain, it is always positive recurrent and ∆q N i for i ∈ N exists; Under condition (2.3), both {Y {1,2,3} (t)} and {Y {1,3,4} (t)} are positive recurrent (the reason will be explained in Section 4) and ∆q Theorem 2.1. Let r 1 and r 2 be defined as 8) and assume that
Then, the semi-irreducible Markov chain {Y (t)} is positive recurrent if r 1 r 2 < 1 and it is transient if r 1 r 2 > 1.
An example: the two-station network with a non-preemptive priority service. Here we demonstrate how the theorem works in the case of the two-station network with a non-preemptive priority service explained in the previous subsection. For i ∈ N , the service times of class-i customers are subject to a PH-distribution with mean service time 1/µ i and class-4 customers (class-2 customers) have non-preemptive priority over class-1 customers (resp. class-3 customers). Assuming the nominal condition, we consider the case where µ 1 > µ 2 and µ 3 > µ 4 ; in this case, the nominal condition is not sufficient for the model to be stable. Let a set N p be defined as N p = {N, {1, 2, 3}, {1, 3, 4}, {1, 4}, {2, 3}}. For A ∈ N p and for i ∈ A, ∆q A i is given as follows.
• ∆q N i , i ∈ N . Consider the case where all the queues are saturated by customers. Since class-4 customers have non-preemptive priority over class-1 customers, the server in station 1 is engaged in service only for class-4 customers after some finite time. Hence, the mean output rates of Q 1 and Q 4 are given asμ N 1 = 0 andμ N 4 = µ 4 , respectively. Analogously, we obtainμ N 2 = µ 2 andμ N 3 = 0. The mean input rates are automatically obtained by formulae (2.1) and we have
• ∆q {1,2,3} i , i ∈ {1, 2, 3}. Consider the case where queues Q 1 , Q 2 and Q 3 are saturated by customers. In this case, the server in station 2 is engaged in service only for class-2 customers after some finite time, and we haveμ
= 0. This implies that any customers do not arrive at Q 4 after some finite time and Q 4 will eventually become empty since customers in Q 4 have priority in service over customers in Q 1 . Hence we obtainμ {1,2,3} 4 = 0. After Q 4 becomes empty, the server in station 1 is engaged in service for customers in Q 1 , which is saturated by customers. Hence, we haveμ {1,2,3} 1 = µ 1 . As a result, we obtain ∆q {1,2,3} 1
where we use the assumption of µ 1 > µ 2 .
• ∆q
Consider the case where queues Q 1 , Q 3 and Q 4 are saturated by customers. This case is symmetric to that for ∆q
where we use the assumption of µ 3 > µ 4 .
{1,4} i
, i ∈ {1, 4}. Consider the case where queues Q 1 and Q 4 are saturated by customers. In this case, the server in station 1 is engaged in service only for class-4 customers after some finite time, and we haveμ
= µ 4 . This implies that any customers do not arrive at Q 2 after some finite time and Q 2 will eventually become empty. Hence, we haveμ {1,4} 2 = 0. After Q 2 becomes empty, the server in station 2 is engaged in service for customers in Q 3 . From the nominal condition (2.2), we have λ 3 < µ 3 , and hence we see that Q 3 is stable and the output rate of Q 3 is identical to its input rate, i.e.,μ {1,4} 3 = λ 3 . As a result, we have
where we use the nominal condition to derive the negativity of ∆q
• ∆q {2,3} i , i ∈ {2, 3}. Consider the case where queues Q 2 and Q 3 are saturated by customers. This case is symmetric to that for ∆q {1,4} i . Hence, we have
We note that all ∆q A i , A ∈ N p , i ∈ A, satisfies conditions (2.3) to (2.7). Furthermore, the following conditions of Theorem 2.1 are also satisfied:
where we consider the case where λ 1 = 0 and λ 3 + pµ 2 = 0. r 1 and r 2 in Theorem 2.1 are given as
, and inequality r 1 r 2 < 1 is equivalent to ρ 2 + ρ 3 < 1. Hence, we see that the two-station network with a non-preemptive priority service is positive recurrent if ρ 2 + ρ 3 < 1 and it is transient if
This result is coincident with the existing result for two-station networks with a preemptive-resume priority service.
Remark 2.2. It can be seen from the above results for the two-station network with a nonpreemptive priority service that the condition on which the model is stable and it is unstable are given only in terms of the mean arrival rates and the mean service rates; hence, the stability region of the model does not depend on other features of the arrival processes and service time distributions. On the other hand, Dai et al. [7] demonstrated that the stability region of a push-started Lu-Kumar network depended on the inter-arrival time distribution and service time distributions. Our two-station network is a simplified version of the push-started Lu-Kumar network, and it can be seen from the results in Dai et al. [7] that, in the case of constant inter-arrival times and constant service times and in the case of uniformly distributed inter-arrival times and uniformly distributed service times, the condition ρ 2 + ρ 4 > 1 does not always imply instability of the two-station network with a non-preemptive priority service. Any arrival process with i.i.d. inter-arrival times can be approximated with any accuracy by a MAP and any service time distribution can also be approximated with any accuracy by a PH-distribution. However, any arrival process whose inter-arrival time distribution has bounded support cannot be represented as a MAP and any service time distribution with bounded support cannot also be represented as a PH-distribution. Therefore, as mentioned in Dai et al. [7] , the boundedness of the support of the distributions seems to affect the stability of the network.
Preliminaries
In this section, we deal with a discrete-time semi-irreducible Markov chain and Markov modulated reflecting random walk (MMRRW) and present several concepts and theorems that will be used for proving the main theorem. The model we considered in the previous section was a continuous-time semi-irreducible Markov chain; in the next section, applying the uniformization technique to the continuous-time semi-irreducible Markov chain, we will obtain a discrete-time semi-irreducible Markov chain that has the same stability region as that of the original continuoustime semi-irreducible Markov chain. Applying the theorems in this section to the discrete-time semi-irreducible Markov chain, we will prove the main theorem. Note that, in this section, we use notations independently of other sections.
Semi-irreducible Markov chain
Let {Z n } be a discrete-time homogenous Markov chain on a countable set S and assume it to be semi-irreducible with irreducible class S 0 . As mentioned in Section 2, semi-irreducible Markov chains are very similar to irreducible Markov chains. If the semi-irreducible Markov chain {Z n } is positive recurrent in our sense and it has the stationary distribution denoted by π = (π(i), i ∈ S), then the ergodic theorem of Markov chains also holds, i.e., for a real function f on S satisfying
we have, for any initial distribution,
In order to derive conditions on which a semi-irreducible Markov chain is positive recurrent and it is transient in our sense, we can use the following statements. 
Remark 3.1. In applying Theorem 3.1 to a semi-irreducible Markov chain, it is not necessary to specify the irreducible class of the Markov chain.
Make sure that Theorem 3.1 asserts that, under conditions (3.1) and (3.2), not only the irreducible class S 0 is positive recurrent in a usual sense but also the first passage time from any state of the Markov chain to the irreducible class has finite expectation. Furthermore, under the conditions, we must have V ∩ S 0 = ∅. Theorem 3.1 can be proved in a manner similar to that for irreducible Markov chains (see, for example, Brémaud [3] ), and we here omit the proof.
Exclusively divide the state space S into a finite number of nonempty subsets, say V k , k = 1, 2, ..., m S , and define a function τ (i) as
where, for k ∈ {1, 2, ..., m S }, T k is a positive integer. Furthermore, define a strictly increasing time sequence {t n } as
and consider a stochastic process {Z n } defined byZ n = Z tn , n ≥ 0. This process {Z n } is a kind of embedded Markov chain of {Z n }, and we immediately obtain the following corollary, which is a modification of Theorem 2.2.4 of Fayolle et al. [9] ; also see Proposition 4.5 of Bramson [2] . Corollary 3.1. Assume that the embedded Markov chain {Z n } is semi-irreducible with the same irreducible class S 0 as the original chain {Z n }. If there exist a positive number ε, a finite subset V ⊂ S and a lower bounded real function f (i), i ∈ S, such that
then the semi-irreducible Markov chain {Z n } is positive recurrent.
In order to prove that a semi-irreducible Markov chain is transient, we will use the following proposition, which is obtained by applying Theorem 2.2.7 of Fayolle et al. [9] to the irreducible class S 0 . Theorem 3.2. Assume that the embedded Markov chain {Z n } is semi-irreducible with the same irreducible class S 0 as the original chain {Z n }. If there exist a real function f (i), i ∈ S, and positive numbers ε, c and b such that, for A = {i ∈ S : f (i) > c},
but, in order to use this condition, we have to exactly specify the irreducible class S 0 . Hence we will use condition (ii) instead of (ii') in this paper.
Markov modulated reflecting random walk
According to Ozawa [17] , we introduce a Markov modulated reflecting random walk and give a condition on which it is positive recurrent.
Let d be a positive integer and define a set N as N = {1, 2, ..., d}. Hereafter, we use the following notations. For A ⊂ N , we denote by x A a vector in Z |A| + whose elements are indexed in A, i.e., x A = (x l , l ∈ A), and by 2 A the |A|-dimensional vector of 2's whose elements are indexed in A. We also denote by (x A , y N \A ) the combination of x A and y N \A ; the l-th element of (x A , y N \A ) is x l if l ∈ A and y l if l ∈ N \ A. For example, when d = 5 and A = {1, 3}, we have x A = (x 1 , x 3 ), y N \A = (y 2 , y 4 , y 5 ) and (x A , y N \A ) = (x 1 , y 2 , x 3 , y 4 , y 5 ). We also use this notation for expressing a part of a given vector; for x = (x l , l ∈ N ) and A ⊂ N , we denote vector (x l , l ∈ A) by x A and represent
Define a function ϕ : 5) where N is the set of all subsets of N ; ϕ(x) is the index set of the nonzero elements of x and indicates the boundary face of Z d + that x is belonging to. For A ∈ N , let S A be a finite set, say S A = {1, 2, ..., s A } for some positive integer s A . Let a state space S be defined as
and consider a discrete-time homogeneous Markov chain {Y n } = {(X n , J n )} on the state space S; we call the process {X n } = {(X 1,n , X 2,n , · · · , X d,n )} the front process of {Y n } and {J n } the background process of it. Furthermore, we assume that individual processes {X l,n }, l ∈ N, are skip free and impose a kind of space-homogeneous structure of transition probabilities, as follows. For A ∈ N , let B A be a boundary face of S, defined as
B N is the interior space of S, but we also call it a boundary face. Transition probabilities are space-homogeneous in each boundary face; this means that, for (x, i) ∈ S, z ∈ {−1, 0, 1} d such that x + z ∈ Z d + and j ∈ S ϕ(x+z) , the transition probabilities are given in the form of
where we have, for A = ϕ(x) ⊂ N ,
We call the process {Y n } a d-dimensional skip-free Markov modulated reflecting random walk (MMRRW in short, it was called a reflecting random walk with a background process, in Ozawa [17] ); we denote it by L. In Ozawa [17] , L was assumed to be irreducible, but in this paper, we assume L is semi-irreducible and denote by S 0 its irreducible class. Let ξ n = (ξ 1,n , ξ 2,n , ..., ξ d,n ) be the vector of increments defined as ξ n = X n − X n−1 . By the assumption of skip-free property, we have ξ n ∈ {−1, 0, 1} d . For y ∈ S, we denote by α(y) the vector of the conditional mean increments given that the chain is in state y, i.e.,
An important clue to understand stability of multidimensional MMRRWs is the concept of induced Markov chain, which was introduced by Malyshev [14] and Fayolle et al. [9] . Let A be a non-empty subset of N . The induced Markov chain of L with respect to A, denoted by L A , is a
,Ĵ n )}, whose state space is S A defined as
and whose transition probabilities are given by, for (x N \A , i) ∈ S A and z N \A ∈ {−1, 0,
and for j ∈ S ϕ(x N\A +z N\A ,2 A ) ,
In Ozawa [17] , for all A ⊂ N such that A = ∅, L A was assumed to be irreducible, but in this paper, we assume that it is semi-irreducible or that it has no irreducible class and every state in S A is transient. If L A is semi-irreducible and positive recurrent, then we denote its stationary distribution by
Note that L N is a finite semi-irreducible Markov chain and it is always positive recurrent. For L A being positive recurrent, we define the d-dimensional mean increment vector, a(A) = (a l (A), l ∈ N ), by
From the definition, it can be seen that a l (A) = 0 for all l ∈ N \ A. The mean increment vectors play a crucial role in analyzing stability of the multidimensional MMRRW.
An example of MMRRW. Consider a single-class 3-station generalized Jackson network with Markovian arrivals and phase-type services. The behavior of this model can be represented as a continuous-time Markov chain {Ȳ (t)} = {((X 1 (t),X 2 (t),X 3 (t)),J (t))}, whereX i (t) is the number of customers in station i at time t andJ(t) is the state (phase) of the process combining the Markovian arrival processes and phase-type service processes. This {Ȳ (t)} is a continuous-time version of 3-dimensional MMRRW and, by the uniformization technique, we obtain a discrete-time 3-dimensional MMRRW, {Y n } = {((X 1,n , X 2,n , X 3,n ), J n )}, denoted by L. We consider that the discrete-time MMRRW represents the behavior of a discrete-time 3-station network corresponding to the original continuous-time network. For A ⊂ N = {1, 2, 3} such that A = ∅, the induced Markov chain L A generated from L, {(X N \A n ,Ĵ n )}, is a (3 − |A|)-dimensional MMRRW that represents, for i ∈ N \ A, the process of the number of customers in station i as well as the background process under the condition that, for j ∈ A, station j is saturated by customers. For i ∈ N \ A, the i-th element of the mean increment vector a(A) is the mean increment rate of the number of customers in station i; for i ∈ A, since station i is considered to be saturated by customers, we regard the i-th element of a(A) as the difference of the mean input rate (mean arrival rate) and the mean output rate (mean departure rate) of station i. For example, if A = {1, 2}, then L {1,2} is the one-dimensional MMRRW, {(X 3,n ,Ĵ n )}, whereX 3,n is the number of customers in station 3 andĴ n is the state of the background process under the condition that both stations 1 and 2 are saturated by customers. If L {1,2} is positive recurrent, we have a 3 ({1, 2}) = 0; a 1 ({1, 2}) is given by the mean arrival rate of station 1 minus the mean departure rate of the same station and a 2 ({1, 2}) is analogously given. We see from this example that it is rather easy to understand the induced Markov chains of a multidimensional MMRRW arising from a queueing network.
Assume that each induced Markov chain is positive recurrent or transient, and let N p be the index set of positive-recurrent induced Markov chains, i.e.,
Let U = (u j ) = (u i,j ) be a d × d symmetric matrix, where u j is the j-th column composing U , and define a set of d × d positive definite matrices, U , as U = U = (u j ) : U is positive definite and a(A), u j < 0 for all A ∈ N p and all j ∈ A , where x, x ′ is the inner product of vectors x, x ′ ∈ R d and a(A) is the mean increment vector evaluated by the stationary distribution of the induced Markov chain L A being positive recurrent. Theorem 4.1 of Ozawa [17] can easily be extended to the case where the d-dimensional MMRRW, L, is semi-irreducible and we obtain the following theorem, which gives a condition on which L is positive recurrent. Since the extension is straightforward and the theorem can be proved by using Corollary 3.1 in a manner similar to that used for proving the original one in Ozawa [17] , we omit the proof of Theorem 3.3. This theorem asserts that if we can find out a positive definite matrix whose elements satisfy a system of linear inequalities, then the corresponding semi-irreducible MMRRW is positive recurrent. We will use Theorem 3.3 to derive a condition on which our two-station network is positive recurrent and hence we do not use Theorem 3.1 and Corollary 3.1 for the purpose.
Stability and instability of the two-station network
Here we return to the two-station network considered in Section 2, where the behavior of the network was represented as the continuous-time Markov chain {Y (t)} = {(X(t), J (t))}, and prove Theorem 2.1. For the purpose, we construct a discrete-time Markov chain {Y n }, which is a fourdimensional MMRRW, from {Y (t)} by the uniformization technique and apply the theorems in the previous section to the MMRRW {Y n }. In this section, we use the same notations as those in Section 2.
Markov modulated reflecting random walk
Remind that the Markov chain {Y (t)} is assumed to be semi-irreducible, its state space is given by S = Z 4 + × S 0 and its infinitesimal generator is given by Q = (Q(x, x ′ ), x, x ′ ∈ Z 4 + ). Since the front process of {Y (t)}, {X(t)}, is skip-free in all coordinates, the diagonal elements of Q are bounded, i.e., for some positive number ν, we have
where, for a matrix A, we denote by [A] i,j the (i, j)-element of A. Define a transition probability matrix P = (P (x, x ′ ), x, x ′ ∈ Z 4 + ) as P = I + Q/ν, where we have, for x, x ′ ∈ Z 4 + ,
By setting ν at an appropriate value, P becomes aperiodic; hence, hereafter, we assume P is aperiodic. Let {Y n } = {(X n , J n )} be a discrete-time Markov chain governed by the transition probability matrix P , where X n = (X 1,n , X 2,n , X 3,n , X 4,n ), and J n = (J a 1,n , J a 3,n , J s 1,n , J s 2,n ). By the definition of P , {Y n } is semi-irreducible with the same irreducible class as that of {Y (t)}. Furthermore, {Y (t)} and {Y n } has the same stationary distribution if it exists. Hence, we see that {Y (t)} is positive recurrent in our sense if and only if {Y n } is; we also see that {Y (t)} is transient in our sense if and only if {Y n } is. For our purpose, it is, therefore, sufficient to analyze stability of {Y n }. The state space of {Y n } is given by S = Z 4 + × S 0 . For A ⊂ N , We dente by B A a boundary face of S given by
where ϕ is the function defined in Section 3. Since the transition rates of {Y (t)} are spacehomogeneous in each boundary face, the transition probabilities of {Y n } are also space-homogeneous in each boundary face. Furthermore, the front process of {Y n }, {X n }, is skip-free in all coordinates. Hence, the Markov chain {Y n } is a four-dimensional MMRRW. Note that, since we have ϕ(x) = S 0 for all x ∈ Z 4 + , the state space of the background process {J n } is given by S 0 for all x ∈ Z 4 + . We consider that the Markov chain {Y n } represents the behavior of a discrete-time two-station network corresponding to the continuous-time two-station network described in Section 2. The discrete-time two-station network has the same network configuration as that of the original twostation network. For i = 1, 3, the arrival process of Q i is a discrete-time MAP with representation (C i , D i ), where C i = I +C i /ν and D i =D i /ν, and, for i = 1, 2, the service process of station i is a discrete-time MSP whose representation is given by U k * l i , k, l = 0, +, U kl * i , k, l = 0, +, and
For i = 1, 3, the mean arrival rate of Q i is given by λ i /ν and, for i ∈ N , the mean service time of class-i customers is given by νh i . Hence, for i ∈ N , the offered of Q i is given by ρ i , which is the same as that of the original two-station network. Let A be a non-empty subset of N and denote by {Y A n } = {(X N \A n ,Ĵ n )} the process obtained from {Y n } by assuming that, for every i ∈ A, Q i is saturated by customers, whereX 
where a i (A) is the i-th element of the mean increment vector a(A) of the induced Markov chain L A . For i ∈ N , ∆q A i is, therefore, given in terms of a i (A) as ∆q A i = νa i (A). Hence, conditions (2.3) to (2.7) in Section 2 are equivalent to
3)
where we have
a({1, 4}) = (a 1 ({1, 4}), 0, 0, a 4 ({1, 4})), a({2, 3}) = (0, a 2 ({2, 3}), a 3 ({2, 3}), 0).
We present the following proposition, which makes clear which induced Markov chain is positive recurrent. Note that, in this proposition, every induced Markov chain of {Y n } is assumed to be semiirreducible or to have no irreducible class.
Proof of Proposition 4.1. First we must say that the results of Ozawa [17] can be applied to MMRRWs that are semi-irreducible. Since every induced Markov chain of {Y n } is assumed to be semi-irreducible or to have no irreducible class and induce Markov chain L N is a finite Markov chain, L N must be semi-irreducible and positive recurrent; hence the mean increment vector a(N ) exists.
Induced Markov chain L {1,2,3} is a one-dimensional MMRRW, denoted by {(X 4,n ,Ĵ n )}, and it has the induced Markov chain, which we denote byL {4} ;L {4} is equivalent to the induced Markov chain L N and its mean increment vector, denoted byã({4}), is given byã({4}) = (a 4 (N )), where a 4 (N ) is the fourth element of the mean increment vector a(N ) of L N . Since L {1,2,3} is semiirreducible and a 4 (N ) < 0, we see from the results of Ozawa [17] that it is positive recurrent and the mean increment vector a({1, 2, 3}) exists. Analogously, we see that L {1,3,4} is also positive recurrent and the mean increment vector a({1, 3, 4}) exists. Induced Markov chain L {1,2,4} is a one-dimensional MMRRW, denoted by {(X 3,n ,Ĵ n )}, and it has the induced Markov chainL {3} , which is positive recurrent and whose mean increment vector is given byã({3}) = (a 3 (N ) ). If L {1,2,4} is semi-irreducible, it is transient since we have a 3 (N ) > 0; if L {1,2,4} has no irreducible class, every state of L {1,2,4} must be transient. Analogously, we see that L {2,3,4} is transient.
Induced Markov chain L {1,2} is a two-dimensional MMRRW, denoted by {((X 3,n ,X 4,n ),Ĵ n )}, and it has three induced Markov chains, which we denote byL {3,4} ,L {3} andL {4} , respectively. L {3,4} is equivalent to L N and its mean increment vector, denoted byã({3, 4}), is given bỹ a({3, 4}) = (a 3 (N ), a 4 (N ));L {3} is equivalent to L {1,2,3} and its mean increment vectorã({3}) is given byã({3}) = (a 3 ({1, 2, 3}), 0);L {4} is equivalent to L {1,2,4} and it is transient. By Theorem 5.1 of Ozawa [17] , if L {1,2} is semi-irreducible, it is transient since we have that a 3 (N ) > 0, a 4 (N ) < 0 and a 3 ({1, 2, 3}) > 0; if L {1,2} has no irreducible class, every state of L {1,2} must be transient. Analogously, we see that L {3,4} is transient. Induced Markov chain L {1,3} is a twodimensional MMRRW, denoted by {((X 2,n ,X 4,n ),Ĵ n )}, and it has three induced Markov chains, denoted byL {2,4} ,L {2} andL {4} , respectively.L {2,4} is equivalent to L N and its mean increment vector, denoted byã({2, 4}), is given byã({2, 4}) = (a 2 (N ), a 4 (N ));L {2} is equivalent to L {1,2,3} and its mean increment vectorã({2}) is given byã({2}) = (a 2 ({1, 2, 3}), 0);L {4} is equivalent to L {1,3,4} and its mean increment vectorã({4}) is given byã({4}) = (0, a 4 ({1, 3, 4}) ). By Theorem 5.1 of Ozawa [17] , if L {1,3} is semi-irreducible, it is transient since we have that a 2 (N ) < 0, a 4 (N ) < 0, a 2 ({1, 2, 3}) > 0 and a 4 ({1, 3, 4}) > 0; if L {1,3} has no irreducible class, every state of L {1,3} must be transient. Induced Markov chain L {1,4} is a two-dimensional MMRRW, denoted by {((X 2,n ,X 3,n ),Ĵ n )}, and it has three induced Markov chains, denoted byL {2,3} ,L {2} andL {3} , respectively.L {2,3} is equivalent to L N and its mean increment vector, denoted byã({2, 3}), is given byã({2, 3}) = (a 2 (N ), a 3 (N ) );L {2} is equivalent to L {1,2,4} and it is transient;L {3} is equivalent to L {1,3,4} and its mean increment vectorã({3}) is given byã ({3}) = (0, a 3 ({1, 3, 4}) ). By Theorem 5.1 of Ozawa [17] , since L {1,4} is semi-irreducible and we have that a 2 (N ) < 0, a 3 (N ) > 0 and a 3 ({1, 3, 4} < 0, L {1,4} is positive recurrent and the mean increment vector a({1, 4}) exists. Analogously, we see that L {2,3} is positive recurrent and the mean increment vector a({2, 3}) exists. Induced Markov chain L {2,4} is a two-dimensional MMRRW, denoted by {((X 1,n ,X 3,n ),Ĵ n )}, and it has three induced Markov chains, denoted byL {1,3} ,L {1} andL {3} , respectively.L {1,3} is equivalent to L N and its mean increment vector, denoted byã({1, 3}), is given byã({1, 3}) = (a 1 (N ), a 3 (N )), where a 1 (N ) > 0, a 3 (N ) > 0. Hence, by Theorem 5.1 of Ozawa [17] , if L {1,3} is semi-irreducible, it is transient; if L {1,3} has no irreducible class, every state of L {1,3} must be transient.
Induced Markov chain L {1} is a three-dimensional MMRRW, denoted by {((X 2,n ,X 3,n ,X 4,n ),Ĵ n )}, and it has seven induced Markov chains, which we denote byL
is equivalent to L N and its mean increment vector, denoted bỹ a({2, 3, 4}), is given byã({2, 3, 4}) = (a 2 (N ), a 3 (N ), a 4 (N ));L {2,3} is equivalent to L {1,2,3} and its mean increment vectorã({2, 3}) is given byã({2, 3}) = (a 2 ({1, 2, 3}), a 3 ({1, 2, 3}), 0); other induced Markov chains of L {1} do not affect the stability of L {1} . Since we have that a 2 (N ) < 0, a 3 (N ) > 0, a 4 (N ) < 0, a 2 ({1, 2, 3}) > 0 and a 3 ({1, 2, 3}) > 0, the three-dimensional MMRRW L {1} belongs C2-3-1 in Table 2 of Ozawa [17] . Hence, if L {1} is semi-irreducible, it is transient; if L {1} has no irreducible class, every state of L {1} must be transient. Analogously, we see that L {3} is transient. Induced Markov chain L {2} is a three-dimensional MMRRW, denoted by {((X 1,n ,X 3,n ,X 4,n ),Ĵ n )}, and it has seven induced Markov chains, denoted byL
is equivalent to L N and its mean increment vector, denoted bỹ a({1, 3, 4}), is given byã({1, 3, 4}) = (a 1 (N ), a 3 (N ), a 4 (N ) );L {1,3} is equivalent to L {1,2,3} and its mean increment vectorã({1, 3}) is given byã({1, 3}) = (a 1 ({1, 2, 3}), a 3 ({1, 2, 3}), 0);L {3} is equivalent to L {2,3} and its mean increment vectorã({3}) is given byã({3}) = (0, a 3 ({2, 3}), 0); other induced Markov chains of L {2} are transient and they do not affect the stability of L {2} . Since we have that a 1 (N ) > 0, a 3 (N ) > 0, a 4 (N ) < 0, a 1 ({1, 2, 3}) < 0, a 3 ({1, 2, 3}) > 0 and a 3 ({2, 3}) > 0, the three-dimensional MMRRW L {2} belongs C3-2-2 in Table 3 of Ozawa [17] . Hence, if L {2} is semi-irreducible, it is transient; if L {2} has no irreducible class, every state of L {2} must be transient. Analogously, we see that L {4} is transient and this completes the proof.
We denote by N p the index set of the induced Markov chains of {Y n } that are semi-irreducible and positive recurrent; N p is given by
which has already been appeared in Section 2.
Proof of Theorem 2.1
For A ∈ N p and for i, j ∈ A, let r A i,j be defined as r A i,j = |a i (A)/a j (A)|. As mentioned in the previous subsection, for A ∈ N p and for i ∈ N , equality ∆q A i = νa i (A) holds; hence r 1 and r 2 in Theorem 2.1 are given by
.
(4.7)
We prove the following corollary under conditions (4.1) to (4.5), instead of directly proving Theorem 2.1.
Note that the former condition in Corollary 4.1 corresponds to condition (2.9) in Theorem 2.1 and the latter to condition (2.10). Remark 4.1. Inequality r 1 r 2 < 1 corresponds to the condition that spiral paths on the second vector field introduced by Malyshev [14] reach the origin. Here we explain this point.
For A ⊂ N , letB A be a boundary of orthant R 4 + , defined as
whereB ∅ includes only the origin andB N is the interior of R 4 + . The second vector field generated from {Y n } is constructed by assigning the mean increment vector a(A) to each x ∈B A if the induced Markov chain L A is positive recurrent, where A is a non-empty subset of N ; if L A is transient, we consider the vector assigned to x ∈B A is undetermined. Let us consider a spiral path on the second vector field, depicted in Fig. 2 . It starts from point P 1 on the x 1 -axis; while P 1 is a point on boundaryB {1} and the vector on P 1 is undetermined since L {1} is transient, we suppose the path continues toward boundaryB {1,2,3} . Since vector a({1, 2, 3}) is assigned to each point on B {1,2,3} , the path continues further throughB {1,2,3} toward boundaryB {2,3} , following the vector a({1, 2, 3}), and reaches pint P 2 onB {2,3} . Then, following vector a({2, 3}), the path continues throughB {2,3} toward boundaryB {3} and reaches pint P 3 onB {3} . While the vector on P 3 is undetermined since L {3} is transient, we also suppose the path continues toward boundaryB {1,3,4} .
The path continues further throughB {1,3,4} toward boundaryB {1,4} , following vector a({1, 3, 4}), and reaches pint P 4 onB {1,4} . Then, following vector a({1, 4}), the path continues throughB {1,4} towardB {1} and reaches pint P 5 onB {1} . After that, the path continues in the same way. We, therefore, see that if P 5 is closer to the origin than P 1 , the spiral path eventually reaches the origin. Supposing P 1 = (1, 0, 0, 0) , we obtain, through some calculation, that P 3 = (0, 0, x 3 , 0), where x 3 is given by
Supporting P 3 = (0, 0, 1, 0), we also obtain P 5 = (x 1 , 0, 0, 0), where x 1 is given by
Hence, we see that if r 1 r 2 < 1, the spiral path eventually reaches the origin. Here we should note that this is just intuitive derivation of the condition r 1 r 2 < 1 and it is not a proof of Corollary 4.1.
We will prove Corollary 4.1 separating it into a positive-recurrence part and transience part. Before doing it, we give the following proposition. For ε such that 0 ≤ ε ≤ c, let U (ε) = (u ij (ε)) be a 4-dimensional square matrix defined by
Then U (ε) is symmetric and there exists a positive number ε 0 such that, for every ε ∈ (0, ε 0 ), U (ε) is positive definite.
Proof. For k ∈ {1, 2, 3}, let U k (ε) be the k-th leading principal submatrix of U (ε), i.e., U k (ε) = (u i,j (ε), 1 ≤ i, j ≤ k). Through some calculation, we obtain
From these formulae, we see that all the leading principal minors of U (ε) including the determinant of U (ε) are positive for sufficiently small any positive ε. Thus, by Sylvester's criterion (see, for example, Horn and Johnson [11] ), U (ε) is positive definite for such ε.
Proof of Corollary 4.1 (positive recurrence). Let U (ε) = (u ij (ε)) = (u 1 (ε), u 2 (ε), u 3 (ε), u 4 (ε)) be the positive-definite 4-dimensional square matrix given in Proposition 4.2, where, for j ∈ N , u j (ε) is the j-th column of U (ε). In order to prove {Y n } being positive recurrent, it suffices from Theorem 3.3 to demonstrate that there exist positive numbers u 11 , u 22 , u 33 and u 44 such that, for a sufficiently small ε, every A ∈ N p and every k ∈ A, we have a(A), u k (ε) < 0. To this end, we set u 11 and u 22 so that they satisfy
it is possible because of the assumption r 1 r 2 < 1. Furthermore, we assume u 33 and u 44 to be given in terms of u 11 and u 22 by
10)
where δ is a small positive number and we assume ε to be sufficiently smaller than δ.
First we consider the case of A = {1, 4}. In this case, we have
where we use the fact that ε is sufficiently smaller than δ. Since a 4 (A) < 0, this implies
Analogously, we obtain a({1, 4}), u 4 (ε) < 0. In the case of A = {2, 3}, we also obtain a({2, 3}), u 2 (ε) < 0 and a({2, 3}), u 3 (ε) < 0 in a way similar to that used in the case of A = {1, 4}.
Next we consider the case of A = {1, 2, 3}. In this case, we have
where we say f (x) = O(g(x)) as x → a if there exist positive constants M and m such that, for any x ∈ (a − m, a + m) \ {a}, |f (x)| ≤ M |g(x)|. Since both ε and δ are sufficiently small and we have a 1 ({1, 2, 3}) < 0 and inequality (4.8), the expression above implies a({1, 2, 3}), u 1 (ε) < 0. Analogously, we obtain a({1, 2, 3}), u 2 (ε) < 0 and a({1, 2, 3}), u 3 (ε) < 0. In the case of A = {1, 3, 4}, we also obtain, for k ∈ {1, 3, 4}, a({1, 3, 4}), u k (ε) < 0 in a way similar to that used in the case of A = {1, 2, 3}, where we use inequality (4.9) instead of (4.8).
Lastly, we consider the case of A = N . In this case, we have
and, by the assumption of Corollary 4.1, this implies a(N ), u 1 (ε) < 0. Analogously, we obtain, for k ∈ {2, 3, 4}, a(N ), u k (ε) < 0, and this completes the proof.
Proof of Corollary 4.1 (transience). Transience of {Y n } can be proved in a way similar to that used in the proof of Theorem 5.2 of Ozawa [17] . Hence we will explain only outline. In order to apply Theorem 3.2, first we construct an embedded Markov chain of {Y n }, according to Ozawa [17] . For A ⊂ N such that A = ∅, let K A be a positive integer and assume that, for A, B ⊂ N , if |A| > |B| then K A < K B . We inductively define, for A ⊂ N , a subset V A ⊂ S as follows.
Step 1 Set k := 4 and V ∅ := S.
Step
Step 3 If k > 0 then go to Step 2, otherwise we obtain V A for all A ⊂ N .
It is obvious that A⊂N V A = S and that V A ∩ V B = ∅ for all A, B ⊂ N such that A = B. Thus, {V A : A ⊂ N } is a partition of S. We also see that V ∅ is finite. For y ∈ S, define a function τ (y) as
where T A , A ⊂ N , are positive integers. We assume that T ∅ = 1 and that, for A ⊂ N such that A = ∅, T A < K A . Furthermore, define a time sequence {t n } as t n+1 = t n + τ (Y tn ), t 0 = 0. The desired embedded Markov chain, denoted by {Ỹ n } = {(X n ,J n )}, is defined asỸ n = Y tn , n ≥ 0.
Next we will define a test function. Let δ 2 , δ 3 and δ 4 be sufficiently small positive numbers satisfying 12) and let c 2 , c 3 and c 4 be defined as
Let c 0 and c 1 be sufficiently large positive numbers and let vectors w {1,2,3} and w {1,3,4} be defined as
Furthermore, let functions f {1,2,3} and f {1,3,4} be defined as, for
Note that both f {1,2,3} (x) and f {1,3,4} (x) are linear functions with respect to x. Through some calculation, we obtain f {1,2,3} (a({1, 2, 3}) = a 1 ({1, 2, 3})
where we use the facts that a 1 ({1, 2, 3}) < 0, r 1 r 2 > 1 and both δ 2 and δ 3 are sufficiently small positive numbers. Analogously, we obtain
where we use the assumptions for δ 2 , δ 3 and δ 4 and the facts that all a 3 ({2, 3}), a 2 ({1, 3, 4}) and a 4 ({1, 4}) are negative. Furthermore, since c 0 is sufficiently large positive number and both a 4 (N ) and a 2 (N ) are negative, we have
Using f {1,2,3} and f {1,3,4} , we define a test function f as, for y = (x, j) ∈ S, . Therefore, since c 0 and c 1 are assumed to be positive and sufficiently large, it can be seen from the definition of the partition {V A : A ⊂ N } that we have A ⊂ S \ V ∅ . As mentioned in Section 2, we have assumed that, for some j ∈ S 0 , ((0, 0, 0, 0), j ) ∈ S 0 ; this implies that, for every x 1 ∈ Z + and for some j ∈ S 0 , ((x 1 , 0, 0, 0), j ) ∈ S 0 , where S 0 is the irreducible class of {Y n }. Thus, it is obvious that A ∩ S 0 = ∅ and A C ∩ S 0 = ∅.
We derive several properties of the test function f . Define a function σ as, for
Since we have
f (y) is represented as, for y = (x, j) ∈ S,
If y = (x, j) ∈ V {1,2,3} , where x = (x 1 , x 2 , x 3 , x 4 ) ∈ Z 4 + , then we see, from the definition of V {1,2,3} , that x 1 , x 2 , x 3 ≥ K {1,2,3} > K N and x 4 ≤ K N , and this leads us to x 2 > x 4 ; If y = (x, j) ∈ V {2,3} , then we see that x 1 < K {1,2,3} , x 2 , x 3 ≥ K {2,3} > K {2,3,4} and x 4 ≤ K {2,3,4} , and this also leads us to x 2 > x 4 . Analogously, for y = (x, j) ∈ V {1,3,4} and y = (x, j) ∈ V {1,4} , we have x 4 > x 2 . Hence we obtain
Furthermore, f is a kind of sublinear function, since it satisfies, for y = (x, j),
Hence, letting φ(y) be defined as
we have, for y = (x, j) ∈ S,
Therefore, considering inequalities (4.15) to (4.20) and expression (4.21) and appropriately setting parameters K A and T A for A ⊂ N, A = ∅, we can see, in a way similar to that used for the proof of Theorem 5.2 of Ozawa [17] , that there exists a positive number ε such that φ(y) ≥ ε for any y ∈ A. Since {X n } is skip free in all coordinates, it is obvious that if |f (
Hence, by Theorem 3.2, the semi-irreducible Markov chain {Y n } is transient.
Examples
We consider other two examples of service process: one is a service process with a well-known preemptive-resume priority service and the other that with a (1, K)-limited service. Assuming the service times of customers in each class are subject to a PH-distribution, we obtain the stability region of the two-station network depicted in Fig. 1 with one of those service disciplines.
Preemptive-resume priority service
Consider the two-station network in which class-4 customers (class-2 customers) have preemptiveresume priority over class-1 customers (resp. class-3 customers). For i ∈ N , we assume the service times of class-i customers are subject to a PH-distribution with the same representation as that of the non-preemptive service model explained in Section 2; the mean service time of class-i customers is given by 1/µ i . 
where e i is a column vector whose i-th element is one and whose other elements are zero, i.e., the i-th unit vector; the dimension of e i is determined in context. U
and U ++ * 1 become identity matrices. The representation of the MSP in station 2 are analogously given. In the Markov chain {Y (t)} arising from the two-station network with a preemptive-resume priority service, the state ((0, 0, 0, 0), (1, 1, 1, 1) ) is accessible from all other state; hence the Markov chain {Y (t)} is semi-irreducible.
Assuming the nominal condition, we consider the case where µ 1 > µ 2 and µ 3 > µ 4 ; in this case, the nominal condition is not sufficient for the model to be stable. For A ∈ N p = {N, {1, 2, 3}, {1, 3, 4}, {1, 4}, {2, 3}} and for i ∈ A, ∆q A i is given in a manner similar to that used in deriving those for the two-station network with a non-preemptive priority service, as follows.
These ∆q A i , A ∈ N p , i ∈ A, are the same as those of the two-station network with a non-preemptive priority service and we have
Since inequality r 1 r 2 < 1 is equivalent to ρ 2 + ρ 3 < 1, we see that the two-station network with a preemptive-resume priority service is stable ({Y (t)} is positive recurrent) if ρ 2 + ρ 3 < 1 and it is unstable ({Y (t)} is transient) if ρ 2 + ρ 3 > 1; this result is coincident with the existing results (see, for example, Dai et al. [7] and references there).
(1, K)-limited service
We consider the two-station network in which customers in Q 1 (Q 3 ) are served according to a 1-limited service and those in Q 4 (resp. Q 2 ) according to a K-limited service, which means that the server in station 1 (resp. station 2) alternatively visits Q 1 and Q 4 (resp. Q 3 and Q 2 ), serves one customer upon a visit to Q 1 (resp. Q 3 ), and continuously serves customers upon a visit to Q 4 (resp. Q 2 ) until it completes serving just K customers or Q 4 (resp. Q 2 ) becomes empty. We assume that switchover times of the servers are negligible. We call this service discipline a (1, K)-limited service. The (1, K)-limited service is equivalent to a non-preemptive service when the value of K is unbounded (i.e., K = ∞). Using a (1, K)-limited service, we can control relative levels of priority between customers in different classes by varying the value of K. For i ∈ N , we assume the service times of class-i customers are subject to a PH-distribution with the same representation as that of the non-preemptive service model explained in Section 2. become identity matrices. The representation of the MSP in station 2 are analogously given. In the Markov chain {Y (t)} arising from the two-station network with a (1, K)-limited service, the state ((0, 0, 0, 0), (1, 1, 1, 1) ) is accessible from all other state; hence the Markov chain {Y (t)} is semi-irreducible.
For simplicity, we assume that model parameters are symmetric, which means that λ 1 = λ 3 , µ 1 = µ 3 , µ 2 = µ 4 and p = 0, and examine how the stability region of the two-station network is affected by the value of parameter K. We also assume the nominal condition and condition µ 1 > µ 2 . Furthermore, we assume parameter K satisfies the following condition (the reason why this condition is necessary will become clear below):
where ρ 1 = λ 1 /µ 1 and ρ 2 = λ 1 /µ 2 . Under this condition, for A ∈ N p and for i ∈ A, ∆q A i is given as follows.
• ∆q N i , i ∈ N . Consider the case where all the queues are saturated by customers. In station 1, after some finite time, the server serves one customer in Q 1 and then serves K customers in Q 4 ; after that, the server repeats it. Thus, the output rates of Q 1 and Q 4 are given bȳ
Since the model is symmetric, we haveμ 2 =μ 4 andμ 3 =μ 1 . By expression (2.1), we, therefore, obtain
where we use inequalities K > (1 − ρ 1 )/ρ 2 and K > 1, which come from condition (5.1).
• ∆q {1,2,3} i , i ∈ {1, 2, 3}, and ∆q
{1,3,4} i
, i ∈ {1, 3, 4}. Consider the case where queues Q 1 , Q 2 and Q 3 are saturated by customers. In station 2, after some finite time, the server serves K customers in Q 2 and then serves one customer in Q 3 ; after that, the server repeats it. Thus, the output rates of Q 2 and Q 3 are given bȳ
In station 1, we automatically obtain ∆q N 4 = 0 and this impliesμ 4 =μ 3 . Hence, we obtain
As a result, we obtain ∆q {1,2,3} 1 > 0.
{1,4} i
, i ∈ {1, 4}, and ∆q
{2,3} i
, i ∈ {2, 3}. Consider the case where queues Q 1 and Q 4 are saturated by customers. In station 1, after some finite time, the server serves one customer in Q 1 and then serves K customers in Q 4 ; after that, the server repeats it. Thus, the output rates of Q 1 and Q 4 are given bȳ
In station 2, we automatically obtain ∆q From the argument above, we see that, for A ∈ N P and for i ∈ A, ∆q A i satisfies the assumption of Theorem 2.1; r 1 and r 2 in Theorem 2.1 are given by
, and inequality r 1 r 2 < 1 is equivalent to
Thus, by Theorem 2.1, if ρ 2 < 1/2, then {Y (t)} is positive recurrent for all K > K * ; if ρ 2 > 1/2, then it is positive recurrent for K such that K * < K < 1−2ρ 1 2ρ 2 −1 and transient for K such that K > max K * , 1−2ρ 1 2ρ 2 −1 . The condition ρ 2 < 1/2 corresponds to ρ 2 + ρ 4 < 1 in an asymmetric parameter case. Hence, we see that even though a two-station network with a non-preemptive priority service is unstable (transient), the corresponding two-station network with a (1, K)-limited service may be stable (positive recurrent) for some value of K. For example, when the parameters are set as λ 1 = 1, µ 1 = 5 and µ 2 = 9/5, we have ρ 1 + ρ 2 = 34/45 < 1 and ρ 2 = 5/9 > 1/2. In this case, {Y (t)} is positive recurrent if 2 ≤ K ≤ 5 and it is transient if K ≥ 6.
A The infinitesimal generator of {Y (t)}
The infinitesimal generator (Q-matrix) of the Markov chain {Y (t)}, Q = (Q(x, y), x, y ∈ Z 4 + ), has the following non-zero blocks, where we denote by ⊗ the Kronecker product operation and by ⊕ the Kronecker sum operation (see, Bellman [1] ); for example, we have
In the case where the service of a customer in Q 2 is completed: Q ((x 1 , 1, 0, x 4 ) , (x 1 , 0, 0, x 4 )) = I ⊗ I ⊗ I ⊗ (1 − p)T
