We give a new treatment of Quiggin's and M c Cullough's characterization of complete Nevanlinna-Pick kernels. We show that a kernel has the matrix-valued NevanlinnaPick property if and only if it has the vector-valued Nevanlinna-Pick property. We give a representation of all complete Nevanlinna-Pick kernels, and show that they are all restrictions of a universal complete Nevanlinna-Pick kernel.
Introduction
Let X be an infinite set, and k a positive definite kernel function on X, i.e. for any finite collection x 1 , . . . , x n of distinct points in X, and any complex numbers {a i } n i=1 , the sum n i,j=1 a iāj k(x i , x j ) ≥ 0, (0.1)
with strict inequality unless all the a i 's are 0. For each element x of X, define the function k x on X by k x (y) := k(x, y). Define an inner product on the span of these functions by
and let H = H k be the Hilbert space obtained by completing the space of finite linear combinations of k x i 's with respect to this inner product. The elements of H can be thought of as functions on X, with the value of f at x given by f, k x .
A multiplier of H is a function φ on X with the property that if f is in H, so is φf . The Nevanlinna-Pick problem is to determine, given a finite set x 1 , . . . , x n in X, and numbers λ 1 , . . . , λ n , whether there exists a multiplier φ of norm at most one that interpolates the data, i.e. satisfies φ(x i ) = λ i for i = 1, . . . , n.
If φ is a multiplier of H, we shall let T φ denote the operator of multiplication by φ. Note that the adjoint of T φ satisfies T * φ k x = φ(x)k x . So if φ interpolates the data (x i , λ i ), then the n-dimensional space spanned by {k x i : 1 ≤ i ≤ n} is left invariant by T * φ , and on this subspace the operator T * φ is the diagonal    λ 1 . . . with respect to the (not necessarily orthonormal) basis {k x i }. For a given set of n data points (x 1 , λ 1 ), . . . , (x n , λ n ), let R x,λ be the operator in (0.2), i.e. the operator that sends k x i to λ i k x i . A necessary condition to solve the Nevanlinna-Pick problem is that the norm of R x,λ be at most 1; the kernel k is called a Nevanlinna-Pick kernel if this necessary condition is also always sufficient.
Notice that R x,λ is a contraction on sp{k x i : 1 ≤ i ≤ n} if and only if (1 − R * x,λ R x,λ ) is positive on that space. As
it follows that the contractivity of R x,λ on sp{k x i : 1 ≤ i ≤ n} is equivalent to the positivity of the n-by-n matrix
.
(0.
3)
The classical Nevanlinna-Pick theorem asserts that the Szegö kernel k(x, y) = 1 1 −xy on the unit disk is a Nevanlinna-Pick kernel. The condition is normally stated in terms of the positivity of (0.3), but as we see that is equivalent to the contractivity of (0.2).
The matrix-valued Nevanlinna-Pick problem is as follows. Fix some auxiliary Hilbert space, which for notational convenience we shall assume to be the finite-dimensional space C ν . The tensor product H ⊗ C ν can be thought of as a space of vector valued functions on X. A multiplier of H ⊗ C ν is now a ν-by-ν matrix valued function Φ on X with the property that whenever
The matrix Nevanlinna-Pick problem is to determine, given points x 1 , . . . , x n and matrices Λ 1 , . . . , Λ n , whether there is a multiplier Φ of norm at most one that interpolates: Φ(
Fix a (not necessarily orthonormal) basis {e α } ν α=1 for C ν . As before,
necessary condition for the
Nevanlinna-Pick problem to have a solution is that the nν-by-nν matrix
be a contraction. We shall call the kernel k a complete Nevanlinna-Pick kernel if, for all finite ν and all positive n, the contractivity of R x,Λ is also a sufficient condition to extend Φ to a multiplier of all of H × C ν of norm at most one.
In Section 1 we give a classification of all complete Nevanlinna-Pick kernels. This was originally done by S. M c Cullough in [7] in the context of the Carathéodory interpolation problem. The Nevanlinna-Pick problem was studied by P. Quiggin, who in [8] established the sufficiency of the condition in Theorem 1.2, and in [9] established the necessity. In Section 2 we show that if a kernel has the Nevanlinna-Pick property for row vectors of length ν, then it has the Nevanlinna-Pick property for µ-by-ν matrices for all µ. In particular, having the vector-valued Nevanlinna-Pick property is equivalent to having the complete Nevanlinna-Pick property.
In Section 3, we show that all complete Nevanlinna-Pick kernels have the form
where δ is a nowhere vanishing function and F : X × X → D is a positive semi-definite function.
In Section 4 we introduce the universal complete Nevanlinna-Pick kernels a m defined on the unit ball B m of an m-dimensional Hilbert space (m may be infinite) by
These kernels are universal in the sense that, up to renormalization, every complete NevanlinnaPick kernel is just the restriction of an a m to a subset of B m .
Characterization of Complete Nevanlinna-Pick kernels
To simplify notation, we shall let k i denote k x i , and
we want a lemma that says that we can break H up into summands on each of which k is irreducible, i.e. k ij is never 0. For convenience, we shall defer the proof of the lemma until after the proof of the theorem.
Lemma 1.1 Suppose k is a Nevanlinna-Pick kernel on the set X. Then X can be partitioned into disjoint subsets X i such that if two points x and y are in the same set X i , then k(x, y) = 0; and if x and y are in different sets of the partition, then k(x, y) = 0.
A reducible kernel will have the (complete) Nevanlinna-Pick property if and only if each irreducible piece does, so we shall assume k is irreducible.
Theorem 1.2 A necessary and sufficient condition for an irreducible kernel k to be a complete Nevanlinna-Pick kernel is that, for any finite set {x 1 , . . . , x n } of n distinct elements of X, the (n − 1)-by-(n − 1) matrix
is positive semi-definite.
Proof: Let x 1 , . . . , x n−1 and Λ 1 , . . . , Λ n−1 be chosen, let M be the span of {k i ⊗ e α : 1 ≤
A necessary and sufficient condition to be able to find a matrix Λ n so that the extension
n e α for each α has the same norm as R x,Λ is:
where P is the orthogonal projection from
(This was first proved in [1] in the scalar case, and a proof of the matrix case is given in [3] . Notice that (1.6) does not depend on the choice of Λ n . We use ∨ to denote the closed linear span of a set of vectors.)
That (1.5) always implies (1.6) for any choice of x and Λ is not only necessary, but also sufficient for k to be a complete Nevanlinna-Pick kernel. Sufficiency is proved by an inductive argument that if one can always extend a multiplier defined on a finite set to any other point without increasing the norm, then one can extend the multiplier to all of X.
In the absence of any a priori simplifying assumptions about the multiplier algebra of H being large, the proof of this inductive argument is subtle, and is originally due to Quiggin [8, Lemma 4.3] .
Using the fact that
we can calculate that
Comparing (1.4) and (1.7), we see that we want that whenever the matrix whose (i, α) th column and (j, β) th row is given by
is positive, then the Schur product of this matrix with F n ⊗ J is positive, where J is the ν-by-ν matrix all of whose entries are 1. As the Schur product of two positive matrices is positive, the positivity of (1.3) is immediately seen to be a sufficient condition for k to be a complete Nevanlinna-Pick kernel. We shall prove necessity by induction on n. The case n = 2 holds by the Cauchy-Schwarz inequality. So assume that F n−1 is positive, and we shall prove that F n is positive.
Note first the sort of matrices that can occur in (1.8). For each i and α, one can choose the vector Λ * i e α arbitrarily. In particular, let G be any positive (n − 1)-by-(n − 1) matrix, let ε > 0, and choose {e α } so that e α , e β = εδ α,β + 1. Choose vectors v i so that v i , v j = G ij .
Let ν = n − 1, and choose Λ * i to be the rank one matrix that sends each e α to v i . Then
We know that F n has the property that if G is a positive matrix and the (n−1)ν-by-(n−1)ν matrix (1.9) is positive, then the Schur product of F n ⊗ J with (1.9) is also positive. Denote by K the (n − 1)-by-(n − 1) matrix whose (i, j) entry is k ij , and let · denote Schur product.
By letting ε tend to zero, we get that whenever G ≥ 0 and
which is the same as saying
Let L be the rank one positive (n − 1)-by-(n − 1) matrix given by
and let G be the matrix given by
Then G is the matrix that agrees with F n−1 in the first (n − 2) rows and columns, and all the entries in the (n−1) st row and column are zero. Therefore G is positive by the inductive
L is rank one, so 1/L (the matrix of reciprocals) is also positive, and therefore
Proof of Lemma 1.1: Let X x = {y : k(x, y) = 0}. We need to show that for any two points x and y, the sets X x and X y are either equal or disjoint. This is equivalent to proving that if k(x, z) = 0 and k(y, z) = 0, then k(x, y) = 0.
Assume this fails. Consider the 2-by-2 matrix T * defined on the linear span of k x and k y by
This has norm one, because k(x, y) = 0. By the hypothesis that k is a Nevanlinna-Pick kernel, T * can be extended to the space spanned by k x , k y and k z so that the new operator has the same norm and has k z as an eigenvector. But for this to hold, from equation (1.7) we would need 0 2 2 0
But the Schur product of the two matrices in (1.11) is zero on the diagonal, non-zero off the diagonal, and therefore cannot be positive. 2
By the same argument as in the theorem, an irreducible kernel will have the (scalar)
Nevanlinna-Pick property if and only if whenever G is positive and rank one, (1.10) holds.
We do not know how to classify such kernels in the sense of Theorem 1.2. The positivity of F n can be expressed in other ways. The proof that F n being positive is equivalent to 1/K having only one positive eigenvalue below is due to Quiggin [8] .
Corollary 1.12 A necessary and sufficient condition for the irreducible kernel k to have the complete Nevanlinna-Pick property is that for any finite set x 1 , . . . , x n , the matrix
has exactly one positive eigenvalue (counting multiplicity).
Proof: As all the diagonal entries of H n are positive, H n must have at least one positive eigenvalue.
The condition that F n+1 be positive is equivalent to saying
because k i,n+1 k n+1,j is rank one so its reciprocal is positive. But (1.13) says that H n is less than or equal to a rank one positive operator, so has at most one positive eigenvalue.
Conversely, any symmetric matrix
A B B * C with C invertible is congruent to
(The top left entry is called the Schur complement of C.) Applying this to H n with C the (n, n) entry, we get that H n is congruent to
So if H n has only one positive eigenvalue, −M n−1 must be negative semi-definite, and therefore F n must be positive semi-definite.
2
As an application of the Corollary, consider the Dirichlet space of holomorphic functions on the unit disk with reproducing kernel k(w, z) = 1 wz
. It is shown in [1] that this is a Nevanlinna-Pick kernel, and in the course of the proof it is established that 1 − 1/k is positive semi-definite (because all the coefficients in the power series are positive). It then follows at once from Corollary 1.12 that the Dirichlet kernel is actually a complete Nevanlinna-Pick kernel.
Vector-valued Nevanlinna-Pick kernels
Let M µ,ν denote the µ-by-ν matrices. Let us say that a kernel k has the n-point M µ,ν Nevanlinna-Pick property if, for any points x 1 , . . . , x n , and any matrices Λ 1 , . . . , Λ n in M µ,ν , there exists a multiplier Ψ, Ψ :
We shall say that k is a vector-valued Nevanlinna-Pick kernel if k has the n point M 1,ν Nevanlinna-Pick property for all n and ν. Proof: It is clear that the n-point M µ,ν Nevanlinna-Pick property implies the n-point M π,ν Nevanlinna-Pick property for all π smaller than µ. So it is sufficient to prove that the n-point M 1,ν Nevanlinna-Pick property implies the n-point M µ,ν Nevanlinna-Pick property for all µ.
As in the proof of Theorem 1.2, the kernel k has the n-point M µ,ν Nevanlinna-Pick property if and only if the positivity of the matrix
implies the positivity of the Schur product of (2.2) with F n+1 ⊗ J µ . Again, as in the proof of Theorem 1.2, this implies that whenever K ·(J n −G) is positive, then so is F n+1 ·K ·(J n −G), for G any positive n-by-n matrix of rank less than or equal to max(ν, n).
So, if k has the n-point M 1,ν Nevanlinna-Pick property, then we can choose G to be the rank (n − 1) matrix used in the proof of Theorem 1.2, and conclude that F n+1 has to be positive. But the positivity of F n+1 clearly implies that k has the n-point M µ,ν Nevanlinna-Pick property for all values of µ and ν. 2
Corollary 2.3
The kernel k is a complete Nevanlinna-Pick kernel if and only if it is a vector-valued Nevanlinna-Pick kernel.
See [3] for another approach to describing M ν,ν Nevanlinna-Pick kernels when there is a distinguished operator (or tuple of operators) acting on H for which all the k x 's are eigenvectors.
Representation of Complete Nevanlinna-Pick kernels
It is a consequence of Theorem 1.2 that all complete Nevanlinna-Pick kernels have a very specific form. 
Proof: (Sufficiency): If k has the form of (3.2), then 1/k is a rank-one operator minus a positive operator, so has exactly one positive eigenvalue, and the result follows from Corollary 1.12.
(Necessity): Suppose k is a complete Nevanlinna-Pick kernel. Fix any point x 0 in X.
Then the kernel
is positive semi-definite by Theorem 1.2. Let
It is immediate that equation ( The linear map that sends k x to the function
is an isometry on ∨{k x : x ∈ X} by (4.3) and gives the desired embedding.
If f (x) = f (y) then k x = k y ; as k is positive definite, this implies x = y.
Finally, f can be realised as the composition of the four maps
The fourth map is continuous by direct calculation, the second is an isometry by the theorem, and the first and third maps are continuous if k is continuous. 2
Note that if one first normalizes k at some point, δ can be taken to be 1 in Theorem 4.2.
For m = 1, the space H It was shown in [2] . It is probably the universality of the kernel a m which is responsible for the recent surge of interest in it -see e.g. [3, 4, 5, 6] .
