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Abstract We present an algebraic structure in modules over integer rings with cardinality prime powers,
which allows to define bases. With such structure, we prove a similar version for the basis extension theorem
of linear algebra over fields. Moreover, we exhibit results involving the modules and their duals.
1 Introduction.
The vector spaces over fields are very important in the research on several scientific areas, due to their
wide application, as can be observed in Codes Theory, Computational Modeling, Cryptography, Quantum
Mechanics, etc.
These sets are important due to their algebraic structure, which allows obtaining bases, writing any
element in the set as an unique linear combination of the basis, and obtaining results over dimension and
the dual set and its properties.
Modules over rings are an algebraic structure that is a natural extension of the vector spaces over fields.
The free modules are a particular example of modules over rings. Such sets admit a similar algebraic structure
as the vectors spaces. It is still possible to obtain bases, to determine dimensions and so on. However, most
modules over rings are not free modules. Recent researches, for example in the Error Correcting Codes
Theory, has shown that these concepts, related to vectors spaces, should be extended to modules. Good
codes that are submodules of the Zn4 were determined in [2], [5] and [8]. However, it is very difficult to work
with such set over rings. So, concepts for any module over Znpr with p prime, to obtain a structure of the
vector spaces to such sets, were introduced in [1] and [6]. Such structure has been used by several researchers.
However, there is little information about modules with this structure.
In this work we prove the similar theorem of the basis extension of linear algebra over fields, but for
modules over Zpr rings. Moreover, we exhibit results involving the modules and their duals.
To illustrate the importance of setting up a structure that allows defining basis and describing elements
of unique form, we present the following example. Let Z38 be the module over the ring Z8. Let
M = {(0, 0, 0), (2, 0, 1), (4, 0, 2), (6, 0, 3), (0, 0, 4), (2, 0, 5), (4, 0, 6), (6, 0, 7),
(0, 4, 0), (2, 4, 1), (4, 4, 2), (6, 4, 3), (0, 4, 4), (2, 4, 5), (4, 4, 6), (6, 4, 7)}
be a submodule of Z38 over Z8. We observe that a minimal generator set for M is β = {(2, 0, 1), (0, 4, 0)}.
In this case, there is no unicity for the description of the elements of M as Z8 linear combination of β. We
exemplify, for the element (4, 4, 6):
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(4, 4, 6) = 6.(2, 0, 1) + 1. (0, 4, 0) ,
(4, 4, 6) = 6.(2, 0, 1) + 3. (0, 4, 0) ,
(4, 4, 6) = 6.(2, 0, 1) + 5. (0, 4, 0) ,
(4, 4, 6) = 6.(2, 0, 1) + 7. (0, 4, 0) .
We also observe that β is not an independent set because,
0. (2, 0, 1) + 2 (0, 4, 0) = 0. (2, 0, 1) + 4 (0, 4, 0)
= 0. (2, 0, 1) + 6 (0, 4, 0)
= (0, 0, 0).
2 Preliminary.
Let 〈 , 〉 : Znpr × Z
n
pr −→ Zpr be the symmetric bilinear form on the space Z
n
pr defined by
〈u, v〉 =
n∑
i=1
xiyi,
where u = (x1, . . . , xn) and v = (y1, . . . , yn).
Let S = {v1, v2, . . . , vk} be k vectors in Znpr . The span of S is denoted by M , i.e., M = span(S). The
dual of M , denoted by M⊥, is given by
M⊥ =
{
v ∈ Znpr ; 〈u, v〉 = 0, ∀u ∈M
}
.
The vector
k∑
j=1
ajvj is called a p-linear combination of S = {v1, . . . , vk}, where
aj ∈ Ap = {0, 1, 2, . . . , p− 1} ⊂ Zpr . The set of all p-linear combinations of S is called p-span(S).
An ordered set (v1, v2, . . . , vk) in Z
n
pr is a p-generator sequence if
i) pvk = 0;
ii) for 1 ≤ i ≤ k − 1, the vector pvi is a p-linear combination of vi+1, . . . , vk.
A family v1, v2, . . . , vk of Z
n
pr is said to be p-linearly independent, if for
a1, a2, . . . , ak ∈ Ap, then
k∑
j=1
ajvj = 0⇔ aj = 0, ∀j = 1 . . . k.
Theorem 1 ([7]) Let (v1, v2, . . . , vk) be a p-generator sequence in Z
n
pr . Then
p-span(v1, v2, . . . , vk) = span(v1, v2, . . . , vk).
In particular, p-span(v1, v2, . . . , vk) is a submodule of Z
n
pr .
Example 1 Let (v1, v2) be a p-generator sequence in Z
n
pr , then
pv1 = γv2, with γ ∈ Ap,
pv2 = 0.
(1)
Let v ∈ span(v1, v2), then v = av1 + bv2 with a, b ∈ Zpr . As each element of Zpr has a unique p-adic
decomposition, it follows that
a = a0 + a1p+ · · ·+ ar−1p
r−1 and
b = b0 + b1p+ · · ·+ pr−1pr−1,
where ai, bi ∈ Ap, for i = 0, · · · , r − 1. Thus, by (1)
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av1 = a0v1 + a1pv1 + · · ·+ ar−1pr−1v1
= a0v1 + a1pv1 = a0v1 + a1γv2, and
bv2 = b0v2 + b1pv2 + · · ·+ pr−1pr−1v2 = b0v2.
Therefore,
v = (a0v1 + a1γv2) + b0v2 = a0v1 + (a1γ + b0)v2.
Using again the p-adic decomposition of c = a1γ + b0 ∈ Zpr and the equations (1), it follows that
c = c0 + c1p+ · · ·+ cr−1p
r−1,
where ci ∈ Ap. Thus v = a0v1 + c0v2, with a0, c0 in Ap and v ∈ p-span(v1, v2).
A p-linearly independent p-generator sequence will be called a p-basis. Notice that the p-linear combi-
nations of the elements of a p-basis(v1, . . . , vk) uniquely generate the elements of the submodule M = p-
span(v1, . . . , vk). Otherwise, the null vector should be a non-trivial p-linear combination. Then, |M | = pk,
where | · | denotes the number of elements of a set. We will define the p-dimension of this submodule as k.
Let M be a submodule of Znpr . Consider
Soc(M) = {v ∈M ; pv = 0} .
A generator matrix G for a submodule M with length n is said to be in standard form if, after a suitable
permutation of the coordinates,
G =


Ik0 A01 A02 . . . A0,r−1 A0,r
0 γIk1 γA12 . . . x2n γA1,r
0 0 γ2Ik2 . . . x2n γ
2A2,r
...
...
...
. . .
...
...
0 0 0 . . . γr−1Ikr−1 γ
r−1Ar−1,r

 ,
where Ik denotes the k×k identidy matrix and the columns are grouped into blocks of sizes k0, k1, · · · , kr−1, n−∑r−1
i=0 ki with ki ≥ 0.
Theorem 2 ([3,4]) Any submodule M of Znpr has a generator matrix in standard form. All generator matri-
ces in standard form for a submoduleM have the same parameters k0, · · · , kr−1 and |M | = |K|
∑
r−1
i=0
(r−i)ki(M),
where K is the residual field of Zpr .
Given a submodule M of Znpr , the number of rows of a generator matrix G in standard form for M is
denoted by k(M) and for i = 0, · · · , r − 1, ki(M) denotes the number of rows of G that are divisible by γ
i
but not by γi+1. Then, k(M) =
∑r−1
i=0 ki(M).
Theorem 3 ([3,4]) Let M be a submodule of Znpr with generator matrix G in standard form. Then,
k(M⊥) = n− k0(M), k0(M⊥) = n− k(M), and ki(M⊥) = kr−i(M), for i = 1, · · · , r − 1.
3 Results.
Lemma 1 Let M be a submodule of Znpr . Then
|M |
∣∣M⊥∣∣ = ∣∣Znpr ∣∣ = pr·n.
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Proof. By Theorem 2, |M | = |K|
∑
r−1
i=0
(r−i)ki(M). By Theorem 3, k0
(
M⊥
)
= n − k (M) and ki
(
M⊥
)
=
kr−i (M) for i = 1, 2, . . . , r − 1. We observe that k (M) =
∑r−1
i=0 ki (M).
Now
r−1∑
i=0
(r − i) ki
(
M⊥
)
=
r−1∑
i=1
(r − i) ki
(
M⊥
)
+ rk0
(
M⊥
)
=
r−1∑
i=1
(r − i) ki
(
M⊥
)
+ r (n− k (M))
=
r−1∑
i=1
(r − i) kr−i (M) + r
(
n−
r−1∑
i=0
ki (M)
)
= rn+
r−1∑
i=1
(r − i) kr−i (M)− r
(
r−1∑
i=0
ki (M)
)
= rn−
r−1∑
i=0
(r − i) ki (M) .
And those ∣∣M⊥∣∣ = |K|∑r−1i=0 (r−i)ki(M⊥) = |K|rn−∑r−1i=0 (r−i)ki(M)
=
|K|rn
|K|
∑
r−1
i=0
(r−i)ki(M)
=
∣∣Znpr ∣∣
|M |
.
Theorem 4 Let M be a submodule of Znpr . Then
p-dim (M) + p-dim
(
M⊥
)
= p-dim
(
Z
n
pr
)
.
Proof. We observe that |M | = pp-dim(M),
∣∣M⊥∣∣ = pp-dim(M⊥) and ∣∣Znpr ∣∣ = pr·n. By Lemma 1, we have
pp-dim(M
⊥) =
∣∣M⊥∣∣ =
∣∣Znpr ∣∣
|M |
= pr·n−p-dim(M). Those p-dim
(
M⊥
)
= r · n− p-dim (M).
Theorem 5 (Completion) Let M and N be submodules of Znpr with N ⊂ M , p-dim (M) = k and p-
dim (N) = t. Then, each p-basis of N can be extended to a p-basis of M .
Proof. If M = N , then the theorem occurs.
IfM 6= N , then for β′ = {u1, u2, · · · , ut} a p-basis of N , there is v1 ∈M \N, i. e., v1 ∈M and v1 /∈ N . Let
m1 be the smallest integer different from r, such that p
m1v1 ∈ N . Thus, pm1−1v1 6∈ N , i. e., pm1−1v1 is not a
p-linear combination of β′. Therefore, the set β1 =
{
pm1−1v1
}
∪β′ is p-linearly independent. In fact, consider
b1p
m1−1v1 + a1u1 + · · ·+ atut = 0 with b1, ai ∈ Ap, i = 1, · · · , t. If b1 = 0, then a1u1 + · · ·+ atut = 0 and as
β′ is p-linearly independent, it follows that ai = 0, i = 1, · · · , t, and therefore, β1 is p-linearly independent. If
b1 6= 0, then as b1 ∈ Ap \ {0}, it follows that pm1−1v1 = −
(
a1
b1
u1 + · · ·+
at
b1
ut
)
∈ span(β′). By Theorem 2,
span(β′)= p-span(β′) = N , which is a contradiction, since v1 6∈ N. In all cases, β1 is p-linearly independent.
Moreover, as pm1 · v1 ∈ N , it follows that (pm1−1v1, u1, u2, · · · , ut) is a p-generator sequence. Thus, β1 is
a p-basis.
If t+ 1 = k, then β1 is already a p-basis of M . Thus, the proposition is held.
If t + 1 < k, then there is v2 ∈ M \ p-span(β1). Let m2 be the smallest integer other than r, such that
pm2v2 ∈ p-span(β1). By the same argument, β2 =
{
pm2−1v2
}
∪β1 is a p-basis. If t+2 = k, then β2 is already
a p-basis of M . Thus, the proposition is held.
Since k <∞, this process is finite and we have the result.
Corollary 1 Let M be a submodule of Znpr with p-dim (M) = k. Then for each p-basis of Soc(M), there is
a p-basis of M that contains the p-basis of Soc(M).
Proof. Consider N = Soc(M) in Theorem 5.
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In the next result, we present a known result for vector spaces that uses the Theorem 5 to calculate the
dimension of submodules sum.
Theorem 6 If M1 and M2 are submodules of Z
n
pr , then
p-dim(M1 +M2) = p-dim(M1) + p-dim(M2)− p-dim(M1 ∩M2).
Proof. Let us suppose that W1 ∩ W2 6= {∅} and let β = {w1, ..., wn} be a p-basis of W1 ∩ W2. Since
W1 ∩ W2 is a submodule of W1, by Theorem 5, there is a p-basis β1 of W1 that contains β. Thus, let
β1 = {w1, ..., wn, v1, ..., vr}. Analogously, there is a p-basis β2 = {w1, ..., wn, u1, ..., us} of W2.
Using the Theorem 1, we will prove that γ = {w1, ..., wn, v1, ..., vr, u1, ..., us} is a p-basis of W1 +W2.
Let v ∈W1 +W2. Then v = w1 +w2 with w1 ∈ W1 and w2 ∈W2. Thus, there are α1,...,αn+r and β1,...,
βn+s ∈ Ap such that
v =
n∑
i=1
αiwi +
r∑
i=1
αn+ivi +
n∑
i=1
βiwi +
s∑
i=1
βn+iui.
By rearranging, we have
v =
n∑
i=1
(αi + βi)wi +
r∑
i=1
αn+ivi +
s∑
i=1
βn+iui.
Notice that αi + βi may not belong to Ap. Using the Theorem 1 again, there is δi ∈ Ap such that∑n
i=1(αi + βi)wi =
∑n
i=1 δiwi. Thus, γ is a p-generator set of W1 +W2. Let us prove that γ is a p-linearly
independent set. Consider the p-linear combination
n∑
i=1
δiwi +
r∑
i=1
αn+ivi +
s∑
i=1
βn+iui = 0,
where δi, αi and βi ∈ Ap. Thus
s∑
i=1
βn+iui =
n∑
i=1
(−δi)wi +
r∑
i=1
(−αn+i)vi.
Notice that −δi and −αi may not belong to Ap, but as p-span(w1,...,wn) is equal to span(w1,...,wn) and p-
span(v1,...,vr) is equal to span(v1,...,vn). Then
∑s
i=1 βn+iui ∈ W1 ∩W2. Therefore, there are λ1, ..., λn ∈ Ap,
such that
s∑
i=1
βn+iui =
n∑
i=1
λiwi,
i.e.
s∑
i=1
βn+iui +
n∑
i=1
(−λi)wi = 0.
By rewritting the above equation with elements in Ap, we have
s∑
i=1
βn+iui +
n∑
i=1
(λi)wi = 0,
with βn+i, λi ∈ Ap. As β2 is a p-linearly independent set, we have βn+i = 0 for 0 ≤ i ≤ s. Thus,
n∑
i=1
δiwi +
r∑
i=1
αn+ivi = 0
and as β1 is a p-linearly independent set, we have δi = 0 for 0 ≤ i ≤ n and αi = 0 for 0 ≤ i ≤ r.
In the caseW1∩W2 = ∅, β1 and β2 are p-bases ofW1 and W2, respectively. Then, β = β1∪β2 is a p-basis
of W1 +W2.
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