Ardila, Benedetti and Doker [ABD10] showed that matroid polytopes are examples of generalized permutohedra. Then employing the work of Postnikov [Pos09] they gave an expression of volume of a matroid polytope, in terms of a sum of products of Crapo's beta invariants of certain contractions of the given matroid. Derksen and Fink [DF10] have defined a universal valuative invariant for matroids. Each valuative invariant of a matroid is a specialization of their invariant. Recently, motivated by tropical geometry, Hampe [Ham17] invented the notion of the matroid intersection ring and showed that it is generated additively by Schubert matroids. More importantly, he showed that Derksen-Fink invariant is a Z-module homomorphism from this ring. Using this along with the Bidkhori-Sullivant formula [Bid12] for volume of lattice path matroid polytope, we come up with another approach to find volume of any matroid polytope from lattice of cyclic flats of its respective matroid. As an application, we give a closed formula for the volumes of connected sparse paving matroid polytopes.
Introduction to matroids
Matroids are combinatorial abstractions of different notions of independence in mathematics. This includes linear independence and algebraic independence. Here we give some basic definitions. To get more details on matroid theory, we suggest the standard reference in this subject [Oxl11] to our readers. There are many equivalent definitions of a matroid and each one of them come with its own advantages and sophistications. For the purpose of this thesis, we are content with the basis definition of a matroid.
Definition 1.1. A matroid M on an underlying set E is a nonempty collection B ⊆ 2 E of subsets of E, called bases of M, which satisfies the basis exchange property: for every A, B ∈ B,
and a ∈ A\B, there exists b ∈ B\A such that (A\{a}) ∪ {b} ∈ B.
In reference to the matroid M, the set E is called the ground set of M and B = B(M) is called the set of bases of M. We denote this by writing M = (E, B). Matroids occur naturally in many other areas of mathematics, for example graph theory, algebraic geometry and optimization theory. These occurrences also act as rich sources of examples of matroids. We here consider the one coming from graph theory. Given a finite graph G = (V, E) on a vertex set V with edge multiset E, it is a result of [Whi32] that the set of spanning trees of G forms the collection of bases of a matroid on E. Matroids arising from this construction are called graphic matroids. We will now review some basic definitions. For a matroid M = (E, B), an element e ∈ E which is contained in each basis B ∈ B(M) is called an isthmus, and an element f ∈ E which is not in any of the bases is called a loop. A subset I of a base B ∈ B(M) is called an independent set. We denote the collection of independent sets of a matroid M by I (M). Any subset of E, that is not an independent is called dependent, and minimal dependent sets are called circuits. Rank of a subset S ⊆ E, denoted by rk M (S), is the size of an inclusion-maximal independent subset of S. A matroid M is said to be of rank r if the rank of the underlying set is r.
The operation of basis exchange also induces the following equivalence relation on the elements of E: We write a ∼ b if either a = b or there exists bases A, B ∈ B(M) such that (A\{a}) ∪ {b} = B. The equivalence classes with respect to this relation are called connected components of M. In other words, connected components of a matroid M are the connected components of the basis exchange graph G(M). The number of connected components of M is denoted by c(M), and we call M connected if c(M) = 1.
We can also make new matroids out of old ones. Given a matroid M = (E, B), we see that if the nonempty family B satisfies the basis exchange property, than so does the (nonempty) family The matroid M * := (E, B * ) is called the dual of M. Given a subset S ⊆ E, let J be the maximal independent set contained in S, then
• the deletion M\ S is the matroid with the ground set E\S, and the independent sets {I ⊆ E\S : I ∈ I (M)}.
• the contraction M/ S is defined as the matroid with the ground set E\S and the independent sets {I ⊆ E\S : I ∪ J ∈ I (M)}.
• the restriction M| S is defined as the matroid with the ground set S and the independent sets {I ⊆ S : I ∈ I (M)} If a matroid N is constructed by a sequence of deletion and contraction on a given matroid M, then N is called a minor of M. Minors play a major role in the classification of matroids. If M is graphical then these operations corresponds to the usual deletion and contraction of the edges, respectively.
The Lattice of flats of a matroid
The inclusion-maximal subsets of E of rank k are called flats of rank k. These can be thought of as subsets F ⊆ E such that rk(F ∪ x) > rk(F) for any x / ∈ F. This motivates the definition of closure operation cl M of a matroid. For a subset S ⊆ E, the closure of S is defined as 
Having these two properties in the lattice L(M), makes it a geometric lattice. It is a theorem due to Birkhoff [Dil90] that every geometric lattice is isomorphic to the lattice of flats of some loopless matroid. Example 1.4. For the uniform matroid U r,n of rank r over a set E of size n, each set of size k where k < n is a flat of rank k, and there is a unique flat of rank r, namely E. Therefore, the lattice of flats of U r,n is a truncated boolean lattice at level r − 1, adjoined by E at the top.
Example 1.5. For the matroid M G , the lattice of flats is given in figure 3
There are some natural constructions on matroids. We mention one here. Given two matroids
. In general, a matroid M is a direct sum of its connected components. This highlights the importance of determining whether a given matroid is connected or not. Crapo in [Cra67] came up with a criterion to do exactly that. He defined the beta invariant β(M) of a matroid M as
Crapo showed in [Cra67] that β(M) is always a non-negative integer and it is positive if and only if M is connected (Crapo's connectivity criterion). Note that β(M G ) = 1, and hence it is connected. On the other other hand, for the uniform matroid U n,n , the beta invariant β(U n,n ) = 0.
The Lattice of cyclic flats of a matroid
Given a flat F of a matroid M, the cyclic part cyc(F) of F is defined to be the union of circuits of M contained in F i.e 
Matroid Polytopes
After going through some basics of matroid theory, we can define the fundamental object of this paper, the matroid (base) polytope. 
The base polytope of a matroid
Let M = (E, B) be a matroid of rank r, and let e i denote the standard basis vector in R E . For every base B ∈ B, the indicator vector e B ∈ R E is defined to be Feichtner and Sturmfels have studied matroid polytopes in [FS05] . They have determined the dimension and a combinatorial description of these polytopes as polyhedras.
Theorem 2.3. [FS05] Let M be a rank r matroid on ground set E, then
P M = x = (x 1 , · · · , x n ) ∈ R E : ∑ i∈F x i ≤ rk(F) for all flats F ⊆ E and dim(P(M)) = |E| − c(M),
where c(M) denote the number of connected components of M.
In the above description, each flat of our matroid gives rise to a linear inequality. Some of these linear inequalities might be redundant. One may ask for an irredundant representation of P M , i.e. which flats give rise to facet-determining hyperplanes. Feichtner and Sturmfels have determined them as flats F such that M| F and M/ F are both connected.
Example 2.4. Given positive integers 0 < r < n, the hypersimplex △ r,n is defined as the matroid polytope of the uniform matroid U r,n . It is classically known (see for example Exercise 4.59(b) in [Sta12] ) and can be found in the work of Laplace that
where A n−1,r−1 are Eulerian numbers, counting the number of permutations w ∈ S n−1 with r − 1 descents.
Gelfand, Goresky, MacPherson and Serganova studied matroid polytopes in their extremely impactful paper [GfGMS87] . They proved the following fundamental result: Theorem 2.5. A convex polytope P ⊆ △ r,n with vertices in {0, 1} n is the matroid polytope of a matroid of rank r on the ground set E if and only if every edge of P is parallel to e i − e j for some i, j ∈ E, i = j. Furthermore, they showed that two vertices e B 1 and e B 2 for B 1 , B 2 ∈ B(M) are adjacent if and only if e B 1 − e B 2 = e i − e j for some i, j ∈ E. This implies that, the edges of P M corresponds to basis exchange in M. Therefore, the vertex-edge graph of P M is precisely the basis exchange graph G(M) of the matroid M.
Another implication of the above is that the faces of matroid polytopes are again matroid polytopes. On these lines, the facial structure of matroid polytopes has been described combinatorially by Ardila and Klivans in [AK06] .
This also implies that the class of matroid polytopes is a subclass of generalised permutohedra. We will see the definition of a generalised permutohedron in the following subsection.
The matroid base polytope as a generalised permutohedron
Recall that given two convex polytopes P and Q in R n , the Minkowski sum P + Q of P and Q is defined as the set
We say that P is a Minkowski summand of R if there is a polytope Q such that P + Q = R. In that case, we call Q the Minkowski difference of R and P, and we write Q = R − P. A convex polytope P in R n is said to be a generalised permutohedron if it satisfies one of the following equivalent conditions [Zie95] • Every edge of P is parallel to e i − e j for some 1 ≤ i < j ≤ n.
• The normal fan of P in (R n ) * is refined by the braid arrangement.
• The polytope P is a Minkowski summand of a permutohedron.
From Theorem 2.5, it is known that a matroid polytope P M is a generalised permutohedron. Postnikov in [Pos09] showed that every generalised permutohedron can be written uniquely as a signed Minkowski sum of simplices. Recall that the signed beta invariant of M is defined asβ
Ardila, Benedetti and Doker in [ABD10] gave the following signed Minkowski sum decomposition of
Using the theory developed by Postnikov [Pos09] , they have given an elegant formula for volume of matroid polytope P M .
Theorem 2.6. [ABD10] Let M be a connected matroid on a ground set E, then the volume of the matroid polytope P M is given by
The condition on the ordered collection of sets indexing the terms in the sum above is known as dragon marriage condition [Pos09] . The enumeration of ordered sequences of sets satisfying dragon marriage condition is computationally very expensive. So we here only present a small scale example.
Example 2.7. Consider the matroid U 2,3 on edge set E = {1, 2, 3}. We have grouped all subsets satisfying the dragon marriage condition according to their cardinality type in the following table 
Matroid valuations
Billera, Jia and Reiner [BJR09] introduced the notion of matroid base polytope decomposition. As the name suggests, it is a decomposition of a matroid base polytope into polytopes that in turn are also matroid base polytopes.
Definition 2.8. A matroid polytope decomposition of a matroid polytope P
• for all 1 ≤ i < j ≤ m, the intersection P M i ∩ P M j is a face of both P M i and P M j .
For the special case when m = 2 i.e. when P M has a matroid polytope decomposition into P M 1 and P M 2 , we call such a decomposition hyperplane split. Since the intersections P M i ∩ P M j are faces of matroid polytopes, these are themselves matroid polytopes. Given a matroid polytope P ⊆ R n , we denote by M(P) the matroid whose bases B correspond to vertices e B of P. Matroid polytope decomposition is reminiscent of the idea of polytopal subdivision, but now we are only using a specific class of polytopes for the subdivision. One can then define the notion of matroid valuation. We denote the class of all matroids by Mat, and denote the class of all matroids on the ground set [n] by Mat n . 
Many examples of matroid valuations were studied and discussed in detail by Ardila, Fink and Rincon in [AFR10] . We mention here some valuations that are relevant in our context. 
This is known to be a polynomial function with rational coefficients [Ehr62] for lattice polytopes. Matroid polytopes are lattice polytopes, hence we have a well-defined function
The Ehrhart polynomial satisfies the inclusion-exclusion property for lattice polytopes, which implies that the function Ehr above is a matroid polytope valuation.
The Derksen-Fink invariant
Here we study a valuative invariant of matroids that was first introduced by Derksen in [Der09] . In the literature, it is usually referred as the G-invariant. We are opting for the name Derksen-Fink invariant to credit Derksen who defined it in [Der09] and Fink who proved a universality result for it in [DF10] along with Derksen. This also avoids confusion with Speyer's g-invariant [Spe08] in verbal exchanges. Let M be a matroid of rank r on the set E = {e 1 , · · · , e n }. Each permutation w of the set E gives rise to a flag of sets:
Notice that for a matroid, ρ ∈ {0, 1} n . Let [ρ] be a formal symbol, one for each possible rank sequence ρ. The Derksen-Fink invariant G(M) of a matroid M is defined as
where g M (ρ) is the number of permutations w whose rank sequence is ρ. We skip the subscript M, whenever the underlying matroid is understood. Note that originally the invariant G(M) is defined as a quasisymmetric function by Derksen [Der09] , this definition is equivalent once we identify the symbol ρ with a chosen bases of space of quasisymmetric functions.
Example 2.12. For the uniform matroid U r,n , all r-sized subsets are bases, and therefore the rank sequence for any permutation is
Derksen in [Der09] showed that the invariant G(M) is a valuative invariant, and asked whether it is universal. This was answered affirmatively later by Derksen and Fink [DF10] . A valuation ν is called universal if every valuation f can be written as f = f ′ • ν where f ′ is a group homomorphism.
Theorem 2.13. (Derksen-Fink theorem) The Derksen-Fink invariant G(M) is a universal valuative invariant on matroids.
It is easy to see that the function b = b(M) that assigns the number of bases to each matroid M is a matroid valuation. Universality of G(M) implies b(M) should be an evaluation, which it is as following equality suggests:
Speyer [Spe08] proved that Tutte polynomial is also a matroid valuation. Another polynomial associated to matroid is the corank-nullity polynomial S(M; x, y), which is defined as
where s i,j is the number of subsets A ⊆ E of size i and rank j. One can show using induction that
This shows that corank-nullity polynomial of a matroid M, determines its Tutte polynomial. The significance of the universality can now be depicted in the following theorem of Derksen that determines the coefficients of corank-nullity polynomial using the coefficients of the Derksen-Fink invariant.
Theorem 2.14. (Derksen) Given a matroid M = (E, B) with corank nullity polynomial S(M; x, y) = ∑ i,j s i,j x r−j y i−j , then the coefficients s i,j equal the following evaluation of the Derksen-Fink invariant G(M)
where the sum on the right is over all ρ such that 
The Schubert matroid R ρ
Let ρ ∈ {0, 1} n be a binary sequence with 1's in positions b 1 < b 2 < · · · < b r . The Schubert matroid R ρ defined by ρ is the matroid of rank r on the set [n] = {1, 2, · · · , n} such that
• 1, 2, · · · , b 1 -1 are loops.
• In other words, the Schubert matroid R ρ is obtained from a loop or a coloop by a sequence of free extensions and coloop additions. The Schubert matroid R ρ has a distinguished flag of flats
where F i = {1, 2, · · · , b i+1 − 1} is a flat of rank i for i = 1, · · · , r. As pointed out in [CS05] , the independent sets of R ρ can be constructed from such a flag as
Since collection of independent sets uniquely define a matroid, we have an alternative construction of the Schubert matroid R ρ . Sometimes, this construction will be more convenient, therefore we would like to fix a notation for it. The Schubert matroid coming from applying this construction to a flag of sets
will be denoted as R[F 0 , · · · , F r ]. Note that this gives rise to a matroid on [n] which is isomorphic to the Schubert matroid
We have constructed R ρ as a matroid on [n], but such a matroid can be constructed over any finite set E of size n. In what follows, R ρ is considered as a matroid up to isomorphism.
Example 3.1. The uniform matroid U r,n can be constructed by adding first r elements in [n] as coloops and then putting n − r remaining elements freely in the span of the first r elements. This means every r-sized subset is independent. The distinguished flag of flats in this case is
This implies
Let V(n, r) be the vector space of formal Q-linear combinations of all symbols [ρ] such that ρ ∈ {0, 1} n have exactly r 1's. The vector space V(n, r) has dimension ( n r ). One natural choice of basis for V(n, r) is {[ρ] : ρ ∈ {0, 1} n such that ∑ i ρ i = r}. Kung recently has determined another choice of basis for V(n, r) in [Kun17] , that makes Schubert matroid R ρ all more relevant.
Proposition 3.2. The set
{R ρ : ρ ∈ {0, 1} n such that n ∑ i ρ i = r}
forms a basis for the vector space V(n, r).
In the 
Lattice path matroids
A set system A := A J over a set E is by definition a multiset of subsets of E, indexed by a set J: that is,
A partial transversal of A is a transversal of a subsystem of A. We recall the following result due to Edmonds and Fulkerson [EF65] Theorem 3.3. The partial transversals of a set system over E are the independent sets of a matroid over E.
We refer to such a matroid as tranversal matroid M = (E, A). A is called a presentation of M.
We would now define a set system from a pair of lattice paths on N × N. We only consider lattice paths that start from (0, 0) and that only use two kind of steps: East step E = (1, 0) and North step N = (0, 1). For short, we call them E-step and N-step, respectively. For us, paths are just words in alphabet {E, N}. Let P = p 1 · · · p n and Q = q 1 · · · q n be two paths from (0, 0) to (n − r, r), with P never going above Q. Let p i 1 , · · · , p i r be the north steps of P and let q j 1 , · · · , q j r be the north steps of Q. Bonin and De Mier studied the structural properties of lattice path matroid polytopes in [BdM06] . Beside other results, they showed the following connectivity criterion for lattice-path matroids: This implies that any lattice path matroid of the form M[E n−r N r , P] is a connected matroid as long as as P is a North-East path whose first step is an N-step and whose last step is an E-step. We do not need to worry about what happens in between the first and the last step for such path P.
The Schubert matroid R ρ as a lattice path matroid
We would like to realize Schubert matroid R ρ as a lattice path matroid. Given a ρ ∈ {0, 1} n , we define path P ρ ∈ {E, N} n by replacing 0 with E and 1 with N in ρ. The following proposition seems to be known, but we are unable to find a reference. Proposition 3.6. Let ρ ∈ {0, 1} n , then
Proof. Consider the flag of sets
where F 0 = {1, · · · , a 1 − 1} where a 1 is the position of first north step.
where a i is the ith north step. This gives a distinguish flag of sets, such that the independent sets
The above proposition gives a description of R ρ as a transversal matroid, with the following presentation
We have realised R ρ as a lattice path matroid. This determines the lattice of cyclic flats of R ρ ., as per the following proposition: Brylawski [Bry75] showed that the cyclic flats together with their ranks uniquely determined the matroid. Therefore, we can reconstruct R ρ from its respective chain of cyclic flats. If R is a Schubert matroid coming from such a chain 
Hampe's matroid intersection ring
Let us fix our ground set E = [n] := {1, 2, · · · , n} for this section. For r : 1 ≤ r ≤ n, let C r,n be the set of all chains of subsets of [n] of length r:
We denote by V r,n = Z C r,n the free Z-module whose coordinates are indexed by elements of C r,n . Let M free r,n be the free Z-module with generators the set of all loopless matroids of rank r on the ground set [n] = {1, 2, · · · , n}. Define a homomorphism
where for each chain C,
The Z-module M n is defined as
with M r,n = M free r,n / ker Φ r,n . One way to think of it as a way to identify matroids with the set of saturated chains of their flats. Recall that, given matroids M and N on the same ground set E, the union M ∨ N is a matroid on E which is defined in terms of its independent sets
It is shown by Hampe [Ham17] that M n forms a ring under the product defined as This implies that
which is precisely the equality in example 3.10.
Recall that the hypersimplex △ r,n is the matroid polytope of the uniform matroid U r,n , and its volume is given by 1 (n−1)! A n−1,r−1 where A n−1,r−1 is the Eulerian number, that counts the number of permutations of [n − 1] with r − 1 descents. We can ask whether there is a combinatorial formula for the volumes of other matroid polytopes. This is already answered by Ardila, Benedetti and Doker in [ABD10] , as we saw in section 1. However, their formula has its pros and cons. For example, it is not obvious how their formula implies that volume of a uniform matroid polytope (hypersimplex △ r,n ) is given by 1 (n−1)! A n−1,r−1 . Another class of matroid polytopes for which the answer is known is lattice-path matroid polytopes. Bidkhori and Sullivant [Bid12] gave an expression for the volume of a lattice-path matroid polytope in terms of number of standard skew Young tableaux corresponding to certain lattice paths. We have seen in section 2 that the Schubert matroid R ρ is isomorphic to a lattice-path matroid. This enables us to compute the volume of its base polytope. From section 3, we know that volume of a matroid polytope can be written as a linear combination of volume of Schubert matroid polytopes, given by the identity 3.11. Combining these two facts, we get a combinatorial algorithm to compute volume of any matroid polytope. We use this algorithm to give a formula for volumes of connected sparse paving matroid polytopes. For a path p, the number f λ(p) can also be thought of as number of permutations of the set {1, 2, · · · , n − 1} which have descents exactly where we have a horizontal step in our path. The number of standard Young tableaux of shape λ can be computed combinatorially by FrameRobinson-Thrall hook-length formula [FRT54] . For standard skew Young tableaux of (skew) shape λ, we can compute f λ using the Naruse formula (that generalizes hook-length formula [Nar14] ). 
Volume of the Schubert matroid
Matroid M ∑ f λ Vol(P M ) R 111000 f + f + f + f + f + f 66 5! R 110100 f + f + f + f + f 60 5! R 110010 f + f + f 33 5! R 101100 f + f + f 33 5! R 101010 f + f 22 5! R 100110 f 6 5!
From the lattice of cyclic flats to the volume of connected matroid polytope
In this subsection, we explain how the lattice of cyclic flats of a connected matroid can be used to compute the volume of its matroid polytope. Let M be a matroid of rank r on [n], and let Z = Z(M) be its lattice of cyclic flats. We construct the lattice Γ(M) as explained in section 3.4, and consider the following relation in M r,n from Theorem 3.11
Since the Derksen-Fink invariant G : M r,n −→ V(n, r) is a Z-module homomorphism, the above can be translated to a relation between Derksen-Fink invariants of matroids. Let M be a connected matroid, which means that its polytope is n − 1 dimensional. Since the (n − 1)-dimensional normalised volume Vol n−1 is a matroid invariant and a matroid valuation, and the Derksen-Fink invariant is universal valuative invariant. This gives that the volume Vol n−1 (P M ) of the matroid base polytope P M is then an evaluation of Derksen-Fink invariant of the matroid M. Therefore we have an equation for Vol n−1 (P M ) as 
Volume of connected sparse paving matroid polytopes
In this subsection, we study connected sparse paving matroids and the volume of their base polytopes. A matroid M of rank r on the ground set E is called paving if all circuits have size r or r + 1. A hyperplane of size r − 1 of M is called a trivial hyperplane, and otherwise it is called nontrivial. The calculation of the Derksen-Fink invariant of a paving matroid is given by the following result due to Tugger [FK17] . 
