Results: In our population-based simulation studies, L-KM has good control of Type I error rate and increased power in all the scenarios we considered compared with other competing methods. Conversely, in the family-based simulation studies, we found an inflated Type I error rate when L-KM was applied directly to the family samples, whereas LF-KM retained the desired Type I error rate and had the best power performance overall. Finally, we illustrate the utility of our proposed LF-KM approach by analyzing data from an association study between rare variants and blood pressure from the Genetic Analysis Workshop 18 (GAW18). Conclusion: We propose a method for rare-variant association testing in population and family samples using phenotypes measured at multiple time points for each subject. The proposed method has the best power performance compared to competing approaches in our simulation study. Many studies have been conducted to measure phenotypes at multiple time points, but the standard KM methodology has only been available for phenotypes at a single time point. In addition, family-based designs have been widely used in genetic association studies; therefore, the data analysis method used must appropriately handle familial relatedness. A rare-variant test does not currently exist for longitudinal data from family samples. Therefore, in this paper, we aim to introduce an association test for rare variants, which includes multiple longitudinal phenotype measurements for either population or family samples. Methods: This approach uses KM regression based on the linear mixed model framework and is applicable to longitudinal data from either
Introduction
Genome-wide association studies (GWAS) have been widely used to identify common genetic variants that are associated with complex human diseases [1] [2] [3] [4] [5] . For a typical GWAS, hundreds or thousands of subjects are recruited and genotyped at hundreds of thousands of genetic variants [e.g., single nucleotide polymorphisms (SNPs) ]. An association between the phenotype and each of the SNPs is usually tested sequentially via a singlemarker test. However, the traditional single-marker association test is not powerful enough to detect rare variants that may play key roles in influencing complex diseases [6, 7] . To increase the statistical power, many set-based methods [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] have been developed to evaluate the joint effects of a group of genetic variants in a predefined genomic region on the phenotypes of interest. Among the existing methods, one powerful, flexible, and computationally efficient test is the sequence kernel machine-based association test (SKAT) [18, 19] . In this kernel machine (KM) approach, weights are assigned to each marker to improve the power. In addition, KM can easily include other covariates in the model. Both linear and nonlinear kernels may be used for the genotype-phenotype relationship. Furthermore, the KM test statistic follows a mixture of χ 2 distributions. Thus, p values can be computed analytically and quickly without employing resampling.
In many genetic studies, phenotypes are measured at multiple time points for each subject [20] [21] [22] [23] . Quite a few methods [24] [25] [26] [27] have been developed for longitudinal genetic data analysis, but very few of these methods are for rare variants [24] . We believe that a method in which all time points are accounted for jointly in an association test would likely improve the power. In addition, family-based designs have been widely used to study the association between diseases and genetic factors [28] [29] [30] [31] [32] [33] . In GWAS that employ population samples, the association between quantitative phenotypes and genetic markers is usually investigated by applying a general linear model; however, statistics based on general linear models result in inflated Type I error rates when applied to family data directly [34] [35] [36] because they ignore familial correlations. Instead of a general linear model, a linear mixed model including a random polygenic effect can be used to handle the familial correlation. The covariance of random polygenic effects in all subjects can be expressed by a kinship matrix. This linear mixed model with a kinship matrix has typically been used when dealing with family samples in GWAS [37] . SKAT was recently extended to family samples by including the kinship matrix [38] [39] [40] [41] [42] .
In this study, we propose a method for rare-variant association testing in population and family samples using phenotypes measured at multiple time points for each subject. In our population-based simulation studies, we found that when the longitudinal kernel machine (L-KM) test considered all time points, it was more powerful than approaches that only considered some of the time points, although all the methods we tested had correct Type I error rates. Conversely, in our family-based simulation studies, we found an inflated Type I error rate when L-KM was directly applied to the family sample, whereas the longitudinal family kernel machine (LF-KM) test retained the desired Type I error rate and had the best power overall compared with the methods that only considered some of the time points. Another study reported similar findings [24] . Finally, we assessed the association between rare genetic variants and blood pressure from the Genetic Analysis Workshop 18 (GAW18) data to demonstrate our approach. These data present challenges for analysis, including large pedigrees, repeated measures, and whole-genome sequence data [43] [44] [45] .
Methods

KM Regression in a Linear Mixed Model Framework
We set the stage for our subsequent derivations by defining, for a trait measured at a single time point, a linear mixed model setup similar to that of Chen et al. [38] . Let there be n subjects with q genetic variants. The n × 1 vector of the quantitative trait y follows a linear mixed model:
where X is an n × p covariate matrix, β is a p × 1 vector containing parameters for the fixed effects (an intercept and p -1 covariates), G is an n × q genotype matrix for the q genetic variants of interest where an additive genetic model is assumed (i.e., coded as 0, 1, or 2 representing the copies of minor alleles) for illustration, γ is a q × 1 vector for the random effects of the q genetic variants, u is an n × 1 vector for the random effects due to covariates (e.g., time for longitudinal data or relatedness in families), and ε is an n × 1 vector for the random error. The random effect γ j for variant j is assumed to be normally distributed with mean zero and variance τw j ; thus, the null hypothesis H 0 : γ = 0 is equivalent to H 0 : τ = 0, which can be tested with a variance component score test [19] in the mixed model. The random variables ε and u are also assumed to be normally distributed, and are uncorrelated with each other and also with γ: Following the same rationale as in the derivation of the SKAT score statistic [46] [47] [48] (refer to the Appendix for a detailed derivation), the test statistic is:
where β is the vector of estimated fixed effects of covariates under H 0 , and ∑ = K ˆ + σ 2 E I is the estimated variance-covariance matrix under H 0 . The statistic Q is a quadratic form of (y -Xβ), and therefore follows a mixture of χ 2 distributions [49] , although some of the parameters are estimated [50] . Thus, the p values can be calculated by numerical algorithms, such as moment-matching methods [47, 51] , Davies' method [52] , and Kuonen's saddlepoint method [53] . In this study, we used the Davies method.
L-KM Regression for Quantitative Traits in Population Data
We now extend the above model by incorporating intercept and time as both fixed and random effects. Different covariance structures for longitudinal data, such as compound symmetry, autoregressive, and Toeplitz, can be easily implemented under this framework.
Under the null hypothesis, H 0 : τ = 0, for the i -th subject at time point j, the random intercept and time model is:
where t ij indicates time, β 0 and β 1 are the fixed effects of intercept and time, while b 0 i and b 1 i are the random effects of intercept and time for the i -th subject. For one subject, the model can be rewritten as
We assume that there are m time points. Thus, y i = ( y i 1 , y i 2 , ..., y im ) ′ is an m × 1 vector, X i is an m × 2 matrix for intercept and time, β = ( β 0 β 1 ) and b i = ( b 0 i b 1 i ). For simplicity, we did not include other covariates (which can be easily included) in the model; therefore, Z i is the same as X i , and For the whole dataset, the variance term is:
where y is an n × m × 1 vector, and ⊗ is the Kronecker product to produce a diagonal block matrix. The variance terms σ 2 int , σ 2 time , σ cov , and σ 2 E can be estimated from the data (e.g., using the R package nlme [54] ), and then the L-KM test statistic Q can be constructed in the same way as in the above section.
LF-KM Regression for Quantitative Traits of Family Data
For pedigree data, familial correlation can be added to the mod el as an additional random variable. Under the null hypothesis, H 0 : τ = 0, for the i -th subject in the k -th family at time point j, the random intercept and time model becomes:
where β 0 and β 1 are the fixed effects of intercept and time, while b 0 ik and b 1 ik are the random effects of intercept and time. δ ik is the random effect for familial correlation. For one subject with m time point observations, the model can be rewritten in vector form as:
Again, we assume m time points and no other covariates; thus, y ik is an m × 1 vector, X ik and Z ik are the same m × 2 matrix for intercept and time. For illustration, we consider the model for a trio family: where y k is a 3 m × 1 vector, and Φ k is twice the kinship matrix for a trio family:
For the whole dataset with multiple families, we assume n individuals from the families. The variance term is: G represents the variance term for the random effects of familial correlation. Φ is twice the n × n kinship matrix obtained from the data. All the variance terms can be estimated (e.g., using the R package pedigreemm [55] ), and then the LF-KM test statistic Q can be constructed as above.
Population-Based Simulation Study
Simulation of Sample Genotypes We simulated 1,000 unrelated samples based on a matrix of 10,000 haplotypes over a 200-kb region generated by the calibrated coalescent model [56] , mimicking the European ancestry linkage disequilibrium (LD) structure. Only rare variants [minor allele frequency (MAF) <0.05] were kept, and 2,000 haplotypes were randomly selected to form the unrelated subjects' haplotypes. Then, 30 neighboring SNPs with at least one copy of the minor allele (i.e., excluding non-polymorphic variants) were used in the analysis. We simulated 100 genotype datasets.
Type I Error Rate For each of the 100-genotype datasets generated, we simulated 1,000 sets of quantitative longitudinal phenotypes based on five time points. The phenotypes for subject i were generated via the model:
where X 1 i is a continuous covariate generated from a normal distribution with a mean of 50 and a standard deviation of 5 (this single value was repeated five times to mimic the five time points); X 2 i is a dichotomous covariate generated from a Bernoulli distribution with a probability of 0.5, which was also repeated five times; t i is the time point, assuming values of 0, 1, 2, 3, or 4, and v i is random error that follows a multivariate normal distribution with a mean of 0, and covariance matrix Var (y i ). where the variance of random effects of intercept and time as well as random error were set to 1, the covariance between the intercept and time was set to -0.5, which assumes the rate of change is slow when the baseline value is large (e.g., it is less likely that a patient with high blood pressure at baseline will quickly reach an even higher blood pressure). The phenotypes of all of the individuals were generated in the same manner, and the 1,000 sets of simulated phenotypes for each of the 100-genotype datasets were used to evaluate the Type I error rate. Using these unrelated population samples, we compared L-KM using all five time points (abbreviated as L-KM-m5) with four other approaches: (1) L-KM using a subset of three time points (L-KM-m3), (2) L-KM with 20% of the observations randomly assigned to missing (L-KM-missing), (3) KM on the averaged phenotype over five time points (avg-KM), and (4) KM on the phenotype at the last time point (last-KM).
Power Evaluation
We generated the same genotypes as described above. The quantitative phenotypes for one subject were generated via the following model:
where X 1 i , X 2 i , t i , and v i were set up the same way as described above. G 1 , G 2 , ..., G q are the genotypes of causal SNPs, and β 1 , β 2 , ..., β q are coefficients of the causal SNPs. We assumed that 30% of all variants are disease susceptibility variants. Furthermore, each β j was set as c | log 10 MAF j | in order to assign large weights to rare variants, where c = 0.4 was chosen, such that when MAF = 0.0001, β = 1.6, following the literature [19] . Because causal variants might not influence the phenotype in a consistent direction, we also assumed that one third of the causal variants were protective (i.e., 20% risk variants and 10% protective variants), with β j = -c | log 10 MAF j |. The phenotypes for all of the individuals were generated in the same manner, and the 1,000 sets of simulated phenotypes for each of the 100-genotype datasets were used to evaluate power. We compared L-KM-m5 with L-KM-m3, L-KM-missing, avg-KM, and last-KM.
Family-Based Simulation Study Simulation of Sample Genotypes
To simulate family data, we used the aforementioned pool of 10,000 haplotypes over a 200-kb region and family structures as shown in figure 1 . First, haplotypes were randomly selected for all founders. The offspring haplotypes were generated by randomly transmitting one of the two haplotypes of each parent to the child. For the scenario of trio families ( fig. 1 a) , we generated 300 families with a father, a mother, and one offspring in each family. For the three-generation scenario, we generated 100 families ( fig. 1 b) . Furthermore, 30 neighboring polymorphic SNPs were used in the analysis, and we simulated 100-genotype datasets for each of the two scenarios.
Type I Error Rate To evaluate the Type I error rates, we simulated 1,000 sets of phenotypes for each of the 100-genotype datasets. The quantitative phenotypes for one trio family were generated via the following model:
where X 1 k and X 2 k are the same as described above. Both X 1 k and X 2 k repeat five times for five time points for one subject, and each 
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where the variance of the random effects of intercept, time, genetic variance, and error were set to 1, and the covariance between the intercept and time was set to -0.5. The three-generation family scenario was set up in an analogous way, but with a more complicated kinship matrix. In this work, the kinship coefficients were directly obtained from the known pedigree structures. If genome-wide genotype data are available, it may be more advantageous to use genetic markers to estimate the kinship coefficients [57] [58] [59] [60] [61] [62] . Actually, with enough genetic markers to estimate kinship coefficients, the proposed method is a unified approach that allows for any relationship in the data, even cryptic relatedness. We compared the Type I error rates of LF-KM using all five time points (abbreviated as LF-KM-m5) to the Type I error rates of five other approaches: (1) LF-KM using a subset of three time points (LF-KM-m3), (2) LF-KM with 20% of the observations randomly assigned to missing (LF-KM-missing), (3) family KM on the averaged phenotype over five time points (avg-F-KM), (4) family KM on the last time point phenotype (last-F-KM), and (5) L-KM-m5.
Power Evaluation For the causal gene sets, we used the same genotypes as described in the evaluation of the Type I error rates. The quantitative phenotypes for one family were generated via the model:
where X 1 k , X 2 k , t k , and v k were set up the same way as for the Type I error evaluation. G 1 , G 2 , ..., G q are the genotypes of the causal SNPs. We assumed that 30% of all variants were disease susceptibility variants, and each β j was set to c | log 10 MAF j |, where c = 0.4 [19] . We also considered a situation in which one third of the causal variants were protective (i.e., 20% disease variants and 10% protective variants), where we set β j = -c | log 10 MAF j | for the protective variants. Again, the phenotypes for all families were simulated in the same manner, and these 1,000 sets of phenotypes for each of the 100-genotype datasets were used to evaluate the statistical power. We compared LF-KM-m5 with LF-KM-m3, LF-KM-missing, avg-F-KM, and last-F-KM.
GAW18 Data
To demonstrate the utility of our proposed method for real data, we analyzed data from GAW18, which consisted of whole-genome sequence data in a pedigree-based sample with longitudinal phenotypes for blood pressure and hypertension. Although 200 replicates of simulated longitudinal data are available, we only utilized the real phenotypes. The GAW18 data is drawn from T2D-GENES Project 2, and these families were obtained from two studies: the San Antonio Family Heart Study (SAFHS) [63] and the San Antonio Family Diabetes/Gallbladder Study (SAFDGS) [64] . Only odd-numbered autosomes are available. The sequence dataset contains dosage (minor allele counts); a Merlin-based procedure was employed to impute missing dosages [65] . The dosage values can assume any decimal number from 0 to 2, instead of 0, 1, and 2 as in the additive model. Only rare variants (MAF <0.05) were used in the analysis, and weights similar to those employed by Wu et al. [19] were used. We assigned SNPs to a gene if they were located within 5 kb of the gene on both sides. In total, 11,096 genes were used in the analysis.
We evaluated the association of genetic variants with diastolic and systolic blood pressure (DBP and SBP, respectively), which 131 are considered heritable traits [66] . In total, 855 subjects from 20 families were used in the analysis, and each subject had up to 4 examinations (sample size at examination 1: 855, examination 2: 605, examination 3: 622, and examination 4: 233). We applied LF-KM to test the association between DBP and SBP and each of the genes, with adjustment for age and sex. Some subjects had less than four observations, but this linear mixed model-based approach was flexible enough to accommodate missing observations. Under the assumption of missing at random, the incomplete data can be directly analyzed by linear mixed model [67] . Even though subjects may have missing observations at different time points, the covariance matrix for each subject is constructed from the available data at the observed time points. The linear mixed model only needs to be fitted once under the null hypothesis for one set of genome-wide sequencing data. The covariate estimates β, and variance-covariance matrix ∑ can then be saved and reused for constructing LF-KM statistics with the genotypes of each gene; therefore, the overall computation time is still fast even for genome-wide data.
Results
Simulation of the Type I Error Rate
When applied to population samples, all of the methods used (i.e., L-KM-m5, L-KM-m3, L-KM-missing, avg-KM, and last-KM) had empirical Type I error rates close to the nominal level ( table 1 ; fig. 2 ). When the L-KM-m5 statistic was applied to family data, the Type I error rate was inflated ( table 2 ) . In contrast, LF-KM-m5, LF-KMm3, LF-KM-missing, avg-F-KM, and last-F-KM retained the desired Type I error rates. Similar patterns can be observed in the QQ plots shown in figure 3 , indicating that LF-KM-m5, LF-KM-m3, LF-KM-missing, avg-F-KM, and last-F-KM control Type I error well, whereas L-KMm5's Type I error rate is more severely inflated in the data with three-generation families than that with the trio families.
Statistical Power Comparison
When we compared the power of the statistics on the population samples ( fig. 4 ) , the power of L-KM-m5 was consistently higher than that of the other methods. This was expected because L-KM-m5 made full use of the data; in contrast, L-KM-m3, L-KM-missing and last-KM used only a subset of the time points, and avg-KM used the averaged phenotype, thus losing information from the longitudinal observations. Similarly, when evaluated using the family data, LF-KM-m5 outperformed the other methods as expected ( fig. 5 ). Note that L-KM-m5 is not included in figure 5 because of its inflated Type I error rate with family data. Power comparison for the family samples (the α level axis uses a log 10 scale). a A 30% disease variants scenario for trio families. b 20% disease variants and 10% protective variants scenario for trio families. c A 30% disease variants scenario for three-generation families. d 20% disease variants and 10% protective variants scenario for three-generation families. Table 4 . Genes significant at α = 0.05 that were also shown to be associated with DBP and SBP in a large-scale GWAS [57] LF-KM 
GAW18 Data Analysis Results
We used the LF-KM statistic to analyze the GAW18 data for an association between longitudinal DBP and SBP and 11,096 genes; only rare variants (MAF <0.05) were used. We found 11 genes that were associated with DBP and 4 genes that were associated with SBP, with p values <0.0001 ( fig. 6 ; table 3 ). The DNAH9 gene was significantly associated with DBP, with a p value <4.5 × 10 -6 (equivalent to an α level of 0.05 after Bonferroni correction). DNAH9 contains 69 exons extending over 373 kb, and is a rather large gene [68] . Among the significantly associated genes, INO80 was suggestively associated with ). Among the genes that were previously shown to be associated with DBP and SBP in a large-scale GWAS [66] , only two of them had p values <0.05 in the LF-KM portion of our analysis ( table 4 ). Note that, in our analysis, common variants were not evaluated (and only genes on odd autosomes were evaluated). This could be the reason that we did not replicate many genes that were found to be significant in the previous GWAS [66] . We also examined whether any signals were detectable when only using non-synonymous rare SNPs, and found that a region containing DNAH9 , CDRT4 , and FAM18B2 on chromosome 17 was associated with DBP either analyzing all rare SNPs or only non-synonymous rare SNPs ( fig. 6 ; online suppl. fig. 1S ; for all online suppl. material, see www. karger.com/doi/10.1159/000445057).
Analysis of the GAW18 data took 32.8 h on a single computing node with a 3-GHz CPU and 4-GB memory. Using a computer cluster with multiple nodes, we anticipate that genome-wide data analysis should be finished within hours using our proposed method.
Discussion
In this work, we developed two statistics (L-KM and LF-KM) using a linear mixed model framework, which can be employed to analyze longitudinal data with quantitative traits while properly adjusting for any family structure. As set-based analysis methods which test a set of genetic variants jointly, L-KM and LF-KM share the advantages of setbased methods, such as improved power and reduced multiple testing. Another approach [24] is also able to test the association between longitudinal phenotypes and genes. In this algorithm, the test is based on collapsing markers within a gene via an aggregated index; however, this could introduce substantial noise to the summarized value. In addition, permutation is used to evaluate p values, which is computationally intensive, particularly on a genome-wide scale. On the other hand, our proposed methods do not collapse markers into a single value; thus, they allow each marker to have different directions and magnitudes of effects. Our proposed kernel regression-based methods can analytically compute p values without resampling, leading to a substantial reduction in computation time. Furthermore, our proposed methods are computationally efficient because they are basically score tests, and thus the null model (which does not include genotypes) only needs to be fitted once for the whole genome. Different methods have higher power in different scenarios. When most of the genetic variants analyzed are causal and the direction of their effects are the same, the optimal sequence kernel association tests (SKAT-O) and burden tests have higher power [69] than SKAT. When most of the variants in a region are not causal and the directions of effects of causal variants are different, SKAT has higher power [69] than SKAT-O and burden tests. The L-KM and LF-KM statistics can be extended to the 'optimal' framework by combining with burden test statistic (see online suppl. materials for details), which is similar to the extension of SKAT to SKAT-O [69] . The optimal methods have empirical Type I error rates close to the nominal level (online suppl. fig. 3S, 4S ) and increased power when casual variants are in the same direction (online suppl. fig. 5S, 6S) .
In the population-based simulation studies, we showed that L-KM preserves the desired Type I error rates. When multiple measurements were available at different time points, we showed that L-KM achieves higher power than the competing approaches by using measurements at all time points. In the family-based simulation studies, we showed that using L-KM on data with related samples results in an inflated Type I error rate, while LF-KM had the correct Type I error rate because it considered the familial structure in the model. Analogously, LF-KM achieves the best power performance when using all observations. Based on our simulation study, L-KM is a good choice for genetic analysis of longitudinal data for population samples, and LF-KM is a good choice for family samples. It should be noted that LF-KM is more general and includes L-KM as a special case, where each individual can be treated as being from one family.
The L-KM and LF-KM computation times depend on the complexity of the model which is influenced by factors such as sample size, the number of genetic variants, and the number of repeated measures. In fact, the computation time required to fit the model under the null hypothesis may not be crucial when performing a genome-wide analysis. Because L-KM and LF-KM are score tests, the estimates of fixed-effects coefficients and the covariance matrices under the null hypothesis are not related to the genetic variants. The linear mixed model under the null hypothesis only needs to be fitted once for the whole genome. The covariate estimates β, and variance-covariance matrix ∑ can then be saved and reused for constructing test statistics for all the genes. On the other hand, plugging the genes one by one into the formula takes the majority of the computation time. If the number of markers in a gene is large, matrix inversion is still computationally intensive. If the total number of observations is large, the runtime may be infeasible using single computing node (online suppl. fig. 2S ). Although parallel and powerful computing facilities are available, it is always advantageous to use fast algorithms, such as EMMA/EMMAX [58, 70] , TASSEL [70] , and several new fast linear mixed model algorithms [71] [72] [73] [74] , to make our approach faster and more efficient.
In the real data analysis, we only included rare variants to illustrate our proposed method; we did not perform a thorough analysis and an attempt to draw biological conclusions. Therefore, we did not intend to arrive at any biological conclusions from this illustrative analysis. In practice, both common and rare variants are usually available and we must analyze both. There are different analysis strategies to handle this. One strategy is to include both common and rare variants in the set-based analysis [75] . Another strategy is to group rare variants into sets [7-9, 19, 76] and analyze common variants individually. A third strategy is to group rare variants and common variants into different sets and test them either together or separately [12, [77] [78] [79] [80] . The comparison of these strategies is beyond the scope of this work and also depends on the data being analyzed.
Although the method we propose includes some assumptions, the framework is general and flexible. Covariates can be easily incorporated into the model. The L-KM and LF-KM algorithms were implemented in R (http:// www.r-project.org) and the source code is available online (http://www.pitt.edu/ ∼ qiy17/Softwares.html). is the score function of τ under H 0 : τ = 0. If ∑ is replaced with its estimate, the first term in the score function is fixed and does not depend on phenotype y. Following the same rationale as used in the derivation of the SKAT score statistic [46] [47] [48] , we used twice the second term as our test statistic.
Under the null hypothesis, the linear mixed model is y = Xβ + u + ε , and the estimates are [52] . The Theorem of Equal Eigenvalues states that for matrices A and B, the eigenvalues of AB and BA are equal if one of A and B is invertible. In our case, 
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according to the Theorem of Equal Eigenvalues. The reason for using this matrix form is that sample size n is usually larger than the number of markers q in one gene, and thus the size of KP 0 K ′ is smaller than K′KP 0 . Therefore, less computation is involved when using KP 0 K′. If sample size n is smaller than the number of markers q , there is no need to use KP 0 K′.
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