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TITULO 
“DESEMPEÑO DE UN SISTEMA INMUNE ARTIFICIAL EN LA 
IDENTIFICACIÓN DE PLANTAS” 
AUTOR 
Bach. LUIS JOSÉ MELÉNDEZ RUIZ 
RESUMEN 
     La presente investigación tuvo como objetivo evaluar el desempeño de un sistema 
inmune artificial en la identificación de plantas, utilizando imágenes de sus hojas. El 
diseño de la investigación correspondió a uno no experimental, descriptivo y 
transversal. Se definieron tres marcos poblacionales procedentes de los conjuntos de 
imágenes de hojas Flavia, Leafsnap y MEW 2012. Cada marco poblacional fue 
dividido en dos conjuntos, uno para entrenamiento y otro para prueba del sistema 
inmune. El conjunto de entrenamiento se estableció como el 70% del marco 
poblacional. Se generaron 10 conjuntos de entrenamiento al azar con sus respectivos 
conjuntos de prueba, y se midieron la exactitud, precisión y sensibilidad por cada par. 
El valor de exactitud se adoptó como indicador principal de desempeño y fue utilizado 
para la comprobación de las hipótesis, empleándose el estadístico Z para proporciones 
de dos muestras con 𝛼 = 0.05. Los resultados indican que, bajo la configuración de 
descriptores utilizada, el sistema inmune presenta un desempeño significativamente 
menor al reportado por las redes neuronales para la problemática de identificación de 
plantas, mostrándose dicho desempeño susceptible a las condiciones de las imágenes 
y al tamaño de los conjuntos de entrenamiento y prueba. Sin embargo, a diferencia de 
las redes neuronales, el sistema inmune puede ser modificado incluso después de haber 
sido entrenado, para resolver deficiencias en la identificación, lo cual representa un 
punto de partida para lograr superar el desempeño obtenido tradicionalmente con las 
redes neuronales. 
Palabras Clave: Sistema Inmune Artificial, Identificación y Clasificación de Plantas, 
Visión por computador. 
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TITLE 
“PERFORMANCE OF AN ARTIFICIAL IMMUNE SYSTEM IN IDENTIFYING 
PLANTS” 
AUTHOR 
Bach. LUIS JOSÉ MELÉNDEZ RUIZ 
ABSTRACT 
     This research aimed to evaluate the performance of an artificial immune system in 
identifying plants, using images of their leaves. The research design corresponded to 
a non-experimental, descriptive and transversal. Three population frames from image 
sets of leaves Flavia, Leafsnap and MEW 2012 were defined. Each population frame 
was divided into two sets, one for training and one for testing the immune system. The 
training set was established as 70% of the population frame. 10 training sets with their 
respective random test sets were generated, and the accuracy, precision and sensitivity 
were measured by each pair. The accuracy value was adopted as the main performance 
indicator and was used for testing hypotheses, using the Z statistic for proportions of 
two samples with α = 0.05. The results indicate that, under the configuration 
descriptors used, the immune system has a significantly lower performance than 
reported by neural networks to the problem of identifying plants, showing such 
performance susceptible to the conditions of the images and the size of the training 
and test sets. However, unlike neural networks, the immune system can be modified 
even after being trained, to solve deficiencies in identification, which represents a 
starting point to overcome the performance traditionally obtained with neural 
networks. 
Keywords: Artificial Immune System, Identification and Classification Plant, 
Computer Vision. 
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INTRODUCCIÓN 
     Las plantas juegan un rol muy importante para la manutención de la vida en nuestro 
planeta, y representan para el ser humano, una vasta y diversa fuente de materia prima, 
útil para la generación de energía y elaboración de un sinfín de productos de uso 
cotidiano (alimentos, vestimenta, materiales de construcción, artículos de oficina, 
medicinas, etc.) e industrial (fibras, aceites, resinas, tintes, etc.).  
     El estudio de las plantas provee valiosa información para incrementar nuestro 
conocimiento acerca de ellas y potenciar el desarrollo de actividades productivas, 
extractivas, conservacionistas, industriales y de innovación tecnológica; sin embargo, 
muchas de las especies alrededor del mundo aún no han sido identificadas. A la fecha, 
se tienen identificadas poco más de 267 000 especies1, pero se estima que una de cada 
seis especies, es decir, unas 50 000 especies, aún son desconocidas por la ciencia. 
     La identificación en sí misma, resulta ser una tarea bastante complicada, debido a 
las similitudes entre muchas especies y a la enorme cantidad de especies 
documentadas, lo cual incrementa notablemente el número de posibles opciones entre 
las que se debe efectuar el descarte. Aunque la identificación de plantas ha sido 
abordada mediante software, utilizando cierto esquema de clasificación con buenos 
resultados, siempre es posible explorar nuevas vías de resolución, por lo que en la 
presente investigación se utilizó un nuevo esquema de clasificación denominado 
sistema inmune artificial, con objeto de evaluar su desempeño ante esta problemática. 
                                                          
1 Tomado de https://es.wikipedia.org/wiki/Número_de_especies#Plantas 
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OBJETIVOS 
Objetivo General 
     Evaluar el desempeño del Sistema Inmune Artificial de Reconocimiento en la 
Identificación de plantas. 
Objetivos Específicos 
1. Determinar si existe diferencia significativa en el desempeño del Sistema Inmune 
Artificial de Reconocimiento cuando se realiza el entrenamiento del sistema con 
imágenes de cierto conjunto, y se realiza la prueba (de identificación) con imágenes 
de un conjunto diferente. 
2. Determinar si existe diferencia significativa en el desempeño del Sistema Inmune 
Artificial de Reconocimiento cuando se realiza el entrenamiento del sistema 
utilizando una muestra estratificada con afijación simple, respecto a cuándo se 
realiza el entrenamiento utilizando una muestra estratificada con afijación 
proporcional. 
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CAPÍTULO I: MARCO TEÓRICO 
1.1 Antecedentes 
1.1.1 GANG, et al. (2007) en su investigación titulada “A leaf recognition 
algorithm for plant classification using probabilistic neural network”, cuyo 
objetivo consistió en implementar una red neuronal probabilística junto a 
técnicas de procesamiento de imágenes y datos, para la creación de un 
algoritmo de reconocimiento automático de hojas para la clasificación de 
plantas, concluyó que sí es posible automatizar el reconocimiento de 
plantas a través de imágenes de sus hojas utilizando características 
extraídas del borde, al alcanzar una exactitud de 90.312% en la 
clasificación de plantas utilizando su algoritmo y un conjunto de imágenes 
denominado Flavia, conformado por 32 especies, que junto a su equipo 
recolectó. Actualmente este conjunto se ha convertido en el más utilizado 
para el entrenamiento y prueba de algoritmos de reconocimiento de 
plantas. 
1.1.2 KADIR, et al. (2011) en su investigación titulada “Neural network 
application on foliage plant identification”, cuyo objetivo fue probar la 
inclusión del color en la identificación automática de plantas, concluyó que 
aunque las características extraídas del borde de las hojas permiten una 
buena tasa de clasificación, la inclusión de características como el color, o 
la textura incrementan notablemente los resultados para el reconocimiento 
de ciertos tipos de especies, al menos utilizando una red neuronal 
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probabilística como clasificador. Su algoritmo que combinaba 
características de forma, color y textura alcanzó un 94.68% de exactitud 
para el conjunto de imágenes Flavia, mencionado en el párrafo anterior. 
1.1.3 KUMAR, et al. (2012) en su investigación titulada “Leafsnap: a computer 
vision system for automatic plant species identification”, cuyo objetivo fue 
la creación de la primera aplicación móvil para la identificación de 
especies de plantas, concluyó que es necesario el desarrollo y aplicación 
de este tipo de herramientas para mapear la biodiversidad de una región a 
través del espacio y el tiempo, con objeto de obtener potenciales beneficios 
para el desarrollo de la sociedad en su conjunto. Actualmente la aplicación 
móvil Leafsnap se encuentra disponible para los usuarios de IPhone y se 
ha destacado por su uso en el área educativa, siendo considerada una 
“Wikipedia” de plantas del noreste de Estados Unidos. 
1.1.4 NOVOTNÝ & SUK (2013) en su investigación titulada “Leaf recognition 
of Woody species in central europe”, cuyo objetivo fue el desarrollo de un 
sistema de reconocimiento para especies leñosas de Europa Central basado 
en sus hojas, concluyó que una correcta identificación depende en gran 
medida del número de especies involucradas en el reconocimiento, pues 
en lo que a entrenamiento se refiere, un mayor número representa una 
ventaja para el sistema de reconocimiento, aunque también exige la 
adquisición de imágenes de mayor resolución para favorecer una mejor 
discriminación. 
1.1.5 MALCA (2015) en su tesis titulada “Modelo algorítmico para la 
clasificación de una hoja de planta en base a sus características de forma y 
textura”, cuyo objetivo fue obtener el modelo algorítmico de mayor aptitud 
para solucionar el problema de clasificación de hojas, concluyó luego de 
realizar una comparación entre los 4 modelos de clasificación más 
utilizados (árboles de decisión, vecino más cercano, redes neuronales y 
redes bayesianas) que, aunque las redes neuronales presentan una 
destacada precisión en la mayoría de las pruebas de clasificación, no son 
las más fáciles e intuitivas de implementar y utilizar, lo que representa una 
desventaja para el desarrollador y el usuario, en temas como la 
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actualización y configuración de parámetros del modelo para la obtención 
de mejores resultados en la clasificación. 
1.2 Bases Teóricas 
     En esta sección se encuentra una reseña de los temas relacionados a esta tesis. 
El propósito es familiarizar al lector con aquellos tópicos que puedan encontrarse 
fuera de su área de experiencia. 
1.2.1 Identificación de Plantas mediante Software 
     La identificación de una planta puede hacerse tomando en cuenta una 
gran variedad de criterios. Para los botánicos cada parte de una planta es 
capaz de aportar información útil para realizar una correcta identificación2, 
pero para un software puede ser una tarea realmente titánica poder explorar 
a detalle cada parte, por lo cual, se puede realizar un descarte buscando 
simplificar la tarea, sin que ello signifique necesariamente perder 
información relevante para la identificación. 
     De esta manera, se pueden descartar las semillas, pues para disponer de 
ellas se necesitaría extraerlas de los frutos; la corteza, que posiblemente 
serviría para clasificar árboles, pero no especies de menor tamaño; las 
ramificaciones, por la enorme variedad de patrones a computar; así como 
las flores y los frutos si se toma en cuenta su estacionalidad. No así las 
hojas, ya que se encuentran presentes todo el año (salvo algunas 
excepciones), en cantidades más abundantes que las flores, frutos y 
semillas, y obtenerlas no representa dificultad alguna (Cope, Corney, 
Clark, Remagnino, & Wilkin, 2012). 
     Por otro lado, las hojas pueden diferenciarse por el patrón de la 
nervadura, el tipo de borde, la textura, el color y la forma; pero no todas 
estas características son factibles de procesar. Por ejemplo, los distintos 
patrones de la nervadura y el borde son tan sutiles que se requieren 
algoritmos especializados para poder capturarlos con precisión. La textura 
puede tener variaciones apenas perceptibles entre distintas especies por lo 
                                                          
2 Tomado de http://reservaeleden.org/plantasloc/alumnos/manual/03c_clasificacion.html 
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que no siempre resulta una buena opción discriminante. Asimismo, el 
color puede variar muchísimo dependiendo de la época del año, de las 
condiciones de crecimiento de la planta o de la iluminación. Por estas 
razones, la característica más utilizada en la mayoría de software 
desarrollado para la identificación de plantas es la forma de las hojas 
(Valenzuela, 2013). 
1.2.2 Visión por Computador 
     La visión por computador es un área de la inteligencia artificial, que 
consiste en utilizar computadoras para emular la visión humana, aprender, 
hacer inferencias y actuar basados en entradas visuales (Mejía, 2005).  
     El procesamiento digital de imágenes forma parte del área de visión y 
viene a ser el conjunto de técnicas que se aplican a las imágenes digitales 
con el objeto de descartar información irrelevante y hacer evidente 
cualquier detalle que sea de interés, mejorando la calidad y facilitando la 
búsqueda de información3. 
Formación de la imagen digital 
     Aunque se pueden formar imágenes capturando la radiación a lo largo 
de todo el espectro electromagnético, en esta sección solo se hará 
referencia a la parte que comprende la luz visible, y que es abordada por 
los dispositivos de captura de imágenes tradicionales. 
     La luz detectada por el lente objetivo de un dispositivo de captura 
óptico, llega hasta un sensor de imagen denominado Dispositivo de 
Acoplamiento de Carga (CCD, por sus siglas en inglés), que está formado 
por multitudes de receptores fotosensibles llamados “fotodiodos”. Al 
incidir la luz en cada receptor se genera una pequeña señal eléctrica que 
posteriormente es transformada de pulsos a una serie de cadenas binarias 
mediante un conversor analógico digital en un proceso de muestreo y 
cuantificación. Debido a que el sensor posee un área de captura que suele 
ser rectangular, la imagen del mundo real es representada en forma 
                                                          
3 Tomado de https://es.wikipedia.org/wiki/Procesamiento_digital_de_imágenes 
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bidimensional como una matriz numérica, donde sus elementos, 
denominados pixeles, definen la variación del color capturada en 
determinada posición del sensor codificada en un conjunto de bits. Estos 
pixeles son los que finalmente conforman la imagen digital, la cual actúa 
como un almacén de datos que luego puede ser procesado por diferentes 
técnicas y algoritmos con el objeto de extraer información. 
Flujo de actividades 
     Como disciplina, la visión por computador abarca una serie de 
actividades muy bien definidas que siguen un orden jerárquico de 
ejecución. 
Ilustración n.º 1. Flujo de actividades de la Visión por Computador. 
 
Elaborado por el autor. 
a. Adquisición de la Imagen 
     Constituye la primera actividad a ejecutar. Básicamente mediante un 
equipo de captura (una cámara, un escáner u otro dispositivo) se busca 
obtener la imagen objetivo, la cual, según las características del equipo 
en mención, dispondrá de determinado número de colores y número de 
pixeles, que permitirán almacenar un menor o mayor volumen de 
información. 
b. Pre-procesamiento 
     Consiste en la aplicación de un conjunto finito de técnicas de 
“retoque”, que busca ajustar las características de la imagen capturada 
hacia una estandarización, de modo que posteriormente sea posible 
identificar con mayor precisión la información relevante. Entre las 
técnicas pertenecientes a esta actividad tenemos la conversión a escala 
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de grises, la conversión a colores complemento, la manipulación del 
tono, la manipulación del contraste, la manipulación de la propiedad 
gama, etc. 
c. Segmentación y Etiquetado 
     La segmentación viene a ser la piedra angular del procesamiento de 
la imagen en sí, constituyendo el primer paso para el reconocimiento de 
los objetos que se quieren identificar, ya que busca definir la imagen 
como un conjunto de regiones de interés no solapadas, homogenizadas 
en la etapa de pre-procesamiento y cuya unión es la imagen completa. 
     Una de las técnicas más utilizadas en esta actividad es la 
umbralización, que busca determinar conjuntos de pixeles según se 
encuentren debajo o no de un valor umbral. Por ejemplo, al convertir a 
negro todos los pixeles con valores RGB inferiores a cierto umbral y 
manteniendo todos los demás, se puede separar el fondo del resto de 
objetos presentes en una imagen. 
     Se tienen, además, técnicas de filtrado que aplicadas permiten 
detectar puntos aislados, resaltar o difuminar líneas, bordes y regiones, 
utilizando la información contenida en los pixeles vecinos, según un 
rango de variación permitido. Por otro lado, mediante algoritmos 
morfológicos es posible realizar operaciones lógicas simples entre los 
conjuntos de pixeles presentes en la imagen. 
     Una vez segmentada la imagen a través de algunas de las técnicas 
antes descritas, se efectúa el etiquetado. El etiquetado consiste en 
asignar un nombre a cada conjunto de pixeles (segmento o región) ya 
definido, para luego pasar a la tarea de extracción de características que 
lo definen como conjunto. 
d. Descripción y Extracción de Características 
     Esta actividad busca “describir” cada objeto, extrayendo sus 
características para poder reconocerlo. Un objeto de la imagen puede 
estar constituido por varios segmentos o regiones. 
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     La extracción de las características busca representar la información 
mediante un vector patrón con un número “n” de variables que 
constituyen una clase. Es frecuente buscar que las características 
utilizadas sean invariantes con respecto al tamaño, localización u 
orientación del objeto. 
     Entre las técnicas utilizadas en esta actividad se tienen los 
denominados “descriptores de forma” que utilizan la información de los 
pixeles que componen la frontera o borde del objeto, como el código de 
cadena, las aproximaciones poligonales, las representaciones polares, 
entre otros. 
     En menor medida se usan los “descriptores de textura” que utilizan 
toda la información de los pixeles que forman parte del objeto, como 
los momentos estadísticos entre ellos, la media, la varianza y otros. 
e. Reconocimiento y Clasificación 
     En esta penúltima parte, se busca asignar partes del vector de 
características a grupos. Entre las técnicas aquí aplicadas tenemos el 
clustering, que emplea cálculo de distancias y la geometría de las 
formas; los métodos estadísticos, que se basan en el análisis de 
varianzas, covarianzas, distribución y dispersión; las funciones 
discriminantes, los k - vecinos más cercanos, las redes neuronales y 
otros. 
f. Toma de decisiones 
     Una vez clasificados los objetos solo queda tomar una decisión, la 
cual dependerá de la problemática que se esté abordando. Por ejemplo, 
en la presente investigación, tocará decidir si la identificación resultante 
es correcta o no, para calcular las respectivas métricas de desempeño. 
1.2.3 Sistema Inmune Artificial 
     Desde hace no muchos años y a través de la interacción entre diferentes 
disciplinas, se ha buscado destacar y aprovechar los comportamientos 
biológicos puros como modelos para dar solución a problemas de la vida 
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real, siendo éstos escenarios tediosos y altamente complejos por involucrar 
un gran número de variables, toma de decisiones, procesos que requieren 
mucho entrenamiento, gran demanda de tiempo y casi siempre 
conocimientos específicos o avanzados. Numerosos estudios de biología 
teórica como los de (Kowal, y otros, 2004) o (Wallace & Wallace, 2002) 
han revelado la capacidad cognitiva del sistema inmune biológico, 
permitiendo, mediante la inspiración en sus diversas características 
(facilidad de adaptación, memoria asociativa, generalización, 
reconocimiento de patrones, etc.) construir sistemas computacionales. A 
éstos se les conoce como Sistemas Inmunes Artificiales (AIS, por sus 
siglas en inglés).  
     Los AIS4 han sido aplicados a una variedad de problemas como 
detección de virus, monitoreo de procesos industriales, detección de tráfico 
irregular en redes, clasificación de correo electrónico, entrenamiento de 
robots y diagnóstico médico.  
Fundamento: Sistema Inmune Biológico 
     El sistema inmune biológico consta de un conjunto de células, 
moléculas y órganos cuyo objetivo principal es mantener al organismo 
sano, defendiéndolo del ataque de patógenos (agentes invasores), 
poseedores de sustancias nocivas llamadas antígenos. 
     El mecanismo de defensa del sistema inmune presenta varios niveles. 
El primer nivel es la piel, una barrera física que trabaja como un gran 
escudo para el organismo. El segundo nivel lo constituyen las diferentes 
condiciones fisiológicas que son desfavorables para la sobrevivencia de 
algunos patógenos, como son la saliva, el sudor, la temperatura, etc. Los 
siguientes niveles, son dos sistemas que se encuentran fuertemente 
interrelacionados, denominados: sistema inmune innato y sistema inmune 
adaptativo. Son particularmente éstos los que han servido de inspiración 
para la creación de los diferentes modelos y teorías que en conjunto se 
denominan Sistemas Inmunes Artificiales (Cruz & Coello, 2002). 
                                                          
4 Artificial Immune Systems 
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Ilustración n.º 2. Niveles de defensa del Sistema inmune biológico. 
 
Tomado de Revista Digital Universitaria UNAM, 2002. 
a. Sistema Inmune Innato 
     La inmunidad innata es llamada así, porque el organismo nace con 
la habilidad de reconocer y destruir ciertos patógenos. Sin embargo, el 
papel principal que tiene el sistema inmune innato es la activación de la 
respuesta del sistema inmune adaptativo. 
     Las células representantes de este tipo de inmunidad son los 
llamados fagocitos. La función principal de los fagocitos cuando han 
encontrado algún patógeno es ingerirlo, y fraccionarlo en partes más 
pequeñas, las cuales son presentadas ante las células del siguiente nivel 
de defensa (los linfocitos T) para ser analizadas en busca de antígenos. 
b. Sistema Inmune Adaptativo 
     Este nivel de defensa es el que posee las características más 
interesantes, como especificidad, memoria y generalización. La 
especificidad consiste en que existe una respuesta diferente para cada 
antígeno que se ha identificado. Por otra parte, ante repetidas 
apariciones del mismo tipo de antígeno, el sistema tiene la habilidad de 
“recordar” infecciones pasadas y mejorar su respuesta, mostrándose 
cada vez más rápida y eficiente. Además, ante la aparición de un 
antígeno similar (pero no idéntico) a alguno que se ha reconocido antes, 
el sistema es capaz de desplegar una respuesta inmune genérica, para 
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contener el ataque inicial, mientras prepara una respuesta más 
específica con la que pueda neutralizar y eliminar al antígeno. 
     Las células representantes de este nivel son un tipo especial de 
glóbulos blancos denominados linfocitos, los que se encuentran 
circulando a través de todo el organismo y tienen la mayor 
responsabilidad en la activación del proceso inmune. 
     Existen dos tipos de linfocitos, los linfocitos T que maduran en la 
glándula Timo (de allí su nombre “T”) y los linfocitos B que maduran 
en la Médula Ósea (Bone Marrow en inglés, de allí su nombre “B”). 
     A continuación, se listan los principales roles que desempeñan los 
linfocitos T en el sistema inmune adaptativo: 
 Identificar antígenos a partir de un repertorio limitado de 
información. Este repertorio se encuentra codificado en un segmento 
particular de genes denominado Complejo de Mayor 
Histocompatibilidad (MHC, por sus siglas en inglés) que es 
transmitido de generación en generación. 
 Regular la actividad de otras células inmunes. Los linfocitos T – 
Colaboradores se encargan de organizar a otras células del sistema 
inmune para presentar una respuesta coordinada y evitar alguna 
reacción alérgica o auto ataque. Los linfocitos T – Supresores en 
cambio, se encargan de desactivar la respuesta inmune una vez 
eliminada toda presencia de antígenos. 
 Eliminar ciertos tipos de antígenos. Los linfocitos T – Citotóxicos se 
encargan de eliminar indirectamente a ciertos antígenos, tras inducir 
a la muerte a células infectadas por virus, o que presentan mal 
funcionamiento como las células tumorales. 
 Estimular a los linfocitos B para la producción de anticuerpos. Éste 
es sin duda, el rol más importante. Sin la producción de anticuerpos, 
el número de células inmunes sería insuficiente ante un ataque, 
incluso si se coordinase una respuesta entre todas las células del 
sistema inmune al mismo tiempo. 
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     Por otro lado, los linfocitos B por su parte se encargan de: 
 Crear células plasmáticas para la producción de anticuerpos. Los 
linfocitos B con alta afinidad a ciertos antígenos crean clones de 
células plasmáticas que actúan como fábricas de anticuerpos 
específicos para esos antígenos. La afinidad se mide por el grado de 
unión existente entre el receptor del anticuerpo (parátopo) y el 
extremo del antígeno que se acopla a éste (epítopo), funcionando 
como una llave y su cerradura. El antígeno es nocivo en sí mismo, 
pero unido al anticuerpo se vuelve completamente inocuo. 
 Crear células de memoria, por si se presenta un ataque recurrente. 
Las células de memoria son capaces de vivir inactivas durante meses 
o años, hasta que el cuerpo se ve expuesto a un antígeno reconocido 
con anterioridad. 
 Lograr una determinada especificidad ante un antígeno nunca 
reconocido, o similar (pero no idéntico) a uno reconocido con 
anterioridad. Esto se realiza mediante combinación (cruce) de los 
segmentos de genes MHC o a través de pequeñas modificaciones 
(mutación) en dicho repertorio. 
Descripción del Proceso de Respuesta Inmune 
     Cuando un patógeno logra ingresar al organismo, suele ser detectado 
por algún fagocito que procede a devorarlo. Ciertos fragmentos del 
patógeno son expuestos en la superficie del fagocito, que va en búsqueda 
del linfocito T más cercano para presentarlos (aquí el fagocito toma el 
nombre de APC o célula presentadora de antígenos). El linfocito T 
examina los fragmentos en busca de antígenos, los cuales es capaz de 
reconocer mediante la información codificada en su MHC. En caso de 
detectar alguno, envía continuamente una señal de alerta (estimulación) a 
todo linfocito que esté cercano (especialmente a los linfocitos B). Los 
linfocitos B con más alta afinidad al antígeno detectado son estimulados, 
respondiendo con la creación en masa de células plasmáticas y células de 
memoria, por medio de un proceso de clonación. Las células plasmáticas 
recién creadas comienzan la producción de anticuerpos específicos que son 
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capaces de neutralizar de forma eficiente al antígeno detectado 
volviéndolo inocuo. Además, éstos anticuerpos al unirse al antígeno, 
marcan a los patógenos portadores del antígeno para su eliminación, ya 
que envían señales a otras células inmunes para que acudan a atacarlos 
(Woods Schindler, 1991). 
Ilustración n.º 3. Proceso de Respuesta Inmune. 
 
Elaborado por el autor. 
     Una vez eliminados los patógenos y con ellos toda presencia del 
antígeno, el equilibrio de células inmunes debe mantenerse, por lo que el 
exceso de clones creados es eliminado. Éste proceso se denomina 
apoptosis y significa la muerte de dichas células. Sin embargo, el sistema 
inmune reserva una cantidad suficiente de clones como células de memoria 
que guardan afinidad muy alta con el antígeno detectado, lo que le permite 
desplegar respuestas cada vez más eficientes y rápidas, denominadas 
respuestas secundarias, ante un ataque recurrente. 
Características del Sistema Inmune Biológico 
     Las siguientes características han hecho tan atractivo al sistema inmune 
biológico desde el punto de vista del procesamiento de información: 
 Sistema multicapa, diverso en componentes, distribuido, auto 
organizado y robusto  
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     Existen diferentes niveles o capas de defensa, cuyos componentes 
son heterogéneos. Dichos componentes se encuentran distribuidos a 
través de todo el organismo y, aunque no existe un procesador central, 
actúan de forma coordinada en la ejecución de sus tareas. Debido a su 
distribución, en caso de presentarse alguna falla, el sistema puede 
recuperarse rápidamente. 
 Excelente reconocedor de patrones, tolerante al ruido y muy 
flexible 
     Reconoce prácticamente cualquier variedad de antígenos con un 
repertorio limitado de información, incluso si nunca existió exposición 
a éstos. También puede presentar una respuesta genérica ante antígenos 
similares (con ruido), mientras busca mejorar su afinidad para 
neutralizarlos efectivamente. 
 Presenta memoria y aprendizaje  
     Recuerda patrones presentados con anterioridad, y ante repetidas 
exposiciones frente a un mismo antígeno, mejora su respuesta tanto en 
acción y tiempo, aprendiendo de la experiencia. 
 Presenta identidad y comportamiento emergente  
     Distingue entre lo propio y lo impropio, presentando un 
comportamiento global tan complejo que es producto de interacciones 
locales simples entre sus propios componentes. 
Modelos AIS más representativos 
     A continuación, se presentan los modelos AIS más importantes5: 
 Principio de Discriminación entre lo Propio e Impropio 
     Las células inmunes tienen receptores en su superficie que 
discriminan lo que pertenece al cuerpo o denominado Propio, de lo que 
es ajeno al cuerpo o denominado Impropio. Una célula inmune no se 
                                                          
5 Tomado de http://www.artificial-immune-systems.org/ 
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activa ni participa en una respuesta inmune a menos que los receptores 
de su superficie se adhieran a un antígeno con una afinidad superior a 
un determinado umbral. 
 Modelo de Selección Negativa 
     Para aprender a discriminar entre lo propio e impropio, el sistema 
inmune biológico se basa en el Principio de Selección Negativa: durante 
su vida temprana, las células inmunes (especialmente los linfocitos T) 
de nueva creación se enfrentan a elementos propios. Cualquier célula 
inmune que coincide con (se adhiere a) elementos propios es eliminada. 
Sólo las células inmunes que no coinciden se mantienen. De acuerdo a 
esta teoría, las células inmunes que sobreviven a la selección negativa 
se activan directamente ante la presencia de elementos nocivos 
(patógenos y células infectadas o tumorales). Estas células no necesitan 
una “señal de confirmación” para activarse y participar en una respuesta 
inmune. 
 Modelo de Selección Clonal 
     Está basada en la maduración de la afinidad de las células B. 
Básicamente este modelo extrae dos características fundamentales del 
sistema inmune biológico: la proliferación de las células B en forma 
proporcional a su afinidad con un antígeno (a mayor afinidad, mayor 
número de clones producidos) y la mutación experimentada por los 
anticuerpos con objeto de alcanzar especificidad frente a un antígeno 
similar o desconocido (a menor afinidad, mayor es la mutación). 
 Teoría del Peligro 
     Esta teoría cambia el clásico principio de “propio e impropio” por 
“nocivo e inofensivo” e intenta explicar porque en algunos casos no 
existe una distinción entre lo propio e impropio. Por ejemplo, ¿Por qué 
el sistema inmune a veces no reacciona ante una extraña bacteria en la 
comida? El concepto central es que el sistema inmune reacciona solo 
ante el peligro. Dicho peligro es indicado por señales de estrés que son 
enviadas por las células cuando mueren de una forma no natural, es 
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decir, cuando mueren a causa del daño infligido por algún antígeno. La 
teoría entonces postula que, en nuestro organismo los anticuerpos 
producidos por los linfocitos B pueden detectar la presencia de 
antígenos circulando libremente, ante lo cual emiten una señal de 
reconocimiento, que advierte a las células inmunes cercanas la 
presencia del antígeno en los alrededores. Estas células al recibir la 
señal entran en un estado de vigilancia, pero no tienen autorizado 
eliminar al antígeno. Sin embargo, cuando el antígeno ataca a una 
célula, la célula moribunda lanza una señal de alarma, que establece una 
zona de peligro alrededor de ella. En este momento, las células inmunes 
circulantes son reclutadas y autorizadas a atacar a los antígenos que se 
encuentren dentro de la zona de peligro. Por otro lado, si existen 
antígenos detectados fuera de la zona de peligro, aunque exista una alta 
afinidad entre anticuerpo y antígeno, las células inmunes no estarán 
autorizadas a eliminarlos. 
 Teoría de la Red Inmune 
     Este modelo está basado en el hecho de que cualquier receptor en 
una célula puede ser reconocido por un grupo de receptores de otras 
células, reconociéndose unas a otras. Por ejemplo, las células B son 
estimuladas no solamente por la presencia de antígenos sino también 
por otras células B, y este mecanismo de retroalimentación permite la 
estimular la habilidad de memoria. 
1.3 Marco conceptual 
     En esta sección se exploran con mayor detalle los conceptos sobre los que se 
sustenta la investigación. 
1.3.1 Extracción de Características  
     El término “extracción de características” tiene un doble significado. 
Por un lado, se refiere al proceso de extraer algunas medidas numéricas e 
información relevante de los datos en bruto de los patrones suministrada 
por los sensores para la clasificación. Por otro lado, se define también 
como el proceso de formar un conjunto de características de dimensión X 
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partiendo de los datos de entrada de dimensión Y>X. Como se explicó con 
anterioridad, la extracción de características viene a ser una actividad 
previa a la clasificación, pero posterior a la segmentación de la imagen. 
     Dado que el presente proyecto busca identificar las plantas mediante la 
forma de las hojas, se utilizó especialmente descriptores de forma para 
caracterizar el vector. 
Descriptores de forma (Fajardo I., 2009) 
     Son los descriptores más tradicionales, resultantes de la combinación 
de parámetros primitivos dispuestos de tal forma que se eliminan las 
dimensiones y generalmente se muestran invariantes a escala, rotación o 
traslación. 
     A continuación, se describen algunos parámetros primitivos: 
 Área: Suma de los pixeles que conforman la región interna del borde. 
 Perímetro: Suma de los pixeles que conforman el borde de una región. 
 Eje Mayor: Línea que pasa por el centro de gravedad de una región y 
que conecta los puntos A y B más distantes del borde de dicha región. 
Como medida viene a ser la longitud de ésta línea, es decir, la distancia 
entre los puntos A y B. 
 Eje Menor: Línea perpendicular al eje mayor que conecta los puntos C 
y D más distantes del borde de una región. Como medida viene a ser la 
longitud de esta línea, es decir, la distancia entre los puntos C y D. 
     Así como algunos de los descriptores de forma más utilizados: 
 Compacidad 
     También conocido como Circularidad. Relaciona el perímetro y el 
área de una región. Es una medida adimensional, ya que el perímetro se 
encuentra elevado al cuadrado de forma que se anulan las unidades 
cuadradas del área. Un valor alto indicará que la región es compacta, 
mientras que uno bajo indicará dispersión. Algunas de sus variantes 
como la redondez, utilizan un valor de 4𝜋 como factor de 
normalización. 
  
19 
 
Ecuación n.º 1. Cálculo de la Compacidad. 
𝐶𝑜𝑚𝑝𝑎𝑐𝑖𝑑𝑎𝑑 =  
Á𝑟𝑒𝑎 𝑑𝑒 𝑙𝑎 𝑅𝑒𝑔𝑖ó𝑛
(𝑃𝑒𝑟𝑖𝑚𝑒𝑡𝑟𝑜 𝑑𝑒 𝑙𝑎 𝑅𝑒𝑔𝑖ó𝑛)2
 
     Por ejemplo, en la Ilustración n.º 4, la compacidad de (a) es mayor 
que la compacidad de (b) porque, aunque ambas regiones tienen la 
misma área, el perímetro de (a) es menor que el perímetro de (b). 
Ilustración n.º 4. Ejemplo de Compacidad. 
 
Tomado y modificado de (Fajardo I., 2009). 
 Excentricidad 
     También conocido como relación de aspecto, relaciona el eje mayor 
(ancho) y el eje menor (alto) de una región. Es una medida 
adimensional, ya que las unidades del eje mayor se anulan con las del 
eje menor. Mide el grado de uniformidad de la región. Un valor 
próximo a uno indicara una forma perfecta, es decir, un cuadrado o un 
círculo. 
Ecuación n.º 2. Cálculo de la Excentricidad. 
𝐸𝑥𝑐𝑒𝑛𝑡𝑟𝑖𝑐𝑖𝑑𝑎𝑑 =  
𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑑𝑒𝑙 𝑒𝑗𝑒 𝑚𝑎𝑦𝑜𝑟
𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑑𝑒𝑙 𝑒𝑗𝑒 𝑚𝑒𝑛𝑜𝑟
 
     Por ejemplo, en la Ilustración n.º 5, la excentricidad de (a) es igual 
a 1, porque el eje mayor y el eje menor tienen la misma longitud, 
mientras que la excentricidad de (b) es mayor a 1, porque su eje mayor 
tiene una longitud mayor que su eje menor. 
Ilustración n.º 5. Ejemplo de Excentricidad. 
 
Tomado y modificado de (Fajardo I., 2009). 
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 Convexidad 
     Una región es convexa si y solo si para cualquier pareja de puntos 
de dicha región, existe una línea recta que los une y que pertenece al 
interior de la región. Por otro lado, la envolvente convexa de una región 
R es la menor región convexa H que incluya a la región R. Este 
parámetro mide las formas irregulares y, por tanto, hace una buena 
estimación para figuras que no sean ni circulares, ni cuadradas. 
También es una medida adimensional, porque la unidad de medida de 
ambas regiones es la misma. 
Ecuación n.º 3. Cálculo de la Convexidad. 
𝐶𝑜𝑛𝑣𝑒𝑥𝑖𝑑𝑎𝑑 =  
Á𝑟𝑒𝑎 𝑑𝑒 𝑙𝑎 𝑒𝑛𝑣𝑜𝑙𝑣𝑒𝑛𝑡𝑒 𝑐𝑜𝑛𝑣𝑒𝑥𝑎 𝐻
Á𝑟𝑒𝑎 𝑑𝑒 𝑙𝑎 𝑟𝑒𝑔𝑖ó𝑛 𝑅
 
     Por ejemplo, en la Ilustración n.º 6, la convexidad de (a) es igual a 
1, porque el área de la envolvente convexa es igual al área de la región, 
mientras que la convexidad de (b) es mayor a 1, porque el área de la 
envolvente convexa es mayor al área de la región. 
Ilustración n.º 6. Ejemplo de Convexidad. 
 
Tomado y modificado de (Fajardo I., 2009). 
 Rectangularidad 
     Para el cálculo de la rectangularidad se utiliza la relación entre el 
área de una región y el área del rectángulo base. El rectángulo base es 
el rectángulo más pequeño que contiene completamente la región. Este 
parámetro es adimensional, teniendo un valor entre [0, 1]. Valores 
próximos a 1 corresponden con formas cuadradas perfectas. 
Ecuación n.º 4. Cálculo de la Rectangularidad. 
𝑅𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑑𝑎𝑑 =  
á𝑟𝑒𝑎 𝑑𝑒 𝑙𝑎 𝑟𝑒𝑔𝑖ó𝑛
á𝑟𝑒𝑎 𝑑𝑒𝑙 𝑟𝑒𝑐𝑡á𝑛𝑔𝑢𝑙𝑜 𝑏𝑎𝑠𝑒
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     Por ejemplo, en la Ilustración n.º 7, la rectangularidad de (a) es igual 
a 1, porque el área de la región es igual al área del rectángulo base, 
mientras que la rectangularidad de (b) es menor a 1, porque el área de 
la región es menor al área del rectángulo base. 
Ilustración n.º 7. Ejemplo de Rectangularidad. 
 
Tomado y modificado de (Fajardo I., 2009). 
1.3.2 Sistema Inmune Artificial de Reconocimiento (AIRS) 
     El algoritmo AIRS se basa en una serie de principios básicos de los 
Sistemas Inmunes Artificiales, los cuales son una abstracción libre de la 
investigación realizada acerca del sistema inmunológico de los mamíferos 
(Brownlee, 2005). 
     Una vista simplificada del sistema inmune consiste en que se trata de 
un órgano encargado de detectar materiales potencialmente dañinos 
conocidos como antígenos, y responder protegiendo al organismo de estos 
materiales.  
     El sistema inmune es capaz de adaptarse y mejorar el reconocimiento 
de los antígenos a través del tiempo. Cuanto más antígenos con similares 
características son observados, mejor es la respuesta del sistema para 
reconocerlos y responder ante su ataque. Esta respuesta viene a través de 
anticuerpos que neutralizan a los antígenos volviéndolos inocuos.  
     Las células encargadas del reconocimiento son las células T y células 
B. Éstas células se adaptan a antígenos específicos y son capaces de 
encontrar coincidencia entre sus receptores y las características presentes 
en los antígenos. El término utilizado para describir el grado de similitud 
entre una célula y un antígeno se conoce como Maduración de la Afinidad.  
     Durante una respuesta inmune, las células realizan una Expansión 
Clonal, que no es más que la generación de muchos clones con el objeto 
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de encontrar la mejor configuración de sus receptores frente al espacio de 
características de un antígeno visto. 
     Un proceso denominado Hipermutación Somática se encarga de mutar 
los clones generados en proporción a la afinidad entre la célula y el 
antígeno. Este proceso de mutación permite desarrollar algunos receptores 
diferentes a los de los padres, permitiendo a los hijos presentar una mayor 
o menor afinidad con el antígeno. Entonces se realiza una competición y 
un proceso denominado Selección Clonal en el que se preserva de entre 
los clones mutados a la célula con mayor afinidad, ya que el sistema 
inmune debe poseer alguna forma de memoria para recordar antiguas 
amenazas, y poder así defender mejor el organismo ante ataques futuros. 
Ciclo de vida del algoritmo 
     El objetivo del algoritmo AIRS es preparar un conjunto de células de 
reconocimiento o células de memoria, las cuales representan a todo el 
conjunto de ejemplos de entrenamiento del modelo que ha sido presentado 
ante el sistema y que son capaces de discriminar incluso datos nunca 
vistos, pero que guardan algún grado de similaridad con modelos previos. 
Ilustración n.º 8. Ciclo de vida del Algoritmo AIRS 
 
Tomado de (Brownlee, 2005) 
     El ciclo de vida del algoritmo se compone de cuatro etapas, las cuales 
se presentan a continuación: 
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1. Inicialización. 
     El primer paso en esta etapa consiste en preparar los datos para ser 
usados durante la etapa de entrenamiento. Aquí los ejemplos de 
entrenamiento deberán ser normalizados de modo que el rango de cada 
atributo numérico se encuentre en el rango de [0, 1]. Una medida de 
afinidad será también requerida para ser utilizada durante todo el 
proceso de entrenamiento. La medida típica es la distancia euclidiana 
inversa. El punto importante aquí es que la máxima distancia medida 
entre dos células de reconocimiento o entre antígeno y célula de 
reconocimiento, debe estar también en el rango de [0, 1]. Una propuesta 
que asegura que los datos resultantes de la distancia estén en el rango 
de [0, 1], sin requerir que los datos sean normalizados es simplemente 
dividir la distancia euclídea calculada por la máxima distancia entre dos 
vectores. 
     En el cálculo de la distancia euclídea, 𝑣1 y 𝑣2 representan dos 
elementos a los que se les mide su afinidad y 𝑛 es el número de 
atributos. 
Ecuación n.º 5. Cálculo de la Distancia Euclídea. 
𝑑𝑖𝑠𝑡 =  √∑(𝑣1𝑖 − 𝑣2𝑖)2
𝑛
𝑖=1
 
     La distancia máxima entre dos vectores de datos es simplemente la 
raíz cuadrada de la suma de sus rangos al cuadrado, donde 𝑟 es el rango 
conocido de los datos para el atributo 𝑖. 
Ecuación n.º 6. Cálculo de la Máxima Distancia. 
max 𝐷𝑖𝑠𝑡 =  √∑ 𝑟𝑖
2
𝑛
𝑖=1
 
     La afinidad es un valor de similaridad, por tanto, significa que 
mientras más pequeño sea el valor de la afinidad, más alta será la 
cercanía o similaridad entre dos vectores. 
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Ecuación n.º 7. Cálculo de la Afinidad. 
𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 =  (
𝑑𝑖𝑠𝑡
max 𝐷𝑖𝑠𝑡
) 
     El siguiente paso es inicializar el conjunto de células de memoria. El 
conjunto de células de memoria es la colección de elementos de 
reconocimiento que el algoritmo produce al finalizar el esquema de 
entrenamiento y que es usado como conjunto clasificador. Este paso 
puede ser opcional, pero en caso de implementarlo involucra la 
selección aleatoria de determinado número de antígenos que serán 
convertidos en células de memoria. 
     El paso final es calcular el “umbral de afinidad”. El umbral de 
afinidad es la afinidad promedio entre los ejemplos de entrenamiento o 
también denominados antígenos (𝑎𝑔). El umbral puede calcularse ya 
sea con una muestra o con todos los ejemplos de entrenamiento. El valor 
obtenido será utilizado posteriormente para determinar si un candidato 
a célula de memoria que ha sido preparado durante el esquema de 
entrenamiento, puede reemplazar a una célula de memoria existente en 
el conjunto clasificador. 
Ecuación n.º 8. Cálculo del Umbral de Afinidad. 
𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  
∑ ∑ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦(𝑎𝑔𝑖, 𝑎𝑔𝑗)
𝑛
𝑗=𝑖+1
𝑛
𝑖=1
(
𝑛(𝑛 − 1)
2 )
 
2. Entrenamiento con el antígeno. 
     Desde esta etapa, el algoritmo procede enviando uno tras otro los 
ejemplos de entrenamiento para preparar al algoritmo clasificador. 
Cada antígeno es expuesto al conjunto de células de memoria una sola 
vez. Las células de reconocimiento son estimuladas por el antígeno y a 
cada célula se le asigna un valor de estimulación (en este caso la 
afinidad invertida), y la célula de memoria con la mayor estimulación 
es seleccionada para ser utilizada en el proceso de maduración. 
Ecuación n.º 9. Cálculo de la estimulación. 
𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 1 − 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 
  
25 
 
     Entonces, son creados desde la célula de memoria seleccionada un 
número determinado de clones mutados que son agregados al conjunto 
de ARBs. Un ARB o Círculo de Reconocimiento Artificial, es un 
concepto abstracto y representa un número de células de 
reconocimiento similares o idénticas. El conjunto de ARBs es un área 
de trabajo donde el algoritmo refina los clones mutados de la célula de 
memoria seleccionada por un antígeno específico. 
Ecuación n.º 10. Cálculo del número de clones a crear de una célula de memoria. 
𝑛𝑜. 𝑐𝑙𝑜𝑛𝑒𝑠𝑚𝑐 = 𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 ∗ 𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒 ∗ ℎ𝑖𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑅𝑎𝑡𝑒 
3. Competencia por recursos limitados 
Ilustración n.º 9. Competencia por recursos limitados. 
 
Tomado de (Brownlee, 2005) 
     Una vez que los clones mutados han sido agregados al conjunto de 
ARBs, comienza el proceso de generación y competencia de los ARBs. 
La competencia por los recursos limitados es utilizada para controlar el 
tamaño del conjunto de ARBs y promover aquellos ARBs con mayor 
estimulación (y, por ende, mayor afinidad) al antígeno en cuestión. El 
usuario define el parámetro 𝑡𝑜𝑡𝑎𝑙𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠 como el número máximo 
de recursos que pueden ser asignados. Durante el proceso de asignación 
de recursos, el total de recursos asignados es determinado y comparado 
nuevamente contra el total de recursos permitidos, es decir, contra el 
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valor de 𝑡𝑜𝑡𝑎𝑙𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠. El conjunto de ARBs es entonces ordenado 
en forma descendente según los recursos asignados, y los recursos son 
removidos de los ARBs comenzando desde el final de la lista hasta que 
el total asignado de recursos está por debajo del total de recursos 
permitidos. Finalmente, los ARBs con cero recursos son removidos del 
conjunto de ARBs. 
Ecuación n.º 11. Cálculo del número de recursos por asignar a determinado ARB 
𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑆𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒 ∗ 𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒 
     La condición de parada de este proceso de refinamiento ocurre 
cuando la estimulación normalizada promedio es mayor al parámetro 
𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒 definido por el usuario. La condición de parada 
permite saltarse el proceso de generación de más clones cuando el 
conjunto de ARBs ya alcanzó un estado deseable. En este proceso sólo 
se consideran los ARBs de la misma clase del antígeno, lo que significa 
que la clase de un ARB no se modifica en el proceso de mutación. El 
proceso de generación de más clones busca en el conjunto de ARBs y 
genera clones mutados para cada ARB usando los mismos pasos de 
Expansión Clonal e Hipermutación Somática usadas previamente para 
generar los clones mutados de la célula de memoria seleccionada. 
Ecuación n.º 12. Cálculo del número de clones creados por cada ARB. 
𝑛𝑜. 𝑐𝑙𝑜𝑛𝑒𝑠𝑎𝑟𝑏 = 𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒 ∗ 𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒 
4. Selección de una Célula de Memoria 
     Una vez alcanzada la condición de parada para el proceso de 
refinamiento de los ARBs, el ARB con la mayor estimulación 
normalizada es seleccionado para ser un candidato a célula de memoria. 
El ARB es copiado dentro del conjunto de células de memoria si el valor 
de estimulación del candidato es mejor que el valor de la célula de 
memoria originalmente seleccionada. Además, se revisa si la célula de 
memoria seleccionada debe ser removida. Esto ocurre si la afinidad 
entre la célula y el candidato es menor al criterio de corte. El criterio de 
corte está definido por la multiplicación del umbral de afinidad 
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calculado en la etapa de entrenamiento con el antígeno, por el parámetro 
𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑆𝑐𝑎𝑙𝑎𝑟 definido por el usuario. 
Ecuación n.º 13. Cálculo del criterio de corte para eliminar una célula de memoria. 
𝑐𝑢𝑡𝑂𝑓𝑓 = 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ∗ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑆𝑐𝑎𝑙𝑎𝑟 
Clasificación * 
     Esta no es una etapa del algoritmo en sí, sino que cuando el proceso 
de entrenamiento se ha completado, el conjunto resultante de células de 
memoria viene a ser el corazón del clasificador AIRS. Los vectores de 
datos contenidos en cada célula pueden ser de-normalizados o continuar 
así para el proceso de clasificación. Este proceso ocurre utilizando el 
esquema de los “𝑘 - vecinos más cercanos” donde las 𝑘 mejores 
coincidencias con las instancias de datos son encontradas y la clase se 
determina por mayoría de votos. 
Parámetros definidos por el usuario 
     En el apartado anterior se mencionaron algunos parámetros que pueden 
ser definidos por el usuario, con el objeto de tener un control más fino 
sobre el esquema de entrenamiento para problemas específicos, aunque 
casi siempre el algoritmo se comporte de manera estable para la mayoría 
de conjuntos de entrenamiento. A continuación, se describen con mayor 
detalle los parámetros del algoritmo: 
 Escalar del Umbral de Afinidad (𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑆𝑐𝑎𝑙𝑎𝑟) 
     Es un número que provee una medida de ajuste al umbral automático 
haciéndolo menor o mayor que el “valor de afinidad” promedio. Si el 
parámetro minimiza el umbral causa un menor reemplazo de las células 
de memoria, y al contrario si lo maximiza demasiado. Valores comunes 
se encuentran en el rango de [0.1, 0.3], lo cual mantiene algo 
minimizado el umbral. El tener un escalar cercano al promedio produce 
demasiados reemplazos, así tener un umbral multiplicado por un 10% 
o 20% del promedio causa menos sustituciones y una clasificación más 
efectiva en el conjunto de células de memoria. 
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 Tasa de Clonación (𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒) 
     Este parámetro es utilizado en tres partes del algoritmo. Primero, 
junto a la “tasa de hipermutación” para determinar el número de clones 
de la célula de memoria seleccionada para crear la población de ARBs. 
Luego, para determinar el número de recursos a ser asignados. Y 
finalmente, para determinar el número de clones de cada ARB a crear 
durante el refinamiento del conjunto de ARBs. Esto significa que el 
número de clones a ser creados se encuentra en el rango de [0, 
𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒], al igual que el número de recursos a ser asignados, lo cual 
tiene un impacto directo en el número de recursos que podrían 
asignarse. Los valores típicos para la 𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒 son cercanos a 10. 
 Tasa de Hipermutación (ℎ𝑖𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑅𝑎𝑡𝑒) 
     Este parámetro es utilizado junto a la “tasa de clonación” y a la 
estimulación de las células determinando el número de clones mutados 
de la célula de memoria seleccionada que pueden ser creados. Es común 
que la tasa de hipermutación sea de dos, para producir el doble de clones 
mutados para la célula de memoria que para un ARB. Esto con el objeto 
de inicializar el conjunto de ARBs que posteriormente serán refinados 
y competirán por los recursos del sistema. 
 Totalidad de Recursos (𝑡𝑜𝑡𝑎𝑙𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠) 
     El número total de recursos limita directamente el número de ARBs 
que pueden coexistir en el conjunto de ARBs. Debido a que la cantidad 
de recursos asignados a cada ARBs está en el rango de [0, 𝑐𝑙𝑜𝑛𝑎𝑙𝑅𝑎𝑡𝑒], 
el total de recursos se situará en algún lugar en torno a la “tasa de 
clonación” multiplicado por el número de ARBs deseados en el 
conjunto de ARBs. Los valores para este parámetro varían desde 150 
hasta 300. 
 Umbral de Estimulación (𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒) 
     El criterio de parada para el refinamiento de los ARBs se da cuando 
el “valor de estimulación” promedio está por encima del umbral de 
estimulación. Este parámetro controla la cantidad de refinamiento 
realizado sobre los ARBs para un antígeno, y por tanto cuán cercano 
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deben estar los ARBs al antígeno en cuestión. Los valores de este 
parámetro son comúnmente elevados, alrededor de 0.9, lo que significa 
que la estimulación promedio debe ser muy alta, implicando que la gran 
mayoría de ARBs podrían ser muy similares al antígeno. El rango del 
valor para el umbral de estimulación obviamente está entre [0, 1] ya que 
el promedio fluctúa en el mismo rango. 
 k - vecinos más cercanos (𝑘𝑛𝑛) 
     El parámetro 𝑘𝑛𝑛 es usado solamente al momento de la clasificación 
en el algoritmo. El número de células que posean la mejor coincidencia 
con el dato a clasificar usarán el voto por mayoría para asignar una 
clasificación a un antígeno nunca visto. Cuando un empate ocurre, el 
índice de la clase con el menor número es seleccionado siempre. Los 
valores comunes para el 𝑘𝑛𝑛 están en el rango de [1,7]. 
1.4 Hipótesis 
     H1: El desempeño del Sistema Inmune Artificial de Reconocimiento en la 
identificación de plantas es significativamente menor que el desempeño reportado 
en la literatura por las redes neuronales. 
     H2: Existe diferencia significativa en el desempeño del Sistema Inmune 
Artificial de Reconocimiento cuando se realiza el entrenamiento del sistema con 
imágenes de cierto conjunto, y se realiza la prueba (de identificación) con 
imágenes de un conjunto diferente. 
     H3: Existe diferencia significativa en el desempeño del Sistema Inmune 
Artificial de Reconocimiento cuando se realiza el entrenamiento del sistema 
utilizando una muestra estratificada con afijación simple, respecto a cuándo se 
realiza el entrenamiento utilizando una muestra estratificada con afijación 
proporcional. 
1.5  Variables 
     Desempeño del Sistema Inmune Artificial de Reconocimiento en la 
identificación de plantas. 
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CAPÍTULO II: METODOLOGÍA 
2.1 Tipo de investigación 
 Según su finalidad: Aplicada. 
 Según la fuente de datos utilizada: Documental. 
 Según el conocimiento alcanzado: Descriptiva. 
2.2 Diseño de investigación 
 Según el propósito de estudio: No Experimental. 
 Según la naturaleza de las mediciones: Cuantitativa. 
 Según el número de mediciones: Transversal. 
2.3 Población y muestra 
2.3.1 Población 
     Se definieron tres marcos poblacionales, cuyos individuos fueron 
tomados de los siguientes conjuntos de imágenes: 
 Flavia (Gang, y otros, 2007). 
     Este conjunto de imágenes es muy utilizado para el entrenamiento 
de algoritmos de clasificación de plantas. Consta de 1907 imágenes de 
hojas de 32 especies comunes en el delta del río Yangtzé, China. La 
cantidad mínima de imágenes por especie es 50 y la máxima 77. Las 
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hojas no poseen peciolo y han sido capturadas sobre fondo blanco y con 
buena iluminación. Las imágenes tienen un peso promedio de 550 Kb, 
dimensiones de 1600x1200 pixeles y están en formato JPEG. El 
conjunto está disponible en http://flavia.sourceforge.net/  
 Leafsnap (Kumar, y otros, 2012). 
     Este conjunto de imágenes pertenece a la base de datos de la 
aplicación móvil Leafsnap desarrollada para IOS. Consta de 7719 
imágenes de hojas de 185 especies de árboles del Noreste de Estados 
Unidos. La cantidad mínima de imágenes por especie es 11 y la máxima 
183. Las hojas poseen peciolo, y han sido capturadas desde dispositivos 
móviles, generalmente en “campo” sobre fondo llano y con mala 
iluminación, por lo que la mayoría presenta exceso de sombras y hasta 
desenfoque. Las imágenes tienen un peso promedio de 40 Kb, 
dimensiones de 800x600 pixeles y están en formato JPEG. El conjunto 
está disponible en http://leafsnap.com/dataset/  
 Middle European Woods 2012 (Novotný & Suk, 2013). 
     Este conjunto de imágenes pertenece al Departamento de 
Procesamiento de Imágenes del Instituto de Teoría de la Información y 
Automatización de la República Checa. Consta de 9745 imágenes de 
hojas de 153 especies leñosas de Europa Central. La cantidad mínima 
de imágenes por especie es 50 y la máxima 99. Las hojas poseen 
peciolo, y la mayoría ha sido capturada mediante escaneo en formato 
PNG. El peso de las imágenes varía desde los 300 Kb hasta los 12 Mb, 
la anchura desde los 450 hasta los 2550 pixeles y la altura desde los 480 
hasta los 3510 pixeles. El conjunto está disponible en 
http://zoi.utia.cas.cz/node/662 previo registro. 
Definición de Marcos Poblacionales 
     Criterios de exclusión: Imágenes borrosas, imágenes de hojas 
parcialmente capturadas, imágenes de hojas compuestas e imágenes con 
más de una hoja simple. 
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     También se excluyeron aquellas especies que luego de aplicar los 
criterios antes mencionados, quedaron con menos de 20 imágenes. 
     Los tres marcos poblacionales definidos fueron: 
Marco poblacional 1: 
 Procedencia: Conjunto de imágenes Flavia.  
 Tamaño: Se seleccionó la totalidad de especies del conjunto, es decir: 
32 especies (Véase el anexo n.º 1). Los criterios de exclusión limitaron 
el tamaño a 1903 imágenes aptas. 
Marco poblacional 2: 
 Procedencia: Conjunto de imágenes Leafsnap. 
 Tamaño: Se seleccionaron 20 especies, ya que trabajar con la totalidad 
del conjunto resultaba excesivo para los fines de la investigación (Véase 
el anexo n.º 2). Los criterios de exclusión limitaron el tamaño a 791 
imágenes aptas. 
Marco poblacional 3: 
 Procedencia: Conjunto de imágenes MEW 2012.  
 Tamaño: Se seleccionaron 20 especies, ya que trabajar con la totalidad 
del conjunto resultaba excesivo para los fines de la investigación. Las 
especies seleccionadas son afines al marco poblacional 2 (Véase el 
anexo n.º 3). Los criterios de exclusión limitaron el tamaño a 1138 
imágenes aptas. 
2.3.2 Muestra 
 Técnica de muestreo: Muestreo aleatorio estratificado.  
 Criterio de estratificación: Por especie (las hojas capturadas en cada 
imagen pertenecen a determinada especie). 
 Tipo de afijación o distribución: Proporcional (por defecto). La 
afijación simple solo se empleó para efectos de H3. 
 Tamaño de la muestra: 70% del marco poblacional (por defecto). Para 
la afijación simple se utilizó la siguiente formula: 
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𝑁 = (0.7 ∗ 𝑛𝑚𝑒𝑛𝑜𝑟) ∗ 𝑛𝑒𝑠𝑡𝑟𝑎𝑡𝑜𝑠 
Donde: 
o 𝑁 es el tamaño de la muestra con afijación simple. 
o 𝑛𝑚𝑒𝑛𝑜𝑟 es el número de elementos que tiene el estrato de menor 
tamaño. Multiplicado por 0.7 viene a ser el número fijo de elementos 
que se fueron extraídos de cada estrato. 
o 𝑛𝑒𝑠𝑡𝑟𝑎𝑡𝑜𝑠 es el número de estratos que conforman el marco 
poblacional del que se extraerá la muestra. 
     Por ejemplo, en el marco poblacional 1, el estrato de menor tamaño 
tiene 50 elementos (𝑛𝑚𝑒𝑛𝑜𝑟 = 50), entonces se extrajeron 35 elementos 
(0.7 ∗ 50) de cada estrato, y ya que se tienen 32 estratos (𝑛𝑒𝑠𝑡𝑟𝑎𝑡𝑜𝑠 = 
32), el tamaño de la muestra con afijación simple para dicho marco 
poblacional fue: 
𝑁 = (0.7 ∗ 50) ∗ 32 = 1120 
     La aplicación del muestreo sobre los marcos poblacionales 1, 2 y 3 
puede apreciarse en los anexos n.º 4, 5 y 6 respectivamente. 
2.4 Materiales e Instrumentos 
2.4.1 Materiales 
 Librería de Visión Artificial OpenCV 3.1. Esta librería es muy utilizada 
en proyectos de detección y reconocimiento de imágenes. Fue 
originalmente desarrollada por Intel en 1999, pero actualmente se 
encuentra bajo licencia BSD, que la hace libre para el uso académico y 
comercial. Tiene soporte para múltiples lenguajes como C, C++, Python 
y Java. 
 Implementación del Sistema Inmune Artificial de Reconocimiento 
(AIRS) para WEKA. La plataforma WEKA es una colección de 
algoritmos de aprendizaje automático para tareas de minería de datos, 
escrito en Java y desarrollado por la Universidad de Waikato de Nueva 
Zelanda desde 1993, que se distribuye como software libre bajo la 
licencia GNU-GPL. 
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 Netbeans 8.1 con Java Development Kit 8. Netbeans es un entorno de 
desarrollo integrado libre, escrito principalmente en Java por la empresa 
Sun Microsystems en el año 2000. Actualmente cuenta con soporte para 
múltiples lenguajes como Java, C++, Ruby, PHP, entre otros; múltiples 
sistemas operativos e idiomas. Se distribuye como software libre bajo 
la licencia CDDL y GPL2. 
2.4.2 Instrumentos 
     Se utilizó la matriz de confusión y el análisis de curvas ROC. Véase la 
descripción de estos instrumentos en el anexo n.º 7. 
2.5 Métodos y Técnicas 
2.5.1 Métodos 
     De cada marco poblacional se extrajeron 10 muestras al azar. Cada 
muestra fue utilizada como conjunto de entrenamiento, mientras que las 
imágenes no seleccionadas fueron utilizadas como conjuntos de prueba.  
     Las imágenes pertenecientes a cada muestra fueron procesadas en su 
totalidad, y se obtuvo el vector de características representativo de cada 
hoja contenida en las imágenes (Véase el anexo n.º 8). Se generó un 
archivo TXT por cada muestra para almacenar los vectores que se iban 
obteniendo. El diagrama de flujo correspondiente a este procesamiento 
puede verse en el anexo n.º 9. 
     En un primer momento los vectores estaban conformados por 21 
características extraídas de las hojas, pero las características fueron 
sometidas a un proceso de descarte, con objeto de reducir la 
dimensionalidad del vector (para aminorar el coste computacional y 
acelerar el procesamiento). Para esto, se procesaron todas las imágenes del 
marco poblacional 1 (por tener mayor número de imágenes y especies), y 
se entrenó el sistema con los vectores extraídos de las imágenes. Luego, se 
evaluó el porcentaje de aciertos del sistema frente al mismo marco 
poblacional, quitando temporalmente una característica por vez y 
eliminando definitivamente del vector aquella característica que al no estar 
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presente permitía un mayor porcentaje de aciertos. Al final el vector quedó 
conformado por diez características. 
     Una vez obtenido el vector de características a utilizar, se procedió a la 
evaluación del desempeño. Para esto se entrenó el sistema inmune con una 
muestra a la vez y utilizando el conjunto de prueba respectivo se midió la 
exactitud, precisión y sensibilidad, los cuales se definieron como 
indicadores de desempeño. Una vez evaluados todos los conjuntos de 
prueba, se promediaron por separado las mediciones para obtener los 
valores correspondientes por cada marco poblacional. También se calculó 
el área bajo la curva. (los diagramas de flujo de los procesos de 
entrenamiento y prueba del sistema inmune pueden verse en los anexos n.º 
10 y 11, y la interfaz desarrollada puede apreciarse en el anexo n.º 12). 
     Una vez obtenidos los indicadores de desempeño (la exactitud, 
precisión, sensibilidad y AUC) por cada marco poblacional se realizaron 
las pruebas de hipótesis. 
2.5.2 Técnicas 
     Se utilizó la observación como técnica de recolección. 
2.6 Tratamiento de los datos 
     Las imágenes de las hojas fueron procesadas mediante la Interfaz desarrollada 
por el autor de la presente investigación en lenguaje Java, haciendo uso de ciertas 
funciones de la librería de Visión por Computador OpenCV. El diagrama de 
clases, el diagrama de componentes y el diccionario de datos correspondiente al 
archivo ‘dataset’ que actúa como almacén de datos para las características 
extraídas de las imágenes pueden verse en los anexos n.º 13, 14 y 15 
respectivamente. 
     Para la consolidación de los resultados y la creación de gráficos estadísticos se 
empleó Microsoft Excel 2016. 
     Para la comprobación de las hipótesis se utilizó el estadístico Z para 
proporciones de dos muestras (con un nivel de significancia 𝛼 = 0.05), definido 
como: 
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Ecuación n.º 14. Estadístico Z para proporciones de dos muestras. 
𝑍𝑝𝑟𝑢𝑒𝑏𝑎 =  
𝑋1
𝑁1
−
𝑋2
𝑁2
√𝑃(1 − 𝑃) (
1
𝑁1
+
1
𝑁2
)
 
Donde: 
o 𝑋1 y 𝑋2 representan el número de aciertos obtenidos en cada prueba. 
o 𝑁1 y 𝑁2 es el tamaño de cada conjunto de prueba. 
o 𝑃 es la proporción global definida como: 
𝑃 =  
𝑋1 + 𝑋2
𝑁1 + 𝑁2
 
2.7 Consideraciones éticas 
     Durante la investigación se respetó las leyes de derechos de autor y toda 
normatividad vigente, por lo que: 
 Para toda redacción de contenido ajena al autor de esta tesis, se acreditó de 
manera explícita la procedencia del mismo, no prestándose a ningún tipo de 
violación intelectual o uso ilegal. 
 Aun cuando los conjuntos de imágenes utilizados en el entrenamiento y prueba 
del algoritmo AIRS son de dominio público, se citaron las debidas referencias, 
cuando fue necesario. 
 Todo el software utilizado para el desarrollo de la interfaz, es decir, el IDE 
Netbeans, la librería de visión por computador OpenCV y la implementación 
del algoritmo AIRS para WEKA, son de uso libre y gratuito para fines 
académicos y de investigación, de modo que no se contribuyó a la piratería ni 
se perjudicó en modo alguno los intereses económicos de sus respectivos 
creadores. 
     Además, y debido a que no se efectuaron pruebas de ningún tipo en animales 
o personas, ni se recolectaron muestras biológicas, se aseguró la no existencia de 
riesgos o falta de garantías de seguridad a lo largo de todo el proceso de 
investigación. 
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CAPÍTULO III: PRESENTACIÓN Y DISCUSIÓN DE LOS RESULTADOS 
3.1 Presentación de resultados 
3.1.1 Indicadores de desempeño utilizando un solo marco poblacional. 
a. Con muestreo estratificado mediante afijación proporcional. 
     Los valores de exactitud, precisión, sensibilidad y área bajo la curva 
por especie obtenidos en cada marco poblacional, y de los cuales 
derivan los valores de la Figura n.º 1 pueden verse en los anexos n.º 
16, 17 y 18.  
Figura n.º 1. Indicadores de desempeño (un marco poblacional, afijación 
proporcional). 
 
Elaborado por el autor. 
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b. Con muestreo estratificado mediante afijación simple. 
     Los valores de exactitud, precisión, sensibilidad y área bajo la curva 
por especie obtenidos en cada marco poblacional, y de los cuales 
derivan los valores de la Figura n.º 2 pueden verse en los anexos n.º 
19, 20 y 21. 
Figura n.º 2. Indicadores de desempeño (un marco poblacional, afijación simple). 
 
Elaborado por el autor. 
3.1.2 Indicadores de desempeño utilizando un marco poblacional para 
entrenamiento y otro para prueba. 
a. Con muestreo estratificado mediante afijación proporcional. 
Figura n.º 3. Indicadores de desempeño (marcos poblacionales afines, afijación 
proporcional). 
 
Elaborado por el autor. 
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     Los valores de exactitud, precisión, sensibilidad y área bajo la curva 
por especie obtenidos en cada una de las dos combinaciones entre los 
marcos poblacionales afines, y de los cuales derivan los valores de la 
Figura n.º 3 pueden verse en los anexos n.º 22 y 23. 
b. Con muestreo estratificado mediante afijación simple. 
Figura n.º 4. Indicadores de desempeño (marcos poblacionales afines, afijación 
simple). 
 
Elaborado por el autor. 
     Los valores de exactitud, precisión, sensibilidad y área bajo la curva 
por especie obtenidos en cada una de las dos combinaciones entre los 
marcos poblacionales afines, y de los cuales derivan los valores de la 
Figura n.º 4 pueden verse en los anexos n.º 24 y 25. 
3.2 Discusión de resultados 
     En la Figura n.º 1. Indicadores de desempeño (un marco poblacional, afijación 
proporcional)., se puede apreciar que el sistema inmune de reconocimiento 
artificial alcanzó valores de exactitud, precisión y sensibilidad superiores al 80% 
y presentó un “muy buen” desempeño (con un área bajo la curva de 90.38%) 
respecto al marco poblacional 3 (procedente del conjunto de imágenes MEW 
2012). Frente al marco poblacional 1 (procedente del conjunto de imágenes 
Flavia) el sistema alcanzó valores de exactitud, precisión y sensibilidad en un 
rango de 67 a 72%, presentando un “buen” desempeño (con un área bajo la curva 
de 83.64%). Finalmente, frente al marco poblacional 2 (procedente del conjunto 
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de imágenes Leafsnap), el sistema alcanzó valores de exactitud, precisión y 
sensibilidad en un rango de 63 a 65% (que podrían considerarse bajos), pero aun 
así presentó un “buen” desempeño (con un área bajo la curva de 81.13%). El 
menor desempeño obtenido frente al marco poblacional 2 era de esperarse, pues 
imágenes muy pequeñas y con pobre iluminación aportan poco a la capacidad de 
reconocimiento de cualquier sistema de visión. Esto es porque, la presencia de 
sombras y la falta de detalles impiden la correcta discriminación de las formas. 
     En la Figura n.º 2. Indicadores de desempeño (un marco poblacional, afijación 
simple)., se puede apreciar el efecto que tiene entrenar el sistema inmune 
utilizando estratos de tamaño homogéneo. Aunque el desempeño obtenido por el 
sistema se mantiene en el mismo “orden” frente a los marcos poblacionales 
(primero el marco 3, luego el marco 1 y finalmente el marco 2) se tiene que, si 
comparamos los valores de exactitud, precisión, sensibilidad y área bajo la curva 
obtenidos respecto a los de la Figura n.º 1, el sistema inmune alcanzó mejores 
valores frente al marco poblacional 1 (procedente del conjunto Flavia) y valores 
un poco menores frente a los marcos poblacionales 3 y 2. El hecho de que no 
existan muestras con estratos de tamaño heterogéneo favorece la desaparición del 
sesgo por mayor número de elementos, y potencia el reconocimiento de imágenes 
capturadas en mejores y homogéneas condiciones, al mismo tiempo que penaliza 
el reconocimiento de imágenes con condiciones heterogéneas. De esta forma, el 
marco poblacional 1 incrementa “ligeramente” sus indicadores de desempeño 
(alrededor de 1.5%), mientras que el marco poblacional 3 presenta una pérdida en 
sus indicadores (alrededor de 4.8%) y de igual modo el marco poblacional 2 
(alrededor del 2.9%). A pesar de todo, el sistema continúa presentando un “buen” 
desempeño, ya que los valores de área bajo la curva para los tres marcos 
poblacionales son mayores al 80%. 
     En la Figura n.º 3. Indicadores de desempeño (marcos poblacionales afines, 
afijación proporcional)., se puede apreciar el efecto que tiene entrenar el sistema 
inmune con cierto conjunto de imágenes (que presentan condiciones comunes) y 
probarlo con imágenes de un conjunto diferente. Si bien el desempeño del sistema 
no fue nulo, si fue muy “pobre” (con áreas bajo la curva inferiores a 60% para 
ambas combinaciones), alcanzando valores de exactitud, precisión y sensibilidad, 
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inferiores al 20%. Por otro lado, se observó que el desempeño fue ligeramente 
mejor cuando se entrenó el sistema con imágenes del marco poblacional 2 y se 
probó con imágenes del marco poblacional 3 (debido al mayor número de 
imágenes de prueba en el marco 3 y a que algunas imágenes presentan condiciones 
“parecidas” a las del marco poblacional 2), que viceversa. 
     En la Figura n.º 4. Indicadores de desempeño (marcos poblacionales afines, 
afijación simple)., se continúa apreciando el pobre desempeño del sistema inmune, 
esta vez acentuado debido al uso de estratos de tamaño homogéneo. Sin embargo, 
los valores de precisión, sensibilidad y área bajo la curva presentaron una ligera 
“mejora” respecto a los valores de la Figura n.º 3, cuando se entrenó el sistema 
con imágenes del marco poblacional 3 y se probó con imágenes del marco 
poblacional 2 (debido al incremento del número de imágenes de prueba en el 
marco poblacional 2 y a la desaparición del sesgo por mayor número de elementos 
en las muestras). 
3.2.1 Pruebas de hipótesis 
     De acuerdo a la literatura, la exactitud es tomada como indicador 
principal de desempeño, independientemente del tipo de algoritmo 
utilizado para la identificación o clasificación. Teniendo en cuenta esto se 
realizó la comprobación de las hipótesis. 
a. H1: “El desempeño del sistema inmune artificial de reconocimiento en 
la identificación de plantas es significativamente menor que el 
desempeño reportado en la literatura por las redes neuronales”. 
     Para el Marco poblacional 1, se tomó como referencia una exactitud 
de 90.312% reportada por los creadores del conjunto Flavia (Gang, y 
otros, 2007). Además, se consideró el tamaño del conjunto de prueba 
utilizado para medir el desempeño de la red neuronal probabilística 
(320 imágenes, ya que se tomaron 10 imágenes de cada una de las 32 
especies del conjunto). Aunque se tuvo conocimiento de otros valores 
de exactitud reportados en (Novotný & Suk, 2013) y (Kadir, Nugroho, 
Susanto, & Santosa, 2011) se descartaron por ser mayores o porque no 
se obtuvieron utilizando redes neuronales. 
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Ilustración n.º 10. Prueba de hipótesis general (H1) 
 
Elaborado por el autor.  
     Por otro lado, los indicadores de desempeño obtenidos en los marcos 
poblacionales 2 y 3, solo fueron calculados como referencia y no con 
objeto de realizar la comprobación de H0, ya que no se tomó en cuenta 
la totalidad de las especies de los conjuntos Leafsnap y MEW 2012. 
Además, H0 propone contrastar el desempeño del sistema inmune frente 
al desempeño reportado por las redes neuronales, situación que para 
ambos conjuntos de imágenes no se cumple, pues los creadores de 
Leafsnap no reportan que clasificador utilizaron, ni la exactitud que 
alcanzaron; y los creadores de MEW 2012 reportan la utilización del 
clasificador “vecino más cercano” (alcanzado una exactitud de 84.92% 
al utilizar como datos de prueba el 50% de las imágenes del conjunto). 
b. H2: “Existe diferencia significativa en el desempeño del sistema 
inmune artificial de reconocimiento si se realiza el entrenamiento del 
sistema con imágenes de cierto conjunto y se realiza la prueba (de 
identificación) con imágenes de un conjunto diferente”. 
     Para la comprobación de ésta hipótesis se tomó en cuenta la 
exactitud reportada en la Figura n.º 3 cuando se entrena el sistema 
inmune con el marco poblacional 2 y se prueba con el marco 
poblacional 3 frente a la exactitud reportada para el marco poblacional 
2 en la Figura n.º 1. 
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Ilustración n.º 11. Prueba de hipótesis específica (H2) 
 
Elaborado por el autor.  
     Debido al resultado obtenido, no fue necesario realizar una 
comprobación de la hipótesis para cuando se entrena con el marco 
poblacional 3 y se prueba con el marco poblacional 2, ya que los valores 
de exactitud resultaron más extremos que los utilizados en esta prueba 
de hipótesis. 
c. H3: “Existe diferencia significativa en el desempeño del sistema 
inmune artificial de reconocimiento si se realiza el entrenamiento del 
sistema utilizando una muestra estratificada con afijación proporcional, 
respecto a si realiza el entrenamiento utilizando una muestra 
estratificada con afijación proporcional”. 
Ilustración n.º 12. Prueba de hipótesis específica (H3) - marco poblacional 1. 
 
Elaborado por el autor.  
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Ilustración n.º 13. Prueba de hipótesis específica (H3) - marco poblacional 2. 
 
Elaborado por el autor. 
Ilustración n.º 14. Prueba de hipótesis específica (H3) - marco poblacional 3. 
 
Elaborado por el autor. 
     Como puede apreciarse, la prueba de hipótesis específica (H3), se 
realizó para cada marco poblacional, ya que se tenían los valores de 
exactitud resultantes de utilizar muestras estratificadas con afijación 
proporcional y simple de cada uno de los marcos poblacionales.  
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CAPÍTULO IV: CONCLUSIONES Y RECOMENDACIONES 
4.1 Conclusiones 
     Se evaluó el desempeño del Sistema Inmune Artificial de Reconocimiento en 
la problemática de identificación de plantas, utilizando tres marcos poblacionales 
procedentes de los conjuntos de imágenes de hojas Flavia, Leafsnap y MEW 2012, 
llegando a las siguientes conclusiones: 
1. De acuerdo a lo presentado en la Ilustración n.º 10. Prueba de hipótesis 
general (H1), se acepta la hipótesis alternativa H1. Por lo cual se puede afirmar 
que (bajo las condiciones de procesamiento, número de características 
extraídas, tipo y tamaño de muestreo utilizado), el desempeño del sistema 
inmune artificial de reconocimiento es significativamente menor al 
desempeño reportado en la literatura por las redes neuronales artificiales en la 
problemática de identificación o clasificación de plantas. Aunque esto no 
significa, que el desempeño del sistema inmune sea inadecuado para afrontar 
dicho problema. 
2. De acuerdo a lo presentado en la Ilustración n.º 11. Prueba de hipótesis 
específica (H2), se acepta la hipótesis alternativa H2. Por lo cual se puede 
afirmar que (bajo las condiciones de procesamiento, número de características 
extraídas, tipo y tamaño de muestreo utilizado), existe diferencia significativa 
en el desempeño si se entrena el sistema inmune artificial de reconocimiento 
con imágenes de cierto conjunto y se prueba con imágenes de un conjunto 
diferente. De hecho, en la Figura n.º 3. Indicadores de desempeño (marcos 
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poblacionales afines, afijación proporcional). y en la Figura n.º 4. 
Indicadores de desempeño (marcos poblacionales afines, afijación simple)., 
se puede apreciar que los valores de exactitud, precisión, sensibilidad y área 
bajo la curva presentan una notable reducción si se les compara con los valores 
obtenidos al utilizar imágenes para entrenamiento y prueba de un solo marco 
poblacional. 
3. De acuerdo a lo presentado en la Ilustración n.º 12. Prueba de hipótesis 
específica (H3) - marco poblacional 1. y en la Ilustración n.º 13. Prueba de 
hipótesis específica (H3) - marco poblacional 2., se acepta la hipótesis 
alternativa H3 para los marcos poblacionales 1 y 2, por lo que se puede afirmar 
que para ambos marcos poblacionales sí existe una diferencia significativa en 
el desempeño del sistema inmune artificial de reconocimiento si se entrena el 
sistema utilizando una muestra estratificada con afijación simple respecto a si 
se entrena utilizando una muestra estratificada con afijación proporcional. No 
aplicándose esta afirmación al marco poblacional 3, tal como se aprecia en la 
Ilustración n.º 14. Prueba de hipótesis específica (H3) - marco poblacional 3.  
     En resumen, el sistema inmune artificial de reconocimiento presenta un 
desempeño significativamente menor al reportado por las redes neuronales para la 
problemática de identificación de plantas, observándose que es susceptible a la 
presencia de factores como sombras y fondo de color o textura no uniformes en 
las imágenes, así como al tamaño de los conjuntos de entrenamiento y prueba, 
aunque todo esto no significa que sea inadecuado para la identificación y 
clasificación de plantas. 
4.2 Recomendaciones 
     Debido a la naturaleza descriptiva de esta investigación, apenas se realizaron 
cambios respecto a la distribución de la muestra, y al número de características 
extraídas de cada hoja, por lo que se considera que se podría obtener un mejor 
desempeño del sistema inmune en futuras investigaciones para las cuales se 
recomienda: 
1. Evaluar el desempeño del sistema inmune frente a la inclusión de nuevos 
descriptores (características).  
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2. Evaluar la influencia que tienen ciertos factores (como la presencia de 
sombras, el color y textura del fondo, etc.) presentes en las imágenes de las 
hojas sobre el desempeño del sistema inmune, de forma que se puedan 
establecer pautas para la adquisición y manejo de nuevos conjuntos de 
imágenes. 
3. Evaluar el uso de nuevas librerías, técnicas y métodos que se muestren 
eficaces para el procesamiento y la extracción de características de las 
imágenes, aun bajo la presencia de sombras y fondos de color o textura no 
uniformes, de modo que sea posible incrementar el desempeño obtenido por 
el sistema inmune. 
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Anexo n.º 1. Especies en el marco poblacional 1. 
 
Ilustración n.º 15. Especies en el marco poblacional 1. 
 
Elaborado por el autor. 
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Anexo n.º 2. Especies en el marco poblacional 2. 
 
Ilustración n.º 16. Especies en el marco poblacional 2. 
 
Elaborado por el autor. 
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Anexo n.º 3. Especies en el marco poblacional 3. 
 
Ilustración n.º 17. Especies en el marco poblacional 3. 
 
Elaborado por el autor. 
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Anexo n.º 4. Estratos y número de elementos en el marco poblacional 1. 
 
Tabla n.º 1. Estratos y número de elementos en el marco poblacional 1. 
 
Elaborado por el autor. 
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Anexo n.º 5. Estratos y número de elementos en el marco poblacional 2. 
 
Tabla n.º 2. Estratos y número de elementos en el marco poblacional 2. 
 
Elaborado por el autor. 
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Anexo n.º 6. Estratos y número de elementos en el marco poblacional 3. 
 
Tabla n.º 3. Estratos y número de elementos en el marco poblacional 3. 
 
Elaborado por el autor. 
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Anexo n.º 7. Instrumentos de medición del desempeño 
     Por el carácter descriptivo y de pronóstico de la investigación, se tuvo una sola 
variable de estudio: El desempeño del Sistema Inmune Artificial de Reconocimiento 
en la identificación de plantas. Esta variable fue medida a través de dos instrumentos 
de amplia utilización en el campo de la inteligencia artificial:  
1. Matriz de Confusión6. 
     Es una herramienta que permite la visualización del desempeño de un 
algoritmo que se emplea en aprendizaje supervisado. Cada columna de la matriz 
representa el número de predicciones de cada clase, mientras que cada fila 
representa a las instancias en la clase real. Uno de los beneficios de las matrices 
de confusión es que facilitan ver si el sistema está confundiendo dos clases. 
     Fue creada por Kohavi y Provost en 1998, para evaluar el desempeño de 
sistemas clasificadores. La siguiente tabla muestra la matriz de confusión para un 
clasificador de 2 clases: 
Ilustración n.º 18. Matriz de Confusión. 
 
Elaborado por el autor. 
     Donde las entradas tienen los siguientes significados: 
 Verdaderos Positivos (VP) es el número de veces que se predice correctamente 
que una instancia es positiva. Se le conoce como el Número de éxitos. 
 Falsos Negativos (FN) es el número de veces que se predice incorrectamente 
que una instancia es negativa. Se le conoce como Error de tipo II. 
 Falsos Positivos (FP) es el número de veces que se predice incorrectamente que 
una instancia es positiva. Se le conoce como Error de tipo I. 
                                                          
6 Tomado de https://en.wikipedia.org/wiki/Confusion_matrix 
Positivo Negativo
Positivo VP FN
Negativo FP VNA
c
tu
a
l
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 Verdaderos Negativos (VN) es el número de veces que se predice 
correctamente que una instancia es negativa. Se le conoce como el Número de 
rechazos correctos. 
Métricas 
     Muchos términos de uso estándar han sido definidos de acuerdo a esta matriz, 
por ejemplo: 
 Sensibilidad o Tasa de Verdaderos Positivos (𝑇𝑃𝑅, del inglés True Positive 
Rate). Es la proporción de casos positivos que fueron clasificados 
correctamente, y se calcula así: 
Ecuación n.º 15. Cálculo de la tasa de verdaderos positivos. 
𝑇𝑃𝑅 =  
𝑉𝑃
𝑉𝑃 + 𝐹𝑁
 
 Tasa de Falsos Positivos (𝐹𝑃𝑅, del inglés False Positive Rate). Es la 
proporción de casos negativos que fueron incorrectamente clasificados como 
positivos, y se calcula así: 
Ecuación n.º 16. Cálculo de la tasa de falsos positivos. 
𝐹𝑃𝑅 =  
𝐹𝑃
𝐹𝑃 + 𝑉𝑁
 
 Especificidad o Tasa de Verdaderos Negativos (𝑇𝑁𝑅, del inglés True Negative 
Rate). Es la proporción de casos negativos que fueron clasificados 
correctamente, y se calcula así: 
Ecuación n.º 17. Cálculo de la tasa de verdaderos negativos. 
𝑇𝑁𝑅 =  
𝑉𝑁
𝐹𝑃 + 𝑉𝑁
= 1 − 𝐹𝑃𝑅 
 Tasa de Falsos Negativos (𝐹𝑁𝑅, del inglés False Negative Rate). Es la 
proporción de casos positivos que fueron incorrectamente clasificados como 
negativos, y se calcula así: 
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Ecuación n.º 18. Cálculo de la tasa de falsos negativos. 
𝐹𝑁𝑅 =  
𝐹𝑁
𝑉𝑃 +  𝐹𝑁
= 1 − 𝑇𝑃𝑅 
 Precisión (𝑃, del inglés Precision). Es la proporción de casos clasificados 
correctamente como positivos. 
Ecuación n.º 19. Cálculo de la Precisión. 
𝑃 =  
𝑉𝑃
𝑉𝑃 + 𝐹𝑃
 
 Exactitud (𝐴𝐶, del inglés Accuracy). Es la proporción del número total de 
predicciones que fueron correctas, calculada como: 
Ecuación n.º 20. Cálculo de la Exactitud. 
𝐴𝐶 =  
𝑉𝑃 + 𝑉𝑁
𝑉𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑉𝑁
 
     La exactitud calculada como se indicó arriba, podría no ser una medida 
adecuada del desempeño cuando el número de casos negativos es mucho mayor 
que el número de casos positivos. Por ejemplo, si de 1000 casos, 995 fuesen 
negativos y el sistema clasificase a todos como negativos, la exactitud sería de 
99.5%, aunque el clasificador haya clasificado incorrectamente a todos los 
casos positivos. Por esto, se definieron otras formas para determinar la 
exactitud, como la media geométrica (𝑔 − 𝑚𝑒𝑎𝑛) o el valor - F, el cual se 
menciona en el siguiente punto.  
Ecuación n.º 21. Cálculo de la Media Geométrica. 
𝑔 − 𝑚𝑒𝑎𝑛1 =  √𝑇𝑃𝑅 ∗ 𝑃 
𝑔 − 𝑚𝑒𝑎𝑛2 = √𝑇𝑃𝑅 ∗ 𝑇𝑁𝑅 
 Valor - F (𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒) 
     La situación ideal es aquella en la que existe una precisión y sensibilidad 
alta (es decir, muy cercana a 1). A esta situación se la denomina utilidad teórica. 
Con el objeto de ponderar y ver cuán lejos están ambas medidas de la utilidad 
  
61 
 
teórica, suelen emplearse los valores de ambas métricas combinadas en una 
media armónica denominada valor-F: 
Ecuación n.º 22. Cálculo del Valor - F. 
𝐹 =  
(𝛽2 + 1) ∗ 𝑃 ∗ 𝑇𝑃𝑅
(𝛽2 ∗ 𝑃) + 𝑇𝑃𝑅
 
     Donde 𝛽 tiene un valor desde cero hasta infinito y es usado para controlar 
el peso asignado a 𝑇𝑃𝑅 y 𝑃. Cualquier clasificador debería tener una medición 
de cero si todos los casos positivos son clasificados incorrectamente. 
 Marcador F1 (𝐹1 𝑆𝑐𝑜𝑟𝑒) 
     Si en el Valor - F se tiene que 𝛽 = 1, se dará la misma ponderación o 
importancia a la Precisión y a la Sensibilidad. Si 𝛽 > 1, se dará mayor 
importancia a la Sensibilidad, mientras que si 𝛽 < 1, se dará mayor 
importancia a la Precisión. Generalmente se considera a 𝛽 = 1, obteniéndose 
el Marcador F1 (𝐹1 𝑆𝑐𝑜𝑟𝑒, en inglés), quedando la fórmula así: 
Ecuación n.º 23. Cálculo de F1 Score 
𝐹1 =
2 ∗ 𝑃 ∗ 𝑇𝑃𝑅
𝑃 + 𝑇𝑃𝑅
 
 El error, calculado como: 
Ecuación n.º 24. Cálculo del Error. 
𝑒𝑟𝑟𝑜𝑟 =  
𝐹𝑃 + 𝐹𝑁
𝑉𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑉𝑁
 
2. Análisis de Curva ROC7. 
     Una curva ROC (acrónimo de Receiver Operating Characteristic, o 
Característica Operativa del Receptor) es otra forma de examinar el desempeño 
de un clasificador. Es la representación de la tasa de verdaderos positivos (𝑇𝑃𝑅) 
frente a la de falsos positivos (𝐹𝑃𝑅) según cambiamos el umbral para la decisión. 
El gráfico consta de un plano cuyo eje X es la tasa de falsos positivos y el eje Y 
                                                          
7 Tomado de http://www2.cs.uregina.ca/~dbd/cs831/notes/ROC/ROC.html  
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es la tasa de verdaderos positivos. El punto (0,1) representa a un clasificador 
perfecto, es decir, aquel que clasifica todos los casos positivos y negativos 
correctamente. Esto es, porque en (0,1) la tasa de falsos positivos seria 0, y la de 
verdaderos positivos sería 1. El punto (0,0) representa un clasificador que predice 
todos los casos como negativos, mientras el punto (1,1) corresponde a un 
clasificador que predice cada caso como positivo. El punto (1,0) es un clasificador 
que predice incorrectamente toda clasificación. En muchos casos, un clasificador 
tiene un parámetro que puede ser ajustado para incrementar la tasa de 𝑉𝑃 a costa 
de un incremento en la tasa de 𝐹𝑃 o reducir la tasa de 𝐹𝑃 a costa de una reducción 
en la tasa de 𝑉𝑃. Cada ajuste de parámetros proporciona un par (𝐹𝑃, 𝑉𝑃) y una 
serie de tales pares se puede usar para trazar una curva ROC. Un clasificador no 
paramétrico está representado por un único punto en el plano ROC, 
correspondiente a su par (𝐹𝑃, 𝑉𝑃). Véase Figura 12. 
Características del Gráfico ROC 
 Una curva ROC o punto es independiente de los costes de distribución de la 
clase o del error. 
 Un gráfico ROC encapsula toda la información contenida en la matriz de 
confusión, ya que 𝐹𝑁𝑅 es el complemento de 𝑇𝑃𝑅 y 𝑇𝑁𝑅 es el complemento 
de 𝐹𝑃𝑅. 
 Las curvas ROC proporcionan una herramienta visual para el examen de la 
solución de compromiso entre la capacidad de un clasificador para identificar 
correctamente los casos positivos y el número de casos negativos que se 
clasifican incorrectamente. 
Medida de la Precisión basada en la superficie8 
     Se ha sugerido que el área bajo la curva ROC se puede usar como medida de 
la precisión en muchas aplicaciones, para tener una idea de cuál clasificador debe 
seleccionarse. Por ejemplo, para la elección entre dos pruebas diagnósticas 
distintas se recurre a las curvas ROC, ya que son una medida global e 
                                                          
8 Tomado de https://es.wikipedia.org/wiki/Curva_ROC 
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independiente del punto de corte. Por esto, en el ámbito sanitario, las curvas ROC 
también se denominan curvas de rendimiento diagnóstico. 
     La elección se realiza mediante la comparación del área bajo la curva (𝐴𝑈𝐶, 
en inglés) de ambas pruebas. Esta área posee un valor comprendido entre 0.5 y 1, 
donde 1 representa un valor diagnóstico perfecto y 0.5 es una prueba sin capacidad 
discriminatoria diagnóstica. Es decir, si el AUC para una prueba diagnóstica es 
0.8 significa que existe un 80% de probabilidad de que el diagnóstico realizado a 
un enfermo sea más correcto que el de una persona sana escogida al azar. Por esto, 
siempre se elige la prueba diagnóstica que presente una mayor área bajo la curva. 
     A modo de guía se han establecido intervalos para interpretar los valores AUC 
de las curvas ROC tal y como se aprecia en la siguiente ilustración. 
Ilustración n.º 19. Espacio y Curva ROC. 
 
Adaptado de https://es.wikipedia.org/wiki/Curva_ROC. 
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Anexo n.º 8. Procesamiento de la imagen y extracción de características. 
Ilustración n.º 20. Procesamiento de la imagen y extracción de características 
 
Elaborado por el autor. 
  
65 
 
Anexo n.º 9. Diagrama de flujo del procesamiento de las imágenes de las hojas. 
Ilustración n.º 21. Diagrama de flujo del Procesamiento de las imágenes de las hojas. 
 
Elaborado por el autor. 
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Anexo n.º 10. Diagrama de flujo del entrenamiento del sistema inmune artificial. 
Ilustración n.º 22. Diagrama de flujo del Entrenamiento del Sistema Inmune. 
 
Elaborado por el autor. 
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Anexo n.º 11. Diagrama de flujo de la identificación de las plantas mediante el sistema 
inmune artificial. 
Ilustración n.º 23. Diagrama de flujo de la Identificación de las plantas mediante el Sistema Inmune. 
 
Elaborado por el autor. 
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Anexo n.º 12. Interfaz del sistema inmune artificial. 
     La interfaz desarrollada para manipular el sistema inmune artificial posee cuatro 
pestañas, cada una de las cuales sirve para realizar determinadas tareas, como: 
1. Extracción de características. 
2. Evaluación del modelo inmune. 
3. Clasificación. 
4. Generación de muestras aleatorias con afijación simple y proporcional, análisis de 
características a descartar, crear lista de imágenes y extracción de un subconjunto 
de imágenes según una lista (todo esto en la Pestaña Utilidades). 
Ilustración n.º 24. Interfaz del sistema inmune artificial 
 
Elaborado por el autor. 
Extracción de características 
     Para realizar esta tarea se debe seleccionar un conjunto de imágenes. Mediante el 
botón ‘Cargar imágenes’, se puede explorar las unidades de almacenamiento, y 
seleccionar la carpeta que contiene todas las imágenes de las hojas, las que deben estar 
organizadas en subcarpetas según su especie. 
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     Una vez seleccionado el conjunto de imágenes, la lista de subcarpetas será cargada 
de forma automática en el listbox ‘Clases’ y la lista de imágenes por subcarpeta será 
cargada en el listbox ‘Especímenes’. 
     De este modo se activará el botón ‘Extraer’, el cual deberá ser presionado para 
iniciar la extracción de las características de las imágenes de las hojas. 
Ilustración n.º 25. Extracción de características mediante la interfaz 
 
Elaborado por el autor. 
     Durante el procesamiento de las imágenes, los vectores de características que son 
extraídos se van guardando en el archivo ‘dataset.txt’. Cada vector ocupa un renglón, 
encontrándose las características separadas mediante comas. 
 
  
70 
 
Evaluación del modelo inmune 
     La evaluación del modelo inmune consiste en entrenar y probar el desempeño del 
sistema inmune artificial utilizando los vectores de características que han sido 
almacenados en el archivo ‘dataset.txt’. 
     Mediante el botón ‘Cargar Dataset.txt’ se puede explorar las unidades de 
almacenamiento, y seleccionar dicho archivo. Una vez seleccionado el archivo, se 
activará el botón ‘Evaluar’ el cual debe ser presionado para iniciar la evaluación del 
modelo. En esta tarea, se divide automáticamente la totalidad de vectores extraídos del 
conjunto de imágenes en diez grupos, procediendo a utilizar nueve grupos para el 
entrenamiento del sistema inmune y uno para la prueba de identificación. Este 
proceder se repite diez veces, utilizándose cada vez un grupo diferente de los diez para 
la prueba de identificación y los restantes para el entrenamiento, de modo que al 
finalizar la totalidad de los vectores del conjunto se ha utilizado tanto para el 
entrenamiento como para la prueba. Al finalizar se obtienen los indicadores de 
desempeño globales para el conjunto de imágenes. 
Ilustración n.º 26. Evaluación del Modelo o conjunto de datos mediante la interfaz. 
 
Elaborado por el autor. 
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Clasificación 
     Para realizar esta tarea se debe seleccionar el archivo ‘dataset.txt’ y un conjunto de 
imágenes El proceso de clasificación es semejante al de ‘extracción de características’, 
salvo que las características extraídas de cada hoja no son guardadas en un archivo de 
texto, sino que son presentadas al sistema inmune para que éste pueda realizar la 
identificación.  
Ilustración n.º 27. Clasificación de las hojas mediante la interfaz 
 
Elaborado por el autor. 
     Al finalizar, se muestran las estadísticas de la clasificación, las cuales indican la 
cantidad de imágenes no válidas, y de entre las válidas cuántas se clasificaron 
correctamente y cuantas no. 
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Utilidades 
     En esta pestaña se puede realizar cuatro tareas.  
     Ilustración n.º 28. Utilidades en la Interfaz. 
 
Elaborado por el autor. 
     La tarea Muestreo Aleatorio Estratificado permite generar al azar muestras según 
afijación simple o proporcional, seleccionando un conjunto de imágenes y 
especificando un valor definido entre 5 y 95 para el porcentaje del conjunto que 
corresponderá a la muestra. Por ejemplo, si se quisiera generar una muestra que sea el 
70% del conjunto de imágenes, dicho valor sería igual a 70.  
     La tarea Descarte de Características permite que el mismo sistema elimine 
temporalmente una característica del vector, mientras prueba su desempeño en la 
clasificación, buscando descartar características extraídas de las imágenes que aporten 
poco o nada a la correcta clasificación. Esta tarea resulta útil sólo en modo 
desarrollador, utilizando el código fuente desde un IDE como Netbeans u otro similar, 
o cuando se tiene acceso a archivos datasets con formato ARFF 9. 
                                                          
9 ARFF, es un formato utilizado por la plataforma de aprendizaje automático WEKA. 
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     Nota: Los archivos dataset generados por la interfaz (que contienen las 
características extraídas de las imágenes procesadas), están hechas en formato ARFF. 
Para mayor información sobre cómo crear archivos dataset con este formato, se 
recomienda visitar el siguiente enlace http://pathros.blogspot.mx/2014/05/weka-crear-
un-archivo-arff-desde-excel.html 
     La tarea Listar imágenes como su nombre lo indica, permite crear una lista de 
todas las imágenes existentes en una carpeta (incluyendo subcarpetas). Básicamente, 
el sistema recorre la carpeta recursivamente agregando en un archivo de texto (que 
lleva el mismo nombre de la carpeta), sólo el nombre (no la ruta) de cada una de las 
imágenes que se vayan encontrando. La lista resultante puede ser modificada a mano 
para poder extraer ciertas imágenes de nuestro interés y, desde la carpeta que las 
contiene en una siguiente ocasión (ver siguiente párrafo). 
     La tarea Extracción de Imágenes mediante una lista, es complementaria a la tarea 
anterior, pues permite extraer desde una carpeta con imágenes (y subcarpetas), 
aquellas imágenes de nuestro interés, que se encuentren en un listado. Básicamente el 
sistema busca en la estructura de la carpeta aquellas imágenes que coincidan con los 
nombres que se encuentran en la lista, y copia las imágenes (si las encuentra) a una 
carpeta generada automáticamente, manteniendo la estructura de la carpeta de la que 
se extraen las imágenes. 
 
 
 
 
 
 
 
 
 
  
74 
 
Anexo n.º 13. Diagrama de Clases de la Interfaz. 
 
Ilustración n.º 29. Diagrama de Clases de la Interfaz 
 
Elaborado por el autor. 
 
 
 
  
75 
 
Anexo n.º 14. Diagrama de Componentes de la Interfaz. 
     Un diagrama de componentes representa el empaquetamiento físico de elementos 
lógicos tales como clases, interfaces y colaboraciones. La interfaz del sistema inmune 
está compuesta por dos componentes genéricos o paquetes, denominados presentación 
y visión, además de tres librerías empaquetadas en formato JAR. El componente 
presentación contiene la clase Principal.java, mientras que el componente visión 
contiene cinco clases: DescriptoresGeometricos.java, Procesamiento.java, 
ImagePanel.java, InOut.java y Muestreo.java. El diagrama de las clases mencionadas 
se puede apreciar en el anexo anterior (anexo n.º 13). 
Ilustración n.º 30. Diagrama de Componentes de la Interfaz 
 
Elaborado por el autor. 
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Anexo n.º 15. Diccionario de datos. 
     La interfaz del sistema inmune no hace uso de base de datos, pero sí almacena 
información en archivos de texto denominados ‘datasets’. La información que guarda 
son los vectores de características extraídas de las hojas, los cuales sirven para el 
entrenamiento del sistema inmune. A continuación, se presenta la estructura de dicho 
archivo de texto. 
Tabla n.º 4. Diccionario de datos 
 
Elaborado por el autor. 
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Anexo n.º 16. Indicadores de desempeño según estratos, para muestras seleccionadas 
del marco poblacional 1, mediante afijación proporcional. 
Figura n.º 5. Exactitud por especie (marco poblacional 1, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 6. Precisión por especie (marco poblacional 1, afijación proporcional). 
 
Elaborado por el autor. 
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Figura n.º 7. Sensibilidad por especie (marco poblacional 1, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 8. AUC por especie (marco poblacional 1, afijación proporcional). 
 
Elaborado por el autor. 
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Anexo n.º 17. Indicadores de desempeño para muestras seleccionadas del marco 
poblacional 2, mediante afijación proporcional. 
Figura n.º 9. Exactitud por especie (marco poblacional 2, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 10. Precisión por especie (marco poblacional 2, afijación proporcional). 
 
Elaborado por el autor. 
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Figura n.º 11. Sensibilidad por especie (marco poblacional 2, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 12. AUC por especie (marco poblacional 2, afijación proporcional). 
 
Elaborado por el autor. 
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Anexo n.º 18. Indicadores de desempeño según estratos, para muestras seleccionadas 
del marco poblacional 3, mediante afijación proporcional. 
Figura n.º 13. Exactitud por especie (marco poblacional 3, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 14. Precisión por especie (marco poblacional 3, afijación proporcional). 
 
Elaborado por el autor. 
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Figura n.º 15. Sensibilidad por especie (marco poblacional 3, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 16. AUC por especie (marco poblacional 3, afijación proporcional). 
 
Elaborado por el autor. 
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Anexo n.º 19. Indicadores de desempeño según estratos, para muestras seleccionadas 
del marco poblacional 1, mediante afijación simple. 
Figura n.º 17. Exactitud por especie (marco poblacional 1, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 18. Precisión por especie (marco poblacional 1, afijación simple). 
 
Elaborado por el autor. 
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Figura n.º 19. Sensibilidad por especie (marco poblacional 1, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 20. AUC por especie (marco poblacional 1, afijación simple). 
 
Elaborado por el autor. 
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Anexo n.º 20. Indicadores de desempeño según estratos, para muestras seleccionadas 
del marco poblacional 2, mediante afijación simple. 
Figura n.º 21. Exactitud por especie (marco poblacional 2, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 22. Precisión por especie (marco poblacional 2, afijación simple). 
 
Elaborado por el autor. 
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Figura n.º 23. Sensibilidad por especie (marco poblacional 2, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 24. AUC por especie (marco poblacional 2, afijación simple). 
 
Elaborado por el autor. 
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Anexo n.º 21. Indicadores de desempeño según estratos, para muestras seleccionadas 
del marco poblacional 3, mediante afijación simple. 
Figura n.º 25. Exactitud por especie (marco poblacional 3, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 26. Precisión por especie (marco poblacional 3, afijación simple). 
 
Elaborado por el autor. 
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Figura n.º 27. Sensibilidad por especie (marco poblacional 3, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 28. AUC por especie (marco poblacional 3, afijación simple). 
 
Elaborado por el autor. 
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Anexo n.º 22. Indicadores de desempeño según estratos, utilizando muestras 
seleccionadas mediante afijación proporcional, del marco poblacional 2 para 
entrenamiento y del marco poblacional 3 para prueba. 
Figura n.º 29. Exactitud por especie (marcos poblacionales 2 y 3, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 30. Precisión por especie (marcos poblacionales 2 y 3, afijación proporcional). 
 
Elaborado por el autor. 
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Figura n.º 31. Sensibilidad por especie (marcos poblacionales 2 y 3, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 32. AUC por especie (marcos poblacionales 2 y 3, afijación proporcional). 
 
Elaborado por el autor. 
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Anexo n.º 23. Indicadores de desempeño según estratos, utilizando muestras 
seleccionadas mediante afijación proporcional, del marco poblacional 3 para 
entrenamiento y del marco poblacional 2 para prueba. 
Figura n.º 33. Exactitud por especie (marcos poblacionales 3 y 2, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 34. Precisión por especie (marcos poblacionales 3 y 2, afijación proporcional). 
 
Elaborado por el autor. 
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Figura n.º 35. Sensibilidad por especie (marcos poblacionales 3 y 2, afijación proporcional). 
 
Elaborado por el autor. 
 
Figura n.º 36. AUC por especie (marcos poblacionales 3 y 2, afijación proporcional). 
 
Elaborado por el autor. 
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Anexo n.º 24. Indicadores de desempeño según estratos, utilizando muestras 
seleccionadas mediante afijación simple, del marco poblacional 2 para entrenamiento 
y del marco poblacional 3 para prueba. 
Figura n.º 37. Exactitud por especie (marcos poblacionales 2 y 3, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 38. Precisión por especie (marcos poblacionales 2 y 3, afijación simple). 
 
Elaborado por el autor. 
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Figura n.º 39. Sensibilidad por especie (marcos poblacionales 2 y 3, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 40. AUC por especie (marcos poblacionales 2 y 3, afijación simple). 
 
Elaborado por el autor. 
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Anexo n.º 25. Indicadores de desempeño según estratos, utilizando muestras 
seleccionadas mediante afijación simple, del marco poblacional 3 para entrenamiento 
y del marco poblacional 2 para prueba. 
Figura n.º 41. Exactitud por especie (marcos poblacionales 3 y 2, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 42. Precisión por especie (marcos poblacionales 3 y 2, afijación simple). 
 
Elaborado por el autor. 
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Figura n.º 43. Sensibilidad por especie (marcos poblacionales 3 y 2, afijación simple). 
 
Elaborado por el autor. 
 
Figura n.º 44. AUC por especie (marcos poblacionales 3 y 2, afijación simple). 
 
Elaborado por el autor. 
 
 
