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1Multi-Cues Regularized Least-Squares applied to Brain MRI
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Abstract: We present a method for using multiple image cues in a Regularized Least-Squares
(RLS) regression scheme. The cues are generic continuous functions deﬁned on the object
space, such as the raw intensities or the gradient; their combinations with a Mercer kernel yield
a set of cue-speciﬁc kernels that we use for regression and classiﬁcation. The regression problem
is cast in the direct sum space of the Reproducing Kernel Hilbert Spaces (RKHS) associated to
each cue-speciﬁc kernel. This particular formulation of the problem is consistent, and can be
solved by iterative or closed-form methods.
Setting the problem in the direct sum space allows us to design a feature selection mechanism
which operates independently on the training points and on the cue types. We show an imple-
mentation of the selection stage based on a consistent algorithm that minimizes the well known
elastic-net functional.
The method is applied to the automated segmentation of 3D magnetic resonance images (MRI)
of the brain, approached as a voxel classiﬁcation problem. The actual segmentation is per-
formed via a number of one-versus-all least-squares classiﬁers, trained solving a multi-cue RLS
regression problem and combined via bagging. The tests are performed on a set of publicly
available, simulated T1 MRIs.
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1 Introduction
In regression the choice of the hypothesis space, the functional space modeling all possible
solutions, is of fundamental importance. In the last ﬁfteen years kernel methods, which set
as hypothesis space an RKH space, have gained wide acceptance. One of the reason for their
appeal is the well-known fact that, although the hypothesis space can be inﬁnite dimensional,
the solution will always be represented by a ﬁnite sum a basis functions. Although the choice of
the associated kernel might have a considerable impact on the performance of the algorithms, it
is often more challenging to choose the right representation for the data. The computer vision
community for instance devotes a considerable effort to investigating which types of features
are most appropriate for a given task. Our work focuses on the construction, on the basis of
many possible data representations, of an optimal one.
Recently, different methods have been proposed to solve a similar problem: the estimation of
an optimal, data-dependent kernel from a ﬁxed set of available kernels. In Gunn and Kandola
[2002] an ANOVA kernel Stitson et al. [1999] is decomposed into a set of basic kernels cap-
turing speciﬁc correlations between the dimensions of the input data. The basic kernels are
then linearly combined yielding a new kernel. The optimal combination of kernels is found by
adding an L1 norm of the mixing coefﬁcients to the usual regularization penalty. Due to the
3L1 norm, the model is sparse on the mixing coefﬁcients, therefore highlighting possibly mean-
ingful correlations between the data dimensions. From a more general viewpoint, it has been
shown how it is possible to choose an optimal kernel in a convex set of kernels parametrized
by a compact set Argyriou et al. [2005]; Micchelli and Pontil [2005]. Yet another way to look
at the problem is to deﬁne, on the space of all possible kernels, an RKHS structure with an
associated hyper-kernel Ong et al. [2005]. The problem is then seen as the minimization of a
regularized quality functional, and a representer theorem ensures that the solution is a linear
combination of sections of the hyper-kernel. We also recall that some methods have been pro-
posed for learning the kernel work in a transductive setting Cristianini et al. [2002]; Bousquet
and Herrmann [2003]; Lanckriet et al. [2004]. In such a situation, all data are known but only
partially labelled (in the case of classiﬁcation), allowing to work purely on the kernel matrix.
In all methods above, the problem is the choice of an optimal, data-dependent kernel among
a set of feasible ones. In this paper, we move the problem back to the choice of the data
representation. Indeed, we build an overcomplete representation by using multiple image cues,
which are then combined with a Mercer kernel to provide a set of cue-speciﬁc kernels that can
be seen as a sort of data-dependent dictionary. In our framework the optimization of the kernel
is replaced by a stage of feature selection, which reduces the original dictionary and improves
the performance, both in terms of generalization and of computational efﬁciency.
In the rest of the paper we try to answer to the following questions:
1. Is RLS regression with the new hypothesis space consistent? We will answer positively by
exploiting an equivalent representation of the direct sum space as an RKHS.
2. How do we compute the solution? We provide in section 2.1 two algorithms which solves
the RLS problem.
3. How does such method perform?
The last question will be addressed in section 4, with a real-world medical image analysis
problem. We will consider the problem of segmenting the brain tissues in 3D MRIs, one of the
most studied segmentation problem on MRI. Indeed, after years of study, there is a wide range
of available methods (see section 1.1). Often, the problem is approached in an unsupervised
fashion, employing mixtures of Gaussians to model the distributions of the tissues intensities.
4However, it seems reasonable to exploit the prior knowledge of experts, and approach the
problem from a supervised viewpoint by framing it as a case of voxel classiﬁcation.
In this context the feature selection step has the further advantage of allowing us to cope with
the large number of examples available from volumetric MR images. Ideally, we would like
to sample the object space as densely as possible, and use all the training examples we can.
However, given the proportionality between the size of the training set and of the features
dictionary, for large number of examples (in our setting it exceeds 106) direct training on all
data becomes unfeasible. Discarding the least relevant features lets us build the classiﬁer from a
training set larger than it would be without selection, thereby increasing the sampling density.
Furthermore, should the need arise, feature selection would also let us train more than one
classiﬁer, which could be combined via bagging in order to reduce the variance of the results.
The performance of our segmentation method is tested on a set of publicly available, simulated
T1 MRIs Aubert-Broche et al. [2006] and compared with the results obtained in a previous
work Ashburner and Friston [2005]. For reference, we also perform tests with a widely used
implementation of Support Vector Machines (SVM) Chang and Lin [2001].
1.1 Related Works on Brain Segmentation
The problem of segmenting MR images has been approached quite early in the ﬁeld of medical
image analysis, especially in the context of brain MR, producing a wide range of algorithms (see
Clarke et al. [1995]; Pham et al. [2000] for reviews).
Our interest in segmentation by voxel classiﬁcation, either supervised or unsupervised, is due to
the relative ease of exploiting spatial coherence of volumetric data simply by using volumetric
features. Adapting other 2D-based methods to a 3D setting, although feasible, might require
a considerable amount of work. See for instance Ho et al. [2002]; Szekely et al. [1996] as
examples of 3D extensions of the well-known deformable models (snakes) Kass et al. [1988].
On the opposite spectrum, elementary techniques like thresholding and region-growing might
be applied directly to volumetric MRI data; however, they are semi-automatic techniques best
suited for interactive tools rather than for automatic systems.
A popular supervised classiﬁcation method is k-Nearest Neighbor (k-NN, see e.g. Bishop [2006]).
This algorithm can be applied to any feature, and in particular it can be used with information
5about both intensities and position, as in Anbeek et al. [2004]; Cocosco et al. [2003]; Warﬁeld
et al. [2000], thereby inducing spatial coherency. However, any global spatial feature requires
an effective spatial registration of the imaging data. With respect to this, methods using this
type of features are subjected to the same limitations of atlas-guided algorithms, which works
by registering a 3D template to the new sequences (e.g. Marroquin et al. [2002]). If the tem-
plate has already been segmented, the registration will transfer it to the new data, providing
automatic segmentation. However, the accuracy of the segmentation strictly depends on the
accuracy of a typically hard problem such as dense 3D registration. Moreover, non-rigid regis-
tration may be inappropriate when studying tissue volumes or speciﬁc pathologies, since it may
introduce unwanted deformations.
In the context of brain MRI segmentation, another widely used class of unsupervised methods is
based on Gaussian mixtures. These parametric models are used to estimate the distributions of
image intensities for the different tissue classes. Spatial coherence can be induced by introduc-
ing a prior derived from the registration with an atlas or a probability map, as in Ashburner and
Friston [2005]. Alternatively, the neighboring relations in the space domain between classes
can be modeled by (hidden) Markov random ﬁelds (MRF), without need of a preliminary regis-
tration, as in Awate et al. [2007]; Held et al. [1997]; Shattuck et al. [2001]; Van Leemput et al.
[2003]; Zhang et al. [2001].
A key issue in our work is the selection of a reduced set of features which are signiﬁcant for the
classiﬁcation task. Recently, this topic has received much attention in different ﬁelds, such as
signal and image processing, machine learning, bioinformatics. In the area of medical image
analysis, we can point to Folkesson et al. [2007] and Ochs et al. [2007] as two recent examples
of employing feature selection mechanisms for classiﬁcation. The latter in particular is based
on a widely used technique, AdaBoost Freund and Schapire [1997]. We employ a different
method, based on iterative regularization, which solves a convex problem and has been proved
to be consistent (see section 3.2 for more details).
1.2 Background and notation
We now brieﬂy recall the usual setting for regression, and introduce the notation used in this
paper. In the following we adopt the convention of denoting vectors with bold lowercase letters
6and matrices/tensors with bold uppercase letters.
In regression we assume the existence of a joint probability ρ(x,y) = ρ(y|x)ν(x) deﬁned over
the product X × R, where X ⊂ Rd is compact. The joint probability encodes some unknown
relationship, which we want to discover, between the two variables. The goal of regression is
to ﬁnd a function f(x) which minimizes the expected risk with respect to a given loss function
V : R × R → [0,∞):
E[f] =
Z
X×R
V (y,f(x))ρ(x,y)dxdy (1)
We restrict ourselves to the common case of square loss V = (y −f(x))2, in which case one can
show that
E[f] = kf − fρkL2(X,ν) + E[fρ], (2)
where fρ is the minimizer of E[f] in L2(X,ν), and is known as regression function. The second
rhs term is an irreducible error inherent to the joint distribution ρ(x,y), while the ﬁrst rhs term
is error of approximating fρ with f. Note that, given a quadratic loss, the difference between
the expected risks of the regression function and any other function is equal to the distance
between the functions in L2(X,ν).
Since the joint probability is unknown, we try to infer the solution from a set of observations.
Given a set of examples
Z = {(xi,yi) ∈ X × R|i = 1...n} (3)
which we assume are sampled iid from the joint distribution ρ, a natural approach is to minimize
the empirical estimate EZ[f] of the expected risk over a given functional space F. In the case of
square loss this yields the well-known least-squares problem:
min
f∈F
EZ[f] = min
f∈F
1
n
n X
i=1
(yi − f(xi))2. (4)
In the framework of kernel methods, F is an RKHS with reproducing kernel K
F = HK = span{K(x,·)|x ∈ X}. (5)
This setting can be extremely powerful, since we have a potentially inﬁnite number of basis
functions. Indeed, one can show Micchelli et al. [2006] that with appropriate choices of K and
under mild conditions, HK is dense in L2(X,ν). Even in the case of an inﬁnitely dimensional
7hypothesis space, however, it is well known that the minimizer of the empirical risk (4) belongs
to the span of only a ﬁnite basis:
span{K(xi,·)|(xi,yi) ∈ Z} ⊂ HK. (6)
The need for regularization arises from the well-known fact that, although the empirical risk
converges to the expected risk for n → ∞, the minimizer of the former does not converge to a
minimizer of the latter. This problem is usually referred to as overﬁt, meaning that the solution
ﬁts too well the training data but does not generalize well.
Indeed, when the hypothesis space is too large, then one typically gets a solution with small
bias but high variance. This problem can be tackled by regularizing the solution, adding a term
to the empirical risk which penalizes overly complex models:
fλ
Z = argmin
f∈F
1
n
X
i
(yi − f(xi))2 + λΩ[f], (7)
The penalty term restricts the hypothesis space, thereby reducing the variance and increasing
the bias; there typically is a sweet spot where the sum of the two terms is minimal. A typical
penalty in the kernel setting is the canonical norm of the RKH space associated with the given
kernel K, that is Ω[f] = kfk2
K. With such a norm the solution of RLS above will still be unique
and represented by a combination of the functions K(x,xi).
Recently, some works have explored the possibility of combining together RKHS generated from
different kernels, in order to build more expressive hypothesis spaces. We reviewed some of
these works in the introduction. We pursue a similar direction. Denoting by Hi the RKH space
generated by Ki,
Hi = span{Ki(x,·)|x ∈ X} (8)
we set as hypothesis space for the RLS problem the direct sum
H⊕ =
k M
i=1
Hi =
n
(f1,...,fk)|fi ∈ Hi
o
(9)
Note that in general H⊕ is not a RKHS. It is sufﬁcient to observe that its elements are tuples
(f1,...,fk) of functions fi, and therefore are not functions themselves. Although each tuple
deﬁnes a function, namely f(x) =
P
fi(x), two different tuples could yield the same function,
so that the direct sum can not be identiﬁed with a space of function and, a-fortiori, it is not a
8RKHS. The only case when the above identiﬁcation makes sense is when the intersection of the
RKHS Hi reduces to the zero vector.
In the next section we will rewrite the RLS problem in order to make use of H⊕. When more
than one type of data representation is available, this hypothesis space allows us to be sparse
both in terms of examples, ´ a la SVM, and also in terms of the representations used for each
example. The algorithm will try to use as many examples as possible and to use for each retained
example the best representation. This can not be achieved with other choices of hypothesis
space, such as the normal sum space or the product space.
2 Multi-Cues RLS
In our setting the hypothesis space is built on the basis of a number of functions, the cues,
deﬁned on the object space. A typical example occurs in image analysis, when we have a number
of ﬁlters which can be applied on the pixels or on patches of images. From our perspective, each
ﬁlter is a cue. Let there be k cues ϕj, continuous functions mapping the object space X to a set
of cue spaces Rpj:
ϕj : X → Rpj with j = 1...k. (10)
For each cue, given a Mercer kernel κj : Rpj × Rpj → R such as the Gaussian, the function
Kj : X × X → R deﬁned as
Kj(x,x0) = κj(ϕj(x),ϕj(x0)) (11)
is also a Mercer kernel, without any restriction on the cues ϕj. We denote by Hj the associated
RKHS.
Let us denote by H⊕ the direct sum (9) of the spaces Hj, and by H+ the sum of the same spaces,
H+ =
k X
j=1
Hj =
nX
fj|fj ∈ Hj
o
. (12)
One can show Aronszajn [1950] that H+ is a RKHS space with kernel K+ =
P
Kj, and there-
fore the RLS regression problem
min
f∈H+
(
1
n
X
i
(yi − f(xi))2 + λkfk2
H+
)
(13)
9can be approached with the usual techniques. In particular, we have consistency results with
known rates Gy¨ orﬁ et al. [2002]; Cucker and Smale [2002]; Sch¨ olkopf and Smola [2002]. Note
also that in this case we have a representer theorem ensuring that we can write the solution as
a sum of n basis functions K+(x,xi).
However, we are interested in another form of the problem. One can prove that the norm kfk2
H+
deﬁned over the H+ is equal to the minimum of
P
kfjk2
Hj over all possible decompositions
f =
P
fj, where each decomposition is an element of H⊕. Given this fact, we can see that the
problem (13) is equivalent to this second one:
min
(f1,...,fk)∈H⊕



1
n
X
i
(yi −
k X
j=1
fj(xi))2 + λ
k X
j=1
kfjk2
Hj



, (14)
with a one-to-one mapping between elements of H+ and their decompositions as elements of
H⊕ with minimal norm. Indeed, the solution of (14) has to be the decomposition with minimal
norm of the solution of (13). Otherwise, there would be another function with the same values
in xi but smaller norm.
The equivalence between the two problems and the consistency results for problem (13) ensures
the consistency of (14) too. Moreover, we can obtain a ﬁnite sum representation of the solution
of the latter problem too. It is sufﬁcient to note that each component fj of a generic function
in H⊕ can be decomposed into a term belonging to the linear span of the functions Kj(x,xi)
and a term in its orthogonal. Since this second term can only increase the norm kfjk2
Hj, it
necessarily derives that
fλ
Z =
k X
j=1
n X
i=1
α
j
iKj(x,xi). (15)
As the reader will have noted, in this last case we would have k × n free parameters. It would
therefore seem that using the second formulation is an unnecessary complication, given that
we can obtain the same result in a more elegant and compact way through (13). However, the
second form gives us a ﬁner control on the solution; as shown in section 3, this will be exploited
for a feature selection mechanism which operates separately on the examples xi and on the
type of cues.
102.1 RLS solution
Let us now move to describe two algorithms for solving problem (14), in closed-form and with
an iterative scheme, respectively.
Let us ﬁrst rewrite the RLS problem (14) in matricial form. Each cue yields an n × n kernel
matrix Kj with (i,`) elements Kj(xi,x`), and the solution can be represented as






f(x1)
. . .
f(xk)






=

K1 ... Kk

·






α1
. . .
αk






= K · α. (16)
The problem can be rewritten as
fλ
Z = argmin
α
1
n
ky − Kαk2 + λkαk2
⊕, (17)
where y is the n-dimensional vector of values yi, and kαk2
⊕ =
P
j(αj)TKjαj. Note that by
replacing this norm with kαk2
2 =
P
j kαjk2
2 we would impose a regularization penalty on the
coefﬁcients rather than on the function. Although we have no consistency result in this case,
we will study it for comparison in the rest of the paper.
The key observation in deriving an algorithm for solving (17) is that the adjoint operator KT
can be derived explicitly from the deﬁnition of the scalar product in the space H⊕. This can be
seen from the following equalities
< KTy,α >⊕ =
X
j
(c αj)TKjαj (18)
=< y,Kα >Rn =
X
j
yTKjαj,
where we denoted by c αj the result of applying the adjoint to y. This is true for any αj, so we
essentially get
c αj = y (19)
which in turn means that the adjoint operator KT is nothing else then the identity matrix
repeated k times, or
KT = 1T
k ⊗ I =






I
. . .
I






. (20)
11Imposing the regularization penalty on the coefﬁcients would mean that the rhs in (18) is the
canonical scalar product < b α,α > of Rk×n, and we obtain the following equality
X
j
(c αj)Tαj =
X
j
yTKjαj. (21)
In this case the adjoint is the ordinary transpose of K.
2.1.1 Closed-form solution
If we set to zero the gradient of the cost function wrt α and plug in the form of the adjoint from
(20), we can write the closed-form solution as
 
1T
k ⊗ K + nλI

α = 1T
k ⊗ y, (22)
or more explicitly:
α =






K1 + nλI ... Kk
. . .
. . .
K1 ... Kk + nλI






−1 





y
. . .
y






. (23)
Note that when regularizing on the coefﬁcients with the penalty kαk2
2 we obtain the usual
closed-form solution
α =
 
KTK + nλI
−1
KTy, (24)
where KT is the usual matrix transpose. With this type of regularization one might exploit the
Singular Value Decomposition (SVD) of the kernel matrix K = USV T in order to implement
more efﬁciently cross-validation. It is easy to verify that
α =
 
V S2V T + nλI
−1
V SUTy (25)
= V
 
S2 + nλI
−1 SUTy (26)
= V diag

si
s2
i+nλ

UTy, (27)
and we see that the complexity has been shifted on the SVD which can be computed just once.
2.1.2 Iterative solution
It has recently been noted that RLS problems can be framed as inverse problems, and that
it is possible to extend to the machine learning setting iterative algorithms widely applied in
12the context of inverse problems Lo Gerfo et al. [2007]. The advantage of using such iterative
algorithms can be appreciated in validation, since a single run of the algorithm provides a full
regularization path. We consider here an iterative method known as ν-method, with known fast
convergence.
In an usual setting with regularization on the coefﬁcients, the algorithm would start at α0 = 0
and proceed with
αi = αi−1 + µi(αi−1 − αi−2) +
ωi
N
KT(y − Kαi−1), (28)
where KT is the usual matrix transpose. The parameters µi and ωi are deﬁned as
µi =
(i − 1)(2i − 3)(2i + 2ν − 1)
(i + 2ν − 1)(2i + 4ν − 1)(2i + 2ν − 3)
(29)
ωi = 4
(2i + 2ν − 1)(i + ν − 1)
(i + 2ν − 1)(2i + 4ν − 1)
, (30)
with ν ﬁxed (in our implementation ν = 0.99). For details on the theoretical derivation see Engl
et al. [1996].
The algorithm above would correspond to the closed-form solution (24). However, we can
adapt the algorithm to the regularization with penalty kαk2
⊕ by using again the deﬁnition (20)
of the adjoint operator. It is sufﬁcient to replace the update rule (28) with the following one:
αi = αi−1 + µi(αi−1 − αi−2) +
ωi
N
1T
k ⊗ (y − Kαi−1). (31)
This new update rule deﬁnes the equivalent of the ν-method for the closed-form solution (22).
2.2 Comparison with Product Space
A viable and common alternative to the use of the direct sum space H⊕, would be the product
space
H× =
nY
fj|fj ∈ Hj
o
, (32)
which is RKHS with kernel K× =
Q
Kj Aronszajn [1950].
Note in particular that with Gaussian kernels, we obtain the familiar result
K×(x,x0) =
Q
κj(ϕj(x),ϕj(x0)) (33)
=
Q
exp

kϕj(x) − ϕj(x0)k2/σj	
(34)
= exp
P
kϕj(x) − ϕj(x0)k2/σj	
, (35)
13φ1
φ2
Figure 1: product space and direct sum space
that is a Gaussian kernel on the mixed space with norm weighted by the widths of the original
Gaussians.
The situation can be better understood from ﬁgure 1. The circle represents a K×(x,x0), while
the two kernels drawn alongside the ϕ1 and ϕ2 axes are the cue-speciﬁc kernels K1(x,x0) and
K2(x,x0). It is clear that if the data change little with respect to a certain cue, or the cues are
redundant, than our method has an advantage. Otherwise, if all cues are informative and not
redundant, than a method using the product space will probably result in a sparser description.
3 MRI Segmentation Algorithm
We now present a concrete application of the framework described in the previous section. The
aim is to segment 3D MR images of ﬁxed anatomical districts and ﬁxed modality by classifying
each voxel as belonging to one of the tissues of interest. Although the method is quite general,
in this work we focus on the segmentation of brain MRIs, where the tissues of interest are:
white matter (WM), grey matter (GM), cerebrospinal ﬂuid (CSF) and other types (O). Figure 2
shows an example of the used data, together with its correct segmentation.
In order to classify voxels, we have to ﬁx their representation scheme. The simplest representa-
tion scheme is the raw signal intensity of the voxel, but it might be too poor of information to
allow a correct classiﬁcation. Indeed, we can devise many other types of representations (some
are described with more detail in section 3.1), and pick one based on its superior performance.
We follow the alternative approach of exploiting the multi-cues RLS regression framework to
construct a mixed-type, redundant voxel representation and then selecting only the most sig-
14(a) (b)
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Figure 2: Examples of data used. Axial (a,b) and coronal (c,d) views of an example, both as
T1 intensities (a,c) and hard labeling (b,d). In this ﬁgure tissues are labeled with the following
colors: cyan (CSF), yellow (GM), red (WM) and blue (O).
niﬁcant voxel features. The feature selection mechanism is implemented via an iterated thresh-
olding algorithm described in section 3.2.
Given a voxel represented by a group of k cues φ = {ϕ1,...,ϕk}, the classiﬁcation is performed
by an indicator function
f(φ) = (fwm(φ),fgm(φ),fcsf(φ),fo(φ))T (36)
which maps any voxel φ to a vector in R4 encoding the classiﬁcation result; the decision rule
is then c? = argmaxc fc(φ). Each indicator function fc is chosen such that its value will be
positive for voxels φ belonging to the tissue c, and negative otherwise. The task of ﬁnding the
15Figure 3: Examples of feature values. Each image shows the response of the voxels to a speciﬁc
basis κi
j, mapped to colors from blue (low response) to red (high response). The associated cues
are, from left to right: multiscale 0-jets, neighborhood intensities, eigenvalues of the Hessian.
optimal indicator functions fc is a regression problem which is solved with one of the algorithm
described in the previous section. In accordance with the representation (15), each indicator
function can be written as
fc(φ;α) = b +
k X
i=1
N X
j=1
α
j
iκj(ϕj,ϕ
j
i), (37)
where we also explicitly added the offset term b arising when the data are not centered.
3.1 Voxel Cues
As anticipated, every voxel is represented by a group φ of k cues ϕi, which are used to generate
an over-complete dictionary of features. Among all possible ones, we selected a group of cues
commonly used in the ﬁeld and with spatial dependence on all three axes of the images; this
last condition being required to induce spatial coherence in the classiﬁer. Given the j-th voxel
of an image I, we denote its value either by its index, as Ij, or by its position, as I(xj,yj,zj).
The cues computed on the j-th voxel are listed below.
• Intensities of the voxel and its ﬁrst neighbors; we have
ϕ = (Ii)i∈Nj ∈ Rp, (38)
where we denote by Nj the neighborhood of the j-th voxel, with p = |Nj|. In practice we
use a 3 × 3 × 3 neighborhood i.e. p = 27.
16• Position of the voxel in millimeters, relative to the center (x0,y0,z0) of the acquisition
volume
ϕ = (xj − x0,yj − y0,zj − z0) ∈ R3. (39)
• Multiscale 3-jets Florack et al. [1992], deﬁned as the set of all the partial derivatives up
to the 3rd order, of I at the j-th voxel. In practice, each partial derivative at a given scale
is computed by convolving the image with the appropriate derivative of a Gaussian kernel,
denoted by Gabc
σ , where σ denotes the scale and the indexes a,b,c denote the order of the
derivatives along the three spatial axes. Given a set of S scales, we group the derivatives
by their order into 4 feature vectors ϕi, with i = 0...3, deﬁned as
ϕi = (Gabc
σ ∗ I(xj,yj,zj)) ∈ RS, (40)
where σ runs over all the scales and a + b + c = i.
• Eigenvalues and eigenvectors of the Hessian matrix
H =






Ixx Ixy Ixz
Iyx Iyy Iyz
Izx Izy Izz






(41)
at the same scales S used for the 3-jets.
In the next section we show how the cues listed above are used to derive the actual features
used in classiﬁcation.
3.2 Features selection and training
As anticipated, there would be little point in solving the regression problem set in H⊕ (14),
rather than the problem set in H+ (13), unless interested in the separation between the single
basis functions Kj(x,xi). We refer to them as features, as opposed to the cues which group
together all basis functions with same j. This separation can now be exploited by a feature
selection mechanism.
In particular we consider the elastic-net problem Zou and Hastie [2005], a modiﬁcation of the
RLS problem in which the regularization penalty is a mixture of an L1 and an L2 term. The
17original formulation was in the context of a generalized linear model, and the regularization
operates on the coefﬁcients:
fλ
Z = argmin
f∈H
1
n
ky − Kαk2 + +λ
 
ηkαk1 + (1 − η)kαk2
2

, (42)
where 0 ≤ η ≤ 1 is a parameter balancing the two regularization terms, thereby promoting or
inhibiting sparsity. We employ the iterative algorithm of De Mol et al. [2007], which has been
proved to be consistent. The algorithm iterates the following equation until convergence
αi =
1
1 + λ(1 − η)
Sλη(αi−1 + KT · (y − K · αi−1)) (43)
where the function Sµ is deﬁned for all elements as
Sµ(x) =

      
      
x + µ/2 if x ≤ −µ/2
0 if |x| < µ/2
x − µ/2 if x ≥ µ/2
(44)
We note again that with this algorithm the regularization is performed on the coefﬁcients, and
the adjoint KT is the usual matrix transpose.
Although the above algorithm is consistent in the context of a generalized linear model, that is
when the basis does not depend on the data, in our context this is not true anymore. However,
it is common practice to use such algorithms based on L1 penalties, even when consistent,
only as a feature selection step. Therefore, after having selected the most relevant features
by minimizing the elastic-net energy (43), we perform an RLS step with the ν-method (31)
described in section 2.1.2. After the selection step, only a subset of M elements of α will
be different from zero, and only the corresponding features Kj(x,xi) will be retained. For the
second step, a new n×M matrix c K is created as the restriction of K to the M features selected,
and the iterative algorithm (31) is applied replacing K by c K.
The goal of the training stage is to ﬁnd the optimal set of indicator functions fc(φ), with c ∈
{wm,gm,csf,o}. Given the decision rule, which assigns a voxel φ to the class c with maximal
fc(φ), a reasonable choice for fc is a function positive for voxels belonging to tissue c and
negative otherwise. Then, the classiﬁcation problem is cast into a regression one, deﬁned a
training set (φi,yi)i=1...n, where n is the number of training examples and yi,c = {+1,−1/3}
are the labels of the i-th voxel with respect to class c (with this choice
P
c yi,c = 0).
18CSF WM GM O TOT
CSF 8.8 0.0 0.6 0.8 10.2
WM 0.0 16.2 1.1 0.0 17.3
GM 0.8 1.2 25.5 0.8 28.3
O 8.2 0.2 2.3 33.5 44.2
TOT 17.8 17.6 29.5 35.1 100.0
Table 1: Confusion matrix for the experiment with single classiﬁer. The values are in percent
of all voxels tested. The rows are the true class of the voxel, while the columns are the label
assigned by the classiﬁer. The diagonal holds the true positives, which are 84% of the total.
4 Results
The data used for the experiments are 10 simulated T1-weighted MRIs, taken from the publicly
available database BrainWeb Aubert-Broche et al. [2006]. The images simulate a 3D spoiled
FLASH sequence with repetition time TR = 22 ms, echo time TE = 9.2 ms, a 30◦ ﬂip angle and
1 mm isotropic voxel size. For all images the correct hard segmentation is provided, thereby
allowing evaluation of the segmentation performance. Given the high resolution of the data, we
consider only a subset of 30 slices, 5 mm apart. See Figure 2 for an example. All experiments
are carried out by iteratively using one of the MR volumes as test, and all other for sampling
the training voxels. Therefore, there is no information leakage during the experiment: the
test volume is only used for performance evaluation, and not to tune any parameter. The set
of voxels available for training and validation is typically huge, and we randomly pick 103
voxels for training, and 104 for validation. Validation is repeated ﬁve times, by evaluating the
classiﬁcation error on the validation set over the whole regularization path provided by the
ν-method.
The kernels used in combination with the cues are Gaussians
Kj(x,x0) = exp
 
−kϕj(x) − ϕj(x0)k2/2σ2
j

(45)
with parameters σj chosen as the median distance between the training cues ϕj(xi), a standard
heuristic known to provide good results. See Figure 3 for three examples of Kj(x,xi), evaluated
19Table 2: Classiﬁcation errors of experiment 1, comparing the cue-speciﬁc spaces Hi to the direct
sum H⊕ without feature selection. Smaller is better.
H1 H2 H3 H4 H⊕
MEDIAN 8.1% 33.7% 42.7% 6.5% 6.1%
MEAN 7.9% 35.1% 42.8% 6.1% 6.0%
STD 1.0% 3.4% 1.4% 1.1% 1.1%
Table 3: Classiﬁcation errors of experiments 2, comparing the space H⊕ with and without
selection (performed with different parameters). Smaller is better.
λ 0.0 10−3 10−4 10−5 2 · 10−6
MEDIAN 6.1% 9.0% 5.1% 5.0% 5.1%
MEAN 6.0% 8.5% 4.7% 5.0% 5.1%
STD 1.1% 1.0% 1.1% 1.4% 1.4%
< #ϕ1 > 1000 20 43 118 391
< #ϕ2 > 1000 0 23 63 252
< #ϕ3 > 1000 0 0 25 138
< #ϕ4 > 1000 0 53 225 372
over a test slice, for three different pairs (i,j).
Our ﬁrst experiment has been a comparison between the classiﬁers built with the cues separately
(solution in Hj), and the classiﬁer built on all cues (solution in H⊕), without feature selection.
The classiﬁers have been trained by ν-method of (31), with regularization corresponding to
the penalty kαk2
⊕. The results, in terms of classiﬁcation error, are in Table 2. The different
cues shows quite different performances, but the classiﬁers built on H⊕ achieves the same
performance of the best cue.
The second experiment has been carried out to compare the classiﬁer on H⊕ without feature
selection, with classiﬁers obtained on the same space but with feature selection. Training is
again performed by (31). We set the parameter η of functional (43) to 0.99, thereby ﬁxing the
weight of the L1 penalty with respect to the L2 one, and tried different values for the parameter
20λ. In this setting, we can observe a signiﬁcant improvement (p < 0.0005 with dependent t-test)
for λ = 10−4 wrt to the results obtained without feature selection. Decreasing λ, and then
reducing sparsity, the improvement slowly fades away. Increasing λ we reach a point where the
features are too few. Note also that the selection mechanism tends to select features associated
to those cues which best performed in the ﬁrst experiment.
In the third experiment we trained a classiﬁer on H⊕, with feature selection (λ = 10−4), but per-
forming the regularization on the coefﬁcients. That is, we used the update rule (28) rather than
the modiﬁed (31). The results do not show any signiﬁcant difference in terms of classiﬁcation
performance, but we did not check the dependency on the size of the training set.
In the next batch of experiments, we analyze the performance in terms of the Dice metric, used
for instance in Ashburner and Friston [2005]; Shattuck et al. [2001] and deﬁned for a given
class as
Dice =
2 × TP
2 × TP + FP + FN
(46)
where we denoted by TP, FP and FN, the numbers of true positives, false positives and false
negatives, respectively. This metric is proportional to the ratio between the size of the overlap
of two segmentations (the true positives) and the sum of the sizes of the two segmentations
(TP + FP and TP + FN).
The best performance reported in Ashburner and Friston [2005] for data similar to ours is 0.934
(GM) and 0.961 (WM); CSF was not considered. Using a classiﬁer built with 103 training voxels,
and selecting the features from a pool of 4·103, we achieved on average a performance of 0.883
(GM), 0.927 (WM) and 0.955 (O+CSF). In this ﬁrst experiment we restricted the cues to the
0-jets, the intensities, the relative positions and the eigenvalues of the Hessian. Note that our
method, as opposed to the one of Ashburner and Friston [2005], does not use any spatial prior
and does not require any registration step.
If we consider the two classes O and CSF as separated we have Dice values for their classes of
0.840 and 0.629, respectively. The type of errors performed can be better understood looking at
the confusion matrix in table 1, where we can observe that most errors occur in discriminating
CSF from O. This type of errors might be reduced by an additional binary classiﬁer speciﬁcally
trained for discriminating between CSF and O. We performed a second experiment, suing all
seven types of cues and the additional CSF-O binary classiﬁer, and we obtained the following
21median values for the Dice metric: 0.899 (GM), 0.934 (WM), 0.691 (CSF) and 0.888 (O). Note
that as well as a signiﬁcant improvement for CSF and O, there is also a small improvement for
GM and WM, probably due to the additional cues.
In this second experiment, the selected features were distributed mostly among four types of
cues: 36.8% 0-jets, 22.4% intensities, 21.9% positions, 14.5% eigenvalues. The remaining
features were based on 2-jets (3.1%) and 1-jets (1.4%), while no eigenvectors were selected.
It is interesting to note the different distribution in the case of the binary classiﬁer CSF-O, with
the selected features distributed as follows: 50.4% positions, 25.4% 0-jets, 12.3% eigenvalues,
relatively few intensities with 4.4%, plus 5.6% 1-jets, 1.1% 2-jets and 0.9% eigenvectors. Some
examples of the automatic segmentation resulting from our classiﬁcation scheme are shown in
ﬁgure 5. Note that most errors are located in the area close to the skull, which, as observed in
Cocosco et al. [2003], might be stripped with other methods.
A potentially critical issue is the selection bias which might be induced by the relatively sparse
sampling of the training set. The sampling density can be increased by training Nm classi-
ﬁers fc,i for each tissue class, and combining them via bagging (i.e. averaging the indicator
functions):
fc(φ) =
1
Nm
Nm X
i=1
fc,i(φ).
However, the test we performed with Nm = 3 does not show a signiﬁcant difference with respect
to using a single classiﬁer (Nm = 1).
The performance of our method can be compared with that of L2 regularized least-squares (RLS,
equivalent to our method without feature selection) and with SVM. The experiments with SVM
have been carried out with libSVM Chang and Lin [2001], using Gaussian kernels with σ chosen
as in our method, and the C parameter selected by validation. We classiﬁers were trained on
the cues most frequently selected by our method (the 0-jets), using 1000 examples. See 4 for a
boxplot comparing the results of our classiﬁcation method with Nm = 1,3, compared with the
ones obtained from RLS and SVM. The results show a lower performance of both RLS and SVM,
although the bad performance of SVM might be due to the way libSVM handles the multiclass
problem.
22Figure 4: Boxplots of the dice metric for different experiments, grouped into subplots for each
tissue. The three rightmost bars of each subplot are results obtained with our method using
a single multi-class classiﬁer, denoted in the plots as sLS, using one classiﬁer plus the CSF-O
classiﬁer, denoted by sLS2, and a combination with bagging of three sLS2 classiﬁers, denoted
sLS3. We can consider as reference the results obtained by Ashburner and Friston [2005], of
0.934 for GM and 0.961 for WM. The dashed horizontal line marks the 0.9 value.
5 Conclusion
We proposed a method aimed at solving the regularized least-squares regression problem in a
case where a set of different cues can be extracted from the objects under analysis. In such a
situation, an obvious question to ask is how we can optimally exploit all available informations.
Although a typical answer would be to mix them together, possibly after a rescaling (see section
2.2), we explored the possibility of setting the RLS regression problem into the space H⊕, the
direct sum of the RKH spaces Hj associated with the cue-speciﬁc kernels. This approach allowed
us to achieve something similar to kernel learning, by selecting a sparse representation of the
solution. It is important to stress that the solution is sparse in two senses: with respect to
the training examples and with respect to the types of cues. Although other kernel learning
methods could provide either one of the sparsities (e.g. SVMs are sparse on the examples), to
the best of our knowledge no method is capable of promoting both types of sparsities.
We have also described how the framework can be applied to the segmentation of 3D MRIs.
23(a) best case - axial
(b) worst case - axial
Figure 5: Some examples of automatic segmentation. We chose two extreme examples, the best
and worst results based on the total rate of true positives. The second and third column from
the left are the true and estimated segmentation, respectively. The rightmost column shows the
true positive in white.
The segmentation scheme is fairly general, but we decided to apply it to the problem of brain
tissues segmentation, which has been investigated since a decade at least. Although the perfor-
mance is not as good as what achieved by state-of-the-art methods speciﬁcally designed for this
problem, we deem the results obtained so far more than encouraging, especially in the face of
the simplicity of our approach. Moreover, considering that our system does not make any use of
a probabilistic atlas, it is likely to have ample room for improvement. Given the positive results
obtained on this problem, we are interested in testing our method on other tissue segmentation
problems, in order to prove its general applicability. In this respect, the capability of the method
of selecting the better feature set for the problem at hand will be crucial.
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