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1. INTRODUCTION 
Let {Pn} be a sequence of numbers such that & > 0, j0 > 0. The two 
summability methods (fl, +!z,J and (A, j,) associated with it are defined as 
follows. If 
k=Q 
and 
as 
then 
s72 + 0, f&J. 
Furthermore, if 
Q(x) = $iR.Jc’ 
has radius of convergence p > 0 and 
4(x) = (~ow$x~) + s as 
then 
(1.1) 
n-+ co, (1.2) 
(1.3) 
U-4) 
x-+p-9 (1.5) 
(1.6) 
It is known [4; 5, p. 571 that if /,@‘,, +O and8,-+ co as n-+ 00, then 
these summability methods are regular. In this paper, we study these methods 
when 
In = WW + 11, (1.7) 
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L(t) being a slowly varying function in the sense of Karamata [l]. We are 
motivated in this direction by some recent results of Kwee [9] and Phillips 
[ll]. Obviously, for L(n) = 1, we obtain the logarithmic methods of sum- 
mability. Kwee generalized the logarithmic means by considering bn = A,=, 
defined by the power series expansion 
(1.8) 
These numbers are related to the generalized Cedro numbers introduced 
by Faber and their asymptotic behavior is given by [lo, p. 93; 3, p. 1921, 
,4,Q - a(log ny/n, n-+ co. (1.9) 
Kwee proved that if 01 > 0, (N, A,*) methods are equivalent to the logarithmic 
summability. He further proved that the Tauberian condition under which 
s, --f s(A, Ana) implies convergence, is independent of CL More recently, 
Phillips has generalized the logarithmic means in a different direction. He 
considers 
1 
fin = n(log,n) (log,“) ... (log,.“) ’ n > e, , 
=o otherwise; 
(1.10) 
where the numbers logk)l and ek are defined recursively: logirL = log n, 
log:,, = log(logkn) and e, = e, ek+i = eek. Phillips does not give any direct 
relationship between his extension and the logarithmic summability. However, 
it is not difficult to show that for k 3 1, his method is stronger than 
(m, l/(n + 1)). (See Section 5, Example II.) 
We note that n-&a in (1.9) and n/, in (1.10) are slowly varying sequences. 
Our object is to prove that the function Q(X), defined by (1.4) provides a 
natural Tauberian condition for the summability methods (h’,fi,) and 
(A,#,) when /z~ satisfies (1.7). We also give a comparison theorem for the 
(m, j,) and (-4, fi,) means and an equivalence theorem for the (iv, /In) means. 
Since, these summability methods are not affected if we change only a finite 
number of Pn, the results of Ishiguro [6], Kwee [8, 91, and Phillips [ll] 
follow as special cases. 
2. NOTATION AND ASSUMPTIONS 
A function, slowly varying at infinity in the sense of Karamata, is denoted 
by L, with or without subscript. We assume that L(t) is positive and continu- 
ous in 0 < t < co. 
4"9/53/3-15 
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The function L* is defined by 
(2-l) 
and we assume that 
L*(x) --f co as x--+ co. 
It is known that L*(x) also is slowly varying and 
(2.2) 
L(x) = o(L*(x)), x+ co. (2.3) 
For the properties of the slowly varying functions we refer to [I, 31. Unless 
specified otherwise, we assume that 
/qt) =qt)l(t + 1)) o,<t<co. (2.4) 
Iff(t) is defined in 0 < t < to and n is a nonnegative integer, thenf, =f(n). 
In particular, /m = /z(rz). 
The summability methods (N,/,J, (r3,/,), the sequences 9,) t, , and 
the functions Q(x), q(x) are defined by (1. I)-( 1.6). By (2.4) the series C&v” 
has radius of convergence p = 1. 
We note that the assumption (2.2) implies [ 1, p. 1291 
8, -L*(x), n<x<n-j-1, n++c0. (2.5) 
Therefore, B, - CC as n -+ co and the summability methods (m, j,) and 
(A,+,) are regular. 
3. STATEMENT OF RESULTS 
THEOREM 1. For ewry sequence {s,), 
s, - SOY fin) implies s, - 4% f%). 
Conversly, ifs, > -M for some M > 0, then 
sn + s(d)4 implies s, --b sp, j,). 
The implication (3.1) holds even when jn does not satisfy (2.4). 
(3.1) 
(3.2) 
THEOREM 2. If 
lim inf s, - s,, > 0, when n > ?n, m - ~2 
log L”(n) - log L*(m) - 0, 
(3.3) 
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then 
sn - s(A 9 f&J implies s, --+ s. 
In (3.3), the functionL*(x) can be replaced by any other function which 
is positive, strictly increasing, and asymptotically equivalent to it. In the 
next theorem, we give a simple condition for the equivalence of two (m,fi,J 
means. Two functionsf(x) and g(x) are of the same order (at infinity) if there 
exist positive numbers c1 , cs , and ca such that 
THEOREM 3. (a) LetL,(t)/L,(t) be monotone. IfLi(n)/Li*(n), i = 1, 2, are 
of the same order at injbity, then 
s,-s(,,s) ifandonlyif s,-+s(N,s). 
(b) Let L(t) =L,(t)L,(t) where L,(t) is monotone decreasing and L,(t) 
is monotone increasing. If L,(n)/L,*(n) and L(n)/L*(n) are of the same order at 
in$nity as (log n)-l, then 
s~-+s(N,$) ifandonlyif s~+s(~,&). 
In Section 5, we shall prove that the equivalence of (m, Ana) means [9] 
follows from the above theorem. 
4. PROOF OF THEOREMS l-3 
Proof of Theorem 1. Let s, -+ s(N, fz,). By (1.5), 
(1 - x)-l 2 p&T 
4(x) = 
?Z==O 
“7 
Since, tnPn - ~9, and B, -+ CO as n -+ CO, by [5, Theorem 571, q(x) + s as 
N-+1-. 
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Conversely, let s,, --f s(A, /,). Without loss of generality, we may assume 
that s, > 0 and that s > 0. Let 
P(t) = f jk, n<t<n+l, n==0,1,2 ,.... (4.1) 
L=O 
Clearly, a(t) is monotone increasing and Y(n) = 8, . 
Integrating by parts, 
Q(e-y) = y jw ctyP(t) dt. 
0 
By (2.5), g(t) is slowly varying and P(t) -L*(t) as t --f co. Therefore, by a 
known result [3, p. 391, 
Q(e) ,- L*( l/y), y --f Of. 
Let s(t) be the continuous linear extension of s, , that is, let 
s(t) = s, + (t - n) (&I+1 - 4, n < t < II + 1, 12 = 0, 1, 2 ,.... 
Define 
B(t) = l’s(u) dsyu). 
Obviously, 
B(t) = 0, o<r<1 
= t,Pn - so/i0 , n<t<n+1. 
We note that /3(t) is continuous except perhaps at t = n where 
P(4 - B(fl-) =f%Pn > n = 1, 2,.... 
Therefore, 
.cc 
J 
e--ty d/3(y) = 5 ;t,p,e-fly = q(e-“)Q(e-y) -/toso . 
0 n=l 
Since q(e-Y) - s as y --f Of, by (4.2) 
I 
x ecty d@(y) - sL*(l/Y), y-to+. 
0 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
Again, since p(y) is increasing, by a well-known result [S, Theorem 1081, 
B(t) - sL’(t), t-+ic (4.6) 
Therefore, by (2.5) and (4.5) t, -+ s as n 4 co. 
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Proof. of Theorem 2. Following the well-known technique of 
Vijayaraghavan, we first prove that if q(x) is bounded and s, satisfies (3.3), 
then s, is bounded. For our purpose, however, it is more convenient to use 
Vijayaraghavan’s result [5, p. 3061 in its modified form, given by Kwee [8, 
Lemma 11. Let 
co 
q(e-llt) = 1 en(t) s, (4.7) 
n=n 
where 
en(t) = #zne-n/t/Q(e-l/t). (4.8) 
Obviously, 
(9 44 > 0, 
(ii) f en(t) = 1, 
n=o 
and by (4.2), for each fixed n, 
(iii) en(t) -+ 0 as t -+ co. 
Furthermore, L*(t) is positive, continuous and strictly increasing; L*(t) - co 
as t + co and since L*(t) is slowly varying, logL*(t) - logL*(t - 1) - 0 
as t --+ cx). Therefore, to conclude that s, is bounded, it is sufficient to show 
that 
&(f)+O (4.9) 
when 
t > iv, nl+ 00, {L*w*(w -+ CfJ (4.10) 
and 
fN cnw {logL*@) - 1% L*(N)) - 0 
when 
N > t, t-00, {L*(N)/L*(t)} -+ CG. 
We note that by (4.2) and (2.5), respectively, 
(4.11) 
(4.12) 
j. c,(t) = {Q(e-llt)}-l !O -$+ e-nlt 
=ol zL&)/(n + 1) 1 
L*(t) ! 
= O(L*(M)x*(t)}, t>M, nf+c0. 
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Therefore, by (4.10), (4.9) is satisfied. Again, if N and t satisfy (4.12), 
= f L(n) e-“/t log(L*(n):L*(N)) 
11=N (n + 1) QWI") 
e-n/t log(L*(n)/L*(N)) 
L*(t) 
BY [3, P. 41, 
Also, as N -+ co, 
fN emnIt log(L*(n)/L*(N)) = 0 Ij,f e-“lt Iog(L*(x)/L*(N)) dx[ 
Integrating by parts, 
-co 
J N 
e-x/t log(L*(x)/L*(N)) dx = t Im e-“it (.~ +Liy)L.+(xI dx 
N 
= 0 [t(N + 1)-l 1: e-“lt dxl 
= O{P(N + 1)-l eeNlt). 
Therfore, by (4.13)-(4.16) and (2.3), 
,tN en(t) log(L*(n)/L*(N)) = 0 1% (t/N)2 e-wjtl 
= 0 3 (t/N)” e-Nitl . 
I 
But by [3, P. 41, 
L*(N) L*(x) -e sup -y--L N N<X<o, 
< sup Lw-y, tea. 
t<s<m x 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
Since (N/t) --t co, (4.17) implies (4.11). This completes the proof of the 
assertion that q(x) bounded and (3.3) imply that s, is bounded. By Theorem 1, 
s, bounded and s, --f s(A,#,) imply that s, -+ s(m,#,), that is, t, -+ s as 
n -+ co. Now, we shall prove that t, -+ s as n + co and (3.3), imply that 
s,-+sasn-+ co. 
SUMMABILITY OF SLOWLY VARYING FUNCTIONS 699 
Let 
u(t) = s, I n<t<n+1, n=0,1,2 ,.... (4.19) 
Since, t, -+ s as n + co, the boundedness of s, together with the relation 
L(t) L(n) f L(t) i -. ---=olt+l)’ t+1 n+l 
n<t<n+l, n-+00 
implies that 
1 
s 
t L(u) - - 
L*(t) ou+1 
u(u) du + s, t--tco. (4.20) 
L*(t) is strictly increasing, continuous and maps [0, co) onto itself. Therefore, 
the inverse function q(x) = L*-l( x exists and has the same properties. By ) 
(2.1) and (4.20) 
4?(x)) - s(C, 1)) (4.21) 
where (C, 1) is the Ceslro mean of order 1. The Tauberian condition (3.3) 
can be stated as follows: 
lim inf 0(7(X)) - 0(7(y)) >, 0 
(4.22) 
x > y, y - co, logx -logy+O. 
By (4.21) and (4.22), u(t) ---f s as t + co. 
Proof of Theorem 3. This is a straightforward application of a theorem of 
Cesaro and Hardy [5, pp. 58, 63). Let 
If 
a, > 0, b, > 0, $oa.=c% iob,=m. 
(i) (an/b,) is monotone, and 
(ii) for some positive numbers ci and ca , 
then the (W, a,) and (N, b,) means are equivalent. For example, if (aJb,J is 
decreasing, then by (i), s, -+ s(x, b,) implies s, - s(m, a,), whereas the first 
inequality in (ii) gives the implication in the opposite direction. If 
ara = Ll(n)/(n + l), b, = Lz(n)/(n + l), we obtain Theorem 3a. To prove 
part (b), we only have to observe that (fl, l/(n + 1)) means are equivalent to 
(m, Lz(n)/n + 1) means and these in turn are equivalent to (N, L(n)/n -j- 1) 
means. 
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5. APPLICATIONS 
I, Let 
L(t) = ol(log(1 + t)>“-1, 01 > 0, 
L*(t) = (l%(l + t)>*, and L*(t)/L(t) = (l/ar) log(1 + t). 
Since L(n) is monotone and L*(n)/L( n is of the same order as log n, by ) 
Theorem 3, (m,L(n)/n + 1) means are equivalent to the logarithmic means 
(m, I/n + 1). The Tauberian condition (3.3) can be stated as follows: 
lim inf s, - s, > 0, logn - 1 n>m-+co, - log m 
. (5.1) 
This condition is independent of 01 and is the same as for the logarithmic 
means [9, Theorem 4; 8, Theorem A]. 
II. Let 
and 
L(t) = l/log(l + t), t3 1, 
= ljlog2, 0<5<1, 
L*(t) = log log t(1 + o(l)), 
3 = log t(log log t) (1 + o(l)}, t-+CO. 
The Tauberian condition (3.3) is 
lim inf s, - s, 3 0, 1% 1% * - 1 n>m*co’ loglogm . 
For a comparison, see [ll, p. 8981. We note thatL*(n)/L(n) is not of the same 
order as log n. If a, =L(n)/(n + 1) and b, = l/(n + l), then (an/b,) is 
decreasing. Therefore, by [5, p. 581, 
However, the second method is stronger. Consider the sequence 
s, = (-1)” (n + 1) log(n + 1). (5.2) 
Obviously, s, -+ 0 by the second method, but s, is not limitable by the first 
method. By the limitation theorem [5, Theorem 131, s,+ s(m, l/n + 1) 
implies s, = o(n log n), n + 00, which contradicts (5.2). 
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III. Let 
L(t) = log log@ + I), t>2 
== log log 3, O<t<2. 
Integrating by parts, we obtain, 
s 
t log lo& + 1) & 
2 U-t1 
= log@ + 1) {log log(f + 1) - l} - log 3{log log 3 - l}. 
Therefore, 
L”(t) = log t(log log t) { 1 + o(l)}, (5.3) 
and 
L*(w(t) = 1% a + OUk t-+cG. (5.4) 
Since L(t) is monotone, by (5.4) and Theorem 3, the summability methods 
(N,L(n)/(n + 1)) and (m, l/n + 1) are equivalent. Therefore, the condition 
(5.1) is a Tauberian condition for the summability method (m, L(n)/(n + 1)) 
also. If we calculate directly, we get the Tauberian condition, 
lim inf s, - s, > 0, n>m+oo, log 41% 1% 4 j 1 
log m(log log m) ' (5.5) 
However, it can be shown that (5.1) and (5.5) are equivalent. 
IV. Let 
w = (S) Gx(t + w, t > max(l a j , / b I), 01 > -1. 
L(t) is the product of two slowly varying functions, L,(t) = (t + 1) (t + b)-l 
and L,(t) = {log(t + 1))“. Since L*(t)/L(t), &*(t)/&(t), i = 1, 2, are of the 
same order as log t, by Theorem 3, (N, L(n)/(n + 1)) means are equivalent to 
(N, l/(n + 1)) means. In particular, (X,L(n)/(n + 1)) means are translative. 
V. Let 
Ana=%, a>0 (5.6) 
where Ana are defined by (1.8). We shall prove that t(n) is monotone so that 
the equivalence of (m, L(n)/(n + 1) and (m, l/(n + 1)) follows from (1.9) and 
Theorem 3. 
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Let 
By differentiating logf(x), 
or 
Therefore, 
(5.7) 
f’(4 a ---= 
fW (1 - -4 l%Ml - 4) 
(1 - x) log (&-) f’(x) = q(x). 
which gives 
(5.9) 
Also, from (5.7), 
a, = (Y. (5.10) 
By induction, from (5.9) it follows that a, > 0 or a, < 0 according as OL > 0 
or 01 < 0. Again from (5.7), 
f’(X) = (f&J (log j&J-l 
or 
(1 -x) f apnfx--l z a f b, 
IL=0 n=" 71 + a - 1 
gn+l-l, (5.11) 
where 6, are defined by (5.7) in an obvious manner when cz is replaced by 
a - 1. By (5.11), 
a, - a,-, = cA,/(n + a - I), 7231 
a, = (a/(a - 1)) 6,. 
(5.12) 
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If OL > 1, 6, are positive so that a, are monotone increasing. If, however, 
0 < 01 < 1, b, are all negative so that a, are monotone decreasing. If 01 = 1, 
from (5.7), a, = 1 for all 1z. Since 
W) = ((n + l)/(n + 4) %I , 
for 01 > 0, L(n) are monotone increasing or decreasing according as 01 is 
greater than or less than 1. 
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