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Abstract 
In a recent paper, Dror (1992) presented several results for openshop scheduling with ma- 
chine dependent processing times. In this note, we present clarifications regarding the algorithm 
developed by him for minimizing the sum of job completion times (or average flow time) in a 
2 machine openshop and show that it is not optimal for all cases. Finally, we present an optimal 
algorithm for the same 2 machine openshop problem. 
1. Introduction 
In Section 3, Dror [l] presents Algorithm 3.4 which he states solves the problem 
02]pij = pi, p2 < p1 < 2pz]C Ci optimally. The proof of the optimality of the algo- 
rithm for (n - 1)/n 2 p~/p~ is presented by partitioning the problem into two cases: 
(a) Case 1: i p2 d p1 < 2~2; and (b) Case 2: p2 < p1 < i ~2. In this paper, we 
analyze the optimality of the proposed algorithm for both cases. 
For Case 1, we find that although Algorithm 3.4 provides optimal solutions for this 
ratio of processing times, there were certain inaccuracies in the paper by Dror [l]. In 
developing a schedule using Algorithm 3.4, the actual completion times of jobs are: 
Cl = 3~2; Ci = ip,, for i = 2,..., n. Given that the lower bound on these completion 
times is: C, = p1 + ~2; c = z&, for i = 2,. . . , n, it is necessary only to examine the 
completion time of job Ji since this is the only job for which the actual completion 
is greater than its lower bound. When attempting to complete job Ji by time Cl, we 
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find two inaccuracies in [l]: 
l By attempting to complete job JI to time C, , Dror [l] states that we need to introduce 
an idle time on machine M2 of ~213. However, the idle time introduced is p1 - ~2. 
l Dror [l] states that by attempting to complete J1 by time &, the completion time 
of job Jj increases from 3pl to 4pt and hence, the total schedule completion time 
increases by p2/2. However, the increase in total schedule completion time in this 
case is actually 
(1) 3~2 - p1 if i < p2/pt < i; and 
(2) 2~2 - PI if $ d p2lp1 d +. 
The remainder of this paper is organized as follows. In Section 2, we show that 
Algorithm 3.4 in [l] is not optimal for Case 2 (i.e., when i < pz/pl < 1). Finally, 
Section 3 presents an optimal algorithm (and related proof) for this case and concludes 
this paper. 
2’ 021Pij = Pj, P2 < PI < tp21C C, 
Following Dror [l], for this case, we assume that 
pl - p2 2 1 and integer, 
p2 - $7, = E. 
Before providing a counter example which refutes the optimality of Dror’s [l] Algo- 
rithm 3.4 for this case, we first clarify the following inaccuracies in his paper: 
l Using these two expressions and simple arithmetic, we have E < (~2 - 3)/4. In [l], 
the inequality is reversed. 
l Using Algorithm 3.4, Dror [l] contends that the completion times for jobs Jl, J2, . . . , Jj 
(j < r+/(p2 - 3)1), respectively, are:3~2,2~1,3~1,5~1,6~2,6~1,8~1,9~2,9~1,11~1, 
12p2,12pl,. . with this repeating pattern until Cj and for [4p2/(p2 - 3)] 
< k d n, Ck = kpl. There are two corrections which need to be made in this 
context: 
(1) The repeating pattern of completion times is not necessarily as stated in the 
paper. In fact, the following modifications to these completion times need to be 
made: 
(a) Within the interval $ < p2/pt < i, the job completion time of job Jg is 
actually 10~2 and not 9~2 as stated in the paper. 
(b) Within the interval $ < p2/pt < s, the job completion time of job J11 is 
actually 13~2 and not 12~2 as stated in the paper. 
(c) Within the interval E < pz/pl < f$, the job completion time of job Jl4 is 
actually 16~2 and not 15~2 as stated in the paper. 
Actually, these completion times for jobs Jg, J11, JM follow a pattern (i.e., when 
g < p2/p, < 6, the completion time of J 17 is 19~2 and not 18~2) which is 
relatively easy to generalize. 
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Table I 
P2:!PI i Late job? Early jobsb 
415 5 
516 5 
617 5 
718 8 
819 8 
9/10 8 
IO/l I II 
II/l2 II 
12113 11 
13114 I4 
I4115 I4 
15116 I4 
l,4 5 
I,4 
1,4,5 
l,4,5,7 8 
1,4,5,7 
l,4,5,7,8 
1,4,5,7,8, IO II 
1,4,5,7,8,10 
1,4,5,7,8, IO, I I 
1,4,5,7,8,10,11,13 I4 
I, 4,5,7,8, 10, I I, I3 
1,4.5,7,8,10,11,13,14 
” These are jobs completed after the lower bound on the completion time. 
h These are jobs completed before the lower bound on the completion time 
(2) The contention that this pattern of completion times is relevant up to job J, 
where .I’ < [Wh - 3)l is not accurate. In fact, the values of j for different 
ratios of pz/pi when p2 -pi = 1 are shown in Table 1. This table also indicates 
the jobs completed after or before the lower bound on completion times (i.e., 
“1ate”and “early” jobs, respectively). 
l Figs. 5 and 6 in [l] have minor problems. In Fig. 5, it appears that job JI is started 
on machine A42 before it is completed on machine Mi. In Fig. 6, it appears that job 
JJ is started on machine Mi before it is completed on machine M2. 
l The schedule shown in Fig. 7 in [l] is based on the incorrect notion that 
job J1 needs to be completed on machine A42 at kpl (where k(p) - ~2) = ~1). 
Actually, job J1 can be completed on machine I& at kpz. Hence, the difference 
in completion time for the schedule shown in Fig. 7 and that shown in Fig. 4 is 
4~1 - 5~2 (= 0; or both schedules are identical in terms of the sum of completion 
times). 
Finally, using the following counter example, we show that Algorithm 3.4 does not 
always provide an optimal schedule for this case. Fig. 1 shows the schedule resulting 
from applying Algorithm 3.4 when pl = 5 and p2 = 4. Based on this figure, Cl = 12; 
C2 = 10; C, = 15; Ca = 25; Cs = 24; and Ck = 5k for k = 6,. .,n. The schedule 
resulting after moving job Ji to its lower bound (C, = 9) is shown in Fig. 2. Based 
on this revised schedule, Cl = 9; C2 = 10; CJ = 20; Cd = 21; Cs = 25; and Ck = 5k 
for k = 6,. . . , n. The difference in sum of completion times for the schedule from 
Algorithm 3.4 as compared to the revised schedule is -1. Hence, Algorithm 3.4 is not 
optimal. 
In Table 2, we indicate other specific processing time ratios where Algorithm 3.4 
also fails to provide an optimal solution. Note that the improvements described in this 
table are computed by modifying the schedule obtained by Algorithm 3.4 such that job 
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5 10 I5 20 25 30 35 
MI J, JO J3 J5 J4 JB J, . . . . 
M2 Jz Ja J, J4 JG Js J, 4 8 ,2 ,6 2. 24 ,... 
Fig. 1 
MI 
M2 
45 9 13 17 21 25 29 
Fig. 2. 
Table 2 
Range Improvement? 
(3/4,4/5) 
14/51 
(41% 6171 
(6/7,7/s) 
17/s] 
U/8,9/101 
(9/10,10/l 1) 
1to/111 
(lO/ll, 12/13] 
5P2 - 3Pl 
4~2 - 3~1 
7~2 - 5~1 
6~2 - 5~1 
9~2 - 7~1 
8P2 - 7Pl 
a A “-” indicates that Dror’s [l] Algorithm 3.4 is optimal for this range 
of ratios. On the other hand, the specific improvements in total comple- 
tion times of Algorithm 1 (see Section 3) over Dror’s [l] procedure are 
indicated for every other case. 
Ji is moved to its lower 
p1 - ~2; as in Fig. 2). 
3. An optimal algorithm 
bound (i.e., by introducing an idle time on machine M2 of 
The discussion above has shown that Algorithm 3.4 is not optimal for the problem 
021~~ = pj, p2 < pi < ip2 ICCi. In this section, we first present an algorithm for the 
p2/pi ratios where Dror’s [l] procedure does not provide an optimal solution. This is 
followed by a proof of the optimality of our algorithm for these ratios. 
Algorithm 1 
(1) Develop a schedule using Dror’s [l] Algorithm 3.4. 
(2) Move job J1 such that it is completed at its lower bound (i.e., by insert- 
ing an idle time of pl - p2 on machine Mz after completing job J2 on this 
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M, JI JP JI & J. Jg Je J, J J,o 
M2 J2 Ja J, J, J, JE J, 4 JB J,, . . . . 
Fig. 3 
Fig. 4 
machine). Schedule the remaining jobs using the same logic as that described 
in Algorithm 3.4 in [l]. 
Claim. Algorithm 1 provides an optimal schedule for the special cases of the problem 
021Pij = Pj, P2 < PI < ~PZICCj ( see Table 2) where Dror’s [l] algorithm fails. 
Proof. We provide a proof for the case where p2/p1 = i. A similar proof can be con- 
structed for any other specific ratio of processing times where Dror’s [l] Algorithm 3.4 
does not provide an optimal schedule. 
The application of Algorithm 1 when the processing time ratio is $ is shown in 
Figs. 3 and 4. Fig. 3 shows the schedule obtained using Dror’s Algorithm 3.4 (Step 
(1) of Algorithm 1) while Fig. 4 shows the schedule obtained using Step (2) of 
Algorithm 1. In this case, the improvement in the sum of completion times for the 
schedule in Fig. 4 as compared to that in Fig. 3 is 6~2 - 5~1. Hence, the schedule in 
Fig. 4 dominates that of Fig. 3 and our claim is that the schedule in Fig. 4 is optimal 
for p2/pt = i. 
When comparing the completion times of individual jobs in Fig. 4 to the lower 
bounds on the completion times for these jobs, it is easy to see that jobs Js, 54, 56 and 
57 are completed after their lower bounds (i.e., are completed “late”). Thus, we develop 
five alternative schedules where we manipulate the completion times of these late jobs. 
Obviously, these five candidate schedules dominate any other potential schedules: 
l In the first schedule, we attempt to complete job 53 as early as possible. One possi- 
bility is to switch jobs -13 and Jt on M2 (so that job Js can be completed at its lower 
bound). However, this would give us the schedule shown in Fig. 3 which has been 
shown to be worse than that in Fig. 4 (given that p2/pr = i, the schedule in Fig. 4 
dominates the schedule in Fig. 3 by a factor of 6~2 - 5~1; see Table 2). A second 
possibility is to switch jobs Js and 52 on both machines. However, this would delay 
the completion time of job Jz to be 4pr while the completion time of job Js would 
be 2pt and the completion times of other jobs would be unaffected. Thus, the sum 
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Ml J, 4 J, J, J, JS Jr 4 Jg J,o . . . . 
M2 J, J3 J4 J, 4 J, Js 4 Jg J,, . . . . 
Fig. 5. 
MI J, J2 Ja 4 J, JB 4 4 Jo JIO . . 
M2 J, J, J, Jd J, J, J, 4 Jg J,, . . . . 
Fig. 6. 
Ml JI J2 1 J3 1 J, 1 J, 1 Js 1 Jr 4 1 J, 1 J,, 1 . . . . 
M2 J, J, J, Js J6 J, J, JB Js JIO . . . . 
Fig. 7. 
of completion times for all jobs does not change with this switch and the schedule 
shown in Fig. 4 is still optimal. 
In the second schedule, we attempt to complete job J4 at its lower bound and the 
resulting schedule is shown in Fig. 5. The difference in total completion times for 
this schedule and that shown in Fig. 4 for Algorithm 1 is p1 - ~2. 
In the third schedule, we attempt to complete job J6 at its lower bound and the result- 
ing schedule is identical to that shown in Fig. 3. The difference in total completion 
times for this schedule and that shown in Fig, 4 for Algorithm 1 is 6~2 - 5~1. 
In the fourth schedule, we attempt to complete job J7 at its lower bound and the 
resulting schedule is shown in Fig. 6. The difference in total completion times for 
this schedule and that shown in Fig. 4 for Algorithm 1 is 2(pi - ~2). 
In the fifth schedule, we delay completion time of job J1 such that all other jobs 
can be completed by their lower bound. Hence, job J1 is completed at kp2 such that 
k(pl - ~2) = p2 (where k = 7 for p2/pi = i). The resulting schedule for this case 
is shown in Fig. 7. The difference in total completion times for this schedule and 
that shown in Fig. 4 for Algorithm 1 is 6~1 - 5p2. 
This concludes our proof of the optimality of Algorithm 1 for the case p2/pi = 
718. I7 
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