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Imagine a river, continuously flowing on, in a constant way running its course; the
water in the river always tends to flow in the direction with the minimal resistance
possible. Suppose during heavy rain the water in the river becomes higher and higher.
Then, suddenly, the water becomes so high that the river overflows its banks, allowing
the water to flow in the nearby meadows. Then it takes some time before the river is
adjusted to this new situation.
Statistical physics is an attempt for modelling natural processes. It tries to connect
the microscopic properties with the macroscopic properties. For the river the movement
of the water molecules is connected to the overall flow. The global properties of the river
are given by some universal laws for some characteristics, notwithstanding the huge
number of involved water molecules. Because of this huge number we have to apply
probabilistic methods (stochastics) on the underlying microscopic differential equations
defining the movement of all of the water molecules. Then if we look at the macroscopic
properties, we know almost for certain its global behavior. This global behavior can
be described by equations only depending on macroscopic properties. The underlying
microscopic part is removed by the performed stochastics.
Let us take a die to demonstrate some of the involved stochastic principles. As we
know, we have the same probability to throw a 1 or a 6. However, experience tells us that
after a small number of throws, the resulting relative frequencies of individual numbers
can significantly differ from each other. Only when we throw a die a large number of
times, the resulting relative frequencies of the numbers become more and more equal.
The same result can be arranged when we throw not one die many times, but rather
when we throw a lot of dice at once and then look at the relative number frequencies.
Obviously throwing one die 1000 times is equivalent to throwing 1000 dice one time.
Eventually all of the relative frequencies approach 16 : on average every number appears
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once if we throw a die six times. This relative frequency of a number is sometimes
identified as the probability of the number to appear. To shorten notation it is denoted
by P (i). For every number i on our die, P (i) = 16 . The function which assigns to
each number i the corresponding probability, we call the probability distribution of the
property.
Suppose we have two dice. Then the combined probability equals P (n1, n2), where
ni represents the numbers on the two dice. For instance P (1, 1), the probability of
throwing with both dice a 1 equals 16 · 16 = 136 . Note that the throw of one die does not
depend on the outcome of the throw of the other die. We say that the outcome of die
1 is independent of the outcome of die 2. When two properties are dependent on each
other the expression for the combined probability is in general more complicated.
All matter around us is made out of atoms. Every gram of matter contains around
1023 atoms. Often one considers a collection of some global (bulk) properties in addi-
tion to the atomic properties. In the description of matter, all the atoms together with
the mentioned global properties define the system. Any particular realization of the
corresponding atomic values is called a configuration of the system. Determining the
configuration resembles the throwing of 1023 dice at once.
Suppose one wants to measure a macroscopic property, for instance the average
density. Because of the large number of atoms, in the probability distribution of the
atomic values there is no need of the possibility of tracking the locations of the single
atoms. In case of the river: during the heavy rainfall, the river has a way of flowing
which does change in time. After some adjustments are made, the changes do stop;
the river flow becomes stationary. The time scale of the adjustments is extremely large
compared to the scale of the local movements of the water molecules. The way in which
the system properties are evolving we call the dynamics of the system. In the global flow
of the river the microscopic movements of the water molecules have been averaged out.
In the next chapter we give a general overview of the part of statistical physics
which is important for the two particular kind of models we study in this thesis: neural
networks and Ising models.
Neural networks
The first subject of the thesis is about a model originating in the theory of neural net-
works. In particular we like to understand the concept of memory. Our brain is built up
out of billions of neurons connected in a highly non-trivial way. This structure we call
a neural network. It is difficult to study it directly, because of the huge number of neu-
rons involved in a relatively small area. In order to understand how the memory works,
a common approach is to build a simpler model which captures its main features. Just
as the neural network of the brain, the model should be sufficiently robust: in transmit-
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Figure 1.1: Components of a neuron (taken from [19])
ting signals between neurons there are always some small errors involved. Given this
slightly deformed signal, the brain is able to remove the noise and to reconstruct the
pure signal. For a good general overview of neural networks see [19].
A neuron is build up of three parts: the cell body, the dendrites and the axon, see
Figure 1.1. The dendrites have a tree-like branched structure and are connected to the
cell body. The axon is the only outgoing connection from the neuron. At the end of the
axon it branches and it is connected to the dendrites of other neurons via synapses. The
end of any branch of the axon is separated from a dendrite by a space called the synaptic
gap.
Neurons communicate with other neurons via electric signals. The electric signal of
a neuron i transfers to a neuron j in the following way, see Figure 1.2. First it travels
from the cell body of neuron i into the axon which is connected to neuron j. This is the
output signal of neuron i. When the signal of the neuron arrives at the end of the axon
it transmits neurotransmitters into the synaptic gap. Then by receptors on the dendrite
of neuron j the neurotransmitters are transformed back to an electric signal. There are
several types of neurotransmitters. Some of transmitters amplify the incoming signal
before transmitting it to the dendrites of other neurons, whereas others weaken it.
This resulting signal originating from the receptors of neuron j we call the input
signal from neuron i to neuron j. Finally the signal arrives at the cell body of neuron j.
In the cell body of neuron j all the inputs come together. The cell processes the
inputs (as we will model mathematically by performing a weighted sum), what we call
the total input hj of neuron j. Then, depending on the outcome, the cell produces a new
signal which is transported to the axon of the neuron j in order to be transferred to other
neurons. This is called the output or the condition of neuron j.
For making a useful model based on these neural processes we need to make some
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Figure 1.2: The synapse (taken from [19])
simplifications. As a first simplification we assume that every neuron interacts with
every other neuron. We say that the neural network is fully connected. Further we
assume that each neuron can have only two possible outputs, i.e. it can only be in two
conditions. For reference we denote by σi the condition of neuron i: σi = +1 if it is
excited and σi = −1, when it is at rest.
We also assume that no alteration of the signal takes place when it travels across a
synaptic gap. As result the input to neuron j which comes from neuron i is equal to the
output σi from neuron i which is send to neuron j.
For modelling the dynamics of our model we introduce the time t. At every time step
∆t (with ∆ very small) every neuron output is changed simultaneously. The processing
of the cell body of every neuron j we model by two steps:
1. At time t we multiply every input σi(t) coming from the other neurons with a
weight. To obtain the total input hj(t) at time t we sum the result over all of the
neurons (except neuron j).
2. For the output σj(t + ∆t) of neuron j at time t + ∆t we take the outcome of a
probability distribution over the two possible neuron conditions. This distribution
is formed by a stochastic rule on hj(t).
We assume that the connections are treated by the neuron cell bodies in a symmet-
rical way: the weight given in neuron j to the input of neuron i is equal to the weight
given in neuron i to the input of neuron j. In realistic neural networks in general this
interaction symmetry does not hold.
The dynamics of our model is summarized by Figure 1.3. The stable configurations
under this dynamics form the memory of the system. Stability means that starting from
a stable configuration the system only reaches configurations which are very much alike
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output of all of the
neurons at time t →
total input hj(t):
weighted sum of
all of the outputs
→ output of neuron j at time t+∆t:
the outcome of stochastic rule on hj(t)
Figure 1.3: Dynamics of the neural network model
(in the sense of neuron configurations). By choosing appropriate weights we can tune
the dynamics such that the memory is formed by a finite number m of preselected
neuron configurations ξ(m), also called patterns.
The stochastic rule depends on a parameter β. The inverse T = 1/β of parameter
β is called temperature. If parameter β is large, the neuron has a strong tendency (high
probability) to become equal to the sign of its total input. As β approaches infinity the
stochastic rule turns into a deterministic one. Then, if we put in a configuration which
is close enough to e.g. ξ(1), the system evolves to configurations equal to the pattern
ξ(1). In other words the neural network remembers the configuration ξ(1) of its memory.
This means that the neuron configuration becomes equal to ξ(1) and, afterwards, the
system stays in this configuration. This is the so-called zero-temperature dynamics of
the Hopfield model, see Section 2.3.2. It is e.g. very useful for information transmission.
The dynamics defines algorithms to remove noise from the received signals. Often it is
advisable to allow the parameter β to be finite. Then, when we perform the dynamics of
Figure 1.3, we have excluded the probability of getting trapped in undesired so-called
metastable configurations.
In order to increase the capacity of the memory, obviously one can make the gener-
alization of increasing the number of possible conditions to a finite larger number q. In
information transmission if one takes q = 26, every neuron state corresponds to a letter.
Of course, for q < 26 one can also deal with words by a more carefully encoding, but
then the encoding becomes less clear. If we make in the above model this generalization
to have more possible neuron conditions than two, the resulting model is also known as
the Potts-Hopfield model.
In Chapter 3 we choose the weights in the total inputs in a different way. For this we
need to define first for each neuron a set of p continuous variables ξ(p)i which we refer
to as patterns. We take at random a realization of these variables. They have a Gaussian
distribution. This special distribution is often used in statistics. Then with the values
of the introduced patterns ξ(j)i we determine the weights for the total input. What will
be the memory of the resulting model? Are there any stable neuron configurations? We
will also look what happens when we increase the total number of neurons. What will
be the effect on the memory?
We form the weights of the total input by two Gaussian patterns. The possible num-
ber of conditions of a neuron we set to three. When we increase the number of neurons,
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for large numbers the following will happen. For a fixed number of neurons, the mem-
ory is concentrated around six neuron configurations. These configurations are related
to each other by a discrete symmetry. Every neuron configuration is associated to a
point in macroscopic space formed by some macroscopic variables. We can differenti-
ate the six stable neuron configurations into pairs of diametrical opposite points. When
one increases the number of neurons the discrete symmetry always occurs, however the
six configurations tend to rotate on three circles. This we will see in Chapter 3. If we
look at the sequence of increasing number of neurons, then in the macroscopic space of
above, the appearing stable neuron configurations do fill up the three circles in a regular
uniform way.
Ferromagnets
In Chapter 4 we consider a famous model for magnetic materials: the Ising model. In
general there are several kinds of magnetism. For the so-called paramagnets only when
we are applying an external field to it, the metal is magnetized. Otherwise there is no
magnetization. Another important type of metal are the ferromagnets. These metals
retain their magnetization, once they have been exposed to an external field. Initially
the ferromagnetic metals have no magnetization. This is comparable with what happens
when we magnetize pieces of iron with the help of a magnet. When we heat the material,
then eventually this effect disappears: the metal behaves like a paramagnet. For more
general information about magnetism we refer to e.g. [46]. We will use the Ising model
as a model for ferromagnetism.
Ising models
For justification of the Ising model as a model for a ferromagnet, we need to make
some assumptions. We assume that the unpaired electrons of the outermost shell of the
atoms are localized: i.e. closely bound to the corresponding atoms. Only these unpaired
electrons are responsible for the magnetization. For the Ising model we assume that for
every atom only one unpaired electron is in the outermost shell.
Every electron has an intrinsic angular momentum which we call spin. This spin
generates a magnetic moment. Due to quantum mechanics the spin of the electron can
have only two orientations with respect to this magnetic moment, which we call up
and down [5]. With a bit abuse of notation we mostly refer to these orientations as the
values of the spin. Because we have assumed every atom only has one unpaired electron
in the outermost shell, we also have only two orientations for the total spin per atom.
Most of the metals do consist of atoms with more than one unpaired electrons in the
outermost shell. For these metals there can be more than two orientations of the total
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spin per atom. Most solid materials are crystalline. The atoms, or ions or molecules do
lay in a regular repeated 3 dimensional pattern. This makes some finite number of spin
orientations energetically favorable.
In magnetizable metals the metal is divided into domains which have net magnetic
moments. The boundaries between these domains are called domain walls [46]. The
Ising model only allows for configurations in which the spins of two neighboring elec-
trons are parallel or anti-parallel with respect to each other. If there is a domain wall
present, the thickness of the domain wall is automatically zero.
The interactions between the localized electrons are also called the Weiss interac-
tions. In general two types of interactions do frequently occur: nearest neighbor and
mean-field. When we restrict ourselves to nearest-neighbor interactions, we assume that
all of the remaining interactions between the electrons, which are not nearest neighbors,
are zero. When the interaction is mean-field, then the interaction between the moments
of any pair of sites is non-zero and all of them are equal.
For the Ising model we restrict ourselves to the nearest-neighbor interactions. For
the lanthanide series (a particular series of elements) this is a good approximation. Al-
though the model is simple and is for other magnetic metals at most only a rough ap-
proximation it is and has been very useful model. It is the first model (and for long time
the only model in statistical physics) which displays the phenomenon of phase transi-
tion (e.g. think about the liquid → gas transition). Furthermore it is exactly solvable in
1 and 2 dimensions. Nowadays the Ising model (and generalizations of it) appears in
several places, e.g. all kinds of optimization problems, voter problems, models for gas
versus liquid, etc.
Now we give a mathematical description of the model. Take a piece of a lattice.
Every point where a vertical line does cross a horizontal one we refer to as a site. The
horizontal and vertical line-pieces starting from a site and ending by the nearest next
crossing we refer to as bonds. On every site i there is an atom which has a net spin
magnetic moment to which the spin can have only two orientations. We denote the
spin-value by σi = +1 when the spin is oriented up and σi = −1 when the orientation
of the spin is down. We refer both to the atom as to the spin orientations as spin. The
configuration σ of the spins is in our case an array, which contains the spin-values σi of
every site.
Between each pair of nearest-neighbor spins (i.e. every pair of spins associated with
a single bond) there is an interaction
Eexij = −βσiσj ≡ Jσiσj (1.1)
We call often this interaction also the exchange energy between the atoms on site i and
j. The energy of a configuration is the total of these exchange energies. The variable β
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is the inverse of the temperature times a constant, which depends on the type of material
considered.
The probability of the configurations are determined by these interactions. In ferro-
magnets the nearest-neighbor spins tend to have equal orientations, i.e. they tend to be
aligned. Therefore we have chosen the interactions in the model such that it becomes
more probable for spins to be aligned: we have set J < 0. When J > 0, the model
behaves like an antiferromagnet. Then it becomes more probable for spins to be anti-
aligned. The higher the energy is the less probable the configuration becomes. The














where Z(σ) is the sum of the numerator over all configurations. We see that when
the temperature gets lower, the interaction (1.1) becomes stronger. Then it becomes
more probable for nearest-neighbor spins to be aligned. From (1.2) we immediately
see that for zero temperature only the two configurations which minimize the energy do
appear with positive probability: i.e. every spin has the same orientation. For very high
temperatures every configuration becomes almost equally probable. Then the model
behaves like a paramagnet. The temperature is thus a measure of the disorder in the
system. For low temperatures most of the spins do align with each other, for high
temperature the orientations of the spins are more or less randomly up or down. In
Chapter 4 we will consider the most interesting part, the low-temperature ferromagnetic
region of the Ising model.
Until this moment we did not bother about the environment. When the energy of
the system is independent of this environment, we say that the system has free boundary
conditions. But what happens when this environment is formed by a different material
with a particular chosen configuration of spins? The values of the spins next to the
boundary not only tend to align the internal spins but also feel the nearest-neighbor
spins in the environment.
In general a piece of metal contains a lot of atoms. Already one gram contains
around 1023 atoms. One likes to consider volumes which are of the order of the size
of the piece of metal. The volume size is measured in the number of atoms, thus also
of the order of 1023. In the mathematical description of the model we approximate
this huge number by infinity. First one takes a large finite-volume version of the Ising
model. Then one tries to extrapolate the resulting expressions to an ’infinite’ volume
size model.
What will happen to the system when we increase the volume size, and choose for
each step the orientations of the external spins arbitrarily up or down, i.e. we take ran-
dom boundary conditions? How does the alignment of the spins change in the process
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of increasing the volume? It turns out to be dependent on the way we let the volume size
increase. Our results depend on letting it increase fast enough. Furthermore we need to
choose the temperature very low so that there is a strong tendency for the spins to align.
Then, in the long run, by (1.2), in the appearing configurations almost every spin
has the same orientation. However, because we have chosen the boundary conditions
randomly, for half of the volumes the appearing configurations will have almost all of
the spins up and for the other half of the volumes the configurations have almost all of
its spins down.
But now, if we look into the volume but far away from the boundary? Do we still
see an effect of the boundary conditions? We prove that the local volume density of the
area’s of aligned spins becomes asymptotically independent of the boundary conditions.
However, even for very large volumes, there is a significant effect on the density of spin
values. If we look at a fixed (very large) volume, then with probability one, either
all configurations have all the spins up or have all the spins down. Almost all of the
orientations becomes equal to the orientation of the majority of the external spins which
are involved in the boundary condition. Because of the non-zero temperature a small
part of the spins has an opposite orientation.
Because we have increased our volumes fast enough the so-called mixtures do not
appear. This means we do not have with nonzero probability both type of configurations:
i.e. having configurations with most of the spins up and configurations with most of the
spins down.
This is the subject of Chapter 4. There as a technical tool we need to introduce
non-trivial expansion techniques, called multi-scale cluster expansions. Our multi-scale
expansion method is inspired by the ideas of Fro¨hlich and Imbrie [35]. The multi-
scale expansion is a generalization of the more familiar ’uniform’ cluster expansion
technique. To simplify our estimates we choose to use a different representation of
the expansions from the one used in [35], the so-called Kotecky´-Preiss representation,
which was developed just two years later [50].
In order to have useful expansions, one needs to prove certain criteria: we need the
convergence of some summations related to the expansions. For cluster expansions it is
crucial to check the Kotecky´-Preiss criterion. However, in our expansions it is impossi-
ble to prove it directly. Therefore we introduce a new criterion, which we prove to be
equivalent. This new criterion enables us to obtain useful estimates even for our expan-
sions. In the final chapter the uniform and multi-scale cluster expansions are explained
more thoroughly.
Schematically the thesis is built up as follows:
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1. Introduction → 2. General overview ↗↘
3. Hopfield model
4. Ising model → 5. Cluster expansions
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