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Optimal Containment of Epidemics in Temporal
and Adaptive Networks
Masaki Ogura and Victor M. Preciado
Abstract In this chapter, we focus on the problem of containing the spread of dis-
eases taking place in both temporal and adaptive networks (i.e., networks whose
structure ‘adapts’ to the state of the disease). We specifically focus on the problem
of finding the optimal allocation of containment resources (e.g., vaccines, medical
personnel, traffic control resources, etc.) to eradicate epidemic outbreaks over the
following three models of temporal and adaptive networks: (i) Markovian tempo-
ral networks, (ii) aggregated-Markovian temporal networks, and (iii) stochastically
adaptive models. For each model, we present a rigorous and tractable mathematical
framework to efficiently find the optimal distribution of control resources to elimi-
nate the disease. In contrast with other existing results, our results are not based on
heuristic control strategies, but on a disciplined analysis using tools from dynamical
systems and convex optimization.
1 Introduction
The containment of spreading processes taking place in complex networks is a
major research area with applications in social, biological, and technological sys-
tems [72, 34, 3]. The spread of information in on-line social networks, the evolution
of epidemic outbreaks in human contact networks, and the dynamics of cascading
failures in the electrical grid are relevant examples of these processes. While major
advances have been made in this field (see, for example, [36, 42] and references
therein), most current results are specifically tailored to study spreading processes
taking place in static networks. Cohen et al. [13] proposed a heuristic vaccination
strategy called acquaintance immunization policy and proved it to be much more ef-
ficient than random vaccine allocation. In [5], Borgs et al. studied theoretical limits
in the control of spreads in undirected network with a non-homogeneous distribution
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of antidotes. Chung et al. [11] studied a heuristic immunization strategy based on
the PageRank vector of the contact graph. Preciado et al. [44, 48] studied the prob-
lem of determining the optimal allocation of control resources over static networks
to efficiently eradicate epidemic outbreaks described by the networked SIS model.
This work was later extended in [45, 46, 47, 30, 10, 31, 71, 69] by considering more
general epidemic models. Wan et al. developed in [70] a control theoretic frame-
work for disease spreading, which has been recently extended to the case of sparse
control strategies in [59]. Optimal control problems over networks have also been
considered in [27] and [26]. Drakopoulos et al. proposed in [14] an efficient cur-
ing policy based on graph cuts. Decentralized algorithms for epidemic control have
been proposed in [49] and in [60] using a game-theoretic framework to evaluate
the effectiveness of protection strategies against SIS virus spreads. An optimization
framework to achieve resource allocations that are robust to stochastic uncertainties
in nodal activities was proposed in [40].
Most epidemic processes of practical interest take place in temporal networks [32],
having time-varying topologies [21]. In the context of temporal networks, we are
interested in the interplay between the epidemiological dynamics on networks (i.e.,
the dynamics of epidemic processes taking place in the network) and the dynamics
of networks (i.e., the temporal evolution of the network structure). Although the dy-
namics on and of networks are usually studied separately, there are many cases in
which the evolution of the network structure is heavily influenced by the dynamics
of epidemic processes taking place in the network. This can be illustrated by a phe-
nomenon called social distancing [4, 16], where healthy individuals avoid contact
with infected individuals in order to protect themselves against the disease. As a
consequence of social distancing, the structure of the network adapts to the dynam-
ics of the epidemics taking place in the network. Similar adaptation mechanisms
have been studied in the context of the power grid [55], biological systems [53] and
on-line social networks [2].
We can find a plethora of studies dedicated to the analysis of epidemic spread-
ing processes over temporal networks based on either extensive numerical simu-
lations [64, 24, 22, 65, 33, 50] or rigorous theoretical analyses [66, 54, 43, 58].
However, there is a lack of methodologies for containing epidemic outbreaks on
temporal networks (except the work [29] for activity driven networks). This is also
the case for adaptive networks. In this latter case, we find in the literature various
methods for the analysis of the behavior of spreading processes evolving over adap-
tively changing temporal networks [18, 51, 61, 19, 62, 68, 57] relying on extensive
numerical simulations. However, this is a lack of effective control strategies in the
context of adaptive networks.
Nevertheless, in recent years, we have witnessed an emerging effort towards the
efficient containment of epidemic processes in temporal and adaptive networks us-
ing tools from the field of control theory. The aim of this chapter is to give an
overview of this research thrust by focusing on optimal resource allocation prob-
lems for efficient eradication of epidemic outbreaks. We specifically focus the scope
of this chapter on the following three classes of temporal and adaptive networks:
1) Markovian temporal networks [38], 2) aggregated-Markovian edge-independent
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temporal networks [41, 35], and 3) adaptive SIS models [19, 39]. We see that the
optimal resource allocation problem in these three cases can be reduced to an effi-
ciently solvable class of optimization problems called convex programs [7] (more
precisely, geometric programs [6]).
This chapter is organized as follows. After preparing necessary mathematical no-
tations, in Section 2 we study the optimal resource allocation problem in Markovian
temporal networks. We then focus our exposition on a specific class of Markovian
temporal networks, called aggregated-Markovian edge-independent temporal net-
works, in Section 3. We finally present recent results in the context of adaptive SIS
models in Section 4.
Notation We denote the identity matrix by I. The maximum real part of the eigen-
values of a square matrix A is denoted by λmax(A). For matrices A1, . . . , An, we
denote by
⊕n
i=1 Ai the block-diagonal matrix containing A1, . . . , An as its diago-
nal blocks. If the matrices A1, . . . , An have the same number of columns, then the
matrix obtained by stacking A1, . . . , An in vertical is denoted by colni=1 Ai. An undi-
rected graph is defined as the pair G = (V ,E), where V = {1, . . . ,n} is a set of
nodes and E is a set of edges, defined as unordered pairs of nodes. The adjacency
matrix A = [ai j]i, j of G is defined as the n× n matrix such that ai j = a ji = 1 if
{i, j} ∈ E , and ai j = 0 otherwise.
2 Markovian Temporal Networks
Since the dynamics of realistic temporal networks has intrinsic uncertainties in, for
example, the appearance/disappearance of edges, the durations of temporal inter-
actions, and inter-event times, most mathematical models of temporal networks
in the literature have been written in terms of stochastic processes. In particular,
many stochastic models of temporal networks (see, e.g., [43, 66, 12, 25]) employ
Markov processes due to their simplicity, including time-homogeneity and memo-
ryless properties. The aim of this section is to present a rigorous and tractable frame-
work for the analysis and control of epidemic outbreaks taking place in Markovian
temporal networks. We remark that, throughout this chapter, we shall focus on the
specific type of spreading processes described by the networked SIS model among
other networked epidemic models (see, e.g., [42]).
2.1 Model
In this subsection, we present the model of disease spread and temporal networks
studied in this section. We start our exposition from reviewing a model of spreading
processes over static networks called the Heterogeneous Networked SIS (HeNeSIS)
model [48], which is an extension of the popular N-intertwined SIS model [63] to
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the case of nodes with heterogeneous spreading rates. Let G be an undirected graph
having n nodes, where nodes in G represent individuals and edges represent interac-
tions between them. At a given time t ≥ 0, each node can be in one of two possible
states: susceptible or infected. In the HeNeSIS model, when a node i is infected, it
can randomly transition to the susceptible state with an instantaneous rate δi > 0,
called the recovery rate of node i. On the other hand, if a neighbor of node i is in
the infected state, then the neighbor can infect node i with the instantaneous rate βi,
where βi > 0 is called the infection rate of node i. We define the variable xi(t) as
xi(t) = 1 if node i is infected at time t, and xi(t) = 0 if i is susceptible; then, the
transition probabilities of the HeNeSIS model in the time window [t, t + h] can be
written as
Pr(xi(t+h) = 1 | xi(t) = 0) = βi ∑
j∈Ni
x j(t)h+o(h),
Pr(xi(t+h) = 0 | xi(t) = 1) = δih+o(h),
(1)
where Ni is the set of neighbors of node i and o(h)/h→ 0 as h→ 0.
Although the collection of variables (x1, . . . ,xn) is simply a Markov process, this
process presents a total of 2n possible states (two states per node). Therefore, its
analysis is very hard for arbitrary contact networks of large size. A popular ap-
proach to simplify the analysis of this type of Markov processes is to consider upper-
bounding linear models, as described below. Let A denote the adjacency matrix of G.
Define the vector p = (p1, . . . , pn)> and the diagonal matrices P =
⊕
(p1, . . . , pn),
B =
⊕
(β1, . . . ,βn), and D =
⊕
(δ1, . . . ,δn). Then, it is known [48] that the solu-
tions pi(t) (i = 1, . . . , n) of the vectorial linear differential equation
d p/dt = (BA−D)p (2)
upper-bound the evolution of the infection probabilities Pr(i is infected at time t)
from the exact Markov process with 2n states. Thus, if the solution of (2) satisfies
p(t)→ 0 exponentially fast as t→∞, then the infection dies out in the exact Markov
process exponentially fast as well. Since the differential equation (2) is a linear sys-
tem, the maximum real eigenvalue λmax(BA−D) of the matrix BA−D determines
the asymptotic behavior of the solution. The above considerations show that the
spreading process dies out exponentially fast if
λmax(BA−D)< 0. (3)
In the special case of homogeneous infection and recovery rates, i.e., βi = β and
δi = δ for all nodes i, condition (3) yields the following well-known extinction
condition (see, e.g., [28, 1])
β
δ
<
1
λmax(A)
. (4)
However, conditions (3) and (4) are not applicable to the case of temporal net-
works having time-varying adjacency matrices. In this section, we focus on the case
where the dynamics of the temporal network is modeled by a Markov process. In
order to specify a Markovian temporal network, we need the following two ingre-
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Fig. 1 Markovian temporal network having three possible configurations (G1, G2, and G3), and the
corresponding stochastic transition rates.
dients. The first one is the set of ‘graph configurations’ that can be taken by the
temporal network of our interest. Let those configurations (static and undirected
networks) be G1, . . . , GL. This implies that, at each time t ≥ 0, the temporal net-
work to be modeled always takes one of the configurations G1, . . . , GL. The other
is the set of stochastic transition rates between graph configurations. Specifically,
we let pik` denote the stochastic transition rate from the configuration Gk to G`. This
implies that, if the configuration of the temporal network at time t is Gk, then the
probability of the temporal network having another configuration G` at time t + h
equals pik`h+o(h). We show a schematic diagram of a Markovian temporal network
in Fig. 1.
We now describe the model of disease spread considered in this section. Let G(t)
be a Markovian temporal network. Let Ni(t) be the set of neighbors of node i at
time t in the graph G(t). Then, we can reformulate the transition probabilities (1) of
the HeNeSIS model as
Pr(xi(t+h) = 1 | xi(t) = 0) = βi ∑
j∈Ni(t)
x j(t)h+o(h),
Pr(xi(t+h) = 0 | xi(t) = 1) = δih+o(h).
(5)
Notice that, in the first equation, the infection probability is dependent not only
on the infection states of the other nodes but also the connectivity of the network.
Then, we can formulate an upper-bounding model for the HeNeSIS model over the
Markovian temporal network G(t) as
d p/dt = (BA(t)−D) p(t), (6)
where A(t) denotes the adjacency matrix of G(t).
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2.2 Optimal Resource Distribution
Let us consider the following epidemiological problem [48]: Assume that we have
access to vaccines that can be used to reduce the infection rates of individuals in
the network, as well as antidotes that can be used to increase their recovery rates.
Assuming that both vaccines and antidotes have an associated cost and that we are
given a fixed budget, how should we distribute vaccines and antidotes throughout
the individuals in the network in order to eradicate an epidemic outbreak at the
maximum decay rate? In what follows, we state this question in rigorous terms
and present an optimal solution using an efficient optimization framework called
geometric programming [6].
Assume that we have to pay f (βi) unit of cost to tune the infection rate of node i
to βi. Likewise, we assume that the cost for tuning the recovery rate of node i to
δi equals g(δi). Notice that the total cost of tuning the collection of infection rates
(β1, . . . ,βn) and recovery rates (δ1, . . . ,δn) in the network is given by
R =
n
∑
i=1
( f (βi)+g(δi)).
We further assume that these rates can be tuned within the following feasibility
intervals:
0<
¯
βi ≤ βi ≤ β¯i, 0< ¯δi ≤ δi ≤ δ¯i. (7)
We can now state our optimal resource allocation problem as follows:
Problem 1. Consider a HeNeSIS spreading process over a Markovian temporal net-
work. Given a budget R¯ > 0, tune the infection and recovery rates βi and δi in the
network in such a way that the exponential decay rate of the infection probabilities is
maximized while satisfying the budget constraint R≤ R¯ and the box constraints (7).
In order to solve this problem, we first present an analytical framework for quan-
tifying the decay rate of the infection probabilities, given the parameters in the
HeNeSIS model and the Markovian temporal network. In fact, using tools from
control theory, it is possible to prove the following upper-bound on the decay rate
of infection probabilities in the HeNeSIS model:
Proposition 1. Consider the HeNeSIS spreading process over a Markovian tempo-
ral network. Let pi`` =−∑ 6`=k pi`k. If
λmax(A1)< 0
for the matrix
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A1 =

BA1−D+pi11I pi21I · · · piL1I
pi12I
. . .
. . .
...
...
. . .
. . . piL,L−1I
pi1LI · · · piL−1,LI BAL−D+piLLI
 ,
then the infection probabilities of nodes converge to zero exponentially fast with an
exponential decay rate of |λmax(A1)|.
Besides providing an analytical method for quantifying the rate of convergence
to the disease-free state, this proposition allows us to sub-optimally minimize the
decay rate of the epidemic outbreak by minimizing the maximum real eigen-
value λmax(A1) of the Metzler matrix A1. In fact, by employing the celebrated
Perron-Frobenius theory [23] for nonnegative matrices, we are able to solve Prob-
lem 1 via a class of optimization problems called geometric programs [48, Proposi-
tion 10], briefly reviewed below [6]. Let x1, . . . , xn denote positive variables and de-
fine x = (x1, . . . ,xn). In the context of geometric programming, a real function g(x)
is a monomial if there exist a c ≥ 0 and a1, . . . ,an ∈ R such that g(x) = cxa11 · · ·xann .
Also, we say that a function f (x) is a posynomial if it is a sum of monomials of x
(we point the readers to [6] for more details). Given a collection of posynomials
f0(x), . . . , fp(x) and monomials g1(x), . . . , gq(x), the optimization problem
minimize
x>0
f0(x)
subject to fi(x)≤ 1, i = 1, . . . , p,
g j(x) = 1, j = 1, . . . ,q,
is called a geometric program. A constraint of the form f (x)≤ 1 with f (x) being a
posynomial is called a posynomial constraint. It is known [6] that a geometric pro-
gram can be efficiently converted into an equivalent convex optimization problem,
which can be solved in polynomial time [7].
We can now state the first main result of this chapter:
Theorem 1 ([38, Section VI]). Assume that the cost function f is a posynomial and,
also, there exists δˆ > δ¯ such that the function g˜(δ˜ ) = g(δˆ − δ˜ ) is a posynomial in δ˜ .
Then, the infection and recovery rates that solve Problem 1 are given by {β ?i }ni=1
and {δˆ − δ˜ ?i }ni=1, where the starred variables solve the optimization problem
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minimize
βi, δ˜i,v>0,λ>0
1/λ
subject to A1v≤−λv,
n
∑
i=1
( f (βi)+ g˜(δ˜i))≤ R¯,
¯
β ≤ βi ≤ β¯ ,
δˆ − δ¯ ≤ δ˜i ≤ δˆ − ¯δ .
(8)
Moreover, this optimization problem can be equivalently converted to a geometric
program.
It is rather straightforward to verify that the optimization problem (8) can be
converted to a geometric program. For example, one can easily confirm that the
vectorial constraint A1v ≤ −λv is equivalent to the following set of posynomial
constraints
(∑k 6=`pik`vki)+βi∑nj=1[A`]i jv` j + δ˜iv`i+λv`i
(δˆi−pi`)v`i
≤ 1,
for all i = 1, . . . , n and ` = 1, . . . , L. We refer the interested readers to the refer-
ences [48, 38] for details.
2.3 Numerical Simulations
To illustrate the results presented in this section, we consider the HeNeSIS model
over the following Markovian temporal network based on the well-known Zachary
Karate Club network [73]. In order to construct a Markovian temporal network from
this static network, we first identify two clusters (i.e., a division of the set of nodes
into two disjoint subsets) in the network using the spectral clustering technique (see,
e.g., [67]). We then classify the edges in the static network into the following three
classes: edges within the first cluster (E (1)), within the second cluster (E (2)), and
between distinct clusters (E (3)). We then consider the following stochastic temporal
behavior for the network structure: edges in each class E (i) (i = 1,2,3) appear or
disappear simultaneously, with an activation rate pi and a deactivation rate qi, re-
spectively. Notice that, in this setting, the temporal network has a total of 23 = 8
configurations G` = (V ,E`) (`= 1, . . . , 8) having the sets of edges listed below:
E1 = E (1)∪E (2)∪E (3),
E2 = E (1)∪E (2), E3 = E (2)∪E (3), E4 = E (1)∪E (3),
E5 = E (1), E6 = E (2), E7 = E (3),
E8 = /0.
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Fig. 2 Transition diagram of the Markovian Karate Club Network
We show the transition diagram of the resulting Markovian temporal network (called
the Markovian Karate Network) in Fig. 2, where solid (dashed) arrows indicate tran-
sitions involving the activation (deactivation, respectively) of edges.
Using Proposition 1, we first illustrate how the time-variability of the Markovian
Karate Network affects the behavior of epidemic threshold. We let the activation and
deactivation rates of the edges be p1 = p2 = 0.1, q1 = q2 = 1, p3 = 0.02, and q3 = 5.
As for the HeNeSIS model, we vary the value of the recovery rate δ , uniformly at
random among nodes, from 0 to 2. For each value of δ , we use a bisection search to
find the supremum βc of the transmission rate β that guarantees the exponentially
fast extinction of the disease spread (i.e., λmax(A1) < 0). We show the obtained
values of βc versus δ in Fig. 3. We can observe that, unlike in the case of static
network, the threshold value βc in our case exhibits a nonlinear dependence on δ .
We then move to the cost-optimal eradication of epidemic outbreaks over the
Markovian Karate Network. Let us fix
¯
δ = p1/2 = 0.05 and β¯ = βc, which are
considered to be the ‘natural’ recovery and infection rates of the nodes. We then
assume that a full dose of vaccinations and antidotes can improve these rates at
most 20%, i.e., we let
¯
β = (0.8)β¯ , δ¯ = (1.2)
¯
δ .
The cost functions for tuning the rates are set to be
f (β ) = c1+ c2/β q, g(δ ) = c3+ c4/(δˆ −δ )r, (9)
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2
δ
0
0.1
0.2
0.3
0.4
0.5
0.6
β
c
Fig. 3 The epidemic threshold βc of the Markovian Karate Club Network versus the recover rate δ .
β
β¯
β
0 1/2
Cost
δ
δ¯
δ
0 1/2
Cost
Fig. 4 Left: Cost functions for transmission rates. Solid: q = 0.1, dashed: q = 10, dotted: q = 50.
Right: Cost function for recovery rates. g. Solid: r = 0.1, dashed: r = 10, dotted: r = 50.
where q and r are positive parameters that allow us to tune the shape of the cost
functions; c1, . . . , c4 are constants to normalize the cost functions in such a way
that f (
¯
β ) = 1/2, f (β¯ ) = 0, g(
¯
δ ) = 0, and g(
¯
δ ) = 1/2. Notice that, with this choice
of the normalization constants, we have R = 0 if (βi,δi) = (β¯ , ¯
δ ) for every node i
(i.e., all nodes keep their natural infection and transmission rates), while R = n (full
protection) if (βi,δi) = (
¯
β , δ¯ ) for every i (i.e., all nodes receive the full amount of
vaccinations and antidotes). We show plots of the above cost functions for various
values of q and r in Fig. 4, when δˆ = 2δ¯ . In our numerical simulation, we use the
values q = r = 0.1, in which case the cost functions becomes almost linear (solid
lines in Fig. 4). Setting the available budget as R¯ = n/2, we solve the optimiza-
tion problem in Theorem 1 and obtain the sub-optimal resource allocation over the
Markovian Karate Network (illustrated in the first row of Table 1). We can observe
that the nodes at the ‘boundaries’ of clusters do not receive much investments. This
is reasonable because the first and second clusters are effectively disconnected (due
to the low activation rate p3 and the high deactivation rate q3 of edges between clus-
ters) and, therefore, we do not need to worry too much about the infections occurring
across different clusters.
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Table 1 Optimal investments for a) infection rates and b) recovery rates in the case of 1) the
Markovian network and 2) time-aggregated network, respectively. Darker node colors represent
heavier investments to vaccinate/antidote the node, while white nodes do not receive any invest-
ment.
a) Infection rates b) Recovery rates
1) Markovian
network
2) Time-
aggregated
network
For the sake of comparison, we solve the same resource allocation problem for
the original (static) Karate Club Network using the framework presented in [48]
and obtain another allocation of vaccines and antidotes over the network (shown in
the second row of Table 1). We can see that, in the latter allocation of resources,
some of the nodes at the boundaries of the clusters receive a full investment, un-
like in the Markovian case. This observation shows that, by taking into account the
time-variability of temporal networks, we are able to distribute resources in a more
efficient manner.
3 Edge-Independent Networks
Although the framework presented in the previous section can theoretically deal
with epidemic outbreaks on temporal networks presenting the Markovian property,
the framework is not necessarily applicable to some realistic temporal networks
having a large number of graph configurations (i.e., when the number L is large
under the notation in Section 2.1). For example, in the example studied in Sec-
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tion 2.3, it would be more realistic to assume that the activations and deactivations
of edges within a cluster or between clusters occur not simultaneously (as assumed
in the example) but rather respectively (or, independently of each other). However,
if we allow independent edge activations and deactivations for all the 78 edges in
the network, we would end up obtaining a Markovian temporal network having
L = 278 > 1023 possible graph configurations, which makes the optimization prob-
lem (8) computationally hard to solve.
The aim of this section is to present an optimization framework to contain epi-
demic outbreaks over temporal networks where edges are allowed to activate and
deactivate independently of each other. We specifically focus on the HeNeSIS model
evolving over aggregated-Markovian edge-independent (AMEI) temporal networks
introduced in [41]. We present an efficient method for sub-optimally tuning the in-
fection and recovery rates of the nodes in the network for containing epidemic out-
break in AMEI temporal networks. Unlike the optimization problem (8), the com-
putational complexity for solving the optimization problem presented in this sec-
tion does not grow with respect to the number L of graph configurations. We also
remark that another advantage of the AMEI temporal networks is its ability of mod-
eling non-exponential, heavy-tail distributions of inter-event times found in several
experimental studies [9, 56].
3.1 Model
We start by presenting the definition of aggregated-Markovian edge-independent
(AMEI) temporal network model [41]. For simplicity in our exposition, we shall
adopt a formulation slightly simpler than the original one in [41].
Definition 1 ([41]). Consider a collection of stochastically independent Markov
processes hi j (1≤ i< j ≤ n) taking values in the integer set {1, . . . ,Mi j}. We parti-
tion the integer set Mi j into {1, . . . ,Mi j}=Ai j ∪Di j, where Ai j is called the active
set andDi j the inactive set. An aggregated-Markovian edge-independent (AMEI for
short) temporal network is a random and undirected temporal network G(t) in which
the edge {i, j} is present at time t if hi j(t) is in the active set Ai j and not present if
hi j(t) is in the inactive set Di j (see Fig. 5 for an illustration).
A few remarks on the AMEI temporal networks are in order. First, the indepen-
dence of the Markov processes hi j for all pairs of nodes ensures the independent
dynamics of the connectivity of any node-pairs, unlike in the example presented in
Section 2.3. Secondly, in the special case where Mi j = 2, Ai j = {1}, and Di j = {2}
for all i and j, AMEI temporal networks reduce to the well-known model of tempo-
ral networks called the edge-Markovian model [12]. Thirdly, AMEI temporal net-
works in fact allow us to model a wider class of temporal networks. For example,
in an edge-Markovian graph, the time it takes for an edge to switch from connected
to disconnected (or vice versa) must follow an exponential distribution. In contrast,
in an AMEI temporal network, we can design the active and inactive sets Ai j,Di j
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Time
hij
Time
2
1
b) Sample path of edge-dynamics
3
4
i j
1 2
3 4
a) State-transition 
diagram of hij
Fig. 5 Example of the stochastic transitions of a particular edge in an AMEI model. Left: State-
transition diagram of the Markov process hi j having the state space {1,2,3,4} partitioned into the
active setAi j = {1,2} and the inactive setDi j = {3,4}. Right: a sample path of the time-evolution
of the edge {i, j}.
as well as the Markov process hi j to fit any desired distribution for the contact dura-
tions with an arbitrary precision [41, Example 1]. Finally, since all the processes hi j
are Markovian, the dynamics of an AMEI temporal network can be described by the
collection h = (hi j)i, j, which is again a Markov process.
3.2 Optimal Resource Allocation
In this section, we consider the same epidemiological problem as Problem 1:
Problem 2 ([35]). Consider a HeNeSIS model over an AMEI temporal network.
Given a budget R¯ > 0, tune the infection and recovery rates βi and δi in the net-
work in such a way that the exponential decay rate of the infection probabilities
is minimized while satisfying the budget constraint R ≤ R¯ and the box constraints
in (7).
We notice that, although Problem 2 is a particular case of Problem 1 for gen-
eral Markovian temporal networks since an AMEI temporal network is Markovian,
we cannot necessarily apply the optimization framework presented in Theorem 1 to
the current case. Notice that an AMEI temporal network allows a total of 2m graph
configurations, where m = 2n(n−1)/2 is the number of the undirected edges that can
exist in the network. This implies that the dimension of the vector-valued decision
variable v in the optimization problem (8), nL = n2m, grows exponentially fast with
respect to n, making it very hard to efficiently solve the optimization problem (8)
even for small-scale networks. We further emphasize that this difficulty cannot be
relaxed as long as we rely on the estimate on the decay rate of infection probabil-
ities presented in Proposition 1, because the estimate already relies on a matrix of
dimensions (nL)×(nL). This observation motivates us to derive an alternative, com-
putationally efficient method for estimating the decay rate of infection probabilities.
In this direction, using tools from random matrix theory, we are able to derive an
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alternative, tractable extinction condition for spreading processes over AMEI tem-
poral networks [41]:
Proposition 2 ([41, Theorem 3.4]). For positive constants b and d, define the de-
creasing function κ(s) = nexp(s/b)[(bs+d)/d]−(bs+d)/b2 for s≥ 0. Let us consider
the HeNeSIS spreading process over an AMEI temporal network. Define the n× n
matrix A¯ = [a¯i j]i, j by
a¯i j = lim
t→∞Pr(ai j(t) = 1). (10)
Let ∆ = max1≤i≤n∑nj=1
(
βiβ jA¯i j(1− A¯i j)
)
and c = η(B(sgn A¯)−D)− κ−1βmax,∆(1),
where sgn(·) denotes the entry-wise application of the sign function and βmax =
max1≤i≤nβi. If
λmax(A2)< τ, (11)
where
A2 = BA¯−D
and
τ = max
s∈(κ−1βmax,∆(1),¯δ+(|c|−c)/2]
(
− s+ cκβmax,∆ (s)
1−κβmax,∆ (s)
)
,
then the infection probabilities converge to zero exponentially fast, almost surely.
The extinction condition (11) is comparable with the condition in (3) for static
networks. Roughly speaking, we can understand A¯ defined in (10) as the adjacency
matrix of a weighted static network G¯ ‘representing’ the original AMEI temporal
network, while τ can be regarded as a safety margin we have to take at the cost of
utilizing this simplification. We further notice that the static network G¯ arises by
taking a long-time limit of the original AMEI temporal network [41]. We finally re-
mark that it is possible to upper-bound the decay rate of the convergence of infection
probabilities using the maximum real eigenvalue of A2 (for details, see [41]).
Proposition 2 gives us the following two alternative options to solve Problem 2
for a given HeNeSIS spreading process over an AMEI temporal network: 1) to in-
crease τ or 2) to decrease λmax(A2). Among these two options, the former is not
realistic because τ has a complicated expression and depends on relevant param-
eters in a highly complex manner. On the other hand, the maximum real eigen-
value λmax(A2) is easily tractable by the framework used in Section 2.2. This con-
sideration leads us to the following sub-optimal solution to Problem 2:
Theorem 2 ([38, Section VI]). Assume that the cost function f is a posynomial and,
also, there exists δˆ > δ¯ such that the function g˜(δ˜ ) = g(δˆ − δ˜ ) is a posynomial in δ˜ .
Then, the infection and recovery rates that sub-optimally solve Problem 2 are given
by {β ?i }ni=1 and {δˆ − δ˜ ?i }ni=1, where the starred variables solve the optimization
problem
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Fig. 6 Optimal resource allocation for the AMEI Karate Club Network. Left: costs for transmission
rates. Right: costs for recovery rates. Darker colors represent heavier investments, while white
nodes do not receive any investment.
minimize
βi, δ˜i,v>0,λ>0
1/λ
subject to A2v≤−λv,
n
∑
i=1
( f (βi)+ g˜(δ˜i))≤ R¯,
¯
β ≤ βi ≤ β¯ ,
δˆ − δ¯ ≤ δ˜i ≤ δˆ − ¯δ .
Moreover, this optimization problem can be equivalently converted to a geometric
program.
3.3 Numerical simulation
In this subsection, we illustrate the optimization framework for the optimal resource
allocation over AMEI temporal networks presented in Theorem 2. For simplicity in
the presentation, and to be consistent with the Markovian case in the previous sec-
tion, we focus on the case where the edge-dynamics hi j of any edge {i, j} is a two-
state Markov process taking values in the set {1,2} with the active set Ai j = {1}
and the inactive set Di j = {2} (although the following analysis can be applied to
the general non-Markovian case where the edge-dynamics is explained by multi-
state Markov processes hi j). In this subsection, we consider the HeNeSIS spreading
model over an AMEI temporal network based on the static Karate Network. Recall
that, in the Markovian Karate Network, the activations and deactivations of edges
within a cluster (or between clusters) must occur simultaneously. In this numerical
simulation, we assume that these activations and deactivations occur independently
of other edges. We specifically construct our AMEI temporal network as follows.
For an edge {i, j} between the nodes belonging to the first (or second) cluster, we
let hi j be the two-state Markov process whose activation and deactivation rates are
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given by p1 and q1 (p2 and q2, respectively). Also, we let the activation and deac-
tivation rates of edges between different clusters to be p3 and q3. Finally, for a pair
{i, j} of nodes not connected in the static Karate Club Network, we let their activa-
tion and deactivation rates to be 0 and 1, respectively. This choice guarantees that
edges not present in the static network do not appear in our AMEI Karate network.
Using the cost function in (9), as well as the box constraints and budget R¯ = n/2
used in Section 2.3, we sub-optimally solve Problem 2 by using Theorem 2. The
obtained resource distribution is illustrated in Fig. 6. As for the infection rates, we
observe that nodes at the ‘boundaries’ of the clusters receive small investments,
as already observed in the Markovian case. On the other hand, we cannot clearly
observe this phenomena for recovery rates. We finally notice that the resulting in-
vestment heavily leans towards increasing recovery rates, not decreasing infection
rates.
4 Adaptive Networks
In the case of epidemic outbreaks, it is commonly observed that the connectivity
of human networks is severely influenced by the progress of the disease spread.
This phenomenon, called social distancing [4, 16], is known to help societies cope
with epidemic outbreaks. A key feature of temporal networks of this type is their
dependence on the nodal infection states. However, this structural dependence (or
adaptation) cannot be well captured by the Markovian temporal networks because,
in those networks, the dynamics of the network structure is assumed to be inde-
pendent of the nodal states. In this direction, the aim of the current section is to
present the so-called Adaptive SIS model [19, 39], which is able to replicate adap-
tation mechanisms found in realistic networks. We first present a tight extinction
condition of epidemic outbreaks evolving in the ASIS model. Based on this extinc-
tion condition, we then illustrate how one can tune the adaptation rates of networks
to eradicate epidemic outbreaks over the ASIS model.
4.1 Model
In this section, we first describe the heterogeneous Adaptive SIS (ASIS) model [39].
As in the HeNeSIS model over Markovian temporal networks (studied in the pre-
vious two sections), the ASIS model consists of the following two components:
the {0,1}-valued infectious, nodal states xi(t) and a temporal network G(t). While
the nodal states in the ASIS model have the same transition probabilities as in (5),
the transition probabilities of the network G(t) in the ASIS model are quite different
from Markovian temporal networks because the probabilities depend on the states of
the nodes, as described below. Let G(0) = (V ,E(0)) be an initial connected contact
graph with adjacency matrix A(0) = [ai j(0)]i, j. Then, edges in the initial graph G(0)
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Fig. 7 Adaptation mechanisms in the Adaptive SIS model.
appear and disappear over time according to the following transition probabilities:
Pr(ai j(t+h) = 0 | ai j(t) = 1) = φixi(t)h+φ jx j(t)h+o(h), (12)
Pr(ai j(t+h) = 1 | ai j(t) = 0) = ai j(0)ψi jh+o(h), (13)
where the parameters φi > 0 and ψi j = ψ ji > 0 are called the cutting and reconnect-
ing rates, respectively. Notice that the transition rate in (12) depends on the nodal
states xi and x j, inducing an adaptation mechanism of the network structure to the
state of the epidemics. The transition probability in (12) can be interpreted as a pro-
tection mechanism in which edge {i, j} is stochastically removed from the network
if either node i or j is infected. More specifically, because of the first summand
(respectively, the second summand) in (12), whenever node i (respectively, node j)
is infected, edge {i, j} is removed from the network according to a Poisson pro-
cess with rate φi (respectively, rate φ j). On the other hand, the transition probability
in (13) describes a mechanism for which a ‘cut’ edge {i, j} is ‘reconnected’ into
the network according to a Poisson process with rate ψi j (see Fig. 7). Notice that we
include the term ai j(0) in (13) to guarantee that only edges present in the initial con-
tact graph G(0) can be added later on by the reconnecting process. In other words,
we constrain the set of edges in the adaptive network to be a part of the arbitrary
contact graph G(0).
4.2 Optimal Resource Allocation
In this section, we consider the situation in which we can tune the values of the
cutting rates in the network by incurring a cost. In particular, we can tune the value
of the cutting rate of node i to φi by incurring a cost of h(φi). The total tuning cost
is therefore given by R=∑ni=1 h(φi). In this setup, we can state the optimal resource
allocation problem, as follows:
Problem 3. Consider a heterogeneous ASIS model. Given a budget R¯, tune the cut-
ting rates φi in the network in such a way that the exponential decay rate of the
infection probabilities is minimized while satisfying the budget constraint R ≤ R¯
and the box-constraint 0<
¯
φ ≤ φi ≤ φ¯ .
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In order to solve this problem, we shall follow the same path as we did in the
previous sections: we first find an analytical estimate of the decay rate of the infec-
tion probabilities in the ASIS model. For this purpose, we first represent the ASIS
model by a set of stochastic differential equations described below (see [39] for de-
tails). For γ > 0, let Nγ denote a Poisson counter with rate γ [15]. Then, from the
two equations in (5), the evolution of the nodal states can be exactly described by
the following stochastic differential equation:
dxi =−xi dNδi +(1− xi) ∑
j∈Ni(0)
ai jx j dNβi , (14)
for all nodes i. Similarly, from (12) and (13), the evolution of the edges can be
exactly described by
dai j =−ai j(xi dNφi + x j dNφ j)+(1−ai j)dNψi j , (15)
for all {i, j} ∈ E(0). Then, by (14), the expectation E[xi] obeys the differential equa-
tion (d/dt)E[xi] = −δiE[xi] +βi∑k∈Ni(0)E[(1− xi)aikxk]. Let pi(t) = E[xi(t)] and
qi j(t) = E[ai j(t)xi(t)]. Then, it follows that
d pi
dt
=−δi pi+βi ∑
j∈Ni(0)
q ji− fi, (16)
where fi = βi∑k∈Ni(0)E[xixkaik] contains positive higher-order terms. Similarly,
from (14) and (15), the Ito formula for stochastic differential equations (see, e.g., [20])
shows that
dqi j
dt
=−φi pi j +ψi j(pi−qi j)−δiqi j +βi ∑
k∈Ni(0)
qki−gi j, (17)
where gi j = φ jE[xix jai j] + βi∑k∈Ni(0)E[xixkaik + (1− ai j)aikxk] contains positive
higher-order terms. We remark that the differential equations (16) and (17) exactly
describe the joint evolution of the spreading process and the network structure with-
out relying on mean-field approximations.
Based on the above derivation, we are able to prove the following proposition:
Proposition 3 ([39]). Let Ti be the unique row-vector satisfying Tiq = ∑k∈Ni(0) qki.
Define the matrices
B1 = col
1≤i≤n
(βiTi), B2 = col
1≤i≤n
(βi1di ⊗Ti), D1 =
n⊕
i=1
δi, D2 =
n⊕
i=1
(δiIdi),
Φ =
n⊕
i=1
(φiId j), Ψ1 =
n⊕
i=1
( col
j∈Ni(0)
ψi j), Ψ2 =
n⊕
i=1
⊕
j∈Ni(0)
ψi j,
where di denotes the degree of node i in the initial graph G(0), ⊗ denotes the Kro-
necker product [8] of matrices, and 1n denotes the all-one vector of length n. If the
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matrix
A3 =
[−D1 B1
Ψ1 B2−D2−Φ−Ψ2
]
satisfies
λmax(A3)< 0, (18)
then the infection probabilities in the heterogeneous ASIS model converge to zero
exponentially fast with an exponential decay rate |λmax(A3)|.
We remark that, in the homogeneous case, where all the nodes share the same
infection rate β > 0 and recovery rate δ > 0, and all the edges share the same
cutting rate φ > 0 and reconnecting rate ψ > 0, the condition in (18) reduces [39]
to the following simple inequality:
β
δ
<
1+ω
λmax(A(0))
, (19)
where ω = φ/(δ +ψ) is called the effective cutting rate. The proof of this reduction
can be found in [39, Appendix B]. We remark that, in the special case when the
network does not adapt to the prevalence of infection, i.e., when φ = 0, we have that
ω = 0 and, therefore, the condition in (19) is identical to the extinction condition (4)
corresponding to the homogeneous networked SIS model over a static network [63].
Now, based on Proposition 3, one can yield the following solution to Problem 3
based on geometric programs:
Theorem 3 ([39, Section IV]). Assume that there exists φˆ > φ¯ such that the function
h˜(φ˜) = h(φˆ − φ˜) is a posynomial in φ˜ . Then, the cutting rates that sub-optimally
solve Problem 3 are given by {φˆ − φ˜ ?i }ni=1, where the starred variables solve the
optimization problem:
minimize
φ˜i,v>0,λ>0
1/λ
subject to A3v≤−λv,
n
∑
i=1
h˜(φ˜i)≤ R¯,
φˆ − φ¯ ≤ φ˜i ≤ φˆ −
¯
φ .
Moreover, this optimization problem can be equivalently converted to a geometric
program.
4.3 Numerical simulations
In this section, we illustrate the results presented in this section. Let the initial
graph G(0) be the Karate Club Network. We first consider the homogeneous case,
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Fig. 8 The meta-stable number of the infected nodes y∗ versus β and φ , with δ = 1 and ψ = 2.
The dashed straight lines show the analytically derived lower bound (1+ω)/λmax(A(0)) = β on
the epidemic threshold.
Fig. 9 The distribution of the resource for tuning the cutting rates in the ASIS Karate Network
and fix the recovery rate and the reconnecting rate in the network to be δ = 1 and
ψ = 2 for all nodes in the graph, for the purpose of illustration. We then compute
the meta-stable number y∗ of the infected nodes in the network for various val-
ues of β and φ (for details of this simulation, see [39]). The obtained metastable
numbers are shown as a contour plot in Fig. 8. We see how the analytical thresh-
old β/δ = (1+ω)/λmax(A(0)) from (19) (represented as a dashed straight line in
Fig. 8) is in good accordance with the numerically found threshold y∗ = 1.
We then consider the optimal resource distribution problem stated in Problem 3.
In this simulation, we use the cost function h(φ) = c5 + c6/(φˆ −φ)s similar to the
one used in (9), where s is a positive parameter for tuning the shape of the cost func-
tion, φˆ is a constant larger than φ¯ , and c5 and c6 are constants such that h(
¯
φ) = 0
and h(φ¯) = 1. We let
¯
φ = 0.5, φ¯ = 1.5, φˆ = 100φ¯ , and s = 1, for which the result-
ing cost function resembles a linear function as in the case of Markovian temporal
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Markovian
AMEI
ASIS
Fig. 10 Optimal spending on nodes. In each circle (node), the upper-right, lower, and upper-left
colors indicate the investments according to the Markovian, AMEI, and ASIS formulations, re-
spectively.
networks. Using these cost functions and the budget R¯ = n/2, we solve the opti-
mization problem in Theorem 3 to find the sub-optimal distribution of resource over
the network (illustrated in Fig. 9). Interestingly, unlike in the Markovian cases in
Sections 2 and 3, we cannot clearly observe the phenomenon where nodes at the
boundaries of the clusters receive relatively less investments.
Finally, in Fig. 10, we summarize the amount of optimal resource distributions
obtained for the Markovian, AMEI, and ASIS Karate Networks. We see that, al-
though the three allocations share a certain tendency such as concentration of re-
source on high-degree nodes, they are not necessarily qualitatively equal. This ob-
servation confirms the necessity of appropriately incorporating the characteristics of
temporal/adaptive networks into our mechanism of resource distributions.
5 Conclusion
In this chapter, we have given an overview of recent progress on the problem of
containing epidemic outbreaks taking place in temporal and adaptive complex net-
works. Specifically, we have presented analytical frameworks for finding the optimal
distribution of resources over Markovian temporal networks, aggregated-Markovian
edge-independent temporal networks, and in the Adaptive SIS model. For each of
the cases, we have seen that the optimal resource distribution problems can be re-
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duced to an efficiently solvable class of convex optimizations called geometric pro-
grams. We have illustrated the results with several numerical simulations based on
the well-studied Zachary Karate Club Network.
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