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Abstract
The ATLAS experiment at the Large Hadron Collider is one of the most powerful tools
for the measurement of the Standard Model properties and the search for new physics
beyond it. This thesis describes a search for such a Beyond the Standard Model the-
ory and also the development of the readout system of the future ATLAS Inner Tracker
Pixel detector. Supersymmetric expansions of the Standard Model can solve some of
the fundamental problems of it, but no sign of Supersymmetry has been found so far.
This work presents the search for a Supersymmetry model that does not adhere to the
Minimal Flavour Violation paradigm that is usually followed by simplified Supersymme-
try searches. This opens the door to a possible mixing between the second and third
generation supersymmetric partners of the quarks, the top-squark (𝑡) and the charm-
squark (𝑐). In this Supersymmetry realisation, the decay of pair-produced 𝑡1 can lead
to final states with a 𝑏-jet, a 𝑐-jet and missing transverse momentum coming from the
pair of neutralinos (?̃?
0
1), which are the lightest supersymmetric particles in this model.
I performed a search for this 𝑡𝑐 + 𝐸missT final state using simultaneous 𝑏- and 𝑐-tagging
and also top-tagging techniques. In this context, I developed a Neural Network classi-
fier to target compressed signal scenarios, where the jets have low transverse momenta.
Limits on the cross section of generic new physics models and of the 𝑡𝑐 + 𝐸missT simpli-
fied model will be derived at the 95% confidence level, if no significant deviation from
the Standard Model will be found once unblinded. Models featuring light neutralinos
of 𝑚(?̃?
0
1) = 1GeV are expected to be excluded up to 𝑚(𝑡1) ∼ 1050GeV, while signal
scenarios with Δ𝑚(𝑡1, ?̃?
0
1) ∼ 𝑚𝑡 are excluded up to neutralino masses of 425GeV. To
enable more precise tests of the Standard Model and to expand the discovery reach for
new physics, the Large Hadron Collider will be upgraded to drastically increase the col-
lision rate in the context of the High Luminosity Large Hadron Collider project. The
innermost part of the ATLAS detector will be replaced with the new Inner Tracker to
cope with the higher requirements on radiation tolerance and the larger pile-up. The
increased trigger rate and larger occupancy and number of readout channels call for a
new readout system. This thesis describes the development and tests of the Optosystem,
which is responsible for the recovery, aggregation and electrical-optical conversion of all
Inner Tracker Pixel data links. The Optosystem successfully passed a preliminary design
review and is scheduled to be installed in ATLAS in the next long shutdown during 2026.
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Introduction
Humankind has always strived to understand the working principles of nature. One of
the most fundamental questions that can be asked is: what is the world around us made
of? The periodic table, developed one and a half centuries ago, identifies elements as
the fundamental building blocks of the universe. Later, smaller and smaller constituents
of matter were found with the advent of particle physics: the elementary particles. To-
day, the Standard Model (SM) of particle physics [1–4] describes all known elementary
particles and all their interactions except for gravity.
The SM has withstood many precision tests and was completed by the discovery of
the Higgs boson at the Large Hadron Collider (LHC, [5]) by the ATLAS and CMS
collaborations in 2012 [6, 7]. Although extremely successful at characterising particle
interactions over wide ranges of energy, the SM still leaves us with many open questions.
The SM, for example, does not explain the observed phenomena of dark matter and
dark energy and also only describes three out of the four fundamental forces. Even more
fundamentally, the SM cannot explain why our universe is predominantly made of matter
and not anti-matter. Lastly, assuming the SM to be correct up to the Planck scale, the
Hierarchy Problem [8, 9] emerges: a large amount of fine-tuning is needed to keep the
Higgs mass down at the observed mass of 125.1GeV [10], which goes against the principle
of naturalness [11–13].
Since the inception of the SM, many expansions of the it were proposed to solve some of
these issues. One of the most promising candidates is Supersymmetry (SUSY, [14–20]),
which introduces a symmetry between fermions and bosons. It can for example solve the
Hierarchy Problem and introduces particles that can explain the dark matter abundance.
Although well motivated, no proofs of this Beyond the SM (BSM) theory have been
found so far. Searches at the LHC were able to exclude many SUSY models to masses of
∼ 1TeV or more [21,22]. The ATLAS experiment [23] searches for a wide range of SUSY
states, such as the supersymmetric partners of the top and charm quarks (squarks). In
final states containing two top and missing transverse momentum (𝑡𝑡 + 𝐸missT , [24]) or
two charm quarks with missing transverse momentum (𝑐𝑐+𝐸missT , [25]), ATLAS derived
exclusion limits to squark masses of up to 1.25 and 0.85TeV correspondingly. SUSY
is however far from excluded because merely very simple realisations of it have been
considered so far.
In my thesis work, I wanted to search for a SUSY model that does not abide by the
Minimal Flavour Violation paradigm [26] usually followed. This is motivated by Ref-
erence [27] which showed that models featuring substantial mixing between the second
and third generation squarks are not yet excluded. Searches for third generation squarks
therefore may not be able to detect mixed-flavour SUSY [28,29]. References [30] and [31]
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therefore proposed searching for mixed final states containing both a top and a charm
quark with missing transverse momentum (𝑡𝑐+𝐸missT ), in contrast to the above mentioned
𝑡𝑡+ 𝐸missT and 𝑐𝑐+ 𝐸
miss
T searches.
The targeted SUSY model predicts both a jet from a bottom and from a charm quark
and requires a fully-hadronic decay of the bottom quark. To discriminate the SUSY
signal from the SM background, both bottom and charm flavour tagging techniques are
employed simultaneously. Signal topologies with boosted jets are tackled by also using
large-radius tagging of the top quark (top-tagging). Contrary to this, compressed signal
scenarios feature mostly jets with low transverse momentum, making discrimination to
the SM backgrounds difficult and negating the usage of top-tagging. I therefore planned
to develop and train a Neural Network using low-level event information as input to
discriminate between SM and SUSY events in this region of phase space. The ATLAS
Run 2 dataset, consisting of 139 fb−1 of proton-proton collisions recorded at the LHC at
a centre-of-mass energy of 13TeV, is used to look for this unique mixed-flavour SUSY
signature for the first time.
The Run 3 of the LHC will produce another ∼ 300 fb−1 of proton-proton collisions at
13–14TeV until 2024. Much more integrated luminosity is needed however for higher
precision tests of the SM such as measurements of the Higgs self-coupling and to look
for heavier and more elusive BSM signatures. The LHC will be upgraded between 2025
and 2027 in the context of the High-Luminosity LHC (HL-LHC, [32]) project. With an
integrated luminosity of up to 4000 fb−1, the HL-LHC for example enables the discovery
(exclusion) of top squarks with masses of up to 1.25 (1.7) TeV and the determination
of the Higgs boson couplings at the percent level [33]. The high luminosity is achieved
through a threefold increase of the number of simultaneous collisions and leads to a more
hostile radiation environment around the interaction points. To deal with the busier
collision signatures and larger radiation damage, also the LHC experiments needs to be
improved.
The largest upgrade of ATLAS experiment for the HL-LHC is the Inner Tracker (ITk,
[34, 35]) that is replacing the currently used Inner Detector. The ITk is an all-silicon
tracker consisting of an inner Pixel and an outer Strip detector. Not only the sensing
elements of the ITk are new, but also the readout system is completely replaced to deal
with the increased amount of radiation and also the faster and more numerous data links
needed to read out the detector. This thesis describes the ITk Pixel data transmission
system concept, which foresees to transmit the data electrically inside of the ITk, followed
by the optical transmission at speeds of 10.24Gb/s through fibres out of the ATLAS
detector to the counting room. The centrepiece of the Pixel data transmission system
is the Optosystem. It is responsible for the aggregation and electrical-optical conversion
(and vice versa) of all 26’000 Pixel links. In my thesis work I planned to develop the
Optosystem conceptual design and the technical implementation of it, addressing aspects
such as grounding and shielding, configuration and control, powering, and many more.
I also planned to verify the Optosystem design in terms of high-speed data transmission
performance, by the means of eye diagrams and bit error rate measurements. To do so,
I envisaged to develop test setups using Field-programmable Gate Arrays (FPGAs) to
both characterise individual Optosystem components and first Optosystem prototypes.
Chapter 1 first describes the SM and introduces SUSY. Then the LHC and the ATLAS
experiment are detailed in Chapter 2. This is followed by a description of the particle
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reconstruction and identification in Chapter 3. Next, Chapter 4 describes the analysis
searching for mixed-flavour SUSY using the ATLAS dataset recorded between 2015 and
2018. Finally, Chapter 5 presents the High-Luminosity program of the LHC and the
associated upgrade of the ATLAS detector, and focuses on the development and testing
of the Optosystem for the ITk Pixel detector.

Chapter 1
The Standard Model and
Supersymmetry
Since the advent of Quantum Mechanics, with Planck’s hypothesis in 1900 stating that
energy is quantised [36,37], our understanding of the physical laws governing nature has
increased tremendously. It was found that matter is made of atoms, themselves consisting
of positively charged nuclei and negatively charged electrons. The electrons were later
found to be lying on discrete energy levels as predicted by Quantum Mechanics, and a
first theory of Quantum Electrodynamics (QED) was developed by Dirac [38] to describe
the electromagnetic interaction between these charged particles and the particle of light,
the photon. QED is the first of many Quantum Field Theories (QFTs), which combine
field theory, quantum mechanics and special relativity to describe particles and their
interactions by means of Lagrangians.
After the discoveries of the proton by Rutherford [39] and of the neutron by Chadwick
[40,41], also the constituents of the nuclei and with that all building blocks of the periodic
table and its isotopes were discovered. This however was not the end of the search for
the constituents of matter, but merely the start.
By observing naturally occurring cosmic rays and accelerating charged particles to higher
energies in the laboratory, more and more particles were found until in 1964 Gell-Mann
[42] and Zweig [43] introduced the concept of quarks with charges of −13𝑒 and +
2
3𝑒, where
𝑒 is the elementary charge. Two such quarks would bind together to form mesons such
as the pions, while three would constitute baryons. Both the mesons and the baryons are
part of a group of particles called hadrons. Electron-scattering experiments conducted
at the Stanford Linear Accelerator Center at the end of the 1960’s then proved that
this picture was indeed true [44] and the proton and neutron are not elementary, but
composite particles. They are built of up (𝑢) and down-type (𝑑) quarks (proton: 𝑢𝑢𝑑,
neutron: 𝑢𝑑𝑑), which are held together by the strong interaction with gluons as the
mediator particle. Quantum Chromodynamics (QCD) is the theory that describes this
interaction.
The next fundamental force in particle physics is the weak interaction. It is for example
responsible for the nuclear fusion taking place in stars as well as 𝛽-decays, involving also
the only weakly interacting neutrinos. The 𝑊 and 𝑍 bosons, which are the mediators of
the weak force, were discovered by the UA1 and UA2 experiments at the CERN Super
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Proton Synchrotron in 1983 [45]. Already in the 1960’s, Glashow, Weinberg and Salam
[1–3] developed the Electro-weak (EW) theory that explains both the electromagnetic
and weak interactions in an unified way. To give mass to the 𝑊 and 𝑍 bosons, but
not to the photon, the EW theory includes a neutral massive scalar field, the Higgs field
[46–49]. This field also provides mass to the quarks and the charged leptons, which are
the electron and its heavier siblings, the muon and the tau. The excitation of this field
is the Higgs boson. This particle was discovered by the ATLAS and CMS collaborations
in 2012 [6, 7], completing the Standard Model of particle physics.
1.1 The Standard Model of Particle Physics
The Standard Model (SM) of particle physics [1–4] is the union of QCD and the EW
theory. As illustrated by Figure 1.1, the SM is precisely describing all known elementary
particles and the strong, electromagnetic and weak interactions between them. The SM
is a QFT that is invariant under local transformations (local gauge invariance). It has an
underlying SU(3)C × SU(2)L ×U(1)Y symmetry. The most general Lagrangian invariant
under this symmetry then defines the dynamics of the SM [50]. This section discusses
the structure and working principles of the SM, where in the following natural units are
used, setting both the speed of light and the reduced Planck constant to 1 (𝑐 = ~ = 1)
and using electron-volts (1 eV = 1V · 𝑒).
Figure 1.1: Comparison between SM predictions and ATLAS measurements of the total
and fiducial production cross sections of various processes at different centre-of-mass
energies (
√
𝑠). Taken from Reference [51].
Figure 1.2 shows a diagrammatic representation of the SM particles and interactions.
Section 1.1: The Standard Model of Particle Physics 7
The matter content of the SM is particles with a spin of 1/2 (fermions) that obey Fermi-
Dirac statistics [52,53]. Each fermion (𝑓) has an associated anti-fermion (𝑓) with opposite
charges. Particles with a spin of 1 (bosons) are force mediators and obey Bose-Einstein
statistics [54, 55]. Each fundamental force of the SM has one or more bosons associated
to it, which is exchanged between the fermions in an interaction. The matter content can
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Figure 1.2: Diagrammatic representation of the particles and interactions of the SM of
particle physics. Taken from Reference [56].
There are three generations of quarks. Each generation features a doublet of quarks with
one component of it having an electric charge of +23𝑒 (𝑢, 𝑐, 𝑡) and the other of −
1
3𝑒
(𝑑, 𝑠, 𝑏). These six types of quarks are referred to as flavours. Due to their electric
charge, quarks can interact by the electromagnetic force. The quarks also carry another
conserved charge called colour [57–59] that is governed by the non-abelian SU(3) gauge
group [60]. The colour charge of a quark can either be in a red, green or blue colour
state (anti-red, anti-green and anti-blue for anti-particles), while there are eight different
active gluons that also carry colour charge. Coloured particles interact via the strong
force, with the gluon being the mediator of the force. Quarks and gluons do not exist
as free particles by virtue of colour confinement. This is due to the dependence of the
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The gauge coupling constant of SU(3) is 𝑔s, one of the free parameters of the SM, ΛQCD is
the energy scale where non-perturbative dynamics of QCD dominate [10] and 𝛽0 depends
on the number of colours (𝑛c = 3) and the number of active flavours with mass thresholds
below 𝑄 (𝑛f). Since 𝛽0 is positive, the coupling constant increases for smaller momentum
transfers 𝑄. Therefore the coupling becomes stronger for larger distances, where smaller
momentum is transferred. Figure 1.3 shows this predicted behaviour and measured values
of 𝛼s on a large range of 𝑄. The more quarks are pulled apart, the stronger the force.
The result of this is that quarks (and gluons) can never be isolated as more and more
energy is required to pull them apart. A process called hadronisation takes place where
colour-neutral hadrons are created from the vacuum. In contrast to this, 𝛼s decreases at
small distances – the quarks can be treated as quasi-free. This is known as asymptotic
freedom and enables perturbative QCD calculations. As a consequence of the energy
dependence of 𝛼s, quarks and gluons cannot be observed directly. They emit additional
particles until they reach the hadronisation-scale, where confinement takes place, and
hadronise into mesons or baryons. If the energy of the original quark or gluon is high
(& 10GeV), this can be observed by the detection of a stream of collimated hadrons,
called a jet.
Figure 1.3: Theoretical predictions and measurements of the strong coupling constant 𝛼s
for different energy scales 𝑄. The order of QCD perturbation theory used in the various
measurements to extract 𝛼s is given in brackets. Taken from Reference [10].
Similarly to the quarks, the leptons are organised in three generations of doublets, each
containing a charged lepton (𝑒, 𝜇, 𝜏) and the neutral neutrino (𝜈𝑒, 𝜈𝜇, 𝜈𝜏 ). The charged
leptons have an electric charge of ±𝑒 and therefore can interact by the electromagnetic
force. Conversely, the neutrinos bear no electric charge and only interact via the weak
force.
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In the SM the weak and electromagnetic forces are unified into the EW force [1–3].
Firstly discussing the weak interaction part of the EW theory, experiments showed that
only particles with a left-handed chirality are subject to charged current interactions,
which leads to the introduction of a new quantum number, the weak-isospin. The third
component of the weak isospin (𝑇3) then is the charge of this interaction. It is 𝑇3 = +12 for
the upper component of the left-chiral fermion doublets (neutrinos and up-type quarks)
and −12 for the lower components (charged leptons and down-type quarks). The right-
handed fermions form singlets and have 𝑇3 = 0. As a consequence of this, only left-
handed fermions can interact weakly and the corresponding symmetry group is SU(2)L.
The mediators are the 𝑊 0, 𝑊 1 and 𝑊 2 bosons and the coupling strength is 𝑔W. The
neutral-current and electromagnetic interacting part of the EW theory is described by
the U(1)Y symmetry group, which is considered similar to QED, but the force does not
act upon the electric charge, but the hypercharge (𝑌 ). It is defined as 𝑌 = 2(𝑄 − 𝑇3)
with a coupling strength of 𝑔Y and the mediator is not the photon as in QED but the
𝐵 boson. At this point the EW bosons are all still massless particles, even though only
one is measured as such, which is the photon. The theory is therefore expanded by a
mechanism to give mass to the 𝑊 and 𝑍 bosons to match experimental observations.
The Higgs mechanism [46–49] introduces a complex scalar SU(2) doublet, the Higgs field.
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excitation of the Higgs field, the spin-0 Higgs boson. 𝑣 can be expressed in terms of a





The spontaneous symmetry breaking (SSB) of the EW symmetry then gives rise to three
massless Goldstone bosons which can be removed from the Lagrangian [64]. Moving to
the unitary gauge, the physical 𝑊 and 𝑍 bosons receive masses, with the 𝐵 and 𝑊 0






cos 𝜃W sin 𝜃W






where 𝜃W = tan
−1 (𝑔Y/𝑔W) is the Weinberg angle. The charge-current mediators 𝑊
1
and 𝑊 2 can be redefined to 𝑊± = 1√
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. In this way the 𝑊± and 𝑍 bosons










while the photon stays massless as observed in nature. The newly added Higgs boson
also features a mass of
𝑚2H = 2𝑣
2𝜆 . (1.6)
In contrast to the 𝑊 and 𝑍 bosons, the fermions do not receive their mass through the
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SSB but via Yukawa couplings between the fermions and the Higgs field. This adds
the Yukawa couplings to the list of free parameters of the SM. Since the weak flavour
eigenstates of the quarks are not aligned to the corresponding mass eigenstates, the CKM











with (𝑑′, 𝑠′, 𝑏′) being the flavour and (𝑑, 𝑠, 𝑏) the mass eigenstates. Since this matrix is
unitary, 𝑉CKM can be parametrised by three angles (𝜃12, 𝜃13 and 𝜃23) and a complex phase
(𝛿CP). This phase allows for charge-parity (CP) symmetry violating flavour-changing
processes in the SM.
The phase and angles in the CKM matrix are free parameters of the SM, which are
completed by the QCD vacuum angle (𝜃QCD) as summarised in Table 1.1. As discussed
at the start of this section, the SM successfully describes particle interactions in many
different processes through the strong and electroweak forces and the Higgs mechanism.
The SM however bears some intrinsic problems and there are physical phenomena the
SM can not explain. The next section discusses some of these flaws and limitations of
the SM.
Parameters Description
𝑔s, 𝑔W, 𝑔Y SU(3)c, SU(2)L and U(1)Y gauge couplings
𝑣, 𝜆 Higgs vacuum expectation value and self-coupling
𝑌u, 𝑌d, 𝑌s, 𝑌c, 𝑌b, 𝑌t Fermion Yukawa couplings
𝑌e, 𝑌𝜇, 𝑌𝜏
𝜃12, 𝜃23, 𝜃13 and 𝛿CP CKM mixing angles and CP phase
𝜃QCD QCD vacuum angle
Table 1.1: Free parameters of the Standard Model.
1.2 Limitations of the Standard Model
The first limitation of the SM is that it does not explain the matter-antimatter asymmetry
of the universe. The Sakharov conditions [67] state that CP violation is one of the
three requirements to produce matter and antimatter at sufficiently different rates in
baryogenesis. Since 𝜃QCD is observed to be very small, the only source of CP violation
of the SM is coming from the CKM mixing phase 𝛿CP. This contribution however is not
sufficiently large to explain the matter-antimatter asymmetry in the universe [68–70].
Another source of CP violation may come from the mixing of the neutrinos, that has
similar characteristics as the weak flavour mixing described by the CKM matrix. This is
however not part of the SM which considers neutrinos to be massless – another limitation
of the SM.
Next, the SM does not offer a particle that can behave as dark matter and explain the
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abundance of such dark matter in the universe. Measurements of the rotation speeds
of stars in galaxies showed that their velocities do not follow the radial dependency
expected from the mass of ordinary matter (stars, gas, etc.) [71]. There is instead
another contribution to the mass distribution of the galaxy that is non-luminous, which
can also not be accounted for by the SM neutrinos.
Probably the most important shortcoming of the SM is that it does not include the
gravitational force. Gravity is negligible at the atomic or nuclear scale, but is the dom-
inant force for the large-scale evolution of the universe. A first step to a theory con-
taining gravity would be a Grand Unified Theory (GUT), where the running coupling
constants of the strong, electromagnetic and weak interaction converge at energies of
𝐸GUT ∼ 1× 10
16GeV [72], which the SM does not predict.
The last issue of the SM discussed here is the Hierarchy Problem [8, 9], which is bound
to the discovery of the final jigsaw piece of the SM. The Higgs boson is measured to have
a mass of 𝑚H = 125.1GeV [10] which is equal to the sum of the bare mass term 𝑚H,0
and quantum loop corrections (Δ𝑚H) coming from particles interacting with the Higgs
field. Δ𝑚H is dominated by the contributions from heavy fermions such as the top quark
because of its strong Yukawa coupling to the Higgs boson. In order to regulate the loop
integral, a cut-off scale (Λ) is introduced that signifies the scale at which the SM breaks
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, (1.8)
where 𝜆𝑓 is the Yukawa coupling of a fermion. At Λ ∼ 𝑚H these corrections are small but
assuming the SM to be correct up to the Planck scale (Λ ∼ 𝐸Planck), the corrections will
be on the order of the 𝐸Planck. This requires the bare mass to be of the same size, fine-
tuned in such a way that its difference to the correction term equals 𝑚𝐻 = 125.1GeV.
This fine-tuning goes against the principle of naturalness [11–13], which states that the
parameters of a theory should all be on the same order of magnitude.
The following section introduces Supersymmetry (SUSY) as one of many beyond the
Standard Model (BSM) theories and explains how it can expand the SM to solve some
of these issues.
1.3 Supersymmetry
SUSY [14–20] is an extension of the SM that introduces a symmetry between fermions
and bosons. The operator 𝑄 transforms fermions to bosons and vice versa:
𝑄 |Boson⟩ ∝ |Fermion⟩ , 𝑄 |Fermion⟩ ∝ |Boson⟩ . (1.9)
Supersymmetry is the only possible symmetry that can extend the Poincaré algebra of
the SM as it evades the Coleman-Mandula theorem [73] since 𝑄 is a fermionic operator
[74]. This new symmetry produces a group orthogonal to the SM, which can be expressed
as SU(3)C × SU(2)L ×U(1)Y × SUSY. Each SM fermionic (bosonic) degree of freedom is
accompanied by a bosonic (fermionic) degree of freedom, called a superpartner. Since this
new set of particles is orthogonal to the SM ones, the quantum numbers of the particles
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are unchanged in the transformation except for the spin that changes by 1/2.
These additional particles provide an inherent solution to the Hierarchy Problem. This
can be seen by looking at quantum loop corrections to 𝑚H that arise from scalars inter-
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, (1.10)
with 𝜆𝑆 being the Yukawa couplings of these scalar particles. Comparing to the correction
coming from the fermions in Equation (1.8), we can see a very similar result, but with a













which is the case when 𝜆𝑆 =
⃒⃒
𝜆𝑓
⃒⃒2 for all for every fermion-scalar pair and there are
twice as many additional scalar particles than SM fermions. This is the case in SUSY
since a bosonic superpartner is added for each SM fermion degree of freedom, of which
the fermions have two (𝑠 = ±1/2).
Since the loop corrections are largest for particles with high mass (large Yukawa cou-
plings), the SM corrections are dominated by the contribution from the top quark. This
means the superpartner of the top plays a crucial role in the solution of the Hierarchy
Problem in SUSY. Such a symmetry between fermions and bosons however must be bro-
ken as otherwise the supersymmetric particles would have masses identical to the SM
ones, which is discussed in Section 1.6.
Figure 1.4: LO quantum corrections to the Higgs propagator due to fermions and scalars.
Taken from Reference [20].
Each SM particle and its superpartner can be put either into a chiral or gauge supermul-
tiplet.
1.4 Particle Content of Supersymmetry
Table 1.2 lists the chiral supermultiplets, which are formed by the SM fermions and their
spin-0 superpartners. Since there are three generations of SM fermions, there are as well
three generations of chiral supermultiplets. Because the SM fermions are chiral spinors,
they have two degrees of freedom that must be accounted for in the bosonic sector.
Therefore each fermion has two scalar superpartners – one partner of the left-handed
fermion (𝑓L) and another for the right-handed fermion (𝑓R.) Since they have the same
gauge charges, the superpartners are exposed to the same gauge interactions as their
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SM counterparts. The supersymmetric partners of the fermions receive a prefix ’s-’ to
indicate their scalar nature, so the SUSY partner of the top is the stop (𝑡) and the one
of the charm is the scharm (𝑐).
Name Symbol
Supermultiplet
spin 0 spin 1/2 SU(3)C, SU(2)L,U(1)Y
squarks and quarks
One per generation















𝐿 (𝜈 𝑒L) (𝜈 𝑒L) (1, 2,−12)
𝑒 𝑒*R 𝑒
†





















d ) (1, 2,−12)
Table 1.2: Chiral supermultiplets of SUSY. The mass eigenstates are mixtures of the
gauge eigenstates and are discussed in Section 1.5. Table adapted from Reference [20].
The SM Higgs boson and its superpartners also form chiral supermultiplets as shown
in Table 1.2. Before being able to assign superpartners to the Higgs doublet, we must
extend the SM Higgs sector with an additional Higgs doublet. This is necessary since
in the SM the Higgs field (Φ) couples to the up-type quarks and its charge conjugate
(Φ*) to the down-type quarks. Introducing the superpotential, this is no longer possible
due to charge conservation prerequisites. One Higgs field now generates masses for the
up-type quarks, while the added Higgs field provides masses to the down-type quarks







which mix into the mass eigenstates ℎ0, 𝐻0, 𝐴0 and 𝐻± with ℎ0 being the SM Higgs








spin 1/2 spin 1 SU(3)C, SU(2)L,U(1)Y
gluinos and gluons 𝑔 𝑔 (8, 1, 0)
winos and 𝑊 bosons ?̃?± ?̃? 0 𝑊± 𝑊 0 (1, 3, 0)
bino and 𝐵 boson ?̃?0 𝐵0 (1, 1, 0)
Table 1.3: Gauge supermultiplets of SUSY. The mass eigenstates are mixtures of gauge
eigenstates and are discussed in Section 1.5. Table adapted from Reference [20].
Finally, the gauge supermultiplets are displayed in Table 1.3. They consist of the SM
gauge bosons of the EW symmetry (𝑊 0, 𝑊 1, 𝑊 2 and 𝐵) and their superpartners, the
gauginos. The latter are the winos (?̃? 0, ?̃? 1, ?̃? 2) and the bino (?̃?).
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1.5 Supersymmetric Mass Eigenstates
In the same way as in the mixing of the EW gauge bosons and the mixing of the quark
flavours, also the supersymmetric particles introduced in Section 1.3 are mixed as shown
in Table 1.4.
Name Spin 𝑅 Gauge Eigenstates Mass eigenstates







0 𝐻0 𝐴0 𝐻±
?̃?L ?̃?R 𝑑L 𝑑R (same)
squarks 0 −1 𝑠L 𝑠R 𝑐L 𝑐R (same)
𝑡L 𝑡R ?̃?L ?̃?R 𝑡1 𝑡2 ?̃?1 ?̃?2
𝑒L 𝑒R 𝜈e (same)
sleptons 0 −1 ?̃?L ?̃?R 𝜈𝜈 (same)
𝜏L 𝜏R 𝜈𝜏 𝜏1 𝜏2 𝜈𝜏


















gluino 0 −1 𝑔 (same)
Table 1.4: Relationship between gauge and mass eigenstates of the extended SM Higgs
sector and the supersymmetric particles. The gravitino is not included and the first
two generations of squarks and sleptons are assumed to be decoupled. Adapted from
Reference [20].
The bino, the neutral wino and higgsinos mix and form the neutral particles ?̃?01-4, referred
to as neutralinos. The charged winos and higgsinos also mix in a similar way into mass
eigenstates called charginos, the ?̃?±1 and ?̃?
±
2 . In the squark and slepton sector, it is
customary to assume mixing only to be present inside the third generation. In this way,
the top and bottom squark gauge eigenstates, which are the superpartners of the left-
and right-handed top and bottom, mix into 𝑡1, 𝑡2, ?̃?1, ?̃?2, where the eigenstates with an
index of ’1’ are defined to be lighter.
1.6 The Minimal Supersymmetric Standard Model and
Supersymmetry Breaking
The Minimal Supersymmetric Standard Model (MSSM, [75, 76]) describes the simplest
supersymmetric extension of the SM that is needed to form a consistent and viable theory.
Even this minimal realisation of SUSY leads to the unification of the EW and strong
forces through additional contributions to the renormalisation of the couplings [77–81]
as seen in Figure 1.5.
If SUSY, as described until here, was to be the theory describing nature, one would
however expect to already have detected supersymmetric particles as they would have
the same masses as their SM partners. SUSY therefore needs to be a broken symmetry
at the EW scale. Such a breaking mechanism should be realised without losing the
Section 1.6: The MSSM and Supersymmetry Breaking 15
Figure 1.5: Evolution of the inverse gauge couplings in the SM (dashed lines) and for
MSSM models featuring SUSY particles with lower (blue solid) or higher(red solid)
masses. Taken from Reference [20].
LO cancellation of the Higgs mass corrections, the SUSY breaking should be soft. The
consequence of such a breaking mechanism is that the lightest supersymmetric particles
are likely to have masses not much larger than the TeV scale [20]. The result of this
soft SUSY breaking is that the MSSM introduces 105 free parameters additional to
the 19 of the SM [82]. This is why the phenomenological MSSM (pMSSM, [83, 84]) is
introduced by constraining the MSSM with experimental and theoretical constraints.
The pMSSM reduces the set of 105 additional free parameters to only 19 [83] that are
listed in Table 1.5. The reduced complexity of the pMSSM allows for a phenomenological
tests at scales relevant for experiments.
Parameters Description
𝑀1, 𝑀2, 𝑀3 Bino, wino and gluino mass parameters
tan𝛽
Ratio of the vacuum expectation values
of the two Higgs doublets
𝑀𝐴 Mass of the pseudoscalar Higgs boson
𝜇 Higgs-higgsino mass parameter
𝑚𝑞, 𝑚?̃?R , 𝑚𝑑R , 𝑚?̃?, 𝑚𝑒R First/second generation sfermion masses
𝑚?̃?, 𝑚𝑡R , 𝑚?̃?R , 𝑚?̃?, 𝑚𝜏R Third generation sfermion masses
𝐴𝑡, 𝐴𝑏, 𝐴𝜏 Third generation trilinear couplings
Table 1.5: Free parameters of the pMSSM. Taken from Reference [83].
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The introduction of new couplings by SUSY would lead to the disintegration of the proton
within fractions of a second [20], while observations of the proton lifetime show limits on
the order of ∼ 1033 yrs [85–87]. In order to prevent this, a new symmetry, referred to as
𝑅-parity, is introduced that is assumed to be conserved in all interactions:
𝑅 = (−1)3(𝐵−𝐿)+2𝑆 . (1.12)
𝐵 is the baryon number, 𝐿 the lepton number and 𝑆 the spin. While 𝑅-parity conserva-
tion is important to forbid proton decay, it has crucial phenomenological consequences.
Since 𝑅-parity is 𝑅 = +1 for SM particles and 𝑅 = −1 for supersymmetric particles, the
latter can only be produced in even numbers at a vertex to conserve the symmetry. They
then decay into lighter SUSY particles until the lightest supersymmetric particle (LSP)
is reached. The LSP is stable since no decay is possible while conserving R-parity. This
property makes the LSP a viable dark matter candidate – addressing another limitation
of the SM. The SUSY scenario described in Section 1.7 contains such a LSP, that behaves
as a weakly interacting massive particle (WIMP).
As discussed in Section 1.5, the first and second generation squarks are assumed not to
take part in the mixing of the gauge eigenstates, which is called the Minimal Flavour Vi-
olation (MFV) paradigm [26]. MFV only allows for flavour mixing through the Yukawa
couplings, which means that small masses lead to small mixings. This is a useful assump-
tion for mixings involving the first generation quarks, where Kaon decay data constrain
such mixings to small values [88]. Models featuring substantial mixing between the sec-
ond and third generation squarks are however still possible [27]. Consequentially, searches
for third generation squarks may not be able to detect mixed-flavour SUSY [28,29]. The
analysis contained within this thesis investigates mixed-flavour SUSY that could have
evaded detection due to the MFV paradigm normally followed in MSSM scenarios.
1.7 Searching for Flavour-violating Supersymmetry
A search for final states containing a top and a charm quark with missing transverse
momentum was already proposed in 2011 by Reference [30]. Reference [31] then reinter-
preted the ATLAS 36.1 fb−1 searches for top pair production with one lepton, jets and
missing transverse momentum (𝐸missT ) [89] and another search for charm pair production
with missing transverse momentum [25]. They considered a simplified model with two
active flavours of squarks: The superpartner of the right-handed top quark (𝑡R) and of
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where 𝑡1 is defined to be lighter than 𝑡2 and 𝜃tc is the newly introduced mixing angle.
Pair-produced 𝑡1’s then can either decay to 𝑡/𝑡+ ?̃?
0




1 is a bino-
like neutralino, the LSP and therefore a possible dark matter candidate. The resulting
exclusion limits are shown in Figure 1.6. It can be seen that for large mixings of 𝜃tc ∼ 𝜋4
the exclusion limit is reduced to less than 600GeV. Reference [31] as well investigated a
dedicated search for the 𝑡𝑐/𝑡𝑐 + 𝐸missT final state (referred to as 𝑡𝑐 + 𝐸
miss
T ) and showed
that such a final state would be ideal to target this phase space.
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Figure 1.6: Exclusion limits for simplified 𝑡𝑐+𝐸missT SUSY scenario by reinterpreting the
ATLAS 36.1 fb−1 𝑡𝑡+𝐸missT (blue limit curve) and 𝑐𝑐+𝐸
miss
T (red limit curve) analyses,
as well as the expected exclusion limits for a hypothesised dedicated 𝑡𝑐 + 𝐸missT search
(black limit curves). ?̃?1 is taken to be the 𝑡1. Taken from Reference [31].
The analysis presented in this work follows the approach of Reference [31] and searches
for non-MFV SUSY using 139.1 fb−1 of ATLAS proton-proton collisions at a centre-of-
mass energy of 13TeV at the Large Hadron Collider (LHC). The targeted final state is
𝑡𝑐/𝑡𝑐+ 𝐸missT , where the mixing angle in Equation (1.13) is set to 𝜃tc = 𝜋4 . As shown in
Figure 1.7, this leads to branching ratios (BR) of
BR(𝑡1 → 𝑡?̃?
0
1) ≈ BR(𝑡1 → 𝑐?̃?
0
1) ≈ 0.5 . (1.14)
Since 𝑡1 is produced in pairs in 𝑝𝑝 collisions, with the corresponding event representations
given in Figure 1.8, the probability to have a mixed-flavour final state is
P(𝑝𝑝 → 𝑡𝑐+ 𝐸missT ) = P(𝑝𝑝 → 𝑡𝑐+ 𝐸
miss
T ) + P(𝑝𝑝 → 𝑡𝑐+ 𝐸
miss
T ) (1.15)
= 2 · P(𝑡1 → 𝑡?̃?
0









1) as shown in Figure 1.9. If the mass difference is larger than the mass of
the top quark (𝑚(𝑡)), then the top will be produced on-shell and decay to a bottom quark
and a 𝑊 boson – the kinematics are that of a two-body decay. For mass differences of
𝑚(𝑊 ) < Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) < 𝑚(𝑡), the top quark is produced off-shell and the resulting
decay is a three-body decay. Finally if Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) is smaller than the mass of the
𝑏 quark also the 𝑊 boson is produced off-shell and the kinematics follow a four-body
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Figure 1.7: Dependence of the branching ratios BR(𝑡1 → 𝑡?̃?
0
1) (dashed) and BR(𝑡1 →
𝑐?̃?
0
1) (solid) on the mixing angle 𝜃tc for 𝑚(𝑡1) = 500GeV and various 𝑚(?̃?
0
1) (red, blue,































(c) 𝑝𝑝 → 𝑐𝑐+ ?̃?01 + ?̃?
0
1
Figure 1.8: Diagrammatic representations of the SUSY signals considered in this thesis.
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decay scheme. The analysis presented in this thesis assumes Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) > 𝑚(𝑡),
leading to the two-body decay scenario.




The following chapter introduces the LHC used to create proton-proton collisions as well
as the ATLAS experiment that detects and records these collision that are used for the
𝑡𝑐+ 𝐸missT analysis presented in this thesis.

Chapter 2
The ATLAS Experiment at the
Large Hadron Collider
Particle colliders enable us to expand our knowledge of the fundamental working prin-
ciples of nature beyond what cosmic rays can reveal. This is because both the type
of particles and their energies can be controlled in a particle accelerator. This chapter
introduces the LHC that collides high-energy protons and also the ATLAS experiment
used to record these collisions for the 𝑡𝑐+ 𝐸missT analysis presented in Chapter 4 of this
thesis.
2.1 The Large Hadron Collider
The LHC [5] at the European Organization for Nuclear Research (CERN) in Geneva,
Switzerland, is the world’s largest and most powerful particle accelerator. It is a syn-
chrotron accelerator with a circumference of 26.7 km which accelerates charged hadrons
in opposing directions. It features superconducting NbTi dipole magnets with nominal
fields of 8.33T to steer beams of particles along a quasi-circular trajectory. Quadrupole
magnets are used to shape and focus these beams. The LHC can either collide protons
(𝑝𝑝), protons with heavy nuclei (𝑝+Pb or 𝑝+Xe) or heavy nuclei (Pb+Pb or Xe+Xe).
Given the circumference and magnetic field strength, the LHC has a design centre-of-
mass energy (
√
𝑠) of 14TeV for 𝑝𝑝-collisions. Run 2 of the LHC between 2015 and 2018
produced 𝑝𝑝-collisions at
√
𝑠 = 13TeV, which are the particle collisions investigated in
this thesis.
Before entering the LHC, the protons go through a chain of pre-accelerators as seen
in Figure 2.1. At the start, hydrogen gas is stripped off its electrons and the linear
accelerator Linac 2 is accelerating the resulting protons to energies of 50MeV. The
beam of protons then is injected into the Proton Synchrotron Booster (PSB). Both the
PSB and the following accelerators are synchrotrons, that guide the hadrons along an
almost circular trajectory using magnets. In each revolution, the energy of the beam is
increased slightly by radio frequency (RF) cavities until the extraction beam energy is
reached, which is when the beam is guided to the next accelerator or experiment. Inside
the PSB, the beam is accelerated to an energy of 1.4GeV. The next synchrotron, the
Proton Synchrotron (PS), then accelerates the beam to an energy of 25GeV and clusters
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the protons into bunches. The last pre-accelerator, the Super Proton Synchrotron (SPS),
accelerates the beam to 450GeV. The bunches of protons in the SPS are then injected
into the two beam pipes of the LHC, in which the bunches travel in opposite directions
and are accelerated to their final energy at which they are collided.
The LHC accelerates the beams using RF cavities with frequencies of 400MHz and an
acceleration gradient of 16MV/m. The RF cavities are also responsible for keeping the
hadrons in the beams concentrated in bunches. The LHC can accommodate a maximum
number of bunches per beam (𝑛b) of 2808 that are separated by 25 ns which results
in bunch collisions at a rate of up to 𝑓 = 40MHz. During Run 2, the LHC operated
with 𝑛b of up to 2556 populated with a number of protons per bunch (𝑁b) between
1.1–1.25× 1011 [91]. When the bunches have been accelerated to the desired energy, the
quadrupole settings are adjusted to collide the beams at the interaction points.
Figure 2.1: The CERN accelerator complex as of 2018. Taken from Reference [92].
The two most important characteristics describing the collision properties of a collider
are the centre-of-mass energy (
√
𝑠) and the instantaneous luminosity (ℒ), which describes
the intensity of the collisions. Given an interaction cross-section (𝜎) for a certain particle
physics process, the collision rate is calculated with
d𝑁
d𝑡
= 𝜎 · ℒ . (2.1)
The unit of the cross-section is the barn (1 b = 10−28m2) so therefore the unit of the
instantaneous luminosity ℒ is b−1/s, but can also be expressed in units of cm−2𝑠−1. The
integrated luminosity (𝐿) then describes how much luminosity has been gathered during
a period of time. The number of expected events (𝑁) for a given physics process then
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can be calculated using 𝜎 and 𝐿 as
𝑁 = 𝜎 · 𝐿 = 𝜎 ·
∫︁
ℒ d𝑡 . (2.2)
Run 2 of the LHC featured a peak ℒ = 2.2× 1034 cm−2 s−1 in 2017 [93] and yielded a
total integrated luminosity of 𝐿 = 139 fb−1 recorded by ATLAS. So given for example
a top squark pair production with 𝑚(𝑡1) = 1000GeV with a production cross-section of
6.8 fb−1 [94], a total of 𝑁 ≈ 950 events would be expected to be produced by the LHC
in the whole of Run 2.






* 𝐹 , (2.3)
where 𝑓rev is the revolution frequency and 𝛾 the relativistic Lorentz factor of the protons
in the LHC. The normalised transverse emittance (𝜖n), the beta function at the collision
point (𝛽*) and also the geometric luminosity reduction due to the crossing angle at the
interaction point (𝐹 ) affect the instantaneous luminosity as well. For high ℒ such as
at the LHC, there are multiple inelastic proton-proton interactions happening at the
interaction points during each bunch crossing. This is referred to as pile-up with ⟨𝜇⟩
expressing the mean number of simultaneous interactions per bunch crossing. Figure 2.2
shows the peak instantaneous luminosity per fill in 2018 and the resulting pile-up profiles
during the complete Run 2 of the LHC as recorded by the ATLAS experiment.
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Figure 2.2: Peak instantaneous luminosity for each fill of the 2018 𝑝𝑝 data taking (a) and
the resulting pile-up profiles for all of Run 2 (b) measured at the ATLAS experiment.
Taken from Reference [95].
ATLAS is one of the four large experiments placed around the interaction points of the
LHC, with the others being the CMS, LHCb and ALICE experiments. The following
sections present the current layout of the ATLAS experiment, its detectors and how they
detect the signatures of the particles produced by the LHC.
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2.2 The ATLAS Experiment
ATLAS (A Toroidal LHC ApparatuS, [23]) is a general purpose detector and with
dimensions of 44m × 25m it is the largest detector at the LHC. The most important
subsystems and their arrangement are shown in Figure 2.3. ATLAS covers almost the
whole solid angle, with the exception of the area close to the beam pipe. It features
a cylindrically symmetric geometry where barrel parts are located parallel to the beam
axis and end-caps are adjacent to the ends of the barrels.
Figure 2.3: Layout of the ATLAS detector showing its various detector components: the
Inner Detector with its solenoid magnet, the electromagnetic and hadronic calorimeters
and the Muon Spectrometer with the toroidal magnet system. Taken from Reference [96].
The ATLAS detector is described by a right-handed Cartesian coordinate system with
its origin at the nominal interaction point. The 𝑧-axis is parallel to the beam pipe,
while the 𝑥-axis points towards the centre of the LHC. The 𝑦-axis is therefore pointing
upwards. Because ATLAS has a cylindrical shape, polar coordinates are used to describe
the detector and collision events. The azimuthal angle (𝜑 ∈ [−𝜋, 𝜋]) is going around the
beam axis 𝑧 and lies in the 𝑥-𝑦 plane, that is referred to as the transverse plane. Because
of momentum conservation, it is useful to consider the momentum of particles in this
plane, the transverse momentum (𝑝T). The imbalance of all 𝑝T’s then defines the missing





used to infer the existence of feebly interacting particles such as neutrinos and neutralinos.
The reconstruction of EmissT is further discussed in Section 3.6. Next, instead of using
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where 𝑝𝑧 is the momentum of a particle in 𝑧-direction and 𝐸 is the energy. 𝑦 is useful
since a similar amount of particles pass through each unit of 𝑦 and differences of rapidities
are invariant under Lorentz boosts along the beam axis. The pseudorapidity does not
depend on the energy of a particle an is identical to 𝑦 for highly relativistic particles.
Both 𝜂 and 𝑦 take values from 0 in the transverse plane to |𝜂| = |𝑦| = ∞ parallel to the





2 + (𝜑1 − 𝜑2)
2 . (2.7)
ATLAS is designed to be able to look for various kinds of event signatures. It enabled
the discovery of the Higgs boson and allows for BSM searches as well as precision mea-
surements of the properties of the SM. To do so, the following requirements are set for
the detector performance:
• Maximised geometrical acceptance.
• Precise charged particle momentum measurement and efficient reconstruction of
the primary and secondary vertices. This is necessary for correctly identifying the
original parton of a jet, a process called flavour-tagging that will be discussed in
Section 3.3.
• Identification and energy measurement of jets, photons and electrons which is cru-
cial for the search for WIMPs using 𝐸missT as discussed in Section 3.6.
• Identify muons and measure their momenta precisely over wide ranges of momen-
tum.
• Readout, selection and recording of as many interesting collision events as possible,
based on fast analysis of event properties.
These requirements must be fulfilled in 𝑝𝑝-collision events featuring up to ⟨𝜇⟩ ≈ 60 at
the LHC. The large integrated luminosity also leads to a high-radiation environment
especially damaging detector components close to the beam pipe. To efficiently fulfil
all the requirements mentioned here, ATLAS consists of numerous different detectors
organised in concentric layers, where each detector is responsible for the measurement of
some of the various particle signatures.
Directly outside of the beam pipe is the Inner Detector (ID), which is responsible for
tracking. Charged particles that pass through matter undergo ionisation following the
Bethe-Bloch equation [97, 98], which can be measured by appropriate sensors. Since
the trajectories of charged particles are bent in a magnetic field, position measurements
of multiple layers of sensing elements can be combined to reconstruct the individual
ionisation traces called hits to a track, the bent trajectory that the charged particle went
along. The same information can also be used to determine the primary and secondary
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vertices of the collision. The ID is the innermost part of ATLAS so that the charged
particle tracks are the least affected by multiple-scattering with detector components
and to maximise the resolution of the vertex parameters. The magnetic field in the ID
is created by a solenoid magnet that surrounds the ID.
The next detector of ATLAS is the calorimeter consisting of the electromagnetic (EM)
and hadronic calorimeters (ECAL and HCAL). They are responsible for absorbing and
measuring the energy of electromagnetically and strongly interacting particles respec-
tively by measuring the showers of particles they generate when interacting with matter.
Electromagnetic showers are caused by high-energetic electrons, positrons and photons
that interact with matter by the processes of pair-production and bremsstrahlung. The
resulting electrons and photons undergo the same processes until other effects become
dominant at the critical energy. The radiation length (𝑋0) is the mean distance over
which the initial energy of an electron (𝐸0) is reduced to 𝐸0/𝑒, with 𝑒 being Euler’s
number, and is a useful detector characteristic. Conversely, hadronic showers are in-
duced by high-energy hadrons that ionise in the detector but also interact with nuclei
by the strong force and decay spontaneously. The property analogous to 𝑋0 for hadrons
is the nuclear interaction length (𝜆0). In order to measure the energy of the showering
particles correctly, the ECAL and HCAL must completely contain their corresponding
showers. Since 𝜆0 is typically larger than 𝑋0, the EM calorimeter is located closer to the
interaction point than the hadronic one. In this way, the EM showers are contained in
the ECAL, while the hadrons are able to pass the ECAL and are then fully contained in
the HCAL. The only particles of the SM that are not absorbed by the calorimeters are
the muons and neutrinos .
Muons interact less with matter than other particles produced in collisions (except for
the neutrinos). This is why the Muon Spectrometer (MS) is the outermost detector of
ATLAS. The toroidal magnet system, eponymous to the ATLAS experiment, creates a
magnetic field that bends the muon trajectories. Muon tracking chambers measure these
trajectories, inferring the momenta of the muons in a similar manner as for other charged
particles in the ID.
Section 2.3–2.5 discuss the four detector systems of ATLAS in more detail, starting with
the ID which is closest to the beam pipe. Section 2.6 then describes the trigger and data
acquisition system of ATLAS.
2.3 Inner Detector
The ID [23, 99] is located inside a 2T axial solenoid magnet, which allows the ID to
measure the momenta of charged particles in the transverse plane. It consists of three
subdetectors: closest to the beam pipe is the Pixel Detector including the Insertable B-
Layer [100] (IBL), then comes the Semi-Conductor Tracker (SCT) in the middle and the
outermost subdetector is the Transition Radiation Tracker (TRT). A schematic view of
the barrel section of the ID is shown in Figure 2.4. The barrel section of the ID contains
four pixel layers (one of which is the IBL), four SCT layers and the TRT barrel. The
overall layout of the ID, shown in Figure 2.5, is optimised to minimise the amount of
material. A small material budget leads to the suppression of multiple scattering inside
the ID, which is beneficial for the tracking performance. The three pixel end-cap disks
each are located at |𝑧| > 495mm, while the 9 SCT end-cap disks and the TRT end-cap
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start at |𝑧| > 848mm. This design features full coverage in 𝜑 and up to |𝜂| < 2.5 in
pseudorapidity as shown in Figure 2.5.
Figure 2.4: Schematic view of the barrel section of the ID and its three subdetectors, as
well as the distance of their layers to the centre of ATLAS. Taken from Reference [101].
The closer to the beam pipe a subdetector is, the better its intrinsic resolution must be
in order to achieve the same relative track resolution. This is why the innermost IBL
and Pixel sensors are designed to have smaller pitches and superior intrinsic resolution
(𝜎) compared to the SCT and the TRT as shown in Table 2.1.
Due to the high amount of channels and the proximity to the collision point, the IBL
and the other three Pixel layers have the largest hit rate, which leads to a large amount
of data to be read out and a high-radiation environment. Especially the Pixel detector
therefore must be designed in a radiation resistant manner, which is why hybrid planar
and 3D sensors are utilised. The FE-I3 (Pixel detector) and the FE-I4B (IBL) front-end
(FE) chips configure the sensor and send its data out at speeds of up to 160Mb/s. The
FE-I4B Application-specific Integrated Circuit (ASIC) is specified for ionising doses of up
to 250Mrad (= 2.5MGy, Gy = J/kg) [100]. The data from the FEs is transmitted over
a distance of 6m to Optoboards located outside of the ID, on the ID end-plate located
at |𝑧| = 3.5m (visible in Figure 2.5). The Optoboards convert the electrical data signals
from the IBL and Pixel sensors to optical signals that are sent out over optical fibres to
the back-end electronics. In the same manner, the Optoboards also convert the optical
signals from the back-end, containing the timing, trigger and control (TTC) information
for the FEs to electrical signals [100,103].
The SCT is a silicon strip detector that is adding another four hits in silicon sensors
(silicon hits) for charged particles with |𝜂| < 2.5. Since each sensor module is double
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Figure 2.5: 𝑟–𝑧 cross-section view of the layout of one quadrant of the ATLAS ID during
Run 2. The top part shows all subdetectors, while the bottom part is a magnified view
of the Pixel region. Taken from Reference [102].




IBL [104] 50× 250 8× 40 12M 0.15
Pixel [104] 50× 400 10× 115 80M 1.73
SCT [105] 80 17 6.2M 61
TRT [106] 4000 130 250k –
Table 2.1: Comparison of the subdetectors of the ID, taking the Insertable B-Layer
separately to the Pixel Detector. 𝜎 is the intrinsic resolution of the components. Taken
and complemented from Reference [107].
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sided, the SCT can record a total of 8 hits, resulting in a total of up to 12 hits in the
Pixel and SCT (8 silicon hits). Since the SCT is farther away from the interaction region
than the Pixel layers, a larger pitch and segmentation only in the 𝑟–𝜑 plane are sufficient
to achieve good tracking performance together with the other subdetectors.
The last part of the ID is the TRT, that uses a different detection method than the
previous two subdetectors. As charged particles traverse regions of differing dielectric
constants, they emit photons proportional to the Lorentz factor 𝛾 = 𝐸/𝑚. The TRT
is composed of straw tubes and interleaved fibres or foils. The straws are filled with a
gas mixture mainly composed of Xenon and a 30𝜇m diameter gold-plated tungsten wire
in the middle acting as anode. In this way, the strawtubes act as a proportional drift
tube [108]. They amplify and collect the charge that was deposited by the transition
radiation. The interleaved fibres or foils are needed to create a boundary region with
different dielectric constants. As electrons have a much smaller mass than hadrons, such
as pions, the radiation measured by the TRT can be used to discriminate between them.
The ID will as well be used for the upcoming Run 3 of the LHC, but will be replaced by
the new Inner Tracker in the context of the High-Luminosity LHC (HL-LHC) project,
which will be discussed in Chapter 5.
2.4 Calorimeters
The ATLAS calorimeter system [23] is located outside of the solenoid magnet and consists
of various subdetectors as shown in Figure 2.6. To fully contain almost all EM and
hadronic showers, the ECAL and HCAL feature depths of more than 22𝑋0 respectively
11𝜆 (at 𝜂=0) and cover pseudorapidities of |𝜂| < 4.9. Both the ECAL and HCAL
are sampling calorimeters where the energy of the particles is absorbed in high-density
materials, but the measurement takes place in some other active equipment of different
composition. These two components are alternated to measure the evolution of the
showers. The performance goals of this calorimetry system in terms of energy resolution
are presented in Table 2.2.
Detector component Required resolution
𝜂 coverage
Measurement Trigger















10% 3.1 < |𝜂| < 4.9 3.1 < |𝜂| < 4.9
Table 2.2: Calorimeter energy resolution goals of ATLAS. Taken from Reference [23].
The ECAL is subdivided into a barrel and two end-caps. The barrel ECAL is in the
same cryostat as the solenoid, while the end-caps share a cryostat each with the adjacent
HCAL end-caps. All ECAL parts consist of accordion-shaped lead absorbers and liquid
argon ionisation chambers as the sensing element. The barrel section consists of three
ECAL layers, of which the first layer has a granularity of 0.0031× 0.0982 in 𝜂×𝜑 as can
be seen in Figure 2.7. This small granularity in 𝜂 allows to distinguish between photon
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Figure 2.6: The ATLAS calorimeter system and its various subdetectors. Taken from
Reference [23].
pairs (from pions) and individual photons. The middle layer absorbs most of the EM
showers and features a granularity of 0.025×0.0245, while the last layer is measuring how
much EM activity is leaking to the HCAL, having the coarsest granularity of the three
layers. The central region of the barrel (|𝜂| < 1.7) additionally features a presampler that
measures how much energy is lost before the ECAL systems. The ECAL end-caps consist
of two co-axial wheels and feature three ECAL layers each for 1.5 < |𝜂| < 2.5, where
again the first layer is finely segmented in 𝜂. In contrast to the barrel, there are only two
ECAL layers for |𝜂| < 1.5 and 2.5 < |𝜂| < 3.2, which feature a coarser granularity. The
end-cap presamplers are located at 1.5 < |𝜂| < 1.8.
Finally, the forward calorimeter (FCAL) covers the region of 3.1 < |𝜂| < 4.9, being in the
same cryostat as the HCAL and ECAL end-caps. The FCAL as well uses LAr to measure
energy depositions, but also measures hadronic showers and therefore is as well part of
the HCAL system. The FCAL is important for the calculation of missing transverse
momentum and the reconstruction of forward jets.
The HCAL adopts two different technologies to measure the energy deposits from hadronic
showers. The end-caps use liquid argon calorimeters as in the ECAL and consist of two
wheels per end-cap that cover 1.5 < |𝜂| < 3.2. They use copper instead of lead for
absorbing the energy. The barrel part of the HCAL is called the tile-calorimeter and
uses steel as the absorber and scintillators as sensing elements. It covers the region of
|𝜂| < 1.7 and consists of a central and two extended barrels that are composed of three
layers of tile calorimeters, featuring granularities of 0.1 × 0.1 in 𝜂 × 𝜑 in the first two
layers [109]. The readout of the scintillating tiles is done by wavelength-shifting fibres
measured by photomultiplier tubes.
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Figure 2.7: Schematic sketch of an ECAL barrel module with its three layers consisting
of accordion-shaped electrodes. Taken from Reference [23].
2.5 Muon Spectrometer
The outermost detector system of ATLAS is the MS and its toroidal magnet system
shown in Figure 2.8. The MS is responsible for providing high precision tracking of the
muons and for providing information to the trigger system, which is achieved by four
different subdetectors whose properties are listed in Table 2.3.
Muon track measurements are provided by two different systems. Three layers of Mon-
itored Drift Tube (MDT) chambers cover the barrel region of |𝜂| < 2 (first MDT layer)
and |𝜂| < 2.7 (second and third layer). Each chamber consists of three to eight layers of
drift tubes and achieves a resolution of 35𝜇m in 𝑧 [23]. Cathode Strip Chambers (CSC)
are utilised for the forward region of 2.0 < |𝜂| < 2.7, where they make up two discs per
end-cap.
Type Function
Chamber resolution (RMS) in Measurements/track Number of
𝑧/𝑟 𝜑 time barrel end-cap chambers channels
MDT tracking 35𝜇m (𝑧) – – 20 20 1150 354k
CSC tracking 40𝜇m (𝑟) 5mm 7ns – 4 32 30.7k
RPC trigger 10mm (𝑧) 10mm 1.5 ns 6 – 606 373k
TGC trigger 2-6mm (𝑟) 3-7mm 4ns – 9 3588 318k
Table 2.3: Parameters of the four subdetectors of the Muon Spectrometer. Taken from
Reference [23].
The Resistive-Plate Chambers (RPC) and the Thin-Gap chambers (TGC) are the sub-
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Figure 2.8: The Muon Spectrometer with its subdetectors and the toroidal magnet sys-
tem. Taken from Reference [23].
detectors used to enable triggering on muons. To do so they feature time resolutions
of 𝑂(ns), which enables them to correlate muon signatures to a specific bunch crossing.
RPCs are covering |𝜂| < 1.05 while the TGCs are located at 1.05 < |𝜂| < 2.4.
The magnet system of the MS, enabling the muon momentum measurement, consists of
three toroids: a barrel toroid with a field strength of ≈ 0.5T and two end-cap toroids
with ≈ 1T. They are air-core magnets which reduces the material budget inside the MS,
minimising the scattering of muons.
2.6 Trigger and Data Acquisition
At instantaneous luminosities of 2× 1034 cm−2s−1, the LHC produces bunch collisions
at a rate of 40MHz, with ⟨𝜇⟩ ≈ 50 𝑝𝑝 interactions during each bunch crossing. Not all
detector data is read out and analysed for all the events because of two reasons. Firstly,
the bandwidth to read out, the computing resources to analyse and the storage capacity
to save all 40 million events would be enormous. Especially detector systems subject to
large particle multiplicities and featuring a fine granularity, such as the Pixel detector, are
heavily constrained by these physical limitations. The second reason is that the benefit
of reading out and analysing all 𝑝𝑝-collision events would be marginal since the great
majority are inelastic proton scattering events that do not contain interesting signatures.
ATLAS therefore employs a trigger that decides whether to further investigate a collision
event based on certain criteria. The ATLAS Trigger and Data Acquisition (TDAQ)
system [23, 110] is designed to select events containing interesting physics processes to
read out and write to disk storage.
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Figure 2.9: Diagrammatic representation of the ATLAS Trigger and Data Acquisition
system during Run 2. Taken from Reference [111].
The TDAQ system is diagrammatically depicted in Figure 2.9 and employs a two-stage
approach. The Level 1 trigger (L1) reduces the event rate from 40MHz to 100 kHz, which
the High Level Trigger (HLT) then further trims to a rate of ∼ 1.5 kHz events that are
saved to disk storage.
The L1 is a hardware trigger implemented in custom-made electronics, running with a
fixed latency of 2.5𝜇s. It searches for signatures with electrons and photons, jets, muons
and hadronically decaying 𝜏 -leptons, as well as 𝐸missT and transverse energy. It decides
whether to accept an event based on data from Regions of Interest (RoI) in 𝜂×𝜑 provided
by the MS (L1Muon), the calorimeter (L1Calo) and the association between L1Muon and
L1Calo trigger objects (L1Topo) [23,112].
Events accepted by the L1 trigger then are further analysed by the HLT. This software-
based system receives the complete information about the triggered event from the muon
and calorimetry systems, as well as tracking information from the Pixel and SCT systems
(FTK). The HLT conducts an offline-like reconstruction allowing it to look for more ad-
vanced signatures such as for example jets originating from 𝑏-quarks. The HLT typically
selects around 1500 events per second to be saved in the offline storage within 300ms,
where precise offline reconstruction of the events is taking place [112].
The following Chapter 3 discusses how the raw detector data stored by the HLT are used






This chapter introduces how the particles used in the 𝑡𝑐 + 𝐸missT search, discussed in
Chapter 4, are identified and reconstructed using the various ATLAS detector systems.
Section 3.1 discusses the track and vertex reconstruction that is used in Section 3.2 and
Section 3.3 for the reconstruction of jets and the identification of the quark content.
Section 3.4 and Section 3.5 concern the reconstruction of electrons and muons respec-
tively. Finally, Section 3.6 describes how this information is used to calculate the missing
transverse momentum (𝐸missT ).
3.1 Tracks and Vertices
The charged particle track reconstruction uses information from the ID [113–115] and is
conducted in two complementary approaches. The inside-out track reconstruction first
assembles clusters from the raw hits in the Pixel and SCT subdetectors. These clusters
are then used to create three-dimensional space-points that mark the location where a
charged particle traversed the active material of a sensor. In the SCT, clusters from the
two sides of the SCT sensors must first be combined to obtain three-dimensional space-
points. Sets of three such space-points are then used as seeds for a first track finding
algorithm that uses a combinatorial Kalman filter [116]. It adds additional space-points
of the remaining Pixel and SCT layers, which are compatible with the trajectory from
the seeds, and creates corresponding track candidates. Ambiguities due to incorrectly
assigned or overlapping track candidates are resolved by an ambiguity-solving stage. The
remaining track candidates then undergo a high-resolution fit and are used to search for
a compatible extension of the track outside of the Pixel+SCT region using TRT hits as
shown in Figure 3.1.
The second track reconstruction approach is called outside-in tracking and builds track
segments from TRT data that have not been assigned to tracks yet. Extending these
track segments inwards to the SCT and Pixel subdetectors allows for the identification
of previously missed short track segments. Such segments can, for example, originate
from long-lived particles that decay inside the ID or from converted photons that do
not produce a hit in the innermost silicon layers. Figure 3.2 shows that, for example,
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Figure 3.1: Reconstruction in the ID of a Monte Carlo simulated 𝑡𝑡 event. TRT measure-
ments are used both in the inside-out track reconstruction (red circles) to build silicon
track extensions an also in outside-in tracking (black circles) to find TRT track segments
and possibly corresponding silicon track segments. Taken from Reference [115].















































Figure 3.2: Single-track reconstruction efficiency versus the initial particle 𝑝T for vari-
ous decays, where the parent particle is required to decay before the IBL. Taken from
Reference [113].
ID tracks that fulfil a set of requirements [117] are then used to reconstruct primary and
secondary vertices. The requirements are:
• Track 𝑝T > 400MeV and |𝜂| < 2.5 .
• At least 9 (11) silicon hits (Pixel/SCT) for |𝜂| ≤ 1.65 (|𝜂| > 1.65) of which there is
at least one hit in the first two pixel layers.
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• Not more than one pixel hit (two SCT hits) shared by the tracks.
• No Pixel and not more than one SCT hole, where a hole is an expected but not
observed hit from a reconstructed track in a sensor.
A seed position is selected as a first assumption for a vertex. The reconstructed tracks and
this vertex are then used to update the original vertex location. The fit is then repeated
in an iterative fashion, down-weighting tracks that feature a smaller compatibility with
the vertex. When the vertex location is fixed, tracks incompatible with this vertex are
removed and can be used for other vertices instead. This is repeated until all tracks have
been associated with vertices or no additional vertex compatible with the remaining
tracks can be found. The primary vertex is defined as the one with the largest sum of
squared 𝑝T, while the other vertices are called secondary vertices [118]. The location of
the primary vertex is described by the distance to the origin of ATLAS in the transverse
plane (𝑑0) and along the 𝑧-axis (𝑧0). The ID achieves a primary vertex resolution of
25–90𝜇m (𝜎𝑑0) and 70–170𝜇m (𝜎𝑧0) [101]. The precise measurement of the primary
and secondary vertices is of great importance in the determination of the flavour of jets
discussed in Section 3.3.
3.2 Jets
As discussed in Section 1.1, quarks and gluons generated in high-energy collisions hadro-
nise and produce a collimated stream of colour-neutral hadrons. The signatures of these
hadrons can be seen by the ID and the calorimeters and are used to construct an object
associated to these tracks and energy deposits – a jet. By estimating the energy and
direction of these jets, information about the initial quark or gluon can be recovered.
The construction of jets starts with the clustering of hadronic energy deposits in the
HCAL to so-called topo-clusters [119–121]. The topological clustering algorithm groups
HCAL cells based on how much the energy deposits are above the total noise level. It
starts with seed cells that are significantly above the total noise (signal-to-noise ratio
> 4𝜎) and groups them together iteratively with neighbouring cells with high energy
deposits (> 2𝜎). Adjacent cells are then added and a cluster-splitting algorithm is
employed to avoid overlaps between topo-clusters. The resulting clusters then are treated
as massless objects to construct a four-vector originating from the primary vertex with
an energy associated to it equal to the sum of the topo-cluster cells.
The topo-clusters and the ID tracks then are combined by the Particle Flow (PF) algo-
rithm [122] into Particle Flow Objects (PFOs) later used for the construction of jets. PF
firstly removes overlaps between the momentum measurements in the ID and the energy
measurements in the calorimeters. It then matches individual topo-clusters to well mea-
sured tracks, creating a track/topo-cluster system. The track is then used to calculate




) in the calorimeter, which is compared with
the actual energy of the topo-cluster. If necessary, the PF algorithm then adds additional





, leaving topo-cluster remnants that are removed if their
energy is consistent with the energy fluctuations expected in the shower.
The tracks matched to the primary vertex (|𝑧0 sin 𝜃| < 2mm) and the energy-subtracted
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topo-clusters form PFOs and the topo-clusters are used as inputs to the anti-𝑘𝑡 algorithm
clustering algorithm [123]. It is part of the group of sequential recombination algorithms
that use the distances between clusters 𝑖 and 𝑗 (𝑑𝑖𝑗) and also between a cluster 𝑖 and the












with 𝑅 being the desired radius of the constructed jets. The algorithm then proceeds as
follows:
• Calculate all distances 𝑑𝑖𝑗 and 𝑑𝑖𝐵.
• If a distance 𝑑𝑖𝐵 is the smallest, then define the corresponding cluster as jet and
remove the cluster from subsequent calculations.
• If a 𝑑𝑖𝑗 is smallest, then replace the corresponding clusters 𝑖 and 𝑗 by a new,
combined cluster.
This procedure is repeated until all clusters have been combined and/or classified as
jets. The anti-𝑘𝑡 algorithm sets 𝑝 = −1 which implies that it starts with the most
energetic clusters and combines it with neighbouring low-energetic clusters. The benefit
of this approach is that the anti-𝑘𝑡 algorithm is infra-red and collinear safe, meaning
that emission of soft gluons and the collinear splitting of a parton does not significantly
change the constructed jet properties [124]. The search presented in this thesis uses both
small-𝑅 jets with 𝑅 = 0.4, where the topo-clusters associated with PFOs are used as
inputs to the anti-𝑘𝑡 algorithm, as well as large-𝑅 jets with 𝑅 = 1.0 that instead directly
use the topo-clusters for clustering.
Since the topo-clusters originally are calibrated at the EM scale [122], a jet calibration
needs to be performed to retrieve the jet energies at the hadronic scale. The Jet Energy
Scale calibration [125] corrects the energy scale of the jets using simulated truth jets. This
accounts for the change of the jet energy due to a wrong jet origin, pile-up, dependence
on the flavour of the original parton and on 𝜂 [121]. The associated jet energy resolution
needs to be calibrated as well.
A further suppression of pile-up induced jets is conducted using the Jet Vertex Tagger
(JVT) algorithm [126]. The JVT is a multivariate combination of the Jet Vertex Fraction,
that is defined as the fraction of the total momentum of the tracks coming from the
primary vertex, and the number of primary vertices in the event. A selection on the
JVT improves the rejection of pile-up events and yields a flat efficiency in the number of
primary vertices.
Jets can also be constructed from sources other than 𝑝𝑝-collisions. The main contribu-
tions are beam induced backgrounds (BIB) due to proton losses away from the interaction
point, cosmic-ray showers and calorimeter noise. Such jets need to be removed before
performing an analysis, which is done by applying quality criteria depending on the signal
pulse shape in the LAr calorimeters, track-based and energy ratio based variables [127].
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3.3 Charm and Bottom Jets
The construction of the jets discussed in the previous section provides information about
the kinematics of the jets. Additional to this, many data analyses also require information
about the original parton that created the jet. The flavour-tagging of jets originating
from hadrons containing a 𝑏-quark (𝑏-tagging) or from hadrons containing a 𝑐-quark (𝑐-
tagging) are of crucial importance for the physics analysis presented in this thesis as the
targeted final state only consists of a top quark, that rapidly decays to a 𝑏-quark and a
𝑊 boson, a 𝑐-quark and 𝐸missT . This requires a high flavour-tagging efficiency and good
rejection of incorrectly-tagged jets.
Bottom and charm jets can be distinguished from light jets (𝑢-, 𝑑-, 𝑠- or gluon-initiated
jets) due to the presence of hadrons containing a 𝑏-quark or a 𝑐-quark, referred to as
𝑏-hadrons and 𝑐-hadrons respectively. These particles have a distinct lifetime of ≈ 1.5 ps
(𝑏-hadrons [128]) and 0.15 to 1 ps (𝑐-hadrons [10]) that enable them to travel significant
distances within the detector before decaying, calculated by 𝑑 = 𝛾𝛽𝑐𝜏 with 𝛾𝛽 being
the relativistic boost. Assuming a 𝑏-hadron with a momentum of 50GeV, this leads to
𝑑 ≈ 4.4mm. Experimentally this can be seen as a secondary vertex displaced from the
primary vertex as shown in Figure 3.3. The impact parameter then is defined as the
displacement of a track from the primary vertex in the longitudinal (𝑧0) and transverse
direction (𝑑0). Another difference to light-jets is the large mass of the 𝑏- and 𝑐-hadrons
that leads to a larger multiplicity of decay products [129].
Figure 3.3: Drawing of tracks originating from a secondary vertex and the enclosing
constructed jet. The track impact parameter is the displacement of these extended
tracks from the primary vertex resulting from a long decay length of a 𝑏- or 𝑐-hadron.
Taken from Reference [130].
ATLAS uses different kinds of algorithms to extract information to enable the tagging
of jets [131, 132]. The SV1 and JetFitter algorithms aim at directly reconstructing sec-
ondary vertices, while IP3D and RNNIP are using the impact parameters to estimate the
probability of a jet to have a certain flavour. The working principles of these algorithms
are described in the following:
• The SV1 algorithm [133] uses tracking information to reconstruct a single displaced
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secondary vertex. It starts by identifying vertices with two tracks and rejects all
tracks in the jet that are compatible with originating from long-lived particles,
hadronic interactions with the detector or the conversion of a photon into an elec-
tron in an ID layer (photon conversion). It then iteratively runs over every vertex
and tries to reconstruct a single secondary vertex with all the other tracks. The
track that is least compatible with the fitted vertex is removed and the procedure
is repeated until the fit of the vertex and the tracks has a low 𝜒2 and the vertex
has an invariant mass of less than 6GeV.
• The topological features of the full 𝑏-hadron decay chain are analysed by the Jet-
Fitter algorithm [134]. The decay topology of 𝑏 → 𝑐 → 𝑠 leads to two detached
vertices that can both have a high invariant mass and multiple charged tracks as-
sociated to them. The algorithm assumes a common line, on which the primary
and the two secondary vertices lie, to explicitly reconstruct the displaced vertices,
similarly to SV1.
• The IP3D algorithm [135] does not explicitly reconstruct the displaced vertices but
rather uses the large impact parameters of the tracks from 𝑏- and 𝑐-hadrons. Prob-
ability density functions (PDFs) of the signed longitudinal and transverse impact
parameter significances of 𝑏-, 𝑐- and light-jets are derived from Monte Carlo sim-
ulation. These PDFs then are used to calculate ratios between the three flavour
probabilities for each track and corresponding log-likelihood discriminants are de-
fined.
• RNNIP [136] is a Recurrent Neural Network (RNN) based algorithm. In contrast
to the other impact-parameter based algorithm IP3D, which assumes all tracks in
a jet to be independent, RNNIP can use the spatial and kinematic correlations
among the tracks in a jet that are coming from the same 𝑏- or 𝑐-hadron.
The outputs of IP3D, SV1, JetFitter and RNNIP are combined by the Neural Network
based DL1r flavour-tagging algorithm [132,137]. The DL1r network is trained on a hybrid
sample consisting of simulated events decaying into hadronic jet pairs [131]. The DL1r
algorithm features a multidimensional output consisting of the probabilities for a jet to
be a 𝑏-jet (𝑝𝑏), a 𝑐-jet (𝑝𝑐) or a light-jet (𝑝light). Introducing the effective 𝑏- and 𝑐-tag
fractions in the background training sample (𝑓𝑏 and 𝑓𝑐), the DL1r 𝑏-tagging and 𝑐-tagging










𝑓𝑏 · 𝑝𝑏 + (1− 𝑓𝑏) · 𝑝light
)︂
. (3.4)
The optimal trade-off between rejecting 𝑐- and light-jets (𝑏- and light-jets) for the tagging
of 𝑏-jets (𝑐-jets) can be received by tuning 𝑓𝑐 (𝑓𝑏). The threshold used for the DL1r𝑏
(DL1r𝑐) discriminant then defines the desired tagging efficiency 𝜖𝑏 (𝜖𝑐), where a higher
efficiency comes with a worse rejection 1/𝜖 on differently-flavoured jets. Figure 3.4 shows
the 𝑏-tagging efficiency of the MV2, DL1 and DL1r taggers for different light-jet and 𝑐-jet
rejections.
The analysis contained in this thesis uses the 77% 𝑏-jet working point (WP) (𝜖𝑏 = 0.77)
commonly used in ATLAS analyses. This WP features a 𝑐-jet rejection of 𝜖−1𝑐 = 5 and a
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Figure 3.4: 𝑏-tag efficiency versus light-jet (a) and 𝑐-jet rejection (b) for the MV2, DL1
[135] and DL1r flavour-tagger. Taken from Reference [138].
light-jet rejection of 𝜖−1light = 170 (see Figure 3.4). Figure 3.5 shows the scaling factors and
their uncertainties for multiple bins in 𝑝T of this WP. The 𝑐-tagging calibration specific




























, particle flow jets-1 = 13 TeV, 139 fbs
 = 77%MCb∈DL1r, Fixed Cut, 
Figure 3.5: Scaling factors and their uncertainties derived for multiple bins in 𝑝T for the
77% 𝑏-jet WP [139]. The vertical error bars indicate the statistical uncertainty in the
data while the coloured show the total uncertainty also taking into account systematic
uncertainties.
3.4 Electrons
Electron reconstruction [140] is based on three key principles: electrons leave tracks in
the ID, they generate clusters of energy in the EM calorimeter and their tracks can be
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matched with the EM activity in 𝜂 × 𝜑 space. In contrast to this, the photon does not
leave a track in the ID, except for conversion photons.
In a first step, the EM activity of a tower is calculated, which is the summed energy
deposition in all layers of the ECAL in granularities of 0.025 × 0.0245 in 𝜂 × 𝜑. These
towers are fed into a sliding-window algorithm [119] to search for EM cluster candidates
with transverse energies of more than 2.5GeV. Tracks with at least four silicon hits, that
are close in 𝜂 × 𝜑 to the EM clusters, are then going through a second fitting procedure
using a Gaussian-Sum filter (GSF, [141]) that better takes into account the energy loss
of the electrons in the detector. These GSF-tracks are then matched to calorimeter seed
clusters to form electron candidates.
The electron candidates are further evaluated using a likelihood-based (LH) technique.
The matching of the EM clusters and the tracks, the track properties as well as variables
describing the shape of the EM showers in the lateral and longitudinal direction are
given to the LH. The output of the LH is used to define WPs with different electron
reconstruction efficiencies and background rejection factors for the electron. Figure 3.6
shows the comparison of the identification efficiency between data and simulation for the
loose, medium and tight WPs.
(a) (b)
Figure 3.6: Comparison of the LH electron-identification efficiencies between data and
simulation in 𝑍 → 𝑒+𝑒− in 𝑝T (a) and 𝜂 (b). Taken from Reference [140].
As a last step, calorimeter- and track-based isolation criteria are defined to quantify how
much activity is present close to the electron candidate [142]. The identification and
reconstruction procedure is similar for photons [143].
3.5 Muons
Muon reconstruction [144] uses tracks in the ID (as discussed in Section 3.1) and in the
MS, with the additional usage of calorimeter information in regions where the MS is not
fully instrumented.
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The reconstruction of muon tracks in the MS starts with the formation of segments inside
the individual muon chambers. Segments from different MS layers are used to build muon
track candidates, which then can be used together with the information from the ID and
calorimeters to define different muon types.
Combined muons are reconstructed using both outside-in and inside-out pattern recog-
nition. ID tracks can also be matched to a MDT or CSC track segments only, resulting
in a segment-tagged muon. Due to ID and calorimeter services at |𝜂| < 0.1, muons in this
region are built by matching ID tracks to energy deposits compatible with a minimum-
ionising-particle to build calorimeter-tagged muons. The last muon type is extrapolated
muons that are reconstructed purely by MS tracks, which is important in the region of
2.5 < |𝜂| < 2.7 that is not covered by the ID.
Different WPs are defined for the identification and isolation of the muon, similarly to
the jets and electron. Figure 3.7 shows the muon reconstruction efficiency as a function
of 𝜂 for the medium WP used in the data analysis presented in Chapter 4.
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Figure 3.7: Data to simulation comparison of muon reconstruction efficiency as a function
of 𝜂 for the medium WP in 𝑍 → 𝜇+𝜇− events for 𝑝T > 10GeV. In the region of |𝜂| < 0.1
the loose WP is shown as well.
After the reconstruction of all relevant particles, an overlap removal (OR) procedure
is applied to remove overlapping objects. This is discussed in detail in Section 4.4.
The objects passing the OR then are used to reconstruct the 𝐸missT as presented in the
following section.
3.6 Missing Transverse Momentum
The 𝐸missT calculation [145] uses all reconstructed objects discussed in this chapter, the
hard objects, as well as soft contributions. The latter are energy deposits not associated
with a hard object. The total missing transverse momentum vector (EmissT ) can be
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(a) (b)
Figure 3.8: Comparison between data and simulation of the squared standard deviation
of the TST distributions projected in the direction longitudinal (a) and transverse (b)
to the vector sum of the hard objects. 𝑍 → 𝑒𝑒 and jet-inclusive selections are employed,
where the 𝐸missT is reconstructed using particle flow jets and the tight 𝐸
miss
T WP. The
shaded band indicates the TST systematic uncertainty. Taken from Reference [146].

















Emiss, softT . (3.5)
The magnitude of EmissT then is the scalar 𝐸
miss
T , while 𝜑miss is the direction of the 𝐸
miss
T
in the transverse plane.
To calculate the total 𝐸missT correctly, the individual contributions are summed in a
defined order: first electrons, then muons and lastly jets. Objects are rejected if they have
shared energy depositions with previously counted objects. Finally, the soft contribution
is added, which is taken to be the track soft term (TST). The TST is the 𝐸missT resulting
from reconstructed tracks originating from the hard-scatter vertex, but not associated
with a hard object. Figure 3.8 shows a comparison between the predicted and observed
values of the 𝐸missT in 𝑍 → 𝑒
+𝑒− events using the tight 𝐸missT WP [145] also employed in
the data analysis of this thesis.
Lastly, it is important to note that fake contributions to the 𝐸missT from detector noise
and inefficiencies, the finite detector resolution and pile-up are affecting the 𝐸missT and
must be taken into account.
Chapter 4
Search for Top Squarks in
Mixed-Flavour Final State
This chapter presents the ATLAS Run 2 analysis with the 𝑡𝑐 + 𝐸missT final state arising
from the process introduced in Section 1.7. Firstly, Section 4.1 describes the strategy of
the analysis, followed by a description of the statistical interpretation that will be used.
The dataset and Monte Carlo (MC) simulated samples are introduced in Section 4.3,
while the subsequent sections discuss object selections and the first set of selections
used in this analysis (preselection), together with a description of the used variables.
Section 4.6 and Section 4.7 then present the development and training of the Neural
Network (NN) discriminator used in the analysis. Section 4.8 and Section 4.9 discuss
the selections of the signal regions and the estimation of the SM backgrounds. Finally,
Section 4.10 and Section 4.11 present the systematic uncertainties and the results.
4.1 Analysis Strategy
The topology of the 𝑡𝑐+𝐸missT simplified model introduced in Section 1.7 depends heav-
ily on Δ(𝑚(𝑡1),𝑚(?̃?
0
1)). For mass differences of more than 𝑚(𝑡), as considered in this
work, the simplified model features only two-body decays. Furthermore requiring the
all-hadronic decay of the 𝑊 , signal events are expected to contain one 𝑏-jet, one 𝑐-jet,
further jets from the 𝑊 decay, no electrons or muons (from now on referred to as leptons)
and 𝐸missT from the two ?̃?
0
1 as shown in Figure 4.1.
The kinematics of the events depend on Δ(𝑚(𝑡1),𝑚(?̃?
0
1)). To ensure a high signal selec-
tion efficiency and good rejection of the SM background, three kinematic regions have
been defined that target different Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) as illustrated in Figure 4.2.
Boosted Region A
This region targets models with Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) ≫ 𝑚(𝑡), which leads to a highly boosted
𝑐-jet and a collimated decay of the top quark. The latter can be reconstructed within a
𝑅 = 1.0 jet. Top-tagging [147] is applied on these large-𝑅 jets, where events are required
to contain at least one top-tagged large-𝑅 jet to suppress background events. The jet













Figure 4.1: Diagrammatic representations of the 2-body decay 𝑡𝑐+𝐸missT SUSY signal in
the zero leptons (0L) channel.
Figure 4.2: Schematic drawing of the different kinematic regions in the 𝑡𝑐+𝐸missT analysis.
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with the highest 𝑝T (leading jet) is expected to most often be a 𝑏- or 𝑐-jet and a large
𝐸missT is expected.
Intermediate Region B
Region B targets kinematics where Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) > 𝑚(𝑡) leads to more moderate jet
𝑝T’s and lower 𝐸
miss
T compared to Region A. The decay topology of the top is on average
also less collimated than in Region A. To still benefit from top-tagging, Region B will
be split into two parts: one requiring at least one top-tagged large-𝑅 jet, while the other
part targets less boosted signal events by requiring no top-tagged jets. Both Region A
and B require a leading 𝑏- or 𝑐-jet to ensure orthogonality to the last region.
Compressed Region C
This region is designed to be sensitive to signal models with Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) ≈ 𝑚(𝑡),
which leads to soft-𝑝T jets. To still enable a good discrimination from the SM background
(especially 𝑡𝑡), an Initial State Radiation (ISR) topology is enforced by requiring a leading
light-jet. The ISR jet recoils against the 𝑡1𝑡1-system and leads to higher 𝐸
miss
T and jet
𝑝T’s. Further distinction between the signal and background is achieved by employing a
NN classifier using low-level event information such as the kinematics of the jets.
All regions follow a similar strategy to model the SM backgrounds. Regions enriched with
signal events are called signal regions (SRs) and use the 𝐸missT -trigger, featuring a zero
lepton (0L) selection, while control regions (CRs) abundant with background events of
different types use the 1L-trigger with one (1L) or two (2L) leptons. These control regions
are then used to calculate normalisation factors (𝜇bkg) that scale the MC background
expectations to match the data. This scaling is then tested in 0L validation regions (VRs)
that are low on signal events but feature kinematics similar to the SRs. All regions are
designed to be orthogonal to one another and therefore can be statistically combined to
achieve greater sensitivity to the signal.
4.2 Statistical Interpretation
The HistFitter statistical framework [148] is used to make a global fit of all SRs and
CRs. A log-likelihood fit is performed of the observed data and expected MC yields in
the SRs and CRs, including the systematic uncertainties on the MC yields. For each
normalised background 𝑖, the ratio between the expected yield in a SR (MC𝑖,SR) and the
CR (MC𝑖,CR) is used to define a transfer factor (TF) than can then be used to estimate
the expected number of background events of type 𝑖 in the SR (𝑁 exp𝑖,SR), given the number
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Transfer Factor 𝑖
· 𝑁𝑖,CR = 𝜇𝑖 · MC𝑖,SR , (4.1)
where the equation is rewritten using the normalisation factors for background 𝑖 (𝜇𝑖 =
𝑁𝑖,CR/MC𝑖,CR) instead. This background estimation using TFs allows for partial cancel-
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lation of the systematic uncertainties.
The fit is then performed by building a likelihood function. It is the product of Poisson
distributions of the expected and observed event counts in the SRs (𝒫SR) and in the CRs
(𝒫CR), and also additional Gaussian distributions to include the systematic uncertainty
constraints 𝒞syst. Following Reference [148], the likelihood function 𝐿 can be written as





















The 𝑃 (𝑛𝑖) terms indicate Poisson distributions of 𝑛𝑖, the number of observed events in
the bin 𝑖. The expectations of the Poisson distributions 𝜆𝑖 are functions that depend
on the signal and background sources (𝑝), the nuisance parameters that parametrise
the systematic uncertainties (𝜃), the normalisation parameters (𝜇𝑝) and also the signal
strength (𝜇sig). The probability density function 𝐶syst(𝜃
0,𝜃) is including the systematic
uncertainties, where 𝜃0 are the central values of the systematic variations around which
the nominal values 𝜃 are allowed to vary in the fitting procedure. The systematic term





𝐺(𝜃0𝑗 − 𝜃𝑗) , (4.3)
where 𝐺 are Gaussians of unit width. In the following, the three fit configurations that
are used with this likelihood are discussed.
Background-only fit
The background-only fit estimates the total background in the SRs and VRs, without
assuming a specific signal model by setting 𝜇sig = 0. Only the information from the CRs
enters the likelihood in Equation (4.2) and the corresponding normalisation factors 𝜇𝑖
are derived. They can then be used to calculate the expected number of events in the
SRs and VRs.
Model-dependent fit
In contrast to the background-only fit, the model-dependent fit assumes a specific signal
as input. If there was a significant excess in the background-only fit, then the model-
dependent fit can be used to measure the signal strength 𝜇sig of the model under con-
sideration. If there is no excess, this fit can be used to set exclusion limits on the model
in question. The model-dependent fit is performed simultaneously on the CRs and SRs,
adding the signal sample to the CRs to take into account possible signal contamination
of the CRs.
By conducting this fit using multiple signal models with different properties, an exclusion
contour can be interpolated in this signal parameter space. In this work the signal
parameters are the masses of the 𝑡1 and of the ?̃?
0
1, so that an exclusion contour can be
derived in the (𝑚(𝑡1), 𝑚(?̃?
0
1)) plane. To decide whether a signal model in question is
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excluded, a hypothesis test is performed with 𝜇sig as the parameter of interest. If this test
yields a 𝑝-value of less than 0.05 (probability to reject the background-only hypothesis),
then the signal model is excluded at the 95% Confidence Level (CL) [149].
Model-independent fit
This last fit configuration enables to look for arbitrary BSM models that could enter
the SR selections. These limits can be used to easily check whether a model can be
excluded by current measurements. The model-independent fit is very similar to the
model-dependent fit, with the difference that no signal contamination is allowed. Instead
of adding a signal model in the fit, a ’dummy signal’ is used with the number of signal
events that enter a SR added as a parameter to the fit. This allows to investigate 𝜇sig of
the dummy signal. SR bins are treated separately to not require assumptions on how the
signal is distributed among the SR bins. The value of 𝜇sig where the CLs drop below 5%
then is used to receive an upper limit on the visible cross-section (𝜎vis) of an arbitrary
BSM production process, which is defined as
𝜎vis = 𝜎BSM · 𝜖sel · 𝜖acc , (4.4)
where 𝜖sel and 𝜖acc are the selection efficiency and the detector acceptance.
4.3 Datasets and Simulated Samples
As shown previously in Figure 2.2, the pile-up conditions in the individual Run 2 data
taking years were very different, increasing from ⟨𝜇⟩ = 13.4 in 2015 to ⟨𝜇⟩ = 37.8 and
36.1 in 2017 and 2018 respectively. Since much more luminosity was accumulated in
the last two years of data taking, the average pile-up over the complete Run 2 dataset
however is ⟨𝜇⟩ = 33.7.
A total of 156 fb−1 of 𝑝𝑝 collisions were delivered by the LHC during Run 2, which is
reduced to 139 fb−1±1.7% of good quality data [150], as only collisions recorded in stable
beam conditions and with all detector systems operational are used for physics analyses.
MC simulation techniques [151] are used in ATLAS to model both SM and BSM physics
processes. This enables the estimation of the expected number of SM background events
and also of the BSM model in question. In this way, a statistical analysis of these
expectations and the measured number of events in data can be done to confirm or reject
the SM, find or exclude a specific BSM model or give model-independent cross-section
limits.
The modelling of 𝑝𝑝 collision events is complicated due to the proton substructure, initial
and final state radiation and the fact that QCD can not be treated perturbatively at low
energies. Due to these complications, the simulation of 𝑝𝑝 collisions is divided into
multiple steps as illustrated in Figure 4.3, of which the most important are:
• The hard scatter production cross-section is computed by selecting two partons
from Parton Distribution Functions (PDFs) and setting the factorisation and renor-
malisation scales [152–154]. The matrix element is then computed in perturbation
theory.
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• All partons are allowed to radiate or split into additional partons in a process
called parton showering. This leads to initial and final state radiation and also
the formation of showers.
• As the individual parton energies decrease in the process of parton showering,
confinement occurs and colour-neutral hadrons are formed in the hadronisation
stage.
• Pile-up is simulated by separately generating soft QCD events that are overlaid
to the hard scatter event.
• The detector response to the generated final state particles is then simulated
using a simulation of the ATLAS detector in GEANT4 [155].
The simulated events then undergo the same reconstruction as the collision data (see
Chapter 3) and can be used to design the analysis selections.
Figure 4.3: Schematic representation of the MC simulation of a 𝑡𝑡𝐻 event. The blue lines
indicate the partons of the protons, some of which then form the hard scatter process
(large red dot) and secondary interactions (purple). The 𝑡, 𝑡 and 𝐻 then decay (red dots)
and the decay products of the hard and secondary interaction shower (red and purple
lines) which leads to the formation of hadrons (light green blobs) that then decay (dark
green blobs). The emission of photons (yellow curly lines) can take place at any point.
such as for example from leptons (yellow straight lines). Taken from Reference [156].
The MC generators used to model the SM background are listed in Table 4.1. The
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𝑡𝑐+𝐸missT SUSY signal was modelled using the MadGraph [157] v.2.8.1 generator at next-
to-leading-order (NLO) with the NNPDF3.0NLO [158] PDF set. This was interfaced to
Pythia [159] 8.244, which is parametrized according to the ATLAS 14 tune [160] with
NNPDF2.3LO for the modelling of the 𝑡 decay, parton showering, hadronisation and
underlying event (UE). The heavy-flavour hadron decays were modelled by passing them
through EvtGEN [161] v.1.7. The calculation of the matrix element is done at tree level,
allowing the emission of up to two additional partons. NNPDF3.0 [158] was used for
the PDFs and the matching of the matrix element to the parton shower is done using
the CKKW-L [162] prescription, with a matching scale set to 𝑚(𝑡1)/4. The signal cross-
sections are calculated to next-to-next-to-leading-order (NNLO) accuracy in 𝛼𝑠, adding
the resummation of soft gluon emission at next-to-next-to-leading-logarithmic accuracy
(NNLO+NNLL) [163–165].
Process Matrix element Matrix element PS and UE tune Cross-section
event generator PDF hadronisation calculation
𝑊/𝑍+jets Sherpa 2.2.1 [156] NNPDF3.0NNLO Sherpa Default NNLO [166]
t t +𝑊/𝑍 MadGraph5 2.3.3 NNPDF3.0 Pythia 8 A14 NLO [157]
𝑡𝑍 MadGraph5 2.3.3 NNPDF2.3LO Pythia 8 A14 LO
𝑡𝑊/𝑍 MadGraph5 2.3.3 NNPDF2.3LO Pythia 8 A14 NLO [157]
t t Powheg-Box [167] NNPDF2.3LO Pythia 8 A14 NNLO+NNLL [168,169]
Single top Powheg-Box NNPDF2.3LO Pythia 8 A14 NNLO+NNLL [170–172]
Diboson Sherpa 2.2.1-2.2.2 NNPDF3.0NNLO Sherpa Default NLO
𝑡𝑐+ 𝐸
miss
T MadGraph5 v2.8.1 NNPDF2.3LO Pythia 8 A14 NNLO+NNLL
Table 4.1: List of the MC generators used to generate the nominal background samples
and the 𝑡𝑐+ 𝐸missT SUSY signal.
The signal samples were generated with a requirement of 𝐸missT > 100GeV at truth-
level to ensure the availability of enough signal events. The detector response is then
obtained by using the ATLAS full simulation in GEANT4 [155]. The signal samples
were produced in three MC campaigns, dedicated to the 2015+2016 (MC16a), the 2017
(MC16d) and the 2018 (MC16e) datasets. These MC campaigns are scaled with a pile-
up profile and re-weighted, so that the MC pile-up distribution matches with the data
from each year. A total of 94 different 𝑡𝑐+ 𝐸missT scenarios were considered, with 𝑚(𝑡1)
between 400 and 1300GeV and ?̃?
0
1 masses of up to 650GeV. The 𝑡1 BRs were set to
BR(𝑡1 → 𝑡?̃?
0
1) = BR(𝑡1 → 𝑐?̃?
0
1) = 0.5, resulting in around 50% of events with a 𝑡𝑐+𝐸missT
final state, while 25% feature the 𝑡𝑡+𝐸missT and another 25% have a 𝑐𝑐+𝐸
miss
T final state.
Figure 4.4 shows the number of simulated events required to pass the 𝐸missT filter in every
signal scenario for the MC16e campaign. The (𝑚(𝑡1),𝑚(?̃?
0
1)) points at (900GeV, 1GeV),
(700GeV, 400GeV) and (550GeV, 375GeV) feature larger statistics to optimise the SR
selections for these signal scenarios.
4.4 Object Selections
This section describes the selection criteria for the electrons, muons and jets used for
the analysis, based on the reconstruction discussed in Chapter 3. Basic selections are
first applied to build baseline objects that are used to remove overlapping objects and to










































































































































































































































































































Figure 4.4: Number of MC simulated signal events for different masses of the 𝑡1 and the
?̃?01 in the MC16e campaign.
calculate the 𝐸missT . Tighter selection criteria are then used to build signal objects that
are used in the analysis selections.
Table 4.2 lists the baseline and signal requirements for electrons and muons. Baseline
electrons need to fulfil loose [140] identification requirements (ID) and need to contain a
hit in the IBL (LooseAndBLayer). Signal electrons are required to satisfy the tight ID
WP, while both types of muons use the medium WP [144]. The signal electron objects
furthermore need to fulfil the tight isolation WP [144], while the signal muons must pass
the FCLoose requirements (FCHighPtCaloOnly for 𝑝T > 200GeV) [173].
Parameter Baseline 𝑒 Signal 𝑒 Baseline 𝜇 Signal 𝜇
𝑝T [GeV] > 4.5 > 10 > 4.0 > 10
|𝜂| < 2.47 < 2.7
ID LooseAndBLayer Tight Medium
𝑧0 sin(𝜃) [mm] < 0.5 < 0.5⃒⃒
𝑑0/𝜎𝑑0
⃒⃒
– < 5 – < 3
Isolation
𝑝T ≤ 200GeV – Tight – FCLoose
𝑝T > 200GeV – Tight – FCHighPtCaloOnly
Table 4.2: Object criteria for baseline and signal leptons.
Both small-𝑅 jets, with a cone size of 𝑅 = 0.4, and large-𝑅 jets with 𝑅 = 1.0 are used.
Table 4.3 lists the selections of the baseline and signal small-𝑅 jets (referred to as jets)
and the large-𝑅 jets. The JVT score selection is applied to enhance the suppression of
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pile-up jets.
Parameter Baseline jet Signal jet Large-𝑅 jet





[GeV] – > 150
|𝜂| < 2.8 < 2.2
JVT score – > 0.5 for 𝑝T < 60GeV, |𝜂| < 2.4
Table 4.3: Object criteria for baseline and signal jets and the large-𝑅 jets.
The 𝑏- and 𝑐-tagging is performed using the DL1r algorithm introduced in Section 3.3.
All jets that are not identified as a 𝑏-jet are then evaluated by the 𝑐-tagger (c-tagging
with b-veto). Figure 4.5.a shows a scan of the 𝑏-jet and light-jet rejections for various
values of 𝑓𝑏 and thresholds of DL1r𝑐. The selected 𝑐-tag WP is featuring a 𝑐-jet efficiency
of 20% (20% 𝑐-tag WP) with 𝑏- and light-jet rejections of 𝜖−1𝑏 = 30 and 𝜖
−1
light = 60, which
corresponds to 𝑓𝑏 = 0.28 and a threshold of DL1r𝑐 > 1.315. The 𝑐-tagging efficiencies on
simulated events need to be scaled to data. Figure 4.5.b shows that these scaling factors
are compatible with unity within the uncertainties for the various bins in 𝑝T.
(a) (b)
Figure 4.5: 𝑏-jet and light-jet rejection ratios for various 𝑐-jet efficiencies (a) and the
derived scaling factors and their uncertainties for multiple bins in 𝑝T for the 20% 𝑐-jet
WP. The vertical error bars indicate the statistical uncertainty in the data while the
coloured show the total uncertainty also taking into account systematic uncertainties.
The analysis also uses top-tagging on large-𝑅 jets [147], which is rather different than
the tagging of light-, 𝑏- and 𝑐-jets. In kinematic regions with a boosted signal topology,
the decay products from the top can be close enough to be reconstructed into a single
𝑅 = 1.0 jet. The jet mass and substructure information are then used by a Deep
Neural Network (DNN) to define a top-tagger. This analysis uses the inclusive top-
tagger at an 80% efficiency WP, tagging jets with 𝑝T ∈ [350, 2500] GeV and jet masses of
𝑚𝑗 ∈ [40, 600] GeV. Figure 4.6 shows the scaling factor for the various top-tagging bins
up to 𝑝T of 1000GeV.
With the individual objects defined, an Overlap Removal (OR) procedure is applied onto
the baseline objects to prevent double counting of energy deposits among different objects
54 Chapter 4: Search for Top Squarks in Mixed-Flavour Final State





















-1 = 13 TeV, 80.5 fbs
+jets selectionµ
=1.0 jetsR tkTrimmed anti-
| < 2.0η|
 = 80%): inclusivesig∈Top tagger (
 [GeV]
T
p jet RLeading large-








Figure 4.6: Efficiencies and their uncertainties for multiple bins in 𝑝T for the 80% WP of
the inclusive top-tagger. The vertical error bars indicate the statistical uncertainty in the
data while the coloured show the total uncertainty also taking into account systematic
uncertainties. Taken from Reference [147].
and to resolve ambiguities. The OR is done as follows:
• A calorimeter-tagged muon is rejected, if it shares an ID track with an electron. If
the muon however is not a calorimeter-tagged muon, then the electron is rejected.
• If an electron and a jet, that is not a 𝑏-jet, are within Δ𝑅 < 0.2, then the jet is
rejected and the electron is kept, unless the jet has a 𝑝T of > 100GeV.
• Reject an electron if it is within Δ𝑅 < 0.4 of a jet.
• If a muon and a jet, that is not a 𝑏-jet and has less than three tracks associated to
it, are ghost associated [174–176] or closer than Δ𝑅 < 0.2, then the jet is rejected.
• If a jet and a muon are closer than Δ𝑅 < 0.4 then the muon is rejected and the
jet is kept.
4.5 Preselections and Variables
A first set of selections, referred to as preselections, is used to check the agreement
between MC and data and to design the SRs, CRs and VRs on top of them. Table 4.4
shows the first set of preselections that is used both for Region A and B, while Table 4.5
shows the definition of the preselections that are only used in Region C. In the following,
some of the used variables are explained:
• 𝐸missT : Since the SUSY signal features large 𝐸
miss
T , the 𝐸
miss
T -trigger is used in the
0L preselections to target the signal. A selection of 𝐸missT > 250GeV ensures the
full efficiency of the trigger.
• 𝐸missT,ℓℓ : Same as 𝐸
miss
T , but the lepton 𝑝T’s are subtracted to mimic the 𝐸
miss
T in the
𝑍 → 𝜈𝜈 background process. This variable is only used in the 2L regions.
• 𝑁jets, 𝑁𝑏−jets and 𝑁𝑐−jets: The number of signal jets, 𝑏- and 𝑐-tagged jets respec-
tively. The signal features a 𝑏-jet, a 𝑐-jet and jets from the hadronic 𝑊 decay,
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which is why 𝑁jets ≥ 3, 𝑁𝑏−jets ≥ 1 and 𝑁𝑐−jets ≥ 1 are applied. Especially the
requirement of at least one 𝑐-jet reduces the contribution of many SM background
processes.
• min(Δ𝜑(𝑗1−4, 𝐸missT )) and min(Δ𝜑(𝑗
1−3, 𝐸missT )): The minimum distance in 𝜑 be-
tween the four or three leading jets and the 𝐸missT . This variable is used to reject
the multi-jet background in events that feature a large 𝐸missT due to the mismea-
surement of jets. In the 2L regions, 𝐸missT,ℓℓ is used instead of 𝐸
miss
T .
• 𝑚ℓℓ: The mass of the di-lepton system used to select Z + jets background events
in the 2L regions.
• 𝑚𝑇 : The transverse mass reconstructs the mass of a particle that decays to one
visible particle with momentum 𝑝T and one invisible particle. It is defined as√︁
2𝑝T𝐸
miss
T (1− cos(Δ𝜑)) [177], where the lepton 𝑝T and 𝜑 are used in the 1L
regions.
• 𝑚𝑇 (𝑐, 𝐸
miss
T )min: Same as 𝑚𝑇 , but the 𝑐-jet is used instead of the lepton. If there
are multiple 𝑐-jets, the minimum of the transverse masses between the individual
𝑐-jets and the 𝐸missT is taken.







It uses the total momentum resolution (𝜎L) and the correlation factor between the
longitudinal and transverse momentum resolution of each jet (𝜌LT) to reject events
where large 𝐸missT arises from poorly measured jets.







T and is used to select
events that feature a combination of high 𝐸missT and large jet 𝑝T’s.
Variable 0L preselection 1L preselection 2L preselection
Baseline leptons 0 –
Signal leptons – 1 2
Dilepton system flavour – Same flavour
Dilepton system sign – Opposite sign
Trigger 𝐸missT Trigger 1L Trigger
𝐸missT ≥ 250 GeV ≤ 150 GeV
𝐸missT,ℓℓ – ≥ 250 GeV
𝑁jets ≥ 3 ≥ 2 ≥ 2
𝑁𝑏−jets ≥ 1
𝑁c−jets ≥ 1
Δ𝜑(𝑗1−4,𝐸missT ) ≥ 0.4 –
Δ𝜑(𝑗1−4,𝐸missT,ℓℓ ) – ≥ 0.4
𝑚ℓℓ – [76,106]
𝑚cT,min ≥ 150 GeV –
Table 4.4: Preselections for the Regions A and B.
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Variable 0L preselection 1L preselection 2L preselection
Baseline leptons 0 –
Signal leptons – 1 2
Dilepton system flavour – Same flavour
Dilepton system sign – Opposite sign
Trigger 𝐸missT Trigger 1L Trigger
𝐸missT ≥ 250 GeV < 100




Δ𝜑(𝑗1−3,𝐸missT ) ≥ 0.3 –
Δ𝜑(𝑗1−3,𝐸missT,ℓℓ ) – ≥ 0.3
Leading jet flavour Light jet (not b- or c-tagged)
𝒮 > 6
𝑚cT,min > 100 GeV
𝑝
jet1




mT – > 30 GeV –
𝑚ℓℓ – [86,105]
Table 4.5: Preselections for Region C.
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The 𝐸missT and 𝑝
jet1
T distributions for the Region A and B preselections are shown in
Figure 4.7 and in Figure 4.8 for the Region C preselections. The agreement between
data and MC is good in the 0L and 2L preselections, while the 1L ones show data/MC
ratios of below one. This is due to mismodelling of the 𝑡𝑡 background which is taken care
of by control regions later.
The various kinematic regions are using different approaches to enhance the sensitivity
for the SUSY signal. The signal regions A and B (SRA and SRB) use selections on
the variables discussed in the previous section to reject as many SM events as possible,
while keeping decent expected signal yields. Furthermore, they also use top-tagging on
large-𝑅 jets to look for boosted top quarks. In contrast to this, the design of the signal
region C (SRC) follows the machine learning (ML) approach: A ML model is trained
on MC events to discriminate between signal and background events, based on low-level
information such as the jet kinematics. The resulting model is applied onto the data to
create a score indicating how likely an event is to be a signal or background event. A
selection on this score then is applied to define the SR in the same way as in SRA and
SRB.
The following two sections describe the input data and architecture (Section 4.6) and the
optimisation and performance (Section 4.7) of the Neural Network classifier developed
for Region C.
4.6 Neural Network Classifier
Neural Networks (NNs) have become broadly used tools in many different areas of particle
physics such as flavour-tagging with the DL1r algorithm discussed previously. NNs are a
class of machine learning models that consist of artificial neurons organised in multiple
layers as illustrated in Figure 4.9. Each neuron of the NN gives an output according to
𝜎(𝑓(?⃗?)) = 𝜎(?⃗? · ?⃗? + 𝑤0) , (4.5)
where ?⃗? are the input data to the neuron and ?⃗? are the weights associated with these
inputs. The activation function (𝜎) then computes the output of a neuron. Typical
activation functions are the sigmoid (𝜎(𝑥) = 1/(1+𝑒−𝑥)) or Rectified Linear Unit (ReLU,
𝜎(𝑥) = max(0, 𝑥)). The last layer of neurons calculate the output scores of the NN.
The classifier presented in this work is designed to predict the class membership of an
event. A total of three classes are defined: the 𝑡𝑐+𝐸missT signal class, the 𝑡𝑡 background
class and the 𝑊 or Z + jets (𝑉 +jets ) background class. A supervised learning approach
is pursued in which the NN is given training data including labels indicating the true class
membership of the events and an iterative learning procedure is executed. The learning
starts with forward propagation, which means that the class predictions for the training
data are calculated using Equation (4.5) with the kinematic properties of the events as
inputs ?⃗? and weights ?⃗?, where the latter are randomly initialised in the first iteration.
The predicted and true class memberships are compared to calculate the loss. The NN
weights are then adjusted to minimise the loss (backpropagation) using methods such as
Stochastic Gradient Descent (SGD) or the Adam algorithm [180] and the procedure is
repeated until the loss is not decreasing any more or other stop criteria are fulfilled.
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-1 = 13 TeV, 139 fbs
(a) 0L preselection
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(b) 0L preselection



















































-1 = 13 TeV, 139 fbs
(c) 1L preselection
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(d) 1L preselection


















































-1 = 13 TeV, 139 fbs
(e) 2L preselection





















































-1 = 13 TeV, 139 fbs
(f) 2L preselection
Figure 4.7: 𝐸missT (left) and leading jet 𝑝T (right) distributions for the 0L (top), 1L
(middle) and 2L (bottom) preselections of Region A and B. The stacked contributions
from the SM background are shown with the expected signal yields of representative
models overlaid with dashed lines. The bottom panel shows for each bin the ratio between
the data and the SM background expectation from MC. The shaded bands indicate the
statistical uncertainty and areas with a significant fraction of signal events expected are
blinded (grey areas). Overflow events are added to the rightmost bin.
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(a) 0L preselection
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(b) 0L preselection


















































-1 = 13 TeV, 139 fbs
(c) 1L preselection





















































-1 = 13 TeV, 139 fbs
(d) 1L preselection

















































-1 = 13 TeV, 139 fbs
(e) 2L preselection




















































-1 = 13 TeV, 139 fbs
(f) 2L preselection
Figure 4.8: 𝐸missT (left) and leading jet 𝑝T (right) distributions for the 0L (top), 1L
(middle) and 2L (bottom) preselections of Region C. The stacked contributions from
the SM background are shown with the expected signal yields of representative models
overlaid with dashed lines. The bottom panel shows for each bin the ratio between
the data and the SM background expectation from MC. The shaded bands indicate the
statistical uncertainty and areas with a significant fraction of signal events expected are
blinded (grey areas). Overflow events are added to the rightmost bin.
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Figure 4.9: Representation of a NN with one input layer of four inputs, one hidden layer
with six neurons and one output layer with three output neurons. The line strengths
represent the different values of the NN weights. Image generated using Reference [179].
Finally, the classification performance of the NN is evaluated on an independent dataset
called the validation set. Since the NN was not trained on this set, possible overtraining
on the training set can be recognised if the loss on the validation set is higher than
on the training set. This can be the case if the NN is not learning general patterns
in the data, but remembers the characteristics of the training data ’by heart’. A third
independent dataset called the testing set is introduced to give an unbiased estimation
of the performance of a NN model.
The NN developed for the discrimination between SUSY and SM events in the com-
pressed region uses the PyTorch framework [181]. In the following, the input data and
architecture of the NN are discussed in more detail.
Input data
The NN is trained with MC signal and background samples that pass the SRC 0L prese-
lection as defined in Table 4.5. For the SUSY signal, only samples with Δ𝑚(𝑡1, ?̃?
0
1) = 175
and 200GeV were used. These events were furthermore required to feature mixed decays
of the 𝑡1 pairs (one decaying to 𝑡 + ?̃?
0
1, the other decaying to 𝑐 + ?̃?
0
1) so that the NN
would focus on distinguishing 𝑡𝑐 + 𝐸missT events from the SM background. For the back-
ground input data, only the samples containing the three main backgrounds of the 0L
preselection were used, which are 𝑡𝑡, Z + jets and W+ jets as can be seen in Figure 4.8.
All available signal and W+ jets events are used, while a random subset of 100k and 50k
events are used from the 𝑡𝑡 and Z + jets samples. The W+ jets and Z + jets samples are
combined into the 𝑉 +jets class as these two backgrounds featured similar output score
shapes. Finally, the input events are randomly split into the training (64%), validation
set (16%) and testing set (20%). Table 4.6 summarises the number of events used by the
NN for the different classes.
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Class Event type 𝑁total 𝑁training 𝑁validation 𝑁testing
Signal 𝑡𝑐+ 𝐸missT 13’263 8’488 2’122 2’653
𝑡𝑡 𝑡𝑡 100’000 64’000 16’000 20’000
𝑉 + jets
W+ jets 26’735 17’110 4’277 5’348
Z + jets 50’000 32’000 8’000 10’000
Table 4.6: Number of MC signal and background events used for the training, validation
and testing of the NN classifier, as well as the total number of available events.





with 𝑤𝑖 being the weight of the events and 𝑁𝑖 the number of events in class 𝑖. In this
way there is no incentive for the NN to optimise the weights to solely achieve good
performance on the class that features the most events in the training set.
The NN is receiving two types of low-level input variables to train its weight: continuous
input variables such as the 𝑝T or 𝜂, that can be ordered (for example from low to high),
and categorical input variables that do not have a defined order, such as the flavour of a
jet. These two kinds of input variables need to be treated differently by the NN.
Continuous input variables are normalised to have a mean of 0 and standard deviation
of 1. This is performed on the set of all events passing preselection and mixed decay
selection. In contrast to this, categorical input variables are not normalised but converted
into multiple floats that contain the same information in a process called embedding. The
number of floats (𝑁floats), an input variable is embedded into, is defined by
𝑁floats = (𝑁categories + 1) ·𝑚e , (4.7)
with 𝑁categories being the number of possible values the input variable can take, and 𝑚e a
hyperparameter called embedding multiplicity. Hyperparameters describe the properties
of the NN architecture and are optimised to achieve the best possible model performance.
Some input variables can have unphysical default values if the corresponding object does
not exist in the MC sample. In an event with only five jets for example, all variables
corresponding to the sixth jet have values of −99 or −999. This is dealt with by re-
placing such values with the mean of the variable among the whole dataset and adding
an additional input variable indicating that such a replacement has taken place. This
results in new categorical input variables such as ptJet6_is_missing. This completes the
list of input variables used by the NN:
• Jet 𝑝T, 𝜂, Δ𝜑(𝑗, 𝐸
miss
T ) for leading six jets (type: continuous).
• Jet 𝑝T, 𝜂, Δ𝜑(𝑗, 𝐸
miss
T ) for leading two 𝑏- and 𝑐-jets (type: continuous).
• 𝐸missT (type: continuous).
• 𝑁jets, 𝑁c−jets, 𝑁𝑏−jets (type: continuous).
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• Flavour (untagged, b-tagged or c-tagged) of second to sixth jet (type: categorical).
• Variables indicating missing objects: missing of fourth, fifth or sixth jet, missing
of subleading 𝑏- or 𝑐-jet
These are in total 34 continuous and 10 categorical input variables. 𝑁jets, 𝑁𝑐−jets and
𝑁𝑏−jets could also have been treated as categorical variables as they have discrete possible
values. Tests however showed that defining these variables as continuous parameters
increases the classification performance of the NN.
Architecture
The NN consists of one or more fully connected hidden layers. This means that every
neuron of one layer is connected to every neuron of the previous and next layer. The num-
ber of input neurons is equal to the number of continuous parameters plus the embedded
categorical parameters as defined in Equation (4.7). The number and size of the hidden
layers is defined by the hyperparameter hidden layer sizes. After the input and each
hidden layer there is an activation function and additionally there can be dropout [182]
and batch normalisation layers [183]. The hyperparameter activation function defines
how the neurons are activated. This can either be a sigmoid, ReLU or a Leaky ReLU
function (ReLU but with a slope in the negative part). The property of the dropout
layer is defined by the hyperparameter dropout probability, which is the probability that
a neuron is randomly ignored in the training stage. This can be specified independently
for the first and the following dropout layers. This technique can be used to prevent
overtraining and help generalisation since the NN can not learn very specific features of
a certain event of training set as the corresponding input neurons are deactivated in every
few training cycles. The hyperparameter use batch normalisation then defines whether to
use the batch normalisation layer. Finally, the order of the activation function, dropout
and batch normalisation layer is defined by the hyperparameter layer order.
The loss is calculated using the cross entropy loss [184] and the weight update is done
with the Adam algorithm [180]. The corresponding hyperparameters are the learning
rate, that defines the step size of the weight update, and weight decay that adds a
L2 penalty to the loss function to discourages large weights, again forcing the NN to
generalise. SGD was also tested for usage but yielded inferior results compared to Adam.
The learning is performed in batches of sizes defined by the hyperparameter batch size.
The NN is allowed to run up to 1000 times over the complete dataset (1000 epochs), but
early stopping is done if the loss on the validation set does not improve for 50 epochs.
The goal of early stopping is to prevent overfitting on the training set which would lead
to a higher loss on the validation set.
Finally, the output of the NN consists of three output neurons that are showing the
probability of an event to have a certain class (NN signal score, NN 𝑡𝑡 score and NN
𝑉 +jets score). The following section discusses how the NN hyperparameters summarised
in Table 4.7 are optimised and presents the performance of the best NN model.
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Hyperparameter name Short explanation
Hidden layer sizes Number of hidden layers and neurons per layer (e.g 200
neurons in first and 100 neurons in second hidden layer
Dropout probability Probability for each neuron to be ignored in training,
specified separately for first and following dropout lay-
ers
Embedding multiplicity Defines how many float input variables are used to embed
a categorical input (see Equation (4.7))
Batch size Number of events that are used for one update of the NN
weights
Learning rate Step size for each learning step over a batch
Weight decay L2 penalty to regularise the NN by discouraging high
weights
Layer order Order of batch normalisation, dropout layer and activa-
tion function after input and hidden layers (e.g BAD:
Batch normalisation – Activation function – Dropout
layer)
Activation function Activation function used (Sigmoid, ReLU, Leaky ReLU)
Use batch normalisation Whether to use batch normalisation layers
Table 4.7: Summary of the hyperparameters of the NN classifier with short explanation.
4.7 Neural Network Optimisation and Performance
The various hyperparameters of the NN were optimised in multiple steps of grid-searching
the hyperparameter space for the optimal combination. The models were rated by their
loss on the testing set. To exclude models which were showing large overfitting on
the training set, the 𝜒2 per number of degrees of freedom (𝜒2/ndof) between the binned
validation and training set was evaluated for all the output scores and classes. A 𝜒2/ndof
of smaller than unity indicates underfitting, while a value of more than unity shows
overfitting. Models with a 𝜒2/ndof of more than 1.5 for any output score were removed
from the testing loss ranking.
The optimisation was conducted in multiple steps of grid-searching the hyperparameter
space. First steps were concerned with roughly optimising the hidden layer sizes, dropout
probabilities and strength of weight decay. Later iterations then optimised the other
hyperparameters. Table 4.8 shows the possible values that the hyperparameters could
take in these steps and the final values of the most performant model that was received
in a last finer optimisation of the hidden layer sizes.
The best model features two hidden layers with 96 neurons each and learning rates and
weight decays of 10−3 and 3 · 10−3 respectively. The large weight decay, the small batch
size of 128 and the large dropouts of 0.2 and 0.5 are necessary to force the NN model to
generalise and prevent overfitting. Models with less strong regularisation feature smaller
testing losses, but have larger 𝜒2/ndof.
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Hyperparameter name Possible values Best value
Hidden layer sizes 1–4 hidden layers with 64, 128,
256, 512, 1024 or 2048 neurons
evenly distributed to hidden lay-
ers
two hidden layers
with 96 neurons each
Dropout probability 0.2, 0.3, 0.4 or 0.5 for first and
other dropout layers separately
0.2 for first and 0.5
for other hidden lay-
ers
Embedding multiplicity 0.1, 0.5 or 0.75 0.1
Batch size 64, 128, 256, 512 128
Learning rate 3e-3, 1e-3 or 3e-4 1e-3
Weight decay 1e-2, 3e-3 or 1e-3 3e-3
Layer order ADB, DAB, ABD, DBA, BAD ABD (activation
function, batch nor-
malisation, dropout)
Activation function Sigmoid, ReLU or Leaky ReLU




Use batch normalisation True, False True
Table 4.8: List of the possible values for the various hyperparameters considered in the
optimisation process and the values of the best performing model.
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Figure 4.10 shows the loss and accuracy evolution for the best model. Both the training
and the validation loss are decreasing steadily until epoch 131 (validation loss of 0.802),
when no further improvement in the next 50 epochs is recorded on the validation set and
the training is stopped. The accuracies of the classes are defined by the ratio of correctly
classified events for a given class divided by the total number of events in this class.
In the accuracy calculation an event is considered to belong to the most probable class
(max[signal score, 𝑡𝑡 score,V+jet score]). This metric shows a very similar performance
of the NN on the training and validation set.
Figure 4.10: Top: Evolution of training loss (dashed line) and validation loss if improved
(solid line) for the best NN model. Bottom: Evolution of training (dashed lines) and
validation (solid lines) accuracies per class for epochs where the validation loss reached
a new minimum.
Figure 4.11 shows the signal, 𝑡𝑡 and 𝑉 + jets output score distributions of the final
model together with ratio plots of the validation and training distributions per class. All
𝜒2/ndof values are close to unity which shows that no strong overfitting is taking place.
A clear separation between the signal and the various backgrounds can be achieved, while
also some discrimination can be gained between the backgrounds.
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To check that the chosen NN model is also performing well and does not feature large
overfitting when trained with different events, 𝑘-fold cross validation [185] is performed.
The 80% of data making up the training and validation set are split in 𝑘 = 5 folds (16%
of the total number of events each), where five different NN models are trained using one
of the five splits as validation and the others as training data. The performance of these
five models is compared to gauge the impact of using different events for training. The
average loss within these five folds is 0.805 ± 0.003 and the 𝜒2/ndof values are listed in
Table 4.9. With very similar losses between the various folds and 𝜒2/ndof values that are
close to unity and have small errors, the chosen NN proves to give similar performance
when trained on different events.
Score Sample Mean 𝜒2/ndof Std.
𝑡𝑡 score 𝑡𝑡 sample 0.951 0.155
𝑡𝑡 score 𝑉 + jets sample 0.977 0.157
𝑡𝑡 score Signal sample 1.107 0.183
𝑉 + jets score 𝑡𝑡 sample 0.806 0.085
𝑉 + jets score 𝑉 + jets sample 1.032 0.192
𝑉 + jets score Signal sample 1.102 0.25
Signal score 𝑡𝑡 sample 0.881 0.14
Signal score 𝑉 + jets sample 0.861 0.232
Signal score Signal sample 1.1 0.261
Table 4.9: 𝜒2/ndof values of the different scores and samples between the training and
validation sets in the five folds of 𝑘-fold cross validation.
With the best NN model found and verified, the next section discusses the definition of
the SRs, where the NN signal score is used for the definition of SRC.
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4.8 Signal Region Definition
The signal regions were defined using the statistical significance (𝑍) as a tool to optimise
the sensitivity of the SRs to the 𝑡𝑐 + 𝐸missT signal. The significance used is based on a
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where 𝑠 and 𝑏 are the number of expected signal and background events and 𝜎𝑏 is the
uncertainty on 𝑏.
Signal Region A
SRA targets signals with Δ𝑚(𝑡1, ?̃?
0
1) higher than ∼ 400GeV. The most important selec-
tion is the requirement of at least one top-tagged large-𝑅 jet using the DNN discussed in
Section 4.4. This strongly suppresses the 𝑉 +jets background, while keeping around half
of the signal events. The further SRA selections and binning to increase the significance
are listed in Table 4.10.
Variable SRA
Preselection 0L
𝑁DNNtops (𝑅 = 1.0) ≥ 1
𝑚cT,min [GeV] ≥ 200
𝑚bT,min [GeV] ≥ 200
𝑚jT,close [GeV] ≥ 100
𝒮 [
√
𝐺𝑒𝑉 ] ≥ 18
Leading jet flavour 𝑏 or 𝑐
𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) [GeV] [450,575], [575,∞]
Table 4.10: Definition of SRA on top of the Region A and B 0L preselection described
in Table 4.4. SRA is split into two 𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) bins for the model-dependent fit.
Requiring a 𝑚cT,min and 𝑚
b
T,min of more than 200GeV then reduces the 𝑡𝑡 background.
Z + jets is further reduced by selecting high values for the transverse mass of the jet
closest in 𝜑 to the 𝐸missT (𝑚
j
T,close) and of the stransverse mass [187,188] of the 𝑏-tagged
large-𝑅 jet and the 𝑐-jet (𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) ≥ 450GeV). The stransverse mass tries to




























where p𝛼T and p
𝛽
T are the momenta of the two measured visible decay products. The
minimum of the expression in the curly brackets is taken over all possible choices of
q1T and q
2






T . SM backgrounds feature an end-point of
𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) at low values (e.g 175GeV for 𝑡𝑡), while the 𝑡𝑐+ 𝐸
miss
T signal has a high
end-point for large 𝑡1 masses. Orthogonality to SRC, that features a light leading jet,
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is achieved through the leading 𝑏- or 𝑐-jet requirement and finally, 𝒮 > 18
√
GeV is
required to further reduce backgrounds with small 𝐸missT and to enable orthogonality to
the validation region discussed later. Figure 4.12 shows the distributions of the most
important SRA selection variables before the selection is applied (n-1 plot). SRA is split
into two 𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) bins to target the different 𝑡1 masses efficiently. The dominant
backgrounds in SRA are Z + jets and single-top.
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Figure 4.12: N-1 plots of the 𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) (a), 𝑁
DNN
tops (𝑅 = 1.0) (b), 𝑚
b
T,min (c) and
𝑚jT,close (d) variables used in the definition of SRA. The stacked contributions from
the SM background are shown with the expected signal yields of representative models
overlaid with dashed lines. The shaded band indicates the statistical uncertainty on the
background expectation and the lower panel shows the integrated significance for the
considered signal models. Overflow events are added to the rightmost bin.
Signal Region B
SRB targets signals featuring Δ𝑚(𝑡1, ?̃?
0
1) ∼ 300GeV, where SRA is lacking sensitivity.
As the top is not as boosted as in SRA, requiring at least one top-tagged large-𝑅 jet
would remove many signal events. SRB is therefore split to be able to separately design
selections that target both kinematics with zero top-tagged jets (SRB0) and one or more
top-tagged jets (SRB1). Table 4.11 lists all the selections, where 𝑚cT,max and 𝑚
b
T,max are
the maxima of the transverse mass between the corresponding jets and the 𝐸missT . The
orthogonality between SRA and SRB1, that both target at least one top-tagged jet, is
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ensured through the 𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) ∈ [200, 450] GeV selection on SRB1, that does not





𝑁DNNtops (𝑅 = 1.0) 0 ≥ 1
𝐸missT [GeV] ≥ 300 –
𝑁jets ≥ 5 ≥ 3
𝑝
𝑏1
T [GeV] – ≥ 100
𝑝
𝑐1
T [GeV] ≥ 100
𝑝
𝑗2
T [GeV] ≥ 100 –
𝑝
𝑗4
T [GeV] ≥ 50 –
𝑚cT,min [GeV] ≥ 150 ≥ 300
𝑚cT,max [GeV] ≥ 400 –
𝑚bT,min [GeV] ≥ 200
𝑚bT,max [GeV] [200,700] –
𝒮 [
√
𝐺𝑒𝑉 ] ≥ 10 ≥ 17
𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) [GeV] ≥ 150 [200,450]
Leading jet flavour 𝑏 or 𝑐
𝑚jT,close [GeV] [100,150],[150,400],[400,∞] [100,150],[150,300],[300,500],[500,∞]
Table 4.11: Definition of SRB0 and SRB1 on top of the Region A and B 0L preselection
depicted in Table 4.4. SRB0 and SRB1 are both binned in 𝑚jT,close for the model-
dependent fit.
Figure 4.13 shows some n-1 plots of SRB0 and SRB1. Since SRB0 requires no top-tagged
jets, the contamination with the 𝑉 + jets background is high. This is counteracted
by various selections on the jet 𝑝T’s and 𝑚
j
T,close. The selections that add the most
significance to SRB1 are 𝒮 > 17
√
GeV and 𝑚bT,min > 200GeV. In the same way as
in SRA, the dominant backgrounds for SRB1 are Z + jets and single-top. SRB0 has
W+ jets as the sub-leading background instead of single-top. Both SRB0 and SRB1 are
binned in 𝑚jT,close to further optimise the significance in the model-dependent fit.
Signal Region C
SRC is defined only by a selection on three variables, as shown in Table 4.12. The NN
signal score selection of ≥ 0.75 is used to suppress all backgrounds, while keeping most
signal events. A selection of ΔR(𝑗1, 𝑗2) > 1.0 then reduces the 𝑡𝑡 background. The
effective mass is used to further enhance the significance by requiring meff > 750GeV.
Figure 4.14 shows the n-1 plots of these three selections.
The Region C strategy of using a NN score selection to define SRC has the benefit that
a high signal selection efficiency is achieved and therefore many signal events enter SRC.
This enables the use of a 2D model-dependent fit where SRC is first binned in meff slices
of 250GeV to target different 𝑡1 masses as signal scenarios with higher 𝑚(𝑡1) can yield
higher effective masses. The meff bins are then further split in 𝑚
j
T,close as shown in
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(c) SRB1
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(d) SRB1
Figure 4.13: N-1 plots of the 𝑚jT,close (a) and 𝑝
jet4
T (b) selections of SRB0 and of 𝒮 (c)
and 𝑚bT,min (d) for SRB1. The stacked contributions from the SM background are shown
with the expected signal yields of representative models overlaid with dashed lines. The
shaded band indicates the statistical uncertainty on the background expectation and the
lower panel shows the integrated significance for the considered signal models. Overflow
events are added to the rightmost bin.
Variable SRC
Preselection 0L
NN signal score > 0.75
ΔR(𝑗1, 𝑗2) > 1.0
meff [GeV] > 750
Table 4.12: Definition of SRC on top of the Region C 0L preselection depicted in Ta-
ble 4.5.
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(c)
Figure 4.14: N-1 plots of the NN signal score (a), ΔR(𝑗1, 𝑗2) (b) and meff (c) selections of
SRC. The stacked contributions from the SM background are shown with the expected
signal yields of representative models overlaid with dashed lines. The shaded band in-
dicates the statistical uncertainty on the background expectation and the lower panel
shows the integrated significance for the considered signal models. Overflow events are
added to the rightmost bin.
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Table 4.13. Low-meff regions are split into four 𝑚
j
T,close bins of 100GeV and the two
highest meff are inclusive in 𝑚
j
T,close due to the small number of events. Figure 4.15
shows the corresponding 𝑚jT,close distributions for all meff bins and it can be seen that
the dominant backgrounds are either 𝑡𝑡 or Z + jets (at high 𝑚jT,close), with W+ jets being
subdominant for certain meff and 𝑚
j
T,close combinations (e.g for meff ∈ [1250, 1500] for
low 𝑚jT,close).
Region meff [GeV] 𝑚
j
T,close [GeV] model-indep. fit [GeV]
SRC750 [750,1000] [0,100], [100,200], [200,300], [300,∞] 𝑚jT,close > 200
SRC1000 [1000,1250] [0,100], [100,200], [200,∞] 𝑚jT,close > 200
SRC1250 [1250,1500] [0,100], [100,∞]
𝑚jT,close > 200
SRC1500 [1500,1750] [0,100], [100,∞]
SRC1750 [1750,2000] –
SRC2000 ≥ 2000 –
Table 4.13: Selections for the 2D model-dependent fit in meff and 𝑚
j
T,close as well as the
model-independent fit used in SRC.
4.9 Background Estimation
The 1L and 2L preselection defined in Table 4.4 and Table 4.5 are used to design CRs
to normalise the dominant backgrounds in the signal regions. VRs are then defined to
check the extrapolation from the CRs to the SRs.
Region A and B Control Regions
Control regions targeting the Z + jets and the single-top background are designed to
normalise these backgrounds in SRA and SRB. The selections are listed in Table 4.14.
The Region A and B 2L preselection is used to design CRs for the Z + jets background
that is dominant in both SRA and SRB. CRZB0 is requiring no top-tagged large-𝑅 jets,
while CRZAB1 targets one or more tops. Since no large differences in the Z + jets back-
ground are expected between CRZB0 and CRZABA, they are together used to define a
common 𝜇𝑍,AB scaling factor for all SRA and SRB regions. The 𝑝T of the sub-leading
lepton is required to be at least 30GeV to ensure a constant offline lepton trigger effi-
ciency. The CRZB0 definition contains the same selections of transverse masses, 𝑁jets
and 𝒮 as SRB0 to be kinematically similar to it. In CRZAB1 however, only the selection
of 𝒮 > 17
√
GeV is maintained as not many events pass the requirement of at least one
top-tagged large-𝑅 jet.
Only one single-top control region is designed as this background is substantial solely
in SRA and SRB1. Using the 1L preselection and requiring 𝑁DNNtops (𝑅 = 1.0) ≥ 1,
CRstAB1 is designed to normalise the single-top background in SRA and SRB1. High
selections on the transverse masses suppress 𝑡𝑡 contributions that are dominant at low
values. Table 4.15 presents the expected and observed yields of CRZB0, CRZAB1 and
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(a) meff ∈ [750, 1000]
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(b) meff ∈ [1000, 1250]
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(c) meff ∈ [1250, 1500]
0 100 200 300 400 500 600 700 800 900 1000













































-1 = 13 TeV, 139 fbs
(d) meff ∈ [1500, 1750]
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(e) meff ∈ [1750, 2000]
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(f) meff ∈ [2000,∞]
Figure 4.15: 𝑚jT,close distributions for the SRC meff bins defined in Table 4.13. The
stacked contributions from the SM background are shown with the expected signal yields
of representative models overlaid with dashed lines. The shaded band indicates the
statistical uncertainty on the background expectation and the lower panel shows the
integrated significance for the considered signal models. Overflow events are added to
the rightmost bin.
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T [GeV] ≥ 30 –
𝑁DNNtops (𝑅 = 1.0) 0 ≥ 1
𝑁jets ≥ 5 ≥ 3
𝑚cT,min [GeV] ≥ 150 – ≥ 300
𝑚cT,max [GeV] ≥ 400 –
𝑚bT,min [GeV] ≥ 200 – ≥ 300
𝑚bT,max [GeV] ≥ 200 –
𝑚jT,close [GeV] ≥ 100 – ≥ 100
𝒮 [
√
GeV] ≥ 10 ≥ 17 [12,22]
Leading jet flavour 𝑏 or 𝑐
Table 4.14: Definitions of CRZB0, CRZAB1 and CRstAB1 on top of the Region A and
B 1L and 2L preselections depicted in Table 4.4.
CRstAB1 before the fit, where no large difference between the MC expectation and data
is observed.
CRs CRZB0 CRZAB1 CRstAB1
Observed events 35 41 43
MC exp. SM events 32.75± 2.86 44.64± 3.34 48.50± 9.93
MC exp. W events 0.00± 0.00 0.00± 0.00 11.26± 5.19
MC exp. Z events 29.83± 2.17 38.33± 2.17 0.11± 0.04
MC exp. others events 1.35± 0.52 2.28± 0.96 1.19± 0.84
MC exp. st events 0.00+0.19−0.00 0.00
+0.00
−0.00 22.60± 0.00
MC exp. ttZ events 1.30± 0.50 4.02± 1.55 0.72± 0.28
MC exp. ttbar events 0.27+0.80−0.27 0.00
+0.06
−0.00 12.63± 4.74
Table 4.15: Expected pre-fit yields of the Region A and B CRs as well as the observed
number of events.
Region A and B Validation Region
To check the modelling of the Z + jets background after applying the 𝜇𝑍,AB scaling
factor, a VR for the Z + jets background of SRA and SRB is defined referred to as
VRZ. Most selections of VRZ are similar to the SRs, but some selections are inverted
to reject signal events and enrich the Z + jets background. In this way, the selections of
𝑚cT,max ≤ 400GeV and 𝒮 ∈ [15, 17]
√
GeV are applied to make VRZ orthogonal to SRB0
and SRA/SRB1 respectively.






T [GeV] ≥ 200
𝑝
𝑐1
T [GeV] ≤ 200
𝑁DNNtops (𝑅 = 1.0) –
𝑚cT,min [GeV] ≥ 200
𝑚cT,max [GeV] ≤ 400
𝑚bT,min [GeV] ≥ 200




Leading jet flavour 𝑏 or 𝑐
Table 4.16: Definition of VRZ on top of the region A and B 0L preselection depicted in
Table 4.4.
Region C Control Regions
Control regions are defined for SRC to normalise the 𝑡𝑡, Z + jets and W+ jets back-
grounds with the selections given in Table 4.17. All CRs feature a selection on the NN
signal score of more than 0 to be kinematically close to SRC, but have the higher statistics
necessary (SRC: NN signal score > 0.75). The selection on ΔR(𝑗1, 𝑗2) then is identical to
SRC. The CRs are orthogonal to SRC by the usage of the 1L or 2L preselections instead
of the 0L one in the same way as done in the regions A and B.
Selection CRCtt750 CRCtt1000 CRC1250 CRCW CRCZ
NN signal score ≥ 0.0
ΔR(𝑗1, 𝑗2) ≥ 1.0
Preselection 1L 2L
𝑁𝑏−jets ≥ 2 ==1 ≥ 1
𝑚cT,min [GeV] ≥ 100 ≥ 150 ≥ 100
mT [GeV] > 30 [30,120] –
meff [GeV] [750,1000] [1000,1250] > 1250 – –
NN 𝑉 + jets score – > 0 –
ΔR(𝑏1, 𝑙1) – ≥ 1.8 –
𝑝
ℓ2
T [GeV] – ≥ 30
Table 4.17: Definition of the CRs of region C based on the 1L and 2L Region C prese-
lections defined in Table 4.5.
The 𝑡𝑡 background is normalised by CRCtt that requires at least 2 𝑏-tagged jets on top
of the 1L region C preselection. This selection is already sufficient to achieve a high
purity and statistics for this CR, as 𝑡𝑡 is the dominant background. Figure 4.16 shows
the meff distribution of this selection, where a decreasing data/MC ratio can be observed
going to higher meff . CRCtt is therefore binned in meff using the same intervals as
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in the binning of SRC and separate scaling factors (𝜇𝑡𝑡,750, 𝜇𝑡𝑡,1000, 𝜇𝑡𝑡,1250) are derived.
The bins at effective masses of more than 1250GeV are however combined to ensure a
sufficient number of events.
















































-1 = 13 TeV, 139 fbs
Figure 4.16: meff distribution in CRCtt before binning. The stacked contributions from
the SM background are shown with the expected signal yields of representative models
overlaid with dashed lines. The bottom panel shows for each bin the ratio between
the data and the SM background expectation from MC. The shaded bands indicate the
statistical uncertainty. Overflow events are added to the rightmost bin. The data/MC
ratio is observed to be decreasing going to higher meff .
In contrast to CRCtt, the W+ jets CR (CRCW) is more challenging to design due
to the high contamination of 𝑡𝑡 events even when requiring only one 𝑏-jet. Selections
on 𝑚cT,min, 𝑚T and ΔR(𝑏1, 𝑙1) help reducing the 𝑡𝑡 contamination, but no satisfactory
W+ jets purity can be achieved. This is where the multiclass feature of the NN classifier
comes into play: the 𝑉 +jets score can distinguish between W+ jets and 𝑡𝑡 events, which
is used to further suppress the latter by employing a selection of > −0.5. Figure 4.17
shows the n-1 distributions of the number of 𝑏-jets and the NN 𝑉 + jets score for the
CRCW selection. Overall a W+ jets purity of 48% is achieved.
The last CR of region C is CRCZ used to normalise the Z + jets background. Except
for the NN signal score and ΔR(𝑗1, 𝑗2) selections common to all region C CRs, only one
additional selection on the sub-leading lepton 𝑝T is applied on top of the region C 2L
preselection. In the same way as for CRZB0 and CRZAB1, this selection is to ensure a
flat efficiency of the lepton trigger. Due to the 2L requirement, not a single MC generated
signal event passes the CRCZ selection and the purity in Z + jets is 87%.
Table 4.18 and Table 4.19 show the expected yields before the fit and also the observed
data for the CRs of Region C. Already before the background-only fit, the CRs show a
decent data/MC agreement except for the 𝑡𝑡 CRs where the decreasing trend in meff was
discussed previously.
Region C Validation Regions
To check the extrapolation from the CRs to the SRC in region C, validation regions are
defined based on the Region C 0L preselection as shown in Table 4.20. The NN signal
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(b)
Figure 4.17: N-1 plots of the number of 𝑏-tagged jets (a) and the NN 𝑉 + jets score
(b) selections of CRCW. The stacked contributions from the SM background are shown
with the expected signal yields of representative models overlaid with dashed lines. The
bottom panel shows for each bin the ratio between the data and the SM background
expectation from MC. The shaded bands indicate the statistical uncertainty. Overflow
events are added to the rightmost bin.
CRs CRCtt750 CRCtt1000 CRCtt1250 Total
Observed events 157 101 42 300
MC exp. SM events 149.51± 7.19 102.32± 4.20 55.71± 2.44 307.54± 13.32
MC exp. W events 5.59± 1.47 4.92± 1.15 2.98± 0.66 13.49± 2.13
MC exp. Z events 0.07± 0.04 0.10± 0.08 0.01+0.01−0.01 0.19± 0.08
MC exp. others events 1.30± 0.43 1.32± 0.48 0.77± 0.33 3.39± 1.06
MC exp. st events 9.08± 7.43 4.92± 4.17 2.37± 1.81 16.37± 13.04
MC exp. ttZ events 1.79± 0.58 1.50± 0.48 0.68± 0.25 3.96± 1.27
MC exp. ttbar events 131.68± 0.34 89.55± 0.20 48.91± 0.11 270.14± 0.38
Table 4.18: Expected pre-fit yields of CRCtt as well as the observed number of events.
CRs CRCW CRCZ
Observed events 112 108
MC exp. SM events 115.39± 13.87 101.58± 3.60
MC exp. W events 56.28± 0.14 0.00± 0.00
MC exp. Z events 0.29± 0.10 87.91± 0.01
MC exp. others events 3.16± 1.87 3.82± 1.24
MC exp. st events 9.93± 9.02 0.00+0.13−0.00
MC exp. ttZ events 0.43± 0.16 7.41± 2.30
MC exp. ttbar events 45.30± 10.45 2.43± 0.90
Table 4.19: Expected pre-fit yields of CRCW and CRCZ as well as the observed number
of events.
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score is used to target similar kinematics as in SRC, but with less signal events. The
lower bound of the signal score of zero is identical to the CRs, while the upper bound
is set at a value of 0.5, leaving a gap to SRC to limit the signal contamination. To
properly check the modelling of the 𝑡𝑡 background, which is normalised by a binned 𝑡𝑡
CR, VRC is also binned in meff with the same binning as SRC, except for the high-meff
region due to low statistics. Since different backgrounds are dominant in the various meff
bins, the extrapolation between the CRs and the SRs can be checked simultaneously for
all backgrounds. To ensure that the signal contamination is less than 15%, VRC1750
features an additional selection of 𝐸missT < 600GeV.
Variable VRC750 VRC1000 VRC1250 VRC1500 VRC1750
Preselection SRC 0L
NN signal score [0, 0.5]
ΔR(𝑗1, 𝑗2) > 1.0
𝐸missT [GeV] – < 600
meff [GeV] [750,1000] [1000,1250] [1250,1500] [1500,1750] [1750,∞]
Table 4.20: Definition of VRC on top of the 0L preselection depicted in Table 4.5.
4.10 Systematic Uncertainties
Systematic uncertainties from various sources are considered. Experimental systematic
uncertainties originate from the detector and the reconstruction of the analysis objects,
while theoretical systematic uncertainties come from the modelling of the SM and SUSY
by the means of MC simulation. The evaluation of systematic uncertainties in all CRs
and SRs is carried out by varying the quantity in question and computing all yields using
these varied quantities. For the experimental uncertainties this means that for example
scale factors are varied within their uncertainty, while for theoretical uncertainties dif-
ferent algorithms than the nominal are used for the various steps of MC generation. As
discussed in Section 4.2, these variations are added to the background-only fit as inde-
pendent nuisance parameters in the form of Gaussians. In the fit, the CRs are used to
reduce the systematic uncertainties of the dominant backgrounds while adding statistical
uncertainties due to the limited number of events in the CRs.
The first type of experimental systematic uncertainties are originating from flavour-
tagging, which plays a crucial role in the 𝑡𝑐+𝐸missT analysis as a selection on the number
of 𝑏- and 𝑐-tagged jets is part of every SR and CR. The 𝑏-tagging uncertainties [139] are
implemented as a reduced nuisance parameter set consisting of the uncertainties on the
𝑏-tag efficiency (shown in Figure 3.5), the 𝑐- and light-jet mis-tag rate and also the 𝑏-
and light jet 𝑝T extrapolation. Uncertainties on the 𝑐-tagging are treated in the same
manner with the uncertainty on the 𝑐-tagging efficiency, and the mistag rate of 𝑏- and
light-jets added as nuisance parameters. For Regions A and B, also uncertainties on the
top-tagging efficiency and the inefficiency scaling factors are taken into account [147].
The jet energy scale and resolution (JES and JER) systematic uncertainties [189,190] are
evaluated using a reduced set of nuisance parameters – seven for JES and eight for JER.
For large-𝑅 jets, the JES and JER uncertainties are evaluated similarly, but additionally
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the jet mass scale and resolution (JMS and JMR) systematic uncertainties are taken
into account as well to calibrate the jet mass [191]. Another systematic uncertainty to
consider for jets is concerning the JVT efficiency.
The energy scale and resolution systematic uncertainties of the leptons are estimated
in a similar manner as for the JES and JER systematic uncertainties. For leptons,
the uncertainties on the scaling factors from the identification, isolation, reconstruction
and trigger are considered as well. Since the leptons are only used in the CRs, their
contribution to the total systematic uncertainty is very small.
The uncertainties on the energy scale and resolution of all objects are propagated to the
𝐸missT calculation. Furthermore, three nuisance parameters are included that are related
to the soft term of the 𝐸missT : the soft term resolution parallel and perpendicular to the
𝐸missT and the soft term resolution scale [192].
The last components of the experimental uncertainties are concerning the pile-up and
luminosity. The latter is treated by adding a nuisance parameter for the 1.7% uncertainty
of the luminosity measurement, as discussed in the beginning of this chapter. Finally, a
nuisance parameter is added to cover the systematic uncertainty related to the pile-up
re-weighting of the MC events to match the distributions of data.
The theoretical systematic uncertainties are estimated by changing the various MC gen-
erator components listed in Table 4.1 or by varying the renormalisation and factorisation
scales, the CKKW matching and the resummation scales. Furthermore, the systematic
uncertainty arising from the initial and final state radiation is estimated [193] for the 𝑡𝑡
and single-top backgrounds. The latter also features a systematic uncertainty coming
from the difference between the diagram removal and diagram subtraction [194] scheme.
Table 4.21 lists the most relevant systematics for SRC. The total systematic uncertainties
are between 9 and 27%, with the dominant sources being the uncertainties on the 𝑡𝑡
and W+ jets scaling factors and 𝑡𝑡 parton showering uncertainty (SRC1250–SRC2000).
Uncertainties related to the JET JER and 𝑏-tagging are also relevant. In SRA and SRB,
the uncertainties related to the single-top background, top- and 𝑐-tagging are of greater
importance with total uncertainties of 21 to 36%.
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4.11 Background-only Fit Results
This section presents the results of the global background-only fit including all regions.
The expected and observed event yields in the CRs after the background-only fit are
shown in Table 4.22. The corresponding normalisation factors are listed in Table 4.23.
They are close to unity except for the 𝑡𝑡 CR for meff > 1250GeV and for CRstAB1.
CRs CRZB0 CRZAB1 CRstAB1
Observed events 35 41 43
Fitted bkg events 33.11± 4.49 43.00± 5.35 43.00± 6.52
Fitted W events 0.00± 0.00 0.00± 0.00 11.01± 5.13
Fitted Z events 30.05± 4.57 36.89± 5.59 0.11± 0.04
Fitted others events 1.35± 0.51 2.20± 0.95 1.18± 0.85
Fitted st events 0.01+0.19−0.01 0.00
+0.00
−0.00 17.60± 11.78
Fitted ttZ events 1.31± 0.50 3.90± 1.53 0.73± 0.28
Fitted ttbar events 0.39+0.79−0.39 0.00
+0.06
−0.00 12.37± 4.69
CRs CRCtt750 CRCtt1000 CRCtt1250 Total
Observed events 157 101 42 300
Fitted bkg events 157.00± 12.55 101.00± 10.06 42.00± 6.47 300.0± 17.4
Fitted W events 5.44± 2.15 4.96± 1.91 3.06± 1.14 13.5± 4.6
Fitted Z events 0.07± 0.04 0.10± 0.08 0.01± 0.01 0.2± 0.1
Fitted others events 1.25± 0.42 1.22± 0.48 0.75± 0.34 3.2± 1.1
Fitted st events 10.15± 7.35 5.41± 4.13 2.45± 1.79 18.0± 12.9
Fitted ttZ events 1.79± 0.58 1.52± 0.48 0.69± 0.25 4.0± 1.3
Fitted ttbar events 138.29± 14.45 87.79± 10.98 35.04± 7.04 261.1± 22.1
CRs CRCW CRCZ
Observed events 112 108
Fitted bkg events 112.00± 10.58 108.00± 10.39
Fitted W events 57.41± 17.10 0.00± 0.00
Fitted Z events 0.31± 0.11 94.34± 10.97
Fitted others events 2.98± 1.84 3.87± 1.23
Fitted st events 10.21± 8.97 0.00+0.13−0.00
Fitted ttZ events 0.42± 0.16 7.41± 2.29
Fitted ttbar events 40.66± 10.61 2.39± 0.90
Table 4.22: Background-only fit results for all CRs, with an integrated luminosity of
139 fb−1. Both statistical and systematic uncertainties are considered.









Table 4.23: Normalisation factors obtained in the combined background-only fit.
With the normalisation factors calculated, the fitted and observed yields of the validation
regions VRZ and VRC can be examined in Table 4.24. Good agreement between the fitted
expected background events and the observed events can be seen in all validation regions
with the largest discrepancy being in the VRC1500 region, where only 80.33 ± 11.12




Fitted bkg events 71.87± 14.23
Fitted W events 10.62± 6.49
Fitted Z events 45.73± 8.62
Fitted others events 1.52± 1.48
Fitted st events 5.82+5.86−5.82
Fitted ttZ events 1.22± 0.51
Fitted ttbar events 6.96± 4.14
VRs VRC750 VRC1000 VRC1250 VRC1500 VRC1750
Observed events 1126 637 246 101 23
Fitted bkg events 1200.19± 99.22 683.13± 63.27 228.72± 29.97 80.33± 11.12 28.01± 4.74
Fitted W events 177.88± 58.16 101.97± 33.76 40.87± 13.26 15.58± 5.21 4.35± 1.55
Fitted Z events 178.39± 26.45 106.87± 14.18 44.27± 5.81 16.04± 2.76 6.01± 1.02
Fitted others events 15.71± 5.04 10.53± 4.10 3.85± 1.52 2.17± 0.69 0.71+0.81−0.71
Fitted st events 65.47± 43.55 33.61± 24.72 13.00± 9.99 5.12± 5.11 1.74± 1.50
Fitted ttZ events 16.51± 5.05 11.83± 3.64 4.68± 1.48 1.72± 0.72 0.55± 0.25
Fitted ttbar events 746.23± 93.70 418.33± 71.74 122.06± 34.76 39.69± 11.98 14.65± 4.47
Table 4.24: Background-only fit results for VRZ and VRC with an integrated luminosity
of 139 fb−1. Both statistical and systematic uncertainties are considered.
84 Chapter 4: Search for Top Squarks in Mixed-Flavour Final State





















-1 = 13 TeV, 139 fbs
Figure 4.18: Post-fit expected and observed yields in the VRs (top panel) and the derived
significance in the combined background-only fit (bottom panel). Both statistical and
systematic uncertainties are taken into account.
The expected yields of the SM background and some 𝑡𝑐+𝐸missT signals in all the SRs are
presented in Tables 4.25–4.31 with −1 for the observed event yields as the SRs have not
been unblinded yet.
SRs SRA_450 SRA_575
Observed events −1 −1
Fitted bkg events 4.29± 0.98 2.74± 0.78
Fitted W events 0.67± 0.31 0.38± 0.19
Fitted Z events 2.16± 0.59 1.29± 0.29
Fitted others events 0.14± 0.07 0.19+0.33−0.19
Fitted st events 0.59+0.82−0.59 0.31
+0.61
−0.31
Fitted ttZ events 0.32± 0.16 0.45± 0.18
Fitted ttbar events 0.42± 0.20 0.11+0.13−0.11
𝑚(𝑡1, ?̃?
0
1) = (900, 1) 5.75± 0.48 7.46± 0.55
Table 4.25: Background-only fit results for SRA binned in 𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) with an inte-
grated luminosity of 139 fb−1. Both statistical and systematic uncertainties are consid-
ered.
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SRs SRB0_100 SRB0_150 SRB0_400
Observed events −1 −1 −1
Fitted bkg events 6.51± 1.62 11.92± 2.90 2.45± 0.69
Fitted W events 1.11± 0.65 2.81± 1.41 0.35+0.50−0.35
Fitted Z events 3.44± 1.21 5.82± 1.05 1.82± 0.65
Fitted others events 0.23± 0.09 0.09± 0.08 0.10± 0.04





Fitted ttZ events 0.22± 0.10 0.61± 0.26 0.08+0.08−0.08
Fitted ttbar events 1.20± 0.61 1.61± 1.00 0.06+0.09−0.06
𝑚(𝑡1, ?̃?
0
1) = (600, 300) 3.90± 0.95 5.93± 1.12 1.00± 0.29
𝑚(𝑡1, ?̃?
0
1) = (700, 400) 1.80± 0.36 2.64± 0.41 0.68± 0.60
Table 4.26: Background-only fit results for SRB0 binned in 𝑚jT,close with an integrated
luminosity of 139 fb−1. Both statistical and systematic uncertainties are considered.
SRs SRB1_100 SRB1_150 SRB1_300 SRB1_500
Observed events −1 −1 −1 −1
Fitted bkg events 3.64± 1.32 4.85± 1.05 6.83± 2.05 2.36± 0.74
Fitted W events 0.65+0.78−0.65 0.69± 0.60 0.55± 0.51 0.40± 0.20
Fitted Z events 0.82± 0.44 2.09± 0.57 3.40± 1.01 1.56± 0.45
Fitted others events 0.54± 0.23 0.20± 0.11 0.28± 0.11 0.01± 0.01





Fitted ttZ events 0.36± 0.22 0.82± 0.41 0.74± 0.31 0.04± 0.04
Fitted ttbar events 0.59± 0.32 0.37± 0.27 0.63± 0.43 0.15+0.19−0.15
𝑚(𝑡1, ?̃?
0
1) = (600, 300) 3.87± 0.88 2.60± 0.71 8.81± 1.32 1.07± 0.44
𝑚(𝑡1, ?̃?
0
1) = (700, 400) 0.86± 0.24 2.23± 0.38 3.73± 0.48 0.77± 0.21
Table 4.27: Background-only fit results for SRB1 binned in 𝑚jT,close with an integrated
luminosity of 139 fb−1. Both statistical and systematic uncertainties are considered.
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SRs SRC750_0 SRC750_100 SRC750_200 SRC750_300
Observed events −1 −1 −1 −1
Fitted bkg events 235.6± 25.8 111.6± 11.8 18.8± 4.1 5.0± 2.2
Fitted W events 40.6± 15.0 10.9± 3.8 1.9± 1.1 0.8+1.1−0.8
Fitted Z events 24.8± 5.2 18.8± 3.7 8.5± 1.9 2.3± 1.2
Fitted others events 3.1± 1.3 0.8± 0.8 0.5± 0.2 0.1± 0.1
Fitted st events 15.7± 11.8 6.7± 6.0 0.5± 0.5 0.1+0.2−0.1
Fitted ttZ events 2.0± 0.7 1.5± 0.5 0.5± 0.4 0.2± 0.1
Fitted ttbar events 149.4± 23.3 72.8± 11.3 7.0± 3.0 1.4+2.1−1.4
𝑚(𝑡1, ?̃?
0
1) = (550, 375) 20.58± 1.65 13.02± 1.37 3.61± 0.71 0.65± 0.30
𝑚(𝑡1, ?̃?
0
1) = (700, 525) 6.21± 0.77 4.67± 0.68 0.83± 0.28 0.13± 0.10
Table 4.28: Background-only fit results for SRC750 binned in 𝑚jT,close with an integrated
luminosity of 139 fb−1. Both statistical and systematic uncertainties are considered.
SRs SRC1000_0 SRC1000_100 SRC1000_200
Observed events −1 −1 −1
Fitted bkg events 134.8± 16.1 55.9± 6.0 12.4± 2.0
Fitted W events 26.2± 9.3 5.9± 2.3 2.0± 0.8
Fitted Z events 15.5± 2.4 12.1± 2.1 6.4± 1.3
Fitted others events 1.5± 0.6 0.7± 0.3 0.2± 0.2
Fitted st events 9.9+12.8−9.9 2.9± 2.3 0.5
+0.5
−0.5
Fitted ttZ events 1.6± 0.6 0.8± 0.5 0.5± 0.2
Fitted ttbar events 80.1± 13.4 33.6± 5.8 2.7± 0.7
𝑚(𝑡1, ?̃?
0
1) = (550, 375) 20.33± 1.70 10.33± 1.22 3.29± 0.71
𝑚(𝑡1, ?̃?
0
1) = (700, 525) 5.71± 0.75 2.78± 0.53 1.24± 0.33
Table 4.29: Background-only fit results for SRC1000 binned in 𝑚jT,close with an integrated
luminosity of 139 fb−1. Both statistical and systematic uncertainties are considered.
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SRs SRC1250_0 SRC1250_100 SRC1500_0 SRC1500_100
Observed events −1 −1 −1 −1
Fitted bkg events 37.9± 6.4 18.1± 2.8 13.3± 2.9 7.1± 1.2
Fitted W events 8.0± 2.8 1.4± 0.8 2.6± 1.0 0.8± 0.6
Fitted Z events 4.9± 0.9 4.9± 1.4 1.7± 0.7 2.3± 0.5
Fitted others events 0.8± 0.3 0.4± 0.1 0.4± 0.1 0.2± 0.1
Fitted st events 3.1± 3.1 1.3± 1.3 1.2+1.4−1.2 0.4
+1.0
−0.4
Fitted ttZ events 0.5± 0.2 0.7± 0.2 0.3± 0.1 0.1± 0.1
Fitted ttbar events 20.6± 6.4 9.4± 2.6 7.2± 1.9 3.3± 0.8
𝑚(𝑡1, ?̃?
0
1) = (550, 375) 10.89± 1.26 7.27± 0.97 4.47± 0.78 4.61± 0.84
𝑚(𝑡1, ?̃?
0
1) = (700, 525) 2.81± 0.52 2.37± 0.47 3.02± 0.52 1.13± 0.31
Table 4.30: Background-only fit results for SRC1250 and SRC1500 binned in 𝑚jT,close
with an integrated luminosity of 139 fb−1. Both statistical and systematic uncertainties
are considered.
SRs SRC1750 SRC2000
Observed events −1 −1
Fitted bkg events 6.61± 1.14 3.43± 0.93
Fitted W events 1.17± 0.46 0.51± 0.21
Fitted Z events 1.08± 0.22 0.51± 0.10
Fitted others events 0.10± 0.04 0.08+0.12−0.08
Fitted st events 0.31+0.54−0.31 0.25
+0.53
−0.25
Fitted ttZ events 0.10± 0.06 0.02+0.05−0.02
Fitted ttbar events 3.85± 1.01 2.05± 0.84
𝑚(𝑡1, ?̃?
0
1) = (550, 375) 3.31± 0.65 2.55± 0.61
𝑚(𝑡1, ?̃?
0
1) = (700, 525) 1.58± 0.37 1.38± 0.37
Table 4.31: Background-only fit results for the unbinned SRC1750 and SRC2000 regions
with an integrated luminosity of 139 fb−1. Both statistical and systematic uncertainties
are considered.
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4.12 Interpretation
If there are no significant deviations from the SM seen once unblinded, limits on both
model-independent and the simplified model described in Section 1.7 will be extracted.
Model-independent limits are calculated as described in Section 4.2. In SRA, SRB0
and SRB1, the binning in 𝑚T2(𝐽
𝑏
𝑅=1.0, 𝑐) and 𝑚
j
T,close is removed to receive inclusive
SRs, while for SRC the selections described in Table 4.13 are used to have three model-
independent regions for SRC. Table 4.32 shows the expected (𝑆95exp) and observed (𝑆
95
obs)
upper limits at 95% CL on the number of BSM events in the various model-independent
SRs. The CL of the background-only hypothesis is denoted by CLB and 𝑝0 is the discovery
𝑝-value with the associated significance 𝑍.




exp 𝐶𝐿𝐵 𝑝(𝑠 = 0) (𝑍)
SRA 0.12 16.3 14.3+5.7−3.9 0.67 0.32 (0.48)
SRB0 0.28 39.4 30.9+12.5−5.4 0.71 0.29 (0.56)
SRB1 0.20 27.6 25.4+9.6−6.0 0.71 0.28 (0.58)
SRC750_disc 0.35 49.1 35.1+15.1−6.1 0.82 0.18 (0.93)
SRC1000_disc 0.24 32.8 26.3+11.7−4.2 0.68 0.32 (0.48)
SRC1250_disc 0.15 20.9 20.0+8.3−4.3 0.61 0.38 (0.29)
Table 4.32: Blinded discovery fit results of all discovery signal regions. Left to right:
95% CL upper limits on the visible cross-section (⟨𝜖𝜎⟩95obs) and on the number of signal
events (𝑆95obs ). The third column (𝑆
95
exp) shows the 95% CL upper limit on the number
of signal events, given the expected number (and ±1𝜎 excursions on the expectation) of
background events. The last two columns indicate the CLB value, i.e. the confidence
level observed for the background-only hypothesis, and the discovery 𝑝-value (𝑝(𝑠 = 0)).
The model-dependent limits are drawn using the 𝑡𝑐 + 𝐸missT simplified model presented
in Section 1.7 with the 𝑡1 and ?̃?
0
1 mass combinations shown in Figure 4.4. Figure 4.19
presents the expected 95% CL exclusion limits in the (𝑚(𝑡1),𝑚(?̃?
0
1)) plane. SRA is most
sensitive at large 𝑡1 and low ?̃?
0
1 masses, while SRB can exclude higher ?̃?
0
1 masses. SRC is
sensitive to Δ𝑚(𝑡1, ?̃?
0
1) ∼ 175GeV, where SRB is not effective. These different exclusion
limits follow from the analysis strategy formulated in Section 4.1.
Since all SRs are mutually exclusive, the SRs can all be combined in a common fit so
that the 𝑝-value can be reduced in each signal scenario. Figure 4.20 shows this combined
exclusion limit. It is expected to exclude the 𝑡𝑐 + 𝐸missT signal hypothesis up to masses
of almost 1050GeV in the mass of the 𝑡1 in the boosted region. The largest exclusion
in 𝑚(?̃?
0
1) is achieved in the compressed region for the (𝑚(𝑡1),𝑚(?̃?
0
1)) = (600, 425) signal
scenario. Heavy neutralinos with masses of 400GeV are expected to be excluded up to
𝑡1 masses of 900GeV.
The model-dependent exclusion fit can also be interpreted in the (𝑚(𝑡1),BR(𝑡1 → 𝑡+?̃?
0
1))
plane. This is done by reweighting the MC simulated signal events depending on their
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Figure 4.19: Expected exclusion contours with only statistical uncertainties at the 95%
CL in the (𝑚(𝑡1),𝑚(?̃?
0
1)) plane for the SRA (a), SRB (b) and SRC (c) region. The
dashed line indicates the 95% CL expected limit, while the yellow band shows the 1𝜎
uncertainty on this limit.
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Figure 4.20: Expected exclusion contours with only statistical uncertainties at the 95%
CL in the (𝑚(𝑡1),𝑚(?̃?
0
1)) plane for the combined fit. The dashed line indicates the 95%
CL expected limit, while the yellow band shows the 1𝜎 uncertainty on this limit.
decay type (𝑡𝑡 + 𝐸missT , 𝑡𝑐 + 𝐸
miss
T or 𝑐𝑐 + 𝐸
miss
T ) at truth level. The resulting exclusion
limits for ?̃?
0
1 masses of 300GeV and 1GeV are shown in Figure 4.21. BRs larger than
0.5 are expected to be excluded up to 𝑡1 masses of 1000GeV both for 𝑚(?̃?
0
1) = 300 and
1GeV. The expected exclusion limit for BR(𝑡1 → 𝑡+ ?̃?
0
1) < 0.5 is weakened the smaller
the BR becomes. For a BR of zero, only 𝑚(𝑡1) of up to ∼ 700GeV are expected to be
excluded, showing that the 𝑡𝑐+𝐸missT analysis is more sensitive to 𝑡𝑡+𝐸
miss
T final states
(BR(𝑡1 → 𝑡 + ?̃?
0
1) ∼ 1) than to 𝑐𝑐 + 𝐸missT (BR(𝑡1 → 𝑡 + ?̃?
0
1) ∼ 0). This is due to the
requirement of at least one top-tagged large-𝑅 jet in SRA and SRB1, that is very difficult
to fulfil for a 𝑐𝑐+𝐸missT . They furthermore only rarely will have a 𝑏-jet in the final state
which is required by all SRs.
The analysis presented in this thesis is the first one to specifically target models featuring
non-MFV SUSY. The expected limits for the 𝑡𝑐 + 𝐸missT simplified model are strongly
improving on the limits derived by the reinterpretation of the 36.1 fb−1 ATLAS 𝑡𝑡 +
𝐸missT and 𝑐𝑐 + 𝐸
miss
T analyses performed in Reference [31]. Comparing their exclusion
limit in the (𝑚(𝑡1),BR(𝑡1 → 𝑡 + ?̃?
0
1)) plane from Figure 1.6 to Figure 4.21b it can
be seen that this work has finally charted this new region of SUSY phase space. The
expected exclusion limits are even on-par with the 300 fb−1 prospect of Reference [31]
for BRs of ∼ 0.5, while being superior in also targeting pure 𝑡𝑡 or 𝑐𝑐+𝐸missT final states.
For compressed signal scenarios with Δ(𝑚(𝑡1),𝑚(?̃?
0
1)) ∼ 𝑚(𝑡), the expected exclusion
limit reaches the (𝑚(𝑡1),𝑚(?̃?
0
1)) = (600, 425) mass point, which is even superior to
the 3000 fb−1 prospect of Reference [31]. This is achieved mostly thanks to the NN
developed for SRC which enabled to efficiently discriminate the SUSY signal from the
SM background in the compressed region.
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(b)
Figure 4.21: Expected exclusion contours with only statistical uncertainties at the 95%
CL in the (𝑚(𝑡1),BR(𝑡1 → 𝑡+ ?̃?
0
1)) plane for the combined fit and a ?̃?
0
1 mass of 300GeV
(a) and 1GeV (b). The dashed line indicates the 95% CL expected limit, while the yellow
band shows the 1𝜎 uncertainty on this limit.

Chapter 5
Upgrading the ATLAS Experiment
for High Luminosity
Although recent findings by LHCb [195] and new measurements of the anomalous mag-
netic moment of the muon (𝑔 − 2, [196]) point into the direction that lepton flavour
universality may not hold, no BSM physics has been discovered until the release of this
work except for neutrino oscillations – the SM proves to describe nature very well, as
already discussed in Section 1.1. Nevertheless, many well motivated SUSY or other BSM
theories featuring particles with 𝑂(TeV) masses can be neither discovered nor excluded
yet given the integrated luminosity collected at the LHC experiments. Run 3 of the LHC
will add an additional 𝐿 = 350 fb−1 at
√
𝑠 = 13–14TeV, more than doubling the cur-
rently available dataset. In order to drastically expand the reach of BSM searches and to
enable precise measurements of SM properties such as the Higgs self-coupling however,
a much larger integrated luminosity is needed. This is the motivation to further upgrade
the LHC accelerator complex to deliver a higher instantaneous luminosity in the context
of the HL-LHC program. This upgrade of the LHC is scheduled to take place in 2025–
2027 in the Long Shutdown 3 (LS3) as presented in Figure 5.1. Some preparatory work
and injection chain upgrades are already being done in the LS2 taking place at the time
of writing.
This chapter firstly describes the HL-LHC project in Section 5.1 and lists the conse-
quent requirements for the ATLAS detector. Section 5.2 introduces the new ATLAS
Inner Tracker (ITk) that replaces the ID to cope with the HL-LHC requirements. The
new TDAQ system and the completely replaced readout system of the ITk then are dis-
cussed in Section 5.3 and Section 5.4, respectively. The following sections present the
author’s work on the development and testing of the new Optosystem, responsible for the
optical-electrical conversion and aggregation of all ITk Pixel data links. Section 5.5 first
describes the key components of the Optosystem, which are used in the conceptual design
(Section 5.6) and the technical implementation (Section 5.7) of the Optosystem. Finally,
the last two sections describe the development of multiple test setups and summarise the
derived test results of Optosystem components and prototypes.
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Figure 5.1: Current timeline of the LHC and HL-LHC programs. The installation of the
HL-LHC mainly takes place in the LS3 in 2025-2027. At the same time, ATLAS and
CMS will undergo their HL upgrades. Taken from Reference [197].
5.1 The High-Luminosity Large Hadron Collider
The HL-LHC project [32] significantly increases the physics capabilities of the LHC. It
will feature an ℒ of up to 7.5× 1034 cm−2s−1, which is more than three times higher
than the instantaneous luminosity in Run 2 (see Figure 2.2). This enables the HL-LHC
to collide in one year as many protons as the current LHC has since 2011, resulting in a
total integrated luminosity of 3000–4000 fb−1.
To enable the high-luminosity phase of the LHC, the injection chain needs to be upgraded
as well [198]. This is done during LS2, with the replacement of Linac 2 by Linac 4 [199]
as the most significant component. Linac 4 accelerates H− instead of protons to an
increased energy of 160MeV. The electrons are stripped away from H− by a thin carbon
foil after Linac 4, obtaining protons. This is expected to increase the beam brightness
(intensity/emittance) after the following PSB by a factor of 2. The latter is upgraded to
allow for an extraction energy of 2 instead of 1.4GeV. Finally, the PS and SPS also will
be upgraded to handle the increased injection energy and beam current.
The first major upgrade to the LHC are new triplet quadrupole magnets located around
the ATLAS and CMS interaction points. The new Nb3Sn focusing magnets feature a
11–12T magnetic field (8.33T currently), which is used to reduce the 𝛽* at the interaction
points. This increases the peak instantaneous luminosity described in Equation (2.3),
but also enlarges the beam size at the triplets, leading to a larger crossing angle needed
to keep the two beams far enough separated when sharing a common beam pipe. To
counteract the accompanying reduction of ℒ, the HL-LHC introduces RF crab cavities.
They generate a transverse electric field that rotates the bunches by half the crossing
angle each so that they collide head-on.
Figure 5.2 shows the instantaneous luminosity achieved by the HL-LHC in comparison to
the LHC during one and multiple proton fills. To limit both the energy deposition in the
interaction region magnets and the pile-up in the interaction points, the HL-LHC employs
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a luminosity levelling scheme that limits ℒ to 5× 1034 cm−2s−1 (7.5× 1034 cm−2s−1 in
the ultimate HL-LHC scenario), but also prolongs the individual proton fills. Instanta-
neous luminosities of 5 to 7.5× 1034 cm−2s−1 however still lead to pile-up conditions of
up to ⟨𝜇⟩ ≈ 200 and radiation doses much higher than at the LHC. The large integrated
luminosity leads to more radiation damage, which would degrade the performance of the
current detectors very swiftly. Furthermore, the tracking of particles coming from an
average of 200 simultaneous 𝑝𝑝 interactions cannot be handled by the current tracking
detectors in LHC experiments. In the course of the HL-LHC upgrade, the LHC exper-
iments therefore must be upgraded as well. The following section discusses the largest
component of the HL upgrade of the ATLAS detector, which is the replacement of the
current ID with the ITk during LS3.
(a) (b)
Figure 5.2: Evolution of the instantaneous luminosity in the HL-LHC during one fill
compared with the LHC (a) and for multiple fills indicating the average instantaneous
luminosity with and without luminosity levelling (b). Taken from Reference [32].
5.2 The ATLAS Inner Tracker
The ITk [34, 35] is the vertexing and tracking detector of the HL ATLAS detector that
is designed to deal with the challenges posed by the HL-LHC. In more detail these
requirements are [34]:
• Full detector coverage for tracks with 𝑝T > 1GeV originating from a luminous
region of |𝑧| < 15 cm and 𝑟 < 2mm.
• Reconstruction of tracks from the primary vertex up to |𝜂| < 4.
• Equal or better tracking performance than in the ID in pile-up conditions of
⟨𝜇⟩ ≈ 200.
• Radiation resistant for the 10 years of operation at ℒ of up to 7.5× 1034 cm−2s−1
(replacement of innermost components after 5 years).
These requirements are met by an all-silicon tracker design that consists of two subde-
tectors: an inner Pixel and an outer Strip subdetector. In contrast to the ID, there is
no TRT-like subdetector. The layout of the ITk is presented in Figure 5.3 and features
barrel and end-cap sections similar to the ID.
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Figure 5.3: Current layout of one quarter the ITk. Only the sensing elements are shown,
with the red areas indicating the Pixel and the blue areas showing the Strip sensors.
Taken from Reference [200].
The Strip detector [34] instruments the region of |𝜂| < 2.7 with four barrel layers and
six end-cap rings on each side of the barrel. They are located at 385mm < 𝑟 < 1000mm
and up to |𝑧| < 2850mm, featuring double modules with a pitch of 69–85𝜇m in 𝑟 × 𝜑.
The modules are arranged with a stereo angle to allow for the measurement of 𝑧 (𝑟)
in the Strip barrel (end-caps). While the pitch of these sensors is comparable to the
SCT, the ITk Strip detector has a tenfold increased number of channels due to the larger
instrumented volume.
The ITk Pixel detector is made up of five layers of hybrid pixel sensor modules, where sili-
con sensors are bump-bonded to RD53 FE chips [201,202] featuring a pitch of 50× 50𝜇m2.
In the low-𝑧 region, the sensors are sitting on local support structures called staves that
are parallel to the beam pipe. The collection of all staves makes up the barrel. Sensors
at higher 𝑧 are located on rings that are positioned orthogonal to the beam pipe – they
make up the end-caps. The local supports are responsible for the mechanical stability,
cooling and the routing of the electrical services from the modules to the end of the local
supports (and vice versa). The properties of all local supports are listed in Table 5.1 for
the staves and in Table 5.2 for the rings. The innermost barrel layer and the R0 and
R0.5 rings are instrumented with single chip modules (one FE per module) of 3D sensors
due to their superior radiation tolerance and low power dissipation, while the rest of the
ITk Pixel uses quad modules (four FEs per module) of planar sensors [35,203].
The pixel modules are further grouped into three subsystems: the Inner System (IS), the
Outer Barrel (EB) and the Outer End-cap (EC). The IS consists of the two innermost
barrel layers up to |𝑧| < 250mm and inner end-cap rings that form two end-caps adjacent
to the barrel section. The latter are of crucial importance to extend the coverage of the
ITk to |𝜂| < 4. Due to the proximity to the interaction point and the large 𝜂 coverage, the
IS receives the largest amount of radiation damage of the ITk as displayed in Figure 5.5.
It is therefore designed to be replaceable since the radiation dose accumulated after
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Layer Radius [mm] Rows of sensors
Sensors per row
flat inclined Type Hits
0 34 12 12 – singlet 1
1 99 20 6 – quads 1
2 160 32 9 6 quads 1
3 228 44 9 8 quads 1
4 291 56 9 9 quads 1
Table 5.1: Parameters of one half-barrel of the ITk pixel system in the latest ITk design
(ATLAS-P2-ITK-23-00-00, [200]). Particles originating from 𝑧 = +15 cm are expected
to leave one hit in each of the five barrel layers.
Layer Radius [mm] Rings Sensors per ring Type Hits
R0 33.2 15 18 singlet 2–4
R0.5 58.70 6 30 singlet 3–4
R1 80.00 23 20 quads 2–4
R2 154.50 11 32 quads 1–2
R3 214.55 8 44 quads 1
R4 274.60 9 52 quads 1
Table 5.2: Parameters of one end-cap of the ITk pixel system in the latest ITk design
(ATLAS-P2-ITK-23-00-00, [200]). The radius indicates the distance of the closest sensor
of a ring to the beam pipe. Particles originating from 𝑧 = +15 cm are expected to leave
between one and four hits in each of the five end-cap layers, as each layer consists of
multiple rings.
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2000 fb−1 will exceed the radiation tolerance of many IS components.
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Figure 5.5: Distribution of the non-ionising energy loss in units of 1MeV neutron equiv-
alent fluence after an integrated luminosity of 4000 fb−1 in the ITk. The simulation is
done using FLUKA [204] on the ITk layout presented in Reference [35]. Taken from
Reference [205].
The OB is made up of 2-m long staves with sensor modules parallel to the beam pipe for
|𝑧| < 400mm and an inclined section, where the modules are inclined with reference to
the beam pipe. This arrangement ensures the hermeticity of the ITk while simultaneously
minimising the number of sensors needed. Moreover, it reduces the material budget of
the OB, improving the tracking performance.
Finally, the OE consists of the layer 2–4 rings whose location is also optimised to ensure
hermeticity. Both the OB and the OE are designed to sustain 4000 fb−1 of radiation
damage and do not require replacement.
To further reduce the material budget of the Pixel services, multiple Pixel sensor modules
are powered in series, only requiring one set of powering cables. Only modules located
on the same local support can be part of the same Serial Powering (SP) chain.
The combined ITk Pixel and Strip detectors ensure that charged particles with 𝑝T of
more than 1GeV leave at least 9 hits in a silicon layer up to |𝜂| < 4 as shown in Fig-
ure 5.6, fulfilling the first above-mentioned requirement. This is a significant improvement
compared to the ID that features a maximum of 8 silicon hits.
The expected tracking performance of the ITk is shown in Figure 5.7. The track recon-
struction efficiency is comparable to Run 2 while being subject to fivefold higher pile-up
and providing coverage up to |𝜂| < 4. Furthermore, the fake rate is reduced by one order
of magnitude thanks to the 9 silicon hits in the ITk (7 in loose Run 2 selection) [35].
The expected impact parameter resolutions are shown in Figure 5.8 and are comparable
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Figure 5.6: Number of silicon hits in the ITk as a function of 𝜂 for muons with 𝑝T = 1GeV
coming from the luminous region. Taken from Reference [200].
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Figure 5.7: Comparison of the track reconstruction efficiency (a) and fake rate (b) as a
function of |𝜂| for hard-scatter tracks with a 𝑝T of 1GeV in simulated 𝑡𝑡 events. The
Run 2 reconstruction performance with ⟨𝜇⟩ = 20 is used as comparison. Taken from
Reference [206].
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to Run 2, discussed in Section 3.1. This means that all the requirements on the ITk in
terms of performance are fulfilled.
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Figure 5.8: Transverse (a) and longitudinal (b) impact parameter resolutions as a function
of |𝜂| for single muons of 1, 10 and 100GeV of 𝑝T. Taken from Reference [206].
Overall the ITk has a pixel sensor surface of 12.83m2 [200], making it the largest Pixel
detector at the HL-LHC. Due to the higher instantaneous luminosity and pile-up, also
the TDAQ and readout systems need to be upgraded as discussed in the next sections.
5.3 High-Luminosity Trigger and Data Acquisition System
An upgrade of the ATLAS TDAQ system is required to increase the L0 trigger rate.
Without such an increase, trigger thresholds would be increased, leading to a loss of
acceptance in many SM and BSM data analyses. This is illustrated in Figure 5.9 for the
𝐸missT -trigger used in Chapter 4.
Figure 5.9: Integrated acceptance as a function of the 𝐸missT threshold for a compressed
SUSY and a SM scenario. Not upgrading the TDAQ system would lead to an increased
threshold of 300GeV compared to 200GeV in Run 2 [207]. Taken from Reference [207].
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The HL ATLAS TDAQ system [207], schematically depicted in Figure 5.10, features an
increased L0 trigger rate of 1MHz (up from 100 kHz). Similarly to Run 2, part of the
MS and calorimeter data is used to take the first trigger decision. The Central Trigger
Processor (CTP) transmits the L0 trigger to the ITk, the calorimeters and the MS by
the Front-End Link Exchange (FELIX, [208]) system. FELIX then receives the event
data from the detectors and forwards the data for further processing. A total of 10 kHz
(∼ 1 kHz currently) of events are selected by the Event Filter and are saved to disk.
Figure 5.10: Schematic representation of the baseline HL ATLAS TDAQ system. Taken
from Reference [207].
The increased L0 trigger rate, together with a larger number of readout channels and
higher channel occupancies, leads to a larger amount of bandwidth needed to read out
the Pixel detector. It is increased by a factor of more than one hundred in the ITk
Pixel compared to the Run 2 pixel detector. The readout system therefore needs to be
completely replaced as well in LS2.
5.4 The Inner Tracker Pixel Data Transmission System
Table 5.3 lists the number of pixel modules in the three subsystems, their types and the
required number of uplinks and downlinks for a module and in total. The uplinks are
carrying the FE data out of the detector to the FELIX back-end, while the downlinks
transmit the TTC information from FELIX to the FEs. The number of links per pixel
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module depends on the location: low-𝑟 and high-𝜂 regions such as the IS and the forward
OE rings feature up to four uplinks per module. The ITk Pixel detector features a total








singlet 288 4 13 1152 96
quads 240 2 1 480 240
IS end-caps
singlet 900 2–3 13 2340 300
quads 920 4 1 3680 920
OB quads 4472 1–2 1 5432 4472
OE quads 2344 1–4 1 4728 2344
Total – 9164 – – 17812 8372
Table 5.3: The number of modules and the resulting uplinks and downlinks for the various
ITk Pixel subsystems. The number of uplinks per module can differ depending on the
layer in which the module resides. Three single modules receive a common downlink
which is why they have 1/3 downlink per module.
The readout system has to fulfil the following set of requirements to not limit the full
potential of the ITk:
• Reliable transmission of the uplinks and downlinks between the FEs and FELIX
at the required bandwidths.
• Small contribution to material budget to limit multiple scattering deteriorating the
performance of the ATLAS detector.
• Power consumption of less than 10 kW to comply with the ITk cooling budget.
• Radiation tolerant readout components for 4000 fb−1 (2000 fb−1 for IS).
• Follow ITk Grounding and Shielding (G&S) policy as described in Reference [35].
The RD53 FEs are configured and triggered via 160Mb/s electrical downlink signals,
while they send out their hit data over 1.28Gb/s lines. These electrical signals are
transmitted using low-voltage differential signalling (LVDS, [209]). The two resulting
outputs feature currents flowing in opposite directions, leading to a cancellation of the
EM fields and therefore a smaller susceptibility to environmental noise. The uplink
data is furthermore encoded using the 64b/66b Aurora protocol [35, 210]. The up- and
downlinks and also other electrical lines such as power and monitoring lines go along the
flexible module Printed Circuit Board (PCB) and reach the Patch Panel 0 (PP0) PCB
that is mounted on the local support. The PP0 is the single point of contact for the
electrical lines from the modules connected to the PP0 to outside of ATLAS.
The FELIX system is located outside of the ATLAS detector in the USA15 service
cavern. The links between the FELIX back-end and the detector have lengths of ∼ 100m,
which is too long for data transmission over copper cables due to the attenuation of the
electrical signals along them. This is why the electrical signals coming from the FEs
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are converted to optical ones and are transmitted over optical fibres to FELIX (and
vice versa). Fibres feature a much smaller attenuation of the signals and have higher
bandwidth capabilities. The smaller cable cross-section and material budget compared
to copper cables are additional advantages. The conversion between electrical and optical
signals takes place inside of ATLAS. For the ITk Pixel detector, this task is performed
by the Optosystem.
The Optosystem design evolved drastically since the ITk Pixel Technical Design Report
(see Reference [35]), as the overall layout of the Pixel data transmission system changed.
The original concept pursued the active cable idea [35], in which electrical signals at
up to 5.12Gb/s would be transmitted over AWG30 (American Wire Gauge) twinaxial
cables (twinax) over distances of ∼ 6m to then be converted to optical signals by the
Optosystem just outside of the ITk. The Aggregator ASIC was envisaged to be located on
the PP0 and would merge (or aggregate) up to four 1.28Gb/s electrical uplinks into one
5.12Gb/s high-speed link, which would then be transmitted over the twinax cable. The
aggregation of electrical signals reduces the number of cables and therefore the material
budget contribution of the data transmission system. At the other end, the Gigabit
Cable Receiver 1 (GBCR1, [211,212]) was planned to receive and recover the high-speed
uplink signals. The latter would then be converted to optical signals by the Optosystem
that also was planned to provide the GBCR1 and Aggregator chips with power.
The active cable concept was dropped at the end of 2018 since the Aggregator develop-
ment was delayed and no longer fitted the schedule of the ITk. Instead of the Aggrega-
tor, the low-power Gigabit Transceiver (lpGBT, [213,214]) is used to aggregate multiple
low-speed links into high-speed links and fan-out one high-speed downlink into multiple
low-speed downlinks. The Versatile Link+ Transceiver (VTRx+, [215]) then performs
the opto-electrical (and vice versa) conversion.
5.5 Key Components of the Optosystem
This section describes in detail the VTRx+ and lpGBT components of the Optosystem,
which are crucial for the following discussion of the conceptual design and technical
implementation of the Optosystem and the tests of the latter.
Versatile Link+ Transceiver
The Versatile Link+ (VL+, [216]) is a bi-directional optical data link system designed to
deliver high-throughput and high radiation resistance for operation in HL-LHC exper-
iments. As shown in Figure 5.11, it consists of three parts: an on-detector transceiver
(VTRx+), passive optical components and commercial off-the-shelf back-end transmit-
ters and receivers.
The VL+ operates uplinks at up to 10.24Gb/s and downlinks at 2.56Gb/s as shown in
Table 5.4, which also lists environmental specifications. The extended grade on-detector
components are used due to their superior tolerance to non-ionising energy loss (NIEL).
The VL+ furthermore is specified to resist a total ionising dose (TID) of 1MGy (1Gy =
J/kg).
The VTRx+ module [217] has a size of 20 × 10mm2 and consists of four parts, re-
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Figure 5.11: Simplified diagram of the VL+ architecture. Taken from Reference [215].
Parameter Min. Typ. Max. Unit
Uplink bit rate 10.24 Gb/s
Downlink bit rate 2.56 Gb/s
BER 10−12
Link length 50 150 m
TID tolerance 1 MGy
NIEL tolerance 1015 neutrons/cm2
Hadron tolerance 1015 hadrons/cm2
VTRx+ temperature -35 60 ∘C
Passives in-detector temperature -35 60 ∘C
Table 5.4: Specifications of the extended grade VL+ system [216].
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sponsible either for the transmission (Tx) or reception (Rx) of optical signals that are
interconnected on a PCB:
• The p-i-n doped diode (PIN diode) generates an electrical pulse from the incoming
Rx optical signal.
• The GBTIA [218] amplifies the electrical Rx signal from the PIN diode.
• The LDQ10 laser diode driver [219] generates the currents needed for the vertical-
cavity surface-emitting lasers (VCSELs) in the optical signal Tx. The bias and
modulation currents as well as pre-emphasis can be configured over an I2C [220]
interface.
• An array of four VCSELs transform the LDQ10 currents into an optical signal.
The VL+ operates at wavelengths of 850 nm. Table 5.5 presents the optical signal power
budget of the complete VL+ chain. In the uplink direction, the VTRx+ Tx (VTx+)
is specified to have an optical modulation amplitude (OMA) of at least −5.2 dBm. As
the back-end Rx is sensitive to optical signals of at least −12.5 dBm (Rx sensitivity),
an overall power budget of at least 7.3 dB is available in the uplink direction. Adding
the effects of attenuation in 100m of fibres, radiation damage to fibres, optical signal
insertion loss and other effects, the remaining margin of the optical data transmission
amounts to at least 0.9 dB. Similar considerations result in a margin of > 1.975 dB in
the downlink direction. The power budget of the VL+ chain and also some VTRx+
specifications are verified later in Section 5.8.
Property
Uplink Downlink
VTx+ → Rx (10 Gb/s) Tx → VRx+ (2.5 Gb/s)
Tx OMA [dBm] > −5.2 > −1.6
Rx sensitivity [dBm] < −12.5 < 13.1
Power budget [dB] > 7.3 > 11.5
Margin [dB] > 0.9 > 1.975
Table 5.5: Power budget of the complete VL+ extended grade chain between the on-
detector transmitter and receiver (VTx+ and VRx+) and the corresponding back-end
components (Rx and Tx). Adapted from Reference [216].
Low-power Gigabit Transceiver
The lpGBT [213,214] is a multi-purpose ASIC developed for aggregation and monitoring
in high-radiation environments such as the HL-LHC detectors. The lpGBT needs to
be operated together with a back-end firmware running on a Field-Programmable Gate
Array (FPGA). This is the lpGBT-FPGA core [221, 222] that encodes (decodes) the
downlink (uplink) information to (from) the lpGBT. The package of the lpGBT ASIC
has a size of 9 × 9mm2 with a power consumption of ∼ 400mW. It can either be
operated with an external reference clock or by the usage of its clock data recovery
(CDR) circuit, which uses the incoming downlink to synchronise its internal oscillator to
the clock embedded in the data.
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The lpGBT expects a 2.56Gb/s incoming downlink, which is then fanned out to individ-
ual links of either 80, 160 or 320Mb/s. Figure 5.12 shows the structure of one downlink
frame, which is transmitted at a frequency of 40MHz and encoded by the lpGBT-FPGA
core. Only half of the bandwidth can be used to accommodate the low-speed link data
(D field), while the other half transmits the internal control (IC) data to configure the
lpGBT, the external control (EC) data, that can be used to configure other lpGBTs, and
the Forward Error Correction bits (FEC field). The FEC implementation in the lpGBT
is based on Reed-Solomon Codes [214, 223] and allows for detection and correction of
up to 12 consecutive bit errors in the transmitted data. Before the transmission, the
downlink frame is furthermore interleaved (mingling of bits in a frame in a defined order)
and scrambled (replacement of bits depending on their content) to make it DC-balanced
(similar amount of ’1’s and ’0’s).
Figure 5.12: Structure of the downlink frame of the lpGBT. Taken from Reference [214].
In the uplink direction, the lpGBT can either be operated at 5.12 or 10.24Gb/s, aggregat-
ing input e-links with speeds between 0.16 and 1.28Gb/s. The frame structure is similar
to the one of the downlink, but has a total of 128 (5.12Gb/s) or 256 bits (10.24Gb/s)
due to larger D and FEC fields. There are two possible FEC encoding schemes: FEC5
and FEC12, where 5 and 12 (10 and 24) consecutive bit errors can be corrected in the
5.12 (10.24) Gb/s mode. The uplink again features the IC and EC fields, which contain
the lpGBT responses to the corresponding downlink IC and EC commands. The uplink
is as well scrambled and interleaved by the lpGBT.
Additional to the aggregation functionality, the lpGBT as well features General Purpose
Input Output (GPIO) pins, I2C masters, analogue-to-digital converters (ADC) and clock
outputs that can be used to configure or monitor other components.
5.6 Conceptual Design of the Optosystem
The Optosystem could either be part of the PP0s, with low-speed electrical link (e-link)
lengths of only ∼ 1m, or in the same location as in the active cable concept just outside
of the ITk, with e-links of ∼ 6m until there. The first option is similar to the strat-
Section 5.6: Conceptual Design of the Optosystem 107
egy that the CMS experiment is pursuing for its HL tracker (see Reference [224]). This
data transmission layout is favourable since the material budget of the data links can be
reduced and the assembly is simpler. Furthermore, it is easier to ensure sufficient data
transmission quality since the e-links are short and suitable radiation-tolerant optical fi-
bres are available [225]. The radiation tolerance of the VTRx+ is however not sufficiently
high to guarantee reliable operation over the whole HL-LHC lifetime. The VTRx+ is
specified for a NIEL of up to 3× 1015 1MeV neq/cm
2, which is not enough to cover the
expected NIEL at the PP0 locations of up to 2.5× 1015 1MeV neq/cm
2 [226] with ap-
propriate safety factors added to account for the uncertainty of the radiation simulation.
Due to the structure of the ITk, individual components on the PP0s can not be accessed
and replaced after the ITk commissioning. The Optosystem components therefore are
put outside of the ITk, onto the ITk end-plates at |𝑧| = 3500mm and 𝑟 = 1450–2450mm,
as depicted on Figure 5.13. The electrical signals from the RD53 FEs are transmitted
over ∼ 6m long AWG34 twinax cables (smaller diameter than AWG30) from the PP0 to
the Optosystem (and vice versa). The e-links have speeds of 1.28 and 0.16Gb/s in the
uplink and downlink direction, respectively.
Figure 5.13: The Optosystem is located on the ITk end-plates (|𝑧| = 3500mm) on
both sides of ATLAS. It is distributed into four Optopanels. Taken and adapted from
Reference [227].
The Optosystem has to fulfil the following requirements to ensure the proper functionality
of the complete data transmission chain:
• Aggregation and opto-electrical conversion of all up- and downlinks.
• Bit error rate (ratio of wrongly transmitted and total transmitted bits) of BER < 10−12
over the complete data transmission chain, including the Optosystem.
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• Tolerance to the expected radiation levels at the ITk end-plates of 50 kGy and
7× 1014 1MeV neq/cm
2 [228], with no safety factor applied yet.
• Cooling and efficient powering of the Optosystem components and also monitoring
of the latter to ensure reliable operation
• Ease of access to allow replacement of components.
• Compact design to fit in available volume on the ITk end-plate.
The developed concept of the Optosystem is schematically depicted in Figure 5.14. The
AWG34 twinax cables are directly connecting the PP0 with the Cable Termination Board
PCBs, each of which is connected to a single Optoboard. A total of up to 24 1.28Gb/s
uplinks and eight 160Mb/s downlinks can be handled by each Optoboard. Because of the
large attenuation and added jitter of the electrical signals when transmitted over ∼ 6m
long twinax cables, a modified version of the previously discussed GBCR1 is added to
the Optosystem: the GBCR2 ASIC [212] (from now referred to as GBCR) equalises
the uplink signals and retimes them with a 1.28GHz clock supplied by the lpGBT. The
GBCR, furthermore, adds pre-emphasis to the downlink signals. In this way the jitter
and attenuation requirements of the electrical transmission can be fulfilled. A total of
four GBCR and lpGBT ASICs are on each Optoboard, where the lpGBTs are responsible
for the aggregation of the electrical uplinks and the fan-out of the high-speed downlink.
The lpGBT is furthermore used to monitor and to control and configure all components of
the Optosystem, including the VTRx+ module that is responsible for the opto-electrical
conversion of the aggregated signals and is mounted on the Optoboard. Optical fibres






















Up to 8 Downlinks








1/2 or 1 per  
Optoboard
Optobox
1x 2.56 Gb/s 

downlink












Figure 5.14: Conceptual layout of the Optosystem as part of the ITk Pixel data trans-
mission system. Blue lines indicate uplinks, while red lines show downlinks. All electrical
lines are LVDS (two lines), while the curved lines indicate fibres.
Opto Power Supplies located in the ATLAS service caverns power the Optosystem with
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voltages of ∼ 9V that are locally converted in two stages to 2.5 and 1.2V using the
bPOL12V [229] and bPOL2V5 [230] DCDC converters. Each Optoboard features a
bPOL2V5, while the bPOL12V are located on a separate Power Board PCB servicing
multiple Optoboards. The powering scheme of the Optosystem ensures that modules
on a different SP chain are not serviced by Optoboards powered by the same bPOL12V
DCDC converter.
The Optosystem features a dedicated cooling system to keep the active components at
ambient temperature. Component and ambient temperatures as well as DCDC output
voltages are monitored by the lpGBT and Monitoring of Pixel System (MOPS, [231])
ASICs and the Optosystem is integrated into the ATLAS interlock system [232] for rapid
shutdown in case of powering or cooling failures.
Optoboards and the Power Board are located inside of Optoboxes that can be easily
replaced. The Optoboxes are attached to Optopanels that are mounted on the ITk end-
plate.
5.7 Technical Design of the Optosystem
The technical implementation of the Optosystem concept is depicted in Figure 5.15,
following the conceptual design presented in Section 5.6. The following text discusses
































































































Shielding of twinax 
cable bundle
Faraday Cage
1.28 GHz 40 MHz
Figure 5.15: Schematic layout of the ITk Pixel readout system focusing on the Optosys-
tem. Red lines indicate downlinks, blue lines show uplinks and white and yellow lines
depict internal clock and I2C lines.
Cable Termination Board
The twinax cables bundles of up to 24 uplinks and eight downlinks are soldered onto the
Cable Termination Board, which is linked to a single Optoboard by a connector. The
twinax bundles are wrapped by a shield to extend the Faraday cage of the ITk to the
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Optosystem.
Optoboard
The Optoboard is the key unit of the Optosystem and takes care of the electrical signal
recovery, aggregation and optical-electrical (and vice versa) conversion of the 32 e-links
from the cable termination board. Either one or two Optoboards are needed to service the
modules of each SP chain. Figure 5.16 shows a CAD view and picture of the Optoboard
V1 prototype with all its components.
(a) (b)
Figure 5.16: CAD view (a) and picture (b) of the back side of the Optoboard V1 proto-
type, indicating the relevant visible parts.
Each of the four GBCRs handles six uplinks and two downlinks. The GBCRs are operated
in retiming mode, in which they use 1.28GHz reference clocks. Each GBCR has an
associated lpGBT that aggregates the six 1.28Gb/s uplinks into a single high-speed
signal. The lpGBTs are operated in the 10.24Gb/s mode with FEC12, able to correct 24
consecutive bits. Three lpGBTs are operated as transmitters, while the lpGBT master is
a transceiver that additionally takes care of the fan-out of the 2.56Gb/s downlink signal
into the 160Mb/s e-links. The lpGBT master uses the high-speed downlink to recover a
clock from the incoming data (CDR), which it synchronises with its internal oscillator.
This synchronisation ensures the correct interpretation of the received downlink frames.
The internal clock is then also used to generate 1.28GHz clocks for the retiming of the
GBCRs and to give a 40MHz reference clock to the other three lpGBTs. The high-speed
downlink, furthermore, contains commands to configure the lpGBT master (IC field). By
using one of the I2C masters of the lpGBT master, the configuration of the other lpGBTs,
GBCRs and the VTRx+ is possible. The lpGBT master also embeds the response of the
communication into its high-speed uplink.
Figure 5.17 shows how the high-speed and low-speed electrical lines are routed on the
Optoboard V1 prototype. The high-speed downlink and uplinks are transmitted between
the lpGBT and VTRx+ module over electrical connections (traces) with lengths of 24.5–
47.0mm. The Optoboard design aims at minimising these trace lengths to limit the
potential of these signals to pick up noise and being attenuated. The trace lengths of
the two lines making up an high-speed LVDS signal furthermore are matched in length
to 0.04mm and only take turns with large radii to limit the signal disturbance to the
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minimum.
(a) (b)
Figure 5.17: CAD view of the front side of the Optoboard V1 indicating the relevant
visible parts (a) and only the uplink and downlink electrical lines (b). The lines between
the VTRx+ connector and the lpGBTs are high-speed (10.24 and 2.56Gb/s), while the
ones between the lpGBTs, GBCRs and to the top of the Optoboard are low-speed e-links
(1.28 and 0.16Gb/s).
The VTRx+ module takes care of the opto-electrical (and vice versa) conversion of
these high-speed signals. The VCSELs emit their light into four of the 12 fibres of the
VTRx+ pigtail. The 2.5V supply voltage of the VCSELs are directly received from the
Power Board [233,234], while the lpGBT, GBCR and VTRx+ 1.2V supply voltages are
generated by the bPOL2V5 that is located on a small separate PCB mounted on the
Optoboard. The power consumption of a fully populated Optoboard is 3.5W, assuming
an efficiency of the bPOL2V5 of 70%. This is equivalent to a current of 1.4A.
Optobox
The Optoboards are tightly screwed to an ‘L’-shaped aluminium profile that makes ther-
mal contact with the Optobox and connects the Optoboards to the common ground. A
total of up to eight Optoboards are contained in an Optobox and share a common Power
Board and a Connector Board PCB. Figure 5.18 depicts the Optobox V1 prototype with
the connectors to the Cable Termination Boards and the fibre connectors.
Power Board
The Power Board features up to five bPOL12V DCDC converters that receive a voltage
of ∼ 10V from the power supplies and transform it to 2.5V. Since the bPOL12V
features a maximum output current of 4A [229], each bPOL12V can supply a maximum
of two Optoboards with power. The Power Board, furthermore, features the MOPS for
the monitoring of the bPOL12V output voltages and negative temperature coefficient
(NTC) thermistors located on the Optoboards. Two NTCs on the Power Board and the
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(a) (b)
Figure 5.18: CAD model of the Optobox V1 prototype when closed (a) and open (b).
No fibres and service cables are shown.
Connector Board are directly linked to the interlock system, which can disable the Opto
Power Supplies in case of high temperatures inside an Optobox. Figure 5.19 shows the
schematic path of the power, monitoring and interlock lines inside an Optobox. The
Power Board is within an aluminium case to separate it from the connecting cables.
During installation, the Power Board and its case are screwed onto the Optopanel and
then the Optobox is attached on top of it.
Figure 5.19: Path of the power, monitoring and interlock lines inside the Optosystem.
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Connector Board
The Connector Board [235] mates the Optoboards with the Power Board. Since either
one or two Optoboards are needed to service an SP chain and Optoboards of different
SP chains are not allowed to be powered together, one or two Optoboards are powered
by a bPOL12V. The Connector Board takes care of the correct mapping of the five
bPOL12V to the eight Optoboards to account for this, depending on the Pixel SP chain
modularities.
Fibre Cables
The components of the optical part of the data transmission are shown in Figure 5.20.
Depending on the Pixel subsystem modularity, the used fibres of either four, six or eight
VTRx+ pigtails are collected by one optical fan-out into Multi-fibre Push On (MPO)
fibre cables with a total of 24 fibres (MPO24). One Optobox includes up to two such
fibre fan-outs that are connected to MPO24 connectors at a side wall of the Optobox
(see Figure 5.18). On the outside, trunk cables with 144 fibres are used to group the
optical signals from six MPO24 connectors and guide the optical signals out of ATLAS.
Before being connected to the FELIX system, the optical links are sorted into uplinks
and downlinks by shuffle boxes.
Figure 5.20: The elements of the optical data transmission path. Taken from Refer-
ence [236].
Optopanel
The Optosystem is spread around eight locations on the ITk end-plates as previously
shown in Figure 5.13. Each location features the same Optopanel, an aluminium Fara-
day cage to which all Power Boards and Optoboxes are attached. In order to fit all
the required 224 Optoboxes, they are arranged in an trapezoidal-like manner shown in
Figure 5.21. The Optoboxes are grouped in rows in a staggered configuration to profit
of the fact that the total cross-section of the twinax cables reduces with 𝑟, while the one
of the power, monitoring and fibre cables increases. At the large-𝑟 end, the Optopanels
feature a patch panel. The powering, MOPS and interlock cables are connected to this
patch panel, while the optical trunk cables pass through the patch panel openings. The
Optopanel base plate includes pipes that are used to cool the Optosystem components.
There is only a single ground connection to the ITk reference ground to prevent ground
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loops, minimising electronic noise and interference. The Optopanel is part of the ITk
Faraday cage by the usage of conductive shielding material around the twinax cable
bundles and an isolator around the Optopanels and between the ITk end-plate and the
Optosystem.
Figure 5.21: Top view of one Optopanel with the yellow areas indicating the routing of
twinax cables and the blue areas showing space used for the optical, MOPS, powering
and interlock cables.
This concludes the discussion of the technical design of the Optosystem. The compact
Optoboard as the base unit and the collection of monitoring and powering responsibilities
into the Power Board lead to a space-efficient system. The configurable connection
scheme between the Optoboards and the Power Board deals with the different PP0
modularities of the IS, OB and OE, minimising the number of DCDC converters and
powering cables needed. The usage of the GBCR ensures reliable electrical transmission.
Thanks to the modularity of the Optosystem, single Optoboxes can be replaced in case
of component failures. All requirements on the Optosystem listed in Section 5.6 are
therefore fulfilled in this technical design.
5.8 Versatile Link+ Transceiver Test Setup Development
and Results
The functionality of VTRx+ module prototypes was validated through measurements of
the BER in an optical link test setup. As depicted in Figure 5.22, this system consisted
of the VTRx+ mounted on a custom-made carrier board, a commercial enhanced Small
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Form-factor Pluggable (SFP+) transceiver simulating the VL+ back-end transceiver, a
variable optical attenuator and the KC705 FPGA board [237]. The VTRx+ carrier board
is plugged to the FPGA board using the FPGA Mezzanine Card High Pin Count (FMC-






































Figure 5.22: Schematic layout (a) and picture (b) of the VTRx+ test setup. The various
components of the firmware running in the FPGA are depicted in light blue, while orange
indicates physical components on the FPGA board.
The VTRx+ is configured via the I2C protocol using an FPGA firmware written in the
VHSIC Hardware Description Language (VHDL, [238]). The USB-UART serial interface
is used to send commands from a PC to the FPGA, containing a control byte to indicate
the type of transaction, the VTRx+ address as well as the register address and data
to be read or written. In the FPGA, a first-in first-out (FIFO) is filled with the sent
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information. The I2C Controller part of the firmware then instantiates an I2C read
or write+read action over the I2C bus of the KC705 board, to which the VTRx+ is
connected over the FMC-HPC connection.
The Xilinx Integrated Bit Error Rate Test (IBERT) Intellectual Property (IP) block [239]
is used to generate and send Pseudo-Random Bit Sequences (PRBS) of various lengths.
To test the Tx functionality of the VTRx+, these PRBS are sent out of the FPGA using
a GTX transceivers [240] connected to the FMC-HPC socket. The VTRx+ then converts
this 10.24Gb/s electrical signal to an optical signal, that is sent out through the pigtail
to an optical fibre. The optical signal then is received back by an SFP+ transceiver that
converts the received light back to an electrical signal. The IBERT IP block compares
the sent and received data and calculates the BER. To test the Rx of the VTRx+, the
PRBS sequence is sent in the opposite direction.
An FTB-3500-CI-EI variable optical attenuator [241] is used to damp the optical signal
to a certain power. In this way, artificial optical fibre cable lengths can be simulated and
the specification of the VL+ system on the power budget (see Table 5.5) can be tested.
The configuration of the VTRx+ by the KC705, the IBERT IP block and the attenuator
are all controlled by a computer using a Python script.
The setup was used to measure the BER for different optical power levels (decibel mil-
liwatt, dBm) using PRBS sequences of length 31 (PRBS31). The results for the default
configuration of the VTRx+ V5 prototype are shown in Figure 5.23. In the downlink
direction at 2.5Gb/s, the VTRx+ Rx is able to achieve a BER < 10−12 at a Tx optical
modulation amplitude (OMA) of around −15 dBm, which is better than the specifica-
tion of −13.1 dBm (see Table 5.5). Even bandwidths of 5Gb/s would be possible within
specifications.
(a) (b)
Figure 5.23: Measured BER for different optical signal power at 2.5, 5 and 10Gb/s in
the downlink (a) and uplink (b) direction using a VTRx+ V5 prototype and an SFP+
reference transceiver.
In the uplink direction, the chain of VTRx+ and VL+ back-end receiver is specified to
achieve BER < 10−12 for Rx sensitivities of −12.5 dBm. The results show that this is
already the case at amplitudes of ≈ −13.5 dBm at the required bandwidth of 10Gb/s.
Tests done with modulation and bias currents different than the default further showed
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that different configurations of the LDQ10 can all fulfil the specifications on the uplink
BER.
To test the low-level characteristics of the VTRx+ alone, the test setup was used to make
eye diagrams of the VTRx+ Tx output. An Agilent 8163B optical-electrical converter
[242] was used to convert the optical uplink from the VTRx+ to an electrical signal that
was then fed into an DSA91204A 12GHz oscilloscope [243] to record the eye diagrams.
The eye diagram of the VTRx+ Tx at 10Gb/s is shown in Figure 5.24 using the default
configuration of the LDQ10, all Tx channels enabled and a PRBS of length 7 (PRBS7).
Figure 5.24: Optical eye diagram of one Tx channel of the VTRx+ V5 prototype.
The eye is observed to have a large opening with the individual measured eye diagram
parameters and their specified values in Table 5.6. The limited bandwidth of the optical-
electrical converter and the oscilloscope were not considered, which means that the mea-
sured eye diagram jitter and rise/fall time values should be taken as an upper limit. The
high jitter values can also be explained by an unstable clock and power-supply of the
KC705 that was used to drive the electrical high-speed uplink signal to the VTRx+ via
the carrier board.
5.9 Optoboard Test Setup Development and Results
When the first samples of the lpGBT ASIC were available, the VTRx+ test setup was ex-
tended to test the first Optoboard prototype, the Optoboard V0 depicted in Figure 5.25.
This prototype contained only the VTRx+, one lpGBT and no GBCR yet, which is
sufficient however to verify the fundamental working principles of the Optosystem: the
optical-electrical conversion of high-speed signals, the configuration of the Optosystem
through the optical link and the aggregation of the e-links.
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Eye diagram parameter Measured value Specification [217]
Tx OMA [dBm] 1.23 > −5.2
Tx extinction ratio [dB] ≈ 8 > 3
Eye opening [%] 79 > 60
Rise time [ps] 32.3 < 44
Fall time [ps] 46.7* < 44
Total jitter (BER < 10−12) [ps] 51.1 < 25
Deterministic jitter [ps] 40.81 < 12
Table 5.6: Eye diagram parameters for the eye diagram in Figure 5.24 and from the
VTRx+ specifications [217]. *: No correction for overshoot of signal was applied.
(a) (b)
Figure 5.25: CAD view (a) and photo (b) of the Optoboard V0 prototype.
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Figure 5.26 shows the schematic layout and a picture of the Optoboard test setup. A
custom-made FMC adapter PCB connects the FPGA board to the Optoboard via the
ERF+ERM connector pair [244] that normally connects the Cable Termination Board
to the Optoboard. In this way, the e-links signals of the lpGBT can be analysed by an
Integrated Logic Analyser (ILA, [245]) and an I2C connection is established.
The lpGBT and VTRx+ can be configured in the same way as described before over I2C,
but now also the communication with the Optoboard over the optical links is possible by
using the IC field in the down- and uplink. The Rx FIFO is filled with the IC field data.
Among others, this data contains the lpGBT address, the register address and data to
be written/read similarly to the I2C transaction discussed in Section 5.8. The IC data
is then sent to the lpGBT-FPGA core in chunks of two bits per 40MHz clock cycle and

























































Figure 5.26: Schematic layout (a) and picture (b) of the Optoboard test setup. The
various components of the firmware running in the FPGA are depicted in light blue,
while orange indicates physical components on the FPGA board.
The GTX transceiver then sends out the 2.56Gb/s downlink over the SFP+ transceiver,
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using the Si5324 oscillator [246] of the KC705 FPGA board at a frequency of 320MHz
as reference clock.
The Optoboard test setup was used to verify the interplay between the lpGBT, the optical
data transmission and the firmware running on the KC705, including the lpGBT-FPGA
core. The lpGBT ASIC was successfully configured both over I2C and over the IC field
of the high-speed optical link. Using the I2C master of the lpGBT, also the VTRx+
could be configured over I2C, validating the working principle of the Optoboard compo-
nent configuration that will be used in the detector. The lpGBT was also successfully
configured to generate 40MHz output clocks to be used for the three transmitter-only
lpGBTs used on the final Optoboard.
Finally, an increasing counter was injected into one of the downlink data fields of the
lpGBT-FPGA. Looking at the resulting e-link signal after the complete downlink chain
(SFP+ – fibre – VTRx+ – lpGBT), the counter could be seen in the corresponding e-link,
qualitatively showing the working principle of the Optosystem.
With the optical data transmission and the inner working of the Optoboard verified, the
next tests out of the scope of this work consist of BER tests also over the electrical part
of the ITk Pixel data transmission chain. Since the Optoboard V1 prototype features all
four lpGBTs and GBCRs, it includes all the functionalities of the final Optoboard. This
enables tests of the complete data transmission chain of the ITk Pixel down to the RD53
FE.
Conclusions
This thesis describes the work of the author inside the ATLAS collaboration between
2018 and 2021, during which he has signed over a hundred ATLAS publications and
contributed equally to the search for flavour-mixing SUSY and to the high-luminosity
upgrade of the ATLAS detector.
The SUSY search presented in this thesis is to be published soon and for the first time
searches for the 𝑡𝑐 + 𝐸missT final state in a dedicated analysis. It uses simultaneous 𝑏-
and 𝑐-tagging and also the recently developed large-𝑅 jet top-tagging technique to target
this unique final state. The compressed region of phase-space was investigated using a
newly developed NN event classifier that I developed and which proved to be useful not
only for the definition of the signal region, but also to increase the purity of the W+ jets
control region thanks to the multiclass capability of the developed NN classifier.
If no statistically significant deviation from the SM will be found when the analysis
will be unblinded, limits on the visible cross-section of generic BSM models and also on
simplified 𝑡𝑐 + 𝐸missT signal scenarios will be set. Exclusion limits of up to ∼ 1050GeV
in 𝑚(𝑡1) and 425GeV in 𝑚(?̃?
0
1) are expected to be set at the 95% CL as shown here:
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, All limits at 95% CL-1=13 TeV, 139 fbs
This signifies a large improvement over the exclusion derived by reinterpretation of the
36.1 fb−1 𝑡𝑡+ 𝐸missT and 𝑐𝑐+ 𝐸
miss
T analyses done by Reference [31]. The expected limit
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is also superior to the LHC Run 3 projection (300 fb−1 and
√
𝑠 = 14TeV) of a dedicated
𝑡𝑐 + 𝐸missT analysis performed by the same reference, which proposed this search. The
improvement is largest in the compressed region, thanks to the NN classifier that I
developed, trained and deployed: the expected exclusion limit is extended to the two-
body kinematic limit at Δ𝑚(𝑡1, ?̃?
0
1) ∼ 175GeV for neutralino masses of up to 425GeV.
The 𝑡𝑐 + 𝐸missT search is an example for the fact that there are many well motivated
BSM models out there with more complex signatures that wait for dedicated analyses
to tackle them. Novel analysis techniques exploit ML tools such as NNs and boosted
decision trees to more efficiently suppress the SM background, enabling to target these
complex BSM signatures. Besides the definition of analysis objects, ML techniques are
also especially relevant to target compressed regions of phase space. There, they can
exploit the correlation between event objects and expand the discovery potential for BSM
models as done in the compressed signal region of this search. Future SUSY searches
should therefore focus on compressed regions of phase space and more complex SUSY
signatures, where the usage of ML is crucial. SUSY is still far from being excluded and
will remain an important research topic in ATLAS due to its theoretically appealing
properties. Specifically, searches for third generation squarks are important, since their
masses should not be much heavier than the EW scale for SUSY to solve the Hierarchy
Problem.
Run 3 of the LHC between 2022 and 2024 is expected to deliver additional ∼ 350 fb−1
of 𝑝𝑝 collisions at
√
𝑠 = 13 to 14TeV. This will more than double the available dataset,
but is not sufficient, for example, for measurements of the Higgs self-coupling and for
drastic improvements of the 𝑡 pair production exclusion limits. The LHC will therefore
be upgraded to deliver even more 𝑝𝑝 collisions to the experiments in the context of the
HL-LHC project. The ATLAS detector will as well undergo an upgrade to be able to
withstand the even harsher radiation environment and to perform tracking at pile-up
levels of up to ⟨𝜇⟩ ∼ 200.
The biggest upgrade of ATLAS consists of the replacement of its innermost detector
with the Inner Tracker (ITk). A higher trigger rate and more tracks due to the larger
instantaneous luminosity will also require the development of a completely new readout
system, in which I was heavily involved. As such, I demonstrated the feasibility of using
the low-power Gigabit Transceiver (lpGBT) instead of the delayed Aggregator ASIC in
the Pixel Optosystem. With this input, the ATLAS ITk Data Transmission Task Force
then gave recommendations on a revamped Pixel readout scheme, featuring a direct
transmission of all Pixel links between the front-ends and the Optosystem via 6-m-long
electrical links. The Optosystem then performs the recovery, aggregation and electrical-
optical conversion of all links, using the lpGBT, and connects to the back-end system
via optical fibres. These recommendations were followed by the collaboration and I then
was one of the driving forces in the conceptual and technical design of the Optosystem.
I developed the concept and technical implementation of the Optoboard and Optobox
from first sketches to prototypes. Furthermore, I developed the strategy of the mapping
between the Optosystem and the front-ends, optimising the complexity and required
space of the Optosystem, and defined the components of the optical data transmission
chain. A picture of the second prototype of the developed Optoboard can be seen here:
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To test the working principle of the Optosystem, I designed and built test setups that
enable the communication with Optoboards through the optical links in the same manner
as in operation. To achieve this, I wrote an FPGA firmware in VHDL, adapting the
lpGBT-FPGA back-end firmware [222] to our setup, implementing communication with
a computer and adding the possibility to perform bit error rate tests over the optical
links. I used these setups to test the VTRx+ opto-electrical converter performance and
successfully verified the Optosystem configuration concept. The setups are to date used
in most of the performed Optosystem tests. The Optosystem passed both the internal
service specification and preliminary design reviews and is scheduled for production in
2022. It will be installed in ATLAS during 2026 and will handle every bit of information
sent to and received by the over 32’000 pixel front-ends.
The large pile-up and radiation damage at the HL-LHC and also the requirement to
fit into the existing ATLAS detector posed many challenges to the design of the Pixel
detector and readout. Due to the unavailability of the Aggregator ASIC, the readout
concept described in the ITk Pixel Technical Design Report [35] had to be modified using
the lpGBT instead. Since the transmission of data is performed at lower bandwidths,
more twinax cables are needed – heavily increasing the material budget of the Pixel
services. This lead to the decision to lower the L0 trigger rate from 4 down to 1MHz,
limiting the physics capabilities of ATLAS. My work on the ITk Pixel readout system
showed me that not only the sensor and front-end characteristics are important, but that
a holistic approach towards detector design is crucial for the successful construction and
operation of a tracker. Aspects such as readout, powering, grounding and monitoring
should therefore be taken into account already at an early design phase. Detectors at
future colliders such as the Future Circular Collider (FCC, [247]) offer the possibility to
start the detector design from an almost blank page. While detectors at the FCC-ee [248]
must be designed to feature very low material budget, the FCC-hh [249] poses unrivalled
requirements on radiation hardness. It is therefore crucial to benefit from the insight
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