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Predgovor
U procesima upravljanja koji se javljaju u inzˇenjerskim primjenama ne mozˇe se ocˇeki-
vati da su vrijednosti parametara sustava potpuno tocˇne nego je moguc´e samo pretpostaviti
granice u kojima se te vrijednosti nalaze. Nadalje, prisutni su takod¯er i vanjski poremec´aji
koji na nezˇeljeni nacˇin utjecˇu na ponasˇanje sustava. Nuzˇan preduvjet za prakticˇnu impleme-
ntaciju upravljacˇkih sustava je robusnost s obzirom na neodred¯enosti u sustavu koje nastaju
zbog nepoznavanja parametara i/ili prisustva vanjskih poremec´aja. Buduc´i da su uvjeti pod
kojima je moguc´e u potpunosti otkloniti neodred¯enosti rijetko zadovoljeni nastoji se ogranicˇiti
njihov utjecaj.
Jedna grana teorije upravljanja koja se bavi smanjenjem utjecaja neodred¯enosti na di-
namiku sustava je optimalno robusno upravljanje. Cilj optimalnog robusnog upravljanja je
pronac´i zakon upravljanja koji minimizira funkciju kriterija optimalnosti u slucˇaju djelova-
nja ogranicˇene neodred¯enosti. Kod vec´ine se poznatih pristupa raznim metodama pokusˇava
rijesˇiti pripadajuc´a Hamilton-Jacobi-Isaacsova jednadzˇba ili nejednadzˇba. Unatocˇ intenzi-
vnim istrazˇivanjima josˇ uvijek ne postoji jedan zadovoljavajuc´i opc´eniti pristup za njezino
rjesˇavanje.
Navedeni problem je osnovna motivacija rada na ovoj doktorskoj disertaciji gdje se sinteza
optimalnog robusnog zakona upravljanja zasniva na direktnoj minimaks optimizaciji bez
rjesˇavanja Hamilton-Jacobi-Isaacsove jednadzˇbe. Prema dosadasˇnjim spoznajama autora,
relativno je mali broj znanstvenih radova koji obrad¯uju optimalno robusno upravljanje na
navedeni nacˇin.
U Zagrebu, svibnja, 2015. V. M.
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Sazˇetak
Tema ove disertacije je sinteza zakona upravljanja nelinearnim dinamicˇkim sustavima
kojim se utjecaj vanjskih i/ili unutarnjih neodred¯enosti zadrzˇava ispod dozvoljene granice
i osigurava stabilnost zatvorenog sustava. Kao mjeru utjecaja neodred¯enosti razmatra se
L2 pojacˇanje sustava. Problem pripada podrucˇju robusne optimizacije, tj. klasi matemati-
cˇkih problema kod kojih je potrebno istovremeno provesti minimizaciju i maksimizaciju iste
funkcije cilja – minimaks optimizacija.
U disertaciji se predlazˇe direktna optimizacija L2 pojacˇanja bez rjesˇavanja pripadajuc´e
Hamilton-Jacobi-Isaacsove jednadzˇbe. Provedena je transformacija optimizacije L2 pojacˇa-
nja iz razlomacˇkog optimizacijskog problema u parametarski koji ukljucˇuje minimaks opti-
mizacijski potproblem, a cˇije se rjesˇavanje svodi na trazˇenje sedlaste tocˇke diferencijalne igre.
Pristup rjesˇavanju problema temelji se na zamjeni komponenata vektora upravljanja i neodre-
d¯enosti aproksimacijskim funkcijama s linearnom ovisnosˇc´u o konacˇnom broju konstantnih
parametara. Parametri aproksimacijskih funkcija upravljacˇkih varijabli minimiziraju L2 po-
jacˇanje, dok parametri aproksimacijskih funkcija neodred¯enosti maksimiziraju L2 pojacˇanje.
Za racˇunanje ovih parametara predlazˇe se integracija subgradijentne metode, Newtonove
metode, Adamsove metode te automatskog diferenciranja u jedan algoritam.
Provedenim numericˇkim simulacijama na nelinearnim dinamicˇkim sustavima kod kojih je
moguc´e analiticˇki rijesˇiti Hamilton-Jacobi-Isaacsovu jednadzˇbu te time egzaktno odrediti ve-
ktore upravljanja i neodred¯enosti, pokazane su verzije algoritma koje daju najbolju efikasnost
i tocˇnost. Uvjeti stabilnosti za jednu klasu problema izvedeni su primjenom Ljapunovljeve
xii
izravne metode. Na kraju je predlozˇeni algoritam primijenjen za sintezu regulatora elektrohi-
draulicˇkih sustava. Simulacijskim i eksperimentalnim usporedbama s najcˇesˇc´im strukturama
konvencionalnih regulatora pokazano je da se predlozˇenom strategijom upravljanja mogu
ostvariti bolja zˇeljena ponasˇanja.
xiii
Extended summary
This thesis is concerned with the control law synthesis for nonlinear dynamical systems
that guarantees that the effect of the external and/or internal uncertainty of the system is
kept under permissible level and ensures the stability of the closed-loop system. As a measure
of the uncertainty effect, the L2-gain of the system is considered. The problem belongs to the
field of robust optimisation, i.e. a class of mathematical problems in which minimisation and
maximisation of the same performance criterion are simultaneously carried out – minimax
optimisation.
As it is well known, the L2-gain optimal control problem requires solving a Hamilton-
Jacobi-Isaacs (HJI) equation. In the nonlinear case HJI partial differential equation is difficult
or impossible to solve, and can not have a global analytical solution even in very simple cases,
for an example in some scalar systems. Therefore, many approximation methods have been
developed to solve the so-called sub-optimal problem in which locally L2-gain is less than or
equal to some prescribed number, see for example [1, 2, 3, 4, 5, 6] to name a few. From the
differential game [7] point of view, L2-gain optimal control can be considered as a problem
in which the control vector is “player” that minimises the optimality criterion, while the
uncertainty vector is “player” that maximises the optimality criterion. Therefore, problem is
also known as minimax optimal control [8].
In order to avoid solving the corresponding HJI equation for L2-gain optimisation, in this
thesis we propose an algorithm for direct minimisation of the performance criterion with res-
pect to the control input, with simultaneous maximisation of the same performance criterion
xiv
with respect to the uncertainty. The proposed algorithm uses: combination of subgradient
and Newton’s method for optimisation; recursive calculation of derivatives; Adams method
for the time discretisation and automatic differentiation, in order to achieve numerical ro-
bustness, stability and fast convergence. The version of the algorithm which gives the best
efficiency and accuracy is determined by numerical simulations. The stability conditions are
established by Lyapunov direct method. The developed algorithm is experimentally compa-
red with the conventional approaches on the electrohydraulic systems.
This thesis is organized in seven chapters, as follows:
Chapter 1: Introduction. This chapter presents the relevance of the research. It reviews
the literature related to the topic of the thesis and explains the research scope. The first
chapter is divided into five sections which includes: motivation, overview of the previous
research, research goals and hypotheses, methodology and plan of the research within this
thesis, contributions and outline of the thesis.
Chapter 2: Mathematical preliminaries and notation. The fundamental mathematical
background, results and notation that are critical to the development of later chapters are
collected and summarised in the Chapter 2. This chapter gives some basic concepts such
as definitions and properties of the gradient of a vector, Jacobian matrix, Hessian matrix,
vector and function norms, vectorisation of a matrix, Kronecker product, convexity and etc.
Chapter 3: L2 control of nonlinear dynamical systems. This chapter is mainly designed
to recall the main concepts and results from theL2-gain control theory in order to understand
the contributions of this thesis. It is mostly based on the references that deal with: analysis
of nonlinear control systems [9, 10, 11], H∞ control and related minimax problems, [8, 12,
13, 14, 15], differential games theory [7, 16].
Chapter 4: Synthesis of the algorithm for the minimax optimal control. This chapter is
concerned with derivation of the algorithm for L2-gain optimisation of input-affine nonlinear
systems. Chapter presents a more detailed version of the results published in authors previous
works [17, 18, 19, 20].
In contrast to [1, 2, 3, 4, 5, 6], the aim is to avoid solving the HJI equation. The feedback
control and the uncertainty variables are formulated as a linear combinations of approxima-
tion functions. It is well known that the problem of L2-gain optimisation is equivalent to
xv
the minimax fractional optimisation problem. Therefore, in order to solve this problem, we
propose the algorithm which uses relationship between two-player zero-sum differential game
with fractional cost function and two-player zero-sum differential game with the cost function
including a parameter.
Since the control, uncertainty and state variables are coupled via system dynamics in an
input-affine form, the Newton-type optimisation algorithm with recursive calculation of the
performance criterion gradients and Hessians with respect to the weights of the approxima-
tion functions is proposed. The methodology of recursive computation is based on the results
of previous studies published in [17, 19, 21]. The algorithm presented in this thesis is an
extension toward second order partial derivatives calculation. This recursive computation
requires time discretisation of the overall problem, and for this purpose multistep Adams
method is used. By using the Newton’s method the faster convergence to a solution than
in the case of the conjugate gradient algorithm in [17, 19, 21] is achieved. While in our
previous works sub-optimal problem is considered, in this thesis, an algorithm which finds
optimal L2-gain solution is developed. We show that the solution corresponds to a parti-
cular value of single parameter which can be found by subgradient method. Jacobian and
Hessian matrices of the nonlinear dynamics with respect to the state vector are calculated
using automatic differentiation (AD). Application of AD provides significant reduction of the
algorithm computational time and improved accuracy than numerical differentiation applied
in [21].
We develop an algorithm such that system dynamics are not included in the performance
criterion as equality constraints, but rather included directly through derivation of gradients
and Hessians that appear in the Newton-type minimax optimal computation of the approxi-
mation functions weights. Hence, in comparison with the common nonlinear programming-
based algorithms that use penalty function method or method of Lagrange multipliers in
order to get unconstrained reformulations, the proposed algorithm has no high-dimensional
sparse structure.
Since the performance criterion is nondifferentiable due to minmax operator, the subgra-
dient method is used. The subgradient method is known to be simple algorithm because of its
low computational cost. The Newton’s method with line search strategy satisfying the Wolfe
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conditions is employed. A line search method satisfying the Wolfe conditions is introduce
in order to globalize the Newton’s method, i.e. to insure the convergence from any starting
point.
In order to recursively calculate the first and the second order derivatives that appear in
the Newton’s method, the time discretisation of system dynamics based on multistep Adams
method is carried out. It is shown that Adams method can be transformed into causal
state-space form and this fact, in comparison with popular Runge-Kutta method, significan-
tly simplifies the calculation of derivatives. More specifically, the k-th order Runge-Kutta
method requires the k computations in a sampling time, while Adams method requires only
one computation. Discrete-time results converge towards continuous-time by decreasing the
step size and by increasing the order of Adams method. In this way we are able to calculate
the gradients and Hessians of the performance criterion with respect to the approximation
functions weights. A solution to this problem is obtained by performing some elementary
chain rule arithmetic, which results in recursive adjustment of the constant approximation
functions weights. Therefore, the proposed algorithm provides the minimax optimal compu-
tation of the constants, so that we have continuous-time nonlinear controller which guarantee
the best performance in the presence of the continuous-time uncertainty.
Furthermore, Chapter 4 is also concerned with L2-gain optimisation of input-affine nonli-
near systems controlled by analytic fuzzy logic system. Unlike the conventional fuzzy-based
strategies, the nonconventional analytic fuzzy control method does not require an explicit
fuzzy rule base. The presented approach is based on the fuzzy basis function expansion as
an approximate realisation of the control and uncertainty variables. Instead of using conven-
tional linguistic fuzzy IF-THEN rules, we use an analytical determination of the positions of
the centres of the output fuzzy sets suggested in [22, 23]. In this thesis we prove that the
fuzzy system without rule base has universal approximation property.
Chapter 5: Stability analysis of the proposed control law with application to Euler-
Lagrange systems. The subject of this chapter is the Lyapunov-based L2 stability analysis of
nonlinear Euler-Lagrange systems in closed-loop with proposed form of the control law. Since,
in the general case of nonlinear dynamical systems the construction of Lyapunov function
is not easy, in this chapter we consider the control law with certain properties that make
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construction of Lyapunov function much easier, and thus the determination of L2 stability
conditions.
Chapter 6: Controller synthesis of the electrohydraulic systems. The main objective of
this chapter is to apply an approach of theL2-gain performance criterion gradients and Hessi-
ans calculation, which is presented in Chapter 4, for controller synthesis of electro-hydraulic
servo-systems (EHSS), both in simulations and experiments. Regarding the controlled output
variable, three major types of EHSS have been investigated: the rotational motion control
system, the linear motion control system and the force control system.
Classical approaches, like PID regulators and linear static state feedback controllers for
hydraulic drives, do not give satisfactory performance. Due to the existing limitations of
such approaches various feedback linearisation, adaptive, backstepping and intelligent con-
trol algorithms have emerged. However, to the knowledge of the author, the problem of a
nonlinear L2-gain optimal control of hydraulic actuator has not been investigated yet.
Chapter 7: Conclusion. This chapter summarises the main contributions of the disser-
tation and presents several recommendations for future research.
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Napomena: Sve gore navedene oznake, kao i preostale, objasˇnjene su detaljnije u tekstu
na mjestu pojavljivanja.
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Poglavlje 1
Uvod
1.1 Motivacija
Kod vec´ine realnih dinamicˇkih sustava u procesu upravljanja javljaju se razlicˇite vrste
neodred¯enosti koje su u opc´em slucˇaju nepoznate. Osim vanjskih utjecaja, neodred¯enosti u
sustavu predstavljaju josˇ nemodelirana dinamika, promjenjivi parametri i sl.
Idealni upravljacˇki zakon bi trebao postic´i neosjetljivost sustava na neodred¯enosti. Me-
d¯utim, pokazalo se da su uvjeti pod kojima se to mozˇe postic´i rijetko zadovoljeni. Zbog toga
je cilj projektirati upravljacˇki zakon koji c´e jamcˇiti zadrzˇavanje utjecaja neodred¯enosti ispod
dozvoljene granice i asimptotski stabilizirati zatvoreni sustav. Pitanje koje se ovdje namec´e
je: kako matematicˇki definirati mjeru (normu) utjecaja neodred¯enosti na dinamiku sustava?
Ako se razmatra kauzalni1 afini dinamicˇki nelinearni sustav, tj. nelinearni sustav s li-
nearnom ovisnosˇc´u o vektorima upravljanja i neodred¯enosti, u prostoru stanja, tada se kao
mjeru izabire L2-norma. U kontekstu upravljanja dinamicˇkim sustavima, vazˇno je razma-
trati najmanju gornju med¯u (supremum) omjera L2-norme vektora izlaznih signala kojima se
zˇeli upravljati i L2-norme vektora neodred¯enosti, tj. L2 pojacˇanje (engl. L2 gain) sustava.
Dakle, problem se sastoji od odred¯ivanja zakona upravljanja koji interno stabilizira zatvo-
reni sustav i minimizira L2 pojacˇanje od neodred¯enosti prema izlazu sustava. Problem je
najprije bio postavljen za linearne sustave, gdje je potrebno minimizirati H∞-normu matrice
prijenosnih funkcija, pa je zbog toga poznat kao H∞ upravljanje.
1Sustav je kauzalan ako vrijednost izlaza u nekom trenutku t ovisi jedino o vrijednostima ulaza do trenutka
t.
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Rjesˇavanje H∞ problema temelji se na Hamilton-Jacobi-Isaacsovoj (HJI) jednadzˇbi (ili
nejednadzˇbi). U slucˇaju linearnih dinamicˇkih sustava problem se svodi na rjesˇavanje matricˇne
algebarske Riccatijeve jednadzˇbe vrlo dobro poznatim metodama.
U nelinearnom slucˇaju HJI parcijalnu diferencijalnu jednadzˇbu prvog reda vrlo je tesˇko ili
nemoguc´e rijesˇiti, a ne mozˇe imati globalno analiticˇko rjesˇenje cˇak niti u vrlo jednostavnim
slucˇajevima, na primjer nekim skalarnim sustavima.
1.2 Pregled dosadasˇnjih istrazˇivanja
U posljednja dva desetljec´a robusnost upravljacˇkih zakona predstavlja jedan od najinte-
nzivnije istrazˇivanih problema iz teorije upravljanja nelinearnim dinamicˇkim sustavima te je
tretirana u velikom broju znanstvenih radova. Matematicˇka formulacija robusne optimiza-
cije, a time i robusnog optimalnog upravljanja, temelji se na uvod¯enju razlicˇitih pretpostavki
o neodred¯enostima u sustavu. Prema tome, modeliranje neodred¯enosti jednako je vazˇno kao
i modeliranje samog dinamicˇkog procesa. Jedan pristup je modelirati neodred¯enosti kao slu-
cˇajne varijable s pripadajuc´om distribucijom vjerojatnosti [24, 25, 26, 27]. Med¯utim, u fokusu
ove disertacije je deterministicˇki pristup.
Povijesno gledajuc´i, glavna motivacija razvoja teorije robusnog upravljanja bila je pre-
vladavanje nerobusnosti Kalmanovog linearnog kvadraticˇnog Gaussovog regulatora koja je
pokazana u [28]. Znacˇajan broj radova obrad¯uje H∞ kriterij robusnosti. Glavni razlog lezˇi
u cˇinjenici da se time ostvaruje optimalna robusnost upravljacˇkog sustava sˇto je nuzˇan pre-
duvjet za njegovu prakticˇnu implementaciju. Elegantni prikaz rjesˇenja u prostoru stanja
standardnog linearnog H∞ problema u [29] omoguc´io je aktivnosti i u podrucˇju upravljanja
nelinearnim sustavima.
Matematicˇka formulacija standardnog problema nelinearnog H∞ upravljanja mozˇe se pro-
nac´i u [8, 12, 13, 14, 15]. Umjesto termina
”
nelinearno H∞ upravljanje” u nekim radovima,
na primjer [12, 13], koristi se
”
nelinearno L2 upravljanje”, buduc´i da u vremenskoj domeni
H∞-norma nije niˇsta drugo nego inducirana L2-norma nelinearnog sustava. U [12, 13], pri-
mjenom teorije disipativnosti dinamicˇkih sustava [30, 31], razmatrani su uvjeti egzistencije
glatkog rjesˇenja HJI jednadzˇbe preko invarijantnih mnogostrukosti Hamiltonijanovih vekto-
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rskih polja za slucˇaj upravljanja u povratnoj vezi po svim varijablama stanja. Pokazana je
veza tog rjesˇenja s Hamiltonijanima pripadajuc´e Riccatijeve jednadzˇbe lineariziranog pro-
blema. Takod¯er, dokazana je stabilnost zatvorenog sustava. Egzistencija slabog rjesˇenja HJI
parcijalne diferencijalne jednadzˇbe razmatrana je u [32].
U radovima [33, 34] razmatrana je analiza i sinteza nelinearnog H∞ upravljanja u smislu
algebarskih nelinearnih matricˇnih nejednadzˇbi (engl. Nonlinear Matrix Inequalities - NLMI).
NLMI imaju oblik dobro poznatih linearnih matricˇnih nejednadzˇbi (engl. Linear Matrix
Inequalities - LMI) ovisnih o varijablama stanja, pa je zbog toga za njihovo rjesˇavanje moguc´e
primijeniti metode konveksne optimizacije. Nazˇalost, za razliku od linearnog slucˇaja, rjesˇenje
NLMI samo po sebi nije dovoljna garancija egzistencije zˇeljenog regulatora.
Sa stanoviˇsta teorije diferencijalnih igara [7], sinteza upravljacˇkog zakona prema H∞ krite-
riju mozˇe se promatrati kao problem u kojem je vektor upravljanja varijabla koja minimizira
kriterij optimalnosti, dok je vektor neodred¯enosti varijabla koja maksimizira kriterij optima-
lnosti. Zbog toga se ovaj problem naziva minimaks optimalno upravljanje [8].
Nemoguc´nost opc´enitog analiticˇkog rjesˇavanja HJI jednadzˇbe rezultiralo je mnogim apro-
ksimacijskim metodama kojima se rjesˇava takozvani sub-optimalni H∞ problem kod kojeg je
iznos L2 pojacˇanja sustava unaprijed zadan. U nastavku se daje pregled novijih radova iz
ovog podrucˇja istrazˇivanja.
Kod pristupa predlozˇenog u [35] pokazano je da se HJI jednadzˇba mozˇe rijesˇiti inverznom
metodom analogno skalarnoj kvadratnoj jednadzˇbi s gradijentom glatke skalarne funkcije
kao nepoznanicom. Problem je sveden na faktorizaciju vektorske algebarske jednadzˇbe koju
autori nazivaju jednadzˇba diskriminante. Glavni nedostatak ovog pristupa je taj sˇto nakon
rjesˇavanja jednadzˇbe diskriminante dobiveni vektor gradijenata ne mora predstavljati i sime-
tricˇno rjesˇenje HJI jednadzˇbe i ne mozˇe se jamcˇiti pozitivna definitnost dobivenoga rjesˇenja,
a sˇto su uvjeti asimptotske stabilnosti zatvorenog sustava.
U [36] je dokazano da je za odred¯enu klasu nelinearnih sustava (one koje je moguc´e
eksterno linearizirati i potpuno pogonjene mehanicˇke sustave) moguc´e odrediti H∞ zakon
upravljanja bez rjesˇavanja parcijalnih diferencijalnih jednadzˇbi. Izvedivost metodologije ovisi
o dodatnim algebarskim nejednadzˇbama koje moraju biti lokalno zadovoljene u prosˇirenom
prostoru stanja.
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Osnovna ideja pristupa predlozˇenog u [1] sastoji se u rastavljanju HJI jednadzˇbe u niz
linearnih parcijalnih diferencijalnih jednadzˇbi i primjene Galerkinove metode s baznim funkci-
jama globalno definiranim na kompaktnom skupu. Kako bi se pokazala opc´enitost, metoda
je ilustrirana na cˇetiri simulacijska primjera fizikalnih sustava.
U [2] i [3] je razmatran problem s ukljucˇenim ogranicˇenjima na upravljacˇku varijablu.
Primijenjene su neuronske mrezˇe s konstantnim tezˇinama aktivacijskih funkcija. Vremenski
promjenjive tezˇine koriˇstene su u [4]. U oba slucˇaja su dokazane uniformna konvergencija
aproksimacije neuronskim mrezˇama prema rjesˇenju HJI jednadzˇbe i stabilnost zatvorenog
sustava.
Glavni nedostatak primjene Galerkinove metode [1, 37] i neuronskih mrezˇa [2, 3, 4, 38] je
taj sˇto slozˇenost rjesˇavanja raste eksponencijalno s dimenzijom prostora stanja. Povec´anjem
broja baznih funkcija, povec´ava se potrebna memorija za pohranu parametara aproksimacije,
uzrokujuc´i porast vremena izvrsˇavanja algoritma. Kako bi se izbjegao ovaj problem izbor
baznih funkcija zahtijeva dublji uvid u dinamiku sustava kojim se zˇeli upravljati. Drugi
nedostatak je odabir polaznog vektora upravljanja koji stabilizira sustav, a sˇto je u mnogim
situacijama vrlo slozˇeno.
U [39] je algoritam iz [40] poopc´en na nelinearne sustave. Pokazano je da se pod odred¯enim
pretpostavkama, rjesˇavanje HJI jednadzˇbe, kao poopc´enja algebarske Riccatijeve jednadzˇbe
s nedefinitnim kvadratnim cˇlanom, mozˇe zamijeniti problemom rjesˇavanja niza Hamilton-
Jacobi-Bellmanovih (HJB) jednadzˇbi, kao poopc´enja algebarske Riccatijeve jednadzˇbe s ne-
gativno semidefinitnim kvadratnim cˇlanom. Rjesˇenja niza HJB jednadzˇbi se rekurzivno apro-
ksimiraju vec´ postojec´im metodama. Za razliku od primjene neuronskih mrezˇa, kod izvede-
nog algoritma moguc´e je polazno rjesˇenje HJI jednadzˇbe, a time i polazni vektor upravljanja
izabrati na puno jednostavniji nacˇin, na primjer jednak nuli. Med¯utim, glavni nedostatak
predlozˇenog algoritma su dvije iteracijske petlje, unutarnja petlja za rjesˇavanje HJB jedna-
dzˇbe i vanjska petlja za rjesˇavanje HJI jednadzˇbe nizom HJB jednadzˇbi. Takav postupak
dovodi do suviˇsnih rjesˇenja, a time trosˇenja resursa sˇto rezultira niskom efikasnosˇc´u.
Svi prethodno navedeni algoritmi izvode se bez istovremene interakcije s objektom upra-
vljanja. To znacˇi da se najprije racˇunaju fiksni parametri zakona upravljanja koji se zatim
implementiraju na stvarnim regulatorima. Jedan oblik adaptivnog algoritma koji se temelji
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na tehnikama ucˇenja pojacˇavanjem predlozˇen je u [5] i [6]. Upravljacˇke i poremec´ajne vari-
jable se aproksimiraju neuronskim mrezˇama cˇiji se optimalni parametri racˇunaju u realnom
vremenu, tj. istovremeno s odvijanjem procesa upravljanja.
Inverzno optimalno robusno upravljanje [41, 42, 43, 44] je jedan od alternativnih pristupa
za analiticˇko odred¯ivanje H∞ zakona upravljanja bez rjesˇavanja HJI jednadzˇbe. Glavna
ideja je projektirati regulator koji je optimalan s obzirom na funkcional performansi izveden
na osnovu Ljapunovljeve analize stabilnosti. U ovom pristupu lokalna funkcija cilja je a
posteriori odred¯ena, dok je kod ostalih pristupa funkcija cilja a priori zadana.
Iako su objavljeni mnogi znanstveni radovi koji se bave teorijskim razmatranjima H∞
problema upravljanja i njegovom prakticˇnom implementacijom ovo je i dalje vrlo aktivno
podrucˇje istrazˇivanja. Josˇ uvijek ne postoji jedan zadovoljavajuc´i opc´eniti pristup. Svi
pristupi imaju svoje prednosti i nedostatke.
1.3 Cilj i hipoteza rada
Glavni cilj istrazˇivanja je izvod algoritma za rjesˇavanje problema minimaks optimalnog
upravljanja afinim nelinearnim dinamicˇkim sustavima pri cˇemu se direktno optimira iznos pri-
padajuc´eg L2 pojacˇanja. Strukturu algoritma cˇine unazadno racˇunanje ulancˇanih derivacija,
subgradijentna metoda, Newtonov algoritam, viˇsekoracˇna Adamsova metoda i automatsko
diferenciranje. Pri tome je vazˇno:
• dobro definirati podrucˇje u prostoru stanja gdje c´e aproksimacijske funkcije kompone-
nata vektora upravljanja i neodred¯enosti biti zadovoljavajuc´e;
• unatocˇ gresˇkama odbacivanja aproksimacije komponenata vektora upravljanja i neo-
dred¯enosti, osigurati stabilnost zatvorenog sustava u smislu Ljapunova;
• ucˇinkovito rijesˇiti problem povec´anja slozˇenosti algoritma s obzirom na povec´anje di-
menzije prostora stanja;
• relativno brzo izvrsˇavati algoritam na racˇunalu uz niske memorijske zahtjeve;
• ostvariti laku prakticˇnu implementaciju dobivenih rjesˇenja.
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Iz prethodno izlozˇenog mozˇe se postaviti temeljna hipoteza ove disertacije: moguc´e je
izvesti algoritam za sintezu zakona upravljanja afinim nelinearnim dinamicˇkim sustavima di-
rektnim rjesˇavanjem problema minimaks optimizacije pripadajuc´eg L2 pojacˇanja, koji nije
zasnovan na rjesˇavanju Hamilton-Jacobi-Isaacsove parcijalne diferencijalne jednadzˇbe. Na-
dalje, adekvatnom analizom moguc´e je postavljanje dodatnih uvjeta na parametre apro-
ksimacijskih funkcija koji c´e osigurati stabilnost zatvorenog sustava u smislu Ljapunova.
Takod¯er, primjenom predlozˇenog algoritma moguc´a je takva sinteza nelinearnih regulatora
elektrohidraulicˇkih sustava kojima se ostvaruje vec´a robusnost upravljacˇkog sustava nego s
konvencionalnim regulatorima.
1.4 Metodologija istrazˇivanja
Metodologija izvoda algoritma najvec´im dijelom je temeljena na rezultatima dosadasˇnjih
istrazˇivanja autora publiciranih u radovima [17, 18, 19]. Navedeni radovi su nastali kao
prosˇirenje pristupa unazadnog racˇunanja gradijenata iz [21], gdje je predlozˇeni algoritam
namijenjen za racˇunanje optimalnih upravljacˇkih varijabli u otvorenom krugu bez prisustva
neodred¯enosti. U [17] je razmatran problem optimalnog upravljanja nelinearnim dinamicˇkim
sustavima u konacˇnom vremenskom intervalu s minimaks kriterijem optimalnosti. Upravlja-
cˇke varijable su tretirane kao jednoslojna neuronska mrezˇa sa saturacijskom aktivacijskom
funkcijom ovisnom o varijablama stanja sustava. Komponente vektora neodred¯enosti su tre-
tirane kao proizvoljne vremenske funkcije. Predlozˇeni algoritam ima strukturu slicˇnu BPTT
(engl. Back Propagation Through Time) algoritmu i za minimaks optimizaciju koristi me-
todu konjugiranog gradijenta. Efikasnost algoritma ilustrirana je na robotskom sustavu s dva
stupnja slobode gibanja. U [18] je izveden numericˇki algoritam za H∞ upravljanje, pri cˇemu
su komponente vektora upravljanja i neodred¯enosti definirane kao aproksimacijske funkcije s
linearnom ovisnosˇc´u o vremenski invarijantnim parametrima koji se trebaju odrediti. Para-
metri se optimiraju prema minimaks kriteriju optimalnosti. Vrlo dobra tocˇnost i numericˇka
stabilnost algoritma pokazana je na dva standardna primjera s analiticˇkim rjesˇenjima. Mo-
difikacija u smislu vremenski varijabilnih parametara aproksimacijskih funkcija, algoritma iz
[18] predlozˇena je u [19]. Razmatran je slucˇaj stabilizacije dinamike vozila primjenom dife-
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rencijalnog kocˇenja i aktivnog prednjeg upravljanja. Neodred¯enost je dodana u nelinearne
karakteristike sile na prednjim i strazˇnjim kotacˇima. To je razumljiva neodred¯enost buduc´i
da se koeficijent trenja na cesti razlikuje u prisutnosti na primjer leda, snijega ili sˇljunka.
Provedene su racˇunalne simulacije, a dobiveni rezultati mogu se primijeniti i na realnim
automobilskim sustavima.
U ovoj disertaciji razmatraju se komponente vektora upravljanja i neodred¯enosti u obliku
aproksimacijskih funkcija s linearnom ovisnosˇc´u o parametrima. Odred¯uju se parametri apro-
ksimacijskih funkcija takvi da L2 pojacˇanje zatvorenog sustava bude minimalno. Drugim
rijecˇima, rjesˇava se minimaks optimizacijski problem pri cˇemu parametri aproksimacijskih
funkcija upravljacˇkih varijabli minimiziraju L2 pojacˇanje, dok istovremeno parametri apro-
ksimacijskih funkcija neodred¯enosti maksimiziraju L2 pojacˇanje. Ogranicˇenja ovog optimi-
zacijskog problema predstavlja nelinearna dinamika sustava.
Za iterativno odred¯ivanje parametara primjenjuje se Newtonova metoda. Buduc´i da je
Newtonova metoda algoritam kod kojeg se u okolici optimalnog rjesˇenja broj tocˇnih decima-
lnih mjesta udvostrucˇuje nakon svake iteracije, postizˇe se brzˇa konvergencija prema rjesˇenju
nego u slucˇaju gradijentnog algoritma primjenjenog u radovima [17, 18, 19].
Kod Newtonovog algoritma javlja se potreba za racˇunanjem parcijalnih derivacija prvog
i drugog reda kriterija optimalnosti s obzirom na parametre aproksimacijskih funkcija. Bu-
duc´i da se vektori upravljanja i neodred¯enosti (time implicitno i parametri aproksimacijskih
funkcija) tretiraju kao nezavisne varijable povezane jednadzˇbama dinamike sustava, koristi se
rekurzivno ulancˇano deriviranje. Ovo zahtijeva vremensku diskretizaciju ukupnog problema
i pri tome se koristi viˇsekoracˇna Adamsova metoda.
Jacobijani i Hessijani nelinearnih funkcija dinamike sustava s obzirom na stanja sustava
racˇunaju se metodom automatskog diferenciranja (AD). AD podrazumijeva da je diferenci-
jabilnu funkciju, zadanu racˇunalnim kodom, moguc´e rastaviti na niz elementarnih funkcija
jednog argumenta (trigonometrijske, eksponencijalne, logaritamske) i niz osnovnih operacija s
dva argumenta (zbrajanje, mnozˇenje, dijeljenje, potenciranje). Osnovna ideja AD je primjena
lancˇanoga deriviranja elementarnih funkcija.
Nadalje, izravnom Ljapunovljevom metodom provedena je analiza stabilnosti koja omo-
guc´uje postavljanje dodatnih uvjeta na parametre aproksimacijskih funkcija komponenata
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vektora upravljanja i neodred¯enosti. Ovi uvjeti se u cjelokupnom procesu optimizacije mogu
tretirati kao skup ogranicˇenja tipa nejednakosti ili se mogu iskoristiti za odgovarajuc´e pocˇetno
postavljanje parametara optimizacijskog algoritma.
Efikasnost algoritma testirana je na primjerima nelinearnih sustava kod kojih je moguc´e
analiticˇki rijesˇiti HJI jednadzˇbe te time egzaktno odrediti komponente vektora upravljanja i
neodred¯enosti. Time se direktno ocjenjuje izracˇunava li predlozˇeni algoritam trazˇeno rjesˇenje
problema s dovoljnom tocˇnosˇc´u.
U okviru rada na ovoj disertaciji ostvarena je primjena algoritma na elektrohidraulicˇkim
sustavima (EHS) razvijenim u okviru projekta Ministarstva znanosti, obrazovanja i sporta,
Republike Hrvatske Optimalno upravljanje energijom u fluidnoj tehnici i elektromehanicˇkim
sustavima. Eksperimentalna provjera provedena je na tri postava i to: modulu za upravljanje
rotacijskim gibanjem [45], modulu za upravljanje translacijskim gibanjem [46] i modulu za
upravljanje silom [47].
1.5 Doprinos i prikaz sadrzˇaja disertacije
Ocˇekivani znanstveni doprinos disertacije sadrzˇi sljedec´e:
• novi algoritam za sintezu zakona upravljanja kojim se optimiraL2 pojacˇanje nelinearnih
dinamicˇkih sustava bez rjesˇavanja Hamilton-Jacobi-Isaacsove jednadzˇbe;
• integracija subgradijentne metode, Newtonove metode, Adamsove metode te automa-
tskog diferenciranja u jedan algoritam, s ciljem poboljˇsanja tocˇnosti rjesˇenja uz krac´e
vrijeme racˇunanja;
• postavljanje dodatnih uvjeta na upravljacˇke varijable Ljapunovljevom analizom stabi-
lnosti;
• eksperimentalna provjera predlozˇene strategije na elektrohidraulicˇkim sustavima i uspo-
redba s konvencionalnim metodama.
Tekst disertacije izlozˇen je u sedam poglavlja ukljucˇujuc´i uvod i zakljucˇak. Sazˇeti prikaz
poglavlja disertacije dan je u nastavku.
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Drugo poglavlje: Matematicˇke preliminarije i notacija. Nakon uvodnih razmatranja u
prvom poglavlju, u drugom poglavlju objasˇnjena je notacija koja se koristi u ovoj disertaciji.
Takod¯er, iznesene su definicije i osnovna svojstva matematicˇkih pojmova kao sˇto su: gradijent,
Jacobijan, Hessijan, norme vektora i funkcija, operator vektorizacije, Kroneckerovi produkt
i suma, konveksnost i sl.
Trec´e poglavlje: L2 upravljanje nelinearnim dinamicˇkim sustavima. Razmatra se neli-
nearna H∞ teorija kauzalnih vremenski kontinuiranih dinamicˇkih sustava u prostoru stanja.
Izvedeni su dovoljni uvjeti rjesˇivosti sub-optimalnog problema L2 upravljanja po varijablama
stanja sa stanoviˇsta koncepta disipativnosti te takod¯er i sa stanoviˇsta teorije diferencijalnih
igara. Iako je iznesena teorija vrlo dobro poznata, ovdje se izlazˇe jer je potrebna kako bi se
razumjeli doprinosi disertacije sadrzˇani u sljedec´im poglavljima.
Cˇetvrto poglavlje: Sinteza algoritma za minimaks optimalno upravljanje. Prikazuje se
cjeloviti okvir izvoda novog algoritma za sintezu zakona upravljanja kojim se optimira L2
pojacˇanje nelinearnih dinamicˇkih sustava bez rjesˇavanja HJI parcijalne diferencijalne jedna-
dzˇbe. Poglavlje predstavlja detaljniju inacˇicu izvoda temeljenog na rezultatima dosadasˇnjih
istrazˇivanja autora publiciranih u radovima [17, 18, 19, 20].
Peto poglavlje: Analiza stabilnosti predlozˇenog zakona upravljanja s primjenom na
Euler-Lagrangeove sustave. Ljapunovljevim pristupom izvedeni su uvjeti L2 stabilnosti pre-
dlozˇenog oblika zakona upravljanja s primjenom na nelinearne sustave cˇija se dinamika mozˇe
opisati Euler-Lagrangeovim jednadzˇbama. Buduc´i da, u opc´enitom slucˇaju nelinearnih dina-
micˇkih sustava postavljanje Ljapunovljeve funkcije nije nimalo jednostavno, u ovom poglavlju
razmatramo jedan zakon upravljanja s odred¯enim svojstvima koja olaksˇavaju postavljanje
Ljapunovljeve funkcije, a time i izvod uvjeta L2 stabilnosti.
Sˇesto poglavlje: Sinteza regulatora elektrohidraulicˇkih sustava. Daje se opis eksperime-
ntalnih postava elektrohidraulicˇkih sustava koji su razvijeni u okviru znanstvenog projekta
Optimalno upravljanje energijom u fluidnoj tehnici i elektromehanicˇkim sustavima i koriˇsteni
u ovoj disertaciji za potrebe prakticˇne implementacije regulatora projektiranog izvedenim
algoritmom. Postavljaju se nelinearni matematicˇki modeli navedenih sustava. Nadalje, kako
bi se izbjegli moguc´i numericˇki problemi provodi se normiranje varijabli stanja. Prikazuju
se postupci i rezultati eksperimentalne identifikacije parametara postavljenih fizikalnih mo-
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dela. Djelovanje projektiranog regulatora uspored¯uje se s konvencionalnim regulatorom u
simulacijama kao i eksperimentalnim putem.
Sedmo poglavlje: Zakljucˇak. Na temelju rezultata prikazanih u prethodnim pogla-
vljima, u sedmom poglavlju sazˇeti su zakljucˇci i predlozˇene smjernice daljnjeg istrazˇivanja.
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Poglavlje 2
Matematicˇke preliminarije i notacija
U ovoj disertaciji koristi se notacija koja je prilicˇno standardna. Matrice su predstavljene
velikim, masnim slovima. Svi vektori su stupcˇani, osim gradijenta koji je retcˇani, i predsta-
vljeni su malim masnim slovima. Skalarne velicˇine su predstavljene malim kosim slovima.
Komponente vektora i matrica su realni brojevi. Prostor realnih vektora duljine n je oznacˇen
s Rn, dok je prostor realnih matrica dimenzije m× n oznacˇen s Rm×n. Komponente matrice
A ∈ Rm×n oznacˇavamo s aij za i = 1, 2, . . . , m i j = 1, 2, . . . , n.
Simbol T oznacˇava transponiranje matrice ili vektora. In je jedinicˇna matrica dimenzije
n× n, 1m×n je matrica kojoj su svi elementi jednaki jedinici i 0m×n je nul-matrica dimenzije
m× n, ili jednostavnije I, 1 i 0 ako se dimenzije mogu trivijalno odrediti iz konteksta. ei je
vektor odgovarajuc´e dimenzije kojemu je i-ti element jednak 1 dok su mu svi ostali elementi
0 i naziva se jedinicˇni vektor.
Simbol ∂
∂xi
predstavlja parcijalnu derivaciju prvog reda po i-toj komponenti vektora x ∈
R
n, dok ∂
2
∂xi∂xj
predstavlja parcijalnu derivaciju drugog reda za i, j = 1, 2, . . . , n. Simbol ∇x
oznacˇava gradijent po vektorskoj varijabli x ∈ Rn, tj. ∇x =
(
∂
∂x1
, ∂
∂x2
, . . . , ∂
∂xn
)
. Ako za
neku funkciju postoje derivacije svakog reda do ukljucˇivo k i neprekidne su tada tu funkciju
zovemo Ck-funkcija. U ovom radu uglavnom se spominju C0, C1 i C2-funkcije.
U potpoglavljima koja slijede navest c´emo neke matematicˇke pojmove i standardne rezu-
ltate koji c´e se koristiti u daljnjem tekstu disertacije, prvenstveno kod samog izvoda algoritma.
Izlaganja najvec´im dijelom slijede reference: za definicije i svojstva vektorskih i funkcijskih
normi [48, 49], za Kroneckerov produkt, vektorizaciju matrica, vektorske i matricˇne derivacije
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[50, 51, 52, 53, 54, 55], za definicije i svojstva konveksnih funkcija i skupova [56, 57, 58], za
aproksimaciju [59, 60].
2.1 Definicije i svojstva vektorskih i funkcijskih normi
Norma vektora x ∈ Rn je funkcija koja preslikava vektorski prostor Rn u prostor nene-
gativnih realnih brojeva R+, odnosno ‖·‖ : Rn → R+. Funkcija ‖·‖ je norma vektora ako
vrijede sljedec´a svojstva:
• ‖x‖p ≥ 0, ∀x ∈ Rn,
• ‖x‖p = 0 ako i samo ako x = 0,
• ‖αx‖p = |α| ‖x‖p , ∀x ∈ Rn, ∀α ∈ R,
• ‖x + y‖p ≤ ‖x‖p + ‖y‖p , ∀x, y ∈ Rn - nejednakost trokuta.
U ovom radu koriste se tzv. p-norme vektora koje se definiraju izrazom
‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
. (2.1)
Ako je p = 1 imamo l1-normu vektora
‖x‖1 =
n∑
i=1
|xi|. (2.2)
Ako je p = 2 imamo Euklidsku normu vektora
‖x‖2 =
√√√√ n∑
i=1
|xi|2 =
√
xTx, (2.3)
koja se najcˇesˇc´e koristi pa se oznacˇava bez indeksa, odnosno ‖x‖2 = ‖x‖. Ako je p =∞ tada
imamo l∞ normu vektora definiranu na sljedec´i nacˇin
‖x‖∞ = max
i
|xi|. (2.4)
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Za vektor x ∈ Rn i simetricˇnu matricu A ∈ Rn×n skalarna funkcija definirana sa
f(x) = xTAx =
n∑
i=1
n∑
j=1
aijxixj , (2.5)
naziva se kvadratna forma. Realna kvadratna forma xTAx je:
• pozitivno definitna ako i samo ako je xTAx > 0, ∀x ∈ Rn, x 6= 0,
• pozitivno semidefinitna ako i samo ako je xTAx ≥ 0, ∀x ∈ Rn,
• negativno definitna ako i samo ako je xTAx < 0, ∀x ∈ Rn, x 6= 0,
• negativno semidefinitna ako i samo ako je xTAx ≤ 0, ∀x ∈ Rn.
Realna simetricˇna matrica A je:
• pozitivno definitna (negativno definitna) ako i samo ako su sve vlastite vrijednosti
matrice A pozitivne (negativne),
• pozitivno semidefinitna (negativno semidefinitna) ako i samo ako su sve vlastite vrije-
dnosti matrice A nenegativne (nepozitivne).
Neka su λ1, λ2, . . . , λn vlastite vrijednosti realne simetricˇne matrice A i
λmin{A} = min
i
λi, λmax{A} = max
i
λi, (2.6)
tada za svaki realni vektor x vrijedi
λmin{A}‖x‖2 ≤ xTAx ≤ λmax{A}‖x‖2. (2.7)
Funkcijski prostor ili vektorski prostor funkcija, za razliku od klasicˇnih vektorskih prostora
gdje vektori predstavljaju orijentirane duljine unutar n-dimenzionalnog prostora, je skup
funkcija koje zadovoljavaju odred¯ena svojstva.
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Za n-dimenzionalne vremenske funkcije f(t) : R+ → Rn, definiramo prostor integrabilnih
(engl. integrable) funkcija Lp, gdje je norma funkcije jednaka
‖f(t)‖Lp =
(∫ ∞
0
‖f(t)‖pdt
) 1
p
<∞, p ≥ 1. (2.8)
U oznaciLp indeks p odnosi se na p-normu kojom definiramo funkcijski prostor. Vektorska
norma ‖f(t)‖ u izrazu (2.8) mozˇe biti bilo koja vektorska norma. Kao i kod vektorskih normi
nacˇesˇc´e se koriste L2 i L∞ funkcijske norme.
L2 norma funkcije definirana je sljedec´im izrazom
‖f(t)‖L2 =
(∫ ∞
0
‖f(t)‖2dt
) 1
2
=
√∫ ∞
0
f(t)Tf(t)dt. (2.9)
Ako neki signal f(t) ima konacˇnu L2 normu, ‖f(t)‖L2 < ∞, kazˇemo da je f(t) ∈ L2, iz cˇega
proizlazi fizikalno znacˇenje da f(t) ima konacˇnu energiju.
L∞ norma funkcije definirana je sljedec´im izrazom
‖f(t)‖L∞ = sup
t≥0
‖f(t)‖. (2.10)
Ako neki signal f(t) ima konacˇnu L∞ normu, ‖f(t)‖L∞ < ∞, kazˇemo da je f(t) ∈ L∞, iz
cˇega proizlazi fizikalno znacˇenje da f(t) ima konacˇnu amplitudu za sve t ≥ 0.
2.2 Kroneckerov produkt i vektorizacija matrice
Definicija 2.1 (Kroneckerov produkt). Kroneckerov produkt matrica A ∈ Rm×n i B ∈ Rp×q
definiran je s
A⊗B = [aijB]ij =


a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB


(2.11)
gdje je A⊗B ∈ Rmp×nq.
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Za Kroneckerov produkt vrijede sljedec´a svojstva
A⊗B 6= B⊗A,
A⊗ (B+C) = A⊗B+A⊗C,
(B+C)⊗A = B⊗A+C⊗A,
(kA)⊗B = A⊗ (kB) = k(A⊗B),
A⊗ (B⊗C) = (A⊗B)⊗C,
(A⊗B)(C⊗D) = AC⊗BD,
(A⊗B)−1 = A−1 ⊗B−1.
(2.12)
U slucˇaju kvadratnih matrica, A ∈ Rn×n i B ∈ Rm×m, vrijede sljedec´a svojstva
tr(A⊗B) = tr(A)tr(B),
det(A⊗B) = det(A)ndet(B)m,
rank(A⊗B) = rank(A)rank(B),
(A⊗B)T = AT ⊗BT.
(2.13)
Definicija 2.2 (Kroneckerova suma). Ako su A ∈ Rn×n, B ∈ Rm×m, tada je Kroneckerova
suma matrica definirana s
A⊕B = A⊗ Im + In ⊗B. (2.14)
Ako su a,b ∈ Rn, tada je Kroneckerova suma matrica definirana s
a⊕ b = a⊗ In + In ⊗ b. (2.15)
Definicija 2.3 (Vektorizacija matrice). Vektorizacija matrice je transformacija matrice A ∈
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m×n u vektor vec(A) ∈ Rk, k = m · n,
vec(A) =
[
a11 . . . am1 a12 . . . am2 . . . a1n . . . amn
]T
=
=
[
a1 a2 . . . ak
]T
.
(2.16)
Operator vektorizacije je linearan operator, tj. vrijedi
vec(αA+ βB) = αvec(A) + βvec(B). (2.17)
Vrijede sljedec´a svojstva operatora vektorizacije matrice i Kroneckerovog produkta matrica:
vec(AX) = (In ⊗A)vec(X),
vec(XB) = (BT ⊗ Im)vec(X),
vec(AX+XB) = (In ⊗A+BT ⊗ Im)vec(X),
vec(AXB) = (BT ⊗A)vec(X).
(2.18)
Definicija 2.4 (Hadamardov produkt). Za dvije matrice istih dimenzija A, B ∈ Rm×n
Hadamardov produkt definiran je s
A⊙B = [aijbij ]ij =


a11b11 a12b12 · · · a1nb1n
a21b21 a22b22 · · · a2nb2n
...
...
. . .
...
am1bm1 am2bm2 · · · amnbmn


, (2.19)
gdje je A⊙B ∈ Rm×n.
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Kao izravnu posljedicu prethodne definicije imamo sljedec´a svojstva
A⊙B = B⊙A,
(A⊙B)T = AT ⊙BT,
(A⊙B)⊙C = A⊙ (B⊙C) .
(2.20)
2.3 Vektorske i matricˇne derivacije
Neka je funkcija f : S → R, S ⊂ Rn skalarna funkcija n nezavisnih varijabli. Uobi-
cˇajeno je da se varijable smatraju elementima vektora x = [x1 x2 . . . xn]
T. Funkcija f je
diferencijabilna u x ako postoji vektor g dimenzije 1× n takav da je
lim
y→0
f(x+ y)− f(x)− g · y
‖y‖ = 0, (2.21)
gdje je g · y skalarni produkt, a ‖ · ‖ je bilo koja vektorska norma od y.
Definicija 2.5 (Gradijent). Ako postoji g koji zadovoljava (2.21), tada se taj vektor naziva
gradijent funkcije f(x) po vektorskoj varijabli x cˇiji su elementi ∂f(x)
∂xi
, i = 1, . . . , n, tj.
∇xf(x) = ∂f(x)
∂x
=
[
∂f(x)
∂x1
∂f(x)
∂x2
. . . ∂f(x)
∂xn
]
. (2.22)
Definicija 2.6 (Hessijan skalarne funkcije). Hessijan skalarne funkcije f(x) je matrica cˇiji
su elementi ∂
2f(x)
∂xi∂xj
, i, j = 1, 2, . . . , n, tj.
∇2xf(x) =
∂2f(x)
∂x∂xT
=


∂2f(x)
∂x2
1
∂2f(x)
∂x1∂x2
. . . ∂
2f(x)
∂x1∂xn
∂2f(x)
∂x2∂x1
∂2f(x)
∂x2
2
. . . ∂
2f(x)
∂x2∂xn
...
...
. . .
...
∂2f(x)
∂xn∂x1
∂2f(x)
∂xn∂x2
. . . ∂
2f(x)
∂x2n


. (2.23)
Funkcija f(x) je diferencijabilna na domeni S ako ∇xf(x) postoji za svaki x ∈ S i
neprekidno diferencijabilna ako je ∇xf(x) neprekidna funkcija od x, sˇto oznacˇavamo s f ∈
C1(S). Slicˇno, f(x) je dvaput difrencijabilna na S ako∇2xf(x) postoji za svaki x ∈ S i dvaput
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neprekidno difrencijabilna ako je ∇2xf(x) neprekidna na S, sˇto oznacˇavamo s f ∈ C2(S).
Kada je f(x) dvaput neprekidno diferencijabilna, Hessijan je simetricˇna matrica, odnosno
∂2f(x)
∂xi∂xj
=
∂2f(x)
∂xj∂xi
, ∀i, j = 1, 2, . . . , n. (2.24)
Neka je sada f : S → Rm, m ≥ 2, S ⊂ Rn vektorska funkcija s varijablama x =
[x1 x2 . . . xn]
T.
Definicija 2.7 (Jacobijan vektorske funkcije). Jacobijan vektorske funkcije f(x) je matrica
cˇiji su elementi ∂fi(x)
∂xj
, i = 1, . . . , m, j = 1, . . . , n, tj.
∇xf = ∂f(x)
∂x
=


∇xf1(x)
∇xf2(x)
...
∇xfm(x)


=


∂f1(x)
∂x1
∂f1(x)
∂x2
. . . ∂f1(x)
∂xn
∂f2(x)
∂x1
∂f2(x)
∂x2
. . . ∂f2(x)
∂xn
...
...
. . .
...
∂fm(x)
∂x1
∂fm(x)
∂x2
. . . ∂fm(x)
∂xn


. (2.25)
Definicija 2.8 (Hessijan vektorske funkcije). Hessijan vektorske funkcije f(x) je matrica
drugih parcijalnih derivacija po vektorskoj varijabli x i dan je izrazom
∇2xf(x) = ∇x vec
(∇Tx f) =


∂2f1(x)
∂x2
1
∂2f1(x)
∂x1∂x2
. . . ∂
2f1(x)
∂x1∂xn
...
...
. . .
...
∂2f1(x)
∂xn∂x1
∂2f1(x)
∂xn∂x2
. . . ∂
2f1(x)
∂x2n
∂2f2(x)
∂x2
1
∂2f2(x)
∂x1∂x2
. . . ∂
2f2(x)
∂x1∂xn
...
...
. . .
...
∂2f2(x)
∂xn∂x1
∂2f2(x)
∂xn∂x2
. . . ∂
2f2(x)
∂x2n
...
...
...
...
∂2fm(x)
∂x2
1
∂2fm(x)
∂x1∂x2
. . . ∂
2fm(x)
∂x1∂xn
...
...
. . .
...
∂2fm(x)
∂xn∂x1
∂2fm(x)
∂xn∂x2
. . . ∂
2fm(x)
∂x2n


. (2.26)
Ocˇito je da Hessijan vektorske funkcije po vektorskoj varijabli u opc´em slucˇaju, tj. za
m ≥ 2, nije kvadratna matrica, pa prema tome nije niti simetricˇna matrica. Med¯utim, za
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matricu definiranu s (2.26) kazˇemo da je retcˇano simetricˇna (engl. row symmetric). U daljnim
izlaganjima, u izrazima gdje se pojavljuju Hessijani vektorske (ili matricˇne) funkcije znak za
transponiranje Jacobijana unutar vec(·) operacije c´emo izostavljati.
Primjenom operacije vektorizacije, prosˇirenje prethodnih pojmova na matricˇne funkcije
je jednostavno. Neka je F : S → Rm×p matricˇna funkcija definirana na skupu S ⊂ Rn. Za
matricˇnu funkciju F mozˇemo definirati odgovarajuc´u vektorsku funkciju f : S → Rmp kao
f(x) = vec(F(x)), pa je Jacobijan i Hessijan matricˇne funkcije po vektorskoj varijabli lako
dobiti na osnovu Definicija 2.7 i 2.8.
Ako je z ∈ Rp diferencijabilna funkcija od y ∈ Rm i y je diferencijabilna funkcija od
x ∈ Rn tada je, prema pravilu ulancˇanog deriviranja, Jacobijan od funkcije z(y(x)) po
vektoru x jednak
∇xz(y(x)) = ∇yz · ∇xy. (2.27)
Ako je z ∈ Rp diferencijabilna funkcija od y ∈ Rm i y je diferencijabilna funkcija od
x ∈ Rn tada je, na osnovu izraza (2.27) te primjenom pravila Kroneckerovog produkta iz
Potpoglavlja 2.2, Hessijan od funkcije z(y(x)) po vektoru x jednak
∇2xz(y(x)) = ∇x vec(∇xz) = ∇x vec(∇yz · ∇xy) =
= ∇x [(In ⊗∇yz) · vec(∇xy)] = ∇x
[(∇Txy ⊗ Ip) · vec(∇yz)] =
= (In ⊗∇yz) · ∇x vec(∇xy) +
(∇Txy⊗ Ip) · ∇y vec(∇yz) · ∇xy.
(2.28)
2.4 Konveksne i konkavne funkcije i skupovi
Definicija 2.9 (Konveksna funkcija). Funkcija f(x) : Rn → R je konveksna ako za svaki par
tocˇaka x1 =
[
x
(1)
1 x
(1)
2 . . . x
(1)
n
]T
, x2 =
[
x
(2)
1 x
(2)
2 . . . x
(2)
n
]T
i svaki 0 ≤ α ≤ 1 vrijedi
f (αx2 + (1− α)x1) ≤ αf(x2) + (1− α)f(x1), (2.29)
tj. ako odjeljak pravca koji spaja dvije tocˇke potpuno lezˇi iznad ili na grafu funkcije f(x).
Definicija 2.10 (Konkavna funkcija). Funkcija f(x) je konkavna ako za svaki par tocˇaka
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x1 =
[
x
(1)
1 x
(1)
2 . . . x
(1)
n
]T
, x2 =
[
x
(2)
1 x
(2)
2 . . . x
(2)
n
]T
i svaki 0 ≤ α ≤ 1 vrijedi
f (αx2 + (1− α)x1) ≥ αf(x2) + (1− α)f(x1), (2.30)
tj. ako odjeljak pravca koji spaja dvije tocˇke potpuno lezˇi ispod grafa funkcije f(x).
Definicija 2.11 (Konveksni skup). Skup X je konveksan ako i samo ako za sve x1, x2 ∈ X
i svaki 0 ≤ α ≤ 1 vrijedi
αx2 + (1− α)x1 ∈ X, (2.31)
tj. ako sve tocˇke na odjeljku pravca koji spaja x1, x2 ∈ X pripadaju skupu X.
Ako se u Definicije 2.9 i 2.10 postave stroge nejednakosti (<, odnosno >), tada se radi
o strogoj konveksnosti, odnosno strogoj konkavnosti funkcija. Iz (2.29) i (2.30) se mozˇe
zakljucˇiti da je negativna konveksna funkcija konkavna funkcija i obrnuto. Takod¯er, suma
konveksnih (konkavnih) funkcija je opet konveksna (konkavna) funkcija.
Kao dodatak gornjim definicijama sljedec´i teoremi se mogu koristiti kao test konveksnosti
(konkavnosti) pojedinih funkcija.
Teorem 2.1. Funkcija f(x) ∈ C1 je konveksna ako za svaki par tocˇaka x1 i x2 imamo
f(x2) ≥ f(x1) +∇xf(x1) · (x2 − x1). (2.32)
Dokaz. Vidjeti na primjer u [58, Poglavlje 3.1.3]. 
Teorem 2.2. Funkcija f(x) ∈ C2 je konveksna ako je Hessijan ∇2xf(x) pozitivno semidefi-
nitna matrica.
Dokaz. Vidjeti na primjer u [57, Poglavlje 4.3]. 
Pretpostavimo da za konveksnu funkciju f(x) postoje dva lokalna minimuma x1 i x2 te
neka je f(x2) < f(x1). Buduc´i da je f(x) konveksna funkcija, x1 i x2 moraju zadovoljiti
relaciju (2.32) iz koje proizlazi
∇xf(x1) · s ≤ 0, (2.33)
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gdje je s = x2 − x1. Prethodni izraz pokazuje da vrijednost funkcije f(x) mozˇe i dalje biti
smanjena u smjeru s iz tocˇke x1. Ovo je u kontradikciji s polaznom pretpostavkom da je
x1 lokalni minimum. Prema tome, ne mozˇe postojati viˇse od jednog minimuma konveksne
funkcije, tj. lokalni minimum konveksne funkcije je globalni minimum.
Definicija 2.12 (Subgradijent konveksne funkcije). Subgradijent konveksne funkcije f :
R
n → R u tocˇki xc ∈ Rn je svaki vektor g koji zadovoljava
f(x) ≥ f(xc) + g(x− xc), ∀x ∈ Rn. (2.34)
Skup svih subgradijenata konveksne funkcije f : Rn → R u tocˇki xc ∈ Rn zovemo subdife-
rencijal i oznacˇavamo ga s ∂f(xc). Skup ∂f(xc) je neprazan ogranicˇen, konveksan i zatvoren,
vidjeti na primjer [61, Poglavlje 2.5], [62, Poglavlje 1.2], [63, Poglavlje 1.2].
Ako je f diferencijabilna u xc, onda je ∂f(xc) = ∇xf(xc). Stoga je subgradijent poopc´enje
gradijenta na konveksne nediferencijabilne funkcije.
2.5 Aproksimacija
Teorija aproksimacije je podrucˇje matematike koje se bavi problemima priblizˇne repre-
zentacije neke funkcije f(x), definirane na nekom skupu S (najcˇesˇc´e interval oblika [a, b]),
drugom funkcijom fˆ(x) koja ovisi o nekim parametrima c1, c2, . . . , cm koje treba odrediti, tj.
fˆ(x) = fˆ(x; c1, c2, . . . , cm). (2.35)
Odred¯ivanje parametara aproksimacijske funkcije obicˇno se svodi na problem minimizacije
norme pogresˇke f(x) − fˆ(x) u nekom odabranom vektorskom prostoru funkcija definiranih
na domeni S.
Aproksimacijske funkcije mogu biti linearne ili nelinearne, pri cˇemu se (ne)linearnost ne
odnosi na oblik funkcije fˆ nego na njenu ovisnost o parametrima ci, i = 1, 2, . . . , m. U ovoj
disertaciji c´emo koristiti linearne aproksimacijske funkcije.
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Opc´i oblik linearne aproksimacijske funkcije je
fˆ(x) =
m∑
i=1
cifˆi(x), (2.36)
gdje su fˆ1, . . . , fˆm poznate funkcije. Polinomi su najcˇesˇc´e koriˇstene baze linearnih aproksi-
macijskih funkcija. U tom slucˇaju fˆ(x) se mozˇe zapisati u sljedec´em obliku
fˆ(x) =
m∑
i=0
ci+1x
m−i. (2.37)
Nadalje, vazˇni su sljedec´i teoremi o uniformnoj aproksimaciji funkcije cˇiji se dokazi mogu
pronac´i na primjer u [59, Poglavlje 6.], [60, Poglavlje 2.] i [64, Poglavlje 7.].
Teorem 2.3 (Weierstraßov teorem). Neka je f neprekidna realna funkcija na realnom inte-
rvalu [a, b]. Tada za svaki ε > 0 postoji polinom p tako da za svaki x u [a, b] vrijedi
sup
a≤x≤b
|f(x)− p(x)| ≤ ε. (2.38)
Skup C[a, b] realnih neprekidnih funkcija na intervalu [a, b] s normom ‖f‖ = supa≤x≤b |f(x)|
je Banachova algebra (tj. asocijativna algebra i Banachov prostor1 tako da je ‖f g‖ ≤ ‖f‖·‖g‖
za sve f i g). Skup svih polinomnih funkcija formira podalgebru od C[a, b] (tj. vektorski
potprostor od C[a, b] koji je zatvoren u odnosu na mnozˇenje funkcija), pa Weierstraßov te-
orem ustvari kazˇe da je skup svih polinoma gust u C[a, b], vidjeti na primjer [60, Teorem 6.,
str. 7].
Teorem 2.4 (Stone-Weierstraßov teorem). Neka je X kompaktni Hausdorffov prostor2, neka
je C(X) algebra realnih neprekidnih funkcija na X i neka je A podalgebra od C(X) koja
sadrzˇi konstantnu funkciju. Tada, A je gust u C(X) ako i samo ako razdvaja tocˇke u X, tj.
za razlicˇite tocˇke x, y ∈ X postoji funkcija f ∈ A takva da je f(x) 6= f(y).
1Za detalje vidjeti na primjer [65, Prva glava: Poglavlje 4. i Trec´a glava: Poglavlje 1.8].
2Za detalje vidjeti na primjer [65, str. 726]
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Poglavlje 3
L2 upravljanje nelinearnim dinamicˇkim
sustavima
U ovom poglavlju izlazˇu se osnovni pojmovi iz teorije upravljanja koji ukljucˇuju L2 poja-
cˇanje nelinearnih dinamicˇkih sustava, odnosno, kako je prije navedeno, problem negdje poznat
kao nelinearno H∞ upravljanje. Izlaganja se najvec´im dijelom temelje na referencama koje
se bave: analizom nelinearnih sustava upravljanja [9, 10, 11]; H∞ upravljanjem i srodnim
minimaks problemima [8, 12, 13, 14, 15]; teorijom diferencijalnih igara [7, 16].
3.1 Afini nelinearni dinamicˇki sustavi
Razmatra se kauzalni afini nelinearni sustav u prostoru stanja definiran na glatkoj mno-
gostrukosti1 (engl. manifold) X⊆ Rn u sljedec´em obliku
Σ :


x˙ = f(x) +G1(x)u+G2(x)d, x(t0) = x0,
y = x,
z = h(x) + L(x)u,
(3.1)
1Definicija glatke mnogostrukosti mozˇe se pronac´i na primjer u [10, Dodatak A.3].
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gdje su x ∈ X vektor stanja, u ∈ U⊆ Rm vektor upravljanja koji pripada skupu U dozvolje-
nih upravljacˇkih ulaza, d ∈ Dvektor neodred¯enosti koji pripada skupu D⊂ L2 ([t0, tf ] , Rs)2
dozvoljenih neodred¯enosti. Vektor izlaza y ∈ Rn sadrzˇi sva direktno mjerena stanja sustava
Σ. Vektor z ∈ Rq je vektor izlaza kojima se zˇeli upravljati. Nadalje, funkcije f : X→ X,
G1 : X → Mn×m(X), G2 : X → Mn×s(X), h : X → Rq, L : X → Mq×m(X) su realne
C1-funkcije od x.
Kako bi se olaksˇalo daljnja razmatranja uvode se sljedec´e pretpostavke:
Pretpostavka 3.1. x = 0 je jedinstvena ravnotezˇna tocˇka, uz u = 0 i d = 0 sustava Σ te
vrijedi f(0) = 0, h(0) = 0.
Pretpostavka 3.2. Vektor h(x) i matrica L(x) su takvi da vrijedi h(x)T L(x) = 0 i L(x)T L(x) =
I za svaki x ∈ X.
Na osnovu Pretpostavke 3.2 imamo
z =

h(x)
u

 =⇒ ‖z‖2 = ‖h(x)‖2 + ‖u‖2. (3.2)
Uvod¯enjem Pretpostavke 3.2 izbjegli smo takozvani singularni problem. Viˇse o rjesˇavanju
singularnog problema publicirano je u radovima [66] i [67].
Pretpostavka 3.3. Pocˇetno stanje x0 je a-priori poznato.
Takod¯er, vazˇne su i sljedec´e definicije:
Definicija 3.1 (Opazivost u nultom stanju). Sustav Σ, uz d = 0 za svaki t ≥ 0 i izlaz
z = h(x) je opaziv u nultom stanju (engl. zero-state detectable), ako u = 0 i z = 0 za svaki
t ≥ 0 implicira lim
t→∞
x = 0.
Definicija 3.2 (Osmotrivost u nultom stanju). Sustav Σ, uz d = 0, je osmotriv u nultom
stanju (engl. zero-state observable), ako u = 0 i z = 0 za svaki t ≥ 0 implicira x(t) ≡ 0.
2Ovdje L2 ([t0, tf ] , R
s) oznacˇava standardni Lebesgueov prostor vektorskih kvadratno-integrabilnih i
ogranicˇenih funkcija koje preslikavaju [t0, tf ] ⊂ R→ Rs.
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Definicija 3.3 (Ustaljivost). Sustav Σ je lokalno ustaljiv (engl. locally stabilizable), tj. po-
stoji C0-funkcija µ : U ⊂ X→ Rm, µ(0) = 0, takva da je sustav x˙ = f(x) +G1(x)µ(x)
lokalno asimptotski stabilan3. Sustav Σ je ustaljiv ako je U = X.
Poznato je iz teorije disipativnosti [31, 68, 69] da je sustav (3.1) L2 stabilan, ako za sve
pocˇetne uvjete x0, sve neodred¯enosti d i sve tf ≥ t0 postoji funkcija akumulirane energije
(engl. storage function) V (x) > 0, koja je ujedno i Ljapunovljeva funkcija4, takva da vrijedi
nejednakost
V˙ (x) ≤ γ2dTd− zTz, γ > 0. (3.3)
Ako izraz (3.3) integriramo u intervalu od t0 do tf dobit c´emo
V (x(tf ))− V (x(t0)) +
tf∫
t0
(
zTz− γ2dTd) dt ≤ 0, (3.4)
a buduc´i da je V (x(tf )) ≥ 0 slijedi
tf∫
t0
zTzdt ≤ γ2
tf∫
t0
dTddt+ 2V (x(t0)). (3.5)
Prema tome mozˇemo uvesti sljedec´u definiciju:
Definicija 3.4 (L2 pojacˇanje). L2 pojacˇanje od d prema z sustava Σ je najmanja gornja
med¯a (supremum) od γ > 0 koji zadovoljava
‖z‖2L2 ≤ γ2‖d‖2L2 + β(x0), (3.6)
za neku ogranicˇenu C0-funkciju β : U ⊂ X→ R takvu da je β(0) = 0.
3Za definiciju lokalne asimptotske stabilnosti vidjeti Dodatak A.
4Za definiciju Ljapunovljeve funkcije vidjeti Dodatak A.
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3.2 Formulacija upravljacˇkog problema i uvjeti
optimalnosti
Opc´enito, problem optimalnog L2 upravljanja dinamicˇkim sustavima kod kojih su sve
varijable stanja dostupne (mjerljive ili se mogu rekonstruirati) mozˇe se formulirati na sljedec´i
nacˇin:
Problem 3.1 (Optimalno L2 upravljanje po varijablama stanja). Problem optimalnog L2
upravljanja po varijablama stanja interno stabilnog sustava5 Σ je odrediti zakon upravljanja
u∗ = µ(x, t) i
”
najgori slucˇaj” d∗ = ν(x, t) tako da γ > 0 bude minimalan.
Pretpostavka 3.4. Funkcije µ(x, t) i ν(x, t) su µ ∈ C1(X), ν ∈ C1(X).
Kako bi izveli uvjete optimalnosti, razmatrat c´emo rjesˇavanje takozvanog sub-optimalnog
L2 (ili nelinearnog H∞) problema. Neka za sustav Σ postoji neki γ ≥ γ∗ koji zadovoljava
(3.6). Tada mozˇemo formulirati problem minimaks optimalnog upravljanja na sljedec´i nacˇin
min
u
max
d
J(x,u,d) =
tf∫
t0
(‖h(x)‖2 + ‖u‖2 − γ2‖d‖2) dt, (3.7)
uz dinamicˇka ogranicˇenja
x˙ = f(x) +G1(x)u+G2(x)d, x(t0) = x0, (3.8)
na konacˇnom vremenskom horizontu tf > t0.
Definirajmo Hamiltonijan
H(x,p,u,d) = pT (f(x) +G1(x)u+G2(x)d) + ‖h(x)‖2 + ‖u‖2 − γ2‖d‖2. (3.9)
Ako odaberemo p = ∇TxV (x, t) tada nuzˇni uvjeti optimalnosti slijede iz principa minimuma,
5Ovdje pod pojmom interne ili unutarnje stabilnosti sustava podrazumijevamo da su svi unutarnji signali
sustava (ili trajektorije sustava) ogranicˇene, a sˇto je ekvivalent asimptotskoj stabilnosti zatvorenog sustava
uz d = 0.
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odnosno maksimuma, a oblika su (vidjeti na primjer [12, 13, 15])
∇uH = 0 =⇒ u∗(x, t) = −1
2
GT1 (x)∇TxV (x, t),
∇dH = 0 =⇒ d∗(x, t) = 1
2γ2
GT2 (x)∇TxV (x, t),
(3.10)
gdje je V glatko pozitivno semidefinitno rjesˇenje HJI jednadzˇbe
∇tV (x, t) +∇xV (x, t)f(x) + 1
4
∇xV (x, t)
[
1
γ2
G2(x)G
T
2 (x) −
−G1(x)GT1 (x)
]
∇TxV (x, t) + hT(x)h(x) = 0, V (x(tf ), tf) = 0.
(3.11)
HJI jednadzˇba mozˇe imati viˇse od jednog pozitivno semidefinitnog glatkog rjesˇenja. Mini-
malno nenegativno rjesˇenje Va(x) je takvo da ne postoji drugo pozitivno semidefinitno rjesˇenje
V (x) tako da je Va(x) ≥ V (x) ≥ 0. U [12] je pokazano da je Hessijan od Va(x) rjesˇenje opc´e
algebarske Riccatijeve jednadzˇbe (engl. General Algebraic Riccati Equation - GARE). Ovo
znacˇi da je sustav Σ potrebno linearizirati oko ishodiˇsta kako bi se dobilo GARE jednadzˇbu,
a zatim od svih nenegativnih rjesˇenja GARE jednadzˇbe izabrati ono koje odgovara stabilnoj
invarijantnoj mnogostrukosti Hamiltonove matrice.
Nadalje, u [12] je takod¯er pokazano:
• ako je sustav Σ osmotriv u nultom stanju (Definicija 3.2), za zadani γ > 0, V (x) ≥ 0
je glatko rjesˇenje HJI jednadzˇbe, tada sustav Σ ima L2 pojacˇanje ≤ γ te je (uz d = 0)
lokalno asimptotski stabilan;
• ako je sustav Σ opaziv u nultom stanju (Definicija 3.1) i postoji u(x) takav da je
L2 pojacˇanje ≤ γ i sustav je lokalno asimptotski stabilan tada postoji lokalno glatko
rjesˇenje V (x) ≥ 0 HJI jednadzˇbe.
3.3 Pristup na principu diferencijalnih igara
Najprije c´emo objasniti pojmove konveks-konkavna funkcija i sedlasta tocˇka. Neka su
W ⊂ Rn i Z ⊂ Rm ogranicˇeni i zatvoreni skupovi i neka je f(w, z) neprekidna funkcija
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definirana na W×Z. Funkcija f(w, z) je konveks-konkavna ako je konveksna u w ∈ W za
svaki z ∈ Z i konkavna u z ∈ Z za svaki w ∈ W. Za vektorski par (w∗, z∗) ∈ W×Z kazˇe
se da je sedlasta tocˇka od f(w, z) na W×Z ako
f(w∗, z) ≤ f(w∗, z∗) ≤ f(w, z∗), (3.12)
za svaki w ∈ W, z ∈ Z.
Lema 3.1. Neka je funkcija f(w, z) neprekidna na W× Z i neka su W, Z ogranicˇeni i
zatvoreni skupovi. Tada, f(w, z) ima sedlastu tocˇku na W×Z ako i samo ako
min
w∈W
max
z∈Z
f(w, z) = max
z∈Z
min
w∈W
f(w, z). (3.13)
Dokaz. Vidjeti na primjer u [70, Lema 6.1]. 
Maksimum i minimum u (3.13) su postignuti buduc´i da je f(w, z) neprekidna i W, Z su
zatvoreni i ogranicˇeni.
Problem L2 optimalnog upravljanja (Problem 3.1) mozˇe se razmatrati kao diferencijalna
igra, vidjeti na primjer [8, 16]. U tom slucˇaju vektor upravljanja u ∈ Rm je
”
igracˇ” koji
minimizira (3.7) dok je vektor neodred¯enosti d ∈ Rs
”
igracˇ” koji maksimizira (3.7). Prema
tome, mozˇemo definirati diferencijalnu igru nulte sume (engl. zero-sum differential game)
cˇija je optimalna vrijednost dana sljedec´im izrazom
V ∗(x0) = min
u
max
d
J(x, u,d), (3.14)
uz dinamicˇka ogranicˇenja (3.1).
Diferencijalna igra (3.14) ima jedinstveno rjesˇenje ako je ispunjen Nashov uvjet [71]
min
u
max
d
J(x, u, d) = max
d
min
u
J(x, u, d). (3.15)
Nuzˇan uvjet za to je Isaacsov uvjet [7]
min
u
max
d
H(x, ∇xV (x), u, d) = max
d
min
u
H(x, ∇xV (x), u, d), (3.16)
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gdje je H(x, ∇xV (x), u, d) Hamiltonijan (3.9) pri cˇemu je p = ∇TxV (x). Lako se mozˇe
vidjeti da su Hessijani od Hamiltonijana
∇2uH = 2 I > 0,
∇2dH = −2γ2 I < 0,
(3.17)
sˇto znacˇi da je Hamiltonijan (3.9) konveks-konkavna funkcija.
Prema tome, vektorski par (u∗,d∗) iz (3.10) ostvaruje jedinstvenu sedlastu tocˇku difere-
ncijalne igre (3.14) tako da je
H(x, ∇xV (x)u∗,d) ≤ H(x, ∇xV (x), u∗, d∗) ≤ H(x, ∇xV (x), u, d∗), (3.18)
ili ekvivalentno
J(x,u∗,d) ≤ J(x,u∗,d∗) ≤ J(x,u,d∗). (3.19)
Ocˇito je s diferencijalnom igrom (3.14) povezana HJI jednadzˇba (3.11). U [8] je pokazano
da ako je vrijednost igre (3.14) glatko minimalno pozitivno semidefinitno rjesˇenje HJI jedna-
dzˇbe (3.11) i sustav Σ je opaziv u nultom stanju (Definicija 3.1), tada je sustav u Nashovoj
ravnotezˇi i vektorski par (u∗,d∗) definiran izrazima (3.10) je sedlasta tocˇka.
Dakle, na osnovu razmatranja u kontekstu teorije diferencijalnih igara mozˇe se zakljucˇiti
da L2 optimalno upravljanje pripada klasi minimaks optimizacijskih problema.
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Poglavlje 4
Sinteza algoritma za minimaks optimalno
upravljanje
U ovom poglavlju predlazˇe se jedan nacˇin odred¯ivanja upravljacˇkih varijabli i varijabli
neodred¯enosti za optimalno L2 upravljanje (Problem 3.1) nelinearnim dinamicˇkim susta-
vima koji ne zahtjeva rjesˇavanja Hamilton-Jacobi-Isaacsove jednadzˇbe (3.11). Buduc´i da
minimizacija L2 pojacˇanja pripada klasi razlomacˇkih optimizacijskih problema, provedena je
transformacija u parametarski optimizacijski problem koji ukljucˇuje minimaks optimizacijski
potproblem, a cˇije se rjesˇavanje svodi na trazˇenje sedlaste tocˇke diferencijalne igre.
Upravljacˇke varijable i varijable neodred¯enosti aproksimiraju se funkcijama s linearnom
ovisnosˇc´u o konacˇnom broju konstantnih parametara. Za racˇunanje ovih parametara predlazˇe
se pristup koji se zasniva na integraciji subgradijentne metode, Newtonove metode, Adamsove
metode te automatskog diferenciranja u jedan algoritam.
Poglavlje predstavlja prosˇirenje pristupa temeljenog na rezultatima dosadasˇnjih istrazˇi-
vanja autora publiciranih u radovima [17, 18, 19, 20].
4.1 Formulacija optimizacijskog problema
Pristup rjesˇavanju problema optimizacije L2 pojacˇanja u ovoj disertaciji temelji se na
zamjeni komponenata vektora upravljanja i neodred¯enosti aproksimacijskim funkcijama s
linearnom ovisnosˇc´u o konacˇnom broju vremenski invarijantnih parametara koje treba odre-
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diti. Cilj nam je da upravljacˇke varijable eksplicitno ovise o varijablama stanja te u tom
obliku budu jednostavne za prakticˇnu implementaciju. Takod¯er, zˇelimo postic´i da numericˇko
rjesˇenje uniformno konvergira prema optimalnom rjesˇenju povec´anjem reda kompleksnosti
aproksimacije, tj. povec´anjem broja parametara.
Buduc´i da smo u prethodnom poglavlju uveli Pretpostavku 3.4, na osnovu Weierstraßo-
vog teorema [72, str. 65] (koji se odnosi na polinomne aproksimacijske funkcije) te njegovih
poopc´enja [73, 74, 75, 76] (koja se odnose na nepolinomne oblike nelinearnih aproksimacijskih
funkcija) o uniformnoj aproksimaciji glatkih funkcija, postoje konstante pij, r
i
j ∈ R takve da
i-tu komponentu vektora upravljanja i neodred¯enosti mozˇemo zapisati u sljedec´em obliku
uˆi(x) =
nθ∑
j=1
pijθ
i
j(x), (4.1)
dˆi(x) =
nψ∑
j=1
rijψ
i
j(x), (4.2)
gdje su θij(x) ∈ C1(X), ψij(x) ∈ C1(X) za koje vrijedi θij(0) = 0, ψij(0) = 0. Linearni
potprostori koje stvaraju skupovi {θij(x)} i {ψij(x)} su gusti u normi Soboljeva W 1,∞ [49].
Za dobro izabrane funkcije θij(x) i ψ
i
j(x) imamo
|uˆi(x)− ui(x)| < εui(x), (4.3)
|dˆi(x)− di(x)| < εdi(x), (4.4)
gdje su εui(x) i εdi(x) pogresˇke aproksimacije. Vrijedi εui(x)→ 0, εdi(x)→ 0 kada nθ →∞,
nψ → ∞, respektivno, dok za fiksne nθ i nψ pogresˇke aproksimacije su ogranicˇene konsta-
ntama na kompaktnom skupu. Dobro je poznato iz teorije aproksimacije (npr. [59, 60]), da
je vrlo cˇesto moguc´e unaprijed nac´i koliko cˇlanova razvoja treba uzeti za zadanu tocˇnost.
Jednadzˇbe (4.1) i (4.2) se mogu zapisati u sljedec´em matricˇnom obliku
uˆ(x) = Θ(x)pi, (4.5)
dˆ(x) = Ψ(x)ρ, (4.6)
31
gdje su
Θ(x) ≡


θ1(x) 0 · · · 0
0 θ2(x) · · · 0
...
...
. . .
...
0 0 · · · θm(x)


, Ψ(x) ≡


ψ1(x) 0 · · · 0
0 ψ2(x) · · · 0
...
...
. . .
...
0 0 · · · ψs(x)


,
θi(x) ≡
[
θi1(x) θ
i
2(x) · · · θinθ(x)
]
, ψi(x) ≡
[
ψi1(x) ψ
i
2(x) · · · ψinψ(x)
]
,
pi ≡


p1
p2
...
pm


, ρ ≡


r1
r2
...
rs


, pi ≡


pi1
pi2
...
pinθ


, ri ≡


ri1
ri2
...
rinψ


.
(4.7)
Na osnovu prethodnog razmatranja problem koji je ovdje potrebno rijesˇiti mozˇemo fo-
rmulirati na sljedec´i nacˇin:
Problem 4.1 (Minimaks optimalno upravljanje). Potrebno je odrediti parametre pi i ρ takve
da L2 pojacˇanje zatvorenog kruga bude minimalno. Drugim rijecˇima, prema Definiciji 3.4
potrebno je rijesˇiti sljedec´i minimaks optimizacijski problem:
λ∗(x0) = min
pi
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − β(x0)
‖Ψ(x)ρ‖2L2
}
, (4.8)
uz ogranicˇenja
x˙ = f(x) +G1(x)Θ(x)pi +G2(x)Ψ(x)ρ, (4.9)
pri cˇemu je minimalno L2 pojacˇanje jednako γ
∗ =
√
λ∗(x0).
U izrazu (4.8), u opc´enitom slucˇaju kada pocˇetni uvjeti x0 nisu poznati, β(x0) predstavlja
ogranicˇenu C0-funkciju za koju vrijedi β(0) = 0 (vidjeti izraz (3.6)). Med¯utim, u ovoj dise-
rtaciji uveli smo pretpostavku da su pocˇetni uvjeti x0 a-priori poznati (vidjeti Pretpostavku
3.3). To znacˇi da je β(x0) ustvari konstantna vrijednost za izabrane pocˇetne uvjete i obicˇno
se u literaturi naziva bias, vidjeti na primjer [9, Poglavlje 5.].
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Slucˇajem kada pocˇetni uvjeti x0 nisu poznati bave se, na primjer, radovi [77, 78, 79, 80].
Glavna ideja temeljena je na formulaciji problema u kojem se pocˇetni uvjeti takod¯er tretiraju
kao neodred¯enosti, tj. varijable koje makasimiziraju kriterij optimalnosti. Pristup koji se
predlazˇe u ovoj disertaciji mogao bi se prosˇiriti na taj slucˇaj, a sˇto c´e biti predmet buduc´ih
istrazˇivanja.
Ocˇito, Problem 4.1 pripada klasi razlomacˇkih optimizacijskih problema (engl. fractional
programming). Standardna matematicˇka formulacija ove klase problema, analiza i sinteza
osnovnih algoritama za njihovo rjesˇavanje te glavna podrucˇja primjene dani su u [81, 82].
4.2 Minimizacija L2 pojacˇanja i racˇunanje sedlaste
tocˇke
Za rjesˇavanje Problema 4.1 mogu se koristiti metoda kaznenih funkcija ili metoda La-
grangeovih mnozˇitelja [83, Poglavlje 17., str. 497] kako bi se dinamika sustava (4.9) ukljucˇila
u funkciju cilja (4.8). Time bi se dobio optimizacijski problem bez ogranicˇenja koji se mozˇe
rijesˇiti uobicˇajenim algoritmima nelinearnog programiranja [84, 85, 86].
Kao sˇto je pokazano u Potpoglavlju 3.3, L2 optimalno upravljanje dinamicˇkim susta-
vom ustvari se svodi na trazˇenje sedlaste tocˇke diferencijalne igre. U ovom potpoglavlju
c´emo izvesti jedan oblik kombinacije subgradijentne metode za minimizaciju L2 pojacˇanja i
Newtonovog algoritma za racˇunanje sedlaste tocˇke. Za razliku od nelinearnog programiranja,
dinamika sustava nije ukljucˇena u funkciju cilja, nego se za rekurzivno racˇunanje gradijenata
i Hessijana koristi cˇinjenica da su parametri pi, ρ i stanje sustava x povezani upravo preko
dinamike sustava (4.9).
Za minimizaciju L2 pojacˇanja predlazˇemo Algoritam 1. Vazˇno je primijetiti da u drugom
koraku Algoritma 1, za razliku od drugih direktnih metoda optimalnog upravljanja, dinamika
sustava nije ukljucˇena u funkciju cilja (4.10). Drugi korak Algoritma 1 bit c´e detaljnije
objasˇnjen kasnije u radu.
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Algoritam 1 Minimizacija L2 pojacˇanja
Ulaz: µ0 ∈ R+, ε ∈ R+, x0 ∈ Rn.
Izlaz: µ∗.
1: Postaviti k ← 0.
2: Rijesˇiti minimaks optimizacijski problem
J∗µk = minpi
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µk‖Ψ(x)ρ‖2L2} , (4.10)
gdje su x, pi i ρ povezani dinamikom sustava (4.9).
3: Izracˇunati
µk+1 = µk − ck gk, (4.11)
gdje je gk subgradijent od J
∗
µk
u µk, tj. gk ∈ ∂J∗µk , dok je ck korak minimizacije.
4: Ako je |µk+1−µk| ≤ ε tada zavrsˇiti proces, inacˇe postaviti k ← k+1 i vratiti se na korak
2.
Treba primijetiti da u drugom koraku Algoritma 1 ustvari imamo J∗µk = βµk(x0), gdje
β predstavlja bias iz izraza (4.8). Ovo c´e biti jasnije objasˇnjeno u daljnjem izlaganju Pro-
pozicijom 4.1 i Korolarom 4.1. Takod¯er treba primijetiti da je Jµ univarijantna funkcija po
parametru µ.
U drugom koraku Algoritma 1 primijenili smo transformaciju izraza (4.8) iz klase razlo-
macˇkih minimaks optimizacijskih problema u klasu parametarskih optimizacijskih problema.
Vezu izmed¯u ove dvije klase problema daje sljedec´a propozicija:
Propozicija 4.1. Algoritam 1 generira par (pi∗, ρ∗) koji je sedlasta tocˇka problema (4.8),
tj. vrijedi
a) za bilo koji ε > 0, µ∗ ≤ λ∗(x0) < µ∗ + ε;
b) λ(x0;pi
∗,ρ) ≤ µ∗ ≤ λ(x0;pi,ρ∗).
Dokaz.
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a) Buduc´i da je µ∗ > 0, na osnovu [87, Teorem 4.1 i Teorem 4.4. (tocˇka (1))] slijedi da
postoji ρ∗ takav da je
min
pi
Jµ∗(x0;pi,ρ
∗) ≥ βµ∗(x0). (4.12)
Iz (4.12) slijedi Jµ∗(x0;pi,ρ
∗) ≥ βµ∗(x0), tj. za svaki pi
µ∗ ≤ λ(x0;pi,ρ∗). (4.13)
S druge strane, buduc´i da je minpimaxρ λ(x0;pi,ρ) < µ
∗ + ε, iz [87, Propozicija 3.1
(tocˇka (1))] slijedi
min
pi
max
ρ
Jµ∗+ε(x0;pi,ρ) < βµ∗+ε(x0), (4.14)
sˇto pokazuje da postoji pi∗ takav da je maxρ Jµ∗+ε(x0;pi∗,ρ) < βµ∗+ε(x0).
Dakle, za svaki ρ, Jµ∗+ε(x0;pi
∗,ρ) < βµ∗+ε(x0), tj. za svaki ρ
λ(x0;pi
∗,ρ) < µ∗ + ε. (4.15)
Prema tome, za ρ∗ koji zadovoljava (4.13) proizlazi
λ(x0;pi
∗,ρ∗) < µ∗ + ε. (4.16)
Kombiniranjem (4.13) i (4.16) pokazuje se tvrdnja
µ∗ ≤ λ∗(x0) < µ∗ + ε. (4.17)
b) Na osnovu [87, Teorem 4.4. (tocˇka (2))] slijedi da postoji pi∗ takav da je
max
ρ
Jµ∗(x0;pi
∗,ρ) ≤ βµ∗(x0). (4.18)
Iz (4.18) slijedi Jµ∗(x0;pi
∗,ρ) ≤ βµ∗(x0), tj. za svaki ρ
µ∗ ≥ λ(x0;pi∗,ρ). (4.19)
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Kombiniranjem (4.19) i (4.13) pokazuje se tvrdnja
λ(x0;pi
∗,ρ) ≤ µ∗ ≤ λ(x0;pi,ρ∗). (4.20)

Iz prethodne propozicije, na osnovu rezultata iz [88], uz odred¯ene modifikacije mozˇemo
dokazati sljedec´i korolar:
Korolar 4.1. Vrijedi
µ∗ = λ(x0;pi
∗,ρ∗), (4.21)
ako i samo ako
Jµ∗ = β(x0). (4.22)
Dokaz. Neka su pi∗ i ρ∗ rjesˇenja problema (4.8). Tada imamo
max
ρ
‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − β(x0)
‖Ψ(x)ρ‖2L2
≤ µ∗ ≤
≤ min
pi
‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − β(x0)
‖Ψ(x)ρ∗‖2L2
,
(4.23)
sˇto implicira
‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − µ∗‖Ψ(x)ρ‖2L2 ≤ β(x0) ≤
≤ ‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ∗‖Ψ(x)ρ∗‖2L2 ,
(4.24)
odakle slijedi
‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − µ∗‖Ψ(x)ρ∗‖2L2 = β(x0). (4.25)
Iz (4.24) imamo Jµ∗ = β(x0), dok iz (4.25) vidimo da je optimum postignut, na primjer, u
(pi∗,ρ∗).
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Neka su sada pi∗ i ρ∗ rjesˇenja problema (4.10) takvi da je
‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − µ∗‖Ψ(x)ρ‖2L2 ≤
≤ β(x0) = ‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − µ∗‖Ψ(x)ρ∗‖2L2 ≤
≤ ‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ∗‖Ψ(x)ρ∗‖2L2 .
(4.26)
Iz gornjeg izraza dobivamo
‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − β(x0)
‖Ψ(x)ρ∗‖2L2
= µ∗, (4.27)
max
ρ
‖h(x)‖2L2 + ‖Θ(x)pi∗‖2L2 − β(x0)
‖Ψ(x)ρ‖2L2
≤ µ∗ ≤
≤ min
pi
‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − β(x0)
‖Ψ(x)ρ∗‖2L2
.
(4.28)
Iz (4.28) vidimo da je λ(x0;pi
∗,ρ∗) = µ∗, dok iz (4.27) vidimo da je optimum postignut, na
primjer, u (pi∗,ρ∗). 
Buduc´i da je funkcija Jµ opc´enito nediferencijabilna, u trec´em koraku Algoritma 1 koristi
se subgradijentna metoda koja je poznata kao relativno jednostavan algoritam i za koju je,
u slucˇaju konveksnih problema, dokazana konvergencija. Takod¯er, za razliku od vec´ine dru-
gih algoritama nediferencijabilne optimizacije, subgradijentna metoda ne zahtijeva rjesˇavanje
dodatnih problema odred¯ivanja smjera trazˇenja ili koraka konvergencije.
Kako bi osigurali konvergenciju subgradijentne metode potrebno je unaprijed odrediti niz
{ck}∞k=0 tako da bude zadovoljeno
ck > 0, lim
k→∞
ck = 0,
∞∑
k=0
ck =∞. (4.29)
Konstantan korak minimizacije ck bio bi neodgovarajuc´i buduc´i da funkcija kriterija optima-
lnosti mozˇe biti nediferencijabilna u optimalnoj tocˇki, pa {gk}∞k=0 nuzˇno ne tezˇi prema nuli,
iako {µk}∞k=0 konvergira u optimalnu vrijednost.
Iako za subgradijentnu metodu ne postoji dovoljno dobar kriterij zaustavljanja, u cˇetvrtom
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koraku Algoritma 1 racˇunanje se zaustavlja u iteraciji k∗ tako da je |µk+1 − µk| ≤ ε te se
µk∗ = µ
∗ = (γ∗)2 uzima kao dovoljno dobra aproksimacija L2 pojacˇanja dinamicˇkog sustava.
O kriteriju zaustavljanja bit c´e govora i u Potpoglavlju 4.3.3. Viˇse detalja o subgradijentnoj
metodi mozˇe se nac´i u [61], [63] i [84, Poglavlje 6.3].
Sljedec´a lema pokazuje svojstvo konkavnosti (vidjeti Definiciju 2.10) funkcije Jµ:
Lema 4.1. Funkcija Jµ je konkavna s obzirom na parametar µ.
Dokaz. Neka su proizvoljno izabrani µ1 i µ2, µ1 6= µ2 i neka su definirani
pii ∈ arg min
pi
{
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µi‖Ψ(x)ρ‖2L2}
}
, (4.30)
ρi ∈ arg max
ρ
{
min
pi
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µi‖Ψ(x)ρ‖2L2}} , (4.31)
za i = 1, 2. Tada za svaki 0 ≤ α ≤ 1 imamo
αJµ(µ2) + (1− α) Jµ(µ1) =
= α
(‖h(x)‖2L2 + ‖Θ(x)pi2‖2L2 − µ2‖Ψ(x)ρ2‖2L2)
+ (1− α) (‖h(x)‖2L2 + ‖Θ(x)pi1‖2L2 − µ1‖Ψ(x)ρ1‖2L2) ≤
≤ α (‖h(x)‖2L2 + ‖Θ(x)pi2‖2L2 − µ2‖Ψ(x)ρ2‖2L2)
+ (1− α) (‖h(x)‖2L2 + ‖Θ(x)pi2‖2L2 − µ1‖Ψ(x)ρ2‖2L2) =
= ‖h(x)‖2L2 + ‖Θ(x)pi2‖2L2 − (αµ2 + (1− α)µ1)‖Ψ(x)ρ2‖2L2,
(4.32)
odakle slijedi
αJµ(µ2) + (1− α) Jµ(µ1) ≤ Jµ(αµ2 + (1− α)µ1). (4.33)

Lema 4.2. Funkcija Jµ je nerastuc´a.
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Dokaz. Neka su izabrani µ1 i µ2 tako da je µ1 > µ2 i neka su definirani
pi2 ∈ arg min
pi
{
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ2‖Ψ(x)ρ‖2L2}
}
, (4.34)
ρ2 ∈ arg max
ρ
{
min
pi
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ2‖Ψ(x)ρ‖2L2}} . (4.35)
Tada imamo
Jµ(µ2) = min
pi
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ2‖Ψ(x)ρ‖2L2} =
= ‖h(x)‖2L2 + ‖Θ(x)pi2‖2L2 − µ2‖Ψ(x)ρ2‖2L2 >
> ‖h(x)‖2L2 + ‖Θ(x)pi2‖2L2 − µ1‖Ψ(x)ρ2‖2L2 ≥
≥ min
pi
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ1‖Ψ(x)ρ‖2L2} = Jµ(µ1).
(4.36)

Na osnovu prethodnih rezultata, subgradijent (vidjeti Definiciju 2.12) od funkcije Jµ s
obzirom na parametar µ se dobiva iz sljedec´e propozicije:
Propozicija 4.2. Subgradijent od J∗µk s obzirom na µk je −‖Ψ(x)ρk‖2L2.
Dokaz. Definirajmo funkciju g = −Jµ. Iz Leme 4.1 i Leme 4.2 slijedi da je g konveksna u
parametru µ i nepadajuc´a. Za bilo koji µ ∈ R, neka su piµ i ρµ definirani sa
piµ ∈ arg max
pi
{
min
ρ
{−‖h(x)‖2L2 − ‖Θ(x)pi‖2L2 + µ‖Ψ(x)ρ‖2L2}
}
, (4.37)
ρµ ∈ arg min
ρ
{
max
pi
{−‖h(x)‖2L2 − ‖Θ(x)pi‖2L2 + µ‖Ψ(x)ρ‖2L2}} . (4.38)
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Tada, za fiksni µ i proizvoljni µ′ imamo
g(µ′)− g(µ) = max
pi
min
ρ
{−‖h(x)‖2L2 − ‖Θ(x)pi‖2L2 + µ′‖Ψ(x)ρ‖2L2}
−max
pi
min
ρ
{−‖h(x)‖2L2 − ‖Θ(x)pi‖2L2 + µ‖Ψ(x)ρ‖2L2} =
=
(−‖h(x)‖2L2 − ‖Θ(x)piµ′‖2L2 + µ′‖Ψ(x)ρµ′‖2L2)
− (−‖h(x)‖2L2 − ‖Θ(x)piµ‖2L2 + µ‖Ψ(x)ρµ‖2L2) ≥
≥ (−‖h(x)‖2L2 − ‖Θ(x)piµ‖2L2 + µ′‖Ψ(x)ρµ‖2L2)
− (−‖h(x)‖2L2 − ‖Θ(x)piµ‖2L2 + µ‖Ψ(x)ρµ‖2L2) =
= (µ′ − µ) ‖Ψ(x)ρµ‖2L2 .
(4.39)
Iz prethodnog izraza proizlazi da je ‖Ψ(x)ρµ‖2L2 subgradijent od konveksne funkcije g po
µ, tj. subgradijent od J∗µk je −‖Ψ(x)ρk‖2L2 uz
pik ∈ arg min
pi
{
max
ρ
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µk‖Ψ(x)ρ‖2L2}
}
, (4.40)
ρk ∈ arg max
ρ
{
min
pi
{‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µk‖Ψ(x)ρ‖2L2}} . (4.41)

Napomena 4.1. Slicˇno kao i u dokazu Propozicije 4.1 na osnovu rezultata iz [87] imamo
max
pi
min
ρ
{−‖h(x)‖2L2 − ‖Θ(x)pi‖2L2 + µ′‖Ψ(x)ρ‖2L2} ≥ βµ′(x0), (4.42)
a slicˇno kao i u dokazu Korolara 4.1 na osnovu rezultata iz [88] imamo
βµ′(x0) = g(µ
′), (4.43)
iz cˇega slijedi nejednakost u izrazu (4.39).
Za rjesˇavanje potproblema u drugom koraku Algoritma 1 koristimo Newtonovu metodu
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kao sˇto je opisano u Algoritmu 2.
Algoritam 2 Newtonova metoda za racˇunanje sedlaste tocˇke
Ulaz: ξ0 ≡
[
piT0 ρ
T
0
]T ∈ Rnξ , ǫ ∈ R+.
Izlaz: pi∗, ρ∗.
1: Postaviti j ← 0.
2: Odrediti vektor smjera trazˇenja sj rjesˇavanjem sustava linearnih jednadzˇbi
∇ξJ(ξj) sj = −J(ξj). (4.44)
3: Odrediti korak konvergencije ηj > 0 primjenom strategije pretrazˇivanja po pravcu koja
zadovoljava Wolfeove uvjete (vidjeti Algoritam 3).
4: Izracˇunati
ξj+1 = ξj + ηj sj. (4.45)
5: Ako je kriterij ‖J(ξj)‖∞ ≤ ǫ ispunjen tada zavrsˇiti proces, inacˇe postaviti j ← j + 1 i
vratiti se na korak 2.
U izrazu (4.44) imamo:
ξ ≡

pi
ρ

 , J(ξ) ≡ [∇piJ −∇ρJ]T , ∇ξJ(ξ) ≡

 ∇2piJ ∇2pi,ρJ
−∇2ρ,piJ −∇2ρJ

 , (4.46)
J = ‖h(x)‖2L2 + ‖Θ(x)pi‖2L2 − µ‖Ψ(x)ρ‖2L2, (4.47)
pri cˇemu su: ∇piJ ∈ Rnpi , ∇ρJ ∈ Rnρ , ∇2piJ ∈ Rnpi×npi , ∇2ρJ ∈ Rnρ×nρ , ∇2pi,ρJ ∈
R
npi×nρ , ∇2ρ,piJ ∈ Rnρ×npi , npi = m · nθ, nρ = s · nψ.
Maksimizacija funkcije cilja postigla se dodavanjem znaka minus ispred gradijenta ∇ρJ
i Hessijana ∇2ρ,piJ i ∇2ρJ . Buduc´i da je J ∈ C2(S), S ⊆ Rnξ , nξ = npi + nρ, slijedi da je
∂2J
∂pi∂ρT
= ∂
2J
∂ρ∂piT
, sˇto znacˇi da su ∇2piJ i ∇2ρJ simetricˇne matrice te vrijedi ∇2ρ,piJ =
[∇2pi,ρJ]T,
sˇto nadalje implicira da je ∇ξJ(ξ) bisimetricˇna matrica, a to znacˇi da vrijedi
∇ξJ(ξ) = [∇ξJ(ξ)]T , ∇ξJ(ξ)I= I∇ξJ(ξ), (4.48)
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gdje je I obrnuta jedinicˇna matrica cˇiji su elementi dani s
Iij =


1, j = nξ − i+ 1,
0, j 6= nξ − i+ 1.
(4.49)
Poznato je da na svakom mjestu minimuma ili maksimuma gradijent mora iˇscˇezavati.
Dakle, racˇunanje sedlaste tocˇke funkcije J iz (4.47) ekvivalentno je rjesˇavanju jednadzˇbe
J(ξ) = 0, (4.50)
odnosno rjesˇavanju optimizacijskog problema
min
ξ
{
1
2
‖J(ξ)‖2
}
. (4.51)
Za numericˇko rjesˇavanje problema (4.51) koristi se iterativni proces (4.45) pri cˇemu se
smjer trazˇenja ili silaska izabire rjesˇavanjem jednadzˇbe (4.44) – Newtonov algoritam (uz
ηj = 1). Kao sˇto je poznato, konvergencija Newtonove metode ovisi o izboru pocˇetne tocˇke
ξ0 koja mora biti dovoljno blizu tocˇki optimuma ξ
∗. Lokalna svojstva Algoritma 2 dana su
sljedec´im propozicijama:
Propozicija 4.3. U okolini tocˇke optimuma linearni sustav (4.44) je dobro definiran.
Dokaz. Buduc´i da je u okolini tocˇke optimuma funkcija J konveksna s obzirom na vektor
pi te za odgovarajuc´i parametar µ konkavna s obzirom na vektor ρ, slijedi da su Hessijani
∇2piJ i −∇2ρJ pozitivno definitne matrice. Ovo implicira da je matrica ∇ξJ(ξj) asimetricˇna
pozitivno definitna, pa prema tome linearni sustav (4.44) je dobro definiran. 
Propozicija 4.4. Neka je ∇ξJ(ξj) nesingularna matrica, a sˇto je zadovoljeno buduc´i da je
u okolini tocˇke optimuma pozitivno definitna. Tada Algoritam 2 ima sljedec´a svojstva:
a) zavrsˇava s konacˇnim brojem iteracija;
b) niz iteracija (pij , ρj) konvergira prema rjesˇenju (pi
∗, ρ∗).
Dokaz.
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a) Dokaz slijedi na osnovu [89, Teorem 4.4] uz ocˇite modifikacije za slucˇaj maksimizacije.
b) Na osnovu [83, Teorem 3.5], dokaz slijedi iz cˇinjenice da u cˇetvrtom koraku Algoritma
2 mozˇemo izabrati jedinicˇni korak te iz cˇinjenice da je funkcija kriterija optimalnosti J
dvostruko diferencijabilna i da je ∇ξJ(ξj) neprekidna Lipschitzova funkcija1.

Napomena 4.2. U dokazu Propozicije 4.3 se pod pojmom
”
odgovarajuc´i parametar µ” po-
drazumijeva da parametar µ mora biti takav da cˇlan −µ‖Ψ(x)ρ‖2L2 u izrazu (4.47) bude
dominantan u odnosu na ostale cˇlanove koji implicitno ovise o ρ preko dinamike sustava.
Drugim rijecˇima, parametar µ mora biti dovoljno veliki da bi se osigurala lokalna konkavnost
funkcije J s obzirom na ρ.
Kako bi se osigurala konvergencija metode iz bilo koje pocˇetne tocˇke uobicˇajeno je koristiti
korak konvergencije tako da su zadovoljeni dovoljni uvjet silaska (engl. sufficient decrease
condition) i uvjet zakrivljenosti (engl. curvature condition) poznati pod zajednicˇkim ime-
nom kao Wolfeovi uvjeti. Uvod¯enjem koraka konvergencije ηj u trec´em koraku Algoritma 2
definirali smo tzv. modificiranu (s regulacijom koraka) Newtonovu metodu.
Za odred¯ivanje koraka konvergencije koristimo metodu pretrazˇivanja po pravcu (engl. line
search method) uz ispunjavanje Wolfeovih uvjeta kao sˇto je opisano u Algoritmu 3. Detalji
vezani za metodu pretrazˇivanja po pravcu i Wolfeove uvjete mogu se nac´i u [83, Poglavlje
3.].
1Za funkciju f : S → Rm, gdje je S ⊂ Rn, kazˇe se da je neprekidna Lipschitzova funkcija na nekom skupu
A ⊂ S ako postoji konstanta L > 0 tako da je ‖f(x1)− f(x0)‖ ≤ L‖x1 − x0‖ za svaki x0, x1 ∈ A [83].
43
Algoritam 3 Pretrazˇivanje po pravcu uz Wolfeove uvjete
Ulaz: ξj, sj , J(ξj), J(ξj), 0 < c1 < c2 < 1, β ∈ (0, 1).
Izlaz: ηj .
1: Izabrati pocˇetni η0 i postaviti l ← 0.
2: Sve dok ηl ispunjava Wolfeove uvjete
J(ξj + ηlsj) ≤ J(ξj) + c1ηlJ(ξj)sj , (4.52)
J(ξj + ηlsj)sj ≥ c2J(ξj)sj, (4.53)
racˇunati
(i) ηl+1 = βηl,
(ii) l ← l + 1.
3: Postaviti ηj = ηl.
Treba primijetiti da strategija za rjesˇavanje Problema 4.1 predlozˇena Algoritmima 1, 2
i 3 zahtjeva odgovarajuc´u inicijalizaciju, tj. odgovarajuc´i izbor aproksimacijskih funkcija i
pocˇetnih parametara pi0, ρ0 i µ0. Ukoliko su oni neodgovarajuc´i ne mozˇe se garantirati da
je zakon upravljanja dobiven za
”
najgori slucˇaj” (engl. worst case) neodred¯enosti. Da li
je i u tom slucˇaju rjesˇenje dobiveno za
”
najgori slucˇaj” neodred¯enosti trebalo bi provjeriti
primjenom koncepta inverznog minimaks optimalnog upravljanja. Izvod uvjeta kojim bi se
mogle dati preporuke za inicijalizaciju predlozˇenog algoritma rjesˇavanjem problema inverznog
minimaks optimalnog upravljanja prelaze okvire istrazˇivanja provedenih radom na ovoj di-
sertaciji te c´e biti dio buduc´eg istrazˇivanja. Pretpostavlja se da c´e pri tome biti moguc´e
koristiti metodologiju kao na primjer u radovima [42], [43] ili na primjer u [90] i [91].
4.3 Racˇunanje derivacija funkcije cilja
U ovom potpoglavlju izvest c´e se matricˇne rekurzivne relacije za racˇunanje gradijenata
i Hessijana koji se pojavljuju u jednadzˇbi (4.44). Kako bi se provelo rekurzivno ulancˇano
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deriviranje potrebno je sustav (3.1) vremenski diskretizirati. S tom svrhom, u ovoj disertaciji
koristi se viˇsekoracˇna Adamsova metoda. U odnosu na najpopularniju Runge-Kuttovu me-
todu s cˇetiri stadija koja zahtjeva rjesˇavanje problema cˇetiri puta u svakom koraku, Adamsova
metoda zahtjeva rjesˇavanje samo jednom. Kao sˇto je poznato, postoje primjeri dinamicˇkih
sustava kod kojih je potrebno dublje poznavanje samog problema kako bi se procijenilo koju
od navedenih metoda upotrijebiti. U primjerima dinamicˇkih sustava2 koji su razmatrani u
okviru rada na ovoj disertaciji Adamsova metoda pokazala se dobra u smislu da daje zado-
voljavajuc´e tocˇna rjesˇenja.
Radi jednostavnosti zapisa izraza koji slijede u ovom potpoglavlju, uvedimo matrice:
B(x) ≡ G1(x)Θ(x), D(x) ≡ G2(x)Ψ(x),
P(x) ≡ ΘT(x)Θ(x), R(x) ≡ ΨT(x)Ψ(x).
4.3.1 Vremenska diskretizacija
Neka je vremenski interval [t0, tf ] podijeljen na N jednakih podintervala. Tada imamo
ti = t0 + iτ za i = 0, 1, 2, . . . , N , pri cˇemu je τ =
tf−t0
N
.
Adamsova aproksimacija k-tog reda sustava (3.1) ima sljedec´i oblik
x(i+ 1) = x(i) + τ
k∑
j=1
a
(k)
j φ(i− j + 1), (4.54)
za i = k − 1, k, k + 1, . . . i pocˇetne uvjete x(0) = x0, x(1) = x1, . . . , x(k − 1) = xk−1, pri
cˇemu je
φ(·) = f(x(·)) +B(x(·))pi +D(x(·))ρ. (4.55)
Koeficijenti aj racˇunaju se pomoc´u relacije [93, str. 358]
aj = (−1)j
∫ 1
0
(−s
j
)
ds, (4.56)
gdje izraz unutar integrala predstavlja binomni koeficijent.
2Vidjeti kasnije Potpoglavlje 4.5 i Poglavlje 6 ili na primjer radove [17, 19, 92].
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Izraz (4.54) mozˇe se transformirati u standardni oblik prostora stanja
xˆ(i+ 1) = φˆ (xˆ(i), pi, ρ) , xˆ(0) = xˆ0, i = 0, 1, 2, . . . , N − 1, (4.57)
gdje je xˆ(i) (na = n · k)-dimenzionalni vektor stanja
xˆ(i) =
[
xT1 (i) x
T
2 (i) . . . x
T
k (i)
]T
, (4.58)
xj(i) =
[
x(j−1)n+r
]
, j = 1, 2, . . . , k, r = 1, 2, . . . , n, (4.59)
dok je
φˆ (xˆ(i), pi, ρ) = fˆ(xˆ(i)) + a⊗B(x(i))pi + a⊗D(x(i))ρ, (4.60)
gdje su
fˆ(xˆ(i)) =


x1(i) + τa
(1)
j f(x(i)) + τx2(i)
a
(2)
j f(x(i)) + x3(i)
...
a
(k)
j f(x(i))


, a =


τa
(1)
j
a
(2)
j
...
a
(k)
j


. (4.61)
Za konvergenciju Adamsove metode k tocˇnom rjesˇenju trebaju biti zadovoljeni uvjeti
konzistentnosti i stabilnosti. Kako bi se povec´ala tocˇnost parametar τ treba biti mali, tj.
broj vremenskih podintervala N treba biti veliki, ali kao sˇto je poznato postoji minimalna
vrijednost τ koja garantira numericˇku stabilnost. Navedeni uvjeti konzistentnosti i stabilnosti
s dokazima mogu se pronac´i u [93, str. 392] te se ovdje nec´e dodatno analizirati.
Iz izraza (4.54) do (4.61) se mozˇe vidjeti da Adamsova metoda, kao viˇsekoracˇna metoda,
zahtijeva poznavanje k pocˇetnih uvjeta. Kako bi se odredili ti uvjeti, ovdje c´e se koristiti
metoda Runge-Kutta cˇetvrtog reda koja za sustav (3.1) ima sljedec´i oblik
x(i+ 1) = x(i) +
τ
6
(k1 + 2k2 + 2k3 + k4) , (4.62)
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gdje su
k1 = f(x(i)) +G1(x(i))uˆ(ti) +G2(x(i))dˆ(ti), (4.63)
k2 = f
(
x(i) +
τ
2
k1
)
+G1
(
x(i) +
τ
2
k1
)
uˆ
(
ti +
τ
2
)
+G2
(
x(i) +
τ
2
k1
)
dˆ
(
ti +
τ
2
)
, (4.64)
k3 = f
(
x(i) +
τ
2
k2
)
+G1
(
x(i) +
τ
2
k2
)
uˆ
(
ti +
τ
2
)
+G2
(
x(i) +
τ
2
k2
)
dˆ
(
ti +
τ
2
)
, (4.65)
k4 = f (x(i) + τk3) +G1 (x(i) + τk3) uˆ (ti + τ) +G2 (x(i) + τk3) dˆ (ti + τ) . (4.66)
Iz izraza (4.63)-(4.66) vidi se da je potrebno racˇunati vrijednosti vektora upravljanja uˆ i
vektora neodred¯enosti dˆ u tocˇki (ti +
τ
2
), za sˇto se dobrom pokazala sljedec´a aproksimacija
uˆ
(
ti +
τ
2
)
≈ uˆ(i) + uˆ(i+ 1)
2
, (4.67)
dˆ
(
ti +
τ
2
)
≈ dˆ(i) + dˆ(i+ 1)
2
. (4.68)
Nadalje, mozˇe se uocˇiti prednost Adamsove metode prema odgovarajuc´oj Runge-Kutta
metodi. Naime, izrazima (4.54) do (4.61) je pokazano da se Adamsova metoda vrlo lako
mozˇe zapisati u obliku kauzalnog prostora stanja te je potrebno samo jedno racˇunanje fu-
nkcije (4.55) po koraku (jednu funkcijsku vrijednost mozˇe se iskoristiti iz prethodnog koraka),
dok metoda Runge-Kutta (izrazi (4.62)-(4.66)) zahtjeva racˇunanje navedene funkcije cˇetiri
puta po koraku. Drugim rijecˇima, Adamsova metoda znacˇajno pojednostavljuje racˇunanje
derivacija potrebnih u (4.44).
Diskretni oblik kriterija optimalnosti iz izraza (4.47) je
J(x(i), µ,pi,ρ) = τ
N−1∑
i=0
(
hT(x(i))h(x(i)) + piTP(x(i))pi − µρTR(x(i))ρ) , (4.69)
gdje su x, pi i ρ povezani dinamikom sustava (4.57).
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4.3.2 Rekurzivne matricˇne relacije
Najprije c´e se prikazati izvod rekurzivnih matricˇnih relacija za racˇunanje ∇piJ . Relacije
za racˇunanje ∇ρJ dobivaju se na analogan nacˇin.
Osim osnovnih svojstava Kroneckerovog produkta i matricˇne diferencijalne algebre danih
u Potpoglavljima 2.2 i 2.3 za izvod su nam vazˇne i sljedec´e relacije.
Neka je skalar α definiran izrazom
α = vTM(y)v, (4.70)
pri cˇemu je v dimenzije n× 1 i y = f(v). Primijenimo na izraz (4.70) vec operator
α = vec(α) = vec
(
vTM(y)v
)
=
[
vT ⊗ vT] · vec(M) = [v ⊗ v]T · vec(M). (4.71)
Ako sada nad izrazom (4.71) provedemo operaciju parcijalnog deriviranja po vektoru v,
primjenjujuc´i pravilo deriviranja umnosˇka i pravilo ulancˇanog deriviranja, dobivamo
∇vα = [vec(M)]T · ∇v [v ⊗ v] + [v ⊗ v]T · ∇y vec(M) · ∇vy, (4.72)
gdje je
∇v [v⊗ v] = ∇vv ⊗ v + v⊗∇vv = I⊗ v + v ⊗ I = v ⊕ v. (4.73)
Neka su zadani vektor v dimenzije n×1, vektor w dimenzije p×1 i matricaM dimenzije
m× p. Vrijedi sljedec´a jednakost
vec (v ⊗Mw) = v ⊗Mw = vec(v)⊗ vec (Mw) =
= v ⊗ vec (Mw) = v ⊗ vec (ImMw) =
= v ⊗ (wT ⊗ Im) vec(M).
(4.74)
Gradijent funkcije kriterija optimalnosti (4.69) po vektoru pi jednak je
∇piJ = τ
N−1∑
i=0
∂F (i)
∂pi
, (4.75)
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gdje je
F (i) = hT(x(i))h(x(i)) + piTP(x(i))pi − µρTR(x(i))ρ. (4.76)
Kada nad izrazom (4.76) provedemo operaciju parcijalnog deriviranja po vektoru pi do-
bivamo:
∇piF (i) = 2hT(x(i)) · ∇xˆh(x(i)) · ∇pixˆ(i)− µ [ρ⊗ ρ]T · ∇xˆ vec(R(x(i))) · ∇pixˆ(i)
+ [vec(P(x(i)))]T · (pi ⊕ pi) + (pi ⊗ pi)T · ∇xˆ vec(P(x(i))) · ∇pixˆ(i).
(4.77)
U (4.77) potrebno je racˇunati ∇pixˆ(i), sˇto dobivamo na osnovu izraza (4.57)-(4.60) kako
slijedi:
∇pixˆ(i) = a⊗B(x(i− 1)) +∇xˆ [a⊗B(x(i− 1))pi] · ∇pixˆ(i− 1)
+∇xˆfˆ(xˆ(i− 1)) · ∇pixˆ(i− 1) +∇xˆ [a⊗D(x(i− 1))ρ] · ∇pixˆ(i− 1).
(4.78)
Prethodni izraz predstavlja rekurzivne matricˇne relacije za i = 1, 2, . . . , N − 1 s pocˇetnim
uvjetima
∇pixˆ(0) = 0. (4.79)
Zatim, na osnovu oblika funkcije fˆ(xˆ(i)) iz izraza (4.61), dobivamo:
∇xˆfˆ(xˆ(i− 1)) =


I+ τa
(1)
j ∇xf(x(i− 1)) τI 0 · · · 0 0
a
(2)
j ∇xf(x(i− 1)) 0 I · · · 0 0
...
...
...
. . .
...
...
a
(k−1)
j ∇xf(x(i− 1)) 0 0 · · · 0 I
a
(k)
j ∇xf(x(i− 1)) 0 0 · · · 0 0


, (4.80)
dok, primjenom izraza (4.74) dobiva se:
∇xˆ [a⊗B(x(i− 1))pi] = a⊗
(
piT ⊗ In
) · ∇xˆ vec (B(x(i− 1))) , (4.81)
∇xˆ [a⊗D(x(i− 1))ρ] = a⊗
(
ρT ⊗ In
) · ∇xˆ vec (D(x(i− 1))) . (4.82)
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U izrazima (4.77), (4.78), (4.81) i (4.82) imamo:
∇xˆh(x) =
[
∇xh(x) 0q×(na−n)
]
,
∇xˆ vec(P(x)) =
[
∇x vec(P(x)) 0n2pi×(na−n)
]
,
∇xˆ vec(R(x)) =
[
∇x vec(R(x)) 0n2ρ×(na−n)
]
,
∇xˆ vec(B(x)) =
[
∇x vec(B(x)) 0nnpi×(na−n)
]
,
∇xˆ vec(D(x)) =
[
∇x vec(D(x)) 0nnρ×(na−n)
]
,
(4.83)
pri cˇemu su oblici funkcija h(x), P(x), R(x), B(x) i D(x) poznati iz dinamike sustava i
unaprijed odred¯enih oblika aproksimacijskih funkcija te se njihove parcijalne derivacije po
vektoru x mogu lako izracˇunati na jedan od nacˇina opisanih u Potpoglavlju 4.3.4.
Nadalje, prikazat c´e se izvod rekurzivnih matricˇnih relacija za racˇunanje ∇2piJ . Relacije
za racˇunanje ∇2ρJ i ∇2pi,ρJ dobivaju se na analogan nacˇin.
Hessijan funkcije kriterija optimalnosti (4.69) po vektoru pi jednak je
∇2piJ = τ
N−1∑
i=0
∂2F (i)
∂pi∂piT
. (4.84)
Ako izraz (4.77) josˇ jednom deriviramo po vektoru pi tada na lijevoj strani jednakosti
imamo Hessijan podintegralne funkcije F (i) po vektoru pi, tj. ∇2piF (i), dok na desnoj strani
dobivamo sljedec´e:
∇pi
[
hT(x) · ∇xˆh(x) · ∇pixˆ
]
=
= ∇Tpixˆ · ∇Txˆh(x) · ∇xˆh(x) · ∇pixˆ+∇Tpi vec (∇xˆh(x)) · (h(x)⊗ Ina) · ∇pixˆ
+∇Tpi vec (∇pixˆ) ·
(
Inpi ⊗
(∇Txˆh(x) · h(x))) ,
(4.85)
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µ · ∇pi
[
(ρ⊗ ρ)T · ∇xˆ vec(R(x)) · ∇pixˆ
]
=
= µ · ∇Tpi vec (∇xˆ vec (R(x))) · (ρ⊗ ρ⊗ Ina) · ∇pixˆ
+ µ · ∇Tpi vec (∇pixˆ) ·
(
Inpi ⊗
(∇Txˆ vec (R(x)) · (ρ⊗ ρ))) ,
(4.86)
∇pi
[
(pi ⊗ pi)T · ∇xˆ vec(P(x)) · ∇pixˆ
]
=
= (pi ⊕ pi)T · ∇xˆ vec(P(x)) · ∇pixˆ+∇Tpi vec (∇xˆ vec (P(x))) · (pi ⊗ pi ⊗ Ina) · ∇pixˆ
+∇Tpi vec (∇pixˆ) ·
(
Inpi ⊗
(∇Txˆ vec (P(x)) · (pi ⊗ pi))) ,
(4.87)
∇pi
[
[vec(P(x))]T · (pi ⊕ pi)
]
=
= ∇Tpi vec(P(x)) · (pi ⊕ pi) +∇Tpi vec (pi ⊕ pi) · (Inpi ⊗ vec(P(x))) .
(4.88)
U prethodnim izrazima imamo:
∇pi vec (∇xˆh(x)) = ∇xˆ vec (∇xˆh(x)) · ∇pixˆ,
∇pi vec (∇xˆ vec (R(x))) = ∇xˆ vec (∇xˆ vec (R(x))) · ∇pixˆ,
∇pi vec (∇xˆ vec (P(x))) = ∇xˆ vec (∇xˆ vec (P(x))) · ∇pixˆ,
∇pi vec (P(x)) = ∇xˆ vec (P(x)) · ∇pixˆ,
∇pi vec (pi ⊕ pi) = Inpi ⊗ vec (Inpi) + vec (Inpi)⊗ Inpi .
(4.89)
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U izrazima (4.89) su
∇xˆ vec (∇xˆh(x)) =

∇x vec (∇xh(x)) 0qn×(na−n)
0q(na−n)×n 0q(na−n)×(na−n)

 ,
∇xˆ vec (∇xˆ vec (P(x))) =

∇x vec (∇x vec (P(x))) 0n2pin×(na−n)
0n2pi(na−n)×n 0n2pi(na−n)×(na−n)

 ,
∇xˆ vec (∇xˆ vec (R(x))) =

∇x vec (∇x vec (R(x))) 0n2ρn×(na−n)
0n2ρ(na−n)×n 0n2ρ(na−n)×(na−n)

 ,
(4.90)
pri cˇemu se parcijalne derivacije drugog reda po vektoru x poznatih funkcija h(x), P(x) i
R(x) mogu izracˇunati na jedan od nacˇina opisanih u Potpoglavlju 4.3.4.
Sada vidimo da je u izrazima (4.85)-(4.87) potrebno izracˇunati ∇pi vec (∇pixˆ). U tu svrhu
najprije primijenimo na izraz (4.78) vec operator
vec (∇pixˆ(i)) = vec (a⊗B(x(i− 1))) + vec (∇xˆ [a⊗B(x(i− 1))pi] · ∇pixˆ(i− 1))
+ vec
(
∇xˆfˆ(xˆ(i− 1)) · ∇pixˆ(i− 1)
)
+ vec (∇xˆ [a⊗D(x(i− 1))ρ] · ∇pixˆ(i− 1)) .
(4.91)
Ako izraz (4.91) deriviramo po vektoru pi tada na lijevoj strani jednakosti imamo∇pi vec (∇pixˆ),
dok na desnoj strani dobivamo sljedec´e:
∇pi vec (a⊗B(x(i− 1))) = ∇pi vec (a⊗B(x(i− 1))) · ∇pixˆ(i− 1). (4.92)
∇pi vec (∇xˆ [a⊗B(x(i− 1))pi] · ∇pixˆ(i− 1)) =
=
(∇Tpixˆ(i− 1)⊗ Ina) · ∇pi vec (∇xˆ [a⊗B(x(i− 1))pi])
+ (Inpi ⊗∇xˆ [a⊗B(x(i− 1))pi]) · ∇pi vec (∇pixˆ(i− 1)) ,
(4.93)
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∇pi vec
(
∇xˆfˆ(xˆ(i− 1)) · ∇pixˆ(i− 1)
)
=
=
(∇Tpixˆ(i− 1)⊗ Ina) · ∇pi vec(∇xˆfˆ(xˆ(i− 1)))
+
(
Inpi ⊗∇xˆfˆ(xˆ(i− 1))
)
· ∇pi vec (∇pixˆ(i− 1)) ,
(4.94)
∇pi vec (∇xˆ [a⊗D(x(i− 1))ρ] · ∇pixˆ(i− 1)) =
=
(∇Tpixˆ(i− 1)⊗ Ina) · ∇pi vec (∇xˆ [a⊗D(x(i− 1))ρ])
+ (Inpi ⊗∇xˆ [a⊗D(x(i− 1))ρ]) · ∇pi vec (∇pixˆ(i− 1)) .
(4.95)
Slicˇno kao i prije, prethodni izrazi predstavljaju rekurzivne matricˇne relacije za i =
1, 2, . . . , N − 1 s pocˇetnim uvjetima jednakim nuli. Zatim, u prethodnim izrazima imamo i:
∇pi vec
(
∇xˆfˆ(xˆ(i− 1))
)
= ∇xˆ vec
(
∇xˆfˆ(xˆ(i− 1))
)
· ∇pixˆ(i− 1),
∇pi vec (∇xˆ [a⊗B(x(i− 1))pi]) = ∇xˆ vec (∇xˆ [a⊗B(x(i− 1))pi]) · ∇pixˆ(i− 1),
∇pi vec (∇xˆ [a⊗D(x(i− 1))ρ]) = ∇xˆ vec (∇xˆ [a⊗D(x(i− 1))ρ]) · ∇pixˆ(i− 1),
(4.96)
te nadalje na osnovu izraza (4.80), (4.81) i (4.82)
∇xˆ vec
(
∇xˆfˆ(xˆ(i− 1))
)
=


τa
(1)
j ∇x vec (∇xf(x(i− 1))) 0n2×(na−n)
a
(2)
j ∇x vec (∇xf(x(i− 1))) 0n2×(na−n)
...
...
τa
(k)
j ∇x vec (∇xf(x(i− 1))) 0n2×(na−n)
0(n2a−n2k)×n 0(n2a−n2k)×(na−n)


,
∇xˆ vec (∇xˆ [a⊗B(x(i− 1))pi]) = a⊗
(
piT ⊗ Inna
) · ∇xˆ vec (∇xˆ vec (B(x(i− 1)))) ,
∇xˆ vec (∇xˆ [a⊗D(x(i− 1))ρ]) = a⊗
(
ρT ⊗ Inna
) · ∇xˆ vec (∇xˆ vec (D(x(i− 1)))) ,
(4.97)
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gdje su
∇xˆ vec (∇xˆ vec (B(x))) =

∇x vec (∇x vec (B(x))) 0n2npi×(na−n)
0nnpi(na−n)×n 0nnpi(na−n)×(na−n)

 ,
∇xˆ vec (∇xˆ vec (D(x))) =

∇x vec (∇x vec (D(x))) 0n2nρ×(na−n)
0nnρ(na−n)×n 0nnρ(na−n)×(na−n)

 .
(4.98)
Parcijalne derivacije drugog reda po vektoru x poznatih funkcija f(x), B(x) iD(x) takod¯er
se mogu izracˇunati na jedan od nacˇina opisanih u Potpoglavlju 4.3.4.
4.3.3 Diskusija o pozitivnoj definitnosti Hessijana funkcije cilja
Kao sˇto smo ranije pokazali u Propoziciji 4.3 i Propoziciji 4.4 za rjesˇavanje problema
(4.44), odnosno konvergenciju Algoritma 2, mora biti zadovoljeno
−∇2ρJ > 0. (4.99)
Ovo nam sugerira da za rjesˇavanje problema (4.44) mozˇemo koristiti, na primjer MATLAB-
ovu funkciju chol(), koja koristi faktorizaciju Choleskog i ujedno daje informaciju o pozi-
tivnoj definitnosti matrice.
Pozitivnu definitnost matrice −∇2ρJ odred¯uje konkavnost funkcije J s obzirom na parame-
tar ρ. Konkavnost c´e biti osigurana za odgovarajuc´i (dovoljno veliki) parametar µ. Ovo znacˇi
da informaciju o pozitivnoj definitnosti koji dobivamo iz funkcije chol() mozˇemo koristiti i
kao kriterij zaustavljanja subgradijentne metode u Algoritmu 1. Ako je pozitivna definitnost
matrice −∇2ρJ , a time i matrice ∇ξJ(ξ) iz (4.44), narusˇena, proces (4.11) se zavrsˇava.
Naredbom u MATLAB-u [R, p] = chol(H), gdje je H matrica ∇ξJ(ξ) iz izraza (4.46),
ako je p = 0 znacˇi da je H pozitivno definitna i dobiva se faktor Choleskog R. Onda sustav
(4.44) u MATLAB-u rjesˇavamo sljedec´im naredbama: s = R’\DJ; s = R\s;, gdje je s smjer
trazˇenja, a DJ je J(ξ) iz izraza (4.46). Ako je p razlicˇito od 0, onda je narusˇena pozitivna
definitnost i treba zavrsˇiti proces.
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4.3.4 Racˇunanje osnovnih Jacobijana i Hessijana
Ovdje se pod osnovne Jacobijane smatraju matrice
∇xf(x), ∇xh(x), ∇x vec (P(x)) , ∇x vec (R(x)) , ∇x vec (B(x)) , ∇x vec (D(x)) ,
koje se pojavljuju u izrazu (4.83), dok se pod osnovne Hessijane smatraju matrice
∇x vec (∇xh(x)) , ∇x vec (∇x vec (P(x))) , ∇x vec (∇x vec (R(x))) ,
koje se pojavljuju u izrazu (4.90) te matrice
∇x vec (∇xf(x)) , ∇x vec (∇x vec (B(x))) , ∇x vec (∇x vec (D(x))) .
koje se pojavljuju u izrazima (4.97) i (4.98).
Osim analiticˇkim putem, prethodno navedene matrice mogu se racˇunati i na sljedec´e
nacˇine: numericˇki primjenom formula konacˇnih diferencija, primjenom metode kompleksne
varijable ili metodom automatskog diferenciranja. Primjenu sve tri metode pokazat c´emo na
primjeru racˇunanja elemenata matrica ∇xf(x) u i-tom vremenskom trenutku
∂fk(x(i))
∂xj(i)
= ∇xfk(x(i)) · ej , j, k = 1, 2, . . . , n, (4.100)
gdje je ej jedinicˇni vektor, i za racˇunanje elemenata matrice ∇x vec (∇xf(x)) u i-tom vreme-
nskom trenutku
∂2fk(x(i))
∂xj(i)∂xl(i)
=
∂
∂xj(i)
[fk,xl(x(i))] , j, k, l = 1, 2, . . . , n, (4.101)
gdje smo zbog jednostavnosti uveli oznaku fk,xl(x(i)) =
∂fk(x(i))
∂xl(i)
.
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Formule konacˇnih diferencija
Izvod formule za racˇunanje prve derivacije (4.100) primjenom metode konacˇnih diferencija
temelji se na unaprijednom i unazadnom Taylorovom razvoju funkcije fk(x(i)) oko xj(i):
fk(x(i) + h ej) = fk(x(i)) + h∇xfk(x(i)) · ej + h
2
2!
eTj · ∇2xfk(x(i)) · ej + . . . , (4.102)
fk(x(i)− h ej) = fk(x(i))− h∇xfk(x(i)) · ej + h
2
2!
eTj · ∇2xfk(x(i)) · ej − . . . , (4.103)
iz kojih slijedi
fk(x(i) + h ej)− fk(x(i)− h ej) = 2h∇xfk(x(i)) · ej + O(h2). (4.104)
Rjesˇenje jednadzˇbe (4.104) za ∇xfk(x(i)) · ej je
∇xfk(x(i)) · ej = fk(x(i) + h ej)− fk(x(i)− h ej)
2h
− O(h2), (4.105)
sˇto predstavlja formulu centralne diferencije za aproksimaciju derivacije prvog reda. O(h2) je
gresˇka odsijecanja (engl. truncation error).
Nadalje, formulu za racˇunanje druge derivacije (4.101) mozˇemo dobiti iz izraza (4.105)
kako slijedi: za j 6= l
∂
∂xj(i)
[fk,xl(x(i))] =
fk,xl(x(i) + h ej)− fk,xl(x(i)− h ej)
2h
+ O(h2) =
=
fk (x(i) + h ej + h el)− fk (x(i) + h ej − h el)
4h2
+
fk (x(i)− h ej − h el)− fk (x(i)− h ej + h el)
4h2
+ O(h2),
(4.106)
dok za j = l
∂
∂xj(i)
[fk,xl(x(i))] =
fk(x(i) + h ej)− 2fk(x(i)) + fk(x(i)− h ej)
h2
+ O(h2). (4.107)
Izrazi (4.106) i (4.107) predstavljaju formule centralnih diferencija za aproksimaciju derivacije
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drugog reda.
Metoda konacˇnih diferencija je jednostavan i intuitivan pristup te se zbog toga nasˇiroko
koristi u razlicˇitim numericˇkim algoritmima za aproksimaciju derivacija.
Red tocˇnosti metode konacˇnih diferencija je povezan s brojem diferencijalnih koraka koji
se uzimaju. U (4.105), (4.106) i (4.107) smo uzeli jedan korak unaprijed i jedan korak unatrag,
sˇto su dva koraka, pa prema tome formule centralne diferencije pripadaju metodama drugog
reda tocˇnosti. Izvodi formula viˇseg reda tocˇnosti takod¯er se baziraju na Taylorovom razvoju
i metodi neodred¯enih koeficijenata [94, 95]. Naravno povec´anje reda tocˇnosti podrazumijeva
i povec´anje racˇunalnih resursa.
Bez obzira na red tocˇnosti, formule konacˇnih diferencija ukljucˇuju i gresˇke ovisne o velicˇini
koraka h. Mozˇe se ocˇekivati tocˇnija aproksimacija sˇto je korak h manji. Med¯utim, postavlja-
nje proizvoljno malog koraka h nije izvedivo na racˇunalu, buduc´i da za jako mali h cˇlanovi u
brojnicima izraza (4.105), (4.106) i (4.107) postaju takvi da racˇunalo ne prepoznaje razliku
izmed¯u dva priblizˇno jednaka broja (problem krac´enja, engl. cancellation). Ovaj problem
nas tjera na konzervativan izbor koraka h na sˇtetu tocˇnosti algoritma.
Koracˇna kompleksna metoda
Manje intuitivan pristup je primjena kompleksnih brojeva za racˇunanje derivacija rea-
lnih funkcija. Primjenom kompleksne varijable uklanja se problem krac´enja, pa samim time
aproksimacija derivacije je tocˇnija. Ova ideja u obliku racˇunalnog programa prvi puta se
pojavljuje u [96]. Nakon toga autori u [97] metodu formalno nazivaju koracˇna kompleksna
metoda (engl. complex step method) gdje koriste imaginarni broj i (i2 = −1) za racˇunanje
prve i druge derivacije realnih funkcija. U novije vrijeme metoda je dobila mnoga prosˇirenja
kao na primjer u [98, 99, 100].
Razvojem fk(x+ i h ej) u Taylorov niz
fk(x+ i h ej) = fk(x) + i h∇xfk(x) · ej + (i h)
2
2!
eTj · ∇2xfk(x) · ej + . . . , (4.108)
dobiva se
∇xfk(x) · ej = Im{fk(x+ i h ej)}
h
+ O(h2). (4.109)
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U gornjim izrazima i predstavlja imaginarni broj (i2 = −1), dok smo prije s i oznacˇili
i−ti vremenski trenutak. Zbog toga su u ovim izrazima izostavljene oznake x(i), ali se to
podrazumijeva.
Vidimo da se u brojniku izraza (4.109) ne pojavljuje oduzimanje, tj. uklonjen je problem
krac´enja. To znacˇi da korak h mozˇe biti izuzetno mali (npr. h = 10−100), pa se tako derivacija
mozˇe izracˇunati do strojne preciznosti.
Nadalje, iz (4.108) takod¯er slijedi
eTj · ∇2xfk(x) · ej =
2 (fk(x)−Re{fk(x+ i h ej)})
h2
+ O(h2), (4.110)
koja omoguc´ava racˇunanje aproksimacije druge derivacije u jednom koraku, a sˇto se ne mozˇe
postic´i formulama konacˇne diferencije. Med¯utim, kao sˇto je ocˇito u (4.110) takod¯er se po-
javljuje problem krac´enja, pa se niti u ovom slucˇaju ne mozˇe korak h postaviti proizvoljno
mali. Modifikacije formule (4.110) s ciljem smanjenja gresˇke aproksimacije mogu se pronac´i
u [98, 100, 101].
Implementacija kompleksne metode mozˇe biti vrlo jednostavno ostvarena primjenom ne-
kog viˇseg programskog jezika3 koji ne zahtijeva prethodno definiranje tipa varijabli, nego je
moguc´e automatski primjenom ugrad¯enih funkcija definirati kompleksne varijable. U tom
slucˇaju kompleksna metoda se mozˇe zapisati u obliku sljedec´eg algoritma:
3Na primjer MATLAB ima ugrad¯ene funkcije complex(), imag(), real() itd. za rad s kompleksnim
varijablama.
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Algoritam 4 Racˇunanje Jacobijana ∇xf(x) u i-tom vremenskom trenutku primjenom kom-
pleksne metode
Ulaz: n, h, x, f(x)
Izlaz: ∇xf(x)
1: x1← x
2: for j = 1 to n do
3: x1j ← complex(xj , h)
4: f1← f(x1)
5: for k = 1 to n do
6:
∂fk(xj)
∂xj
← imag(f1k)
h
7: end for
8: x1← x
9: end for
Automatsko diferenciranje
U ovoj disertaciji za racˇunanje osnovnih Jacobijana i Hessijana koristi se automatsko ili
algoritamsko diferenciranje (engl. Automatic Differentiation - AD). Glavni razlog je taj sˇto
je primjenom AD moguc´e izracˇunati derivacije prvog i drugog reda do strojne preciznosti.
Automatsko diferenciranje je sˇiroko primjenjivani alat u znanstvenom racˇunarstvu za ra-
cˇunanje derivacija. AD se odnosi na matematicˇki i softverski proces promatranja racˇunalnog
koda koji racˇuna neki izlaz s obzirom na neki ulaz kroz djelovanje odred¯ene funkcije i racˇuna
derivaciju te funkcije (npr. Jacobijevu matricu). Standardna referenca je knjiga [102].
AD podrazumijevaju da je funkcija definirana racˇunalnim kodom koji se naziva izvorni
kod. Pri tome se smatra da je racˇunalni kod za racˇunanje funkcije, bez obzira kako ona ko-
mplicirana bila, moguc´e
”
razbiti” u kompoziciju elementarnih aritmeticˇkih operacija jednog
ili dva argumenta. Operacije dva argumenta su zbrajanje, oduzimanje, mnozˇenje, dijelje-
nje i potenciranje, dok su operacije jednog argumenta trigonometrijske, eksponencijalne i
logaritamske funkcije. Druga vazˇna znacˇajka AD je koriˇstenje lancˇanog pravila deriviranja.
Intenzivne istrazˇivacˇke aktivnosti u posljednja dva desetljec´a rezultirale su razvojem dva
osnovna moda: unaprijedni i unazadni mod. U ovom radu koristi se unaprijedni mod.
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Kako bi objasnili koncept unaprijednog automatskog diferenciranja, neka je funkcija f(x)
sastavljena od m elementarnih aritmeticˇkih operacija ϕi. Najprije uvedimo sljedec´e vektore
x˜0 = x =


x1
...
xn

 , x˜1 =


x1
...
xn+1

 , . . . , x˜m =


x1
...
xn+m

 , (4.111)
te takod¯er ϕ˜i : R
n+1 → Rn+i+1, x˜i 7→ x˜i+1 = ϕ˜i(x˜i), gdje je
ϕ˜i(x˜i) =


x1
...
xn+i
ϕi(x1, . . . , xn+1)


, i = 0, . . . , m− 1. (4.112)
Dok su ulazi (varijable stanja) x1, x2, . . . , xn prethodno zadani, svaka elementarna ari-
tmeticˇka operacija ϕi, i = 0, 1, . . . , m − 1 generira novu med¯uvarijablu xn+i+1. Neke od
med¯uvarijabli su izlaz racˇunalnog koda, oznacˇimo ih na primjer s χ =
[
χ1 χ2 · · · χn
]T
.
Vektor χ mozˇe se dobiti iz χ = C x˜m, gdje je C ∈ Rn×(n+m) matrica odabira zˇeljenog izlaza
koja u svakom retku ima samo jednu jedinicu, a ostali elementi su joj nule. Ovakav nacˇin
razmatranja funkcije f(x) ilustriran je u Algoritmu 5.
Algoritam 5 Rastavljanje funkcije na elementarne operacije
Ulaz: x1, . . . , xn
Izlaz: χ1, . . . , χn
1: for i = 0 to m− 1 do
2: xn+i+1 ← ϕi(x1, . . . xn+1)
3: end for
4: for j = 0 to n do
5: χj =
∑n+m
i=1 Cji xi
6: end for
Vazˇno je primijetiti da svaka elementarna operacija ovisi samo od jedne ili dvije varijable
stanja.
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Originalnu funkciju mozˇemo sazˇeti u
f(x) = C · ϕ˜m−1(ϕ˜m−2(· · · ϕ˜1(ϕ˜0(x))), (4.113)
gdje pomoc´u matrice C odabiremo iz x˜m zˇeljeni izlaz iz racˇunalnog koda. Ukupni Jacobijan
∇xf(x) primjenom pravila ulancˇanog deriviranja jednak je produktu Jacobijana elementarnih
funkcija J˜i =
∂ϕ˜i
∂x˜i
kako slijedi
∇xf(x) = C · J˜m−1 · J˜m−2 · · · J˜1 · J˜0. (4.114)
Primijetimo da je
J˜i =


1
1
. . .
1
∗ ∗ ∗ ∗


. (4.115)
Ako uvedemo tzv. seed vektor p ∈ Rn tada imamo relaciju za usmjerenu derivaciju kako
slijedi
∇xf(x)p = C · (J˜m−1 · (J˜m−2 · · · (J˜1 · (J˜0 p)))). (4.116)
Nadalje, uobicˇajeno je u literaturi iz AD uvesti x˙i ≡ dxi
dx
p. To znacˇi da u prosˇirenoj notaciji
direktno imamo inicijalne vrijednosti ˙˜xi = p te rekurzivnu relaciju
˙˜xi+1 = J˜i(x˜i) ˙˜xi, i = 0, . . . , m− 1. (4.117)
Zadnji element od ˙˜xi+1 je x˙n+i+1, prema tome ako se najprije odabere x˙ = p unaprijedno
automatsko diferenciranje se mozˇe implementirati na sljedec´i nacˇin
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Algoritam 6 Unaprijedno automatsko diferenciranje
Ulaz: x˙1, . . . , x˙n i sve derivacije
∂ϕi
∂xj
Izlaz: x˙1, . . . , x˙n+m
1: for i = 0 to m− 1 do
2: x˙n+i+1 ←
∑n+i
j=1
∂ϕi
∂xj
x˙j
3: end for
Za dobivanje Jacobijana ∇xf(x) potrebno je Algoritam 6 izvrsˇiti n puta, svaki put postavlja-
juc´i za vektor p odgovarajuc´i jedinicˇni vektor.
Prethodna razmatranja racˇunanja Jacobijana slicˇna su onima u [83, Poglavlje 8.2] gdje se
mogu pronac´i i objasˇnjenja za racˇunanje Hessijana.
Razvijeni su mnogi alati za racˇunanje derivacija primjenom AD u gotovo svim progra-
mskim jezicima. Vazˇno je naglasiti da svi alati ne zahtijevaju od korisnika da rastavi funkciju
na elementarne aritmeticˇke operacije, vec´ se to provodi eksplicitno ili implicitno od strane
programskog alata. Prema dostupnoj literaturi [103, 104] trenutna generacija programskih
alata za AD pokazala je svoju vrijednost kroz uspjesˇnu primjenu na sˇiroku klasu optimiza-
cijskih (i ostalih slicˇnih) problema.
Za potrebe algoritma predstavljenog u ovoj disertaciji koristi se alat ADiMat [105, 106]
koji je hibrid transformacije izvornog koda (engl. source transformation) i tehnike preopte-
rec´ivanja operatora (engl. operator overloading) za racˇunanje prve i druge derivacije funkcije
zadane u MATLAB-u.
4.4 Analiticˇke neizrazite bazne funkcije
U podrucˇju upravljanja dinamicˇkim sustavima znacˇajno mjesto zauzima neizrazito upra-
vljanje (engl. fuzzy control), odnosno neizraziti sustavi. Neizraziti sustavi temelje se na
neizrazitoj logici koja se poopc´eno mozˇe opisati kao racˇunanje s lingvisticˇkim varijablama
[107]. Poznato je da se neizraziti sustavi mogu razviti u seriju neizrazitih baznih funkcija
(engl. fuzzy basis functions) za koje je dokazano da su, ako postoji dovoljan broj AKO-ONDA
pravila ponasˇanja, univerzalni aproksimatori, vidjeti na primjer [108, 109, 110].
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Glavni problem kod konvencionalnih neizrazitih baznih funkcija predstavlja odred¯ivanje
broja AKO-ONDA pravila ponasˇanja i njihov raspored, jer josˇ uvijek ne postoji opc´enita
preporuka. Zbog toga, primjena konvencionalnih neizrazitih baznih funkcija za sintezu upra-
vljanja multivarijabilnim dinamicˇkim sustavima, u uvjetima upravljanja u realnom vremenu,
postaje vrlo zahtjevna zbog eksponencijalnog porasta broja pravila ponasˇanja s porastom
broja ulaznih i izlaznih varijabli sustava. Jedan od nacˇina uklanjanja racˇunske komple-
ksnosti konvencionalnih neizrazitih baznih funkcija je primjena analiticˇkih neizrazitih baznih
funkcija (engl. analytical fuzzy basis functions) predlozˇenih u [22] i [23].
U ovom potpoglavlju razmatramo primjenu predlozˇenog algoritma na sintezu zakona upra-
vljanja s analiticˇkim neizrazitim baznim funkcijama, tj. komponente vektora upravljanja i
neodred¯enosti pretpostavljamo u sljedec´em obliku
uˆk(x) =
n∑
i=1
pikζ
i
uˆk
(xi), k = 1, 2, . . . , m, (4.118)
dˆl(x) =
n∑
i=1
rilζ
i
dˆl
(xi), l = 1, 2, . . . , s, (4.119)
gdje su ζ iuˆk(x) i ζ
i
dˆl
(x) analiticˇke neizrazite bazne funkcije definirane s
ζ i(·)(xi) =
ωi(xi) yCi(xi)Ai
n∑
i=1
ωi(xi)Ai
, (4.120)
pri cˇemu su varijable stanja ulazi, a varijable upravljanja i neodred¯enosti izlazi neizrazitog
sustava, dok su ωi(xi) aktivacijska funkcija, yCi(xi) pozicija centra izlaznog neizrazitog skupa,
Ai povrsˇina izlaznog neizrazitog skupa.
Glavna ideja analiticˇkih neizrazitih sustava sadrzˇana je u sljedec´em:
(i) formulirati analiticˇku aktivacijsku funkciju;
(ii) umjesto konvencionalne baze pravila ponasˇanja (AKO-ONDA pravila) analiticˇki odre-
diti poziciju centara izlaznih skupova;
(iii) primijeniti analiticˇku formulu izosˇtravanja.
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Sinteza analiticˇkog neizrazitog sustava koja ukljucˇuje postupak omeksˇavanja (engl. fu-
zzyfication) ulaznih varijabli, odlucˇivanje (engl. inference) i postupak izosˇtravanja (engl.
defuzzyfication) izlaznih varijabli, a izostavlja konvencionalni proces definiranja baze pravila
ponasˇanja, dana je sljedec´om lemom:
Lema 4.3. Neka su x = [x1 x2 . . . xn]
T ulazne varijable neizrazitog sustava. Neka je ωi(xi)
aktivacijska funkcija i-tog izlaznog neizrazitog skupa definirana u analiticˇkom obliku
ωi(xi) =
M∑
j=1
sji (xi), i = 1, 2, . . . , n, (4.121)
gdje su sji (xi) funkcija pripadnosti neizrazitog skupa i M broj neizrazitih skupova koji pripa-
daju i-toj ulaznoj varijabli. Neka je yCi(xi) normirana pozicija centara izlaznih neizrazitih
skupova dana s
yCi(xi) = KCiδi
(
1− ωi(xi)
M
)
sign(xi), (4.122)
gdje su KCi pojacˇanje centara izlaznih neizrazitih skupova i δi faktor normalizacije koji osi-
gurava da je −KCi ≤ yCi(xi) ≤ KCi. Tada se, izlaz neizrazitog skupa u postupku izosˇtravanja
mozˇe racˇunati primjenom metode tezˇiˇsta u sljedec´em analiticˇkom obliku
ζ(x) =
n∑
i=1
ωi(xi)yCi(xi)Ai
n∑
i=1
ωi(xi)Ai
, (4.123)
gdje je Ai povrsˇina i-tog izlaznog neizrazitog skupa.
Dokaz. Vidjeti u [22] i [23]. 
U ovom radu koristimo modificiranu Gaussovu funkciju pripadnosti oblika slicˇnog kao u
[111]
sji (xi) = α
j
i +
(
1− αji
)
exp
(−βji x2i − σji |xi|) , (4.124)
gdje su 0 ≤ αji < 1, βji , σji slobodni parametri.
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Izraz (4.123) mozˇemo napisati kao
ζ(x) =
ω1yC1A1 + ω2yC2A2 + · · ·+ ωnyCnAn
ω1A1 + ω2A2 + · · ·+ ωnAn =
=
A [ω ⊙ y]
Aω
,
(4.125)
gdje su A = [A1 A2 . . . An], ω = [ω1 ω2 . . . ωn]
T, y = [yC1 yC2 . . . yCn]
T.
Ostalo je neodgovoreno pitanje u radovima [22] i [23] da li analiticˇki neizraziti sustavi
posjeduju univerzalno aproksimacijsko svojstvo? Rezultati publicirani u [20] nastalom u
okviru rada na ovoj disertaciji, daju odgovor na ovo neodgovoreno pitanje.
Neka je Y skup svih realnih funkcija (4.123). Dokaz sljedec´e propozicije pokazuje da je Y
gust u C(U), gdje je C(U) algebra realnih neprekidnih funkcija definiranih na kompaktnom
skupu U ⊂ Rn.
Propozicija 4.5. Neizraziti sustav opisan jednadzˇbama (4.121)-(4.124) mozˇe aproksimirati
bilo koju realnu neprekidnu funkciju na kompaktnom skupu s proizvoljnim stupnjem tocˇnosti.
Odnosno, za danu realnu neprekidnu funkciju f na kompaktnom skupu U ⊂ Rn i proizvoljni
ε > 0 postoji ζ ∈ Y (izraz (4.123)) tako da
sup
x∈U
|f(x)− ζ(x)| < ε. (4.126)
Dokaz Propozicije 4.5 slijedi slicˇnu metodu kao dokaz u [108, Teorem 9.1] koji se temelji
na Stone-Weierstraßovom teoremu 2.4. Potrebno je pokazati sljedec´e:
(i) Y je podalgebra od C(U), tj. skup Y je zatvoren za operacije iz C(U);
(ii) Y razdvaja tocˇke od U , tj. za svaki xo1, x
o
2 ∈ U , xo1 6= xo2, postoji ζ ∈ Y takav da
ζ(xo1) 6= ζ(xo2);
(iii) Y neiˇscˇezava u tocˇkama U , tj. za svaki x ∈ U postoji neki ζ ∈ Y tako da je ζ(x) 6= 0.
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Dokaz. (i) Neka su ζ1, ζ2 ∈ Y
ζ1(x) =
A1 [ω1⊙ y1]
A1ω1
, (4.127)
ζ2(x) =
A2 [ω2⊙ y2]
A2ω2
, (4.128)
gdje su
A1 = [A11 A12 . . . A1n] , A2 = [A21 A22 . . . A2n] ,
ω1 = [ω11 ω12 . . . ω1n]
T , ω2 = [ω21 ω22 . . . ω2n]
T ,
y1 = [y1C1 y1C2 . . . y1Cn]
T , y2 = [y2C1 y2C2 . . . y2Cn]
T ,
gdje su, za j = 1, 2, . . . , n, A1j, A2j , ω1j, ω2j, y1Cj i y2Cj parametri neizrazitih sustava ζ1 i
ζ2 koji su definirani u Lemi 4.3 kao povrsˇina, aktivacijska funkcija i pozicija centra izlaznog
neizrazitog skupa, respektivno.
Algebarske operacije ζ1 + ζ2, ζ1 · ζ2 i c · ζ1 su dane s
ζ1(x) + ζ2(x) =
n∑
i=1
ω1iy1CiA1i ·
n∑
i=1
ω2iA2i +
n∑
i=1
ω2iy2CiA2i ·
n∑
i=1
ω1iA1i
n∑
i=1
ω1iA1i ·
n∑
i=1
ω2iA2i
=
=
A˜ [ω˜ ⊙ (y1⊗ 1n×1 + 1n×1 ⊗ y2)]
A˜ω˜
,
(4.129)
ζ1(x) · ζ2(x) =
n∑
i=1
ω1iy1CiA1i ·
n∑
i=1
ω2iy2CiA2i
n∑
i=1
ω1iA1i ·
n∑
i=1
ω2iA2i
=
A˜ [ω˜ ⊙ y˜]
A˜ω˜
, (4.130)
c · ζ1(x) = c ·
n∑
i=1
ω1iy1CiA1i
n∑
i=1
ω1iA1i
=
(c ·A1) [ω1⊙ y1]
A1ω1
, (4.131)
gdje su A˜ = A1⊗A2, ω˜ = ω1⊗ ω2, y˜ = y1⊗ y2.
Buduc´i da su funkcije pripadnosti oblika (4.124), njihovi produkti su takod¯er u obliku
66
(4.124), pa prema tome elementi od ω˜ su oblika (4.121). Nadalje, y1 ⊗ 1n×1 + 1n×1 ⊗ y2
mozˇe se promatrati kao pozicija centra izlaznog skupa u obliku (4.122). Dakle, (4.129) je u
istom obliku kao (4.125). Slicˇno, buduc´i da se y1⊗ y2 mozˇe promatrati kao pozicija centra
izlaznog skupa u obliku (4.122) znacˇi da je (4.130) takod¯er u istom obliku kao (4.125). Za
c ∈ R, (4.131) je takod¯er u obliku (4.125). Stoga, ζ1 + ζ2 ∈ Y , ζ1 · ζ2 ∈ Y i c · ζ1 ∈ Y . Dakle,
Y je zatvoren za operacije iz C(U).
(ii) Buduc´i da je pozicija centara izlaznih neizrazitih skupova u svakom procesu preslikava-
nja (4.122) striktno monotono rastuc´a funkcija, za svaki razlicˇit xo1, x
o
2 ∈ U ocˇito mozˇemo
potvrditi ζ(xo1) 6= ζ(xo2). Dakle, uvjet razdvajanja je zadovoljen.
(iii) Promatrajuc´i (4.122) i (4.124) svaki ζ ∈ Y sa yCi > 0 je takod¯er ζ(x) > 0. Dakle, Y
neiˇscˇezava u tocˇkama U .
Prema tome, Stone-Weierstraßovim teoremom uz (i), (ii), (iii) dokaz je zavrsˇen. 
U neizrazitom sustavu (4.125) postoji pet slobodnih parametara: αji , β
j
i , σ
j
i , Ai i KCi.
Jedna metoda optimalnog podesˇavanja parametra σji je prezentirana u [23]. Ako se parametri
αji , β
j
i i Ai fiksiraju na samom pocˇetku, tj. ako se koriste kao konstante prethodno dobivene
racˇunalnim simulacijama, tada u tom slucˇaju, jedini slobodni parametar jeKCi kojeg mozˇemo
smatrati sadrzˇanim u parametrima pik, r
i
l ∈ R iz izraza (4.118) i (4.119). Nadalje, izraze
od (4.118) do (4.120) mozˇemo lako zapisati u obliku od (4.5) do (4.7). Prema tome, za
sintezu zakona upravljanja s analiticˇkim neizrazitim baznim funkcijama, tj. za odred¯ivanje
parametara pik, r
i
l ∈ R iz izraza (4.118) i (4.119) mozˇemo koristiti Algoritam 1.
Napomena 4.3. Kako bi se izbjegli problemi zbog nediferencijabilnosti funkcije signum u
izrazu (4.122) i apsolutne vrijednosti u izrazu (4.124) potrebno je primijeniti odgovarajuc´e
glatke aproksimacije.
4.5 Primjeri
Ovdje c´emo algoritam opisan u Potpoglavljima od 4.1 do 4.4 provjeriti na primjerima ne-
linearnih sustava kod kojih je moguc´e analiticˇki rijesˇiti HJI (ne)jednadzˇbu te time egzaktno
odrediti vektore upravljanja i neodred¯enosti. Na taj nacˇin mozˇe se direktno ocijeniti izracˇu-
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nava li predlozˇeni algoritam trazˇeno rjesˇenje problema s dovoljnom numericˇkom efikasnosˇc´u
u smislu konvergencije i tocˇnosti. Algoritam je napisan i realiziran u programskom paketu
MATLAB.
Prilikom rjesˇavanja pojedinog problema potrebno je na odgovarajuc´i nacˇin provesti inici-
jalizaciju algoritma. Pri tome se misli na sljedec´e:
• dobro izabrati baze aproksimacijskih funkcija θij(x) i ψij(x) u izrazima (4.1) i (4.2);
• diskretizirati vremenski interval [t0, tf ] na N jednakih podintervala, pri cˇemu je korak
diskretizacije τ =
tf−t0
N
te odrediti red (1., . . . , 4.) Adamsove metode, tj. parametar k
u izrazu (4.54);
• izabrati: vektor pocˇetnih uvjeta x0, pocˇetnu vrijednost parametra µ0 koji predstavlja
kvadrat pocˇetnog L2 pojacˇanja γ
2
0 , korak konvergencije subgradijentne metode ck koji
zadovoljava (4.29), kriterij zaustavljanja subgradijentne metode ε u 4. koraku Algori-
tma 1, vektore pocˇetnih parametara aproksimacijskih funkcija pi0 i ρ0, kriterij zausta-
vljanja Newtonove metode ǫ u 5. koraku Algoritma 2, koeficijente c1, c2 i β metode
pretrazˇivanja po pravcu uz Wolfeove uvjete (4.52) i (4.53).
Vrijednost prethodno navedenih parametara treba birati tako da postignemo sˇto je moguc´e
bolju tocˇnost i brzinu konvergencije, a da pri tom ne narusˇimo numericˇku stabilnost algoritma.
Primjer 4.1 (Primjer 6.1.7 iz [13, str. 98]). Razmatramo skalarni nelinearni sustav opisan
sljedec´om jednadzˇbom
x˙ = u+ arctg(x) · d, z =

x
u

 . (4.132)
Pripadajuc´a HJI nejednadzˇba je
(
1
2
dV
dx
)2(
1− 1
γ2
arctg2(x)
)
≥ x2, (4.133)
koja ima rjesˇenje V ≥ 0 za svaki γ takav da je
|arctg(x)| < γ, ∀x ∈ R, (4.134)
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tj., za svaki γ > pi
2
. Iz nejednadzˇbe (4.133) lako mozˇemo vidjeti da je
dV
dx
≥ 2x
(
1− 1
γ2
arctg2(x)
)− 1
2
, (4.135)
pa prema izrazima (3.10) dobivamo
u∗ = −x
(
1− 1
γ2
arctg2(x)
)− 1
2
,
d∗ =
1
γ2
x arctg(x)
(
1− 1
γ2
arctg2(x)
)− 1
2
.
(4.136)
Odaberimo aproksimacijske funkcije varijabli upravljanja i neodred¯enosti u sljedec´em
obliku
uˆ(x) = p1x+ p2x
3 + p3x
5 + p4x
7 + p5x
9,
dˆ(x) = r1x+ r2x
3 + r3x
5 + r4x
7 + r5x
9,
(4.137)
tj. zapisano u obliku (4.5) i (4.6) imamo
Θ(x) = Ψ(x) =
[
x x3 x5 x7 x9
]
, pi =


p1
p2
p3
p4
p5


, ρ =


r1
r2
r3
r4
r5


. (4.138)
U ovom primjeru postavili smo sljedec´e vrijednosti parametara algoritma:
• vremenski interval od t0 = 0, do tf = 10 [s] smo podijelili na N = 100000 jednakih
podintervala, tj. korak diskretizacije je τ = 10−4 [s] te smo izabrali Adamsovu metodu
4. reda;
• vektor pocˇetnih uvjeta x0 = [1], pocˇetnu vrijednost parametra µ0 = γ20 = 5, korak
konvergencije subgradijentne metode ck = 0.1/
√
k, kriterij zaustavljanja subgradijentne
metode ε = 10−3, vektore pocˇetnih parametara aproksimacijskih funkcija pi0 = ρ0 = 0,
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kriterij zaustavljanja Newtonove metode ǫ = 10−6, koeficijente c1 = 10−3, c2 = 0.9 i
β = 0.8.
Dobivamo sljedec´e rezultate
µ∗ = 2.4667, pi∗ =


−0.9999
−0.2045
0.0781
−0.0391
0.0112


, ρ∗ =


0.0414
0.9638
−1.7517
1.8462
−0.7361


. (4.139)
Upravljacˇka i poremec´ajna varijabla dobivene izvedenim algoritmom iz izraza (4.137) s
parametrima iz (4.139) u usporedbi s analiticˇkim rjesˇenjima iz izraza (4.136) u ovisnosti
o varijabli stanja prikazani su na slici 4.1. Na slici 4.2 prikazana je vremenska ovisnost
varijable stanja, tj. odziv sustava (4.132) na pocˇetni uvjet x0 = 1, pri cˇemu su upravljacˇka
varijabla i varijabla neodred¯enosti oblika (4.137) s parametrima (4.139). Na slici 4.3 prikazana
su rjesˇenja dobivena izvedenim algoritmom u usporedbi s analiticˇkim rjesˇenjima (4.136) u
ovisnosti o vremenu. Na slici 4.4 prikazana je posljednja (274-ta) iteracija subgradijentne
metode (Algoritam 1), odnosno prikazana je konvergencija Newtonove metode (Algoritam 2)
uz parametar µ∗ = 2.4667, tj. minimalno L2 pojacˇanje γ∗ =
√
µ∗ = 1.5706.
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Slika 4.1: Upravljacˇka i poremec´ajna varijabla u ovisnosti o varijabli stanja (primjer 4.1).
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Slika 4.2: Varijabla stanja u ovisnosti o vremenu (primjer 4.1).
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Slika 4.3: Upravljacˇka i poremec´ajna varijabla u ovisnosti o vremenu (primjer 4.1).
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Slika 4.4: Norma gradijenta funkcije cilja u ovisnosti o broju iteracija (primjer 4.1).
Primjer 4.2 (Primjer iz [112]). Razmatramo nelinearni sustav drugog reda opisan sljedec´im
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jednadzˇbama
x˙1 = −1
8
(
29x1 + 87x1x
2
2
)− 1
4
(
2x2 + 3x2x
2
1
)
+ u1 +
1
2
d,
x˙2 = −1
4
(
x1 + 3x1x
2
2
)
+ 3u2 + d,
z =


√
2 (2x1 + 6x1x
2
2)√
2 (4x2 + 6x
2
1x2)
u1
u2


.
(4.140)
Dinamika (4.140) je dobivena pomoc´u metode obrnutog optimalnog upravljanja (engl.
converse optimal control method) iz [113]. Ova metoda polazi od konstrukcije funkcije V (x) ≥
0 kao rjesˇenja HJI jednadzˇbe, iz koje se onda obrnutim algebarskim postupcima odred¯uje
dinamika sustava.
U ovom primjeru je, za slucˇaj γ∗ = 1, postavljena V (x) sljedec´eg oblika
V (x) = x21 + 2x
2
2 + 3x
2
1x
2
2, (4.141)
pa prema izrazima (3.10) dobivamo
u∗1(x) = −x1 − 3x1x22,
u∗2(x) = −6x2 − 9x21x2,
d∗(x) =
1
2
x1 + 2x2 + 3x
2
1x2 +
3
2
x1x
2
2.
(4.142)
Odaberimo komponente vektora upravljanja i neodred¯enosti u sljedec´em obliku
uˆ1(x) = p
1
1x1 + p
1
2x2 + p
1
3x1x2 + p
1
4x
2
1x2 + p
1
5x1x
2
2 + p
1
6x
2
1x
2
2 + p
1
7x
2
1 + p
1
8x
2
2,
uˆ2(x) = p
2
1x1 + p
2
2x2 + p
2
3x1x2 + p
2
4x
2
1x2 + p
2
5x1x
2
2 + p
2
6x
2
1x
2
2 + p
2
7x
2
1 + p
2
8x
2
2,
dˆ(x) = r1x1 + r2x2 + r3x1x2 + r4x
2
1x2 + r5x1x
2
2 + r6x
2
1x
2
2 + r7x
2
1 + r8x
2
2,
(4.143)
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tj. zapisano u obliku (4.5) i (4.6) imamo
θ1(x) = θ2(x) = ψ(x) =
[
x1 x2 x1x2 x
2
1x2 x1x
2
2 x
2
1x
2
2 x
2
1 x
2
2
]
,
Θ(x) =

θ1(x) 0
0 θ2(x)

 , Ψ(x) = ψ(x),
p1 =


p11
p12
...
p18


, p2 =


p21
p22
...
p28


, pi =

p1
p2

 , ρ =


r1
r2
...
r8


.
(4.144)
U ovom primjeru postavili smo sljedec´e vrijednosti parametara algoritma:
• vremenski interval od t0 = 0, do tf = 3 [s] smo podijelili na N = 5000 jednakih
podintervala, tj. korak diskretizacije je τ = 6 · 10−4 [s] te smo izabrali Adamsovu
metodu 4. reda;
• vektor pocˇetnih uvjeta x0 = [1 1]T, vektore pocˇetnih parametara aproksimacijskih
funkcija pi0 = ρ0 = 1, kriterij zaustavljanja Newtonove metode ǫ = 10
−6, koeficijente
c1 = 10
−4, c2 = 0.9 i β = 0.6.
Dobivamo sljedec´e rezultate
p1
∗
=


−0.9997
−0.0241
0.0785
−0.0676
−3.0576
0.0422
−0.0003
0.0287


, p2
∗
=


0.0004
−6.0319
0.1224
−9.1208
−0.1533
0.1016
−0.0009
0.0825


, ρ∗ =


0.4995
2.0478
−0.1576
3.1370
1.6151
−0.0847
0.0007
−0.0579


(4.145)
Na slici 4.5 prikazana je vremenska ovisnost varijabli stanja, tj. odziv sustava (4.140) na
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pocˇetne uvjet x0 = [1 1]
T, pri cˇemu su upravljacˇke varijable i varijabla neodred¯enosti oblika
(4.143) s parametrima (4.145). Na slici 4.6 prikazana su rjesˇenja dobivena izvedenim algo-
ritmom u usporedbi s analiticˇkim rjesˇenjima (4.142). Na slici 4.7 prikazana je konvergencija
Newtonove metode (Algoritam 2) uz sub-optimalno L2 pojacˇanje γ
∗ = 1.
0 0.5 1 1.5 2 2.5 3
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
t [s]
x1
x2
Slika 4.5: Varijable stanja u ovisnosti o vremenu (primjer 4.2).
0 0.5 1 1.5 2 2.5 3
−5
−4
−3
−2
−1
0
1
2
t [s]
uˆ1
u∗1
(a)
0 0.5 1 1.5 2 2.5 3
−20
−15
−10
−5
0
5
10
t [s]
uˆ2
u∗2
(b)
0 0.5 1 1.5 2 2.5 3
−2
0
2
4
6
8
10
t [s]
dˆ
d∗
(c)
Slika 4.6: Upravljacˇke varijable i poremec´ajna varijabla u ovisnosti o vremenu (primjer 4.2).
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Slika 4.7: Norma gradijenta funkcije cilja u ovisnosti o broju iteracija (primjer 4.2).
U sljedec´em primjeru prikazat c´emo simulacijske rezultate primjene izvedenog algoritma
na sintezu zakona upravljanja s analiticˇkim neizrazitim baznim funkcijama cˇije smo unive-
rzalno aproksimacijsko svojstvo pokazali u Potpoglavlju 4.4.
Primjer 4.3 (Primjer iz [20]). Razmatramo nelinearni sustav s jednim stupnjem slobode
gibanja cˇiji je dinamicˇki model opisan sljedec´om jednadzˇbom [111]
m (2 + sin(q)) q¨ +
1
2
m cos(q)q˙2 + gl sin(q) = u+ w, (4.146)
gdje su q, q˙, q¨ ∈ R pozicija, brzina i akceleracija, respektivno, u upravljacˇki ulaz i w vanjski
poremec´aj ili nemodelirani dinamicˇki efekt. Numericˇke vrijednosti parametara su: m =
0.5 [kg], gl = 10 [m2/s2].
Definiranjem varijabli stanja x1 = q, x2 = q˙ jednadzˇbu (4.146) mozˇemo zapisati kao
x˙1 = x2,
x˙2 = −
1
2
m cos(x1)x
2
2 + gl sin(x1)
m (2 + sin(x1))
+
1
m (2 + sin(x1))
u+ d,
(4.147)
pri cˇemu je d =
1
m (2 + sin(x1))
w.
Kako bi postigli zˇeljeno ponasˇanje (stabilnost i minimalno L2 pojacˇanje) sustava (4.146),
odabiremo
z =
[
xT u
]T
. (4.148)
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U ovom primjeru postavljamo sljedec´e:
• konacˇno vrijeme je tf = 15 [s], broj vremenskih intervala N = 15000, pa je trajanje
intervala τ = 10−3 [s] te smo izabrali Adamsovu metodu 4. reda;;
• definiramo pet neizrazitih skupova, tj. u izrazu (4.121) M = 5, s parametrima funkcije
pripadnosti (4.124) kao: αji = 0, β
j
i = σ
j
i = 1.5, povrsˇina i-tog izlaznog neizrazitog
skupa je Ai = 1;
• vektor pocˇetnih uvjeta x0 = [−π/2 0]T, pocˇetne vrijednosti parametara aproksima-
cijskih funkcija su: pi0 = ρ0 = [5 5]
T, pocˇetna vrijednost skalara µ0 postavljena je
na 5, korak konvergencije subgradijentne metode ck = 0.5/
√
k, koeficijenti kriterija
zaustavljanja su postavljeni na ε = ǫ = 10−4, koeficijente c1 = 10−3, c2 = 0.8 i β = 0.8.
Dobivamo sljedec´e
µ∗ = 2.7031, pi∗ =

 10.1950
−6.5261

 , ρ∗ =

−1.8392
1.1938

 . (4.149)
Simulacijski rezultati su prikazani na slikama od 4.8 do 4.10. Iz slike 4.8 se mozˇe
vidjeti da je stabilizacija sustava iz pocˇetnih uvjeta ostvarena. Slika 4.9 pokazuje vre-
menske ovisnosti ulaznih varijabli (upravljacˇka i neodred¯enosti) koje su u obliku izraza
(4.118) i (4.119) uz (4.120) s parametrima (4.149). Na slici 4.10 su prikazani J1 = ‖x‖2L2 +
‖Θ(x)pi‖2L2 − µ∗‖Ψ(x)ρ∗‖2L2 i J2 = ‖x‖2L2 + ‖Θ(x)pi∗‖2L2 − µ∗‖Ψ(x)ρ‖2L2, tako da se ve-
ktori pi i ρ mnozˇe s faktorom c ∈ [0, 2], tj. najprije imamo pi = c · pi∗ uz fiksni ρ∗, a
zatim ρ = c · ρ∗ uz fiksni pi∗. Iz ovog prikaza mozˇemo vidjeti da je par (pi∗, ρ∗) ravno-
tezˇna sedlasta tocˇka funkcije cilja J = ‖x‖2L2 + ‖Θ(x)pi∗‖2L2 − µ∗‖Ψ(x)ρ∗‖2L2 , tj. vrijedi
J(x, µ∗,pi∗,ρ) ≤ J(x, µ∗,pi∗,ρ∗) ≤ J(x, µ∗,pi,ρ∗).
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Slika 4.8: Varijable stanja u ovisnosti o vremenu (primjer 4.3).
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Slika 4.9: Upravljacˇka i poremec´ajna varijabla u ovisnosti o vremenu (primjer 4.3).
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Slika 4.10: Ilustracija sedlaste tocˇke (primjer 4.3).
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Poglavlje 5
Analiza stabilnosti predlozˇenog zakona
upravljanja s primjenom na
Euler-Lagrangeove sustave
U ovom poglavlju izvest c´emo uvjete stabilnosti predlozˇenog oblika zakona upravljanja s
primjenom na nelinearne sustave cˇija se dinamika mozˇe opisati Euler-Lagrangeovim jedna-
dzˇbama. Izvedeni uvjeti se u cjelokupnom procesu optimizacije mogu iskoristiti za odgova-
rajuc´e pocˇetno postavljanje parametara optimizacijskog algoritma ili se mogu tretirati kao
skup ogranicˇenja tipa nejednakosti. Izlaganja u ovom poglavlju se ustvari mogu shvatiti kao
rjesˇavanje problema inverznog optimalnog upravljanja. Glavna ideja je projektirati regula-
tor koji c´e, uz djelovanje neodred¯enosti, biti optimalan s obzirom na funkcional performansi
izveden na osnovu Ljapunovljeve analize stabilnosti, tj. ovakvim pristupom lokalna funkcija
cilja se a posteriori odred¯uje.
Ljapunovljeva analiza stabilnosti zahtijeva postavljanje pozitivno definitne funkcije koja
ima svojstva funkcije energije, a cˇija je vremenska derivacija negativno definitna. Naravno,
u opc´enitom slucˇaju nelinearnih dinamicˇkih sustava postavljanje takve funkcije nije nimalo
jednostavno. Zbog tog razloga, u ovoj disertaciji razmatramo jednu klasu nelinearnih sustava
s odred¯enim svojstvima koja olaksˇavaju postavljanje Ljapunovljeve funkcije, a time i uvjeta
stabilnosti.
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5.1 Euler-Lagrangeovi sustavi
Pod pojmom Euler-Lagrangeovi (EL) sustavi podrazumijevat c´emo sustave cˇija je dina-
mika opisana Euler-Lagrangeovim jednadzˇbama, tj. skupom obicˇnih diferencijalnih jednadzˇbi
specificˇne strukture. Diferencijalne jednadzˇbe gibanja bilo kojeg mehanicˇkog sustava mogu
se izvesti navedenom metodom pri cˇemu je prikladno da se polozˇaj i gibanje pojedine cˇestice
u sustavu opisuje pomoc´u poopc´enih koordinata i brzina. Pojam poopc´enih koordinata ili
generaliziranih koordinata uveo je Lagrange kao temelj svoje analiticˇke mehanike, a mogu
se definirati kao skup med¯usobno nezavisnih parametara koji jednoznacˇno definira polozˇaj
sustava u bilo kojem vremenskom trenutku. Sa stanoviˇsta upravljanja, poopc´ene koordinate
u literaturi se nazivaju upravljane koordinate.
Prema [114], postavljamo sljedec´u definiciju:
Definicija 5.1 (Euler-Lagrangeov sustav). Euler-Lagrangeove jednadzˇbe gibanja
d
dt
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) +
∂R
∂q˙
(q˙) = Mτ , (5.1)
definiraju Euler-Lagrangeov sustav koji ima s stupnjeva slobode s upravljanim (poopc´enim)
koordinatama q ∈ Rs, gdje su: L (q, q˙) = T (q, q˙) − U (q) Lagrangeova funkcija, T (q, q˙)
kineticˇka energija, U (q) potencijalna energija, R(q˙) Rayleighova disipacijska funkcija, M∈
R
s×nu matrica konstanti i τ ∈ Rnu je vektor vanjskih (ulaznih) sila i/ili momenata.
Ako je broj ulaza jednak broju stupnjeva slobode EL sustava tada kazˇemo da je takav
sustav potpuno pogonjen (engl. fully actuated). To znacˇi da je nu = s, tj.
M= Is. (5.2)
Inacˇe, ako je nu < s kazˇemo da sustav nepotpuno pogonjen (engl. underactuated) i tada je
M=
[
0 Inu
]T
. (5.3)
U ovoj disertaciji razmatramo potpuno pogonjene sustave.
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Ako pretpostavimo da je potencijalna energija U prouzrokovana samo konzervativnim
silama, kakva je gravitacijska sila, tada su Lagrangeove jednadzˇbe za sustav sa s stupnjeva
slobode gibanja dane s
d
dt
[
∂L(q, q˙)
∂q˙
]
− ∂L(q, q˙)
∂q
= τ . (5.4)
Kineticˇka energija dinamicˇkog sustava definirana je sljedec´im izrazom
T (q, q˙) =
1
2
q˙TM(q)q˙, (5.5)
gdje jeM(q) ∈ Rs×s matrica inercija koja je simetricˇna i pozitivno definitna za svaki q ∈ Rs,
tj. vrijedi M(q) = MT(q) > 0. Za potencijalnu energiju znamo da je funkcija vektora
polozˇaja upravljanih koordinata q, pa je Lagrangeova funkcija jednaka
L (q, q˙) =
1
2
q˙TM(q)q˙− U(q). (5.6)
Ako izraz (5.6) uvrstimo u (5.4) dobivamo
d
dt
[
∂
∂q˙
[
1
2
q˙TM(q)q˙
]]
− ∂
∂q
[
1
2
q˙TM(q)q˙
]
+
∂U(q)
∂q
= τ ,
d
dt
[M(q)q˙]− 1
2
∂
∂q
[
q˙TM(q)q˙
]
+
∂U(q)
∂q
= τ ,
M(q)q¨ + M˙(q)q˙− 1
2
∂
∂q
[
q˙TM(q)q˙
]
+
∂U(q)
∂q
= τ ,
(5.7)
iz cˇega slijedi
M(q)q¨ +C(q, q˙)q˙+ g(q) = τ , (5.8)
gdje su: vektor Coriolisovih i centrifugalnih djelovanja dimenzije s× 1
C(q, q˙)q˙ = M˙(q)q˙− 1
2
∂
∂q
[
q˙TM(q)q˙
]
, (5.9)
elementi matrice C(q, q˙)
Cij =
s∑
k=1
cijkq˙k, (5.10)
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Christoffelov simbol prve vrste
cijk =
1
2
(
∂Mij
∂qk
+
∂Mik
∂qj
− ∂Mjk
∂qi
)
, (5.11)
vektor gravitacijskog djelovanja dimenzije s× 1
g(q) =
∂U(q)
∂q
. (5.12)
Vazˇno svojstvo sustava opisanog s (5.8) je to da je matrica N(q, q˙) = M˙(q) − 2C(q, q˙)
antisimetricˇna, tj. vrijedi
zTN(q, q˙)z = 0, ∀z ∈ Rs. (5.13)
Za dokaz pogledati [115]. Kao posljedica antisimetricˇnosti matrice N(q, q˙) proizlazi
M˙(q)− 2C(q, q˙) = −
[
M˙(q)− 2C(q, q˙)
]T
,
M˙(q)− 2C(q, q˙) = −M˙(q)T − 2C(q, q˙)T,
2M˙(q) = 2C(q, q˙) + 2C(q, q˙)T,
(5.14)
odnosno,
M˙(q) = C(q, q˙) +C(q, q˙)T. (5.15)
U ovoj disertaciji razmatramo EL sustave s prisutnim neodred¯enostima u obliku vanjskih
poremec´ajnih sila i/ili momenata, nemodeliranih nelinearnosti i sl. U tom kontekstu izraz
(5.8) postaje
M(q)q¨ +C(q, q˙)q˙+ g(q) = τ +w, (5.16)
gdje je w vektor neodred¯enosti.
5.2 Konstrukcija Ljapunovljeve funkcije
Kako bi sustav (5.16) prikazali u standardnom obliku afinih nelinearnih dinamicˇkih su-
stava u prostoru stanja (3.1), odabiremo vektor varijabli stanja u obliku x =
[
xT1 x
T
2
]T
=
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[
qT q˙T
]T
i vektor upravljanja u = τ .
Radi jednostavnosti, razmatrat c´emo problem regulacije oko ravnotezˇnog stanja xd = 0,
sˇto znacˇi da je odstupanje od zˇeljenog stanja
x˜1 = xd − x1 = −x1,
x˜2 = x˙d − x2 = −x2.
(5.17)
Buduc´i da je ravnotezˇno stanje xd = 0 slijedi da je g(xd) = 0, sˇto znacˇi da vektor gravitaci-
jskog djelovanja mozˇemo smatrati sadrzˇanim u vektor neodred¯enosti, tj.
d =M−1(x1) (w − g(x1)) , (5.18)
koji pripada skupu L2 ([t0, tf ] , R
s). Tako da sada imamo
x˙1 = x2,
x˙2 = −M−1(x1)C(x1,x2)x2 +M−1(x1)u+ d.
(5.19)
Prema tome matrice sustava su oblika
f(x) =

 x2
−M−1(x1)C(x1,x2)x2

 , G1(x) =

 0
M−1(x1)

 , G2 =

0
I

 . (5.20)
Svojstvo disipativnosti, ili rasipanja energija, predstavlja osnovni koncept u proucˇavanju
dinamicˇkih sustava opc´enito, a narocˇito EL sustava. Uz koncept disipativnosti usko je vezan
pojam pasivnosti. Kod pasivnih sustava stupanj primljene energije iz okoline nije manji od
porasta akumulirane energije. Drugim rijecˇima, pasivni sustav ne mozˇe akumulirati viˇse
energije nego sˇto je dobavljeno iz okoline, gdje razlika nastaje uslijed disipacije energije.
Jasno je da je pasivnost usko vezana za svojstvo stabilnosti. Standardne reference iz teorije
disipativnosti i pasivnosti su [13, 31, 68, 69]. Pasivnost je povezana s pojmom ulazno/izlazne
stabilnosti sustava. U [114, 116] je pokazano da EL sustavi imaju svojstvo izlazne striktne
pasivnosti.
Iz izraza (3.3) vidimo da derivacija Ljapunovljeve funkcije V˙ (x) ne mora biti strogo ne-
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gativno definitna, vec´ mozˇe biti negativno semidefinitna, sˇto znacˇi da ako postoji nemjerljivi
nestabilni dio sustava, tada i x = 0 mozˇe biti nestabilno stanje sustava. Da bi disipativnost
podrazumijevala i Ljapunovljevu stabilnost, moramo iskljucˇiti ovakve situacije. Ako su ispu-
njena svojstva opazivosti i osmotrivosti u nultom stanju (Definicija 3.1 i Definicija 3.2) tada
je sustav koji je izlazno striktno pasivan, a time i L2 stabilan, takod¯er i interno stabilan,
odnosno stabilan u smislu Ljapunova.
Vazˇno je uocˇiti da neodred¯enosti u sustavu (5.19) ispunjavaju uvjet sparivanja (engl.
matching condition), tj. vektor neodred¯enosti d ulazi u sustav kroz isti kanal kao i vektor
upravljanja u. U [41, Poglavlje 5.1] je pokazano da ako je ispunjen uvjet sparivanja, Lja-
punovljevu funkciju sustava bez neodred¯enosti d = 0 mozˇemo uzeti i kao Ljapunovljevu
funkciju kojom c´emo garantirati robusnu stabilnost s obzirom na neodred¯enosti.
Buduc´i da smo vektor gravitacijskog djelovanja pretpostavili sadrzˇanim u vektoru neodre-
d¯enosti kojeg dobivamo iz predlozˇenog algoritma (Poglavlje 4), mozˇemo EL sustav napisati
kao
M(x1)x˙2 +C(x1,x2)x2 = u+ d, (5.21)
gdje je d = w − g(x1), tj. uz (5.18) imamo d =M(x1)d.
Poznato je da se regulacija oko ravnotezˇnog stanja xd = 0 mozˇe ostvariti linearnim zako-
nom upravljanja oblika
u = −KPx1 −KDx2, (5.22)
gdje su KP i KD dijagonalne pozitivno definitne matrice.
Slijedec´i metodologiju iz [115], kao prvi korak u konstrukciji Ljapunovljeve funkcije nomi-
nalnog sustava (d = 0) potrebno je izraz (5.21) s lijeve strane pomnozˇiti s xT2 cˇime se dobiva
xT2M(x1)x˙2 + x
T
2C(x1,x2)x2 + x
T
2KPx1 + x
T
2KDx2 = 0. (5.23)
U izrazu (5.23) zbog simetricˇnosti matrica M(x1) i KP imamo
xT2M(x1)x˙2 =
d
dt
(
1
2
xT2M(x1)x2
)
− 1
2
xT2 M˙(x1)x2,
xT2KPx1 =
d
dt
(
1
2
xT1KPx1
)
.
(5.24)
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Sada izraz (5.23) postaje
d
dt
(
xT2M(x1)x2 +
1
2
xT1KPx1
)
− 1
2
xT2
(
M˙(x1)− 2C(x1,x2)
)
x2 + x
T
2KDx2 = 0, (5.25)
te konacˇno zbog antisimetricˇnosti matrice M˙(x1)− 2C(x1,x2)
d
dt
(
xT2M(x1)x2 +
1
2
xT1KPx1
)
= −xT2KDx2, (5.26)
gdje izraz u zagradi na lijevoj strani predstavlja Ljapunovljevu funkciju
V (x) = xT2M(x1)x2 +
1
2
xT1KPx1, (5.27)
a izraz na desnoj strani njezinu vremensku derivaciju
V˙ (x) = −xT2KDx2. (5.28)
5.3 Uvjeti stabilnosti
Uvjeti L2 stabilnosti sustava (5.19) slijede iz sljedec´ih nejednadzˇbi
V (x1,x2) > 0, (5.29)
V˙ (x1,x2) ≤ µ‖d‖2 − ‖z‖2, (5.30)
pri cˇemu je konacˇno L2 pojacˇanje γ
2 = µ > 0, a vektor neodred¯enosti je
d =M(x1)d =M(x1)Ψ(x1,x2)ρ (vidjeti izraz (4.6)), (5.31)
uz pretpostavku da je
‖Ψ(x1,x2)‖2 ≤ c
(‖x1‖2 + ‖x2‖2 + 2‖x1‖ · ‖x2‖) , (5.32)
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gdje je c pozitivna konstanta, dok vektor izlaza kojim se zˇeli upravljati z, odabiremo takav
da vrijedi
‖z‖2 = ‖x1‖2 + ‖x2‖2 + ‖u‖2. (5.33)
Lako se mozˇe vidjeti da je uvjet (5.29) ispunjen, buduc´i da su M(x1) = M
T(x1) > 0 i
KP = K
T
P > 0. Ostaje izvesti uvjete pod kojima c´e vrijediti nejednakost (5.30).
Uvrsˇtavanjem (5.22), (5.28) i (5.33) u (5.30) dobiva se
−xT2KDx2 − µ‖A(x1,x2)ρ‖2 + ‖KPx1 +KDx2‖2 + ‖x1‖2 + ‖x2‖2 ≤ 0, (5.34)
gdje je A(x1,x2) = M(x1)Ψ(x1,x2). Cˇlanove u prethodnom izrazu mozˇemo ocijeniti na
sljedec´i nacˇin
λmin {KD} · ‖x2‖2 ≤ xT2KDx2 ≤ λmax {KD} · ‖x2‖2, (5.35)
‖A(x1,x2)ρ‖2 ≤ λmax {M(x1)} · c ·
(‖x1‖2 + ‖x2‖2 + 2‖x1‖ · ‖x2‖) · ‖ρ‖2, (5.36)
zatim
‖KPx1 +KDx2‖2 ≤ ‖KPx1‖2 + 2‖KPx1‖ · ‖KDx2‖+ ‖KDx2‖2, (5.37)
te nadalje
λ2min {KP} · ‖x1‖2 ≤ ‖KPx1‖2 ≤ λ2max {KP} · ‖x1‖2, (5.38)
λ2min {KD} · ‖x2‖2 ≤ ‖KDx2‖2 ≤ λ2max {KD} · ‖x2‖2, (5.39)
‖KPx1‖ · ‖KDx2‖ ≥ λmin {KP} · λmin {KD} · ‖x1‖ · ‖x2‖,
‖KPx1‖ · ‖KDx2‖ ≤ λmax {KP} · λmax {KD} · ‖x1‖ · ‖x2‖,
(5.40)
gdje su λmin{·} i λmax{·} minimalna i maksimalna svojstvene vrijednost. Sada izraz (5.34)
postaje
−a1‖x1‖2 +
[
‖x1‖ ‖x2‖
]
·R ·

‖x1‖
‖x2‖

 ≤ 0, (5.41)
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gdje su
R =

−µc+ a2 + 1 a4 − µc
a4 − µc −µc+ a3 + 1

 ,
a1 = λmax {KD} , a2 = λ2min {KP} ,
a3 = λ
2
min {KD} , a4 = λmin {KP} · λmin {KD} ,
c = c · λmax {M(x1)} · ‖ρ‖2.
(5.42)
Vazˇno je uocˇiti da su c, ai > 0, i = 1, . . . , 4.
Sada uvjete stabilnosti mozˇemo sazˇeti u sljedec´i korolar:
Korolar 5.1. Neka je a2 > a3, tada je sustav (5.19) uz zakon upravljanja (5.22) L2 stabilan
od neodred¯enosti (5.31) prema izlazu (5.33) ako je
1 + a2
c
≤ µ ≤ a2 + a3 + 1
c(a2 + a3 − 2a4 + 2) ,
a4 <
a2 + a3 + 2
2
,
(5.43)
gdje su a2, a3, a4 i c iz izraza (5.42).
Dokaz. Poznato je da je simetricˇna matrica pozitivno semidefinitna ako i samo ako su joj sve
glavne minore ≥ 0 (pogledati na primjer u [117, Poglavlje 6.]), iz cˇega slijedi da je simetricˇna
matrica R iz izraza (5.42) negativno semidefinitna ako i samo ako su glavne minore prvog
reda negativno semidefinitne, tj.
−µc + a2 + 1 ≤ 0 =⇒ µ ≥ a2 + 1
c
, (5.44)
−µc + a3 + 1 ≤ 0 =⇒ µ ≥ a3 + 1
c
, (5.45)
a glavna minora drugog reda pozitivno semidefinitna, tj.
∣∣∣∣∣∣
−µc+ a2 + 1 a4 − µc
a4 − µc −µc+ a3 + 1
∣∣∣∣∣∣ ≥ 0 =⇒ µ ≤
a2 + a3 + 1
c(a2 + a3 − 2a4 + 2) . (5.46)
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Iz gornjih izraza, uz a2 > a3, proizlazi prvi uvjet iz (5.43), dok drugi uvjet iz (5.43) slijedi iz
cˇinjenice da je µ > 0. 
U kontekstu algoritma izvedenog u Poglavlju 4 zakon upravljanja (5.22) mozˇe se zapisati
u obliku
u(x1,x2) = Θ(x1,x2)pi, (5.47)
pri cˇemu su
Θ(x1,x2) =
[
Θ1(x1) Θ2(x2)
]
, pi =

KP · 1s×1
KD · 1s×1

 ,
Θ1(x1) = (−1) ·
s∑
i=1
Ei x1 e
T
i , Θ2(x2) = (−1) ·
s∑
i=1
Ei x2 e
T
i , Ei = ei e
T
i .
(5.48)
Na osnovu prethodnog razmatranja, uvjeti stabilnosti koji bi se ukljucˇili u predlozˇeni algori-
tam glasili bi
πi > 0, i = 1, 2, . . . , 2s,
µc− α2 − 1 ≥ 0,
−µc(α2 + α3 − 2α4 + 2) + α2 + α3 + 1 ≥ 0,
α2 + α3 − 2α4 + 2 > 0,
α2 − α3 > 0,
(5.49)
gdje su
α2 = (min {[Is×s 0s×s] · pi})2 , α3 = (min {[0s×s Is×s] · pi})2 ,
α4 = min {[Is×s 0s×s] · pi} ·min {[0s×s Is×s] · pi} ,
(5.50)
a c je iz (5.42). U izrazu (5.50) max{·} i min{·} oznacˇavaju najvec´i i najmanji, respektivno,
element vektora unutar zagrada {·}.
Uvjeti (5.49) mogu se u predlozˇenom algoritmu iskoristiti prilikom odabiranja pocˇetne
vrijednosti µ0 u Algoritmu 1 i pocˇetnih iznosa parametara pi0 i ρ0 u Algoritmu 2 te na taj
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nacˇin dobro usmjeriti konvergenciju Newtonove metode. Nadalje, uvjeti (5.49) mogu se u
optimizacijski problem iz Poglavlja 4 ukljucˇiti primjenom metode kaznenih funkcija. To bi
znacˇilo da je u funkciju cilja (4.47), tj. (4.69) potrebno dodati josˇ jedan cˇlan koji bi bio oblika
2s+3∑
k=1
Kg,kg
2
kH
−(gk), (5.51)
pri cˇemu gk predstavljaju lijeve strane nejednadzˇbi iz izraza (5.49), a Kg,k su tezˇinski koefi-
cijenti. U (5.51) H−(z) predstavlja Heavisideovu funkciju definiranu kao
H−(z) =


0 if z ≥ 0,
1 if z < 0.
(5.52)
Vidljivo je da bi u ovom slucˇaju trebalo racˇunati subgradijent izraza (5.51) buduc´i da se
u njemu pojavljuju min odnosno max operatori. Ovdje takod¯er treba napomenuti da bi
prethodno dokazane rezultate u Propozicijama 4.2 do 4.4 trebalo prosˇiriti na slucˇaj minimaks
optimizacijskog problema s ogranicˇenjima tipa nejednakosti.
U ovom poglavlju smo pokazali izvod uvjeta L2 stabilnosti EL sustava s jednom jedno-
stavnom klasom upravljacˇkog zakona. Slijedec´i istu metodologiju, moguc´e je izvesti i uvjete
za neku slozˇeniju klasu problema vodec´i racˇuna o obliku aproksimacijskih funkcija vektora
upravljanja. Na primjer, u radu [115] je provedena analiza stabilnosti nelinearnih EL su-
stava vod¯enih analiticˇkim neizrazitim regulatorom. U ovoj disertaciji, u Potpoglavlju 4.4,
smo dokazali da analiticˇke neizrazite bazne funkcije mogu aproksimirati bilo koju funkciju na
kompaktnom skupu s proizvoljnim stupnjem tocˇnosti. Prema tome, rezultate analize stabi-
lnosti iz [115] trebalo bi sagledati u kontekstu L2 pojacˇanja, a to nije niˇsta drugo nego izvesti
uvjete pod kojima c´e vrijediti nejednakost (5.30).
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Poglavlje 6
Sinteza regulatora elektrohidraulicˇkih
sustava
Tijekom posljednja dva desetljec´a, kao jedan od najcˇesˇc´ih pogona u razlicˇitim podrucˇjima
automatskog upravljanja, primjenjuju se elektrohidraulicˇki sustavi. Na primjer, takve pri-
mjene ukljucˇuju upravljanje letom zrakoplova [118], injekcijsko modeliranje [119], paralelne
manipulatore [120], sprecˇavanje blokiranja kotacˇa prilikom kocˇenja vozila [121], dinamicˇku
stabilnost vozila [122] itd. Primjena elektrohidraulicˇkih sustava postala je rasˇirena zbog
prednosti koje posjeduju kao sˇto su visoka kompaktnost i krutost, prijenos velikih snaga,
samohlad¯enje, brzi odziv i visoka tocˇnost.
Dobro je poznata cˇinjenica da elektrohidraulicˇki sustavi pokazuju izrazito nelinearno po-
nasˇanje koje je posljedica fenomena koji se ocˇituju u karakteristici tlak-protok, histerezi u
karakteristici protok-pojacˇanje, karakteristici razvodnika u okolini nule, istjecanju tekuc´ine,
varijaciji temperature [123, 124, 125, 126].
Tri su osnovna modela elektrohidraulicˇkih sustava predmet istrazˇivanja u znanstvenim i
strucˇnim radovima: sustav za upravljanje linearnim gibanjem [46, 127], sustav za upravlja-
nje rotacijskim gibanjem [128, 129] i sustav za upravljanje silom [130, 131]. Pokazalo se da
klasicˇni pristupi kao sˇto su PID regulator i linearni staticˇki regulator stanja ne ostvaruju
zadovoljavajuc´e performanse elektrohidraulicˇkih sustava. Zbog ogranicˇenja takvih pristupa
primjenjuju se razne metode nelinearnog upravljanja: eksterna linearizacija (engl. feedback
linearziation), klizni rezˇim upravljanja (engl. sliding mode control), tzv. backstepping upra-
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vljanje, podesivo upravljanje (engl. adaptive control), umjetna inteligencija i sl.
U [132] je predlozˇeno u kliznom rezˇimu podesivo upravljanje elektrohidraulicˇkim sustavom
s parametarskim nelinearnostima. Izvedena je specijalna Ljapunovljeva funkcija za dobiva-
nje regulatora koji osigurava robusnu stabilnost s obzirom na neodred¯enosti u parametrima.
Metoda eksterne linearizacije za prac´enje zˇeljenih pomaka, brzine i tlaka elektrohidraulicˇkih
sustava primijenjena je u [128]. Eksperimentalni rezultati su pokazali da se eksternom li-
nearizacijom, ocˇekivano ostvaruju bolje performanse sustava od uobicˇajenih PID regulatora.
Med¯utim, poznato je da metoda eksterne linearizacije ne mozˇe garantirati robusnost u pri-
sustvu parametarskih neodred¯enosti i nemodelirane dinamike. Modeliranje, identifikacija
i nelinearno backstepping upravljanje elektrohidraulicˇkim sustavima publicirani su u [129].
Backstepping pristup je koriˇsten za prac´enje zˇeljenog pomaka, a naglasak je na konstrukciji
odgovarajuc´e Ljapunovljeve funkcije. Pristup koji koristi prednosti backstepping strategije
uzimajuc´i u obzir varijacije parametara sustava, a autori ga nazivaju podesivi backstepping
predlozˇen je u [133]. Rezultati primjene metoda umjetne inteligencije za upravljanje ele-
ktrohidraulicˇkim sustavima publicirani su u radovima [134, 135, 136]. Iako su simulacijski
i eksperimentalni rezultati pokazali dobra dinamicˇka ponasˇanja zatvorenih sustava, vrlo je
tesˇko ili nemoguc´e garantirati njihovu stabilnost. Sve prethodno navedene metode zahtije-
vaju da su sve varijable stanja sustava prakticˇki mjerljive. U [137] je predlozˇena metoda
nelinearnog upravljanja po vektoru izlaza koja se sastoji od observera s visokim pojacˇanjem
i regulatora zasnovanog na svojstvu pasivnosti.
U ovom poglavlju c´e se algoritam upravljanja, prethodno izveden u Poglavlju 4, provjeriti
na laboratorijskim modelima elektrohidraulicˇkih sustava, koji su u svrhu istrazˇivanja razlicˇitih
koncepata upravljanja razvijeni na Katedri za strojarsku automatiku, Fakulteta strojarstva
i brodogradnje Sveucˇiliˇsta u Zagrebu.
6.1 Opis laboratorijskih postava
Modeli se uglavnom sastoje od standardnih industrijskih elemenata te elemenata rucˇne
izrade, a to su:
• Hidraulicˇka crpka je ured¯aj koji dovedenu mehanicˇku energiju pretvara u hidraulicˇku
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energiju radne tekuc´ine. Hidraulicˇka crpka je volumenska crpka jer hidraulicˇku energiju
predaje zahvac´enom volumenu tekuc´ine.
• Pogon hidraulicˇkog sustava postizˇe se motorima. Kod stacionarne hidraulike dobavljaju
mehanicˇku energiju za crpku pretezˇno elektromotori.
• Hidraulicˇki cilindar pretvara hidraulicˇku energiju u pravocrtno gibanje klipnjacˇe. Ko-
nstrukcijski se izvode kao jednoradni ili jednosmjerni te dvoradni ili dvosmjerni. Kod
jednoradnih cilindara radni tlak djeluje s jedne strane klipa, a kod dvoradnih s obje.
• Hidromotor pretvara hidraulicˇku energiju u rotacijsko gibanje na izlaznom vratilu.
Konstrukcija im je u osnovi identicˇna konstrukciji hidraulicˇke crpke. Mogu se izvesti s
konstantnim i/ili promjenljivim radnim volumenom.
• Ured¯aji za upravljanje hidraulicˇkom energijom u toku procesa prijenosa od hidraulicˇke
crpke do hidraulicˇkog cilindra/motora. Oni omoguc´uju pokretanje, zaustavljanje, pro-
mjenu brzine i smjera kretanja hidraulicˇkog cilindra/motora te njegovo efikasno osi-
guranje od preopterec´enja. Ured¯aji za upravljanje su: prigusˇni elementi, ventili za
upravljanje tlakom, ventili za upravljanje protokom, jednosmjerni (nepovratni) ventili,
razvodnici. Prigusˇni elementi ili prigusˇnici imaju ulogu aktivnih hidraulicˇkih otpora
u hidraulicˇkom sustavu. Osnovni element prigusˇnika je odgovarajuc´a povrsˇina struja-
nja koju formira prigusˇni otvor. Ventili za upravljanje tlakom omoguc´uju ogranicˇenje
tlaka, snizˇenje tlaka i efikasnu zasˇtitu hidraulicˇkih sustava od preopterec´enja. Ventili za
upravljanje protokom omoguc´uju promjenu brzine izvrsˇnih elemenata u hidraulicˇkom
sustavu. Osnovna im je funkcija upravljanje protokom i njegova regulacija. Jednosmje-
rni ventili omoguc´uju protjecanje radne tekuc´ine u jednom smjeru, dakle djeluju kao
nepovratni. Hidraulicˇki razvodnici omoguc´uju start, promjenu smjera i zaustavljanje
hidraulicˇkog cilindra. Funkcija razvodnika je usmjeravanje i prekidanje struje radne
tekuc´ine. Osnovne karakteristike razvodnika su: broj radnih polozˇaja, broj hidrauli-
cˇkih prikljucˇaka na razvodniku, funkcija radnih polozˇaja, nacˇin aktiviranja razvodnika,
nazivna velicˇina prikljucˇnih otvora.
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• Hidraulicˇki akumulator akumulira hidraulicˇku energiju (radna tekuc´ina pod tlakom)
i predaje je hidraulicˇkom sustavu prema potrebi. Hidraulicˇka energija se akumulira
u periodima kada nema potrosˇnje u hidraulicˇkom sustavu ili kada je ona smanjena.
Hidraulicˇki akumulator omoguc´ava da se snaga pogonske hidraulicˇke crpke ogranicˇi
na velicˇinu srednje snage potrosˇacˇa hidraulicˇke energije u sustavu. On mozˇe u vrlo
kratkom vremenu predati akumuliranu energiju i kratkotrajno pokriti viˇsak potrosˇnje.
Ugradnjom hidraulicˇkog akumulatora u sustav moguc´e je filtrirati oscilacije tlaka i pro-
toka. To je narocˇito vazˇno ako se mora osigurati stabilno napajanje i rad s minimalnom
bukom.
• Senzori tlaka, sile, linearnog pomaka i brzine vrtnje koji mehanicˇke velicˇine pretvaraju
u elektricˇni signal.
Shematski prikaz elektrohidraulicˇkih sustava koji su predmeti razmatranja u ovom radu pri-
kazani su na slikama 6.1,6.3 i 6.5, a njihovi najvazˇniji elementi su opisani u daljnjem tekstu.
6.1.1 Modul za upravljanje rotacijskim gibanjem
Eksperimentalni postav koji se sastoji od hidraulicˇkog motora, kojemu se upravlja brzi-
nom vrtnje, i hidraulicˇke crpke, kojom se simulira moment opterec´enja, prikazan je shematski
na slici 6.1. Fotografija eksperimentalnog postava elektrohidraulicˇkog servo sustava za upra-
vljanje rotacijskim gibanjem prikazana je na slici 6.2.
Hidromotor (1) (proizvod¯acˇ Hansa Flex, model HK-EPMM 008C) ima specificˇni radni vo-
lumen 8.2 [cm3/okr], dok crpka (2) (proizvod¯acˇ VIVOIL, model XV-1P-D) ima 2.6 [cm3/okr].
Izlazni tlak crpke, a time i iznos momenta opterec´enja, generira se pomoc´u proporcionalnog
tlacˇnog ventila (4) (proizvod¯acˇ Atos, model RZ MO-AE-030/210) s integriranom upravlja-
cˇkom elektronikom i analognim ulaznim signalom od 0 do 10 [V]. Crpka za terec´enje radi u
otvorenom krugu, pri cˇemu je moment opterec´enja proporcionalan ulaznom naponu tlacˇnog
ventila.
Hidromotor i crpka za terec´enje su povezani krutim vratilom na kojeg je montiran inkre-
mentalni enkoder (3) (proizvod¯acˇ Heidenhain, model ERN 120, 1024 ppr). Izlazni signal sa
enkodera se koristi za racˇunanje brzine vrtnje hidromotora.
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Slika 6.1: Shematski prikaz rotacijskog elektrohidraulicˇkog sustava: 1 hidraulicˇki motor; 2 cr-
pka za terec´enje; 3 inkrementalni enkoder; 4 proporcionalni tlacˇni ventil; 5 mjerni pretvornik
tlaka; 6 elektromagnetski razvodnik; 7 servo razvodnik; 8 sigurnosni ventil; 9 manometar;
10 cijevni zatvaracˇ; 11 frekvencijski pretvaracˇ; 12 elektromotor; 13 zupcˇasta crpka; 14 je-
dnosmjerni ventil s oprugom; 15 tlacˇni filter; 16 uljevnik; 17 povratni filter; 18 elektronicˇko
sucˇelje; 19 elektricˇni ispravljacˇ; 20 upravljacˇko racˇunalo.
Brzinom vrtnje hidromotora mozˇe se upravljati servo razvodnikom kojim se regulira pro-
tok hidraulicˇke tekuc´ine prema hidromotoru (prigusˇni nacˇin rada) ili regulacijom brzine vrtnje
asinkronog motora i pogonske zupcˇaste crpke pomoc´u frekvencijskog pretvaracˇa (volumenski
nacˇin rada). U prvom nacˇinu rada koristi se servo razvodnik (7) (proizvod¯acˇ Schneider Kreuz-
nach, model HVM 061-005-1200-0C-E1) s integriranom elektronikom koji prema hidromotoru
mozˇe dostaviti 5 [l/min] hidraulicˇke tekuc´ine pri padu tlaka od 7 [MPa]. U drugom nacˇinu
rada zupcˇasta pumpa (13) (proizvod¯acˇ VIVOIL) specificˇnog radnog volumena 4.9 [cm3/okr] i
maksimalnog nominalnog tlaka 25 [MPa] pogoni se trofaznim asinkronim motorom (12) (pro-
izvod¯acˇ Siemens, model 1LA7106-4AA11, 2.2 [kW]) upravljanim frekvencijskim pretvaracˇem
(11) (proizvod¯acˇ Siemens, model SINAMICS G110). U prvom nacˇinu rada cijevni zatvaracˇ
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Slika 6.2: Fotografija eksperimentalnog postava rotacijskog elektrohidraulicˇkog servo sustava.
(10) treba biti zatvoren, dok u drugom nacˇinu treba biti otvoren.
Ostali vazˇniji dijelovi eksperimentalnog postava su: dva mjerna pretvornika tlaka (5) (pro-
izvod¯acˇ Siemens, model 7MF1564) s izlaznim signalom od 0 do 10 [V] koji odgovara rasponu
tlaka od 0 do 25 [MPa], sigurnosni ventil (8) i elektromagnetski razvodnik (6) (proizvod¯acˇ
Atos, model DHI-0631/2/A 23).
6.1.2 Modul za upravljanje translacijskim gibanjem
Eksperimentalni model za upravljanje translacijskim gibanjem shematski je prikazan na
slici 6.3. Fotografija eksperimentalnog postava elektrohidraulicˇkog servo sustava za upravlja-
nje translacijskim gibanjem prikazana je na slici 6.4.
Na mjestu glavnog radnog cilindra (1) i na mjestu cilindra kojim se simulira sila optere-
c´enja (2) postavljen je dvoradni cilindar promjera klipa 50 [mm] s klipnjacˇom promjera 36
[mm] te maksimalnog hoda 300 [mm]. Kod dvoradnog cilindra mogu se obje strane klipnih
ploha dovesti pod tlak, pa je rad moguc´e obavljati u dva smjera.
Na strani glavnog cilindra postavljen je elektrohidraulicˇki proporcionalni razvodnik (5)
(proizvod¯acˇ BOSCH REXROTH, model 4WRA-E-6-07). Radi se o proporcionalnom direktno
upravljanom razvodniku sa cˇetiri prikljucˇka i tri radna polozˇaja s integriranom upravljacˇkom
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Slika 6.3: Shematski prikaz translacijskog elektrohidraulicˇkog sustava: 1 glavni cilindar; 2
cilindar za terec´enje; 3 linearni enkoder; 4 senzor tlaka; 5 proporcionalni ventil; 6 elektro-
magnetski razvodnik; 7 promjenljivi prigusˇnik; 8 regulator tlaka; 9 manometar; 10 hidraulicˇki
akumulator; 11 cijevni zatvaracˇ; 12 ventil za ogranicˇenje tlaka; 13 postavni ventil; 14 tlacˇni
filter; 15 jednosmjerni ventil s oprugom; 16 povratni filter; 17 elektromotor; 18 zupcˇasta
crpka; 19 elektronicˇko sucˇelje; 20 elektricˇni ispravljacˇ; 21 upravljacˇko racˇunalo.
Slika 6.4: Fotografija eksperimentalnog postava translacijskog elektrohidraulicˇkog servo su-
stava.
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elektronikom. Nazivni protok iznosi 7 [l/min] pri padu tlaka od 10 [bar], maksimalni radni
tlak je 315 [bar], a upravljacˇki signali koje prima krec´u se u intervalu od -10 [V] do +10 [V].
Na strani cilindra za terec´enje postavljen je elektromagnetski 4/3 razvodnik (6) (proizvod¯acˇ
ATOS, model DHI-0 71 3 23), maksimalnog protoka 60 [l/min] i maksimalnog tlaka 350 [bar].
Za potrebe mjerenja tlaka koristi se senzor (4) u komori cilindra (proizvod¯acˇ SIEMENS,
model 7MF1564-3DD10-1AC1) koji ima sljedec´e karakteristike: mjerno podrucˇje od 0 do 250
[bar], maksimalni tlak 500 [bar], izlazni signal od 0 do 10 [V], napajanje od 15 [V] do 36
[V]. Unutar ovog senzora nalazi se keramicˇka plocˇica na koju je naparen Wheatstonov most.
Deformiranjem plocˇice mijenja se otpor mosta, a taj signal se dalje pretvara u naponski koji
se preko A/D kartice mozˇe cˇitati u racˇunalu.
Za mjerenje pozicije tereta ugrad¯en je linearni enkoder (3) (proizvod¯acˇ FESTO, model
MLO-POT-300LWG) koji je konstrukcijski izveden u obliku malog cilindra s pomicˇnom kli-
pnjacˇom koja se vezˇe za klipnjacˇu hidraulicˇkog cilindra. Njegovi osnovni tehnicˇki podaci su:
rezolucija 0.01 [mm], maksimalna brzina kretanja 5 [m/s], maksimalno ubrzanje 200 [m/s2],
hod 300 [mm]. Ovakvi senzori linearnog pomaka zbog jednostavnosti i dobrih karakteristika
cˇesto se primjenjuju u tehnicˇkoj praksi.
Koristi se zupcˇasta crpka (18) konstantne dobave (proizvod¯acˇ VIVOIL, model KV-1P 2.7
[cm3/okr]) koja ima sljedec´e karakteristike: maksimalna dobava pri pogonu sa elektromoto-
rom brzine 1380 [min−1] od Q = 3.7 [l/min], maksimalni tlak od p = 250 [bar]. Zupcˇasti par
obavlja funkciju tlacˇnog mehanizma, stvarajuc´i protok kojemu je suprotstavljen hidraulicˇki
otpor sustava.
Crpka se pogoni jednofaznim kaveznim asinkronim motorom (17) s pogonskim i zaletnim
kondenzatorom (proizvod¯acˇ KONCˇAR, model 5AZCD90SB-4). Nazivna brzina mu je 1380
[min−1], a snaga P = 1.1 [kW]. Izrad¯en je za napon 230 [V] i frekvenciju 50 [Hz].
Ugrad¯en je membranski akumulator (10) (proizvod¯acˇ HYDAC, model SBO140-1.4E1/112U-
140AB), a njegove osnovne karakteristike su maksimalni tlak od 140 [bar] i volumen od 1.4
[l].
Kako bi vizualno mogli u svakom trenutku i na zˇeljenom mjestu ocˇitati iznos tlaka u sustav
su ugrad¯eni manometri (9). Oni u sebi imaju Bourdonovu cijev posebnog profila, na jednom
kraju zatvorenu, a cˇvrsto ukljesˇtenu na drugom kraju. Prednji dio manometra ispunjen je
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glicerinom koji eliminira titranje kazaljke. Mjerno podrucˇje ugrad¯enih manometara je od 0
do 160 [bar].
6.1.3 Modul za upravljanje silom
Shematski dijagram eksperimentalnog postava elektrohidraulicˇkog sustava za upravljanje
silom, tj. elektrohidraulicˇke presˇe, prikazan je na slici 6.5. Fotografija eksperimentalnog
postava elektrohidraulicˇke presˇe prikazana je na slici 6.6.
Slika 6.5: Shematski prikaz elektrohidraulicˇke presˇe: 1 hidraulicˇki cilindar; 2 senzor tlaka; 3
linearni mjerni pretvornik; 4 elektromagnetski razvodnik; 5 servo ventil; 6 cijevni zatvaracˇ;
7 elektromagnetski ventil; 8 prigusˇni ventil; 9 manometar; 10 ventil za ogranicˇenje tlaka; 11
jednosmjerni ventil s oprugom; 12 tlacˇni filter; 13 povratni filter; 14 trofazni elektromotor; 15
zupcˇasta crpka; 16 elektronicˇko sucˇelje; 17 elektricˇni ispravljacˇ; 18 senzor sile; 19 upravljacˇko
racˇunalo.
U postavu se koristi dvoradni hidraulicˇki cilindar (1) duljine hoda (izvlacˇenja) klipnjacˇe
300 [mm], unutrasˇnjeg promjera 80 [mm] i promjera klipnjacˇe 60 [mm]. Pomicˇnim dijelom
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Slika 6.6: Fotografija eksperimentalnog postava elektrohidraulicˇke presˇe.
presˇe upravlja se pomoc´u elektrohidraulicˇkog servo razvodnika (5) (proizvod¯acˇ Schneider Kre-
uznach, model HVM 025-005-1200-0) konstruiranim za premosni (engl. bypass) nacˇin rada
s integriranim chopperskim pojacˇalom i analognog ulaznog signala od -10 [V] do +10 [V].
Buduc´i da je maksimalni tlak u sustavu ogranicˇen na vrijednost ostvarenu pomoc´u ventila
za ogranicˇavanje tlaka (10), servo ventil zapravo smanjuje vrijednost tlaka u komorama ci-
lindra. Servo ventil je postavljen za premosni nacˇin rada i u skladu s upravljacˇkim signalom
omoguc´uje potrebni protok tekuc´ine u spremnik kako bi se tlak u komorama cilindra odrzˇao
na zˇeljenoj razini.
Sila na klipnjacˇi cilindra proporcionalna je s aktivnom povrsˇinom klipa i raspolozˇivim
padom tlaka, a direktno se mjeri senzorom sile (18) (proizvod¯acˇ Siemens, model SIWAREX
WL270 CP-S SA 10T C3). Tlak unutar komore cilindra mjeri se pretvornikom (2) (proizvod¯acˇ
Siemens, model 7MF1564) mjernog raspona od 0 do 250 [bar] i izlaznog signala od 0 do
10 [V]. U ovom postavu takod¯er je moguc´e mjeriti linearni pomak presˇe s pretvornikom
(3) (proizvod¯acˇ Balluff, model BTL5-A11-M0300-PS32) izlaznog napona od 0 do 10 [V] i
rezolucije 20 [µm]. Ugradnjom ovog senzora pomaka ostvarena je moguc´nost provedbe tzv.
hibridnog sila/pozicija algoritma upravljanja.
Ako je cijevni zatvaracˇ (6) zatvoren tada je servo ventil iskljucˇen, pa se gibanjem presˇe
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upravlja klasicˇnim elektromagnetskim 4/3 razvodnikom (4). Takod¯er, ako je elektromagnetski
2/2 ventil (7) zatvoren, tada je protok tekuc´ine usmjeren na prigusˇni ventil (8) i time se utjecˇe
na promjenu brzine klipnjacˇe cilindra.
Buduc´i da je u sustav ugrad¯en servo ventil, posebna pozornost se mora posvetiti cˇistoc´i
tekuc´ine. Zbog toga su u sustav ugrad¯eni visoko tlacˇni filter (12) i filter u povratnom vodu
(13).
U sustav je ugrad¯ena zupcˇasta crpka (15) (proizvod¯acˇ VIVOIL, model KV-1P) specifi-
cˇnog radnog volumena 2.6 [cm3/okr] i maksimalnog tlaka 25 [MPa]. Crpku pogoni trofazni
elektricˇni motor (14) koji ima snagu 2.2 [kW] pri 980 [min−1].
6.2 Matematicˇki modeli
Za postavljanje odgovarajuc´eg matematicˇkog modela za neku dinamicˇku komponentu
realnog sustava primjenjuju se osnovni fizikalni zakoni. Prilikom analize i sinteze sustava
upravljanja moramo biti svjesni da niti jedan matematicˇki model ne mozˇe u potpunosti
opisati ponasˇanje sustava u svim njegovim moguc´im radnim tocˇkama. Kako bi se matematicˇki
model mogao upotrijebiti u sintezi algoritama upravljanja sustavom nije potrebno opisivati
sve fizikalne pojave koje se u komponenti mogu odigrati, jer bi takav sustav postao preslozˇen.
Kod matematicˇkog modeliranja dinamike hidraulicˇkih sustava vazˇni su zakoni odrzˇanja
energije i materije. Fizikalni zakoni potrebni za postavljanje jednadzˇbi dinamike pojedinih
komponenata hidraulicˇkih sustava detaljno su obrad¯eni u referencama [123, 124, 138].
6.2.1 Matematicˇki model rotacijskog sustava
Na slici 6.7 je prikazan shematski dijagram rotacijskog elektrohidraulicˇkog sustava za
izvod matematicˇkog modela. Oznacˇeni su tlak napajanja ps [Pa], tlak spremnika pa [Pa],
tlakovi u komorama hidromotora p1 [Pa] i p2 [Pa], protoci u tlacˇnom i povratnom vodu Q1
[m3/s] i Q2 [m
3/s], respektivno, kutna brzina θ˙ [rad/s], moment opterec´enja TL [N m].
Dinamika servo razvodnika se zanemaruje, tj. odnos izmed¯u povrsˇine otvora klipa servo
razvodnika Av = wyv [m
2], pri cˇemu su w [m] gradijent povrsˇine otvora i yv [m] pomak klipa
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Slika 6.7: Shematski dijagram rotacijskog elektrohidraulicˇkog sustava za izvod matematicˇkog
modela.
te ulaznog napona u [V] definira sljedec´a jednadzˇba
Av = kvu, (6.1)
gdje je kv [m
2/V] koeficijent pojacˇanja razvodnika. U nekim radovima, npr. [128, 129], dina-
mika razvodnika se opisuje linearnom diferencijalnom jednadzˇbom prvog reda. To bi znacˇilo,
sa stajaliˇsta upravljanja svim varijablama stanja, da je u sustav potrebno ugraditi precizni
senzor za mjerenje pomaka klipa razvodnika. Med¯utim, u razmatranom sustavu, aproksi-
macijski model (6.1) je opravdan buduc´i da je dinamika razvodnika puno brzˇa od ukupne
dinamike sustava. Iz istog razloga drugi autori takod¯er zanemaruju dinamiku razvodnika, na
primjer u radovima [132, 139].
Pretpostavljajuc´i da su tlak napajanja ps konstantan, tlak spremnika pa puno manji od
drugih tlakova u sustavu i otvori razvodnika simetricˇni, tada su protoci definirani sljedec´im
jednadzˇbama
Q1 =


CdAv
√
2
ρ
(ps − p1), yv ≥ 0,
CdAv
√
2
ρ
p1, yv < 0,
(6.2)
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Q2 =


CdAv
√
2
ρ
p2, yv ≥ 0,
CdAv
√
2
ρ
(ps − p2), yv < 0,
(6.3)
gdje su Cd koeficijent istjecanja razvodnika i ρ [kg/m
3] gustoc´a hidraulicˇke tekuc´ine.
Nadalje, uz pretpostavku da su vanjska istjecanja jednaka nuli, definirajmo protok kroz
opterec´eni razvodnik QL [m
3/s] kao srednji protok u komore hidromotora
QL =
Q1 +Q2
2
. (6.4)
Uvrsˇtavanjem jednadzˇbi (6.2) i (6.3) u jednadzˇbu (6.4) dobiva se
QL =


CdAv
√
ps − pL
ρ
, yv ≥ 0,
CdAv
√
ps + pL
ρ
, yv < 0,
(6.5)
sˇto je ekvivalentno
QL = CdAv
√
ps − sgn(yv)pL
ρ
, (6.6)
gdje su pL = p1 − p2 pad tlaka i sgn(·) signum funkcija koja predstavlja promjenu smjera
protoka kroz servo razvodnik.
Primjena jednadzˇbe kontinuiteta (vidjeti jednadzˇbu (3-53) u [123]) na obje komore hidro-
motora rezultira sljedec´im izrazima
Q1 − CL(p1 − p2) = V˙1 + V1
β
p˙1, (6.7)
CL(p1 − p2)−Q2 = V˙2 + V2
β
p˙2, (6.8)
gdje su CL [m
3/s/Pa] koeficijent istjecanja hidromotora, β [N/m2] modul stiˇsljivosti hidra-
ulicˇke tekuc´ine, V1 [m
3] i V2 [m
3] volumeni u tlacˇnoj i povratnoj komori hidromotora, respe-
ktivno. Jednadzˇbe (6.7) i (6.8) su postavljene na osnovu sljedec´ih pretpostavki: tlak u svakoj
komori hidromotora je svugdje isti, ne postoji nelinearnost zasic´enja niti kavitacija, brzine
tekuc´ine u komorama su male, temperatura i gustoc´a su konstantne.
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Volumeni tekuc´ine u komorama hidromotora mogu se izraziti kao funkcije kutnog pomaka
vratila motora
V1(θ) = V0 + fv(θ), (6.9)
V2(θ) = V0 − fv(θ), (6.10)
gdje su V0 [m
3] prosjecˇni volumen tekuc´ine sadrzˇane u svakoj komori hidromotora, fv [m
3]
pilasta funkcija volumena u svakoj komori hidromotora, θ [rad] kutni pomak vratila hidro-
motora i Dm [m
3/rad] specificˇni radni volumen hidromotora.
Vremenske derivacije izraza (6.9) i (6.10) su
V˙1 = f˙v = Dm θ˙, (6.11)
V˙2 = −f˙v = −Dm θ˙. (6.12)
Supstitucijom izraza od (6.9) do (6.12) u izraze (6.7) i (6.8), zatim njihovim oduzimanjem
uzimajuc´i u obzir da je p˙1 + p˙2 = 0 dobiva se
p˙L =
2β
V0
(
QL −Dmθ˙ − CLpL
)
. (6.13)
Primjenom Newtonovog drugog zakona, uz zanemarivanje momenta koji nastaje zbog
suhog (Coulombovog) trenja, jednadzˇba ravnotezˇe momenata na vratilu hidromotora glasi
Jtθ¨ = DmpL − Bθ˙ − TL, (6.14)
gdje su Jt [kg m
2] moment inercije motora i B [N m s] koeficijent viskoznog prigusˇenja.
Uvod¯enjem varijabli stanja x = [x1 x2]
T =
[
θ˙ pL
]T
, upravljanja u = [u] i neodred¯enosti
d = [d] = [TL] te uzimajuc´i u obzir da se vratilo hidromotora modela opisanog u Potpoglavlju
6.1.1 mozˇe okretati samo u pozitivnom smjeru, tj. yv ≥ 0 ⇒ sgn(yv) = 1, dobivamo zapis
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rotacijskog elektrohidraulicˇkog sustava u obliku prostora stanja kako slijedi

x˙1
x˙2

 =

 −BJtx1 + DmJt x2
−2βDm
V0
x1 − 2βCLV0 x2

+

 0
2βCdkv
V0
√
ρ
√
ps − x2

u+

− 1Jt
0

d. (6.15)
Uslijed velikih razlika u brojcˇanim vrijednostima elemenata matrica koje nastaju kao
posljedica fizikalnih jedinica parametara elektrohidraulicˇkih sustava moguc´i su odred¯eni nu-
mericˇki problemi. Zbog toga je potrebno normirati varijable stanja dijeljenjem s njihovim
maksimalnim vrijednostima.
Normiranjem varijabli stanja rotacijskog sustava opisanog s (6.15) dobivamo sljedec´e

x˙1
x˙2

 =

−Π1x1 +Π2x2
−Π3x1 −Π4x2

+

 0
Π3
√
1− x2

u+

−Π2
0

d, (6.16)
gdje su
x1 =
θ˙
θ˙max
, x2 =
pL
ps
, u =
u
umax
, d =
TL
Dm ps
, (6.17)
te nadalje
Π1 =
BDmθ˙max
kvumaxCdJt
√
ps
ρ
, Π2 =
D2m
√
ps
ρ
ρ
kvumaxCdJt
, Π3 =
2kvumaxβCd
√
ps
ρ
psV0
, Π4 =
2βCL
V0
. (6.18)
Slicˇno normiranje varijabli stanja je provedeno u [128].
Za izvod matematicˇkog modela translacijskog elektrohidraulicˇkog sustava (slika 6.8) i
elektrohidraulicˇke presˇe (slika 6.9) primjenjuju se isti fizikalni zakoni opisani jednadzˇbama
od (6.1) do (6.13).
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Slika 6.8: Shematski dijagram translacijskog elektrohidraulicˇkog sustava za izvod matemati-
cˇkog modela.
6.2.2 Matematicˇki model translacijskog sustava
Ukoliko se zanemare interna i eksterna curenja translacijskog elektrohidraulicˇkog sustava,
za cilindar vrijedi sljedec´a hidrodinamicˇka jednadzˇba [123, 138]
Q1 = A1x˙p +
V1(xp)
β
p˙1, (6.19)
Q2 = A2x˙p − V2(xp)
β
p˙2, (6.20)
gdje je xp [m] pomak klipa cilindra. Volumeni dviju komora cilindra mijenjaju se s pomakom
klipa cilindra xp na sljedec´i nacˇin
V1(xp) = V01 + A1xp, (6.21)
V2(xp) = V02 − A2xp, (6.22)
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gdje su A1 [m
2] i A2 [m
2] povrsˇine poprecˇnih presjeka cilindra, a V0i, i = 1, 2 je takozvani
poluvolumen cilindra. Nadalje, uvodimo sljedec´u pretpostavku [46, 140]
V1(xp)
β
≈ V2(xp)
β
≈ V01 + V02
2β
= C. (6.23)
Ponasˇanje tlakova unutar dviju komora slijedi iz (6.19) i (6.20)
p˙1 =
1
C
(Q1 − A1 x˙p), (6.24)
p˙2 =
1
C
(−Q2 + A2 x˙p), (6.25)
gdje su protoci Q1 i Q2 definirani izrazima (6.2) i (6.3), a zbog jednostavnosti promatrat
c´emo slucˇaj yv ≥ 0. Iz prethodnih jednadzˇbi dobivamo
p˙L =
1
C
[2QL − (A1 + A2)x˙p] , (6.26)
gdje je pL = p1 − p2, dok je QL definiran izrazom (6.6).
Mehanicˇki dio sustava, uz zanemarenje trenja, mozˇe se opisati dinamicˇkom jednadzˇbom
x¨p =
1
m
(p1A1 − p2A2 − b x˙p − c xp − FL), (6.27)
gdje su m [kg] ukupna masa pomicˇnog dijela, b [Ns/m] i c [N/m] viskoznost i krutost meha-
nicˇkog dijela, respektivno dok sila FL [N] predstavlja vanjsko opterec´enje cilindra. Nadalje,
vrijedi
p1A1 − p2A2 = A1 + A2
2
pL +
A1 − A2
2
ps, (6.28)
pri cˇemu je tlak napajanja ps = p1 + p2.
Definiranjem varijabli stanja x = [x1 x2 x3]
T = [xp x˙p pL]
T, upravljanja u = [u] i neo-
dred¯enosti d = [d] = [FL] dobivamo zapis translacijskog elektrohidraulicˇkog sustava u obliku
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prostora stanja kako slijedi


x˙1
x˙2
x˙3

 =


x2
− c
m
x1 − bmx2 + A1+A22m x3 + A1−A22m ps
−A1+A2
C
x2

+


0
0
2Cdkv
C
√
ρ
√
ps − x3

u+


0
1
m
0

d. (6.29)
Normiranjem varijabli stanja translacijskog sustava opisanog s (6.29) dobivamo sljedec´e


x˙1
x˙2
x˙3

 =


Π1x2
−Π2x1 −Π3x2 +Π4x3 +Π5
−Π7x2

+


0
0
Π7
√
1− x3

u+


0
−Π6
0

d, (6.30)
gdje su
x1 =
xp
l
, x2 =
A1x˙p
Qmax
, x3 =
pL
ps
, u =
u
umax
, d =
FL
A1ps
, (6.31)
pri cˇemu su l [m] maksimalni hod klipa cilindra u pozitivnom smjeru i Qmax [m
3/s] maksi-
malna dobava crpke. Nadalje,
Π1 =
Qmax
A1l
, Π2 =
cA1l
kvumaxCdm
√
ps
ρ
, Π3 =
bQmax
kvumaxCdm
√
ps
ρ
, Π4 =
(A1 + A2)
2
√
ps
ρ
ρ
2kvumaxCdm
,
Π5 =
(A1 − A2)2
√
ps
ρ
ρ
2kvumaxCdm
, Π6 =
A21
√
ps
ρ
ρ
kvumaxCdm
, Π7 =
kvumaxCd
√
ps
ρ
psC
.
(6.32)
6.2.3 Matematicˇki model elektrohidraulicˇke presˇe
Izvod matematicˇkog modela elektrohidraulicˇke presˇe vrlo je slicˇan izvodu modela transla-
cijskog sustava. Jednadzˇba ravnotezˇe sila je slicˇna jednadzˇbi (6.27)
p1A1 − p2A2 = mx¨p + b x˙p + F − Ff , (6.33)
gdje su xp [m] pomak klipa cilindra, F [N] sila na klipnjacˇi cilindra, Ff = fcsgn(x˙p) [N] sila
Coulombovog trenja, m [kg] i b [Ns/m] su masa pomicˇnog dijela i pripadajuc´i koeficijent
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viskoznog prigusˇenja, respektivno. Tlakovi p1 i p2 su definirani izrazima (6.24) i (6.25).
Slika 6.9: Shematski dijagram elektrohidraulicˇke presˇe za izvod matematicˇkog modela.
Ovdje c´emo koristiti najjednostavniji model sile F = c xp pri cˇemu je c [N/m] koeficijent
krutosti mehanicˇkog dijela sustava, pa prema tome mozˇemo pisati
xp =
1
c
F, x˙p =
1
c
F˙ , x¨p =
1
c
F¨ . (6.34)
Supstitucijom (6.34) u (6.33) dobivamo
p1A1 − p2A2 = m
c
F¨ +
b
c
F˙ + F − Ff . (6.35)
Takod¯er vrijedi izraz (6.28).
Definiranjem varijabli stanja x = [x1 x2 x3]
T =
[
F F˙ pL
]T
, upravljanja u = [u] i neodre-
d¯enosti d = [d] = [Ff ] dobivamo zapis elektrohidraulicˇke presˇe u obliku prostora stanja kako
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slijedi


x˙1
x˙2
x˙3

 =


x2
− c
m
x1 − bmx2 + c(A1+A2)2m x3 + c(A1−A2)2m ps
−A1+A2
C
x2

+


0
0
2Cdkv
C
√
ρ
√
ps − x3

u+


0
c
m
0

d. (6.36)
Normiranjem varijabli stanja elektrohidraulicˇke presˇe opisane s (6.36) dobivamo sljedec´e


x˙1
x˙2
x˙3

 =


Π1x2
−Π2x1 −Π3x2 +Π4x3 +Π5
−Π7x2

+


0
0
Π7
√
1− x3

u+


0
Π6
0

d, (6.37)
gdje su
x1 =
F
cl
, x2 =
A1F˙
cQmax
, x3 =
pL
ps
, u =
u
umax
, d =
Ff
A1ps
, (6.38)
a parametri Π1, Π2, Π3, Π4, Π5, Π6, Π7 su jednaki onima iz izraza (6.32).
6.3 Identifikacija parametara
Pretpostavimo da je vremenski interval [t0, tf ] podijeljen u N podintervala jednake du-
ljine, pa imamo: ti = t0 + iτ za i = 0, 1, 2, . . . , N , τ = (tf − t0)/N . Pretpostavljajuc´i da na
sustav ne djeluje vanjski moment tereta, tj. d = 0, sustav (6.16) se mozˇe svesti na linearni
regresijski model oblika
Y = ΦΠ , (6.39)
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gdje su
Y ≡


x˙1(t0)
...
x˙1(tN)
x˙2(t0)
...
x˙2(tN)


, Π ≡


Π1
Π2
Π3
Π4


, Φ ≡

Φ11 0
0 Φ22

 , Φ11 ≡


−x1(t0) x2(t0)
...
...
−x1(tN) x2(tN )

 ,
Φ22 ≡


−x1(t0) + u(t0)
√
1− x2(t0) −x2(t0)
...
...
−x1(tN ) + u(tN)
√
1− x2(tN) −x2(tN)

 .
(6.40)
Vektor parametara Π treba odrediti tako da funkcija
E(Π) = ‖Y −ΦΠ‖2 = YTY −YTΦΠ −ΠTΦTY +ΠTΦTΦΠ , (6.41)
poprima minimum (vidjeti [141, Poglavlje 2.2]). Funkcija (6.41) lokalno poprima minimum
ako vrijedi
∂E(Π)
∂Π
= 2ΦTΦΠ − 2ΦTY = 0. (6.42)
Ako je matrica ΦTΦ nesigularna1, minimum je jedinstven i dan s
Π =
[
ΦTΦ
]−1
ΦTY. (6.43)
Identifikacija parametara translacijskog elektrohidraulicˇkog sustava i elektrohidraulicˇke
presˇe takod¯er se svodi na rjesˇavanje problema (6.43), naravno s odgovarajuc´im matricama
Π , Φ i Y koje se formiraju u skladu s izrazima (6.30) i (6.37), respektivno.
Kako bi se postigla zadovoljavajuc´a tocˇnost identifikacije parametara sustava, ulazni na-
pon servo razvodnika mora sadrzˇavati adekvatni frekvencijski spektar. U ovom radu se koristi
ulazni napon u obliku sinusnog vala kojemu se frekvencija povec´ava linearno s vremenom
1Matrica ΦTΦ je nesingularna ako je ispunjen uvjet perzistentne pobude (engl. persistent excitation
condition), vidjeti na primjer u [141, Napomena 2 (str. 44.), Definicija 2.1].
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(engl. chirp signal). Nadalje, kako bi se reducirao utjecaj sˇuma u signalima mjerenim inkre-
mentalnim i linearnim enkoderom, senzorom sile te senzorima tlaka koriste se niskopropusni
filteri prvog reda. Komponente vektora Y se dobivaju numericˇkim deriviranjem tako filtri-
ranih signala.
Prilikom identifikacije parametara sva tri elektrohidraulicˇka sustava postavljeno je ko-
nacˇno vrijeme tf = 40 s, dok je trajanje vremenskih podintervala postavljeno na τ = 0.01 s.
Na slikama 6.10, 6.11 i 6.12 prikazani su odzivi varijabli stanja (normirani mjereni signali)
svakog pojedinog elektrohidraulicˇkog sustava na ulazni napon u obliku tzv. chirp signala.
Dobivene numericˇke vrijednosti mjernih signala su zatim uvrsˇtene u jednadzˇbu (6.43) kao
odgovarajuc´e komponente matrice Φ i vektora Y. Za rjesˇavanje problema (6.43) koriˇstena je
MATLAB-ova ugrad¯ena optimirana funkcija \.
Kod rotacijskog sustava identificirane su sljedec´e vrijednosti: Π1 = 0.0033 [1/s], Π2 =
0.2576 [1/s], Π3 = 85.9955 [1/s], Π4 = 15.9557 [1/s]. Parametri θ˙max, umax, Dm, Cd, i kv
mogu se lako ocˇitati iz specifikacija u katalozima proizvod¯acˇa. Gustoc´a ρ i modul stiˇsljivosti
β su standardna svojstva hidraulicˇke tekuc´ine. Prema tome, ostali parametri B, Jt, CL i
V0 mogu se jednostavno izracˇunati na osnovu relacija (6.18). Parametri rotacijskog sustava
koriˇsteni u simulacijama i eksperimentu navedeni su u tablici 6.1.
Kod translacijskog sustava identificirane su sljedec´e vrijednosti: Π1 = 0.2094 [1/s], Π2 =
0.3879 [1/s], Π3 = 8.4663 · 10−4 [1/s], Π4 = 1.0742 [1/s], Π5 = 0.2630 [1/s], Π6 = 0.9787
[1/s], Π7 = 126.3818 [1/s]. Parametri Qmax, umax, l, A1, A2, ps, m, ρ, Cd, i kv mogu se lako
ocˇitati iz specifikacija u katalozima proizvod¯acˇa, dok se b, c i C mogu izracˇunati na osnovu
izraza (6.32). Numericˇke vrijednosti parametra translacijskog sustava navedene su u tablici
6.2.
Kod elektrohidraulicˇke presˇe identificirane su sljedec´e vrijednosti: Π1 = 0.0818 [1/s],
Π2 = 5.3491 [1/s], Π3 = 3.8938 · 10−4 [1/s], Π4 = 3.2466 [1/s], Π5 = 0.9942 [1/s], Π6 =
3.1422 [1/s], Π7 = 314.8272 [1/s]. Numericˇke vrijednosti parametra elektrohidraulicˇke presˇe
navedene su u tablici 6.3.
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Slika 6.10: Normirani mjereni signali prilikom identifikacije parametara rotacijskog elektro-
hidraulicˇkog sustava.
Tablica 6.1: Vrijednosti parametara rotacijskog elektrohidraulicˇkog sustava.
Parametar Vrijednost Jedinica
θ˙max 104.7198 rad/s
umax 10 V
ps 200 · 105 Pa
Dm 1.3051 · 10−6 m3/rad
Cd 0.6 –
kv 6.43 · 10−7 m2/V
ρ 870 kg/m3
β 0.7 · 109 N/m2
B 0.0032 N m s
Jt 0.2261 kg m
2
CL 5.4266 · 10−12 m3/s/Pa
V0 476.1455 · 10−6 m3
111
0 5 10 15 20 25 30 35 40
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
t [s]
u
(a) Normirani ulazni napon
0 5 10 15 20 25 30 35 40
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
t [s]
x
p
(b) Normirana pozicija
0 5 10 15 20 25 30 35 40
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
t [s]
p
L
(c) Normirani pad tlak
Slika 6.11: Normirani mjereni signali prilikom identifikacije parametara translacijskog ele-
ktrohidraulicˇkog sustava.
Tablica 6.2: Vrijednosti parametara translacijskog elektrohidraulicˇkog sustava.
Parametar Vrijednost Jedinica
Qmax 6.1670 · 10−5 m3/s
umax 10 V
l 0.15 m
A1 π · 25 · 10−6 m2
A2 A1 − π · 18 · 10−6 m2
ps 150 · 105 Pa
m 100 kg
Cd 0.6 –
kv 7.5 · 10−4 m2/V
ρ 870 kg/m3
b 811.1862 Ns/m
c 77.8153 · 103 N/m
C 3.1169 · 10−10 m5/N
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Slika 6.12: Normirani mjereni signali prilikom identifikacije parametara elektrohidraulicˇke
presˇe.
Tablica 6.3: Vrijednosti parametara elektrohidraulicˇke presˇe.
Parametar Vrijednost Jedinica
Qmax 6.1670 · 10−5 m3/s
umax 10 V
l 0.15 m
A1 π · 40 · 10−6 m2
A2 A1 − π · 30 · 10−6 m2
ps 100 · 105 Pa
m 50 kg
Cd 0.6 –
kv 2.5 · 10−3 m2/V
ρ 870 kg/m3
b 507.6971 Ns/m
c 57.0460 · 104 N/m
C 5.1081 · 10−10 m5/N
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6.4 Simulacijski i eksperimentalni rezultati
U svrhu sinteze upravljanja prethodno opisanim elektrohidraulicˇkim sustavima predlozˇeni
algoritam (Poglavlje 4) je napisan i realiziran u programskom paketu MATLAB. Numericˇke
simulacije su provedene na normiranim matematicˇkim modelima (6.16), (6.30) i (6.37).
Za izvrsˇavanje upravljacˇkog algoritma na eksperimentalnim postavima elektrohidraulicˇkih
sustava koristi se prijenosno racˇunalo, s aplikacijama MATLAB + Real Time Workshop +
SIMULINK. Analogni signali napona dobiveni iz procesa sa senzora, dovode se preko A/D
pretvornika u racˇunalo gdje se obavlja njihovo procesiranje te se upravljacˇki signal preko D/A
pretvornika sˇalje na elektrohidraulicˇki ventil. A/D i D/A pretvorba signala vrsˇi se pomoc´u
PCMCIA kartice proizvod¯acˇa NATIONAL INSTRUMENTS oznake NI DAQCard-6024E.
6.4.1 Upravljanje rotacijskim gibanjem
Simulacijski i eksperimentalni rezultati koji c´e se ovdje pokazati publicirani su u [92],
nastalim u okviru rada na ovoj disertaciji.
Simulacijski rezultati
Kako bi postigli zˇeljenu brzinu hidromotora i minimizaciju L2 pojacˇanja, postavili smo
vektor izlaza kojim zˇelimo upravljati u sljedec´em obliku
‖z‖2L2 = k1‖x1 − xr‖2L2 + k2‖u‖2L2, (6.44)
gdje je xr normirana referentna brzina, a k1 i k2 su tezˇinski faktori.
Baze aproksimacijskih funkcija upravljacˇke varijable i varijable neodred¯enosti izabrane su
u sljedec´em obliku
Θ(x) = Ψ(x) =
[
x2 x
2
2 x1 x1x2 x1x
2
2 x
2
1 x
2
1x2 x
2
1x
2
2
]
. (6.45)
Parametre algoritma smo postavili kako slijedi:
• vremenski interval od t0 = 0, do tf = 10 [s] smo podijelili na N = 10000 jednakih
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podintervala, tj. korak diskretizacije je τ = 10−3 [s] te smo izabrali Adamsovu metodu
4. reda;
• vektor pocˇetnih uvjeta x0 = 0, pocˇetnu vrijednost parametra µ0 = γ20 = 10, korak
konvergencije subgradijentne metode ck = 2/
√
k, kriterij zaustavljanja subgradijentne
metode ε = 10−2, vektore pocˇetnih parametara aproksimacijskih funkcija pi0 = ρ0 = 0,
kriterij zaustavljanja Newtonove metode ǫ = 10−6, koeficijente c1 = 10−3, c2 = 0.9 i
β = 0.8.
Izvrsˇavanjem algoritma za tezˇinske faktore iz (6.44) k1 = 0.5 i k2 = 0.01 dobivamo kvadrat
L2 pojacˇanja iznosa µ
∗ = (γ∗)2 = 6.8742 i normirane parametre aproksimacijskih funkcija
pi∗ =


10.3468
−9.9417
0.7192
−33.4556
32.6850
0.1889
28.1765
−26.2041


, ρ∗ =


0.1452
−0.0977
−0.0028
−0.4703
0.3190
0.0082
0.3871
−0.2444


. (6.46)
Simulacijski rezultati su prikazani na slikama od 6.13 do 6.16 iz kojih se vidi da se predlozˇe-
nom strategijom upravljanja mozˇe ostvariti zˇeljena brzina hidromotora uz djelovanje vanjskog
poremec´aja u obliku momenta tereta prikazanog na slici 6.15 (b).
Na slici 6.13 prikazani su vremenski dijagrami kutne brzine hidromotora θ˙ i razlika tlakova
u njegovim komorama pL. Prikazan je slucˇaj ubrzanja iz pocˇetnog stanja 0 [rad/s] do zˇeljene
brzine θ˙r = 62.8319 [rad/s] (ili 600 [okr/min]). Iz odziva vidimo da imamo unutar 5 [s]
ostvarivanje zˇeljene brzine bez prebacˇaja.
Na osnovu logaritma pogresˇke prikazanog na slici 6.14, mozˇemo zakljucˇiti da postoji trajno
regulacijsko odstupanje reda velicˇine 10−3 [rad/s]. Med¯utim, poznato je da se kod svih ro-
busnih zakona upravljanja, bez obzira radi li se o vanjskim ili unutarnjim neodred¯enostima u
sustavu, gubi asimptotska konvergencija pogresˇke, odnosno postoji trajno regulacijsko odstu-
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panje. Regulacijsko odstupanje mozˇemo smanjiti povec´anjem tezˇinskog faktora k1 u (6.44),
sˇto za posljedicu ima velike iznose upravljacˇkog napona u trenutku t = 0.
Na slici 6.15 (a) vidimo da upravljacˇki napon ne ulazi u zasic´enje, tj. u cijelom vreme-
nskom intervalu imamo u < umax. Izborom tezˇinskih faktora k1 i k2 u (6.44) treba trazˇiti
kompromis izmed¯u vremena potrebnog za ostvarivanje zˇeljene brzine i iznosa upravljacˇkog
napona.
Na slici 6.16 prikazana je konvergencija Newtonove metode (Algoritam 2) za minimalno
L2 pojacˇanje γ
∗ =
√
µ∗ = 2.6219, tj. prikazana je zadnja iteracija subgradijentne metode
(Algoritam 1).
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Slika 6.13: Simulacijski rezultati upravljanja rotacijskim gibanjem: varijable stanja u ovisno-
sti o vremenu.
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Slika 6.14: Simulacijski rezultati upravljanja rotacijskim gibanjem: odstupanje od zˇeljene
brzine.
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(a) Upravljacˇki napon
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Slika 6.15: Simulacijski rezultati upravljanja rotacijskim gibanjem: ulazne varijable u ovisno-
sti o vremenu.
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Slika 6.16: Simulacijski rezultati upravljanja rotacijskim gibanjem: norma gradijenta funkcije
cilja u ovisnosti o broju iteracija.
Eksperimentalni rezultati
Kako bi upravljacˇki zakon dobiven prethodnim simulacijama primijenili na eksperimenta-
lni postav elektrohidraulicˇkog sustava za upravljanje rotacijskim gibanjem, numericˇke vrije-
dnosti parametara (6.46) potrebno je pomnozˇiti s odgovarajuc´im faktorima (prema izrazima
(6.17) i (6.18)) kako bi se dobile velicˇine u pripadajuc´im fizikalnim jedinicama.
Eksperimentalni rezultati su prikazani na slikama 6.17 i 6.18. Mozˇe se vidjeti da su
eksperimentalni rezultati slicˇni prethodno prikazanim simulacijskim rezultatima. Razlike koje
se ipak pojavljuju izmed¯u eksperimenta i simulacija posljedica su odred¯enih pretpostavki i
zanemarivanja prilikom izvoda matematicˇkog modela (Potpoglavlje 6.2 izrazi od (6.1) do
(6.18)).
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Parametri PI regulatora, s kojim se predlozˇena strategija uspored¯uje, podesˇeni su prema
optimumu dvostrukog odnosa (engl. double ratios optimum, damping optimum) kako je opi-
sano u [45]. Na slici 6.17 (a) mozˇe se vidjeti da u slucˇaju PI regulatora sustav ima sporiji
odziv, dok je na slici 6.17 (b) vidljivo da je pad tlaka vec´i. Razlog ovome prikazan je na
slici 6.18 gdje se mozˇe vidjeti da upravljacˇki napon u slucˇaju PI regulatora ulazi u zasic´e-
nje, a takod¯er i njegov iznos u stacionarnom stanju je vec´i od onog dobivenog predlozˇenim
algoritmom.
0 1 2 3 4 5 6 7 8 9 10
−10
0
10
20
30
40
50
60
70
t [s]
θ˙
[r
ad
/s
]
Zˇeljena brzina
Algoritam 1
PI regulator
(a) Kutna brzina
0 1 2 3 4 5 6 7 8 9 10
−5
0
5
10
15
20
t [s]
p
L
[P
a]
·10
6
Algoritam 1
PI regulator
(b) Pad tlaka
Slika 6.17: Eksperimentalni rezultati upravljanja rotacijskim gibanjem: varijable stanja u
ovisnosti o vremenu.
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Slika 6.18: Eksperimentalni rezultati upravljanja rotacijskim gibanjem: upravljacˇki napon u
ovisnosti o vremenu.
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6.4.2 Upravljanje translacijskim gibanjem
Postupak provedbe simulacije i eksperimenta upravljanja translacijskim gibanjem slicˇan
je prethodno provedenom postupku upravljanja rotacijskim gibanjem.
Simulacijski rezultati
Kako bi ostvarili zˇeljenu poziciju klipa hidraulicˇkog cilindra i minimizaciju L2 pojacˇanja,
postavili smo vektor izlaza kojim zˇelimo upravljati u sljedec´em obliku
‖z‖2L2 = k1‖x1 − xr‖2L2 + k2‖u‖2L2, (6.47)
gdje je xr normirana referentna pozicija, a k1 i k2 su tezˇinski faktori.
Baze aproksimacijskih funkcija upravljacˇke varijable i varijable neodred¯enosti izabrane su
u sljedec´em obliku
Θ(x) =
([
1 x1 x
2
1 x
3
1
]
⊗
[
1 x3 x
2
3 x
3
3
])
·

01×15
I15

 ,
Ψ(x) =
([
1 x1 x
2
1 x
3
1
]
⊗
[
1 x2 x
2
2 x
3
2
])
·

01×15
I15

 .
(6.48)
Za gore navedene oblike baza aproksimacijskih funkcija nizom simulacija utvrd¯eno je da daju
najbolje rezultate te su kao takve u konacˇnici usvojene.
Parametre algoritma smo postavili kako slijedi:
• vremenski interval od t0 = 0, do tf = 10 [s] smo podijelili na N = 10000 jednakih
podintervala, tj. korak diskretizacije je τ = 10−3 [s] te smo izabrali Adamsovu metodu
4. reda;
• vektor pocˇetnih uvjeta x0 =
[
0.075 0 0
]T
, pocˇetnu vrijednost parametra µ0 = γ
2
0 = 2,
korak konvergencije subgradijentne metode ck = 5/
√
k, kriterij zaustavljanja subgra-
dijentne metode ε = 10−2, vektore pocˇetnih parametara aproksimacijskih funkcija
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pi0 = ρ0 = 0, kriterij zaustavljanja Newtonove metode ǫ = 10
−6, koeficijente c1 = 10−3,
c2 = 0.9 i β = 0.8.
Izvrsˇavanjem algoritma za tezˇinske faktore iz (6.47) k1 = 0.3 i k2 = 0.01 dobivamo kvadrat
L2 pojacˇanja iznosa µ
∗ = (γ∗)2 = 0.0855 i normirane parametre aproksimacijskih funkcija
pi∗ =


−79.0799
483.5501
−270.7502
26.2212
297.6336
−1944.02754
961.8087
−54.6048
−376.1119
2528.3336
−1055.6982
28.4993
157.5305
−1069.8971
365.5905


, ρ∗ =


1367.4334
604.4525
509.9779
41.8845
−5572.6291
−2420.9615
−278.7036
−83.5452
7043.5037
3233.8786
−794.7833
41.6607
−2838.3890
−1415.7809
555.0387


. (6.49)
Simulacijski rezultati upravljanja pozicijom klipa hidraulicˇkog cilindra su prikazani na
slikama od 6.19 do 6.22.
Prema odzivu pozicije klipa cilindra xp na slici 6.19 (a) vidimo da imamo ostvareno
zˇeljeno pozicioniranje iz pocˇetnog stanja xp0 = 0.075 [m] u referentno xr = 0.15 [m] bez
prebacˇaja u vremenu od priblizˇno 3 [s]. Na slici 6.20 su prikazani upravljacˇki napon i sila
opterec´enja, dobiveni iz aproksimacijskih funkcija (6.48) s parametrima (6.49), kojima se
ostvaruje minimalno L2 pojacˇanje iznosa 0.2924.
Iz prikaza odstupanja od zˇeljene pozicije na slici 6.21 mozˇemo zakljucˇiti da postoji trajno
regulacijsko odstupanje reda velicˇine 10−6 [m]. Kao u slucˇaju upravljanja rotacijskim giba-
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njem, ovdje takod¯er treba trazˇiti kompromis izmed¯u iznosa upravljacˇkog napona (ulaska u
zasic´enje) i vremena ostavarivanja zˇeljene pozicije izborom faktora k1 i k2 u izrazu (6.47).
Na slici 6.22 prikazana je posljednja iteracija subgradijentne metode (Algoritam 1), odno-
sno prikazana je konvergencija Newtonove metode (Algoritam 2) uz minimalno L2 pojacˇanje
γ∗ =
√
µ∗ = 0.2924.
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Slika 6.19: Simulacijski rezultati upravljanja translacijskim gibanjem: varijable stanja u
ovisnosti o vremenu.
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(a) Upravljacˇki napon
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Slika 6.20: Simulacijski rezultati upravljanja translacijskim gibanjem: ulazne varijable u
ovisnosti o vremenu.
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Slika 6.21: Simulacijski rezultati upravljanja translacijskim gibanjem: odstupanje od zˇeljene
pozicije.
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Slika 6.22: Simulacijski rezultati upravljanja translacijskim gibanjem: norma gradijenta fu-
nkcije cilja u ovisnosti o broju iteracija.
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Eksperimentalni rezultati
Kako bi upravljacˇki zakon dobiven prethodnim simulacijama primijenili na eksperime-
ntalni postav elektrohidraulicˇkog sustava za upravljanje pozicijom klipa cilindra, numericˇke
vrijednosti parametara (6.49) potrebno je pomnozˇiti s odgovarajuc´im faktorima (prema izra-
zima (6.31) i (6.32)) kako bi se dobile velicˇine u pripadajuc´im fizikalnim jedinicama.
Eksperimentalni rezultati su prikazani na slikama 6.23 i 6.24. Ilustrirani su odzivi transla-
cijskog elektrohidraulicˇkog sustava s regulatorom dobivenim primjenom predlozˇenog algo-
ritma u usporedbi s PD regulatorom proporcionalnog pojacˇanja KP = 80 i derivacijskog
pojacˇanja KD = 0.1.
Na slici 6.23 (a) mozˇe se vidjeti da se u oba slucˇaja postizˇe stabilno i prigusˇeno pozi-
cioniranje u priblizˇno jednakom vremenu. Med¯utim, na slici 6.24 se vidi da u slucˇaju PD
regulatora upravljacˇki napon ulazi u zasic´enje sˇto nastaje zbog uvod¯enja nula regulatora u
prijenosnu funkciju zatvorenog kruga. Ovo za posljedicu mozˇe imati smanjenje vijeka tra-
janja upravljacˇkih komponenti, a takod¯er je i nepovoljno ponasˇanje sa stanoviˇsta potrosˇnje
energije.
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Slika 6.23: Eksperimentalni rezultati upravljanja translacijskim gibanjem: varijable stanja u
ovisnosti o vremenu.
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Slika 6.24: Eksperimentalni rezultati upravljanja translacijskim gibanjem: upravljacˇki napon
u ovisnosti o vremenu.
6.4.3 Upravljanje silom
Kod elektrohidraulicˇke presˇe razmatra se slucˇaj u kojem je potrebno da sila na klipnjacˇi
cilindra prati zˇeljenu, vremenski promjenjivu trajektoriju.
Simulacijski rezultati
Kako bi ostvarili zˇeljenu trajektoriju i minimizaciju L2 pojacˇanja, postavili smo vektor
izlaza kojim zˇelimo upravljati u sljedec´em obliku
‖z‖2L2 = k1‖x1 − xr‖2L2 + k2‖u‖2L2, (6.50)
gdje je xr normirana referentna trajektorija oblika
xr =
1
c l
[3500 sin(0.16πt) + 6000] , (6.51)
a k1 i k2 su tezˇinski faktori.
Baze aproksimacijskih funkcija upravljacˇke varijable i varijable neodred¯enosti izabrane su
u sljedec´em obliku
Θ(x) = Ψ(x) =
([
1 x2 x
2
2 x
3
2
]
⊗
[
1 x3 x
2
3 x
3
3
])
·

01×15
I15

 . (6.52)
Parametre algoritma smo postavili kako slijedi:
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• vremenski interval od t0 = 0, do tf = 30 [s] smo podijelili na N = 30000 jednakih
podintervala, tj. korak diskretizacije je τ = 10−3 [s] te smo izabrali Adamsovu metodu
4. reda;
• vektor pocˇetnih uvjeta x0 =
[
0 0 0
]T
, pocˇetnu vrijednost parametra µ0 = γ
2
0 = 5,
korak konvergencije subgradijentne metode ck = 5/
√
k, kriterij zaustavljanja subgra-
dijentne metode ε = 10−2, vektore pocˇetnih parametara aproksimacijskih funkcija
pi0 = ρ0 = 0, kriterij zaustavljanja Newtonove metode ǫ = 10
−3, koeficijente c1 = 10−3,
c2 = 0.9 i β = 0.8.
Izvrsˇavanjem algoritma za tezˇinske faktore iz (6.50) k1 = 2 i k2 = 10
−5 dobivamo kvadrat
L2 pojacˇanja iznosa µ
∗ = (γ∗)2 = 1.2711 i normirane parametre aproksimacijskih funkcija
pi∗ =


0.3928
−1.8954
2.3194
3.4551
−18.2173
44.6032
−34.7382
−11.3148
78.1199
−162.0255
126.5000
12.9516
−91.7545
195.4350
−161.1991


, ρ∗ =


−0.0037
0.0178
−0.0213
−0.0077
0.0567
−0.1318
0.0970
0.0374
−0.1759
0.2735
−0.1836
−0.0450
0.1941
−0.2986
0.2272


. (6.53)
Simulacijski rezultati upravljanja elektrohidraulicˇkom presˇom prikazani su na slikama
od 6.25 do 6.28. Iz slike 6.25 (a) vidimo da je primjenom dobivenog regulatora moguc´e
prac´enje zˇeljene trajektorije uz zadovoljavajuc´u pogresˇku od priblizˇno 1 [N] (slika 6.27). Na
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slici 6.26 su prikazani upravljacˇki napon i sila trenja, dobiveni iz aproksimacijskih funkcija
(6.52) s parametrima (6.53), kojima se ostvaruje minimalno L2 pojacˇanje iznosa 1.1274. Na
slici 6.28 prikazana je posljednja iteracija subgradijentne metode (Algoritam 1), odnosno
prikazana je konvergencija Newtonove metode (Algoritam 2) uz minimalno L2 pojacˇanje
γ∗ =
√
µ∗ = 1.1274.
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Slika 6.25: Simulacijski rezultati upravljanja silom: varijable stanja u ovisnosti o vremenu.
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(a) Upravljacˇki napon
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Slika 6.26: Simulacijski rezultati upravljanja silom: ulazne varijable u ovisnosti o vremenu.
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Slika 6.27: Simulacijski rezultati upravljanja silom: odstupanje od zˇeljene sile.
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Slika 6.28: Simulacijski rezultati upravljanja silom: norma gradijenta funkcije cilja u ovisnosti
o broju iteracija.
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Eksperimentalni rezultati
Kako bi upravljacˇki zakon dobiven prethodnim simulacijama primijenili na eksperime-
ntalni postav elektrohidraulicˇke presˇe, numericˇke vrijednosti parametara (6.53) potrebno je
pomnozˇiti s odgovarajuc´im faktorima (prema izrazima (6.38) i (6.32)) kako bi se dobile veli-
cˇine u pripadajuc´im fizikalnim jedinicama.
Eksperimentalni rezultati upravljanja elektrohidraulicˇkom presˇom primjenom regulatora
dobivenog predlozˇenim algoritmom prikazani su na slikama 6.29 i 6.30. Na slici 6.31 prika-
zani su eksperimentalni rezultati upravljanja silom primjenom PI regulatora, s ukljucˇenim
tzv. anti-windup-om integratora, a cˇija su pojacˇanja KP = 6 i KI = 2 kao u [142]. PI
regulator je najcˇesˇc´a struktura regulatora za upravljanje silom elektrohidraulicˇkih sustava u
industrijskim primjenama. Kao sˇto se mozˇe vidjeti iz prikazanih vremenskih dijagrama, kada
je potrebno da sila na klipnjacˇi cilindra prati vremenski promjenjivu trajektoriju, regulator
dobiven predlozˇenim algoritmom daje puno bolje rezultate u usporedbi s PI regulatorom.
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Slika 6.29: Eksperimentalni rezultati upravljanja silom primjenom predlozˇenog algoritma:
varijable stanja u ovisnosti o vremenu.
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Slika 6.30: Eksperimentalni rezultati upravljanja silom primjenom predlozˇenog algoritma:
upravljacˇki napon u ovisnosti o vremenu.
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Slika 6.31: Eksperimentalni rezultati upravljanja silom primjenom PI regulatora: varijable
stanja i upravljacˇki napon u ovisnosti o vremenu.
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Poglavlje 7
Zakljucˇak
U ovoj disertaciji razmatran je problem sinteze zakona upravljanja afinim nelinearnim di-
namicˇkim sustavima u kojem su prisutne neodred¯enosti, a sve varijable stanja su dostupne, tj.
mogu se izravno mjeriti ili rekonstruirati. Predlozˇen je pristup kojim se optimiraL2 pojacˇanje
sustava, kao mjera (norma) utjecaja neodred¯enosti, bez rjesˇavanja Hamilton-Jacobi-Isaacsove
jednadzˇbe. Pri tome se upravljacˇke varijable i varijable neodred¯enosti aproksimiraju funkci-
jama s linearnom ovisnosˇc´u o konacˇnom broju konstantnih parametara za cˇije je racˇunanje
izveden novi numericˇki algoritam.
Vidjeli smo da L2 optimalno upravljanje, u kontekstu teorije diferencijalnih igara nulte
sume, ustvari pripada klasi razlomacˇkih minimaks optimizacijskih problema. Kod algoritma
predlozˇenog u ovoj disertaciji, razlomacˇki optimizacijski problem je transformiran u para-
metarski optimizacijski problem, gdje parametar koji se minimizira predstavlja kvadrat L2
pojacˇanja sustava. Ekvivalentnost rjesˇenja ove dvije klase problema, u predlozˇenom algo-
ritmu, dokazane su Propozicijom 4.1 i Korolarom 4.1. Buduc´i da je funkcija cilja konkavna
s obzirom na parametar koji se minimizira, a takod¯er i nedifrencijabilna zbog minmax ope-
ratora u predlozˇenom algoritmu je koriˇstena subgradijentna metoda. Subgradijent funkcije
cilja s obzirom na trazˇeni parametar dan je Propozicijom 4.2.
Nadalje, predlozˇeni algoritam za racˇunanje parametara aproksimacijskih funkcija varijabli
upravljanja i neodred¯enosti, kojima se ostvaruje optimalno L2 pojacˇanje, svodi se na trazˇenje
sedlaste tocˇke diferencijalne igre. Za racˇunanje tih parametara primijenjena je Newtonova
metoda s regulacijom koraka konvergencije. Glavna prednost pristupa u ovoj disertaciji, u
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usporedbi sa standardnim metodama nelinearnog programiranja, je ta sˇto dinamika sustava,
koja predstavlja ogranicˇenja optimizacijskog problema tipa jednakosti, nije ukljucˇena u fu-
nkciju cilja, nego se za racˇunanje gradijenata i Hessijana, koji se pojavljuju u Newtonovoj
metodi, koristi cˇinjenica da su parametri aproksimacijskih funkcija i varijable stanja pove-
zani upravo preko dinamike sustava. Glavna svojstva algoritma za racˇunanje sedlaste tocˇke,
jedinstvenost rjesˇenja i konvergencija, dana su u Propozicijama 4.3 i 4.4.
Vidjeli smo da je u Newtonovoj metodi potrebno racˇunati derivacije prvog i drugog reda.
Buduc´i da je derivacija mjera osjetljivosti funkcije na infinitezimalne promjene vrijednosti
varijable, pristup u ovoj disertaciji temeljen je na vremenskoj diskretizaciji dinamike sustava
pomoc´u eksplicitne Adamsove aproksimacije s malim vremenskim korakom diskretizacije.
Rezultat vremenske diskretizacije konvergira prema kontinuiranom smanjenjem koraka di-
skretizacije i povec´anjem reda Adamsove aproksimacije. Na ovaj nacˇin je omoguc´eno reku-
rzivno racˇunanje, uz primjenu pravila lancˇanog deriviranja, gradijenata i Hessijana funkcije
cilja s obzirom na parametre aproksimacijskih funkcija upravljanja i neodred¯enosti. Dakle,
Newtonovom metodom dobivamo konstantne vrijednosti parametara, sˇto u konacˇnici znacˇi
da dobivamo vremenski kontinuirani zakon upravljanja koji daje optimalne performanse u
prisutnosti vremenski kontinuiranih neodred¯enosti.
U radu je takod¯er pokazano kako se na sintezu zakona upravljanja s analiticˇkim neizra-
zitim baznim funkcijama, kod kojih se izostavlja konvencionalni proces neizrazitih sustava
definiranja baze pravila ponasˇanja, mozˇe primijeniti predlozˇeni algoritam. Propozicijom 4.5
je pokazano da se analiticˇkim neizrazitim baznim funkcijama mozˇe aproksimirati bilo koju
funkciju na kompaktnom skupu s proizvoljnim stupnjem tocˇnosti.
Algoritam je napisan i realiziran u programskom paketu MATLAB te je numericˇki pro-
vjeren na primjerima nelinearnih sustava kod kojih je moguc´e analiticˇki rijesˇiti Hamilton-
Jacobi-Isaacsovu jednadzˇbu. Ovim primjerima je pokazano da predlozˇeni algoritam izracˇu-
nava trazˇeno rjesˇenje problema s dovoljnom numericˇkom efikasnosˇc´u u smislu konvergencije
i tocˇnosti.
Takod¯er, u ovoj disertaciji je provedena analiza stabilnosti predlozˇenog sustava upravljanja
primjenom Ljapunovljeve teorije stabilnosti. Razmatrani su nelinearni Euler-Lagrangeovi
sustavi s prisutnim neodred¯enostima u obliku vanjskih poremec´ajnih sila (i/ili momenata),
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nemodeliranih nelinearnosti i sl. Radi jednostavnosti, razmatran je problem regulacije oko
ravnotezˇnog stanja primjenom jedne klase linearnog zakona upravljanja. Izvedeni uvjeti L2
stabilnosti mogu se iskoristiti prilikom inicijalizacije optimizacijskog procesa ili se u predlozˇeni
algoritam mogu ukljucˇiti primjenom metode kaznenih funkcija.
Na kraju, predlozˇeni algoritam je primijenjen na sintezu regulatora elektrohidraulicˇkih su-
stava. Predmet istrazˇivanja su bila tri osnovna modela elektrohidraulicˇkih sustava: sustav za
upravljanje rotacijskim gibanjem, sustav za upravljanje linearnim gibanjem i sustav za upra-
vljanje silom. Simulacijskim i eksperimentalnim rezultatima je pokazano da se predlozˇenom
strategijom upravljanja mogu ostvariti zˇeljena ponasˇanja uz djelovanje vanjskih poremec´aja.
Projektirani regulatori su u sva tri modela sustava dali bolje rezultate u usporedbi s najcˇesˇc´im
strukturama konvencionalnih regulatora koji se pojavljuju u industrijskim primjenama.
Osim vec´ u ranijim poglavljima spomenutog slucˇaja kada pocˇetni uvjeti dinamike sustava
nisu poznati i problema inverznog minimaks optimalnog upravljanja, u buduc´em istrazˇiva-
nju, koncepti izneseni u ovoj disertaciji, razmatrat c´e se za slucˇaj kada sve varijable stanja
nelinearnog dinamicˇkog sustava nisu dostupne. To znacˇi da c´e se izvedeni algoritam prosˇiriti
s dinamicˇkim observerom stanja, tj. razmatrat c´e se problem L2 optimalnog upravljanja po
vektoru izlaza (engl. L2-gain optimal output feedback control).
Nadalje, razmotrit c´e se moguc´nost izvoda, na osnovu izraza za gradijente i Hessijane
funkcije cilja u Potpoglavlju 4.3.2, eksplicitnih formula za racˇunanje parametara aproksima-
cijskih funkcija varijabli upravljanja i neodred¯enosti za slucˇaj linearnih dinamicˇkih sustava.
Pretpostavlja se da je dobivanje tih formula moguc´e, buduc´i da su aproksimacijske funkcije
linearne, pa samim time postaju egzaktne, a matrice dinamike sustava su konstantne sˇto
pojednostavljuje izraze za gradijente i Hessijane funkcije cilja. Izvod bi se temeljio na zado-
voljavanju uvjeta sedlene tocˇke – gradijenti funkcije cilja su jednaki nuli, a Hessijani funkcije
cilja su pozitivno, odnosno negativno definitne matrice.
Takod¯er, razmatrat c´e se moguc´nosti prosˇirenja algoritma za minimaks optimizaciju na
sintezu zakona upravljanja prostorno distribuiranim dinamicˇkim sustavima.
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DodatakA
Osnovni pojmovi iz analize stabilnosti
Ovdje c´emo navesti neke od osnovnih pojmova i definicija vezanih uz stabilnost kontinu-
iranih nepobud¯enih i autonomnih nelinearnih dinamicˇkih sustava. Izlaganja uglavnom slijede
standardne reference, kao sˇto su na primjer [9, 10, 11, 143].
Kontinuirani sustav je nepobud¯en ako na njega ne djeluje nikakva pobuda, odnosno ako
je prepusˇten sam sebi te se mozˇe opisati s
x˙(t) = f (t,x(t)) , ∀t ≥ 0, (A.1)
gdje su x(t) ∈ Rn vektor stanja sustava, t ∈ R+ vrijeme, f : R+ × Rn → Rn nelinearna
neprekidna funkcija.
Definicija A.1 (Ravnotezˇno stanje). Ravnotezˇno stanje je stanje koje sustav zadrzˇava, ako
na njega ne djeluje vanjska pobuda. Ravnotezˇno stanje dinamicˇkog sustava izrazˇava se ve-
ktorom xe ∈ Rn, u kojem sustav ostaje, ako je u pocˇetnom trenutku zatecˇeno stanje bilo
ravnotezˇno; x(t0) = xe.
Definicija A.2 (Trajektorija stanja ili rjesˇenje sustava). Nepobud¯eni sustav opisan s vekto-
rskom diferencijalnom jednadzˇbom (A.1) ima jednoznacˇnu trajektoriju stanja (rjesˇenje), za
svaki pojedini pocˇetni uvjet x(t0) = x0, gdje je xe 6= x0. Rjesˇenje, odnosno stanje sustava od
trenutka t0 moguc´e je opisati sa:
x(t) = s(t, t0,x0), ∀t ≥ t0 ≥ 0, (A.2)
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gdje je funkcija s : R+ × Rn → Rn. Trajektorija stanja (rjesˇenje), ako je rjesˇenje, morat c´e
zadovoljiti svoju diferencijalnu jednadzˇbu:
s˙(t, t0,x0) = f (t, s(t, t0,x0)) , ∀t ≥ 0, s(t0, t0,x0) = x0. (A.3)
Trajektorija stanja (rjesˇenje) ima sljedec´a svojstva:
1. s(t0, t0,x0) = x0, ∀x0 ∈ Rn,
2. s (t, t1, s(t1, t0,x0)) = s(t, t0,x0), ∀t ≥ t1 ≥ t0 ≥ 0, ∀x0 ∈ Rn.
Nadalje, razmatra se ponasˇanje rjesˇenja sustava kada njegovo pocˇetno stanje nije ravno-
tezˇno, odnosno kada je u okolini ravntezˇnog stanja.
Definicija A.3 (Stabilnost). Ravnotezˇno stanje je stabilno ako za svaki ε > 0 i svaki t ∈ R+
postoji pozitivni broj δ = δ(ε, t0) > 0 takav da vrijedi:
‖xe‖ < δ(ε, t0)⇒ ‖s(t, t0,x0)‖ < ε. (A.4)
Definicija A.4 (Asimptotska stabilnost). Ravnotezˇno stanje asimptotski je stabilno ako je:
1. stabilno u smislu Definicije A.3 te ako,
2. postoji pozitivni broj δ = δ(t0) > 0, t0 ∈ R+, takav da kad god:
‖x(t0)‖ < δ(t0)⇒ ‖s(t, t0,x0)‖ → 0, ∀t ≥ t0. (A.5)
Odnosno, stanje sustava tezˇi ravnotezˇnom stanju iz kojeg je bilo poremec´eno kada t → ∞.
Za asimptotsku stabilnost, prema tome vrijedi:
lim
t→∞
‖x(t)‖ = xe = 0. (A.6)
Dobro je poznato da direktna Ljapunovljeva metoda ima glavnu ulogu u analizi stabilnosti
dinamicˇkih sustava. Prema ovoj metodi promatra se asimptotsko ponasˇanje stanja autono-
mnog sustava, tj. dinamicˇkog sustava koji je nepobud¯en i eksplicitno ne ovisi o vremenu te
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se mozˇe opisati s
x˙ = f (x) , (A.7)
gdje su x ∈ Rn vektor stanja sustava, f : Rn → Rn nelinearna neprekidna funkcija.
Prije definicije stabilnosti u smislu Ljapunova potrebno je uvesti pojmove pozitivno (ne-
gativno) definitne i pozitivno (negativno) semidefinitne funkcije.
Za skalarnu funkciju viˇse varijabli
V (x) = V (x1, x2, . . . , xn), (A.8)
koja ima neprekidne parcijalne derivacije kazˇe se da je pozitivno definitna u nekom podrucˇju Ω
oko ishodiˇsta prostora stanja, ako u svim tocˇkama tog podrucˇja zadrzˇava pozitivni predznak
i ako ima vrijednost nula samo u ishodiˇstu prostora stanja, odnosno
V (x)


> 0 ako x ∈ Ω, x 6= 0,
= 0 ako x = 0.
(A.9)
Funkcija V (x) je pozitivno semidefinitna, ako u odred¯enom podrucˇju Ω oko ishodiˇsta prostora
stanja u svim tocˇkama zadrzˇava pozitivan predznak i ako ima vrijednost nula, osim u ishodiˇstu
prostora stanja, i u nekim drugim tocˇkama tog podrucˇja, odnosno
V (x)


≥ 0 ako x ∈ Ω, x 6= 0,
= 0 ako x = 0.
(A.10)
Funkcija V (x) je negativno definitna, ako je −V (x) pozitivno definitna, a negativno semide-
finitna ako je −V (x) pozitivno semidefinitna.
Definicija A.5 (Ljapunovljeva funkcija). Ako je unutar nekog podrucˇja funkcija V (x) pozi-
tivno definitna i ima neprekidne parcijalne derivacije te ako je njena vremenska derivacija
V˙ (x) negativno semidefinitna, tada je V (x) Ljapunovljeva funkcija sustava (A.7).
Teoremi stabilnosti u smislu Ljapunova dat c´e se bez dokaza, koji se mogu nac´i na primjer
u [9, 143].
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Teorem A.1 (Globalna stabilnost u smislu Ljapunova). Ako je moguc´e nac´i takvu neprekidnu
skalarnu funkciju V (x) koja ima neprekidne prve derivacije i koja zadovoljava sljedec´e uvjete:
1. V (x) > 0, ∀x 6= 0 (pozitivno definitna),
2. V˙ (x) ≤ 0 (negativno semidefinitna),
3. V (x)→∞ kako ‖x‖ → ∞ (radijalno neogranicˇena),
tada je ravnotezˇno stanje globalno stabilno u smislu Ljapunova.
Uvjeti 1. i 2. su uvjeti lokalne stabilnosti u okolini ishodiˇsta u smislu Ljapunova. Ako je
V˙ (x) < 0 (negativno definitna) tada je ravnotezˇno stanje globalno asimptotski stabilno.
Ljapunovljeva teorija stabilnosti za autonomne sustave (A.7) mozˇe se prosˇiriti na nepo-
bud¯ene sustave (A.1), vidjeti na primjer [9, Poglavlje 4.5].
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