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ABSTRACT

Author: Mott, John, H. Ph.D.
Institution: Purdue University
Degree Received: December 2017
Title: Measurement of Airport Operations Using a Low-Cost Transponder Data Receiver and
Collection Unit.
Major Professor: Darcy Bullock
Accurate counts of aircraft operations at unmonitored or partially-monitored general
aviation airports are important due to their role in the allocation of funds for airport development
and improvement. While the Federal Aviation Administration annually invests approximately
$1B in small commercial and general aviation airports, fewer than 270 of these 2,950 airports
have either full- or part-time air traffic personnel available to register operations counts.
Aircraft operations at airports with limited personnel may be counted using temporary
acoustic, pneumatic, or video devices, and observations from contract staff. The related sample
sizes are inherently small, leading to inaccuracies in the extrapolation of long-term totals. In
some cases, the counts may simply be estimated unscientifically by airport managers.
Data from aircraft transponders, critical for the safe and efficient management of
airspace, may also be used to accurately count airport operations. This data may be collected by
a receiver and analyzed with appropriate algorithms. While a majority of the data records (Basic
Mode S and Mode C) do not include aircraft positions, a small portion (Extended Mode S)
contain position information from which aircraft distances may be directly computed. This
dissertation describes a method by which these known distances may be used to calibrate an
adaptive digital filter that can be used to estimate distances for the remainder of the aircraft that
do not transmit position information. The resulting distance estimates, which exhibit an average
error of 0.77 nm per transponder record within 5.0 nm of the receiver, may then be used in
conjunction with aircraft altitude and other parameters to identify and register airport operations.
Over 16 million data records from three receiver installations at two general aviation
airports with collection periods varying from eight to 180 days were used to evaluate the
algorithms. The automated operations counts were compared with official air traffic control
tower counts obtained from the FAA’s Air Traffic Activity Data System (ATADS) database. A
180-day evaluation found the algorithm provided counts within 2.2% of 52,750 operations;

xiv
shorter-term comparisons were accurate to within 10% of the FAA counts. The method
therefore appears to be an effective and inexpensive means of establishing accurate operations
counts at airports with limited personnel.

1

1. INTRODUCTION

Introduction
The state of practice in the counting of aircraft operations at general aviation airports includes
the use of portable acoustic sensors that provide operational counts with an accuracy of less than
±15% of actual operations (Figure 1.1). These devices are expensive, designed only for
temporary deployment, and subject to miscounts resulting from taxiing aircraft, mowing
operations, and adverse wind and weather conditions. In addition, the resulting data must
generally be analyzed manually. At the same time, accurate airport operations counts are critical
for the equitable allocation of approximately $1 billion annually in federal airport improvement
project funds for small- and medium-sized airports. It is therefore clear that improved methods
of establishing operations counts are needed.
Using inexpensive, off-the-shelf hardware and modified open-source software, it is
possible to construct a portable system that can be used to collect aircraft transponder signals and
analyze the extracted data in such a manner that information related to the proximity and
operational status of the associated aircraft can be determined. This process has significant
implications with respect to the collection of metrics related to general aviation aircraft. Such a
system could, for example, be used to determine the efficiency with which the aircraft in a
particular fleet are being operated, and, if fleet efficiency improvements were implemented,
serve as a means to validate the effects of the improvements. The system could also be used to
assess the frequency of aircraft transiting a particular volume of airspace or landing or departing
at a particular airport. With access to a network connection, such data could be conveyed to a
server for ease of analysis on a real-time basis. This research work focused on the latter of these
two means of leveraging aircraft transponder signals for better understanding of the operating
patterns of the aircraft generating the signals.
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A) Acoustic Counter on Airport Ramp

B) Acoustic Counter Components

1.1 Typical Acoustic Counter
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Research Hypothesis
The following research hypothesis is proposed:
A low-cost transponder data collection system can be developed and utilized to determine
aggregate aircraft operations counts with an accuracy of greater than ±10% of actual operations
by
1. Estimating distances of aircraft with Basic Mode S or Mode C transponders using
signal strength information processed by a self-tuning digital filter calibrated using
known position data from Extended Mode S transponders
2. Registering operations based on altitudes, known and estimated distances, and other
available parameters.
3. Refining the total operations counts as necessary by estimating them with a Bayesian
Markov Chain Monte Carlo algorithm to compensate for sample size limitations.

Overview of Chapter
This chapter provides the reader with a background on technology, terminology, and the use of
secondary surveillance of aircraft operating in the national airspace system. This provides a
context for understanding the limitations of prior work and the opportunity for contribution. It
also presents an overview of the proposed methodology and the data collection system.
Applications of the methodology to general aviation airports for the collection of operational
metrics will then be suggested. Finally, an outline of the organization of the remaining chapters
is presented.

Background
Accurate measurement of aircraft operations at airports is essential for several reasons. First, an
understanding of airport capacities and related constraints, essential due to their relation to the
tactical planning of takeoff and landing operations and the mitigation of congestion-induced
delays, must necessarily include a comprehensive knowledge of the magnitude and nature of
operations at the associated airport [1]. Second, the overall master planning process at an airport,
which includes planning for federal Airport Improvement Program (AIP) grant funding related to
projects designed to improve airport capacities, inherently requires a concomitant understanding
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of the level of aircraft operations. In addition, effective airport system planning and coordination
of environmental studies is dependent on a thorough comprehension of aircraft operational
metrics [2].
Aircraft operations measurement at airports with full-time operating control towers is a
relatively straightforward procedure; those operations are recorded by tower personnel,
transmitted to the Federal Aviation Administration on a daily basis through the FAA’s
Operations Network (OPSNET), and made available in that agency’s Air Traffic Activity
System (ATADS) database [3]. This database contains traffic information gathered from a
number of different air traffic control facilities, including airport control towers, terminal radar
approach control facilities (TRACONs), and air route traffic control centers (ARTCCs). The
data is filterable by date, airport, state, region, service area (an FAA-defined facilities
grouping), and class of related airspace.
Operations counts at airports that are not equipped with a full-time control tower are much
more difficult to establish. Several different methods of establishing such counts have been used
with limited degrees of success [4]. These methods may be grouped into visual and mechanical
methods, the delineation between them being that visual methods require an observer to be
physically present to make and record the counts. The mechanical methods typically rely on
either acoustic or pneumatic tube counters; such methods of counting may be relatively accurate,
but are not viable perdurable solutions due to the expense and inconvenience of deploying the
devices on a large scale and lack of their long-term reliability as a result of aging and
environmental conditions [5].
Regardless of the source of the operations count data, this information is required to be
submitted to the FAA as a part of the Airport Master Record Form, FAA Form 5010 [6]. The
airport manager has primary responsibility for submission of this form and the establishment of
accurate operations counts to be included therein.

Opportunities to Leverage Aircraft Transponder Data
Mode C, Mode S, and Extended Mode S aircraft transponder signals are common in the airspace
around general aviation airports. The acquisition of these signals by low-cost 1090 MHz
commercial receivers and subsequent processing to extract aircraft operations information can
potentially provide an opportunity to migrate from the traditional acoustic detection process to a
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more accurate and reliable one based upon transponder data [7]. The primary objective of the
research described in this dissertation is to compare the results of the method outlined in [7] with
official counts established by direct ground observation. The results of this comparison will
provide assistance in guiding the investment decisions of the Federal Aviation Administration
and of state transportation departments tasked with producing valid airport operations counts.
A potential solution to the challenges in registering accurate airport operations counts is
the development of a means of using readily available Mode C and Mode S aircraft transponder
signals to register operations counts at airports where full-time personnel or measuring devices
are not available for that purpose. Some combination of Mode C and Mode S transponder
signals is available from approximately 90% of the domestic general aviation fleet (Figure 1.6).
ACRP Report 129 [8] made the following recommendation for future research: “As the
deadline for incorporating ADS-B out technology into all aircraft that operate in specific U.S.
airspace gets closer, this technology should be readdressed” (p. 56). Such transponder signals
are easily acquired in a passive manner by inexpensive ground-based receivers, and may be
stored and aggregated to provide researchers with the ability to derive a rich range of related
operational metrics. McNamara, Mott and Bullock [7] developed a technology that can be used
for counting operations using Extended Mode S aircraft transponder data, which contains GPSderived aircraft position information, and which can be received with a 1090 MHz softwaredefined radio system in conjunction with a single-board reduced instruction set (RISC) computer
and Linux-based operating system. This technology is relatively inexpensive (less than $100 per
unit) compared with acoustic counters, which typically cost over $5000 per unit, and may be
deployed rapidly at multiple sites over long periods of time.
While primary radar is still an important tool used in the surveillance and control of
aircraft within the national airspace system, secondary surveillance (SSR), which relies on
replies to interrogations from transponder-equipped aircraft and on squittered (non-interrogated)
transmissions from automatic dependent surveillance – broadcast (ADS-B) equipment, has
gained increasing importance over the last two decades as a means of providing critical
information relative to the aircraft operating within that system (Figure 1.2).
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1.2 Relationship of Air Traffic Radar, ADS-B Ground Stations, and Signal Links
In general, transponder-equipped aircraft reply on a 1090 MHz carrier frequency to
interrogations received on a 1030 MHz carrier from traditional secondary surveillance radar
stations and from ADS-B ground stations. The 1090 MHz transmissions are pulse positionmodulated in several different possible patterns or “modes,” depending on the type of
interrogation sent by the ground station. A summary of the capabilities of the various secondary
surveillance devices is found in Table 1.1; the transmission modes are further described below.
1.1 Secondary Surveillance Equipment Characteristics (Adapted from Stamper [9])

SSR Mode

4-digit
Variable
Identifier

Mode A

X

Mode C

X

Unique
ICAO
Identifier

Altitude

GPS Position

X

Basic Mode S

X

X

Extended Mode S

X

X

DF17 Format
Only

UAT

X

X

X

Transmission
Trigger
Interrogation
Only
Interrogation
Only
Interrogation,
Squitter (DF11)
Interrogation,
Squitter (DF17)
Squitter Only

Mode A is an identification-only mode that transmits a four-digit octal code to the
interrogating station. In addition to the four-digit code, Mode C also responds with barometric
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altitude information that is encoded using a Gillham code (a modified Gray code) [10]. Mode A
and Mode C interrogations are specific to the response mode desired and are normally interlaced
by ground stations.
One disadvantage of both Mode A and Mode C transponder equipment is that responses
from the equipment must be initiated by interrogation from ground-based radar stations. It
follows, then, because of the inherent challenges associated with maintaining a reliable data link,
that these modes lack utility when aircraft operate at low altitudes at long distances from the
station. A station may lose the ability to interrogate an aircraft descending into the traffic pattern
at an airport that is located at the limit of its range. For example, Figure 1.3 illustrates an aircraft
equipped with a Mode C transponder on approach to an airport during which radar and
secondary surveillance coverage is lost. In this example, the aircraft is invisible to radar and
secondary surveillance interrogations while on the ground (Figure 1.3B); coverage is regained
once the aircraft reaches an appropriate altitude on climb-out (Figure 1.3C).
There are nine different Mode S downlink formats (Table 2.1) that are currently in use by
civilian aircraft; each of these formats provides either 56 bytes or 112 bytes of data and various
combinations of aircraft parameters. Certain Mode S replies append to the altitude code a 24-bit
code issued by the International Civil Aviation Organization (ICAO) that is used to identify the
aircraft transmitting the replies. In the United States, there is a unique, one-to-one
correspondence between this ICAO code and the FAA aircraft registry. A Mode S transponder
also has the ability to squitter; that is, to initiate data transmissions without being interrogated by
a ground station. Basic Mode S (Mode S SS) transponders transmit only the altitude and ICAO
codes in response to Mode S interrogations, while Extended Mode S (Mode S ES) units transmit
extended squitter data containing an additional 56-bit data field used for communicating
velocity, altitude, and in DF17 downlink format, GPS-based position information.
Because of the ability of Mode S transponders to transmit data without interrogation, the
need for ground-based interrogation is obviated. Hence, an aircraft equipped with Mode S and
descending to pattern altitude at a considerable distance from the radar station will continue to
transmit the short-squitter or extended-squitter data, depending upon how it is equipped, even
when the interrogating signal is lost (Figure 1.4A). The Mode S-equipped aircraft transmits its
squitter data while on the ground below conventional radar and secondary surveillance coverage
(Figure 1.4B) and on departure (Figure 1.4C). This makes Mode S signals useful for providing
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information on general aviation aircraft operating at airports that are not located in the vicinity of
a ground-based radar facility.
Figure 1.5 shows the current air traffic surveillance capability of ADS-B-equipped
aircraft across the United States at an altitude of 1500 feet above ground level (AGL) [11].
Commercial-service airports are marked with larger aircraft icons, and general aviation airports
are marked with smaller aircraft icons. The darker-shaded areas indicate the availability of radar
surveillance. The lighter-shaded areas indicate the availability of ADS-B surveillance. It should
be noted that there are a number of general aviation airports, primarily west of the Mississippi
River, that do not have ADS-B surveillance at low altitudes for air traffic control purposes as of
2017.
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A) Mode C Arriving Aircraft Transitioning from Visible to Invisible

B) Mode C Aircraft on Runway and Below Radar Coverage

C) Mode C Departing Aircraft Transitioning from Invisible to Visible

1.3 Difficulty of Observing Mode C Aircraft at Low Altitudes and Long Distances
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A) Mode S Arriving Aircraft is Visible Down to Surface

B) Mode S Aircraft on Runway and Below Radar Coverage but Visible to ADS-B Receiver

C) Mode S Departing Aircraft Remains Visible on Climb Out

1.4 Mode S Aircraft are Visible at Low Altitudes and Long Distances Due to Squitter Capability

11

11

1.5 ADS-B Air Traffic Control Surveillance Capability, 1500 feet AGL [11]
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In the United States in calendar year 2014, the general aviation fleet, consisting of all
civilian aircraft except those airliners engaged in operations under 14 CFR 121, totaled 204,408
aircraft [12]. Approximately 72% of the aircraft in the general aviation fleet were equipped with
Mode C transponders (Figure 1.6), while 18% of those aircraft had some form of Mode S
transponder or UAT (universal access transceiver, a type of device intended for general aviation
aircraft flying at low altitudes) installed. Of these 18%, half (or 9% as a percentage of the total
fleet) were equipped with Basic Mode S units, 7% with Extended Mode S units, and 2% with
UAT. The two latter categories of units constitute ADS-B (automatic dependent surveillance –
broadcast) devices. Henceforth, we shall focus only on the Mode C and Mode S (Basic and
Extended) devices, as the UATs, which are relatively few in number, operate at a separate
frequency of 978 MHz, the monitoring of which is beyond the scope of this project.

1.6 Distribution of General Aviation Transponder Capabilities in the National Airspace System
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Limitation of Previous Work and Contribution Opportunity
While it is relatively straightforward to collect DF17 Extended Mode S data (with its associated
aircraft position information) and to use this data to determine aircraft position relative to a
particular runway [7], the airspace penetration of Extended Mode S transponders is only about
7%, despite an FAA requirement that all domestic aircraft be equipped with some form of ADSB transmitter (either Extended Mode S or UAT) for flights in many types of domestic airspace
by January 1, 2020. It is also important to note that, regardless of the Mode S ES deadline,
received Mode S transponder signals are frequently devoid of at least some of the data fields
required for determining aircraft position, since the number of Mode S transmissions not in
DF17 format exceed the number of DF17 squitter messages; hence, the importance of developing
technology that is not strictly dependent solely on the presence of the extended data fields.
Because of this lack of Extended Mode S data penetration in domestic airspace and challenges
related to missing data fields, it is highly desirable to develop techniques to use the
preponderance of Basic Mode S and Mode C transponder data to estimate airport operations
counts. However, it must also be noted that, in addition to the fact that Mode C aircraft cannot
be automatically uniquely distinguished, as they do not transmit unique ICAO identifiers, the use
of Mode C and Basic Mode S data involves difficulties which are more fully described in
subsequent portions of this work.
The combined airspace penetration of Basic Mode S and Mode C devices is
approximately 81%. Since neither of these data types contains aircraft position information,
positions must be estimated using a combination of the signal amplitude and reported aircraft
barometric altitude. That estimation work will be a contribution of this research and associated
dissertation. The additional percentage of aircraft for which information related to airport
operations will become available as a result of the research is seen as the combination of the light
blue and red areas in the chart in Figure 1.6.

Overview of the Approach and Data Collection System
The use of the signal amplitude and barometric altitude parameters to determine aircraft position
relative to a runway poses some significant challenges. The received signal is affected by
atmospheric scattering by such phenomena as clouds and precipitation, multipath interference,
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Doppler shifts related to aircraft velocity, and electronic noise. The accuracy of the estimation of
aircraft proximity, however, can be improved with a self-tuning digital filter based on known
Extended Mode S aircraft locations; the concept here being that the variation due to scattering,
velocity, and receiver noise can be determined given known aircraft position data, and those
estimates used to tune the filter parameters such that the distances of the aircraft not transmitting
position information can be better estimated. In addition, barometric altitude as reported in the
aircraft data stream must be corrected for local fluctuations in atmospheric pressure. These
estimation challenges are described in a subsequent section in greater detail.

Transponder Data Collection Unit
The system used to collect the transponder data consists of a small, single-board computer
(Raspberry Pi) using an ARM-based processor running the Linux operating system and a USB
software-defined radio (SDR). The SDR is a NooElec SDR (NESDR) device employing a
Realtek RTL2832U demodulator in conjunction with a Rafael Micro R820T tuner. This
hardware can either be permanently installed and powered by a 110 VAC connection and
networked with an Ethernet cable, or it can be configured for portable deployment with a battery
pack and no Internet connection. The structure of the system and a picture of the SDR unit are
shown in Figure 1.7. The data are collected by the antenna and SDR, processed on the
Raspberry Pi, and stored on the SD card. Optionally, light-emitting diodes may be used to show
the status of the computer when it is not connected to a monitor, and an Internet connection can
provide the ability to upload the data to a central database server. The software running on the
Raspberry Pi was adapted from the open source software dump1090, a tool for receiving and
decoding messages from the SDR, to provide the SD card logging, LED indications, and SQL
interface [13].
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1.7 Transponder Data Receiver Topology and SDR Unit

Field Deployment of Transponder Data Collection Units
The transponder data collection system can be easily field-deployed at a small general aviation
airport to collect the data needed to accurately establish airport operations counts (Figure 1.8). If
a 110 VAC power connection is unavailable, it can be powered with a combination of a solar
panel and battery. The system can be connected directly to a network for data transmission;
however, lack of network connectivity can be resolved by recording the data on a memory card
and periodically retrieving it for upload to a server.
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1.8 Deployment of Solar-Powered Data Collection System at KCFJ (Crawfordsville, Indiana)
The development of this inexpensive, easily-deployed system for recording operations
counts at general aviation airports suggests a need for validating the accuracy of the resulting
data. One means of doing so is to conduct a study of the resulting counts at a towered airport by
comparing them to official count data extracted from the FAA ATADS database. The goal of this
research, then, is to perform such a study and to present the results of the comparison.

Estimation of Operations Counts
The data collection system itself is subject to several potential inaccuracies. First, not all aircraft
operations are observable using this system (consider, for example, the small number of aircraft
[approximately 10%] that are not equipped with Mode C, Mode S, or ADS-B equipment).
Second, of the set of observable operations, some may go unobserved [perhaps due to
propagation effects or physical interference from structures, as seen in Figure 2.8 (C)]. Finally,
all observed operations have a degree of associated uncertainty; random effects such as noise
may introduce errors into observed position, heading, and altitude such that a binary decision
(operation or no operation) is difficult to make. While these errors tend to decrease as the sum of
the means of the sampling distributions of the daily operations counts converges to that of the
total aggregate count, they are problematic when one wishes to estimate an aggregate count
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based on data collected over a limited number of days. It is therefore clear that an effective
method of estimating the value of the binary output, given the observations, is needed.
A potential method for estimating serialized counts was suggested by Goodman [14] and
employs a relative frequency model based on sampling without replacement from a discrete,
finite, uniformly-distributed population. This method can be shown to improve estimates of the
count parameter for small sample sizes (n < 50). Mott and Bullock [15] have developed a
method of estimating operations counts based on the output of the transponder data collection
system. This method involves a Markov Chain Monte Carlo (MCMC) simulation and associated
Bayesian hierarchical model using a Poisson likelihood function, which incorporates the inherent
Poisson nature of the underlying arrival process and assumes uncertainties in the registration of
operations counts. A weakly-informative prior is utilized which, with proper selection, can
compensate for signal propagation effects such as vertical lobing due to multipath interference or
signal obscuration resulting from poor antenna placement.
This approach is shown to improve the accuracy of both the traditional predictor and a
modification thereof based on sampling without replacement from a discrete, finite, uniformlydistributed population. The model is coded in R, an open-source software widely used for
statistical analysis. In a trial over a limited number of samples collected during a single day at
the Purdue University Airport, the estimation procedure produced results that were within 10%
of the manually-verified total count of operations. A motivation for the current study is the
testing of this procedure on a larger data sample over a longer period of time.

Applicability of the Technology to General Aviation Airports
The FAA annually invests approximately $3 billion annually in Airport Improvement Program
capital infrastructure projects. Roughly $1 billion of that amount is directed to small commercial
and general aviation airports, with additional infrastructure investments appropriated at the state
level. Accurate airport operations counts are critical for fair and efficient allocation of federal
and state funds for airport development and improvement. Of the 3,331 airports in the United
States that constitute the National Plan of Integrated Airport Systems [16], only slightly more
than 500 have either full- or part-time air traffic control facilities and associated personnel who
are available to manually register those counts. Consequently, investments in approximately
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85% of the nation’s airports rely, in part, on obtaining accurate operations counts from
automated counting equipment.
In a previous ACRP synthesis [2], Muia conducted a survey of current practices in the
counting of operations at airports without operating control towers. More recently, ACRP
Project 03-27 investigated the various counting methodologies in use in greater detail [8]. There
are several methods used to count aircraft operations at airports lacking full-time personnel;
these are generally based on traditional statistical sampling techniques. Sample data are typically
obtained by employing short-term contract staff to deploy acoustic and pneumatic counting
devices and to provide human observations. The sample sizes associated with these methods are
inherently small due to financial constraints. Small sample sizes create difficulties in terms of
estimation of the population mean and variance from the sample parameters because the
normality assumption of the distribution of the sample means may not hold.
In addition to errors introduced as a result of small sample sizes, the counting devices that
are typically used to register aircraft operations at general aviation airports are subject to other
factors that tend to reduce the accuracy of the data they produce. Because the mechanical
counting methods typically employed in practice rely on either acoustic or pneumatic tube
counters, such methods are not viable long-term solutions due to the expense and inconvenience
of deploying the devices on a large scale and lack of the long-term reliability of these devices as
a result of aging and environmental conditions. While little information is available on the
accuracy of standard acoustic and pneumatic devices in aviation environments, difficulties in the
use of these devices in highway traffic counting operations were documented by Peeta and
Zhang [5], and include tendencies to miss counts or to double count and inconsistencies of
counts; these inconsistencies are often exacerbated by inclement weather and length of field
deployment. Bahler, Kranig, and Minge [17] found that passive acoustic devices tended to
undercount highway traffic, especially in low-temperature environments. It is apparent that a
method of counting that is not affected by these factors would be a welcome addition to the set of
tools used by personnel responsible for obtaining the data. From graphical data provided in the
study by Bahler et al. it was determined that the relative accuracy of the passive acoustic devices
is roughly 15%; hence, the degree of acceptable accuracy for the system proposed in the research
hypothesis presented herein was set to improve upon this figure.
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Dissertation Organization and Chapter Overview
The dissertation is structured as follows:
•

Chapter 2 provides an amplification of the research hypothesis from a theoretical
perspective and extends the use of the data collection system to the counting of aircraft
operations at airports. This chapter focuses principally on the determination of the
distance from a transmitting aircraft to a receiving antenna using signal strength
information and the related challenges and solutions to those challenges.

•

Chapter 3 describes the decision logic involved in the registration of aircraft operations
based on the information collected by the transponder data collection system.

•

Chapter 4 explains the Bayesian estimation procedure that may be used to correct
registered operation counts for errors related to sample size limitations.

•

Chapter 5 develops a methodology for validating the research hypothesis, provides data
for that validation, and describes the results of the process.

• Chapter 6 summarizes the methodology and results presented in the preceding chapters.
The evaluation of the proposed methodology used approximately 16 million transponder
data records obtained from three collection sites over the past two years. Over 77,000
operations counts were registered with accuracies ranging from 11.5% to 2.2%.
Applying additional Bayesian estimation techniques can further improve the model
accuracies to between 5.3% and 0.4%. It is thus anticipated that the data receiver and
software will provide a useful means of collecting operational metrics for general
aviation aircraft at the more than 2,800 public-use airports in the United States that
comprise the National Plan of Integrated Airport Systems and that do not have operating
control towers or other full-time personnel.
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2. SIGNAL PROCESSING METHODOLOGY

Motivation
The use of Extended Mode S transponder data in conjunction with aircraft GPS-derived position
information for distance determination is relatively straightforward; however, empirical
observations in the U. S. and Europe indicate that only approximately 25-30% of aircraft
broadcast Extended Mode S signals [7]. In fact, further analysis suggests that the limited study
by McNamara et al. might not be representative. Data published by the Aerospace Electronics
Association indicates that the actual percentage of Extended Mode S-equipped aircraft in the
United States is substantially less; as of March, 2015, only 10,949 domestic aircraft were
equipped with Extended Mode S equipment out of approximately 204,000 aircraft on the federal
registry, or about 5.5% [18]. As noted previously, the FAA [12] places this figure at 7% at the
end of CY 2014. Regardless, however, of the precise penetration percentage, the salient point is
that the more prevalent Basic Mode S and Mode C signals contain aircraft position information
limited to barometric altitude only (Table 1.1) and therefore the estimation of the proximity of
the aircraft to the receiver is a problem of considerable difficulty.
While some form of ADS-B equipment (either Extended Mode S or UAT) is required on all
general aviation aircraft operating within much of the controlled airspace within the domestic
airspace structure by January 1, 2020, it appears that the requirement may not be met by this
deadline, based on the reluctance of operators to equip aircraft due in part to concerns related to
cost. The U. S. Air Force has publicly stated that it will likely miss this deadline, as well [19].
It is apparent, then, that Basic Mode S and Mode C equipment will be in use for some time to
come. Because of this, the need to employ the use of Basic Mode S and Mode C signals in the
aircraft operations counting process is evident. The research described in the chapter focuses on
a means of extracting distance information from Basic Mode S and Mode C aircraft transponder
signals using an algorithm that does not rely on multilateration; that is, sufficient information for
determination of the proximity of the aircraft should ideally be provided by a single receiver and
collection unit installed in the field. The author has developed a means of employing the lowcost ground-based transponder data collection unit described previously to facilitate the
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estimation of the proximity of an aircraft equipped with a Basic Mode S or Mode C transponder
by using signal strength information provided by the unit.
The software to examine received data and perform the estimation process is coded in the
statistical language R [20], due to that language’s open-source nature and provision of applicable
statistical routines. The overall proposed algorithm is displayed as a block diagram in Figure
2.1.
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2.1 Block Diagram of Operations Counting Process
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Determining Signal Strength and Estimating Distance
This chapter describes a means of determining aircraft distance information from Basic Mode S
and Mode C transponder signals. A stochastic channel model is used in conjunction with an
adaptive digital filtering process to produce aircraft distance estimates that are of sufficient
accuracy to be used to determine whether operations involving those aircraft are occurring at the
particular airport of interest.
The challenges inherent in the signal and distance estimation process are significant. The
transponder signals providing the input to the receiver are broadcast from aircraft in motion at
velocities with magnitudes of up to 250 knots relative to the ground-based receiving antenna.
The transmission channel itself is prone to atmospheric effects, multipath (small-scale fading),
and shadowing (large-scale fading) ([21], [22], [23]). Vertical pattern lobing [24], which affects
both the transmitting and receiving antennas (in terms of signal power transmitted by the former
and receiving sensitivity of the latter), may occur when the dipole antenna is located greater than
a half-wavelength above the ground plane. This phenomenon leads to null areas in antenna
radiation and reception patterns, resulting in missed reports, and is therefore also a concern.
Figure 2.2 [25] depicts examples of vertical pattern lobing.
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A)

B)

2.2 Two Examples of Vertical Pattern Lobing: A) Chart Showing Signal Fade Regions, and B)
Blake Chart Depicting Antenna Pattern Lobes (adapted from MathWorks [30])
Various channel models may be appropriate at different times, depending on the
transmitter-receiver geometry and atmospheric propagation effects ([26], [27]). The measuring
device itself is subject to nonlinear signal processing errors, including quantization error. Finally,
variation among individual aircraft with respect to transmitter power and signal losses plays a
role, as well. The net result of these challenges is that the estimation of aircraft distances from
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single-receiver data requires careful analysis and the use of effective signal processing tools if it
is to provide meaningful information.
While previously-developed technologies employ the use of transponder signal strength
to determine aircraft range [28], these generally have not resulted in the accuracy provided by the
methodology described herein.
Transponder-equipped aircraft reply on a 1090 MHz carrier frequency to 1030 MHz
interrogations received from secondary surveillance radar stations and ADS-B ground stations
([29], [30]). These L-band transmissions are modulated in several different possible patterns or
“modes,” depending on the type of interrogation from the ground station. Mode A and Mode C
are identification-only pulse amplitude-modulated modes that transmit a four-digit octal code to
the interrogating station; these interrogations are normally interlaced. Mode C includes
barometric Gray-encoded altitude information; Mode A does not. Mode S is a pulse positionmodulated signal that (in standard DF4 format) contains altitude information and a 24-bit data
stream that is a combination of parity information and an ICAO-issued code that is used to
identify the aircraft transmitting the replies. In the United States, as noted previously, there is a
unique, one-to-one correspondence between this ICAO code and the FAA aircraft registry.
Mode S replies with extended squitter data (DF17 format, that transmits periodically without
interrogation) contain a 56-bit data field used for communicating both altitude and position
information.
This chapter details an algorithm that processes Basic Mode S, Extended Mode S, and
Mode C data output by a 1090 MHz software-defined radio in conjunction with a Raspberry Pi
single-board computer running a modified version of the open-source software dump1090 [13].
The Mode S portion of the algorithm utilizes known geographic coordinates to create bounding
cuboids for runways for which operations are to be estimated.
Because Mode C and Basic Mode S responses do not contain position or heading
information, aircraft position must be determined from the strength of the received signal, as
suggested above. Once an appropriate threshold detection level has been determined, the
distance trend for the particular aircraft can be measured. Aircraft with decreasing distances and
altitudes below that of the airport traffic pattern altitude are presumed to be engaged in landing
operations, while aircraft with increasing distances and altitudes below that of the airport traffic
pattern altitude are presumed to be engaged in takeoff operations. A barometric pressure
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transducer can be incorporated to provide an input to the Raspberry Pi; this information may be
used to convert altitude data from Mode C and Basic Mode responses, reported with respect to a
standard presumed datum of 29.92 inches or 1013.25 millibars, to altitudes above ground-level
(AGL altitudes) for comparison with traffic pattern altitudes.
The data output of the software-defined radio-single board computer combination
consists of eight closely chronologically-spaced values of relative signal strength for each
transponder transmission that is received. Generally, these transmissions are received every few
seconds; the interval between transmissions is, however, irregular and dependent on the
frequency of interrogations from ground-based secondary surveillance radar stations and of
uninterrogated Mode S squitter transmissions. These eight values constitute a signal strength
vector that may be combined into a single scalar quantity that can, in turn, be used to represent
the signal strength in the manner described below. The timing and characteristics of these
received signals and data values will be examined more closely in Section 2.3.
A detailed flowchart of the distance estimation process is depicted in Figure 2.3.
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2.3 Flowchart Depiction of the Distance Estimation Process
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Characteristics of Received Transponder Signals
It is instructive to plot the relative signal strength values produced by the SDR-Raspberry Pi
combination as one attempts to examine the relationship between the values over time and
correlate them with aircraft positions relative to the ground-based receiver. Figures 2.4, 2.5, and
2.6 provide an example of this process, depicting relative signal strengths over a 130-second
period on a particular day (April 5, 2016) at the Purdue University Airport (KLAF) as they relate
to the departure of a Cirrus SR20 training aircraft from the field. During this interval, the
particular aircraft producing the signals (FAA registration N580PU) departed on Runway 10 in a
direction initially approaching the receiver and then moving away from the receiver on climb
out, turned to the south and climbed away from the receiver, continuing its departure from the
airport area. Those activities are described pictorially in Figure 2.4, and discernable through
careful observation of the relative signal levels Figure 2.5. Note the regression line that has been
added through the data set; the R2 value of the second-order polynomial regression is 0.6619,
which indicates a good fit to the data. The lettered points about the regression correspond to the
positions in the pictorial rendering. The aircraft positions along with their respective timestamps
have been plotted on a Google Earth map in Figure 2.6.

2.4 Cirrus Trainer Departing and Climbing on Base Leg, KLAF (Lafayette, Indiana)
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2.5 Relative Signal Strength vs. Time, N580PU, April 5, 2016, KLAF
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2.6 Aircraft Position Overlaid on Google Earth, N580PU, April 5, 2016, KLAF
Mott, McNamara, and Bullock [31] developed a methodology to augment the Extended
Mode S operations counting technology to include the use of Basic Mode S and Mode C data,
thereby effectively including 88% of the general aviation fleet (and a likely higher percentage of
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the active fleet) in the samples available for counting. Their methodology employs the use of the
signal amplitude and barometric altitude parameters available in the Basic Mode S and Mode C
data streams to determine the proximity of an aircraft relative to the receiver, a process which
poses some significant challenges, as noted previously. The received signal is subject to
scattering effects from atmospheric phenomena such as clouds and precipitation, multipath
interference, variation in received frequency due to Doppler effects related to aircraft velocity,
and receiver noise (Figure 2.7). The noise inherent in the signal precludes the use of a simple
binary signal strength threshold for counting aircraft operations. The data in Figure 2.7 were
collected on April 1, 2016, from an antenna in Niswonger Hall at the Purdue University airport,
and consists of 4815 individual transponder messages from aircraft with known positions within
5 nm (9.26 km) of the receiver. Because each message results in eight signal strength values, the
plot represents a total of 38,520 data points. Note that the widths of each box are proportional to
the square root of the number of observations represented by the box. The trend of decreasing
relative signal strength with increasing distance is evident from the figure.
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2.7 Distribution of Relative Transponder Signal Strength as a Function of Aircraft Distance from Receiver
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A clearer illustration of the challenges associated with using Basic Mode S and Mode C
signals to complement the use of Mode S ES signals, with their attendant position information, is
provided in Figure 2.8. In Figure 2.8 (A), the flight paths of two general aviation training
aircraft, N589PU (aircraft A) and N580PU (aircraft B), inbound to the Purdue University airport,
are shown, along with (Figure 2.8 [B]) their altitudes and (Figure 2.8 [C]) plotted transponder
signal strength as a function of time. These data sets were collected on April 1, 2016, using the
antenna and receiver combination in Niswonger Hall at the Purdue University airport. The
average values of each of the sets of signal levels for the respective aircraft are plotted with solid
lines. Deviations in the received signal level can be seen to vary with linear distance, altitude,
and obstructions interfering with line-of-sight signal reception. In particular, the sharp decreases
in average received signal strength occurring at approximately 12:03:00 (N589PU) and 12:04:30
(N580PU) that are very similar to one another result from the obscuration by the Niswonger
building of the aircraft on final approach to Runway 23. The additional drops in signal level at
12:00:30 (N589PU) and 12:02:00 (N580PU) are likely due to additional line-of-sight obscuration
by the hangar complex on the Purdue airport.
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A)

2.8 Two Aircraft Inbound to KLAF: (A) Flightpaths, (B) Aircraft Altitudes vs. Time, and (C) Received Signal Strength Data vs. Time

34

35
2.8 Continued
B)
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2.8 Continued
C)
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It is important at this stage to gain a deeper understanding of the characteristics of the
received Mode S and Mode C signals with respect to timing and amplitude. The single-board
computer provides an output representing the 8-bit signal strength of the last eight values of each
received transponder message; hence, these values range from 0 to 255. The computer samples
the output of the software-defined radio at a frequency of 2 MHz; therefore, the interval between
samples is 0.5 µsec. The computer buffer is by design last-in, first-out (LIFO), so the last eight
signal strength values of each received message (data vector) are made available for analysis.
Mode C interrogations are broadcast from both approach control and Air Route Traffic
Control Center (ARTCC) radar installations. These interrogations, as the principal component of
Secondary Surveillance Radar (SSR), are broadcast from antennas that are collocated with
primary radar, which is used by air traffic control computers to determine the azimuth and range
of aircraft within the facility’s designated airspace. The most common type of radar installation
is ASR-9; 135 of these systems are currently deployed across the United States. The ASR-9
antenna has a rotational speed of 12.5 revolutions per minute and therefore requires 4.8 seconds
for a 360-degree scan of its associated airspace. Because an aircraft may be interrogated by
multiple SSR interrogators, dependent on position, the timing of Mode C replies generated by the
aircraft is stochastic rather than deterministic. However, if one assumes that an aircraft is within
range of a single SSR site, the expected frequency of Mode C replies is 0.208 Hz.
Figure 2.9 shows a typical ASR-9 primary- and secondary-surveillance radar installation.
Figure 2.10 provides a description of the timing between the individual signal strength values in
a single received Mode C data vector, and between the data vectors themselves.
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2.9 ASR-9 Radar Installation

2.10 Mode C Data Vector
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Mode S, in civilian surveillance installations, currently employs nine different message
formats consisting of either 56 or 112 frames, with each frame occurring at an interval of 1 µsec.
These message formats are summarized in Table 2.1.
2.1 Mode S Downlink Formats

DF0

Length
(Bytes)
56

DF4

56

No

Air-to-Air (Traffic Collision
Avoidance)
Surveillance, Altitude

DF5

56

No

Surveillance, Identity

DF11

56

Yes

DF16

112

No

DF17

112

Yes

Mode S All-Call Reply
(Identification Squitter)
Air-to-Air (Traffic Collision
Avoidance)
1090 Extended Squitter

DF20

112

No

Address, Flight Status, Altitude

DF21

112

No

Address, Flight Status, Identity

DF24

Up to 224

No

Address, Flight Status, Identity,
Extended Message

Downlink Format

Squittered
No

Content

The format of primary interest in this research is the DF17 format, also known as
extended squitter. This is a 112-frame format that requires no external interrogation and contains
aircraft identification and position information, in addition to other parameters such as altitude,
heading, and air/ground status. DF17 is the principal message format used by ADS-B. While
the other formats require SSR interrogation in order to generate replies from aircraft, the DF17
format is squittered (transmitted without interrogation) by the aircraft. The DF17 squitter with
both aircraft identification and position occurs every 5 seconds when the aircraft is airborne and
every 10 seconds when the aircraft is on the ground, while a basic identification squitter without
position information (DF11 format) occurs at a rate of 2 Hz when the aircraft is airborne, or 0.2
Hz when the aircraft is on the ground.
As the volume of Mode S traffic increases in a particular volume of airspace,
pseudorandom squitter transmissions may interfere with each other and cause the resulting
transmissions to be indecipherable. However, as Orlando demonstrated [32], approximately 400
aircraft can be handled in a given volume of airspace with an average 5-second reception
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reliability of at least 99.5%. This figure is generally greater than the number of distinct aircraft
in view of the omnidirectional 1090 MHz receivers used in this study at any given time.
Figure 2.11 describes the timing values of the Mode S data vector and the intervals
between received vectors. Note that in both the Mode C and Mode S cases, the interval between
each of the signal level values retrieved from the software-defined radio is much shorter (by
some six orders of magnitude) than the interval between received transponder messages.

2.11 Mode S Data Vector
Several case studies should prove effective at illustrating the relationships between
aircraft position, received signal level, and received data vector timing. One example each of an
aircraft departing from the Lafayette, Indiana airport (KLAF), on arrival to that airport, and
performing a touch-and-go maneuver at that airport, is provided below. In addition, an example
of an arrival of a high-speed jet aircraft is examined in order to illustrate message arrival times
relative to ground distance covered by the aircraft.
Figure 2.12 depicts a Cessna 172 aircraft transmitting DF17 Mode S signals, N170TH,
departing from Runway 23 at KLAF on April 1, 2016, at approximately 10:30 a.m. The
recorded latitudes/longitudes are overlaid on a Google Earth map in the figure, and the times are
recorded next to each plot of the aircraft position. The total linear distance depicted between the
first and last timestamps is 15.75 nm.
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2.12 Departure, N170TH, KLAF, April 1, 2016
A scatterplot of received signal levels vs. time is shown in Figure 2.13. In addition, a
second-order polynomial regression line is shown. The coefficient of determination of the
regression line (R2) is 0.8689, with corresponding correlation coefficient 0.9321, indicating an
excellent fit to the data. Note the gap of approximately one minute during which no data was
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received; this may be due to interference from another aircraft or some other signal anomaly.
Regardless, the regression line shows a clear decrease in signal strength as distance increases,
which is expected.
The Rayleigh scattering effect is clearly evident in Figure 2.13. The received signal
levels are well spread as the aircraft departs the airport and the terrain, buildings, and other
obstructions interfere with signal reception. The levels become more tightly clustered as the
aircraft moves further away from the receiver to a distance of approximately 16 nautical miles.
The point at which a decision to record a takeoff operation is made is indicated on the
plots with a dashed-line. The decision logic is based on parameters that are described in detail in
Chapter 3.

2.13 Signal Strength and Altitude, N170TH, KLAF, April 1, 2016
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It is also helpful to examine a histogram showing the deviations of the timing of the
received data from the nominal rate of 1 data vector per 5 seconds. This histogram appears in
Figure 2.14. Note that the majority of the received data vectors are very close to the nominal
interval spacing. Some missed vectors, possibly due to either obscuration of the aircraft
transmitter antenna by the airframe, signal lobing, or interference resulting from the large
industrial plant south of the airport on the south side of the Wabash River, cause the subsequent
vectors to appear around the +5 second mark. The large one-minute gap described above is
omitted from the histogram so as not to skew the bin scaling.

2.14 Deviation from Nominal 5-Second Squitter Interval, N170TH, KLAF, April 1, 2016
In the second case, a Cirrus SR20, N580PU, arrived on Runway 10 at KLAF on
September 15, 2016. The arrival path, again plotted on Google Earth, is shown in Figure 2.15.
The total linear distance depicted from the first timestamp to the last is 16.18 nm.
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2.15 Arrival, N580PU, KLAF, September 15, 2016
The received signal level scatterplot is shown in Figure 2.16. A third-order polynomial
regression line has been added, and the R2 value is 0.3673; the corresponding correlation
coefficient is 0.6061, indicating a moderate-to-strong fit to the data. There are no significant
gaps in this data set. The regression line indicates an increase in received signal strength as
distance decreases, as expected. It is interesting to note the slight decrease in the signal level as
the arriving aircraft enters the airport traffic pattern and travels away from the receiver before
turning back onto final approach to Runway 10.
The decision to register a landing occurred at 13:02:44, as indicated on the plot. The
parameters involved in the decision include proximity to the receiver, altitude, and altitude and
proximity trend.
A histogram indicating the deviation from the nominal 5-second squitter interval is
shown in Figure 2.17. Again, the majority of the received data vectors are close to zero
deviation in timing, with a few missing due to interference (discernable by the vectors at the +5
second mark).
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2.16 Signal Strength and Altitude, N580PU, KLAF, September 15, 2016
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2.17 Deviation from Nominal 5-Second Squitter Interval, N580PU, KLAF, September 15, 2016
In the third case, another Cirrus SR20, N583PU, executed a series of touch-and-go
maneuvers (landings followed by immediate takeoffs) on September 12, 2016, on Runway 23 at
KLAF (Figure 2.18).

2.18 Touch-and-Go Operations, N583PU, KLAF, September 12, 2016
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One would expect to see a gradual increase in received signal level as the aircraft
approaches the antenna, followed by a decrease as the aircraft moves away from the antenna.
This trend is apparent through two complete touch-and-go cycles in Figure 2.20. A fifth-order
polynomial regression results in a R2 value of 0.1502, with a corresponding correlation
coefficient of 0.3876, indicating a moderate correlation, suggesting that the data fit the regression
equation satisfactorily. Note that a higher-order regression was used in this particular case to
capture the signal increases and decreases associated with the nature of the touch-and-go
operation.
There are multiple operations decisions registered during this sequence of received DF17
transmissions. A landing was first registered at 8:09:11and was based on proximity and altitude.
In some cases, if a DF17 squit occurs while the aircraft is on the runway, a transition from “A” to
“G” as indicated by the weight-on-wheels or “squat” switch will produce a message. In this
particular case, no such message was received due to the gaps in data that are evident in Figure
2.19. Regardless, the parameters were interpreted by the decision logic as indicative of a
landing, which was recorded. Additional operations were recorded at 8:11:41, 8:14:54, and
8:16:56, as noted in the figure.
The histogram of deviations from the 5-second squitter interval is shown in Figure 2.20.
Note the four data vector gaps that are evident in the histogram. These gaps are of 40 seconds or
less are perhaps due to obscuration of the transmitting antenna by the airframe or other groundinduced anomalies.
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2.19 Signal Strength and Altitude, N583PU, KLAF, September 12, 2016
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2.20 Deviation from 5-Second Squitter Interval, N583PU, KLAF, September 12, 2016
In the final case, a high-speed corporate Gulfstream G-IV, N1SN, approached KLAF on
October 4, 2016, for landing on Runway 10 (Figure 2.21). The total linear distance covered
between the first and last recorded timestamp is 46.64 nm.

2.21 Jet Arrival, N1SN, KLAF, October 4, 2016
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2.22 Signal Strength and Altitude, N1SN, KLAF, October 4, 2016
The received signal level scatterplot is shown in Figure 2.22. A fourth-order polynomial
regression line has been added, and the R2 value is 0.4851; the corresponding correlation
coefficient is 0.6965, indicating a strong correlation and a close fit of the regression line to the
data. There are no significant gaps in this data set. Again, a slight decrease in received signal
strength is noted as the arriving aircraft turns to the left and moves further from the receiver prior
to turning onto final approach for Runway 10.
A histogram indicating the deviation from the nominal 5-second squitter interval is
shown in Figure 2.23. The preponderance of the received data vectors are close to zero deviation
in timing, with a only few missing due again to some form of signal interference (as evidenced
by the vectors at the +5 second mark).
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2.23 Deviation from 5-Second Squitter Interval, N1SN, KLAF, October 4, 2016
Determining Received Power
The signal strength vector 𝑼, received for each transponder transmission and consisting
of eight 8-bit values of relative signal strength, 𝑢𝑘 , that are output from the single-board host
computer, represents the sampled amplitude of the envelope of signal received by the SDR.
Once a scaled version 𝑿 is formed from 𝑼, it may be filtered and the Rayleigh maximum
̂
likelihood estimator for the variance applied to yield 𝑉
𝑅𝐸𝐶 , the scalar estimate of the received
RMS voltage over the eight observations, which is subsequently converted to average received
power and used to determine 𝑑̂, an estimate of the distance of the aircraft (Figure 2.3).
The software-defined radio receiver used in the counting system is based on an integrated
circuit that serves as a Digital Video Broadcast – Terrestrial (DVB-T) coded orthogonal
frequency division multiplexed signal demodulator, in conjunction with a separate integrated
circuit tuner. Signal strength information is derived from the magnitudes of the in-phase and
quadrature components of the signal, and is represented as a fraction of full-scale power in a
single byte.
According to FAA Technical Standard Order C74c [33], for aircraft operating at altitudes
greater than 15,000 feet, transponder output power must be between 21 and 27 dB above 1W.
This implies an output power of 125.89 W to 501.19 W. For aircraft operating below these
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altitudes, the specification is for output power between 18.5 and 27 dB above 1W, implying an
output power of between 70.79 W and 501.19 W. In practice, virtually all transponders meet the
former specification.
It is well-established that received radio frequency power decreases as 1/𝑑2 . The free
space path loss can be written as

4𝜋𝑑𝑓 2
𝐹𝑆𝑃𝐿 = (
)
𝑐

(2.1)

where d is the distance between the transmitter and receiver, f is the carrier frequency (1090
MHz, in this case) and c is 2.998 x 108 m/s. The L-band, which ranges from 1.0 to 2.0 GHz,
generally exhibits direct propagation, which one may assume with regard to an overall
propagation model, exclusive of fading. In addition, we will assume that tropospheric ducting is
not present.
The Friis transmission equation is given by

𝑃𝑅𝐸𝐶 = 𝑃𝑇𝑅𝐴𝑁𝑆 + 𝐺𝑡 + 𝐺𝑟 + 20 𝑙𝑜𝑔 √

1
𝐹𝑆𝑃𝐿

(2.2)

where the antenna gains are in dB and power is in dBm. It must be noted that this equation is
valid only under ideal conditions; nevertheless, its accuracy will be demonstrated to be sufficient
for the purposes of this study. Rearranging (2.2), we have

𝑑 = 10

[

(𝑃𝑇𝑅𝐴𝑁𝑆 −𝑃𝑅𝐸𝐶 −32.44−20𝑙𝑜𝑔𝑓−𝑜𝑡ℎ𝑒𝑟 𝑔𝑎𝑖𝑛𝑠)
]
20

(2.3)

where d is given in km and f in MHz. The other gains and losses in (2.3) involve the gains of the
transmitting and receiving antennas and the insertion loss. The insertion loss is small and
straightforward to calculate. The impedance into the SDR is 𝑍𝑅 = 75 𝛺 , while the receiving
antenna impedance is 𝑍𝐴 = 50 𝛺 . The reflection coefficient, 𝜌, is
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𝜌=

𝑍𝑅 − 𝑍𝐴
25
=
= 0.2
𝑍𝑅 + 𝑍𝐴 125

(2.4)

and the insertion loss is then
𝐿𝑜𝑠𝑠𝐼𝑁𝑆𝐸𝑅𝑇𝐼𝑂𝑁 = −10 log(1 − 𝜌2 )

(2.5)

or −0.177288 dB.
The ground distance between the aircraft and the receiver can be determined from the
estimate of the line-of-sight distance and the aircraft altitude, as shown in Figure 3.2. The ground
distance is simply
𝑑𝐺𝑅𝑂𝑈𝑁𝐷 = √𝑑𝐿𝑂𝑆 2 − 𝑎2 ,

(2.6)

where a represents the aircraft altitude, a parameter readily available from Mode S DF17 and
Mode C transmissions, and 𝑑𝐿𝑂𝑆 is the line-of-sight distance to the transmitting aircraft.
The Haversine formula for determining the distance between two points of known
latitude and longitude was utilized in this research. The applicable set of equations is
𝑑𝐿𝐴𝑇 = 𝑙𝑎𝑡2 − 𝑙𝑎𝑡1
𝑎 = sin2 (

𝑑𝐿𝐴𝑇
𝑑𝐿𝑂𝑁
) + cos(𝑙𝑎𝑡1 ) cos(𝑙𝑎𝑡2 ) sin2 (
)
2
2
𝑑 = 2𝑅 ∗ sin−1 (√𝑎)

(2.7)
(2.8)

(2.9)

where R is the radius of the Earth, 6373.2 km.
Aircraft transponders use a form of Manchester-encoded pulse amplitude modulation
(with additional pulse position modulation) [29], which can be received easily by the QAM
receiver in the SDR unit. Because a Manchester-encoded data stream spends an equal amount of
time in high states and low states, there is no DC bias; this type of encoding is also self-clocking.
Only the real portion of the baseband signal is transmitted on the 1090 MHz carrier. The SDR
tuner uses a heterodyned architecture with a low-intermediate frequency (3.57 MHz) [34], and is
connected only to the in-phase analog-to-digital converter input, implying that the software-
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defined radio circuit generates the complex samples through its internal IF demodulator. One
benefit of the heterodyne approach is that there is no DC offset spike as might be present if this
approach were not utilized.
The modulation scheme used for aircraft transponder transmissions is more properly
described as ITU Class A1D [35]; i.e., double-sideband amplitude modulation with a single
channel containing digital information with no modulating subcarrier and utilized for data
transmission. Figure 2.24 [36] depicts an oscillogram that shows the carrier transmission on the
top trace and the baseband data on the bottom trace.

2.24 Oscillogram [36] Showing Modulated Carrier (Top) and Baseband Signal (Bottom)
In general, for quadrature amplitude-modulation, the transmitted waveform is

𝑣(𝑡) = 𝐼(𝑡) cos 𝜔𝑡 − 𝑄(𝑡) sin 𝜔𝑡

(2.10)

and
𝑣 2 (𝑡) = 𝐼 2 (𝑡) cos 2 𝜔𝑡 − 2𝐼(𝑡)𝑄(𝑡) cos 𝜔𝑡 sin 𝜔𝑡 + 𝑄 2 (𝑡) sin2 𝜔𝑡 .

(2.11)

To calculate the RMS value 𝑉𝑅𝑀𝑆 , assume that 𝐼(𝑡) and 𝑄(𝑡) are constant over a cycle. Then
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𝑣 2 (𝑡) = 𝐼 2 cos2 𝜔𝑡 − 2𝐼𝑄 cos 𝜔𝑡 sin 𝜔𝑡 + 𝑄 2 sin2 𝜔𝑡

(2.12)

𝑡 sin2 2𝜔𝑡
sin2 2𝜔𝑡
𝑡 sin2 2𝜔𝑡
∫ 𝑣 2 (𝑡) 𝑑𝑡 = 𝐼 2 ( +
) − 2𝐼𝑄 (
) + 𝑄2 ( −
)
2
4𝜔
2𝜔
2
4𝜔

(2.13)

1 𝑇 2
𝐼2 𝑄2
∫ 𝑣 (𝑡) 𝑑𝑡 = +
𝑇 0
2
2

(2.14)

so
𝑉𝑅𝑀𝑆 =

1
√2

(√𝐼 2 + 𝑄 2 ) = 𝑉𝑅𝐸𝐶

(2.15)

and
𝑃𝐴𝑉𝐺 =

1 2
(𝐼 + 𝑄 2 ) = 𝑃𝑅𝐸𝐶
2𝑅

(2.16)

where 𝑃𝐴𝑉𝐺 is the average transmitted power and R is the real part of 𝑍0 , the characteristic
impedance of free space, or 376.73 Ω.
The transmitted signal passes through the signal channel and is received by the SDR.
The ADC portion of the SDR unit acquires 8-bit in-phase (𝐼𝑆𝐷𝑅 ) and quadrature (𝑄𝑆𝐷𝑅 ) samples
at a frequency of 28.8 MHz; these samples are buffered and retrieved by the software running on
the host device at a frequency of 2.0 MHz, as noted earlier. They are then converted to a
magnitude that is mapped to an 8-bit value 𝑢𝑘 , scaled by a scale factor 𝑓𝑢 , as
𝑢𝑘 = 𝑓𝑢 √𝐼𝑆𝐷𝑅 𝑘 2 + 𝑄𝑆𝐷𝑅 𝑘 2 .

(2.17)

It is convenient to absorb the scale factor into a new 8-bit value 𝑥𝑘 as
𝑥𝑘 =

𝑢𝑘
= √𝐼𝑆𝐷𝑅 𝑘 2 + 𝑄𝑆𝐷𝑅 𝑘 2 .
𝑓𝑢

(2.18)
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Because the SDR in-phase and quadrature components in (2.17) differ from the transmitted
components in (2.16) as a result of passage through the channel, the magnitude of the received
signal must be estimated.
Consider first the deterministic case in which no scattering is assumed. Figure depicts
this ideal channel model, in which only noiseless losses occur as described by the Friis equation,
(2.2).

2.25 Noiseless Signal Channel
The received signal level, 𝑉𝑆𝐷𝑅 𝑘 , is, from (2.15) and (2.18),
𝑉𝑆𝐷𝑅 𝑘 =

𝑥𝑘

.

(2.19)

𝑥𝑘 2
.
2𝑅

(2.20)

√2

𝑃𝑆𝐷𝑅 𝑘 can then be written as
𝑃𝑆𝐷𝑅 𝑘 =

The maximum gain of the SDR tuner is 49.6 dB. Schrödle [37] has measured the relationship
between indicated power and actual received power at maximum gain. That function is

𝑃𝑆𝐷𝑅𝑑𝐵𝑚 = 0.988𝑃𝑅𝐸𝐶 𝑑𝐵𝑚 + 88.52

(2.21)

where 𝑃𝑆𝐷𝑅 𝑑𝐵𝑚 is the power in dBm indicated by the output of the RTL2832U as measured by
calibrated spectrum analyzer software and 𝑃𝑅𝐸𝐶 𝑑𝐵𝑚 is the actual received power in dBm. This
relationship can be determined from the related chart shown in Figure 2.26.
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2.26 Relationship between 𝑃𝑅𝐸𝐶 and 𝑃𝑆𝐷𝑅 [37]
Then
𝑃𝑅𝐸𝐶𝑑𝐵𝑚 = 1.012146𝑃𝑆𝐷𝑅𝑑𝐵𝑚 − 89.59514

(2.22)

and, from (2.20),

𝑃𝑆𝐷𝑅𝑊 =
𝑘

𝑥𝑘 2
𝑥𝑘 2
=
2𝑅 753.46

(2.23)

and

𝑃𝑆𝐷𝑅𝑑𝐵𝑚

𝑘

𝑥𝑘 2
= 10 log (
) + 30 = 20 log 𝑥𝑘 + 1.229398 .
753.46

(2.24)

Then
𝑃𝑅𝐸𝐶𝑑𝐵𝑚 = 20.243 log 𝑥𝑘 − 88.350810
𝑘

(2.25)

and

𝑃𝑅𝐸𝐶𝑊 = 10
𝑘

(

𝑃𝑅𝐸𝐶𝑑𝐵𝑚 −30
𝑘
)
10

= 10(2.02492 log 𝑥𝑘−11.835081) .

(2.26)
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Thus,
𝑉𝑅𝐸𝐶 𝑘 = √𝑃𝑅𝐸𝐶𝑊 𝑅 = √376.73 ∗ 10(2.02492 log 𝑥𝑘 −11.835081) .
𝑘

(2.27)

Again, equation (2.27) is deterministic in the sense that it does not include the effects of
the channel noise.
Consider next the practical case of the noisy signal channel. This channel is depicted in
Figure 2.27.

2.27 Noisy Signal Channel
As noted above, the random variable representing the power received over the length-8
̂
sequence of signal values, 𝑃𝑅𝐸𝐶 , must now be estimated as 𝑃
𝑅𝐸𝐶 . It is most convenient to obtain
̂
an estimate, 𝑃̂
𝑆𝐷𝑅 , of 𝑃𝑆𝐷𝑅 , which is now a random variable. The estimate 𝑃𝑆𝐷𝑅 is formed by
filtering the received random voltage vector 𝑿 (a scaled version of 𝑼) with a discrete first-order
Butterworth low pass filter to eliminate noise at higher frequencies and estimating the variance
of the resulting filter output sequence 𝑌𝑘 with the Rayleigh maximum likelihood estimator for the
variance of the signal (Figure 2.3). The justification for the use of this technique is presented in
Sections 2.5 and 2.6. The estimate,

8

𝑅
2
̂
̂
𝑉
𝑆𝐷𝑅 = √𝑃𝑆𝐷𝑅𝑊 2𝑅 = √ ∑ 𝑌𝑘 ,
8

(2.28)

𝑘=1

where 𝑌𝑘 𝜖 {𝑌1 , … , 𝑌𝑁 } is a sequence of random variables consisting of the eight low-pass filtered
SDR signal level values, can then be substituted in (2.27) to yield
(2.02492 log 𝑉̂
̂
√
𝑆𝐷𝑅 −11.835081)
𝑉
𝑅𝐸𝐶 = 376.73 ∗ 10

(2.29)
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and converted to received power and used in conjunction with (2.3) to determine 𝑑̂ , the estimate
of 𝑑, over the remainder of the database.
This estimate serves to account for the shift in the Doppler power spectral density of the
signal as a result of the aircraft velocity relative to the receiver, for uncertainties in the
transmission channel due primarily to multipath interference, and for noise generated by the
software-defined radio and processing electronics. This process is further described in Section
2.5.
Creating a Channel Model
The relative velocity of the aircraft being tracked results in a spreading effect of the channel
which is captured in its Doppler power spectral density (DPSD). The deterministic DPSD is
based on a stochastic short-term fading model proposed by Aulin [38]. Aulin’s model geometry
is shown in Figure 2.28.

2.28 Geometry For Aulin’s Short-Term Fading Model
The signal broadcast from the aircraft transponder is a Manchester-encoded, pulse amplitudemodulated signal of the form
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𝑦(𝑡) = 𝐼𝑇 (𝑡) cos 𝜔𝑡 − 𝐼𝑇 (𝑡) sin 𝜔𝑡

(2.30)

Note that the quadrature amplitude modulation receiver being utilized is capable of receiving a
signal of the form

𝑦(𝑡) = 𝐼𝑇 (𝑡) cos(𝜔𝑡 + 𝜑) − 𝐼𝑇 (𝑡) sin(𝜔𝑡 + 𝜑)

(2.31)

The model employed here assumes that at each point between the transmitter and receiver, the
total received wave consists of the superposition of N plane waves, each having traveled via a
different path as a result of multipath scattering. The nth wave is characterized by its field vector
En (t) given by

𝐸𝑛 (𝑡) = 𝐼𝑛 (𝑡) cos 𝜔𝑐 t − 𝑄𝑛 (𝑡) sin 𝜔𝑐 t

(2.32)

where 𝐼𝑛 (𝑡) and 𝑄𝑛 (𝑡) are the in-phase and quadrature components of the wave, respectively.
Superposition yields

𝑁

𝐸(𝑡) = ∑ 𝐸𝑛 (𝑡) = 𝐼(𝑡) cos 𝜔𝑐 𝑡 − 𝑄(𝑡) sin 𝜔𝑐 𝑡

(2.33)

𝑛=1

𝑁

𝐼(𝑡) = ∑ 𝑐𝑛 cos(𝜔𝑛 𝑡 + 𝜃𝑛 )

(2.34)

𝑛=1

𝑁

𝑄(𝑡) = ∑ 𝑐𝑛 sin(𝜔𝑛 𝑡 + 𝜃𝑛 )
𝑛=1

where

(2.35)
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𝜔𝑛 = (

2𝜋𝑣𝜏
) cos(𝛾 − 𝛼𝑛 ) cos 𝛽𝑛
𝜆

2𝜋𝑧0
𝜃𝑛 = (
) sin 𝛽𝑛 + 𝜑𝑛
𝜆

(2.36)

(2.37)

v = 𝑣𝑆𝑂𝑈𝑅𝐶𝐸 , 𝜆 is the wavelength (here, 0.275 m), 𝛾 is the angle of the aircraft’s direction of
travel with respect to the x-z plane, 𝑧0 is the aircraft altitude, 𝜑𝑛 is a random phase shift, and 𝛼𝑛
and 𝛽𝑛 are the angles of the incident received wave with respect to the x and z axes, respectively.
We shall assume that 𝛼𝑛 is uniformly distributed over some large range and that 𝛽𝑛 is fixed,
which are both reasonable assumptions for a moving aircraft at a constant altitude.
For large N, an application of the central limit theorem shows that the resulting sum of
the in-phase and quadrature components 𝐼(𝑡) and 𝑄(𝑡) is a Gaussian random process. The inphase and quadrature components have mean 𝑥̅ = E[𝐼(𝑡)] = 𝐸[𝑄(𝑡)] and variance 𝜎 2 =
Var[𝐼(𝑡)] = Var[𝑄(𝑡)], respectively. The received signal amplitude, the quantity in which we
are interested, is the square root of the sum of the squares of these components. Because the inphase and quadrature components are both Gaussian, the square of their sum follows a chisquare distribution, and the square root follows a chi distribution. The chi distribution with two
degrees of freedom is the Rayleigh distribution. In cases where the line-of-sight component is
very weak, as one might expect from signals broadcast from low altitudes and received at low
reception angles, the mean 𝑥̅ ≅ 0, and the received signal amplitude is approximately Rayleigh
distributed. As the line-of-sight component strengthens, the signal amplitude more closely
approximates a Rician distribution. However, the scattering resulting in the multipath
interference assumed to be present in this particular case is expected to be predominately
Rayleigh-distributed. Rayleigh scattering is associated with atmospheric phenomena such as
precipitation, haze, and clouds, and with multipath interference; both result in a relatively weak
line-of-sight signal component [39], [40].
The autocorrelation function is
𝑅𝐸 (𝑡1 , 𝑡2 ) = 𝐸[𝐸(𝑡1 )𝐸(𝑡2 )]
From (2.33),

(2.38)
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𝐸[𝐸(𝑡)] = 𝐸[𝐼(𝑡) cos 𝜔𝑐 𝑡] − 𝐸[𝑄(𝑡) sin 𝜔𝑐 𝑡]

(2.39)

𝑁

= ∑ 𝑐𝑛 𝐸[cos(𝜔𝑛 𝑡 + 𝜃𝑛 ) cos 𝜔𝑐 𝑡]
𝑛=1

(2.40)

𝑁

− ∑ 𝑐𝑛 𝐸[sin(𝜔𝑛 𝑡 + 𝜃𝑛 ) sin 𝜔𝑐 𝑡]
𝑛=1

𝑁

1
= ∑ 𝑐𝑛 𝐸[cos((𝜔𝑛 − 𝜔𝑐 ) 𝑡 + 𝜃𝑛 ) + cos((𝜔𝑛 + 𝜔𝑐 ) 𝑡 + 𝜃𝑛 )]
2
𝑛=1

𝑁

1
− ∑ 𝑐𝑛 𝐸[cos((𝜔𝑛 − 𝜔𝑐 ) 𝑡 + 𝜃𝑛 ) − cos((𝜔𝑛 + 𝜔𝑐 ) 𝑡
2

(2.41)

𝑛=1

+ 𝜃𝑛 )]
𝑁

= ∑ 𝑐𝑛 𝐸[cos((𝜔𝑛 + 𝜔𝑐 ) 𝑡 + 𝜃𝑛 )] = 0

(2.42)

𝑛=1

Making the substitution 𝜔0 = 𝜔𝑛 + 𝜔𝑐 ,
𝑁

𝑁

𝑅𝐸 (𝑡1 , 𝑡2 ) = 𝐸 [∑ 𝑐𝑛 cos(𝜔0 𝑡1 + 𝜃) ∑ 𝑐𝑛 cos(𝜔0 𝑡2 + 𝜃)]
𝑛=1

𝑁

𝑛=1

𝑁

𝑐𝑛 2
=
𝐸 [∑ 𝑐𝑛 cos(𝜔0 𝑡1 + 𝜃) ∑ 𝑐𝑛 cos(𝜔0 𝑡2 + 𝜃)]
2
𝑛=1

=

(2.43)

(2.44)

𝑛=1

𝑐𝑛 2
𝐸[cos(𝜔0 (𝑡2 − 𝑡1 ))] + 𝐸[cos(𝜔0 (𝑡2 + 𝑡1 ) + 2𝜃)]
2

(2.45)
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𝑐𝑛 2
=
𝐸[cos(𝜔0 (𝑡2 − 𝑡1 ))] ,
2
𝑐𝑛 2
𝐸[cos(𝜔0 𝜏)]
2

(2.47)

𝐸0
𝐸[cos(𝜔𝜏)] cos(𝜔𝑐 𝜏)
2

(2.48)

𝑅𝐸 (𝜏) =

=

(2.46)

where the index has been dropped from the first 𝜔. Note that this equation cannot be simplified
further without knowledge of the related distributions. Note also that it is clear from the
derivation that 𝑅𝐸 (𝑡1 , 𝑡2 ) is a function only of 𝜏, and 𝐸(𝑡) is therefore wide-sense stationary,
and in fact strictly stationary, since it is Gaussian.
From (2.36),
𝜔=

2𝜋𝑣
cos(𝛾 − 𝛼) cos 𝛽 ,
𝜆

2𝜋𝑣𝜏

𝑧= (

𝜆

(2.49)

) cos 𝛽 and 𝜃 = 𝛾 − 𝛼 .

Then

𝐸[cos(𝜔𝜏)] = ∬ cos(𝑧 cos 𝜃) 𝑝(𝜃) 𝑑𝜃 𝑝(𝛽) 𝑑𝛽

(2.50)

𝛽𝜃

If we assume that 𝜃 is uniformly distributed on [0, 𝜋], 𝑝(𝜃) =

1
𝜋

over that range, resulting in

𝜋
2𝜋𝑣𝜏
𝐽0 (𝑧)𝑝(𝛽) 𝑑𝛽 = ∫ 𝐽0 (
cos 𝛽) 𝑝(𝛽) 𝑑𝛽
𝜆
𝛽𝜋
𝛽

𝐸[cos(𝜔𝜏)] = ∫

(2.51)
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where 𝐽0 is a zero-order Bessel function of the first kind.
For 𝛽 fixed, 𝑝(𝛽) = 𝛿(𝛽) , and

𝐸[cos(𝜔𝜏)] ≜ 𝑠0 (𝜏) =

𝐸0
2𝜋𝑣𝜏
𝐽0 (
)
2
𝜆

(2.52)

The Doppler frequency shifts on the multipath rays caused by the relative motion
between the aircraft and the ground-based receiver result in a Doppler power spectral density
(DPSD), which is the Fourier transform of the autocorrelation function of the received signal. In
Figure 2.28, 𝛼𝑛 and 𝛽𝑛 represent the angles of the incident wave on the receiver relative to the
aircraft with respect to the x and z axes. Given the assumptions, noted above, that 𝛼𝑛 is
uniformly distributed and 𝛽𝑛 is fixed, the deterministic DPSD is given by

𝑆(𝑓) = ℱ{𝑠0 (𝜏)}

=

=

𝐸0
∙
2

=

or

𝐸0
∙
2

1

|𝑓| <

,

2

(2.53)

√(2𝜋𝑣 ) − 𝜔 2
𝜆
1

,

𝑣
𝜆

|𝑓| <

4𝜋 2 𝑓 2 𝜆2
2𝜋𝑣
√1 −
𝜆
4𝜋 2 𝑓𝑣 2

𝐸0 𝜆
∙
4𝜋𝑣

1
2
√1 − (𝑓𝜆)
𝑣

,

|𝑓| <

𝑣
𝜆

(2.54)

𝑣
𝜆

(2.55)

(2.56)
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𝑆(𝑓) =

𝐸0
4𝜋𝑓𝑚𝑎𝑥

1
2

√1 − ( 𝑓 )
𝑓𝑚𝑎𝑥

(2.57)

where |𝑓| < 𝑓𝑚𝑎𝑥 , the maximum Doppler frequency. This frequency is given by

𝑓𝑚𝑎𝑥 = 𝑓𝑐

𝑣
𝑐

(2.58)

where 𝑓𝑐 is the 1090 MHz carrier frequency, 𝑣 = 𝑣𝑆𝑂𝑈𝑅𝐶𝐸 is the velocity of the aircraft relative
to the receiver, and c is the speed of light.
From Jakes [41], the peak amplitude of the received electric field vector, 𝐸0 , is related to
𝑉𝑅𝐸𝐶 (𝑡) , the magnitude of the received voltage vector VREC, by
𝐸0 2
= 〈𝑉𝑅𝐸𝐶 (𝑡)〉 .
2

(2.59)

𝐸0 = √2〈𝑉𝑅𝐸𝐶 (𝑡)〉 .

(2.60)

𝐸0
= Var{𝐼(𝑡)} = Var{𝑄(𝑡)} .
2

(2.61)

It follows that

Also,

A typical Doppler power density spectrum given by (2.57) is depicted in Figure 2.29.
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2.29 Example of a Typical Doppler Power Density Spectrum
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The Filtering and Estimation Process
The Doppler power density spectrum that represents the received signal is characterized by a
rather sharp cutoff at a particular (variable) maximum Doppler frequency, as evident in Figure
2.29. This type of frequency spectrum lends itself well to low-pass filtering to remove unwanted
high-frequency components related to noise. To this end, we propose the use of a digital
adaptive first-order low-pass Butterworth filter to filter the received voltage vector, VREC. The
digital Butterworth filter is relatively easy to implement from a programming perspective and
requires a single coefficient that may be optimized using an appropriate optimization algorithm.
The optimization algorithm adjusts the coefficient to minimize the mean square distance
estimation error over a set of signal strength values from aircraft of known distances. The
particular optimization algorithm used is the bounded, limited-memory Broyden-FletcherGoldfarb-Shanno algorithm (L-BFGS-B) [42]. This algorithm is available as a function in R,
offers a reasonably rapid rate of convergence, and provides the ability to set boundaries on the
search. Because the condition 𝛼 > 0 must be true, this is imposed as a constraint on the
optimization routine to reduce computation time.
A first-order Butterworth filter has a normalized s-domain transfer function of

𝐻𝑁 (𝑠) =

1
𝑠+1

(2.62)

The conversion of an analog filter design to a digital design may be accomplished by an impulseinvariant design procedure suggested by Oppenheim and Schafer [43]. This procedure attempts
to preserve the impulse response of the analog filter at the points at which it is sampled. For the
digital filtering process, let the ratio of the cutoff frequency in the s-domain to the sampling
frequency be

𝑐=

𝑓𝑐
.
𝑓𝑠

(2.63)
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In the impulse-invariant design procedure, the bilinear transformation [43] can be used to map
the s-domain to the z-domain with the substitution

𝑠=

2(𝑧 − 1)
,
𝑇(𝑧 + 1)

(2.64)

where 𝑇 is the sampling period. It is convenient to combine the prewarping equation,
𝜔𝑑 =

2
𝑇
tan−1 (𝜔𝑎 ) ,
𝑇
2

(2.65)

where 𝜔𝑎 is angular frequency in the s-domain and 𝜔𝑑 is the angular frequency in the z-domain,
at this point in the development. Setting the z-domain angular frequency to an arbitrary value of
1, the combined transformation becomes

𝑠=

1

where 𝐾 = 𝜔 tan−1 (
𝑑

𝜔𝑎 𝑇
2

1(𝑧 − 1)
,
𝐾(𝑧 + 1)

(2.66)

), 𝜔𝑎 𝑇 = 2𝜋𝑐, and 𝜔𝑑 = 1. We then have

𝐻(𝑧) =

𝐾(𝑧 + 1)
.
𝑧 − 1 + 𝐾(𝑧 + 1)

(2.67)

The resulting z-domain equation is

𝑌 − 𝑌𝑧 −1 + 𝐾𝑌 + 𝐾𝑌𝑧 −1 = 𝐾𝑋 + 𝐾𝑋𝑧 −1 ,

(2.68)

𝐾
𝐾
1−𝐾
𝑋+
𝑋𝑧 −1 +
𝑌𝑧 −1 .
1+𝐾
1+𝐾
1+𝐾

(2.69)

or

𝑌=

69
The corresponding difference equation is

𝑌𝑘 =

𝐾
𝐾
1−𝐾
𝑋𝑘 +
𝑋𝑘−1 +
𝑌
.
1+𝐾
1+𝐾
1 + 𝐾 𝑘−1

(2.70)

This is implemented in software using the parameterization

𝐾
1
=
,
1+𝐾
1+ 𝛼

(2.71)

and it is evident that

𝛼=

1
tan−1 (𝜋𝑐)

.

(2.72)

The parameter 𝛼 incorporates both the sampling frequency and the cutoff frequency. The
sampling frequency, as described earlier, is 2.0 MHz. The appropriate design cutoff frequency
can be estimated from Figure 2.29 (for example, an aircraft velocity of 120 knots results in a
DPSD frequency of at least 220 Hz, requiring a considerably higher cutoff frequency, since the
filter has a single-pole rolloff). For a nominal 𝛼 value of 100, for example, the cutoff frequency
of the digital filter can be calculated from (2.72), and is 6.366 kHz. However, it is unnecessary
to specify this frequency. Because both of these parameters are contained in (2.72), the
parameter α can simply be calculated using the L-BFGS-B algorithm with boundary constraints
over a data subset of known distances. Thus, the optimal value of α can be determined and used
over the remainder of the dataset.
̂
The estimated received power at the SDR, 𝑃
𝑆𝐷𝑅 , to be used to compute received distance,
may be determined using the Rayleigh maximum-likelihood estimate for the signal variance,

𝑁

̂2 = 1 ∑ 𝑌𝑘 2
𝜎
2𝑁
𝑘=1

(2.73)
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which yields

𝑃̂
𝑆𝐷𝑅𝑊 =

̅̅̅̅
𝑌𝑘 2
2

(2.74)

where ̅̅̅̅
𝑌𝑘 2 is the average value of the squares of the individual values 𝑌𝑘 𝜖 {𝑌1 , … , 𝑌𝑁 } of the
filtered signal strength vector. This value may then be used in conjunction with (2.28), (2.29),
and (2.3) to determine the distance estimate, 𝑑̂ .
A depiction of a typical Doppler power density spectrum with an overlaid squared magnitude
plot of a first-order Butterworth filter is provided in Figure 2.30. Note that the cutoff frequency,
𝑓𝑐 , is 220 Hz, and that the squared magnitude of the filter response curve intersects the DPSD at
𝑆(𝑓)𝑚𝑎𝑥
2

.

71

2.30 Doppler Power Density Spectrum with Overlay of First-Order Butterworth Filter (𝑓𝑐 = 220 𝐻𝑧)
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The filtering process is an adaptive process that can be optimized over large data sets to
yield the desired levels of accuracy of 𝑑̂ . It is important to realize that the tuning of the filter in
an optimal manner based on existing environmental and positioning conditions can occur in a
dynamic manner such that the roughly 7% of aircraft broadcasting Extended Mode S data with
position information can be used to calibrate the filter parameters for the 96% of aircraft
broadcasting Mode A, Mode C or Elementary Mode S signals.
An example of the discrete adaptive Butterworth filtering process for a single received
data record, a signal vector consisting of eight signal level values, is provided here. The received
voltage vector, VREC, is processed element-wise and those elements serve as scalar inputs to the
filter. Table 2.2 provides a typical set of eight received voltage values in both unfiltered and
filtered formats. Figure 2.31 presents the data in graphical form. The 𝛼 value used in the
computation corresponds to an analog cutoff frequency of 300 kHz.
2.2 Received Voltage Values, Unfiltered vs. Filtered
Unfiltered SDR Output Voltage (mV)
0.727
0.999
0.789
0.934
0.876
0.985
0.854
0.776

Filtered SDR Output Voltage (mV)
0.053
0.171
0.276
0.361
0.440
0.511
0.571
0.606
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2.31 Signal Voltage Output for Typical Unprocessed And Filtered Input Voltages
The signal channel model requires a scalar signal strength as its input. This value must
be derived from the filtered received voltage vector, and is simply the maximum value of the
filter output sequence. Once the scalar signal strength parameter has been estimated from the
filtered received voltage vector, it is converted into a power and serves as input to a deterministic
channel model represented by the Friis transmission equation, which represents various power
losses in the transmission channel. The distance estimate, 𝑑̂ , is obtained directly from this
equation.
Two figures should serve to further illustrate the filtering process. Figure 2.32 below
uses the previous example of the departure of N170TH from Runway 23 at KLAF to show
received signal strength as a function of time. The scaled output of the adaptive Butterworth
filter is overlaid on the graph, as is the output of the Rayleigh estimator. The effect of the
filtering and estimating process is easy to discern from the figure. The resulting distance
estimate (Figure 2.33) is extremely accurate within 2.5 nm of the receiver, with somewhat
reduced accuracy outside of that distance. Note that the distance errors appear to correlate
strongly with excursions of the Rayleigh estimate (and of the filtered signal), suggesting that the
use of a higher-order filter with sharper cutoff properties may further improve the distance
estimate (Figure 2.34).
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2.32 Received Signal, Filtered Signal, and Rayleigh Estimate vs. Distance, N170TH, KLAF, April 1, 2016
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2.33 Estimated Distance vs. Reported Distance, N170TH, KLAF, April 1, 2016
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2.34 Signal Excursions and Distance Estimation Errors, N170TH, KLAF, April 1, 2016
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Distance Estimation Results
Data sets consisting of 58 days of transponder data from the Niswonger Hall receiver (KLAFNISW) and 60 days of transponder data from the terminal building receiver at the Lafayette
airport were utilized to validate the operation of the combined discrete adaptive Butterworth
filter and Rayleigh maximum likelihood signal level estimator, and to compare this estimator
with two additional signal level estimators: a simple average of the eight signal level values for
each record, and a Rayleigh maximum likelihood estimate with no filtering. Two of the 60 days
over which data were recorded at the Niswonger location contained no Mode S records with
position information and were therefore omitted from the data set.
The transponder records in these data sets originated within a 9.26 km (5 nm) radius of
the respective receiving antenna. Distance errors for each received record in which position
information was present were calculated using each of the three different estimators. The metric
used to determine the error between actual and estimated distances was the sum of the absolute
error,
𝑁

𝑒𝑡𝑜𝑡𝑎𝑙 = ∑|𝑑𝑖 − 𝑑̂𝑖 | .

(2.75)

𝑖=1

This sum was computed for each day for both data sets and divided by the number of records in
the data set containing position information to arrive at an average error per day.
The first computation of distance estimates was made using a simple average of the eight
values of the received signal strength vector 𝑽𝑺𝑫𝑹 . The average distance error per record per day
for the Niswonger data was 1.18 nm. Figure 2.35 shows the distance estimation error for each
day of this data set, while Figure 2.36 provides a histogram of the error. In addition, Figure 2.37
depicts a histogram of the percentage distance estimation error with respect to the 5-nautical mile
maximum distance.
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2.35 Distance Estimation Error (nm/record), Signal Average, KLAF-NISW Data Set

2.36 Error Histogram (nm), Signal Average, KLAF-NISW Data Set
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2.37 Error Histogram (% of 5 nm), Signal Average, KLAF-NISW Data Set
The average distance error per record per day for the terminal data was 1.79 nm. Figure
2.38 shows the distance estimation error for each day of this data set, while Figure 2.39 provides
a histogram of the error. Figure 2.40 depicts a histogram of the percentage distance estimation
error with respect to the 5-nautical mile maximum distance.

2.38 Distance Estimation Error (nm/record), Signal Average, KLAF-TERM Data Set
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2.39 Error Histogram (nm), Signal Average, KLAF-TERM Data Set

2.40 Error Histogram (% of 5 nm), Signal Average, KLAF-TERM Data Set
The second computation of distance estimates was made using only the Rayleigh
maximum likelihood estimator (2.74) on the unfiltered signal level values and the derived
deterministic equation (2.27) for 𝑉𝑅𝐸𝐶 .
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Using only the Rayleigh MLE, the average distance error per record per day for the
Niswonger data was 1.16 nm. Figure 2.41 depicts the distance estimation error for each day of
this data set, while Figure 2.42 provides a histogram of the error. In addition, Figure 2.43 shows
a histogram of the percentage distance estimation error with respect to the 5-nautical mile
maximum distance.

2.41 Distance Estimation Error (nm/record), Rayleigh MLE Only, KLAF-NISW Data Set
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2.42 Error Histogram (nm), Rayleigh MLE Only, KLAF-NISW Data Set

2.43 Error Histogram (% of 5 nm), Rayleigh MLE Only, KLAF-NISW Data Set
The average distance error per record per day for the terminal data set was 1.78 nm using
only the Rayleigh maximum likelihood estimator. Figure 2.44 shows the distance estimation
error for each day of this data set, while Figure 2.45 provides a histogram of the error. Figure
2.46 depicts a histogram of the percentage distance estimation error with respect to the 5-nautical
mile maximum distance.
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2.44 Distance Estimation Error (nm/record), Rayleigh MLE Only, KLAF-TERM Data Set

2.45 Error Histogram (nm), Rayleigh MLE Only, KLAF-TERM Data Set
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2.46 Error Histogram (% of 5 nm), Rayleigh MLE Only, KLAF-TERM Data Set

The combined discrete adaptive Butterworth filter and Rayleigh maximum likelihood
signal level estimator was then applied to the Niswonger and Terminal data sets.
Using the combined estimator, the average distance error per record per day for the
Niswonger data was 0.77 nm. Figure 2.47 shows the distance estimation error for each day of
this data set, while Figure 2.48 provides a histogram of the error. In addition, Figure 2.49 depicts
a histogram of the percentage distance estimation error with respect to the 5-nautical mile
maximum distance. It is clear that the combined estimator yields the lowest distance estimation
error values of the three estimators tested here. Note that the one large outlier is attributed to a
single aircraft reporting an erroneous position that appeared numerous times in the optimization
data subset. Improvement of selection of the optimization data is therefore an opportunity for
future research.
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2.47 Distance Estimation Error (nm/record), Combined Estimator, KLAF-NISW Data Set

2.48 Error Histogram (nm), Combined estimator, KLAF-NISW Data Set
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2.49 Error Histogram (% of 5 nm), Combined Estimator, KLAF-NISW Data Set
It is useful to examine in addition the actual values of the coefficient 𝛼 utilized in the
implementation of the discrete adaptive Butterworth filter. Accordingly, these values were
tabulated for the data from the Niswonger data set. Figure 2.50 provides a graph of the resulting
values. Note that the values are relatively stable over the data set, with a few outliers.

2.50 𝛼-Values, KLAF-NISW Data Set
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The average distance error per record per day for the terminal data was 0.86 nm using the
combined estimator. Figure 2.51 shows the distance estimation error for each day of this data
set, while Figure 2.52 provides a histogram of the error. In addition, Figure 2.53 depicts a
histogram of the percentage distance estimation error with respect to the 5-nautical mile
maximum distance.

2.51 Distance Estimation Error (nm/record), Combined Estimator, KLAF-TERM Data Set

2.52 Error Histogram (nm), Combined Estimator, KLAF-TERM Data Set
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2.53 Error Histogram (% of 5 nm), Combined Estimator, KLAF-TERM Data Set
The 𝛼-values for the discrete Butterworth filter were also tabulated for the terminal data
set. A graph of the resulting values is shown in Figure 2.54.

2.54 α-Values, KLAF-TERM Data Set
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Additional Distance Estimation Analysis
𝑁
̂
The distance estimation error was then redefined as 𝑒̃
𝑡𝑜𝑡𝑎𝑙 = ∑𝑖=1(𝑑𝑖 − 𝑑𝑖 ), removing

the absolute value. The estimation error was recalculated for the three data sets using all
available observations rather than daily averages.
The estimation error using data collected from the KLAF-TERM installation over a 30day period then fit a Pearson Type VII distribution (a leptokurtic distribution to which the
Student’s t-distribution is related) with mean -0.192 nm, variance 1.265, skewness -2.0, and
kurtosis 16.95. The standard deviation was 1.12 nm. The median absolute deviation was 0.92.
Median absolute deviation (the median of the absolute value of the difference of the residuals
from the median) is preferred as a measure of dispersion because of its relatively greater
resilience to outliers than that of the standard deviation [61].
There were 102,079 distinct observations over this period. It is apparent that the distance
estimation accuracy is sufficient to allow accurate registration of aircraft operations. The
distance estimation error, with an overlay of the corresponding Pearson Type VII distribution
(red), is shown in Figure 2.55.

2.55 KLAF Terminal 30-Day Distance Estimation Error vs. Pearson Type VII Distribution (red)
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The distance estimation error using 30 days of data collected from the KLAF-NISW
site was also approximately Pearson Type VII-distributed. The mean error over a 30-day period
of the KLAF-NISW data was 1.75 nm, while the variance, skewness, and kurtosis were 20.2, 5.5,
and 48.6, respectively. The median absolute deviation was 1.12 nm. There were 57,066 distinct
observations over this period. Note that the relative decrease in distance estimation accuracy
compared with the KLAF-TERM data results from the suboptimal antenna placement that was
used in the collection of this particular data set.
There were a total of 115,858 observations recorded during this period. The distance
estimation error for the KLAF-NISW data with an overlay of the Pearson Type VII distribution
(red), is depicted in Figure 2.56.

2.56 KLAF-NISW 30-Day Distance Estimation Error vs. Pearson Type VII Distribution (red)
The distance estimation error using 8 days of data collected from the KHUF field site was
approximately Pearson Type VII-distributed, as well. The mean error per observation over an 8day period of the KHUF data was 2.34 nm, while the variance, skewness, and kurtosis were 15.0,
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2.0, and 7.6, respectively. The median absolute deviation was 1.79 nm. There were 1,437
distinct observations over this period. Note that the decreased distance estimation accuracy here
was directly related to the placement of the receiver at a significant distance from the runway
complex and to the reduced number of observations. The estimation error histogram has been
omitted due to the limited number of observations.

Summary
This chapter discussed a means of estimating aircraft distances using transponder signal strength
information. The received signal strength data are processed using digital adaptive first-order
low-pass Butterworth filter in tandem with a Rayleigh maximum likelihood estimator. The
single coefficient of the filter is calibrated by minimizing the least-squares error between the
estimates and distances derived from aircraft reporting known GPS-based positions.
Table 2.3 below provides the complete results of the comparison between the distance
estimation methods. It is apparent that the use of the discrete adaptive Butterworth filter in
conjunction with the Rayleigh maximum likelihood estimator provides a satisfactory means of
estimating aircraft distances with reasonable accuracy. The estimated distances play an
important role in the accurate registration of aircraft operations, which is described in Chapter 3.
2.3 Complete Distance Estimation Method Comparison
Absolute Distance Estimation
Error per Record (nm),
KLAF-NISW

Absolute Distance Estimation
Error per Record (nm),
KLAF-TERM

Average of Data Vector

1.18

1.79

Rayleigh MLE Only

1.16

1.78

Adaptive Butterworth
Filter + Rayleigh MLE

0.77

0.86

Distance Estimation
Method
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3. REGISTRATION OF OPERATIONS COUNTS

Overview
In order to successfully employ the distances estimated for the Mode C and Mode S transponder
signals, as described in the previous chapter, in properly registering aircraft operations, it is
essential that a means of determining when such operations have occurred with an acceptable
level of certainty be established. This decision process should be based upon both the basic data
available within the data set and the computed distance estimates.
Estimates of aircraft distance can be utilized in conjunction with barometric altitude
information extracted from the Basic Mode S or Mode C data to determine whether the aircraft is
engaged in an airport operation; i.e., a takeoff or landing (Figure 3.1).

3.1 Incorporation of Barometric Altitude with Signal Strength to Determine Aircraft Distance

Table 3.1 below lists the fields of interest from the transponder data and shows which
field is generally available with each particular type of transmission. Note that not all of the
fields are always present as expected due to transmission and data errors.
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3.1 Transponder Data Fields
Data Set Field
Timestamp
ICAO Hex ID
Altitude
Heading
Air/Ground
Latitude
Longitude
Signal Strength (8 values)

Mode C
X
X

Elementary Mode S
X
X
X

X

X

Extended Mode S
X
X
X
X
X
DF17
DF17
X

We wish to develop a means of accurately registering operations of aircraft equipped
with each of the three types of transponder equipment in the table. Note that transponder types
are mutually exclusive; that is, an aircraft will never have more than a single operating
transponder.
The process of assigning a count to a database entry requires reducing the data set to a
subset of the original database that contains only records that are candidates for association with
an aircraft operation. In order to perform this task, we must first examine the definition and
nature of an operation. According to the FAA, an airport operation consists of an arrival at or a
departure from the airport at which the airport traffic control tower is located. There are two
types of operations: local and itinerant. Local operations are those operations performed by
aircraft that remain in the local traffic pattern, execute simulated instrument approaches or low
passes at the airport, and the operations to or from the airport and a designated practice area
within a 20−mile radius of the tower. Itinerant operations are operations performed by an
aircraft, either under visual or instrument flight rules, that lands at an airport, arriving from
outside the airport area, or departs an airport and leaves the airport area [3]. From this definition,
it is apparent that an operation occurs when an aircraft is in close proximity to a runway at an
airport in terms of both lateral/longitudinal position and altitude. What is perhaps not as
apparent is that the aircraft heading, if known, should be close to that of the runway heading.

Creating a Working Data Subset
The process of creating an appropriate working subset of the original data set is described below:
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To begin, the central server collects real-time transponder data from multiple sources: a
permanent installation near the Indianapolis International Airport (KIND), and a permanent
installation on top of the terminal building at the Lafayette airport (KLAF). Those data are
combined into a single Microsoft SQL database. Because each record includes a hardware
address, the records can be filtered for the proper site collection point.
If a comparison between data from a transponder data collection system and ATADS data
at a particular site is to be made, the data must next be filtered to provide a subset for only the
times during which the associated air traffic control tower is in operation. For KLAF, those
times are from 0700 to 2100 hours local time.
At this point, all records with altitudes exceeding 2000 feet AGL are removed. This is
done for two reasons. The first is that the process of optimizing the coefficients of the digital
filter and the equation mapping estimated signal strength to received voltage is most accurate
when the distances to aircraft of known positions are minimal. Ensuring that only nearby aircraft
with Extended Mode S equipment are used in the optimization process achieves this goal. The
second is that aircraft above the traffic pattern altitude are, by definition, not engaged in airport
operations.
Also, Mode C aircraft operating outside of a 300-foot AGL altitude plane are excluded at
this point. The rationale for doing so will be explained later in this chapter.
Finally, all records with missing or zero-level signal strength data are removed. While
these records may be useful in detecting Extended Mode S aircraft, in practice those aircraft
almost always have signal strength data available; any records removed at this point are
generally associated with Mode C aircraft. Without signal strength data, detection of Mode C
operations is not possible.
The records are then sorted by timestamp and ICAO Hex ID (the unique ICAO
hexadecimal code assigned to the Mode S transponder by the FAA) to facilitate the registration
process. At this point, the distance estimation process is initiated and the estimated distances are
appended to the working subset. Once this is completed, the subset is again culled to remove
records at distances greater than those specified in the interactive session when the program is
run by the operator. This serves the same purpose as the removal of records exceeding a
particular altitude as described above.
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Creating an Optimization Subset
A copy of the working data subset is then modified into a subset that is used in the distance
computation optimization process as follows:
Records with no GPS data are removed from the working subset. The presence of known
aircraft positions is essential for optimizing the filter and equation coefficients.
Records with no altitude data are removed next. Because the estimated distance is a
straight-line distance, serving essentially as the hypotenuse of a right triangle (Figure 3.2), the
ground distance is calculated using the altitude as adjusted for nonstandard barometric pressure.
From (2.6), this distance is simply the square root of the sum of the squares of the altitude, a, and
the line-of-sight distance, 𝑑𝐿𝑂𝑆 .
For the purposes of this research, the number of records of the optimization data set was
fixed at 20. The distances of the aircraft generating the records used in the data set was fixed at
5 nm. The data set was not sorted prior to selecting the 20 records; i.e., this process was random.

3.2 Ground Distance Calculation
In addition, the records in the resulting optimization subset are not sorted in any
particular order. The operator has the ability, however, to specify the number of records in the
optimization subset over which the L-BFGS-B optimization algorithm is conducted. A larger
number of records results in greater distance estimation accuracy at the expense of a greater
computational burden.
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At this point, the optimization process is executed. The result of the optimization is the
single optimized filter coefficient 𝛼 that is transferred to the appropriate equations for use in the
processing of the working data subset. Absolute error over the optimization subset and error per
sample are output, as well.

Registration of Operations
The registration of aircraft operations consists of examining the three primary types of operations
that may occur (Table 3.1) and adding an additional field to the working data subset for each.
This field consists of a 1 (if an operation of this particular type is to be recorded) or no entry. In
addition, a separate field consisting of the serialized sum of all three types of operations is
included. Note that this serialized sum is never greater than 1 plus the previous serial value; if
multiple types of operations are registered for a given data record, only one is recorded. A
flowchart depicting the registration process for each of the three types of transponder data is
shown in Figure 3.3. Subsequent sections decompose this figure and describe each of the three
primary sections in greater detail.
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3.3 Operation Registration Flowchart
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3.4.1 Registration of Elementary Mode S Operations
The working data subset is scanned row by row and Elementary Mode S operations are first
registered. The conditions necessary for the registration of an Elementary Mode S operation are
follows:
1. Contiguous records exist with the same Hex ID separated by more than 90 seconds,
and
2. The associated aircraft is within 2 nm of the receiver, 300 feet below traffic pattern
altitude, and consecutive altitude entries are either increasing or decreasing.
In some situations, Mode S data is not recorded until an aircraft is well above the runway
bounding box on its takeoff. In these cases, an additional operation detection routine is needed.
The associated conditions necessary for registration of an operation are:
1. Contiguous records exist with the same Hex ID and no less than 7 seconds separate
the entries,
2. The aircraft is either ascending or descending through traffic pattern altitude, and
3. An operation was not recorded for this Hex ID on the prior contiguous record.
In addition, a means of detecting potential missed operations having a high likelihood is
needed. Such situations result when time gaps in the data are present in the following situations:
1. Contiguous records exist with the same Hex ID and more than 60 seconds has passed
since the immediate past entry, and
2. Contiguous entries with different Hex IDs are present when one aircraft is less than
700 feet above traffic pattern altitude.
This missed operation detection algorithm section has proven effective in reducing missed
counts.
An illustration of the general elementary Mode S operations registration process is
provided in Figure 3.4.
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3.4 General Elementary Mode S Operations Registration Process
3.4.2 Registration of Extended Mode S Operations
Extended Mode S operations are registered next. The following conditions must
exist for the registration of such an operation:
1. If an air/ground or ground/air transition occurs between contiguous or one-lag records
with the same Hex ID,
2. If the associated timestamps are further apart than 10 seconds and closer than 90 seconds,
3. If both latitude and longitude are present,
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4. If the aircraft is within 35 degrees of the runway heading, and
5. If the aircraft is within the runway bounding cuboid.
The problem of determining whether the aircraft position lies within a bounding cuboid around a
particular runway is covered in Section 3.5.
A lookback period was established to prevent the recording on an Extended Mode S
operation if an Elementary Mode S operation has been recorded for the same Hex ID within a
specified number of records. For purposes of this research, the number of lookback records was
set at 10.
The general extended Mode S operations registration process is depicted in Figure 3.5.
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3.5 General Extended Mode S Operations Registration Process
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3.4.3 Registration of Mode C Operations
Finally, Mode C operations are estimated by assuming that two successive transmissions
from aircraft passing through a horizontal plane 300 feet above airport elevation that are
separated in time by more than 18 seconds and less than 90 seconds and having distance
estimates of within 1.08 nm (2.0 km) of each other, both of which have overall distances from
the receiver of less than 5 nm (9.26 km), are a single unique aircraft engaged in an operation
(Figure 3.6). Transmissions from aircraft in the 300’ plane above the airport that exceed either 5
km in estimated distance from the receiver or 90 seconds in time are considered to be coming
from different aircraft. This lateral gate was selected because it reflects the maximum speed of
an aircraft operating within the FAA Class D airspace, which covers airspace within 5 nm of
airports with operating control towers. The vertical plane was chosen as it is an elevation below
which go-around maneuvers are rarely performed.
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3.6 Estimation of Unique Mode C Aircraft Engaged in an Operation
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Bounding Box Algorithm
The bounding box or point-in-polygon problem in computational geometry looks at whether a
given point lies within, outside or, or on the boundary of a polygon. For the purposes of
determining proximity to a runway, the boundary condition is discarded, being treated as the
interior of the polygon. Because the polygon bounding any runway is a simple polygon,
consisting of straight, non-intersecting line segments joined to form a closed path, the easiest
way to solve the problem is to determine how many times a ray, starting from the test point (the
aircraft position) intersects the edges of the polygon. If the point being tested is outside the
polygon, this number of intersections is even; if on the inside, the number is odd. This algorithm
was proposed by Shimrat [44] in 1962 and is coded into the R script to determine whether a
particular aircraft is in close proximity to a runway for registration of Extended Mode S
operations.
The two-dimensional bounding box is computed for a particular runway and is then
extended to a three-dimensional rectangular cuboid by adding an altitude component. The
coordinates for aircraft being observed are compared regularly to determine whether they are
contained within the runway bounding cuboid. If the reported AGL altitude of the aircraft is
below the traffic pattern altitude for the airport, the aircraft’s coordinates lie within the horizontal
plane of the cuboid, and the additional criteria associated with Extended Mode S operations are
met, an operation is presumed to have occurred. Once the first operation for the unique identifier
is reported, none other is registered until the aircraft has left the bounding cuboid and exceeded
the traffic pattern altitude for a prescribed period of time.
An example bounding cuboid is depicted in Figure 3.7 below. Figure 3.5 shows two
runway bounding boxes overlaid on a Google Earth image of the KLAF airport.

3.7 Runway Bounding Cuboid
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Potential Registration Errors
It is important to consider possible situations in which operations count registration errors
may result from the registration logic described in this chapter. Such errors can result from
missed observations, and it is clearly difficult to know when observations have been missed
since, unless they appear as time gaps in a sequence of records associated with a particular
aircraft, there is no information available with which to discern them.
It is also possible that decision errors may be made based on received messages that are
recorded in a particular data set. Such errors may include failure to register an operation when
one actually occurred, and recording of an operation when such did not occur or when an
operation occurred, but was previously recorded.
In an example of the latter type of error (registration of a count when none should occur),
a Cirrus aircraft, N583PU, approached Runway 28 from north of KLAF on February 1, 2017.
The approach was terminated shortly after the aircraft began the turn to the final approach course
for Runway 28; the aircraft then made a tight turn back to the east and continued away from the
airport. Because the aircraft descended through traffic pattern altitude within close proximity to
the airport, however, the maneuver was incorrectly registered as an operation by the decision
algorithm. Figure 3.8 indicates the ground path of the aircraft, while Figure 3.9 shows signal
strength, altitude, and the points at which the decision was registered and the breakoff maneuver
began.
Note that the altitude is given in feet relative to a standard sea-level datum in a standard
atmosphere; i.e., the barometer setting is 29.92 inches of mercury. Because the barometric
altitudes reported are relative to this datum, they must be converted based on the local altimeter
setting if a ground level reference is desired. The field elevation is shown referenced to the
barometric altitude values in Figure 3.9. Note that the aircraft remains at least 350’ above
ground level as the breakoff maneuver is initiated.
Future research should include advanced heuristics to address registration errors such as
the one described here and other types of errors that may occur frequently.
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3.8 Breakoff Maneuver, N580PU, KLAF, February 1, 2017

107

3.9 Decision Registration Error, N580PU, KLAF, February 1, 2017
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4.

ESTIMATING OPERATIONS COUNTS

Background
The foundation of the work in this chapter was first described in [15].
Because of the difficulties inherent in the direct measurement of operations at airports
without full-time control towers, airport planners generally employ estimation techniques to
provide approximate values for operations counts. Estimation methods tend to fall into four
categories [3]: recollections of individuals, ratios of operations to based aircraft, measurements
over a brief period and extrapolation thereof, and statistical estimation. The first of these
methods, based on individual recollection, is problematic due to inaccuracies in both observation
and recall of information. The second is unreliable due to wide variations in such ratios across
particular airports. The third lacks reliability both due to seasonal and cyclical variation, and
because it normally combines data from towered airports, which has been determined to be a
poor predictor of non-towered airport operations.
Current means of statistical estimation of aircraft operations at airports, while likely the
most useful of the operations count estimation techniques, themselves potentially suffer from
insufficient accuracy related to sample size limitations. These deficiencies, along with a novel
method of improving their accuracy, are discussed in this chapter.
There are several methods used to count aircraft operations at airports lacking full-time
personnel; these are generally based on traditional statistical sampling techniques. Sample data
is typically obtained by employing short-term contract staff to deploy acoustic or pneumatic
counting devices and to provide human observations. These methods were summarized by
Muia and Johnson [2, 8] in ACRP Report 129. Unfortunately, the associated sample sizes are
generally inherently small due to financial constraints. Small sample sizes create difficulties in
terms of estimation of the population mean and variance from the sample parameters because the
normality assumption of the distribution of the sample means may not hold. Ford and Shirack
[4] suggested an estimation procedure based on conventional sampling theory using stratified
sampling in which the total number of annual operations is approximated by the sum of estimates
within stratified samples, which are themselves based on sample means within those strata. The
procedure also employs a confidence interval based on the t-statistic for the sample variances
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corrected for finite population. It is apparent, though, that there are difficulties associated with
the sampling methodology suggested by Ford and Shirack.
First, conventional sampling theory and the use of the t-distribution for small sample
sizes assume that means of the samples from the overall population are normally distributed with
standard deviation σ/√𝑛 . According to Rider [45], while this assumption is justified for a
normal population, it does not hold otherwise, and, while “Student’s” probability integral gives
better results in certain non-normal populations than does the Gaussian integral, it fails with
sufficient frequency to warrant further investigation. In particular, the uniform distribution is
more applicable to the estimation problem at hand, and therefore suggests application of a more
appropriate estimation technique. Second, stratified sampling methods require the selection of
homogeneous subgroups, which can be problematic without a thorough understanding of the
widely-varying operational factors unique to a particular airport. These methods can also be
difficult to implement as a result of the need to sample operations at different times and under
different conditions, which leads to additional expense.
It is relatively clear, then, that alternative statistical estimation methods need to be
employed to provide a more accurate determination of actual operations counts from smaller
datasets. Mott and Bullock [15] developed an algorithm described more fully below to
accomplish this.
Because of the potential need to generate short-term reports on operational metrics from
limited samples sizes, a statistical operations estimation algorithm based on Bayesian Markov
Chain Monte Carlo inference will be incorporated. This algorithm is based on work by Mott and
Bullock [15], and will serve to accurately estimate the overall operations count based on the
registration of operations by the methodology described above.
The Bayesian analogy to parameter estimation provides the researcher with a credible
interval, the interval in which the parameter of interest lies with a specified certainty [46]. The
credible interval is analogous to the confidence interval in Frequentist statistics, but differs in an
important respect, in that the confidence interval does not describe the probability with which a
parameter lies within a given range of the population, but only of a particular sampling
distribution; that is, the confidence interval is valid only for a particular sampling distribution,
thereby limiting its usefulness. Because Bayesian analysis allows the computation of a posterior
distribution, the distribution of the parameter being estimated, calculating the credible interval is
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a relatively trivial task. If, for example, one is interested in a 95% credible interval, one simply
selects the interval on the posterior distribution for which 95% of the probability density of the
distribution is exceeded, a selection that can be made easily using software. The fact that the
posterior distribution is available to the Bayesian researcher implies that a wide and rich variety
of post-hoc testing can be conducted.

A Bayesian Hierarchical Model for Estimating Operations Counts
The quantity of interest in this computation is a total operations count covering a period of
multiple days, with the daily counts consisting of random variables that sum to form the total.
This total can be represented as
𝑇 = 𝑋1 + 𝑋2 + ⋯ + 𝑋𝑁

(4.1)

where 𝑁 is the number of days of daily counts that comprise the total. Because of persistent
anomalies that may be present at the data collection site, it is prudent to not treat the 𝑋𝑛 as
independent; however, it is reasonable to assume that the 𝑋𝑛 are uncorrelated, and it will be
demonstrated empirically in Chapter 5 that this is the case.
The expected value of a sum of n random variables is the sum of their respective
expectations; hence, 𝐸{𝑇} = ∑ 𝐸{𝑋𝑛 } . Calculating the variance of the sum, however, is
straightforward only if the assumption of uncorrelatedness can be made. In this case, which
holds empirically for the results of this study, the variance 𝜎𝑇 2 = ∑ 𝜎𝑋𝑛 2 . Because this
assumption implies that the variance is bounded, it guarantees convergence in probability (weak
convergence) of the sum of the expectations of the daily random variables to a total mean, i.e.,
lim 𝑃(|∑ 𝑋̅𝑛 − 𝑇̅| > 𝜀) = 0 for any positive 𝜀, even when the random variables are not

𝑛→∞

themselves independent and identically-distributed. Because the convergence to a total is
assured, the Chebyshev inequality allows some conclusions to be drawn regarding the nature of
the distribution of 𝑇; these will be noted in Chapter 5.
The problem at hand, then, is accurately estimating the total count based on a limited
number of daily counts. The material that follows suggests a method for accomplishing this.
Consider the determination of a daily operations count. Let the overall population 𝑀
consist of the following mutually exclusive and exhaustive events:
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{transponder records transmitted by an aircraft engaged in an operation}, and
{transponder records not transmitted by an aircraft engaged in an operation}.
These records will be received with some loss of data due to signal anomalies and
misidentification, although the probability of the latter is relatively low, as noted below. In this
population, a certain proportion of records will be associated with an aircraft operation; let that
proportion be represented by 𝑝. Then the proportion of records that does not represent an aircraft
operation is 1 − 𝑝.
From this population, consider a sample draw of a set of x records, all of which represent
aircraft operations and may be considered “successes.” The total number of records in the
sample (the number of records that must be drawn to produce x actual operations) is represented
by 𝑚.
Note that the process of associating a record with an actual operation involves some
degree of decision uncertainty; in some cases, this association is made when the record results
from a transmission by an aircraft not actually engaged in an operation, while in others, the
record is from a transmission that should be associated with an operation but is not. If an
observer attempts to make careful selections according to a set of decision rules, it is expected
the probability of correctly identifying records associated with actual operations is greater than if
the observer were to choose records randomly. It shall be assumed, based on the empirical count
errors presented in Table 5.4, that this probability is greater than 0.95, and will therefore not be
considered further.
We desire to estimate the population proportion 𝑝, the ratio of total actual operations to
total transmitted records, given a sample ratio x/m. It is apparent that an appropriate discrete
distribution for this problem is the binomial distribution, which describes the selection of x items
in 𝑚 independent trials where the x items are selected with replacement. Note that because the
aircraft operations are marked once registered and therefore not reselected, the selections in
general should be made without replacement, in which case the governing distribution is the
hypergeometric distribution. However, because the number of actual operations is very small
compared with the size of the population, 𝑀, this requirement can be relaxed. In addition, any
concern regarding lack of independence between drawn samples is again obviated by the large
population size. It should be noted that as 𝑚 → 𝑀, the ratio of sample operations to sample
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records approaches 𝑝; regardless, this portion of the overall hierarchical model is useful over
periods during which fewer records than normal are collected.
The probability mass function is defined by
𝑚
( ) 𝑝 𝑥 (1 − 𝑝)𝑚−𝑥 ,
𝑥∈𝑆
𝑃(𝑋 = 𝑥) = { 𝑥
0,
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.2)

where S ⊂ ℕ such that 𝑥 ≤ 𝑚.
The operations count sequence 𝑌 where 𝑦𝑖 𝜖 {0,1} for 𝑖 = 1, 2, … , 𝑚 and consisting of 𝑥
ones is formed by recording a one for each record extracted from the data set that is associated
with an operation according to the decision heuristics and a zero for each record that is not
associated with an operation. The information that is passed to the simulation software, then, are
simply the values 𝑚 and 𝑥 in (4.2).
Suppose that 𝑋(𝑡) is an underlying Poisson arrival process with probability mass function
𝑒 −𝜆𝑡𝑛 𝜆𝑡𝑛 𝑘
𝑃(𝑋(𝑡𝑛 ) = 𝑘) =
𝑘!

(4.3)

Note that, in general, 𝑋(𝑡) is nonstationary; hence, this describes a nonhomogeneous Poisson
process. Let 𝑁(𝑡) be the associated counting process. 𝑁(𝑡) is then a discrete random process
representing the total number of aircraft operations on a given runway. By definition,
𝑁(𝑡) 𝜖 ℤ ≥ 0. Also, 𝑁(𝑡) ≥ 𝑁(𝑠) ∀ 𝑡 ≥ 𝑠; 𝑡, 𝑠 ≥ 0.
In order for the process to be considered a nonhomogeneous Poisson process with rate
function 𝑟(𝑡), it must satisfy the following three conditions:
𝑙𝑖𝑚 ( 𝑃(𝑁(𝑡 + ∆𝑡) − 𝑁(𝑡)) = 1) = 𝑟(𝑡),

(4.4)

𝑙𝑖𝑚 ( 𝑃(𝑁(𝑡 + ∆𝑡) − 𝑁(𝑡)) > 1) = 0,

(4.5)

∆𝑡→0

∆𝑡→0

and
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𝑃(𝑁(𝑡) > 𝑛 | 𝑁(𝑠) > 𝑛) = 𝑃(𝑁(𝑡) > 𝑛).

(4.6)

for all n 𝜖 ℕ, 𝑡, 𝑠 𝜖 [0, ∞). The first of these conditions places upon the process the constraint
that the probability of an operation in the interval [𝑡, 𝑡 + ∆𝑡) is approximately 𝜆(𝑡)∆𝑡; the
second, that operations cannot occur simultaneously, and the third, that the number of operations
occurring in any bounded interval of time (s, t) is independent of the number of operations
occurring at or before time s. Note that 𝑁(𝑡) as defined in this manner is a Markov process.
Note also that an assumption of homogeneity is not required; the Bayesian model allows us to
employ a rate parameter 𝜆(𝑡) that will be discussed further in Section 4.3.
The proportion of operations is, as noted earlier, the primary parameter of interest in the
estimation, and is characterized in the hierarchical model as a Poisson-distributed random
variable with rate parameter λ. The rate parameter, which represents the arrival process mean, is
itself a random variable. Gelman, et al [47] suggest the use of a weakly informative prior
specified by the Cauchy distribution, of which class the Student’s t distribution is a member.
The weakly informative prior is preferred by Gelman over both an informative prior and a leastinformative prior, as the former will influence the posterior distribution to an extent that is
unwarranted by the a priori information available, while the latter can lead to algorithm
convergence issues and may be improper, which can lead to impropriety of the posterior (i.e.,
∑𝑘 𝑃(𝑁(𝑡) = 𝑘) ≠ 1, 𝑘 ∈ {0, 1, 2 … }).
The hierarchical model was implemented using R and the JAGS Monte Carlo simulation
package [48]. Because of a lack of availability of an appropriate multivariate binomial
distribution in the JAGS package, the author developed a new such distribution function using
exponential functions and logarithms of factorial functions for use in the simulation.
Figure 4.1 describes the process flow in terms of how the model may be incorporated in
software.
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4.1 Software Process Flow Diagram

Prior Selection
Because the standard Cauchy distribution suggested by Gelman or the equivalent
Student’s t distribution with one degree of freedom are supported by values other than positive
reals, these are not appropriate prior distributions for this model, as the λ prior requires a positive
real input.
Consider the Poisson rate parameter λ in the model. Define the time-varying mean
function 𝑚(𝑡) = 𝐸(𝑁𝑡 ) = var(𝑁𝑡 ). If we construct an arrival time sequence 𝑇 = {𝑇𝑛 : 𝑛 𝜖 ℕ}, it
is apparent that
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∞

𝑃(𝑇𝑛 < 𝑡) = 𝑃(𝑁𝑡 > 𝑛) = ∑
𝑘=𝑛

𝑒 −𝑚(𝑡) 𝑚(𝑡)𝑘
.
𝑘!

(4.7)

Since 𝑃(𝑇𝑛 < 𝑡) is continuously differentiable on [0, ∞), differentiating with respect to t yields
∞

𝑓𝑛 (𝑡) = ∑ [−𝑚′ (𝑡)
𝑘=𝑛

𝑒 −𝑚(𝑡) 𝑚(𝑡)𝑘
𝑘𝑚(𝑡)𝑘−1 𝑚′ (𝑡)
+ 𝑒 −𝑚(𝑡)
]
𝑘!
𝑘!

(4.8)

∞

= 𝑟(𝑡)𝑒

−𝑚(𝑡)

𝑚(𝑡)𝑘−1 𝑚(𝑡)𝑘
∑[
−
]
(𝑘 − 1)!
𝑘!

(4.9)

𝑚(𝑡)𝑛−1
.
(𝑛 − 1)!

(4.10)

𝑘=𝑛

= 𝑟(𝑡)𝑒

−𝑚(𝑡)

This is the probability density function for the arrival time sequence with rate 𝑟(𝑡), which
equates to λ in the model. Note the similarity of this density function to the gamma distribution.
If we define 𝑌𝑛 such that 𝑌𝑛 = 𝑚(𝑇𝑛 ), then 𝑦 = 𝑚(𝑡) and
𝑑𝑡 𝑦 𝑛−1 𝑒 −𝑦
𝑓𝑛 (𝑦) = 𝑓𝑛 (𝑡)
=
𝑑𝑦 (𝑛 − 1)!

(4.11)

The change of variable therefore transforms the process into a homogeneous Poisson process
with rate 1. Given the gamma forms of (4.10) and (4.11), and the fact that the gamma
distribution is a conjugate prior for the gamma likelihood function (resulting in a closed-form
expression for the posterior distribution of compound gamma form when combined with a
gamma likelihood), it is reasonable to choose this distribution as a prior on 𝑟(𝑡). In addition, the
gamma distribution is a conjugate prior for the Poisson distribution; the product of a gamma
prior and a Poisson likelihood is of negative binomial form. Note that the gamma prior also
satisfies the requirement that the prior on λ be supported over only ℝ+ .
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Adjustment of the Gamma Hyperprior Parameters
While the process of registering operations counts as described in Chapter 3 operates on a single
file consisting of both Mode S and Mode C records, the estimation process estimates the Mode S
and Mode C counts separately. These separate estimates are then combined to form a total
operations count for a given day. The rationale for handling Mode S and Mode C counts
separately is that the level of certainty in registering each type of operation differs.
In the following discussion, we shall define the registration error, or this degree of overor undercounting of the counting system relative to a ground-truthed count, as
𝑛

̂𝑢 − 𝑋𝑖 ,
𝜀 = ∑𝑋

(4.12)

𝑖=1

̂𝑢 are the registered (unestimated) daily operations counts from the counting system
where the 𝑋
and the 𝑋𝑖 are the ground-truthed actual daily counts as determined from ATADS data.
The distribution of the difference between the registered operations counts and the
ATADS data was examined. Cullen and Frey [49] suggested the classification of empirical data
based on a graph of the kurtosis of the data against the square of the skewness of that data. The
R package “fitdistplus” [50] contains a function called “descdist” that produces a Cullen and
Frey graph. The Cullen and Frey graph is useful in determining which distribution best fits a
particular empirical data set. This package was used to graph the registration error over the full
180-day experimental period. The resulting graph is shown in Figure 4.2.
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4.2 Cullen and Frey Graph Showing Distribution of Registration Error Relative to Other
Distributions
Figure 4.2 suggests that the registration error is approximately logistically distributed.
This can be verified with the use of a quantile-quantile plot of ε against a logistic distribution;
Figure 4.3 confirms that the residuals are closely logistically distributed, as may be verified by
the positioning of the observation close to the symbol for the logistic distribution in Figure 4.2.
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4.3 Quantile-Quantile Plot of Registration Error, 180 days, KLAF Terminal Receiver

We require the final estimate to consist of a sum of the form
𝑛

𝑛

𝑛

𝑋̂ = ∑ 𝑋̂𝑖 = ∑ 𝑆̂𝑖 + ∑ 𝐶̂𝑖
𝑖=1

𝑖=1

(4.13)

𝑖=1

where ∑𝑆̂𝑖 and ∑𝐶̂𝑖 are the sums of the respective estimated Mode S and Mode C operations
counts. Correction for the registration error 𝜀, then, can be applied by varying the shape
parameter α and the rate parameter β of the gamma hyperprior in the hierarchical Bayesian
model (Figure 4.4). The components of α and β, vectors of size n for both the Mode S and Mode
C estimates, are functions of the registered Mode S and Mode C counts, 𝑆𝑈 and 𝐶𝑈 , respectively.
Figure 4.4 depicts the final hierarchical model.
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4.4 Final Hierarchical Bayesian Model

The components 𝛼𝑖 𝑆 and 𝛼𝑖 𝐶 of the shape functions, 𝜶𝑺 and 𝜶𝑪 , are of the form
𝛼𝑖 𝑆 = 𝑆𝑈𝑖

(4.14)

𝛼𝑖 𝐶 = 𝐶𝑈𝑖 .

(4.15)

and

The components 𝛽𝑖𝑆 and 𝛽𝑖𝐶 of the rate functions 𝜷𝑺 and 𝜷𝑪 are of the form
𝛽𝑖𝑆 = 𝑐1 ∗ log(𝑆𝑈𝑖 )

(4.16)

𝛽𝑖𝐶 = 2.2 ∗ log(𝐶𝑈𝑖 ).

(4.17)

and

The result is to set the shape parameter of the gamma distribution to the mean of the
registered Mode S and Mode C counts, and to adjust the rate parameter to compensate for site-
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specific propagation anomalies such as those that may result from less-than-perfect antenna
patterns and obscuration due to antenna positioning. Because such factors may vary over long
periods of time, this has the effect of introducing a degree of nonstationarity in the calculations;
from (4.10), it can be seen that the rate parameter is the appropriate point at which to compensate
for these site-specific anomalies. As a result, the compensation procedure tends to be quite
accurate and robust over small sample sets and between different installations, as will be shown
in Chapter 5. Note that the variation in the coefficient 𝑐1 is by site and is small; values for 𝑐1 are
provided in Table 5.2.
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5. VALIDATING THE METHODOLOGY

Validation Plan
In order to determine the accuracy and validity of the overall methodology presented in this
work, a comparison was made between several datasets, as follows:
1. Operations counts obtained from a transponder data collection unit located in the
terminal building (Purdue Facilities Code TERM) at the Purdue University Airport
(KLAF) were registered over a period of 180 days.
2. Operations counts obtained from a transponder data collection unit located in the
Niswonger Hall of Aviation Technology (Purdue Facilities Code NISW) at the
Purdue University Airport (KLAF) were registered over a period of 60 days.
3. Operations counts obtained from a field-deployed transponder data collection unit
located near the Terre Haute Regional Airport in Indiana (KHUF) were registered
over a period of 8 days.
4. The registered operations counts obtained in (1) through (3) above were estimated
with the Bayesian estimation algorithm at the 30-day and 60-day points.
5. Actual airport operations counts, collected by air traffic control tower personnel and
obtained from the FAA’s online Air Traffic Activity System Database (ATADS),
were used as the benchmark against which the data sets obtained in (1) through (4)
were compared.
The statistical comparison between the datasets were made using the appropriate parametric or
nonparametric statistical procedures.
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Aircraft Counting System Deployment
A fixed installation of the transponder data collection system, powered by alternating line
current and connected to the Internet, has been deployed since September of 2016 inside the
Purdue University Airport Terminal Building (Purdue Facility Code TERM) at the Lafayette
airport in West Lafayette, Indiana. The omnidirectional receiving antenna for the unit was
mounted in a fixed installation on top of the building (Figure 5.1). This installation required and
was granted FAA approval due to its proximity to the runway complex at the airport. The
elevation of the new antenna above the buildings is expected to reduce lost operations counts due
to line-of-sight obstructions and multipath interference. The data from this system collected over
a 180-day period in September 2016 through March 2017 were used for the comparison
described in Items (1), (4), and (5) in Section 5.1 above.
The Lafayette airport is the second-busiest airport in the state of Indiana in terms of
operations, due largely to the heavy volume of flight training at Purdue; for example, during the
month of March, 2015, total operations counts at KLAF were 8,267, according to the FAA
ATADS database [3]. By comparison, the Indianapolis International Airport had 12,670
operations over the same period.
Data from the KLAF-TERM system are uploaded on a continuous basis to a server
located elsewhere on the campus of the University. The data are accessible through an internal
website and through the use of file transfer protocol tools, as well.
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A) Terminal Building Receiver Antennas (Transponder and VHF)

B) System Location Relative to Lafayette Airport

5.1 Location of Fixed Data Receiver in the Terminal Building at Lafayette Airport
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A second fixed installation of the system, also powered by AC line current and connected
to the Internet, was deployed in April of 2015 inside the Niswonger Hall of Aviation Technology
(Purdue Facility Code NISW), a facility (Figure 5.2) that houses a portion of the Purdue
University School of Aviation and Transportation Technology, at the Lafayette airport.
The positioning of the unit was done in such a way that the receiving antenna has
maximum exposure to the runway complex at the Lafayette airport, on which the facility is
located. Data from this system were collected over a fixed period from April 1, 2016 until May
30, 2016, and were used for the comparison described in Items (2), (4), and (5) in Section 5.1
above.
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A) Niswonger Building Receiver Antenna

B) System Location Relative to Lafayette Airport

5.2 Location of Fixed Data Receiver in the Niswonger Building at Lafayette Airport
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Additional data to be analyzed for validation of the research hypothesis were collected
from a portable antenna and receiver combination deployed near ground level outside the
perimeter of the Terre Haute Regional Airport (KHUF, Figure 5.3). Terre Haute Regional has an
air traffic control tower that operates continuously, and thus ATADS counts are available from
the FAA for use in ground truthing. This installation does not require FAA approval because it
is not proximate to navigable airspace. The data collected by this system over a period of eight
days in January, 2017 were used for the comparison described in Items (3), (4), and (5) in
Section 5.1 above.
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A) Airport Perimeter Data Collection System (KHUF)

B) System Location Relative to Terre Haute Regional Airport

5.3 Portable Antenna-Receiver Combination Deployed Near Perimeter of Terre Haute Regional
Airport (KHUF)
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Examining Data Normality
Depending on the normality of the data samples, either conventional parametric or
nonparametric inferential tests may be employed to determine whether a significant difference
exists between the methodologies. To examine normality, a data vector consisting of the
registered operations counts from each day of operations collected over a 60-day period in April
and May of 2016 from the KLAF-NISW receiver was examined for normality. A Shapiro-Wilk
test resulted in a value of 0.90724 for W, the test statistic, corresponding to a p-value of
0.000244. Assuming a value of α = 0.05, the null hypothesis of normality should be rejected;
this was confirmed by visual inspection of a Q-Q plot (Figure 5.4). Hence, a nonparametric
comparison of the estimated counts with the ATADS data is appropriate, and it is assumed that
nonparametric procedures will be required for the estimated counts, as well. An effective
statistical tool for this comparison is the empirical cumulative frequency distribution of each of
the datasets. This tool provides a measure of the closeness of both the registered and estimated
operations counts totals relative to the actual counts from the ATADS database. In addition, the
Kolmogorov-Smirnov test can be used to effectively quantify the degree of similarity between
the empirical cumulative distribution functions.

5.4 Quantile-Quantile Plot of Registered Counts, KLAF-NISW, April – May, 2016 (60 Days)
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Analysis of Registered Count Data
The data from each of the three system installations were collected and processed using
the distance estimation and operations count registration algorithms described in Chapters 2 and
3, respectively. The registered counts obtained from the processing were compared with the
count information obtained from control tower personnel and publicly available in the FAA’s Air
Traffic Activity Data System (ATADS) database [3]. This database contains the official
National Airspace System air traffic operations data available for public release. Data for the
previous month are made available on the ATADS website on the 20th of each month.
Because the ATADS data are assumed to be accurate over the period of control tower
operation (which is continuous at the Terre Haute Regional airport, but not so at the Lafayette
airport), this comparison will be utilized to validate the hypothesized accuracy of the transponder
data analysis method. Note that this assumption is reasonable; a 2007 study by the FAA [51]
indicated a variance of 0.63% in airport operations counts at KLAF for that year.
Data from the terminal installation at the Purdue University airport were collected over a
period of 180 days, according to the validation plan, from September 2016 through March 2017,
and subsequently processed and analyzed for comparison with the control tower counts. The
unprocessed transponder data were retrieved in the form of a single large .csv file for each day of
operations and analyzed by the distance processing and operations count algorithms, which were
coded as scripts in R. The unprocessed data were also published in the Purdue University
Research Repository (PURR), where they are publicly available to other researchers [53-59].
Data collected from the transponder receiver unit in Niswonger Hall over the 60-day
period in April and May of 2016 were processed and analyzed, and were also made publicly
available through PURR [52].
Data from the Terre Haute field receiver were also collected; the collection period at
KHUF totaled 8 days in January, 2017, due to equipment power limitations. These data were
published to PURR [60], as well. A detailed analysis of the data and corresponding results from
each of the three sites is presented below in Sections 5.4.1, 5.4.2, and 5.4.3. Table 5.1
summarizes the data collection details for each site.
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5.1 Summary of Data Collection Details
Total
Records

ATADS
Total

KLAF-TERM

Number
of Days’
Data
180

15,007,867

52,750

KLAF-NISW

60

1,028,965

14,271

10.4231/R7PN93SC
10.4231/R7TD9VG8
10.4231/R7Z60M6J
10.4231/R7G44NG1
10.4231/R76Q1VDV
10.4231/R7BG2M4K
10.4231/R72Z13PH
10.4231/R7KW5D6F

KHUF

8

492,519

722

10.4231/R7QN64W9

Site

DOIs of Published Data

Dates of
Published
Data
9/2016
10/2016
11/2016
12/2016
1/2017
2/2017
3/2017
4/2017 –
5/2017
1/2017

5.4.1 Analysis of Registered Count Data Collected from KLAF - TERM Location
Data were collected from the KLAF terminal building counting system over a period of 180
days, as noted above, from September 12, 2016 to March 10, 2017. The software was used to
produce daily operations count estimates over the course of the collection period. The data were
processed using the operations count registration algorithm and the estimation algorithm
described in Chapter 4. This data set consisted of a total of 15,007,867 records collected during
control tower operating hours. 852,056 of those records were received from Mode S aircraft
operating below 2000 feet and Mode C aircraft operating at the 300-foot Mode C plane. 685,356
of the latter total were from aircraft within 5 nautical miles of the receiver, while 397,580 of
those were from aircraft with Mode S transponders. The data were processed over three separate
time periods consisting of 30, 60, and 180 days.
The 30-day data set of registered, unestimated counts resulted in the cumulative
frequency distribution depicted in Figure 5.5. A discretized two-sample Kolmogorov-Smirnov
test on the data resulted in a p-value of 0.39. At a significance level of 0.05, the null hypothesis
that the distributions are equivalent cannot be rejected. This implies that the empirical
cumulative frequency distributions are not dissimilar to the extent that they are drawn from
different populations, suggesting that the operations count estimates are of sufficient accuracy.
The total registered count of 10,937 over the 30 days differed from the ATADS count of 12,177
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by -10.2%. Note that the registration error was logistically-distributed, with a location parameter
of -36.62 and a scale parameter of 47.41.
The 60-day data set of registered, unestimated counts resulted in the cumulative
frequency distribution depicted in Figure 5.6. A discretized two-sample Kolmogorov-Smirnov
test on the data resulted in a p-value of 0.38, indicating that the samples were drawn from the
same population. The total registered count of 21,388 over the 60 days differed from the
ATADS count of 24,183 by -11.5%. The registration error was, once again, logisticallydistributed, with a location parameter of -40.31 and a scale parameter of 54.19.
The full 180-day data set of registered, unestimated counts resulted in the cumulative
frequency distribution depicted in Figure 5.7. A discretized two-sample Kolmogorov-Smirnov
test on the data resulted in a p-value of 0.17, indicating that the samples were drawn from the
same population. The total registered count of 51,577 over the 180 days differed from the
ATADS count of 52,750 by -2.22%. As noted previously, the registration error was logistically
distributed, with location parameter of -2.94 and scale parameter 70.53; Figure 5.8 depicts the
count registration error over the full 180-day period.
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Parameter
Location
n
Registered Operations
ATADS Operations
% Difference
p-value

Value
KLAF-TERM
30
10,937
12,177
-10.2
0.39

5.5 ECDFs of Registered Operations Counts vs. ATADS Counts, KLAF Terminal, Sept. 2016 - October 2016 (30 days)
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Parameter
Location
n
Registered Operations
ATADS Operations
% Difference
p-value

Value
KLAF-TERM
60
21,388
24,183
-11.5
0.38

5.6 ECDFs of Registered Operations Counts vs. ATADS Counts, KLAF Terminal, September 2016 - November 2016 (60 days)
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Parameter
Location
n
Registered Operations
ATADS Operations
% Difference
p-value

Value
KLAF-TERM
180
51,577
52,750
-2.22
0.17

5.7 ECDFs of Registered Operations Counts vs. ATADS Counts, KLAF Terminal, September 2016 - March 2017 (180 days)
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5.8 Quantile-Quantile Plot of Registration Error, 180 days, KLAF Terminal Receiver
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5.4.2 Analysis of Registered Count Data Collected from KLAF – NISW Location
The data collected from the receiver located in Niswonger Hall at the Lafayette airport
over a period of 60 days from April 1, 2016 to May 30, 2016 were analyzed and processed using
the distance estimation and operations count registration algorithms described previously. This
data set consisted of a total of 1,028,965 records collected during control tower operational
hours. 236,944 of those records were received from Mode S aircraft operating below 2000 feet
and Mode C aircraft operating at the 300-foot Mode C plane. 221,357 of the latter total were
from aircraft within 5 nautical miles of the receiver, while 199,160 of those were from aircraft
with Mode S transponders. The data were processed over two separate time periods: 30 and 60
days.
The 30-day data set of registered, unestimated counts resulted in the cumulative
frequency distribution depicted in Figure 5.9. A discretized two-sample Kolmogorov-Smirnov
test on the data resulted in a p-value of 0.80, indicating that the samples were drawn from the
same population. The total registered count of 8,480 over the 30 days differed from the ATADS
count of 7,877 by 7.65%. Note that the registration error was logistically-distributed, with a
location parameter of 23.09 and a scale parameter of 31.88.
The 60-day data set of registered, unestimated counts resulted in the cumulative
frequency distribution depicted in Figure 5.10. A discretized two-sample Kolmogorov-Smirnov
test on the data resulted in a p-value of 0.93, indicating that the samples were drawn from the
same population. The total registered count of 14,404 over the 60 days differed from the
ATADS count of 14,271 by 0.93%.
A quantile-quantile plot of the 60-day registration error against a logistic distribution is
shown in Figure 5.11. Note that the registration error was, again, logistically distributed, with a
location parameter of 1.08 and a scale parameter of 34.96.

137

Parameter
Location
n
Registered Operations
ATADS Operations
% Difference
p-value

Value
KLAF-NISW
30
8,480
7,877
7.65
0.80

5.9 ECDFs of Registered Operations Counts vs. ATADS Counts, KLAF Niswonger Hall, April 2016 (30 days)
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Parameter
Location
n
Registered Operations
ATADS Operations
% Difference
p-value

Value
KLAF-NISW
60
14,404
14,271
0.93
0.93

5.10 ECDFs of Registered Operations Counts vs. ATADS Counts, KLAF Niswonger Hall, April 2016 - May 2016 (60 days)
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5.11 Quantile-Quantile Plot of Registration Error, 60 days, KLAF Niswonger Hall Receiver
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5.4.3 Analysis of Registered Count Data Collected from KHUF Field Location
Data was collected from the receiver located near the Terre Haute Regional Airport over
a period of 8 days from January 22, 2017 to January 29, 2017. The collection period was
relatively short due to the temporary nature of the installation and difficulty of travel to the site
to maintain the operation of the collection system. The data set consisted of a total of 402,519
records collected during operating hours of the control tower, which covers a 24-hour period at
KHUF. 6,333 of those records were received from Mode S aircraft operating below 2000 feet
and Mode C aircraft operating at the 300-foot Mode C plane. 6,099 of the latter total were from
aircraft within 5 nautical miles of the receiver, while 5,800 of those were from aircraft with
Mode S transponders.
The data were processed using the operations count registration and estimation
algorithms described previously. This resulted in the cumulative frequency distribution shown in
Figure 5.12. A discretized two-sample Kolmogorov-Smirnov test on the data resulted in a pvalue of 0.28, providing an indication that the samples were drawn from the same population. In
addition, the registered count of 698 operations over the 8 days differed from the ATADS count
of 722 operations by -3.3%.
Figure 5.13 is a quantile-quantile plot showing the registration error vs. a logistic
distribution. Note that the error was logistically distributed, with location parameter -3.53 and
scale parameter 25.01.
While the usefulness of the Terre Haute data should not be overemphasized because of
the small sample size resulting from a limited data collection window, this data does validate the
estimation methodology, since the p-value is sufficient to consider the data as drawn from the
same distribution as the ATADS data.

141

Parameter
Location
n
Registered Operations
ATADS Operations
% Difference
p-value

Value
KLAF-NISW
8
698
722
-3.3
0.28

5.12 ECDFs of Registered Operations Counts vs. ATADS Counts, KHUF, January 2017 (8 days)
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5.13 Quantile-Quantile Plot of Registration Error, 8 days, KHUF Receiver
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Analysis of Estimated Count Data
The Bayesian estimation procedure developed by Mott and Bullock [15] and described in detail
in Chapter 4 is intended to reduce errors in the total operations count over small data sets. The
mean daily operations count as registered by the counting system exhibits convergence in
probability toward the actual total count over a large number of days of operation as a result of
the weak law of large numbers, assuming that, while the individual variances are not identical,
they are bounded. As a result, it is unnecessary to perform the estimation for large data sets.
The primary utility of the estimation algorithm, then, is for the derivation of accurate short-term
estimates of operations. Regardless, the estimation was computed for the 30-, 60-, and 180-day
data sets from the KLAF-TERM and KLAF-NISW locations, and for the 8-day data set from the
KHUF location.
Because the Bayesian algorithm returns a complete posterior probability mass function
based on the input data vector, a mean value can be easily determined and serves as an
appropriate estimator for the daily operations count. An example composite posterior
distribution for April 20, 2016, which includes both the Mode S and Mode C count totals, is
provided in Figure 5.14. The mean of the posterior distribution is 445, and serves as the estimate
of the daily count. The figure shows the ATADS count for that day (455 operations) and the
95% highest density interval (HDI, the range over which 95% of the probability mass is
concentrated). Note from the figure that 62% of the distribution falls to the left of the ATADS
value, while 38% of the probability mass falls to the right. A 5% region of practical equivalence
on either side of the ATADS count value, which ranges from 432.25 to 477.75, is shown so that
the degree to which the estimated distribution falls within that region may be easily discerned. It
can be seen from the figure that 52% of the probability mass falls within the region of practical
equivalence.
The Monte Carlo simulation employed in the estimation software utilized 1000 saved
observations after burn-in for each of the four chains. 1000 steps were used for the burn-in
portion of the algorithm, while 500 steps were used for the adaptation portion.
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5.14 Bayesian Posterior Probability Mass Function for Operations Count Estimate, April
20, 2016, LAF

5.5.1 Analysis of Estimated Count Data Collected from KLAF – TERM Location
The 30-day data set of estimated counts resulted in the cumulative frequency distribution
depicted in Figure 5.15. A discretized two-sample Kolmogorov-Smirnov test on the data
resulted in a p-value of 0.59, providing a strong indication that the samples were drawn from the
same population. The total operations count estimate of 11,808 over the 30 days differed from
the ATADS count of 12,177 by -3.03%. This is an improvement over the registered count from
a perspective of both the accuracy of the total and the relative closeness of the distributions. The
estimation error was also logistically-distributed, with a location parameter of -4.97 and a scale
parameter of 43.62.
If the assumption is made that the daily Bayesian count estimates are uncorrelated, the
random variable formed by their sum (𝑇) is bounded by the Chebyshev inequality and its bounds
can be easily computed. Note that this assumption is reasonable; the unlagged Pearson crosscorrelations (e.g., 𝐸{𝑋1 𝑋2 }, 𝐸{𝑋2 𝑋3 }, … , 𝐸{𝑋𝑛−1 𝑋𝑛 }) of the 30-day distributions had a mean of 0.037. The count value for which 95% of the probability mass lies within can then be
determined to be 𝜎𝑇 /√. 05 . 𝜎𝑇 has a value of 157.79, so the Chebyshev bound for 30 days of
count data is 706. The absolute error between the 30-day Bayesian estimate (mean) and the
ATADS count was 369, which is well-within the Chebyshev bound.
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The 60-day data set of estimated counts resulted in the cumulative frequency distribution
depicted in Figure 5.16. A discretized two-sample Kolmogorov-Smirnov test on the data
resulted in a p-value of 0.66, providing a strong indication that the samples were drawn from the
same population. The total operations count estimate of 22,912 over the 60 days differed from
the ATADS count of 24,183 by -5.25%. This is a significant improvement over the registered
count from a perspective of both the accuracy of the total and the relative closeness of the
distributions. The 60-day estimation error of 1,271 lies outside the 95% Chebyshev bound of
969, but inside the 97.5% Chebyshev bound of 1370. The error was logistically-distributed with
a location parameter of -15.70 and a scale parameter of 51.06.
The full 180-day data set of estimated counts resulted in the cumulative frequency
distribution shown in Figure 5.17. A discretized two-sample Kolmogorov-Smirnov test on the
data resulted in a p-value of 0.04. Note that the reduced p-value is not unexpected because of the
large sample size; the value of the related D-statistic is 0.15, which indicates that the absolute
maximum difference between the two empirical cumulative frequency distributions is still
relatively small. The total operations count estimate of 51,735 over the 180 days differed from
the ATADS count of 52,750 by -1.92%, a slight improvement over the registered count error for
this period. The 60-day estimation error of 1,015 lies within the 95% Chebyshev bound of
1,508. The error was again logistically-distributed with a location parameter of 4.55 and a scale
parameter of 52.4.
It is possible to reduce computing time during the MCMC estimation portion of the code,
which can be time-consuming, by reducing the number of saved observations in the MCMC
chains. When this parameter was reduced to 500 observations and the MCMC estimates
computed over a 60-day period, the total computation time was reduced from 143 seconds to 83
seconds, while the p-value from the Kolmogorov-Smirnov test remained constant (0.65) and the
percentage difference of the operations count from the ATADS count increased from -5.24% to 5.25%. Given the minimal increase in estimation error, it is reasonable to reduce the number of
saved observations to reduce computation time. If the number of adaptation steps and burn-in
steps are both reduced from 500 and 1000, respectively, to 200, and the number of MCMC
chains is reduced to 2 from 4, computation time decreases to 20 seconds, with a corresponding
increase in the percentage error to -5.26%, while the p-value remains constant.
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Parameter
Location
n
Estimated Operations
ATADS Operations
% Difference
p-value

Value
KLAF-TERM
30
11,808
12,177
-3.03
0.59

5.15 ECDFs of Bayesian-estimated Operations Counts vs. ATADS Counts, KLAF Terminal, September 2016 - October 2016
(30 days)
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Parameter
Location
n
Estimated Operations
ATADS Operations
% Difference
p-value

Value
KLAF-TERM
60
22,912
24,183
-5.25
0.66

5.16 ECDFs of Bayesian-estimated Operations Counts vs. ATADS Counts, KLAF Terminal, September 2016 - November
2016 (60 days)
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Parameter
Location
n
Estimated Operations
ATADS Operations
% Difference
p-value

Value
KLAF-TERM
180
51,735
52,750
-1.92
0.04

5.17 ECDFs of Bayesian-estimated Operations Counts vs. ATADS Counts, KLAF Terminal, September 2016 - March 2017
(180 days)
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5.5.2 Analysis of Estimated Count Data Collected from KLAF – NISW Location
The 30-day data set of estimated counts resulted in the cumulative frequency distribution
depicted in Figure 5.18. A discretized two-sample Kolmogorov-Smirnov test on the data
resulted in a p-value of 0.96, providing a strong indication that the samples were drawn from the
same population. The total operations count estimate of 8,103 over the 30 days differed from the
ATADS count of 7,877 by 2.88%. This is again an improvement over the registered count from
a perspective of both the accuracy of the total and the relative closeness of the distributions. The
30-day 95% Chebyshev bound was 564, and the 30-day absolute count error here was 226,
which is well-within the bound. Note that this assumption of uncorrelated observations is again
reasonable; the unlagged Pearson cross-correlations of the 30-day distributions had a mean of 0.013. The estimation error was also logistically-distributed, with a location parameter of 58.84
and a scale parameter of 34.39.
The 60-day data set of estimated counts resulted in the cumulative frequency distribution
depicted in Figure 5.19. A discretized two-sample Kolmogorov-Smirnov test on the data
resulted in a p-value of 0.93, providing a strong indication that the samples were drawn from the
same population. The total operations count estimate of 14,215 over the 60 days differed from
the ATADS count of 14,271 by -0.39%. The 60-day 95% Chebyshev bound was 753, and the
30-day absolute count error was 706, which is, again, within the bound. The estimation error
was also logistically-distributed, with a location parameter of 25.76 and a scale parameter of
35.04.
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Parameter
Location
n
Estimated Operations
ATADS Operations
% Difference
p-value

Value
KLAF-NISW
30
8,103
7,877
2.88
0.96

5.18 ECDFs of Bayesian-estimated Operations Counts vs. ATADS Counts, KLAF Niswonger Hall, April 2016 (30 days)
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Parameter
Location
n
Estimated Operations
ATADS Operations
% Difference
p-value

Value
KLAF-NISW
60
14,215
14,271
-0.39
0.93

5.19 ECDFs of Bayesian-estimated Operations Counts vs. ATADS Counts, KLAF Niswonger Hall, April 2016 – May 2016
(60 days)
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5.5.3 Analysis of Estimated Count Data Collected from KHUF Field Location
The 8-day data set of estimated counts resulted in the cumulative frequency distribution depicted
in Figure 5.20. A discretized two-sample Kolmogorov-Smirnov test on the data resulted in a pvalue of 0.28. The total operations count estimate of 727 over the 8 days differed from the
ATADS count of 722 by 0.71%. This is an improvement over the registered count relative to the
accuracy of the total. The 8-day 95% Chebyshev bound was 204, and the 8-day absolute count
error was 5, which is well-within the bound. Note that this assumption of uncorrelated
observations is again reasonable; the unlagged Pearson cross-correlations of the 30-day
distributions had a mean of -0.0054. The estimation error was logistically-distributed, with a
location parameter of -3.89 and a scale parameter of 23.30.
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Parameter
Location
n
Estimated Operations
ATADS Operations
% Difference
p-value

Value
KLAF-NISW
8
727
722
0.71
0.28

5.20 ECDFs of Bayesian-estimated Operations Counts vs. ATADS Counts, KHUF, January 2017 (8 days)
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Sensitivity Analysis
It is interesting to note that the site-specific coefficient used to form the top-level gamma
hyperprior in the Bayesian estimation procedure differs little across the various receiver
installations, an intuitively satisfying result. Table 5.2 provides the coefficient for each of the
three installations.
5.2 Top-Level Gamma Hyperprior Coefficients
Installation

c1

KLAF-TERM

0.33

KLAF-NISW

0.37

KHUF

0.31

A detailed comparison of the 30- and 60-day count errors as a function of 𝑐1 for the
Niswonger and Terminal sites at the Lafayette airport was conducted using the previouslyutilized 30- and 60-day data sets. 𝑐1 was allowed to vary across a range, with the KLAF-TERM
value serving as the lower endpoint and the KLAF-NISW value serving as the upper endpoint.
The results of this comparison are presented in Table 5.3 below.
5.3 Sensitivity Analysis Results
KLAF – NISW

Coefficient Value
C1

30 Day

KLAF - TERM

60 Day

30 Day

60 Day

% Error

p-value

% Error

p-value

% Error

p-value

% Error

p-value

0.33

15.5

0.393

11.7

0.660

-3.1

0.586

-5.0

0.660

0.34

12.4

0.393

8.2

0.660

-5.8

0.586

-7.9

0.509

0.35

8.6

0.393

5.1

0.808

-8.7

0.586

-10.6

0.509

0.36

6.5

0.594

2.4

0.925

-10.9

0.388

-12.9

0.375

0.37

2.9

0.808

-0.39

0.925

-13.0

0.388

-15.0

0.266

It is evident from the table that the estimation error remains within approximately 15% even with
the coefficient values swapped between the receiver sites.
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Summary and Additional Discussion
Table 5.4 presents a summary of the results from the analysis of the data collected at each of the
three locations.
5.4 Summary of Results

12,177

Count
Model Bayesian
Estimate
10,937
11,808

Absolute Error
Model Bayesian
Estimate
-1,240
-369

TERM 60-day

24,183

21,388

22,912

-2,795

-1,271

-11.5

-5.25

TERM 180-day

52,750

51,577

51,735

-1,173

-1,015

-2.22

-1.92

NISW 30-day

7,877

8,480

8,103

603

226

7.65

2.88

NISW 60-day

14,271

14,404

14,215

133

-56

0.93

-0.39

KHUF 8-day

722

698

727

24

5

-3.44

0.71

Data Set

ATADS

TERM 30-day

Percentage Error
Model Bayesian
Estimate
-10.2
-3.03

By the Glivenko-Cantelli Theorem, distributions of independent, identically-distributed
random variables that are Kolmogorov-Smirnov equivalent converge almost surely over an
infinite number of samples. As noted in Chapter 4, the distributions under consideration are
sums of random variables that are not necessarily independent nor identically-distributed.
However, one is assured of at least convergence in probability if the individual means and
variances are finite and the random variables uncorrelated. This makes the estimation algorithm
unnecessary with sufficient sample sizes, which is why those analyses were not conducted for
180 days of data at the KLAF-TERM location.
While it may be noted that the proportion of Mode C to total transponder signals recorded
at the Lafayette airport over the period tended to average around 18%, which is less than the
proportion of Mode C devices in the overall general aviation fleet (Figure 1.6), it should be
emphasized that a relatively low number of Mode S ES transmissions is actually required for
effective tuning of the adaptive filtering algorithm. The tuning process was accomplished in this
research using 200 Mode S ES transmissions at a distance of 5 nm or less; overall Mode S
transmissions processed by the receiver at Lafayette averaged 15,479 per day during control
tower operating hours over a five-day window within the study period.
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Accuracy Comparison with Acoustic Counting Device
The Office of Aviation of the Indiana Department of Transportation owns, operates, and
maintains a number of ADS 4000 Phoenix acoustic counters, manufactured by Wilderness
Systems and Technologies, for detecting aircraft operations at general aviation airports (Figure
1.1). One of these counting devices was obtained on loan from INDOT to allow an accuracy
comparison against the transponder-based system. This device was deployed near the approach
end of Runway 23 at the Lafayette airport for a period of 27 days in March and April of 2017.
The deployment location is shown in Figure 5.21.

5.21 Acoustic Counter Deployment Location, KLAF
The daily operations counts from the device were compared with the official counts from
the ATADS database over the same period. This comparison indicated a difference of -76.21%
between the operations count totals from the acoustic counter and the ATADS counts; i.e., the
acoustic counter significantly underestimated the actual operations counts. When the empirical
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cumulative frequency distributions were compared using the Kolmogorov-Smirnov test, the test
statistic obtained was 0.59259, yielding a p-value of 1.525 E-04. This indicates that the counter
output is drawn from a population different from that containing the ATADS counts, suggesting
that the acoustic counter is not useful for operations counting under the given conditions. The
reader is reminded that the sample size is relatively small, and that unit placement was not ideal;
nevertheless, these data suggest that the overall accuracy of the acoustic counter is inferior to that
of the transponder-based counting methodology.
The empirical CDFs of the acoustic counter data and ATADS data are shown in Figure
5.22.

5.22 Acoustic Counter (Leftmost plot, Black) vs. ATADS ECDFs (Rightmost plot, Red)
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6. SUMMARY, CONCLUSION, AND FUTURE RESEARCH
OPPORTUNITIES

Airport operations counts have a significant impact on how approximately $1B in federal airport
improvement funds are allocated. The current state of the practice in operations count
determination involves the use of acoustic counters that require labor-intensive calibration and
output analysis and have a high degree of susceptibility to noise from mowing equipment and
wind. With optimal deployment and verification of operations using human analysts, these
devices have at best an estimated error rate of 15%.
The approach presented here uses much lower-cost equipment to collect transponder data.
Provided that a small percentage of nearby aircraft broadcast Extended Mode S signals, the
processing algorithm self-calibrates to effectively determine operations counts using both Mode
C and Mode S data. A six-month deployment of this system at an airport with 52,750 actual
operations composed of approximately 32% Mode C and 68% Mode S (both basic and extended)
signals produced monthly operations counts that were within 2.22% of the ATADS counts. The
complete results are repeated here for convenience in Table 6.1. A summary of the proportions
of Mode C and Mode S signals (basic and extended) measured at each of the airports in the study
is provided in Table 6.2.
6.1 Summary of Results
Data Set

ATADS

TERM 30-day

12,177

Count
Model Bayesian
Estimate
10,937
11,808

Absolute Error
Model Bayesian
Estimate
-1,240
-369

Percentage Error
Model Bayesian
Estimate
-10.2
-3.03

TERM 60-day

24,183

21,388

22,912

-2,795

-1,271

-11.5

-5.25

TERM 180-day

52,750

51,577

51,735

-1,173

-1,015

-2.22

-1.92

NISW 30-day

7,877

8,480

8,103

603

226

7.65

2.88

NISW 60-day

14,271

14,404

14,215

133

-56

0.93

-0.39

KHUF 8-day

722

698

727

24

5

-3.44

0.71
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6.2 Mode C and Mode S Signal Percentages by Airport
Airport
KLAF
KHUF

Mode C Signal Percentage
0.316
0.539

Mode S Signal Percentage
0.684
0.461

The total number of transponder records examined for all the installation sites during the
study is shown in Table 6.3.
6.3 Transponder Records Examined by Installation
Installation

Days

Total
Records

Within 5
nm

Mode S Only

15,007,867

Mode S < 2000
and Mode C,
300’
852,056

KLAF-TERM

180

685,356

397,580

KLAF-NISW

60

1,028,965

236,944

221,357

199,160

KHUF

8

492,519

6,333

6,099

5,800

There are some limitations of the research described herein that provide opportunities for
future research. The first of these is related to the digital Butterworth filter. The order of the
single-pole filter design that was implemented in this study could be increased to potentially
improve the distance estimation results. A higher-order filter exhibits sharper frequency cutoff
characteristics, and could potentially result in more consistent values of the parameter 𝛼. In
addition, this study did not employ the use of any potential correlation between successive
received transponder records in the distance estimation process. While these records are
substantially separate from one another in time relative to the spacing between the signal level
values in a single record, it may be worthwhile to examine correlations between records to
determine whether the use of that information could also improve the distance estimation
process.
In addition, it may be useful to modify the Rayleigh maximum likelihood estimation
portion of the model as the estimated distance increases, since the primary impact of Rayleigh
scattering is on signals from aircraft that are closer to the receiving antenna at lower altitudes.
Another potential area for improvements lies in the receiving antenna. The antennas used
in this study were omnidirectional half-wave dipole devices. The disadvantage of this type of
antenna is that it receives signals across an entire azimuth span, which includes signals that are
generated by aircraft that are known to not be operating at the airport of interest. A more
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directional receiving antenna could reduce the number of received Mode C signals that cannot be
correlated with particular aircraft due to the lack of identifying information transmitted by those
aircraft, thereby improving uncertainty in the detection of aircraft operating with Mode C
transponders.
In this study, a single Mode C plane (300 feet AGL) was examined. Further research
could expand the number of Mode C planes used to identify aircraft transiting from one plane to
another on an approach or climb-out. This could potentially further improve the Mode C
detection portion of the decision algorithm.
An additional suggested avenue for future research is the deployment of additional data
collection systems at smaller general aviation airports with fewer operations than those at the
airport used in this study; the expectation is that this could lead to additional improvements in
both the receiver hardware and in the processing algorithms and processing methodology.
Finally, it was noted previously that the decision heuristics may be improved to reduce
the number of registrations that occur in error. The collection and analysis of additional data
may lead to increases in registration accuracy resulting from algorithm refinement.
Regardless, it is anticipated that the development of this technology will result in an
inexpensive, useful tool that may be employed for rapid collection of data related to the
operation of general aviation aircraft. The author believes that further development and
commercialization of this technology, consisting of a low-cost receiver, self-calibrating signal
processing algorithm, and estimation technique providing greater accuracy than that associated
with traditional acoustic counters, will result in a rapid shift to its use for counting airport
operations. This will facilitate the making of better decisions related to both fleet operating
procedures and to the equitable allocation of airport improvement funds.
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