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(a). RGB image (b). JBU method (c). Our method (d). Ground truth
Figure 1: Our proposed method (C-HDS) generates 16× high-resolution depth maps with clear and sharp edges.
ABSTRACT
The low spatial resolution of acquired depth maps is a major draw-
back of most RGBD sensors. However, there are many scenarios in
which fast acquisition of high-resolution and high-quality depth
maps would be desirable. One approach to achieve higher quality
depth maps is through super-resolution. However, edge preser-
vation is challenging, and artifacts such as depth confusion and
blurring are easily introduced near boundaries. In view of this, we
propose a method for fast, high-quality hierarchical depth-map
super-resolution (HDS). In our method, a high-resolution RGB im-
age is degraded layer by layer to guide the bilateral filtering of
the depth map. To improve the upsampled depth map quality, we
construct a feature-based bilateral filter (FBF) for the interpolation,
by using the extracted RGB shallow and multi-layer features. To
accelerate the process, we perform filtering only near depth bound-
aries and through matrix operations. We also propose an extension
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of our HDS model to a Classification-based Hierarchical Depth-map
Super-resolution (C-HDS) model, where a context-aware trilateral
filter reduces the contributions of unreliable neighbors to the cur-
rent missing depth location. Experimental results show that the
proposed method is significantly faster than existing methods for
generating high-resolution depth maps, while also significantly
improving depth quality compared to the current state-of-the-art
approaches, especially for large-scale 16× super-resolution.
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1 INTRODUCTION
Stereo vision has applications across many areas, including robot
navigation, 3D measurement and virtual reality. Depth acquisition
– the core aspect of stereo vision – has received widespread atten-
tion from researchers [1, 27, 29, 44, 46]. Active sensing techniques,
like laser range finders, are popular ways to obtain depth infor-
mation [43, 45]. Microsoft’s Kinect sensor [14, 37, 48], based on
time-of-flight (ToF), is one such range finder [10, 20]. Both a regular
RGB camera and a depth sensor are incorporated into the Kinect.
However, despite their popularity, the low-resolution depth maps
obtained from RGB sensors is a drawback of present devices. To
alleviate this issue, the ability to generate high-resolution depth
maps is an attractive solution – with the corresponding RGB im-
age (captured at a far higher resolution) being an ideal guide for
generating super-resolution versions of the degraded depth map
[3, 5, 24, 33, 42].
The focus of depth super-resolution is to exploit the relationship
between the RGB image and the depth map as much as possible,
allowing the RGB colors to guide upsampling of the depth. How-
ever, this relationship is not straightforward for the following two
reasons. First, the spatial distances between the points/pixels to be
predicted and the guiding points are determined by the magnifica-
tion (or scaling) factor. The higher the magnification, the larger the
distance and the harder it is for the relationship between RGB and
depth values to be accurately exploited. Second, the relationship
between the RGB image and the depth map is neither linear nor
stable across the modalities, varying from region to region. This
relationship may lead to unexpected artifacts, such as depth blur-
ring, depth confusion, depth bleeding and missing depth values –
especially in boundary areas.
To address these issues, we present a novel hierarchical depth-
map super-resolution method (HDS), in which a high-resolution
RGB image is degraded layer by layer to guide the bilateral filtering
of the depth map. Moreover, a classification-based HDS (C-HDS) is
proposed to reduce the contributions of unreliable neighbors to the
current missing depth location, resulting in sharp, clear depth edges
as shown in Figure 1. Our approach outperforms other state-of-the-
art depth-map super-resolution methods in terms of reconstruction
error and performance on established benchmarks, and has the
following attributes and contributions:
• A hierarchical image pyramid is adopted to shorten the
long spatial distances (especially in the case of large super-
resolution scales) between the to-be-interpolated depth loca-
tions and their neighboring known-depth locations, through
the layer-by-layer operation. This significantly reduces the
interpolating errors.
• A boundary-aware interpolation and a parallel matrix op-
erator are introduced to accelerate computation (5.93s v.s.
1.64s at 16× scale upsampling).
• Joint convolutional features, i.e. shallow features and multi-
layer features, are extracted from the RGB image. The former
mainly contributes to edge-preservation, while the latter is
mainly used for structural integrity.
• A novel local depth guided RGB classification is applied to
detect sharp depth edges hidden in RGB image. This detected
depth information makes significance in edge preserving
while generating upper scale depth.
The remainder of the paper is organised as follows. In Section 2,
we briefly review the related work. In Section 3, we describe the
proposed basic HDS. In Section 4, we provide the updated C-HDS.
Experimental results are shown Section 5. We conclude the paper
in Section 6.
2 RELATEDWORK
Many approaches to super-resolution have previously been pro-
posed [e.g. 28, 49, 50], broadly across three categories: filtering-
based, optimization-based and learning-based.
Filtering-Based Depth-Map Super-Resolution. In most filtering-
based methods, missing pixels are interpolated but existing depth
pixels are left unchanged [21, 24, 25, 32]. Joint bilateral upsampling
(JBU) [21] is based on a joint bilateral filter[8, 31], which is influ-
enced by both color difference and spatial distances on depth map
(e.g. see Figure 1b). JBU interpolates blank pixels from all neighbor-
ing non-blank pixels, while joint geodesic upsampling (JGU) [24]
instead selects a set of the best non-blank pixel candidates using a
global geodesic search. Joint trilateral filter based upsampling [25]
first upsamples the low-resolution depth map with a simple inter-
polation method before refining the boundaries of the intermediate
result in an outside-in order. Segmentation-based upsampling (SBU)
[32] first converts the depth super-resolution problem into an RGB
image segmentation problem. Based on this, a joint trilateral filter
is constructed to locally interpolate the low-resolution depth.
Optimization-Based Depth-Map Super-Resolution. In these ap-
proaches, a data term is used tomaintain depth consistency between
the upsampled result and the initial low-resolution depth map. A
regularization term is used to preserve the edges in the upsampled
result, to coincide with the color image as much as possible. Dif-
ferent methods in this domain are generally distinguished by their
regularization terms. Methods using Markov random fields (MRF)
[7] regularize according to color difference. Total generalized varia-
tion (TGV)method [9] formulate regularization using an anisotropic
diffusion tensor. Adaptive auto-regressive (AR) method [47] use an
AR predictor as the regularization term. In the optimization-based
static/dynamic (SD) filtering method [13], the high-resolution RGB
image and the intermediate depth of the last optimization iteration
are used as static guidance and dynamic guidance respectively.
Learning-Based Depth-Map Super-Resolution. With the success of
deep neural networks in computer vision in recent years, some deep
learning based methods have also been developed. In Li et al. [23],
a joint filter is constructed based on CNNs to selectively transfer
salient structures that are consistent in both guidance RGB image
and target high-resolution depth maps. Hui et al. [17] proposes a
deep learning method to take advantages of upsampling different
spectral components, then further achieves super-resolution depth
map. Their improved version i.e. Voynov et al. [42], measures the
quality of depth-map super-resolution using renderings of resulting
3D surfaces. In addition, by comparing with a number of existing
perceptual metrics, they also proved that a visual appearance based
loss yields significantly improved 3D shapes. Deep Image Prior [41]
is a learning structure to sufficiently capture low-level image statis-
tics prior to any learning. Such prior is reported [42] to naturally












Figure 2: Overview of the proposed hierarchical depth-map
super-resolution (HDS). Three steps are: (1) 2× RGB image
downsampling, (2) mapping the low-resolution depth map
to the high-resolution grid, and (3) depth map interpolation
under the guidance of RGB image in the same layer.
The advantages and disadvantages of these methods are dis-




In this section, we first give an overview of the our HDS method.
We then improve the quality of the upsampled depth maps using
RGB-based convolutional feature extraction. Finally, to improve ef-
ficiency, boundary detection and matrix operations are introduced.
3.1 Overview
Figure 2 shows an overview of our basic HDS method (under a
super-resolution scale of 4×), which contains three steps [33, 39].
First, the RGB image 𝐼0 is downsampled by a factor of 2× in each
layer, to get the low-resolution RGB images {𝐼1, 𝐼2, ...𝐼𝑛}. Then,
from the last layer (lowest resolution), we map the low-resolution
depth map 𝑈𝑛 to the high-resolution grid in the layer above to get
the input depth map𝑀𝑛−1. Finally, the sparse depth map𝑀𝑛−1 is
interpolated by JBU [21] under the guidance of the RGB image 𝐼𝑛−1
in the same layer.
JBU is conducted based on a joint bilateral filter that takes as






𝐷𝑞 ·𝑤𝑑 (𝑝, 𝑞) ·𝑤𝑐 (?̃?𝑝 , ?̃?𝑞). (1)
Here, 𝐷 is the output high-resolution depth map, 𝑝 and 𝑞 are (high-
resolution) pixel locations, 𝑝 and 𝑞 are the corresponding down-
sampled pixel locations,𝑊𝑝 is a normalizing factor, Ω is the set
of all neighboring pixel locations in the low-resolution depth map


















Pool/2 VGG-16 Conv 1-1
Figure 3: Convolutional feature extraction. The shallow fea-
ture extraction via Conv1-1 of VGG-16 is indicated by red
lines while the multi-layer feature extraction based on the
proposed multi-layer convolutional downsampling is indi-
cated by blue lines.
Note that both the downsampling and themapping are extracting
or filling an image every other row or column so that correspon-
dence between the same points of RGB image and depth map of
the same layer is obtained. The total number of layers 𝑛 can be
calculated as log2 𝑟 , where 𝑟 denotes the super-resolution scale.
3.2 Feature-Based Bilateral Filtering
RGB Image Feature Extraction. To improve the quality of the
upsampled depth maps, a convolutional downsampling together
with the VGG-16 network [38] is used to extract rich features, that
is, the feature maps or context maps from the RGB image [30]. Deep
neural networks (DNN) have been widely used in many areas due
to the powerful feature extraction capabilities of the convolutional
layers. Many classical DNN, like AlexNet [22], GoogleNet [40] and
VGG-16 [38] perform well in general image feature extraction tasks.
With the extracted context maps, a feature-based bilateral filter
(FBF) is further constructed to achieve the feature based hierarchical
depth map super-resolution (F-HDS) [11, 26].
Both shallow features and multi-layer features are extracted in
feature extraction process. Specifically, we use the first layer of
VGG-16 to extract the shallow features in RGB image. In addition,
a convolutional downsampling is used to achieve the RGB image
multi-layer feature exaction, in which random kernels are utilized
in each layer. Figure 3 shows the framework of the proposed feature
extraction under a 16× super-resolution scale. In practice, we use
the first 𝑛 layers in the case of smaller super-resolution scale.
For shallow feature extraction, we first downsample the RGB
image by deleting every other row or column for each image layer.
Then, the downsampled image is fed into the first convolutional
layer of VGG-16 to obtain shallow feature maps. For multi-layer fea-
ture extraction, a convolutional downsampling strategy is proposed.
We set the convolutional layer and the max-pooling layer parame-
ters as shown in Figure 3. The number of the convolutional layers is
determined by the super-resolution scale. The stride of the pooling
layers is set to 2, which is suitable for the 2 times downsampling
of the RGB image each layer. This convolutional downsampling
preserves the edges while extracting the multi-layer features.
Figure 4: Visual results of depth boundary regions detection.
Feature-Based Bilateral Filter Construction: With the extracted
feature maps, the joint bilateral filter described in Equation 1 can








𝐷𝑞 ·𝑤𝑑 (𝑝, 𝑞) ·𝑤𝑐 (𝐹𝑘𝑝 , 𝐹𝑘𝑞 ), (2)
where 𝐹𝑘 denotes the 𝑘th layer of the feature maps.
3.3 Performance Optimization
Bilateral filtering is generally performed pixel by pixel, leading to
a large computational expense. Some previous work [4, 6] is able
to speed up the filtering by approximating the final results while
this may bring unexpected errors. We therefore propose a concise
mechanism to accelerate the performance of our method in the
following two ways.
Depth Boundary Detection. We first detect edges in the depth
map so that bilateral filtering is performed only in these regions, see
Figure 4. That is, we accelerate the program by reducing the number
of interpolation operations. The edges can be simply detected by
using a sliding window on an intermediate bilinear upsampled
depth map. A pixel 𝑝 will be treated as a boundary point if the





𝐷∗𝑞 > 𝜏𝑏 , (3)
where 𝐷∗ denotes the intermediate bilinear upsampled depth map,
𝑁 (𝑝) denotes all neighbouring pixels of 𝑝 , and 𝜏𝑏 = 5 is the depth
threshold we use. Then only the depth boundary regions are inter-
polated with JBU, the rest regions are filled with the corresponding
regions in the intermediate bilinear upsampled depth map.





































































Figure 5: An example of the parallel matrix computations
through image shifting under a filtering window size of 3×3.
As it is a 2× super-resolution in each layer, a small and fixed filtering
window can be uniformly applied. Take a 3×3 filteringwindow as an
example, by shifting the image up, down, left, and right as Figure 5






𝐷𝑖, 𝑗 ·𝑊𝑑 (𝑖, 𝑗) ·𝑊𝑐 (?̃? , ?̃?𝑖, 𝑗 ). (6)
Here, (𝑥,𝑦) and (𝑥,𝑦) are horizontal and vertical coordinates of
pixel 𝑝 and 𝑝 , respectively, 𝑖 and 𝑗 are the offsets along horizontal
and vertical directions, respectively,𝑊𝑑 denotes the spatial Gauss-
ian kernel of the whole image which is only related to the offset
displacement,𝑊𝑐 denotes the color Gaussian kernel of the whole
image. The program is greatly accelerated by converting pixel-by-
pixel calculations into parallel matrix computations.
4 CLASSIFICATION-BASED HIERARCHICAL
DEPTH-MAP SUPER-RESOLUTION
For filter based interpolation methods, it is difficult to determine
the reliable/valid points, that is, points should be weighted more
heavily in the interpolation, especially at edge areas with complex
colors. This is another reason why blurring and confusion are more
likely to occur at edges as shown in Figure 1(b). In our C-HDS
method, a context-adaptive classification strategy is introduced to
reduce the contributions of invalid neighbors to the interpolation.
Then, the interpolation is achieved via a joint trilateral filtering
which includes the classification result.
The proposed context-adaptive classification strategy first clas-
sifies the RGB points under the supervision of depth, which means,
pixels within different depth ranges will be classified into different
classes. Therefore, pixels in the same class as the blank ones are
regarded as reliable points, and are encouraged to make greater
contributions than unreliable ones to the interpolation. The clas-
sification result not only has a linear correlation with the depth
map, but also makes pixels in a same class more reliable to each
other. Figure 1(c) provides a visual result of the context adaptive
classification based interpolation.
4.1 Depth-Guided Classification
Figure 6 shows an overview of the proposed context-adaptive clas-
sification. Firstly, the neighboring non-blank pixels of a to be in-
terpolated point are classified into different classes according to
the depth. Let 𝑆𝑝 = 𝑆𝑜𝑟𝑡{𝐷𝑞} denote the ascending order of {𝐷𝑞},
depth sequence of the neighboring non-blank points (shown in the
‘to be interpolated depth map’ in Figure 6). If the difference between
two adjacent elements in 𝑆𝑝 is larger than a threshold 𝜏𝑑 , i.e.
𝑆𝑝 (𝑖 + 1) − 𝑆𝑝 (𝑖) > 𝜏𝑑 , (7)
the two elements are classified into different classes, as shown in
Figure 6(a).
Then, with the aid of the RGB image, probabilities of a current
point belongs to each class are calculated according to the Gaussian
weights from the corresponding RGB points (shown in ‘RGB image’
in Figure 6) [12]:
𝑀 (𝑝, 𝑛) =
∑
𝐿𝑞=𝑛𝑤𝑐 (?̃?𝑝 , ?̃?𝑞)∑
𝑞 𝑤𝑐 (?̃?𝑝 , ?̃?𝑞)
for 1 ≤ 𝑛 ≤ 𝑁 , (8)
where 𝐿𝑞 denotes the class label of neighbor 𝑞, and 𝑁 presents the
total number of classes. If the maximum probability of 𝑝 is larger
than a threshold, candidates in the class holding this maximum
probability are considered reliable, the current point is assigned to
this class [2, 18]:
𝑛𝑝 =
{
𝑛 if max(𝑀 (𝑝, 𝑛)) > 𝜏𝑚, 1 ≤ 𝑛 ≤ 𝑁
0 otherwise,
(9)
where 𝜏𝑚 denotes the probability threshold. Figure 6(b) visualizes
this step.
4.2 Joint Trilateral Filtering
To increase the weight of reliable points to the interpolation, we
construct a joint trilateral filter by combining the classification
result with the high-resolution RGB image and the to-be-upsampled






𝐷𝑞 ·𝑤𝑑 (𝑝, 𝑞) ·𝑤𝑐 (?̃?𝑝 , ?̃?𝑞) ·𝑤𝑙 (𝑛𝑝 , 𝐿𝑞), (10)
where𝑤𝑙 denotes a piece-wise function according to the classifica-
tion result 𝑛:
𝑤𝑙 (𝑛𝑝 , 𝐿𝑞) =

𝛼 if 𝑛𝑝 ≠ ∅, 𝐿𝑞 = 𝑛𝑝
1 − 𝛼 if 𝑛𝑝 ≠ ∅, 𝐿𝑞 ≠ 𝑛𝑝
0.5 if 𝑛𝑝 = ∅,
(11)
where 𝛼 is a preset constant. Finally, the current missing point 𝑝
can be interpolated with this classification based joint trilateral
filter as visualized in Figure 6(c).
With the proposed classification-based joint trilateral filter, con-
tribution of invalid neighbors can be effectively reduced, so that
edges of the upsampled depth map are well preserved. Note that
the high-resolution RGB image in this upgraded method can also
be replaced by the convolutional feature maps to construct a fea-
ture based trilateral filter in Equation 12. With the feature used
(a) (b)
(c)
to be interpolated 
depth map classified depth map RGB image classification result 
interpolation result
Figure 6: Classification based joint trilateral filtering. Three
steps are: (a) classify the neighboring non-blank points ac-
cording to depth values; (b) context-adaptive classification
of the current blank point; and (c) joint trilateral interpola-
tion of the current point. Contributions of the invalid neigh-
bors to the interpolation are reduced as marked in lighter
thin lines.
and classification based hierarchical depth map super-resolution






𝐷𝑞 ·𝑤𝑑 (𝑝, 𝑞) ·𝑤𝑐 (𝐹𝑘𝑝 , 𝐹𝑘𝑞 ) ·𝑤𝑙 (𝑛𝑝 , 𝐿𝑞), (12)
5 EXPERIMENTS
In this section, the experimental setup is introduced in the first place.
Then in Section 5.1, we extensively compare our four methods, i.e.
the basic HDS, F-HDS, C-HDS and FC-HDS with state-of-the-art
approaches. The parameter analysis is presented in Section 5.2.
Datasets: Middlebury 2005 and 2006 contain 9 and 21 datasets,
respectively, which are obtained using the technique of [35, 36].
Middlebury 2014 contains 33 datasets obtained using the technique
of Scharstein et al. [34]. In our experiments, 6 open datasets in Mid-
dlebury 2005, all datasets in Middlebury 2006 and 23 open datasets
in Middlebury 2014 are used. Both a high-resolution RGB image
and its corresponding high-resolution depth map are included in
each dataset. Image resolution of the Middlebury 2005 and 2006
datasets is approx. 1300×1100 pixels, while that of the Middlebury
2014 is approx. 3000×2000 pixels.
Implementation: Our system was built using Matlab on a PC
with Core i7 2.9 GHz CPU and 32GB RAM. In terms of datasets
preprocessing, the high-resolution depth maps for these techniques
are first inpainted (using SBU method) to remove the occlusions
as shown in Figure 1, as some upsampling methods like JGU are
only applicable to low-resolution depth maps with no occlusions
[32]. Then, to generate the low-resolution depth, we downsample
the inpainted image in 2×, 4×, 8×, 16×, respectively. To the best of
our knowledge, 16× super-resolution has rarely been discussed in
previous work.
Evaluation Protocol: We use both mean squared error (MSE) and
bad pixel rate error (BPR) for quantitative evaluations. ‘Bad’ pixels
are those whose value deviates from the ground truth by more than
(a) RGB image (b) ground truth (c) JBU (d) JGU (e) JAB (g) SBU (h) MRF(f) JTF
(i) TGV (j) SD (k) DJF (l) MSG-V (m) ours-HDS (o) ours-C-HDS (p) ours-FC-HDS(n) ours-F-HDS
MSE=6.33, bpr=12.35 MSE=5.83, bpr=10.47 MSE=4.73, bpr=12.44 MSE=6.35, bpr=13.62 MSE=4.88, bpr=5.02 MSE=4.66, bpr=14.78
MSE=4.59, bpr=13.53 MSE=3.18, bpr=9.15 MSE=4.83, bpr=5.96 MSE=4.66, bpr=5.83 MSE=4.82, bpr=5.65 MSE=4.55, bpr=5.62MSE=4.93, bpr=10.18MSE=5.08, bpr=14.48
Figure 7: Comparison of 8× super-resolution result of Aloe.
(a) RGB image (b) ground truth (c) JBU (d) JGU (e) JAB (g) SBU (h) MRF(f) JTF
(i) TGV (j) SD (k) DJF (l) RDJF (m) ours-HDS (o) ours-C-HDS (p) ours-FC-HDS(n) ours-F-HDS
MSE=5.40, bpr=15.58 MSE=4.57, bpr=13.52 MSE=6.64, bpr=10.81 MSE=5.02, bpr=12.76 MSE=3.84, bpr=4.22 MSE=6.42, bpr=16.14
MSE=4.90, bpr=11.60 MSE=4.94, bpr=11.45 MSE=3.48, bpr=4.93 MSE=3.84, bpr=5.40 MSE=3.82, bpr=4.81 MSE=3.45, bpr=4.88MSE=7.97, bpr=39.81MSE=4.68, bpr=14.73
Figure 8: Comparison of 16× super-resolution result of Adirondack.
one disparity level. MSE has been widely used to rank the quality
of upsampled depth maps, however, BPR is less used. In practice,
even with high MSE score, the quality of upsampled depth maps
will not be convincing if BPR measure is low. Such case is mostly
caused by over-smoothing. Thus we consider BPR to be particularly
important in our evaluation of depth maps. We also use MSE_disc
and BPR_disc to evaluate the performance near discontinuities [32].
5.1 Visual, Quantitative and Runtime
Evaluations
Figure 7 shows visual results and comparison of 8× super-resolution
on the Aloe dataset [35], and Figure 8 shows 16× super-resolution
on the Adirondack dataset [34]. We present quantitative evaluations
in Tables 1 and 21, and runtime measurements in Table 3. In these
tables, we compare the proposed methods with state-of-the-art
interpolation-, optimization- and learning-based methods.
1The results are separated into two tables as MSG-V can only be executed on datasets
Middlebury 2005 and 2006, and would run into an error on Middlebury 2014, while
the other methods can be executed on all 3 datasets.
Comparison to Interpolation-based Methods: As mentioned, with
interpolation based methods, missing depths are filled with a mix-
ture of their non-blank neighbors. This may lead to several issues:
(1) the non-blank neighbors may be distant, especially under a high
super-resolution scale. This further contributes to depth confusions
as shown in Figure 7(c) and Figure 8(c); (2) as it is difficult to de-
termine which neighbors are suitable for interpolation, a global
search is proposed in JGU [24] to seek the most closest neighbors
in geodesic distance. However, depth bleeding is brought due to
the recursive search, as shown in Figure 7(d) and Figure 8(d). Both
issues bring extra errors into quantitative evaluation, both for the
global result and near discontinuities. The situation worsens as the
super-resolution scale increases. These two issues can be resolved
through a hierarchical method with a super-resolution scale of 2
for each layer, so that non-blank points can be searched close to the
missing points. Our classification addresses this by selecting suit-
able neighbors for interpolation; (3) some methods, like JAB [19]
and JTF [25], generate the final super-resolution result by refining
depth boundaries of a simple initial interpolation result, which may
Table 1: Quantitative evaluation for different super-resolution scales on all the three datasets Middlebury 2005, 2006 and
2014.Grouping of methods, from top to bottom: filter-based, optimization-based, learning-based, ours.
Methods
MSE MSE_disc BPR(%) BPR_disc(%)
2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16×
JBU [21] 2.63 3.67 4.91 6.66 10.98 14.67 17.39 19.94 1.12 2.63 6.56 16.08 20.49 34.88 44.80 54.66
JGU [24] 2.61 3.48 4.55 6.19 11.98 14.79 16.80 19.13 1.50 2.79 5.79 12.82 26.30 34.14 41.53 51.09
JAB [19] 2.44 3.16 4.38 6.44 11.44 13.85 17.00 21.55 2.10 3.76 6.90 13.62 39.42 49.66 62.47 73.48
JTF [25] 2.33 4.54 4.77 5.93 10.92 18.89 17.69 18.88 2.18 3.54 7.10 14.86 42.83 48.80 63.95 78.70
SBU [32] 2.51 3.29 4.19 5.40 10.29 13.15 15.35 17.28 0.65 1.24 2.72 6.57 12.04 19.26 26.63 33.39
MRF [7] 2.62 3.29 4.49 6.56 10.93 13.16 16.24 20.39 2.05 3.31 7.04 16.53 39.02 47.13 55.45 63.40
TGV [9] 2.57 3.62 4.86 8.47 10.56 14.00 16.64 20.95 1.61 3.61 7.29 21.34 21.54 36.54 45.17 57.82
SD [13] 2.41 3.26 4.44 7.18 9.72 12.78 15.96 20.28 1.52 3.15 6.70 29.12 26.09 40.66 55.15 71.39
DJF [23] — 2.78 3.79 5.42 — 11.60 14.35 17.34 — 4.41 7.41 20.33 — 51.66 65.29 74.98
RDJF [23] — 2.72 3.74 5.32 — 11.68 14.30 17.10 — 3.12 5.97 13.78 — 46.54 59.06 74.58
Ours-HDS 2.24 3.14 4.00 5.17 10.48 13.50 15.11 16.74 0.53 1.30 3.10 6.99 10.59 20.63 30.25 39.04
Ours-F-HDS 2.28 3.26 4.09 5.21 10.78 14.13 15.55 16.99 0.69 1.55 3.31 6.92 13.89 24.86 35.08 41.13
Ours-C-HDS 2.52 3.35 4.17 5.38 10.77 13.65 15.48 17.43 0.54 1.22 2.89 6.59 10.22 18.84 27.12 35.22
Ours-FC-HDS 2.37 3.32 4.20 5.38 11.22 14.37 16.04 17.75 0.57 1.41 3.04 6.50 11.28 22.15 31.29 37.68
Table 2: Quantitative evaluation between our methods and
MSG-V based on Middlebury 2005 and 2006 only, as 2014
dataset caused a ‘out of memory’ error for MSG-V.
Methods
4× 8×
MSE MSE_disc BPR BPR_disc MSE MSE_disc BPR BPR_disc
MSG-V [42] 1.07 4.55 1.74 29.38 1.77 6.83 3.76 43.64
Ours-HDS 2.29 10.26 1.20 19.48 2.88 11.42 3.25 30.12
Ours-F-HDS 2.45 11.07 1.43 23.83 2.99 11.94 3.26 34.59
Ours-C-HDS 2.45 10.32 1.16 17.93 2.99 11.60 3.09 27.35
Ours-FC-HDS 2.47 11.15 1.33 21.58 3.03 12.15 3.05 31.18




2× 4× 8× 16×
JBU [21] 0.83/4.04 0.99/5.01 1.04/5.25 1.02/5.31
JGU [24] 62.15/213.82 123.83/446.85 192.09/814.27 260.24/1254.10
JAB [19] 11.63/36.36 34.58/79.87 64.41/202.20 299.21/444.65
JTF [25] 78.38/156.88 167.66/250.99 285.57/463.32 500.48/871.69
SBU [32] 294.65/450.77 323.83/465.25 344.65/485.31 349.87/492.28
MRF [7] 117.08/609.93 113.73/595.57 106.85/565.05 101.45/560.72
TGV [9] 322.33/1137.80 531.02/1816.62 743.06/2702.28 983.13/3641.70
SD [13] 14.87/61.94 20.77/95.33 44.42/204.15 91.36/418.21
DJF [23] — 6.07/218.94 5.87/221.49 5.81/205.29
RDJF [23] — 5.90/306.61 5.79/231.81 9.26/760.94
MSG-V [42] — 60.90/— 66.91/— —/—
Ours-HDS 0.25/1.12 0.30/1.45 0.32/1.62 0.34/1.64
Ours-F-HDS 1.40/6.11 1.74/7.98 1.93/9.15 2.11/10.12
Ours-C-HDS 1.21/7.32 1.07/5.29 1.03/5.60 1.15/5.71
Ours-FC-HDS 1.86/7.99 2.39/10.83 2.80/12.62 3.11/13.86
produce varying degrees of depth distortions (shown in (e) and (f)
of Figures 7 and 8). Due to simple initial interpolation, which tends
to over-smoothing, MSE and MSE_disc maintain a normal level.
Nevertheless, BPR and BPR_disc go extremely high.
The SBU method [32] solves the above problems to a large extent
based on the idea of segmentation. However, in boundary regions
with rich textures, the segmentation result can be inaccurate, which
may further degrade the final super-resolution result, as Figure 7(g)
and Figure 8(g) show. Besides, compared with the global segmenta-
tion, the proposed local context-adaptive classification can better
detect edges to reduce serious artifacts in these regions.
In terms of runtime, our basic HDS provides strong performance
by eliminating the need to search suitable non-blank neighbors and
the addition of parallel matrix computation.
Comparison to Optimization-based Approaches: The optimization-
based methods MRF [7], TGV [9] and SD [13] demonstrate over-
smoothing in certain areas in order to solve the aliasing artifacts
caused by simple initial interpolation, as (h), (i) and (j) of Figures 7
and 8 show. This can also cause loss of detail in images.
The optimization-based methods seem to perform well on MSE
and MSE_disc, but this is actually caused by over-smoothing, which
on the other hand can lead to high BPR and BPR_disc.When the situ-
ation is serious enough or the super-resolution scale is large enough
that the details begin to disappear, all MSE, MSE_disc, BPR and
BPR_disc begin to increase sharply. This is also why optimization-
based methods are the most unstable. In addition, optimization is
also computationally expensive (see Table 3).
Comparison to Learning-based Methods: Learning-based methods
such as DJF and RDJF [23] also yield the final super-resolution re-
sult by iteratively optimizing the depth map. But unlike traditional
optimization based methods, the filters are obtained through train-
ing with a loss function positively correlated with MSE. Therefore,
when the super-resolution scale is small, MSE and MSE_disc are
low. Even for larger super-resolution factors, MSE and MSE_disc
are controlled to rise to some extent. However, BPR and BPR_disc
are always high. As mentioned before, low MSE and high BPR leads
the learning-based methods loss of detail less of an issue, as shown
in (k) and (l) of Figures 7 and 8.
By introducing a number of perceptual metrics as loss, MSG-
V[42] gives the best accuracy across previous deep learning meth-
ods. Note that we present only 4× and 8× super-resolution results of
MSG-V in Table 2 as the 16×MSG-V model is not available. Besides,
the implementation leads to a ‘out of memory’ issue on a 32G host
when running on Middlebury 2014 dataset, thus the evaluations
in Table 2 are based only on Middlebury 2005 and 2006 datasets.
We observe that MSG-V gives the best MSE measure but lower
BPR score, especially in the discontinuous regions, meaning their
resulting depth at boundary regions is over-smoothed where the
details would be lost (see Figure 7(l)).
In our improved method, the learned context-aware maps are
utilized to build the feature based filters, which contribute a lot to
improve the visual effect of the output high-resolution depth maps,
as (n) and (p) of Figures 7 and 8 shows. In addition, our program runs
fast while the runtimes of deep learning methods are susceptible to
image resolution, and increase sharply with increasing resolution.
In summary, the proposed methods, comparing to the previous
interpolation- and optimization-based methods, generate higher
quality upsampled depth maps in both visual and quantitative eval-
uations, especially for the large scale case (16× scale). The learning-
based methods, i.e. DJF and RDJF in Table 1 and MSG-V in Table 2,
have slightly better MSE values when the up-sampling rate is not
very high (see 4× and 8×), the price is the over-smoothing during
the up-sampling. Our methods effectively avoid the over-smoothing
and obtain clearer and more accurate boundaries, and further lead
to better BRP values, especially on the boundaries (see BRP and
BRP_disc). Moreover, C-HDS particularly shows the best BPR mea-
surement with fairly low MSE values guaranteed for most of the tri-
als. F-HDS provides visually best results due to the use of extracted
shallow and multi-layer feature maps. FC-HDS takes advantage of
C-HDS and F-HDS, and yields the best results by taking both visual
comparison and quantitative analysis into account. In addition, the
proposed methods outperform most of the baselines in terms of
runtime, it is worth mentioning that HDS achieves 7.6Hz using
parallel computation on CPU.
5.2 Parameter Analysis
The depth threshold 𝜏𝑑 is used to determine if classification will
take place under the current sliding window. If the depth gap be-
tween any two adjacent depths is bigger than 𝜏𝑑 , classification will
be conducted before the interpolation. Otherwise if all depth dif-
ferences under the current sliding window are small enough, i.e.
neighbors are within similar depth ranges, classification will no
longer be necessary. We set 𝜏𝑑 = 5 in our experiments empirically.
The membership degree threshold 𝜏𝑚 is used to control the
assignment of a current point. If the maximum membership degree
is larger than 𝜏𝑚 , the current point will be assigned to the class
with the maximum membership degree. Otherwise, the assignment
will not proceed and all neighbors will be treated equally. As shown
in Figure 9, the larger the 𝜏𝑚 , the fewer points will be assigned, the
smoother the image will be, the smaller the MSE and the larger the
BPR. 𝜏𝑚 is set to 0.8 in our experiments.
We use the parameter 𝛼 to control the contributions of neighbors
to the interpolation. Assuming that the current point is assigned to
a class, pixels in this class should contribute more than pixels in
















































































Effect of α on quantitative evaluations 
Figure 9: Effects of parameters on quantitative evaluations
on Middlebury 2006. Left: effect of 𝜏𝑚 on MSE and BPR eval-
uations. Right: effect of 𝛼 on MSE and BPR evaluations.
sharper the image will be, the larger the MSE and the smaller the
BPR. In addition, 𝛼 usually has a greater impact on BPR than MSE.
However, as 𝛼 tends to one, (1−𝛼) tends towards zero, whichmeans
all the contributions of points in other classes to the interpolation
will be cut off referring to Equation 10. This will further cause a
rise in both MSE and BPR values, and MSE rises sharply due to its
sensitivity. We generally set 𝛼 close to 1, 0.9 in our experiments.
6 CONCLUSIONS
A fast and high quality HDS method is proposed in this work.
Instead of one-step upsampling, a hierarchical image pyramid strat-
egy is adopted, that is, we upsample the low-resolution depth map
with a sampling scale of 2 at each and every layer, under the guid-
ance of the pre-downsampled RGB image with a same resolution
in the same layer. To obtain more sharp and clear depth edges, we
construct a context-adaptive classification based trilateral filter to
upgrade the basic HDS method to a C-HDS method. Given the origi-
nal images with the same quality, both the proposed basic HDS and
the upgraded C-HDS outperform the current state-of-the-art ap-
proaches, especially in the case of large scale (16×). And the higher
quality of original depth maps will result in higher up-sampling
quality. In addition, the program is stable, training-free and easy to
implement, with run times that exceed other methods to the best
of our knowledge based on claimed runtimes.
Beyond super-resolution, the proposed method is also applicable
to depth map inpainting. Specifically, blank pixels will be eroded
away during the degradation of the depth map, and be filled in
during the upsampling process. In addition, due to the strong inter-
pretability, our methods can be simply and widely used for other
types of fusion data processing which are similar to RGB-D data ,
such as RGB-T (thermal) data. Like most methods, our method is
insensitive to thin lines, which are easy to lose in low resolution
depth maps, and difficult to be retrieved during the upsampling.
Especially in the case of complete loss of depth ranges, completion
seems to be impossible. Our future work is to find the linear corre-
spondence between RGB images and depth maps by using a depth
supervised RGB image pixel-level classification strategy. With this,
the low-resolution depth map can be upsampled with some guided
filters under the guidance of the classification result [15, 16].
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