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ABSTRACT 
A number of low energy experiments have studied annihilation 
reactions in bubble chambers . At high energies it is difficult to 
identify all the partic l es produced in an event, and so it is not 
possible to study a pure annihilation sample . It has been sug-
gested that the annihilation component of antiparticle-particle 
reactions can be associated with the difference between anti-
particle - particle and particle-part i cle interactions. 
This dissertation presents an examination of data obtained on 
-antiproton and proton reactions with protons at a medium energy. 
The experiment was performed using a hybrid system consisting of a 
bubble chamber together with a number of external electronic 
detectors for the identification of both charged and neutral 
(anti-) baryons . With this apparatus it was possible to identify 
a large fraction of the non-annihilation interactions, so avoiding 
many of the biases introduced by a statistical separation of 
events on a kinematic basis. As interactions of the two types of 
beam pa rticle were studied at the same energy and using the same 
apparatus, comparisons were rendered particularly meaningful. 
The use of the apparatus is described, with particular atten-
ti~n to the methods used to identify the produced particles and 
the corrections needed for inefficiencies of the equipment. From 
t hi s in f ormation criter i a are de ri ved for the selection of a sam-
ple of annihilation events. A number of features are studied in 
ant i -proton non -anni hi lati ons, proto n- pr ot on in t er ac ti ons and 
antiproton-proton annihi l ation r eactions . These include topo l og i -
ca l c r oss-sec t ion s , charged par ticl e distributions and differen-
t ia l cr oss-sections f or inclusive and semi - inc l usive neut ra l 
strange particle production. Rates of resonance production are 
also estimated. 
A th oro ug h compa r i son i s made of the exten t t o which ant i prot on 
proton differences are due to annihilation reactions. Aspects of 
the interacti ons where this simple association does not apply are 
elaborated . 
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The results are also compared with data from other experiments 
at various energies, in the light of KNO scaling models. The 
annihilation reactions are considered in detail, and compared with 
non-annihilation events. A test is made of simple quark models 
for these interactions. 
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1. 1 
Chapter I 
INTRODUCTION 
Antiproton Interactions and Annihilations 
Antiproton-proton and proton-proton interactions have been stu-
died over a wide range of energies, up to 200 GeV/c beam momentum 
in the case of antiprotons and much higher for protons, at the 
ISR. The total antiproton cross-section falls smoothly with 
increasing beam momentum, while the proton data show a more com-
plicated behaviour, with a low energy dip and peak below 2 GeV/c 
after which the cross-section falls to an approximately constant 
value, only to rise again at very high energies [1]. At all ener-
gies where the antiproton cross-section has been measured, it has 
been found to be greater than that for proton-proton interactions, 
and the difference between the two decreases steadily with energy. 
The antiproton-proton (pp) interactions contains a class of reac-
tions not present for pp, that of baryon annihilation where all 
the directly produced particles are mesons. This is not possible 
in proton-proton interactions, where the net baryon number of +2 
is always conserved. 
At low energies, annihilations show very different properties 
from those of non-annihilations at the same energy. The mean 
multiplicity is much higher, while the multiplicity distribution 
is rather narrow. The mean transverse momentum of produced pions 
has been seen to be considerably greater, at least for low multi-
plicity exclusive final states [2). Certain forms of scaling set 
in at very much lower energies than for pp interactions [3]. 
These are notably in the value of the ratio of mean multiplicity 
to dispersion, <n}/D, which attains a constant value, and in the 
existence of KHO scaling, which asserts that the inelastic multi-
plicity distribution, normalised by <n>. is an energy-independent 
function of the variable n/{n}. Both these forms of scaling 
appear to be obeyed above 1 to 2 GeV/c for annihi.lations (and 
indeed for pp interactions as a whole) but only above about 
50 GeV/c for pp reactions. Correlations between pions produced in 
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annihilations are also found to be reminiscent of those seen in 
the central region of pp interactions at the highest ISR energies 
[ 4]. 
A number of models have been proposed to account for annihila-
tions. In the multiperipheral baryon exchange model, which 
assumes a Regge theory approacih, the exchange of Reggeons with 
baryon number 1 is involved [5). Statistical fireball models 
describe the annihilation in terms of the production of one or 
more clusters, which may be vector or tensor mesons or resonances, 
and these in turn decay sequentially to produce the observed pions 
and kaons [6]. Both approaches have some success in fitting the 
data, but residual problems remain. For example, it is hard to 
explain the "leading charge" effect observed in annihilations in 
terms of a fireball model. Recently, a different theory has been 
advanced which predicts a radically different high energy behav-
iour [7]. This is the flux-tube model, which anticipates a con-
stant limiting cross-section of 1 or 2 mb. 
Annihilation reactions have been studied in great detail up to 
beam momenta of 2 or 3 GeV/c in bubble chamber experiments. At 
these energies, most charged particles can be identified by the 
ionisation densities of their tracks. There are also few neu-
trals, and many channels can be recognised by kinem,tic fits. 
Therefore there is relatively little contamination of the annihi-
lation sample by non-annihilation interactions where the baryon 
and antibaryon could not be identified. This happy situation does 
not persist at higher energies however. Although bubble chambers 
remain excellent tools for the study of the many tracks produced 
in high multiplicity annihilations, identification is not very 
good for _particles of momentum greater than 1.5 GeV/c. The exis -
tence of many multineutral channels also prevents identification 
on the basis of kinematic fits, and thus many non-annihilations, 
particularly those where a neutron and a~tineutron are produced, 
are indistinguishable from annihilations. Some information can be 
recovered, on a statistical basis, using the charge conjugation 
symmetry of the antiproton-proton system. The identified protons 
in the backward centre-of-mass hemisphere can be used to determine 
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the distribution of antiprotons in the forward region. Recently, 
an experiment at 9.1 GeV/c has achieved a much more comprehensive 
statistical separation of non-annihilation and annihilation reac-
tions by performing fits to the missing mass spectra in multi-
neutral events [8]. However, invaluable as these experiments 
undoubtedly are, they leave various uncertainties, as individual 
events often cannot be positi~ely identified as belonging to one 
class of interaction or the other. The problem is exacerbated at 
higher energies, as the annihilation cross-section shrinks and the 
fraction of non-annihilation interactions which can be identified 
by constrained kinematic fits decreases, both enlarging the likely 
contamination of any annihilation sample. Since many of the anni-
hilation models need to be tested at higher energies, a method is 
required for the analysis of pp interactions at higher beam 
momenta. 
It has been noted that both the annihilation cross-section and 
the difference between pp and pp total cross-sections have the 
same magnitude and energy dependence over the range of a few 
GeV/c, where annihilation cross-sections can be extracted reli-
ably. This led to the hypothesis that the annihilation cross-sec-
tion at higher energies can be obtained by the subtraction of the 
pp from the pp values at the same energy. By extension, perhaps 
individual inclusive particle distributions can also be obtained 
as the difference between the appropriate pp and pp distributions. 
This approach appears to work well over the range from 1 to 
7 GeV/c in predicting, amongst other things, the topological 
cross-sections, crn, It has also been used, albeit with some cau-
tion, at energies up to 100 GeV/c, where the multiplicity distri-
bution of differences is seen to accord with what one would expect 
for annihilations, showing a higher mean than for pp interactions 
[ 9]. 
Despite the low energy experimental Sijpport for the equating of 
annihilations with pp - pp differences, there are a number of 
practical and theoretical problems and uncertainties. If annihi-
lations are the same as differences, then pp non-annihilations 
must be identical to pp interactions. However, the pp initial 
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state is pure I = 1, while pp is an equal mixture of I = 0 and 
I = 1, so it is not clear why non-annihilation final states should 
look the same. In fact there are a number of non-annihilation 
channels open to pp which do not have equivalents in pp. for 
example, there can clearly be no 0-prongs in the products of pp 
interactions, while this mult{plicity is dominated by non-annihi-
lation ~nX states in pp. Antihyperon-hyperon channels such as 
pp~ AAX, where X is a system of mesons, are also only available 
to pp. The possibilty of interference effects could also change 
specific pp and pp non-annihilation channels while leaving the 
total non-annihilation cross-sections equal. Regge theory states 
that the difference between total pp and pp cross-sections is, to 
leading order at high energies, given by twice the imaginary parts 
of the p and w exchange amplitudes measured at t = 0. I.e. 
l\cr t = 2Z(p+w) I o 
The even charge conjugation exchanges, including the Pomeron, are 
removed in taking the difference. Indeed, it has been suggested 
that antiparticle-particle differences are worthy of study in 
their own right, as complications due to the dominant, poorly 
understood Pomeron are removed [10]. The above form correctly 
predicts the observed energy dependence of the annihilation 
cross-section. 
The dominant w exchange is, in the conventional form of the 
theory, associated with annihilations, but it has been shown that 
the p exchange must contribute to non-annihilation processes, oth-
erwise states such as 8-a++ and n-p (with no common quarks) are 
unable to annihilate [10]. Thus it might be thought that the dif-
ference cross-section should be slightly greater than that for 
annihilations . Eylon and Harari have come to different conclu-
sions from their Regge analysis [11]. They deduce, from duality 
arguments, that the leading part of annihilation processes contri-
butes solely to the Pomeron, and thus that differences cannot be 
associated entirely with annihilations. Their model again pred-
icts the corrects dependence of the total cross-section, as well 
as requiring at high energies that 
crnCpp)-crnCpp) 
Rn = = B "s zor, - z0c. - ( 1 -'1) 1 ) 'Y n 
trnCpp) 
- 4 -
Here « 1 is the leading baryon intercept, «2 the leading meson 
intercept, ~1 the ratio Acrt/crann and B.~ constants. Present data 
seem to indicate that ff, ~ 1 and thus only the first, annihilation 
term contributes to the differences. If this is true, then at 
least as far as topological cross-sections are concerned, differ-
ences can be used to extract annihilations. If not, the model 
requires that ff, cannot be greater than one, so the difference in 
total cross-sections will be less than the annihilation cross-sec-
tion. Indeed it is possible that, at high enough energies, the pp 
total cross-section could be greater than that for ~p. 
At extremely low energies, the annihilation of antiprotons just 
above rest clearly does not equal ~P - pp differences (121. There 
crtC~p) = cre1Cpp) + crann and crt(pp) = cre1Cpp), while 
cre1Cpp) >> cre1Cpp). To avoid this problem, an alternative to 
using the difference in total cross-sections would be to equate 
annihilations to the difference in inelastic cross-sections. 
Lower bounds on impact parameters have been derived for both 
annihilation and non-annihilation channels, and the former have 
been found to be somewhat the smaller [13]. While the bounds are 
rather weak, the result is in qualitative agreement with the 
expectation that if annihilations produce particles with a higher 
<Pt> then the interaction is likely to be more central. However, 
the impact parameter structure of Acrt is highly peripheral, in 
apparent contradiction to the hypothesis under consideration. The 
discrepancy can be partially resolved if Regge cuts as well as 
poles contribute to the total cross-section, corresponding to 
absorption corrections to the impact structure. A consequence of 
this absorption model at high energies is that crann should be 
greater than Acrt, being given by 
cra = Acrt + Acrd, 
where Acrd is the difference in diffractive (including elastic) 
cross-sections [10]. 
A final problem of defi~ition is worthy of mention. Annihila-
tion reactions are those with no baryons in the final state. At 
high energies, however, it will be possible to produce heavy 
mesons which decay into baryon-antibaryon pairs. Indeed, at 
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100 GeV/c AX pairs have been observed in the central rapidity 
region of pp interactions, having a low combined mass [14]. Such 
events, where the baryon and antibaryon are central and not lead-
ing particles must show many of the characteristics of annihila-
tions, and are likely to lead to a confusion of the two classes of 
interaction. 
Thus it can be seen that there are many theoretical reasons for 
doubting that pp - pp differences will exactly equal annihilations 
in all respects at all energies. Nonetheless, this appears to be 
the best working hypothesis for extracting what is clearly an 
interesting class of interactions. Various questions about anni-
hilations can only be answered at medium or high energies. For 
example, the mean transverse momentum of produced particles in low 
energy annihilations seems to show a limiting value of about 
0.8 GeV/c for low multiplicity final states. It would be inter-
esting to see if this value is maintained for all multiplicities 
at higher energies, when phase-space restrictions are less severe. 
The negative particle correlation integral f 2 -- at low energies 
appears to indicate single cluster formation in annihilations. At 
higher energies, the value becomes less negative, suggesting mul-
tiple cluster production [9]. However, this departure from the 
low energy behaviour has only been seen in pp - pp differences, 
and we are forced to question whether the effect is due to a 
change in the mechanism of annihilations or to another process 
contributing to the differences. It has been pointed out [15) 
that there are many similarities between e•e- annihilations and pp 
annihilations, including such features as multiplicity distribu-
tions, resonance production and the behaviour of the moment f 2 -- . 
This is somewhat surprising, considering that the e•e- annihila-
tion is the interaction of two point-like objects with combined 
spin-parity (JP) of 1- while pp consists of a mixed JP system of 
extended objects. However, all tests so far have been either at 
low energies where similarities may be imposed by phase-space 
limitations, or at higher energies where the annihilation sample 
may not be reliably determined. Shortly, antiproton-proton inter-
actions will be studied at much higher energies than ever before, 
at the CERN ISR. Here again it is likely that the method of dif-
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ferences will be used to estimate the annihilation part of the 
cross-section. It is therefore clearly important to establish to 
what extent differences and annihilations are equivalent, and to 
find in exactly what ways the two samples depart from each other. 
1. 2 The Experiment 
As has already been discussed, a ubareu bubble chamber does not 
have the necessary particle identification features for the sepa-
ration of annihilations and non-annihilations at beam momenta 
above 2 or 3 GeV/c. This thesis presents a study of antiproton-
proton interactions at a beam momentum of 8.8 GeV/c, the data hav-
ing been collected from an experiment at the Hybrid Facility of 
the Stanford Linear Accelerator Center. in June 1977. The experi-
ment, BC64, was a collaboration between the High Energy Physics 
departments of Cambridge University and Michigan State University, 
and took advantage of all the possibilities of a hybrid system to 
identify non-annihilation events on an individual basis. The high 
track-resolution and low-momentum particle identification of a 
bubble chamber were combined with external detectors for high 
momentum antibaryons. These detectors were a large multicell Cer-
enkov counter to detect antiprotons and a neutral particle calori-
meter to detect antineutrons. With this apparatus, it was hoped 
that almost all non-annihilation events could be tagged, leaving a 
clean sample of annihilations. In order to study pp - pp differ-
ences, the chamber was also exposed to a proton beam under identi-
l 
cal conditions. In this way, differences could be calculated with 
the minimum of systematic errors. This also provided us with a 
monitor of our baryon detection efficiencies, as we could be sure 
that all pp events contained two baryons in the final state. 
The principal aims of the experiment were three-fold. As well 
as studying antiproton annihilation and non-annihilation interac-
tions in their own right, it was possible to make a detailed com-
parison of the annihilations with ~p - pp differences in order to 
see how well the two agreed. The results of this comparison, 
then, we would hope could be of value to experiments at other, 
still higher energies. If serious discrepancies were already to 
be apparent at 8.8 GeV/c, it would cast great doubt on the valid-
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ity of the use of differences to extract annihilations at energies 
of tens or even hundreds of GeV. On the other hand, good agree-
ment in this experiment for various points of interest may lend 
greater confidence to values derived at higher energies. The 
third objective was to pave the way for a high statistics study of 
annihilations, a second phase of the experiment. Various tests 
were made, both uonline" and "offline", of triggers and selection 
procedures to isolate as pure and unbiased an annihilation sample 
as possible. These involved the use of Cerenkov and calorimeter 
data in the computer trigger algorithm, and the rejection of 
further non-annihilation events at the film scanning stage. The 
use of data from the present "Phase I" experiment, taken without 
any annihilation trigger, enabled procedures to be adopted to eli-
minate or reduce any systematic losses. 
The result of studies of a number of exclusive annihilation and 
non-annihilation channels has already been presented, as has work 
done on impact parameter bounds in ~P and pp reactions [16, 17]. 
The data to be discussed here consist principally of topological 
cross-sections and inclusive particle distributions. At medium 
and high energies, where many particles are present in the final 
states, very many kinematic variables would be needed to give a 
complete description of an event. Indeed, such a co-mplete 
description is not possible if unobserved neutral particles are 
produced. It is therefore practical to consider the properties of 
prbduction of a given particle type, eg. ~·. in . an "inclusive" 
sense, effectively summing or integrating over all other particle 
types and momenta. A theoretical framework for the behaviour of 
such inclusive cross-sections exists, for high energies, in Muel-
ler-Regg~ theory, and predictions can also be made by various 
quark models. "Semi-inclusive" distributions will also be dis-
cussed, these being restrictions of the inclusive cross-sections 
to events of a given charged multiplicity. In all cases, two main 
questions will be asked. These are "In what way do annihilation 
reactions differ from non-annihilations?", and "Are ~P - pp dif -
ferences identical to annihilations, and if not how do the discre-
pancies manifest themselves?". Where such discrepancies are 
found, possible underlying explanations will be discussed. 
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This thesis continues, in the following chapter, with a 
detailed description of the apparatus and the way in which it was 
used during data taking. The third chapter details the data pro-
cessing chain, from film scanning and measuring, through geometri-
cal reconstruction and kinematic fitting, to the final tying up 
with magnetic tape data from downstream external detectors. Par-
ticle identification by ionisation scanning, the Cerenkov counter 
and the calorimeter are described, and their efficiencies esti-
mated. Chapter 4 contains a description of the process used to 
separate annihilation interactions from non-annihilations. This 
invo l ved first using all possible means of baryon detection to 
identify non-annihilations and then applying corrections for the 
derived inefficiencies of each method of detection. The pp data, 
taken under identical conditions, were an invaluable tool in this 
process. An estimate of the purity of the isolated annihilation 
sample is made using Monte-Carlo techniques. 
The subsequent three chapters present the detailed physics 
results of the experiment. Chapter 5 describes the derivation of 
topological cross-sections for pp, ~p non-annihilation and annihi-
l at ion reactions. Various corrections were needed to produce 
these values, and these are given in the text. Chapter 6 is con-
cerned with the inclusive and semi-inclusive production of neutral 
particles, in particular A, A, K0 5 and 7's. The methods of iden-
tification of these species are described, as are the corrections 
nee essary for various losses. The origin of 7's is discussed, 
and differential cross-sections are presented in terms of kine-
matic variables x, y* and Pt 2 (defined in the text). Corrections 
required in the isolation of annihilations, particularly in the 
case of neutral kaons, are explained. Chapter 7 discusses the 
producti6n of charged particles, protons and pions, in terms simi-
lar to those used for neutrals. First, the use of charge conjuga-
tion invariance is described to derive dJstributions in the pres-
ence of a number of unidentified particles. Pion production, in 
annihilations and non-annihilations, is compared with two quark 
models, and a brief examination of the similarities of ~P with 
e+e- annihilations is presented. Resonance production is also 
examined. The final chapter consists of a short review of the 
results obtained in th is experiment. 
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Chapter II 
THE APPARATUS AHO ITS USE 
In order to investigate the details of antiproton-proton 
interactions, an experiment was planned for the Stanford Linear 
Accelerator Center CSLAC) where annihilation and non-annihilation 
reactions could be separated by the use of apparatus to detect 
baryons in the final state. This was experiment BC64, run at the 
SLAC Hybrid Facility CS.H.F.) in June 1977, where data were col-
lected on antiproton and proton interactions with a proton (hydro-
gen) target, at a nominal beam momentum of 8.9 GeV/c. The SHF, 
situated at the end of beam-line 14, consists of a 1 m bubble 
chamber plus electronic detectors - scintillation counters, Ceren-
kov counters and multi-wire proportional chambers - to which was 
added a neutral particle calorimeter. A description of the appar-
atus and its use is given in this section. More details of the 
hybrid facility can be found in a number of SHF notes [18, 19] and 
in ref. [20]. 
2. 1 The Beam Line 
The Stanford Linear Accelerator is housed in a two mile long 
tunnel, above which is a parallel gallery containing· 245 klystrons 
acting as radio frequency amplifiers. The beam pipe of the accel-
erator is a long wave guide, evacuated to a pressure of 10- 7 torr, 
and connected to the klystrons by vertical wave guides every six 
metres. A high power r.f. wave, fed synchronously to the acceler-
ator by the amplifiers, provides energy to electrons as they pass 
from injection at one end to the experimental area at the other. 
The machine is a pulsed electron accelerator, delivering 180 or 
360 pulses per second to a ubeam switchyardu, where individual 
bunches of the 21 GeV primary beam can be deflected onto different 
targets according to experimental requirements. Each pulse is 
1.6 µs long, and the operating r.f. of the accelerator is 
2856 MHz , there being a 5 ps electron bunch in each 350 ps r.f. 
cycle. 
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Beam-line 14 transports the secondary particles produced when 
the primary electrons are incident on a 30.5 cm long (0.85 radia-
tion length) narrow cylinder of beryllium. A schematic illustra-
tion of the elements of BL14 is shown in figure 2.1. The angular 
acceptance of the beam was defined by collimator 14CO. After 
focussing with a quadrupole triplet, a coarse momentum bite was 
selected by the dipole D1 and collimator at the first focus Fl. 
At this point, a few mm of lead were used as a filter against 
electrons in the beam . A finer adjustment of the momentum range 
selecting a value of Ap/p between 1% and 3% - was made at focus 
F2, the lead collimator jaws being shimmed with brass strips as 
required. The final two pairs of quadrupoles enabled a parallel 
beam 40 mm horizontally by 150 mm vertically to be used at the 
bubble chamber, while the dipoles D3. 1 and D4 controlled its hori-
zontal and vertical position at the entry to the chamber. The 
value of D4 was set to maximise the acceptance of outgoing parti-
cles in the downstream apparatus, after an interaction near the 
centre of the bubble chamber and deflection in its magnetic field. 
In practice, this meant arranging that the non-interacting beam 
passed just above the calorimeter. Because chromatic aberration 
in the first quadrupole triplet cancels the dispersion in D1 for a 
certain angular range of particles, the beam was operated in 
"dog-legged" configuration - that is with the apertures 14CO and 
Fl offset from their central positions and D1 and D2 adjusted 
accordingly . 
With the beam-line adjusted for a negative beam of secondary 
momentum about 9 GeV/c, the particles reaching the chamber were 
pions, muons, antiprotons and kaons in approximate ratio 
30:2.5:1:1. As an antiproton beam was required for this experi-
ment, se~aration of the particles was necessary, and this was 
achieved with a radio frequency separator - a cavity containing a 
standing r.f. wave synchronised to the accelerator r.f. Particles 
were deflected transversely by the fields, being given a horizon-
tal component of momentum up to 25 MeV/c, depending on the phase 
of the wave at the time they arrived. The secondary particles 
retained the r. f. structure of the e 1 ectron beam, occun-i ng in a 
tight bunch each cycle. The beam line selected particles of a 
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given momentum, but as the species had different masses they had 
differing velocities, and so arrived at the separator at different 
times. With the separator at a distance L from the target, this 
time was 
L L [ mZcZ ] ~ - 1 + --
c 2p 2 
t = 
V 
for 2 particles of masses m1, m2 the time difference was 
Le 
6t ~ -- C m1 2 - m2 2 > 
2p2 
In beam line 14, Lis 66.76 m. At a momentum of 8.9 GeV/c 
then, antiprotons were preceded by pions by almost exactly 31 / 2 
cycles, and kaons by 2 1 / 2 • It was therefore possible to deflect 
the wanted antiprotons in one direction and the other, unwanted 
particles in the opposite sense. The separation in space at the 
f2 collimator was 30 mm, the deflection of the protons being com-
pensated for by dipole 03.5. After separation, the beam consisted 
of 60% antiprotons, the remainder being almost entirely muons 
which had passed through collimator jaws or magnet iron. 
When setting up the beam-line, the magnet currents were first 
set to values calculated using the computer program TRANSPORT, the 
r.f. separator being switched off. Quadrupole currents were then 
scanned about their nominal values to find the peak in particle 
yield. With the r.f. separator on and magnet 03.5 compensating, 
the timing of the 2 µs r.f. pulse was adjusted by oscilloscope to 
match the beam spill, and the phase was adjusted to re-find the 
pion peak yield. finally the r.f. phase was changed by 180°, the 
primary beam current increased and adjustments made to the phase 
and the 03.5 current to maximise the antiproton to muon ratio, the 
different species of particles being monitored using scintillation 
and Cerenkov counters described below. In normal running, most 
beam line elements were quite stable. However, the required phase 
of the separator varied considerably with- ambient temperature, and 
the setting of 03.5 had to be adjusted whenever the magnet set-
tings of an adjacent beam line were changed. These two items were 
therefore scanned regularly whenever the antiproton fraction 
decreased. 
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The beam line was operated at 10 (or at ti~es 12) pulses per 
second, matching the expansion frequency of the bubble chamber. 
To achieve an average of one antiproton per pulse, a primary cur-
rent of 7 mA was required. Calculations (21] indicated that 
increasing the flux would only increase our data taking rate very 
slightly, the principal determining factor being camera dead-time, 
and would make the photographs less clear. This was therefore the 
value used. 
When running with a proton (rather than antiproton) beam, the 
currents in all dipoles were reversed. As there was a consider-
ably higher yield of protons at the target, a 2 mA primary elec-
tron beam was sufficient to produce one proton per pulse, with a 
contamination of only about 10% muons after separation. 
2.2 SLAC Hybrid racility (SHr) 
The heart of the SHr is a rapid cycling bubble chamber, a cham-
ber which can operate much faster than its camera can take pic-
tures. It is therefore possible, and desirable, to trigger the 
camera - or, more precisely, the flash tubes - to record only 
expansions where an interesting event is believed to have occur-
red. To provide this trigger, upstream detectors provide a signal 
to indicate an incoming particle of the required type, and down-
stream detectors ensure that an interaction has occurred and, if 
required, that a certain species of secondary particle has been 
(or has not been) produced. An online computer can t igh te n up 
these requirements, as well as calculating an approximate vertex 
position using wire plane data, during the 3 ms taken for bubbles 
to grow to the required size. All the electronics data are writ-
ten on to magnetic tape, and so can be used in a variety of ways 
in off-1.ine analysis later. 
A s chema t ic view of the SHr is shown in fig. 2.2. and the posi-
tions of the various items listed in table 2. 1. The coordinate 
system is also defined in the figure. They axis was vertical, z 
horizontal, along the camera optic axis, and x hor i zontal, approx-
imately in the beam direction. 
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TABLE 2.1 
Positions of Detectors in the SHF 
Detector 
Upstream 
Scintillation counter S1 
Wire plane PWCl 
Beam Cerenkov CB (window) 
Scintillator hodoscope BH 
Wire plane PWC2 
Bubble chamber window 
Downstream 
Bubble chamber window 
Wire plane PIACo. 
Wire plane PWCl3 
Wire plane PWC'Y 
CANUTE window 
CANUTE hodoscope 
Scintillation counter DV 
Calorimeter entrance 
Distance from bubble chamber centre 
8.99 m 
8.65 m 
5. 28 m 
3.65 m 
3. 27 m 
0.51 m 
0. 51 m 
0.79 m 
1. 21 m 
2.02 m 
2.76 m 
6.29 m 
6.40 m 
6.60 m 
2. 2. 1 The 1 m Bubble Chamber 
The bubble chamber is a cylinder of diameter 110 cm and depth 
43 cm, with its axis horizontal. One end of the cylinder is 
closed by a 20 cm thick glass window, through which the chamber 
was viewed by the camera. The other end is closed by the piston . 
The camera takes three stereo views of the chamber, the images 
being projected onto one strip of 70 mm film in a rather compli-
cated manner described in detail in the section on scanning. 
Bright-field illumination was used, giving light tracks on a black 
background with normal reverse-contrast film. This was achieved 
by the piston being covered with "Scotchlite" - a tape made by the 
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Minnesota Mining and Manufacturing Company. and consisting of very 
regular 30 µm diameter glass beads in a cement matrix. This has 
the property of reflecting all light back in the direction from 
which it was incident. Individual xenon flash tubes - one by each 
objective lens of the camera - were used to illuminate the cham-
ber, their voltages being adjusted throughout the run to keep the 
density of the background on the film constant. 
The bubble chamber cycled at either 10 or 12 expansions per 
second, synchronised to the pulse structure of the accelerator so 
that each beam pulse arrived at the correct stage in the cycle. 
As the amplitude of the piston oscillations was only 4.6 mm, tur-
bulence (which would have deflected the bubbles and so hindered 
reconstruction of tracks) was kept to a minimum. The chamber was 
operated for most of our run with a hydrogen temperature and pres-
sure such that a minimum ionising particle produced 10 bubbles per 
cm, of a diameter about 450 µm after a 3 ms expansion time - the 
point in the cycle at which the flash tubes were operated. 
To reduce the number of interactions outside the hydrogen, the 
entrance and exit windows were made as thin as possible. The 
chamber itself has windows of 1.6 mm stainless steel, and the sur-
rounding vacuum tank has aluminium windows 1.5 mm thick upstream 
and 1.6 mm thick downstream. The whole chamber is surrounded by a 
large magnet coil and yoke. and an aperture 152 cm ~Y 76 cm exists 
in the downstream yoke to allow the maximum number of secondary 
particles to reach the downstream detectors. (This area is partly 
obstructed by connections to the magnet coils.) 
The magnetic field has been mapped at two nominal values, 26 kG 
and 18 kG. Though a larger magnetic field gives a greater curva-
ture of charged tracks in the chamber. and so better momentum mea-
surements, it also reduces the acceptance of charged particles in 
downstream apparatus. Work done by Andrew Simmons before the 
experimental run [22] suggested that the .fraction of antiprotons 
entering the large Cerenkov counter CANUTE would fall from 84% to 
67% in increasing the field from 18 to 26 kG. As the detection of 
baryons and antibaryons in the final state was of crucial impor-
tance to this ~xperiment. the lower field value was used. The 
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magnet current was maintained at 6250 A, corresponding to a 
central field value of 18.26 kG . The field has been mapped in a 
number of surveys, and the principal, z, component is known within 
the chamber and downstream to better than 10 G. The small y com-
ponent is also well measured, but the (also small) x component is 
not accurately known, the measurements having been significantly 
contaminated by the large z part. Upstream of the chamber, the 
field has not been surveyed in detail. 
To allow reconstruction of points in the chamber, a number of 
fiducial marks exist. Most of these are crosses engraved on the 
hydrogen side of the front glass, but others are "paste -ons" on 
the camera side of the glass and "mini- ski rt" fiducials on lugs 
projecting in to the chamber ne-r the piston. The positions of 
these fiducials, shown in fig. 2.3, have been surveyed with res-
pect to the camera optic axes, and are summarised in ref. [ 23]. 
As well as recording the tracks in the chamber, the camera also 
images an illuminated data box onto the film. This contains 
information such as the roll-frame number and the magnet current 
supplied by t he bubble chamber control equipment, and data calcu-
lated for the event by the online computer. It is described in 
more detail in the section on scanning. The dead-time associated 
with taking a picture and advancing the film is about one third of 
a second, though the maximum sustained picture taking rate is 
2 Hz. 
2.2.2 Beam Defining Detectors 
Two scintillation counters and one Cerenkov counter upstream of 
the bubble chamber defined beam particles incident on the hydro-
gen. Their locations are shown in figure 2.2. 
Hine metres upstream from the chamber, between magnets Q6 and 
04, is a single scintillator S1. Between 04 and the chamber 
entrance is the beam Cerenkov counter, C~. This counter is 1.5 m 
long and fills the beam pipe. When filled with freon at atmos-
pheric pressure and used in threshold mode, it gives a signal for 
light particles - pions and muons - but not for kaons or protons. 
Immediately behind this Cerenkov counter is the beam hodoscope, 
- 16 -
- ---- - ------, 
+ 
X 
+ 
+ 
+ 
+x 
X 
Figure 2,3 
+ 
+ 
X 
+ 
+ 
+ 
On Chamber Window 
"Paste -On" 
"Miniskirt" Fiducial 
Bubble Chamber Fiducials 
BH. This consists of four hori2ontal scintillators 5.5 cm high, 
arranged in a vertical array to give crude vertical position 
information about the beam particle. 
Downstream of all the elements in the hybrid facility (except 
for the calorimeter) was another small scintillation counter posi-
tioned to detect non-interacting beam particles. This could be 
used as a vet~ in hardware tri~gers, and was known as DV (the 
downstream veto). 
2.2.3 CANUTE 
A major aid in the identification of secondary particles was 
the large, multi-cell Cerenkov counter, CANUTE. Ten spherical 
mirrors were arranged in two vertical columns of five, each being 
55 cm by 75 cm, and focussed cones of Cerenkov light down onto 
separate 12.5 cm diameter photomultiplier tubes . With the Ceren-
kov full of freon 12 at a pressure of 60 psia, the momentum thres-
holds for the production of Cerenkov light were 10.0 GeV/c for 
protons, 5.3 GeV/c for kaons and 1.5 GeV/c for pions. A fast CB~ 
1) particle then caused about 125 photons to be collected by the 
photomultiplier tube, corresponding to an ADC signal of 300 chan-
nels [24). To compensate for the magnetic field at the tubes due 
to the bubble chamber magnet, bucking coils were used. 
Immediately behind the Cerenkov was a large five by two scin-
tillator hodoscope, each element of which approximately matched 
the Cerenkov cell in front. 
2.2.4 Proportional Wire Chambers 
To give fine positional information on the passage of charged 
particles outside the bubble chamber, two upstream and three down-
stream mu)tiwire proportional chambers (or PWCs) were used. The 
si2e and position of these is shown in table 2.2. All the ch am-
bers had 12 wires per inch Ca spacing of 2.12 mm) and were oper-
ated with a continuous flow of SLAC "magi'c gas" - 25% isobutane, 
4% methylal, 0.2% freon 13B1 and 70.8% argon. The passage of a 
charged particle through the gas caused ionisation, and as liber-
ated elect rons were accelerated towards the positive wires they 
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produced secondary ionisation, so forming an avalanche. Thus a 
detectable amount of charge reached the wires. J,sobutane has a 
low ionisation potential and so was able to absorb low energy pho-
tons produced in the avalanche process, while the methylal reduced 
polymerisation of the ionised isobutane. The small quantity of 
freon increased the localisation of the shower, by mopping up 
electrons distant from a wire before they could diffuse far. 
TABLE 2.2 
Proportional Wire Chamber Parameters 
Chamber 
1 1 ~ ft X 
Number of planes 2 2 3 3 3 
Distance from b.c. centre Cm) 8.65 3.28 0.80 1. 21 2.03 
Vertical size (mm) 243 254 742 1052 1695 
Horizontal size (mm) 174 207 218 330 610 
The upstream chambers (known as PWCs 1 and 2) consisted of a 
y-plane of horizontal wires and a z-plane of vertical wires. They 
were run with a high voltage gap of 4. 1 mm between the anode wires 
and the window forming the cathode plane, using a supply of 
3.1 kV. The downstream chambers (PWCs «, ~and~) also had a 
third diagonal plane of wires to help resolve ambiguities in the 
case of multiple hits. This plane had wires at an angle of 36.9° 
to the horizontal, so forming 3:4:5 triangles with the other two. 
This was ch osen to simplify the fast integer arithmetic for the 
online computer. 
The wire planes were not completely efficient for a number of 
reasons. There was a reduced response for particles passing 
through a plane close to an insulated support wire, needed in the 
larger downstream chambers to hold the sense wires in place . Also 
each wire had a dead-time of 450 ns after detecting a particle 
- 18 -
F 111111111111111 
before it was sensitive again to the next hit. This was an 
especially severe form of inefficiency for the upstream Z planes, 
where the beam was rather narrow. The average efficiency was 
about 95% for each plane. Spurious hits were also recorded, due 
both to delta rays from genuine tracks and to noisy pulse amplifi-
ers. 
A pulse detected by a wire due to the ionisation caused by a 
passing particle was magnified by amplifiers in nearby CAMAC 
crates. If the pulse coincided with an externally applied gate 
signal, the information was latched and transferred, on receipt of 
a trigger pulse, into a shift register. The latching procedure 
was used to allow for the presence of two triggers per beam spill, 
as described below. The signals were then strobed at a rate of 
10 MHz from the registers into digitisers situated near the compu -
ter. Here, the bit-string was converted into up to five addresses 
of wires which had been triggered, plus a count of the number of 
hits. Thus a total of six words of information was available for 
each of the thirteen planes. In fact, to improve resolution, only 
odd numbers were used for wire addresses. If a particle passed 
approximately mid-way between two wires, causing both to fire, the 
two wire addresses were replaced by the intervening even number. 
2.2.5 Neutral Particle Calorimeter 
In order to distinguish between annihilation and non-annihila-
tion interactions it was necessary to detect th~ presence of bar-
yons and antibaryons among the outgoing particles. CANUTE was an 
excellent detector of antiprotons, but if an antineutron was pro-
duced, instead of an antiproton, the event would appear to be an 
annihilation, unless a slow proton was present and identifiable in 
the bubble chamber. Therefore, behind all the standard items of 
the hybrid facility, a calorimeter was added. The purpose of this 
was to identify the antineutrons - that is principally to detect 
neutral particles and then to distinguish between hadronically 
interacting antineutrons and electromagnetically interacting pho-
tons from neutral pion decay. 
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The main part of the calorimeter consisted of iron-plastic 
scintillator sandwich. Photons converted into electron-positron 
pairs in the iron, which in turn gave up energy in producing more 
photons by bremsstrahlung, and an elect r omagnetic shower was pro-
duced. Anti neutrons interacted with the iron nuclei, producing 
secondary particles which in turn interacted, so forming a 
hadronic shower. In each case, the charged particles were "sam-
pled" by the layers of scintillator. As the radiation length is 
much shorter than the hadronic interaction length, the electromag-
netic shower was much more strongly concentrated in the first few 
plates of the calorimeter than the hadronic one was. To accentu-
ate this difference, lead placed in front of the calorimeter 
increased the probability of an early electromagnetic conversion 
much more than it affected the probability of hadronic interac-
tion, because of its large nuclear charge. Further details of the 
features of the two types of shower are given in a later section. 
The calorimeter was constructed and calibrated at SLAC, mainly 
by Andrew Simmons and myself. It consisted of eleven 25 mm thick 
iron plates followed by fifteen 38 mm plates each 79 cm square, 
with 79 cm square scintillators between them as shown in figure 
2.4. These large counters simply consisted of 12 mm plastic scin-
tillator with a planar triangular perspex lightguide leading to a 
photomultiplier tube. Preliminary calibration was done using beam 
lines 14 (parasitically behind the bubble chamber) and 6. Because 
of the simple design, the light collection efficiency was rather 
poor. However, as the counters were to be used for detection of 
showers, this was not a problem since perfect efficiency for the 
detection of single particles was not required. In front of the 
iron plates, two sheets of 6 mm thick lead were mounted, again 
intersperped by the large scintillators. Twenty eight of the 
square counters were used, there not being one in front of the 
fifth iron plate. 
In an attempt to deal with the case of more than one particle 
entering the calorimeter in a given event, three hodoscopes were 
included to sample the shower and give lateral information. These 
were construct~d in Cambridge, and each consisted of five horizon-
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tal and five vertical strip scintillation counters. Each counter 
was 762 mm by 127 mm of 6 mm thick scintillator, with very effi-
cient adiabatic lightguides. A schematic view of a hodoscope is 
shown in figure 2.5. The three hodoscopes were inserted in front 
of the first, fifth and twelfth iron plates. 
Final adjustments of the high voltage supplies for the large 
calorimeter counters were made with the calorimeter in place 
behind the bubble chamber. A muon beam was obtained, by setting 
up the 9 GeV/c pion beam and then inserting an 80 cm long brass 
cylindrical beam stopper near F2. This absorbed the hadronic com-
ponent of the beam, but allowed muons, originating in the decay of 
pions and kaons, to proceed. The beam was then steered down to 
enter the centre of the calorimeter approximately horizontally. 
As the muons did not interact in the iron plates, a single-parti-
cle signal was observed in all the counters, and adjustments made 
to provide an average signal of 20 pC from each photomultiplier. 
This corresponded to 40 ADC channels after a 6 dB attenuator. The 
above procedure was repeated on occasions throughout the data-tak-
ing runs, to ensure that the calorimeter was performing correctly. 
2.2.6 The Computer 
The computer used to monitor and control the various items of 
the hybrid system was a Data General NOVA-840, with 48k 16-bit 
words of memory. To this were attached two CAMAC cr~tes, two 
9-track tape drives, a fixed head and a moving head disc as well 
as a teletype, a Tektronix graphics terminal, a line printer and a 
paper tape reader. The principal means of communication between 
the operator and the computer was via the graphics terminal. The 
computer ran under the mapped real-time disc operating system 
MRDOS. 
The computer served three vital purposes in the hybrid system 
the collection and storage Con magnetic tape) of data from elec-
tronic detectors, the making of a decision as to whether to trig-
ger the camera and the monitoring of the performance of the vari-
ous detectors . To accomplish this, the software was divided into 
two distinct parts a group of "foreground" tasks and one of 
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nbackgroundn tasks, each occupying 15k of mem~ry (the remaining 
18k being used by the operating system). 
Immediately before each beam spill, a signal from the accelera-
tor provided a pre-beam interrupt to the computer, causing it to 
suspend whatever activity it was involved in and execute its fore-
g ro und tasks. Upon receipt of a hardware trigger, indicating that 
an antiproton had entered the chamber, the data required for a 
decision as to whether the camera flash tubes should be triggered 
were read by direct memory transfer from one of the CAMAC crates. 
These data consisted of latch words corresponding to scintillation 
counters and information from the digitisers connected to the 
PWCs. The online trigger algorithm was then executed. This had 
to decide, within the 3 ms whil~ bubbles were growing to the 
required size, whether an interaction had occurred in a suitable 
visible volume of the hydrogen. In fact, two hardware triggers 
could occur in any beam spill, so the time available was even 
less. If either triggered event was accepted, a signal was sent 
to flash the bubble chamber xenon lamps, before advancing the 
film. Data calculated by the algorithm were also transferred to 
the data box. 
After this early time-critical operation, the computer read out 
other data from the CAMAC crates, including calorimeter pulse 
heights and scalers. All the data were then buffered and written 
out to magnetic tape. The remaining part of the 100 ms between 
beam spills was then used by the background program to histogram 
pulse height spectra, monitor hit rates and perform other checks. 
If any quantity fell outside pre-defined tolerances, a warning was 
given on the line printer so that hardware could be checked as 
appropriate. The operator could also interrogate the memory, 
print histograms or even develop new programs while running in the 
background, without interfering with the high priority data taking 
and triggering. 
2.3 Bubble Chamber Triggers 
The probability of a 9 GeV/c antiproton interacting in the use-
ful visible volume of the hydrogen was about one in eleven. If no 
- 22 -
trigger had been used for the bubble chamber; then with an average 
of one antiproton per beam spill only 8.6% of pictures would have 
shown an interaction. The beam intensity could have been 
increased to improve the efficiency, but this would have been at 
the expense of picture clarity. If the camera had been triggered 
each time an antiproton was incident, then 13.6% of pictures would 
have contained events. Better . than that would be to trigger if 
the beam particle were deflected somewhere in the chamber, but 
even then only one third of interactions would lie in the visible 
volume, the rest being in the entrance or exit windows. With the 
combination of fast logic circuits and a computer vertex-finding 
algorithm, we achieved a fraction of 55% of pictures containing an 
event in the useful volume. 
2.3. 1 Hardware Trigger 
A heavy particle beam signal was a pulse from the scintillator 
S1 and the beam hodoscope in coincidence (allowing for the transit 
time of the particle) with no acompanying beam Cerenkov signal -
that is S1.BH.CB, BH representing an OR of the four hodoscope ele-
ments. Antiprotons and kaons satisfy this criterion, though the 
fraction of kaons in the beam was extremely small. From a count 
of kaons seen to decay in the chamber, it was known to be less 
than 1 / 2 %. The signal Sl.BH.CB was used to generate a trigger to 
a number of parts of the apparatus, and was known as the "fast 
trigger". 
The signals from the various items of hardware were read by the 
computer for events corresponding to an antiproton beam particle. 
This was done through a CAMAC interface, and gates for a number of 
CAMAC modules were opened by the fast trigger. These were the 
latches for the beam scintillators and all the scintillator hodo-
scopes , a~d the analogue to digital converters (ADCs) for Ce r en-
kovs and calorimeter scintillators. The trigger also caused the 
latching of PWC data and started the digitisation process. 
Finally it resulted in an interrupt to the computer . 
In fact , we were able to respond to up to two f as t triggers per 
beam spil l. This was achieved by splitting all the coun t er sig-
- 23 -
nals into two, and sending these to separate CAMAC modules. The 
first fast trigger opened the gate to one set of these modules, as 
well as setting a logic unit so that a second trigger would pro-
duce a gate for the other set. A dead-time of 220 ns was imposed 
by a timer unit after the first fast trigger before a second could 
be accepted, to allow the PWC latches to be reset. A third 
Sl.BH.CB signal in any beam spill could not result in a fast trig-
ger. 
The above trigger responded to an antiproton beam particle, 
whether or not it interacted. The tests for deflection of the 
beam were left entirely to the computer. An alternative trigger 
w o u l d be S 1. B H . C B . D V - i n s i s t i ng t ha t the par t i c l e m i s s t h e do w n -
stream veto. This approach was not used for a number of reasons. 
With an average of one antiproton per pulse, the probability of 
having two non-interacting antiprotons before an interacting one 
was quite small (less than 6% of interactions). More importantly, 
any interaction producing a low momentum track which was deflected 
by the magnetic field so that it hit DV would be vetoed. Finally, 
the major rate determining factor was camera dead time, so that 
increasing the trigger rate was not important. 
2.3.2 Software Trigger 
It was the job of the online computer algorithm to reduce the 
number of pictures taken with no event within the usiful volume of 
the bubble chamber, while at the same time keeping any biases 
introduced into the event sample to the absolute minimum. The 
final trigger algorithm adopted was a compromise between these two 
requirements. 
A provisional trigger algorithm was written by Dr. Patrick 
Elcombe in January 1977 . As the decision as to whether to trigger 
the chamber flash tubes had to be made within 1 or 2 ms, it was 
written in NOVA assembler language for reasons of speed. To test 
and develop the algorithm, I translated it into FORTRAN and 
adapted it to run on the SLAC IBM computers, using data stored on 
magnetic tapes from previou~ experiments at the SHF. The algor-
ithm decisions were compared with the results of a careful scan of 
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the associated film. Though much was learned, the data were not 
ideally suited to these tests, since the experimental configura-
tion had been slightly different, a different beam CK- at 
11.6 GeV/c) had been used and the pictures had already been 
selected by the online algorithm running at the time. Therefore, 
in May 1977, we were allowed to interrupt the currently running 
experiment and take 3 OOO pictures (with associated data on tape) 
with an 8.9 GeV/c antiproton beam and only the hardware trigger. 
As a result of a detailed study of the perfomance of a number of 
versions of the program on these data, along with work done by Dr. 
Elcombe in Cambridge, a final version of the HOYA algorithm was 
produced for the running of the experiment. 
In a time of about a millisecond the computer had to make a 
simple reconstruction of the event, where the particles were trav-
elling in a non-uniform magnetic field. Added to this were the 
problems of wire plane efficiencies - signals could be missing 
where a particle had passed, and spurious hits could be recorded 
both where no particle had been and because a particle had under-
gone a secondary interaction in the bubble chamber window and out-
going tracks had reached the PWCs. These problems had to be con-
sidered in designing the three stages the calculation passed 
through in deciding whether a picture should be taken. These 
stages were :- (1) checking that a valid beam particle had reached 
the chamber, (2) testing if it was deflected and (3) checking if 
an interaction vertex could be found within or outside , the visible 
volume. 
Information on the incoming beam track came from PWCs 1 and 2 
as well as the beam Cerenkov counter. The optics of the beam line 
were set up to produce an approximately parallel beam at the cham-
ber. By . comparing pairs of hits, one from each wire chamber, 
tracks from particles which had scattered upstream, and so were 
not parallel to the reference direction, could be eliminated. 
Since more than one particle could be deiected in the 80 ns PWC 
gate, all possible hit combinations were used , and if any accept-
able tracks were found these were projected downstream and pred-
icted hits in the«, Band~ planes calculated. Since all parti-
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cles were in a narrow momentum range, the maghetic field 
introduced no complications here. If there were no hits in, for 
example, the Y1 plane and exactly one in Y2, it was assumed that 
the beam was parallel to the reference direction in this plane. 
However, if both Y and Z were undefined in this way, or if there 
were many hits in a 1 plane and none in 2 (or vice versa) the 
track was rejected. If a good beam track had been found by the 
above procedure, the pulse height from the beam Cerenkov counter 
was tested again. (It had already been used in the hardware trig-
ger.) If a signal of more than a few ADC channels was found, it 
was assumed that the trigger had been generated by a muon, and not 
vetoed due to inefficiencies in the electronics. 
If an antiproton beam track had been found in the first stage, 
the downstream PWCs a, Band 7 were next examined for deflection 
of the beam particle due to an interaction. If a Y or Z plane in 
any chamber had no hits, an attempt was made to reconstruct the 
position using the other coordinate and the U plane. For reasons 
of time, we limited the hits used in each reconstruction to the 
first two in each plane, so obviously this was not always success-
ful. The basis of the deflection test was to look for hits in the 
predicted places in the Y and Z planes of the«, Band 7 chambers, 
and consider a beam undeflected if at least two of the three gave 
matches. The magnetic field was parallel to the z direction, so 
particles were deflected different amounts in y according to their 
momenta. This made tests of the Y plane coordinates a more sensi-
tive check on deflection, since even very forward tracks from an 
interaction would not follow the beam direction exactly. 
The strategy adopted, therefore, was to use the Y planes if 
possible. However, if either Y1 or Y2 signals had been missing, 
the predi~tion using the parallel beam approximation was not very 
accurate, so the Z planes were used instead. As a check on inter-
actions of the beam in the a PWC planes themselves (or in the exit 
window very close to them), a match in b~th Ya and Z« was consid-
ered to be an undeflected track. Since the tolerances used in 
defining a match were quite small, very few events were rejected 
due to having a secondary track hit the« plane in the predicted 
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beam position. However, some tracks did do that, and this 
resulted in a loss which had to be corrected for at a later stage . 
If all the tracks detected upstream were found to have matching 
undeflected hits downstream, the trigger was rejected. Otherwise, 
the predicted Za and ZY hits of deflected beams were stored in a 
track bank, and the program proceeded to the next stage. 
Once it had been found that a beam track had undergone an 
interaction, it was necessary to reject events where the primary 
vertex was in the bubble chamber entry or exit windows, or in a 
region of the hydrogen where outgoing tracks would be too short 
too measure. In a large number of cases it was not possible to 
determine the vertex position, and these events were of course 
accepted , but in others careful rejection of the unwanted frames 
made a significant reduction in the number of unusable pictures . 
As secondary tracks had unknown momenta, no attempt was made to 
fit hits in the Y planes to complicated curves in the non-uniform 
field. All work was done in the Z planes, where tracks were 
straight lines. 
Firstly, each of the Z planes in chambers a, Band Y were exa-
mined for the number of hits, real or reconstructed as described 
above. If any one of these was zero, it was impossible to find a 
vertex and the event was accepted. Otherwise each pair of hits in 
the ZY and ZB planes was considered in turn, and a straight line 
projected through them to the a plane. If a hit was found in Za 
within the required tolerance, the line was taken to be a track , 
and its intersection found with any others in the track bank . 
However, if two tracks were very nearly parallel, the errors on 
the intersection point were so large that no meaningful result 
could b~ found. If the x coordinate of the interaction was out-
s i de a r elat ively l arge nusefu l volumeu in t he chamber, this was 
considered to be a bad vertex . If it was within, then the z coor-
dinate was tested , to see that it could correspond to a primary 
vertex. If so, this was a good vertex, and the event was 
accepted; otherwise the vertex was ignored. If no good vertex had 
been found, this track was added to the track bank, and the next 
pair of points tested. 
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If a good vertex was found, the event was accepted, while if, 
when all tracks were analysed, only bad vertices had been found, 
it was rejected. If no vertex was found at all - the case, for 
example, when the only fast outgoing track had undergone a secon-
dary interaction in the hydrogen or exit window - the event was 
accepted, and a picture taken. 
As well as making the decision as to whether the frame should 
be recorded on film, the algorithm provided values for the bubble 
chamber data box to display. This information was generally 
intended to help in the scanning of the film, and included aids in 
identifying the beam track, such as the predicted position at the 
Y« plane and the vertex coordinates (if any were found), and num-
bers such as the algorithm retuin code, indicating for what reason 
the picture was taken. 
To obtain constants for the algorithm, such as the path of a 
beam track through the system, a few tens of thousands of triggers 
were written onto magnetic tape. This was done with the beam line 
set up ready for data taking. Since over 70% of the beam parti-
cles passed through the complete apparatus without interacting, we 
obtained a large sample of tracks which were undeflected at each 
plane. By histogramming the difference between the wire number in 
one plane and that in the corresponding 2 plane, the typical tra-
jectory was determined. This procedure was repeated each time the 
principal bending magnets were adjusted, for example after chang-
ing the polarity of the beam. Tolerances for matching were of the 
order of a fe w millimetres, and had been optimised previously 
using the untriggered data taken well before the run. In general, 
y tolerances were a little larger than those for z, due to the 
larger spread in positions and angles of beam particles in this 
direction: 
The algorithm performance is summarised in table 2.3. Overall, 
about 55% of pictures selected did have an interaction within the 
useful volume. More importantly, 88% of all interactions were 
correctly accepted by the algorithm. The reasons for its errors 
were twofold - failures in the PWCs, and incorrect analysis of an 
event, particularly when complicated by multiple interactions. 
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Though the program could usually cope with either a missing spark 
or a spurious one, the combination of both in one plane often 
caused an incorrect decision to be made. It should be noted that 
while upstream PWC failures caused a large part of the loss, this 
introduced no bias into the sample of events recorded. Most of 
the losses were of elastic scatters, with a very small deflection 
of the outgoing track. Corrections to the events, both elastic 
and inelastic, are described in a subsequent section. 
TABLE 2.3 
Algorithm Performance (based on untriggered rolls) 
Fraction of accepted pictures with an event 
in useful volume 
Fraction of events in visible volume accepted 
by algorithm 
Incorrectly accepted pictures 
Multiple interactions confusing vertex finding 
No hit in one or more of downstream planes 
Upstream PWC failures 
Downstream PWC failures 
Unable to find vertex , tracks near parallel, 
just outside track tolerance , etc. 
Incorrectly rejected events 
Upstream PWC failu r es 
Multiple interactions confusing vertex finding 
Failure to detect deflection 
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53% 
88% 
10% 
12% 
7% 
5% 
13% 
5.5% 
4.5% 
2% 
2.4 Run Organisation 
During the run of experiment BC64 in June 1977, 480 rolls of 
film were taken at the SHF. Each roll contained about a thousand 
frames (apart from the last in each magazine) and in total 270 
thousand pictures were taken with an antiproton beam and 160 thou-
sand with a proton beam. The numbers were chosen to be in approx-
imately the same ratio as the total cross-sections. The beam line 
was reversed after about half the required antiproton data had 
been taken, and then after half the proton data the sequence was 
repeated. Each time a film magazine was changed (every six rolls) 
a 40-frame test strip was taken, developed and scanned immedi-
ately. This was to check bubble density, illumination and the 
data box, as well as to ensure that approximately the correct 
fraction of pictures contained events. 
Most of the data were taken using the software trigger algor-
ithm described in the last section. In this mode, data corres-
ponding to all hardware triggers were written onto magnetic tape, 
but the flash tubes and camera operated according to the algorithm 
decision. Every twentieth roll was taken in "untriggered mode" -
a picture was taken for each hardware trigger. The algorithm was 
still invoked to fill the data box, so that subsequently one could 
compare the contents of the film with the prediction of the compu-
ter program. These rolls were subsequently analysed _in some 
detail to check for biases introduced by the software trigger, and 
this information was also used to develop a more sophisticated 
trigger for a later phase of the experiment. 
Also interspersed with the normal data taking in the first half 
of the experiment were some runs with a special "annihilation 
trigger". This was also intended as development data for the sec-
ond phasi~ though it was originally hoped that it might have an 
interesting physics content itself. The aim was to enrich the 
sample of annihilation events by vetoing those interactions which 
produced a fast antiproton, detectable in CANUTE. A very simple 
signature was used for an antiproton that is a signal from an 
element of the CANUTE hodoscope with no light in the corresponding 
Cerenkov cell . . Although this signal would also be generated by a 
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pion below threshold. very few particles with a momentum less than 
1.5 GeV/c actually reached CANUTE, so the effect was very minor. 
However, it was soon discovered that far too many events were 
being vetoed, and. on closer examination, that frequently more 
than one "antiproton" was observed in CANUTE. There were two ways 
in which these spurious signatures were being generated. The 
calorimeter was very close to CANUTE. and back scattering from a 
shower could easily hit the hodoscope and so fake antiprotons. 
Also. pions reacting in CANUTE, whether in the windows or in the 
dense gas. could put particles into the hodoscope which were 
either below the Cerenkov threshold or were not aligned such that 
the light produced would be collected by the mirrors and focussed 
onto the phototubes . It was therefore recognised that this simple 
identification of antiprotons was not adequate. and the sample of 
events obtained with this trigger have not been used in deriving 
any results presented here. The solution used for this problem in 
the second phase of the experiment involved using hits in the 
bending plane of the bubble chamber field when tracking fast par-
ticles. This gave both an expected position at CANUTE and an 
approximate value of momentum, so that many of the errors men-
tioned above could be avoided. 
Before, after and in the middle of the picture-taking runs, 
data were written onto magnetic tape , without using the bubble 
chamber and camera, to investigate the performance of the calori-
meter. For these runs, the beam was steered low so that particles 
entered the calorimeter at its centre. approximately horizontally. 
This positioning was guided by means of the calorimeter hodo-
scopes. A few thousand triggers were then recorded for a number 
of beam types and momenta. At 8.9 GeV/c, muons, pions and anti-
protons w.ere used, using the r.f. separator as appropriate and 
distinguishing by means of the beam Cerenkov pulse height. At 
7 .2 GeV/c, pions and electrons were available. At momenta of 
5 GeV/c and below, electrons and pions were distinguished using 
the beam Cerenkov filled with nitrogen at atmospheric pressure. 
The Cerenkov signal was in some cases used in the hardware logic, 
while in others it was simply written to tape for use in subse-
quent offline analysis. Table 2.4 lists the various beams used in 
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obtaining calibration data, and the methods ~sed for separating 
one type of particle from another. 
Momentum 
12. 0 
8.9 
7.2 
5.0 
3. 14 
1. 57 
TABLE 2.4 
Calibration Beams for the Calorimeter 
(GeV/c) particle 
n-
p 
n-
µ 
1T 
e-
1T + 
e+ 
1T + 
e+ 
n+ 
e+ 
type method of separation 
CB and r.f. separator 
CB 
CB and muon filter 
lead filter 
CB* and lead filter 
CB* 
CB* 
CB* 
CB* 
CB* 
CB* indicates that the beam Cerenkov contained nitrogen, 
rather than the normal freon. 
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Chapter III 
DATA ANALYSIS 
The data obtained from the experiment were in two complementary 
forms - bubble chamber film and associated data on magnetic tape. 
The preliminary description obtained for each event came from ana-
lysis of the film, but this was supplemented by identification of 
some particles by the external electronic detectors. The overall 
picture was therefore much more complete than it could have been 
if we had used simply a "bare" bubble chamber. 
First, the film was scanned to identify the fr ames to be mea-
sured and to provide an aid to the operators of the semi-automatic 
measuring machines. From a measurement of the curvature of tracks 
and a knowledge of the magnetic field , momenta could be assigned 
to the various particles. Using these measured momenta and 
errors. and with the constraints of energy and momentum conserva -
t i on, attempts were made to assign possible masses to the produced 
particles. Many of the possible mass assignments could be con-
firmed or rejected after an inspection of the bubble density on 
film. as a heavy particle produced more ionisation than a light 
one of the same momentum . 
uHybridisation" was the name given to the process of tying up 
bubble chamber measurements with the data from external detectors. 
The momentum estimation of fast particles, whose tracks showed 
l it t le curvature within the bubble chamber, was improved using the 
PWC s ign a ls over a conside r abl e length of t r ack. The amount of 
Cerenkov light produced in CANUTE by the passage of a charged par-
ticle was- used to identify the particle type , and neutral particle 
sho wers in the calorimeter could provide evidence of antineutrons 
or photons. Finally , a check was made to ensure that the me asured 
event was caused by t he triggering be am particle , and that this 
had no t suffered an earlier interaction upstr eam of the bubb le 
chambe r. 
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3.1 Scanning 
In order to use the information recorded on the bubble chamber 
film, it was necessary to measure the tracks of all particles 
involved in interactions in the hydrogen. The measuring was a 
lengthy process, and the film was first scanned in order both to 
speed up the measurement and also to render it more reliable in 
that the measurer was given ditails of which features were to be 
recorded on each frame. As well as this principal pre-measurement 
scan, a number of other scans were undertaken. These included 
estimation of the ionisation density of tracks, scans preparatory 
to the remeasurement of required frames and special inspections of 
a limited number of rolls to check for the reliability of identi-
fication of certain features . These scans are described in the 
sections to which they apply. 
After the scanning of the first few rolls by Andrew Simmons and 
myself, to determine various criteria and discover the problems 
involved so that instructions could be given, most of this work 
was undertaken by the scanning and measuring staff of the Cavend-
ish Laboratory. The scanning tables used had a magnification of 
about 18, giving an image very near to the original size of the 
chamber. They had the facility of film-plane digitisation, with a 
resolution of 4 µm, and were connected to a PDP 7 computer which 
recorded both digitisations and data typed in to a keyboard along-
side the table, performing simple checks on the format. Output 
from the computer was in the form of paper tape. 
3. 1.1 Description of the Film 
All three views of each event were recorded on the same strip 
of 70 mm film. However, the views corresponding to the same 
interaction were separated by some considerable distance , and the 
intervening space was occupied by the views of ten other events. 
The data box, including the roll and frame numbers, appeared 
immediately below view three of the corre~ponding event. The film 
format is shown in figure 3.1 . 
The data box contained a number of values pertaining to the 
bubble chamber operation - the roll and frame number, the magnet 
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i current, and the chamber pressure and hydrogen vapour pressure. 
Also present were the time and date and the numbers of beam parti-
cles (S1.BH) and ant iprotons (S1.BH.CB) in the current pulse. 
finally, algorithm-calculated data were displayed. These were the 
y coordinate of the triggering beam track (strictly, at the Y« 
plane), the x coordinate of the ve rtex, if this had been found, 
and codes indicating which fast trigger was accepted and for what 
reason. The data box is shown in figure 3.2. Alongside the data 
box was a data card, on which were chalked up the experiment num-
ber, the beam type cp or p) and the type of trigger used. 
The film had a dark background with white tracks. In general, 
it was very uncluttered in that there was typically only one 
interaction, with perhaps one or two uninteracting beam tracks. 
As the beam was quite broad in y (approximately across the film), 
beam tracks were usually well spaced out across the picture. A 
typical picture is reproduced, in reverse contrast, on the plate. 
3. 1. 2 Scanning Procedure 
For each frame on the film, it was necessary to find if there 
was an interaction of the triggering beam track within the useful 
visible volume. To do this, view 3 was selected (the view with 
the data box and roll-frame number) and a template was used as 
shown in figure 3.3. The template consisted of a scale at the 
entrance of the chamber, corresponding to the position of an unde-
flected beam at the Ya plane, and a rectangle indicating the fidu-
cial volume. This volume was chosen to ensure that all tracks 
from an interaction within it would have sufficient length before 
leaving the chamber for a reasonable measurement of their curva-
ture. It was somewhat small e r than the region accepted by the 
online triEger algorithm. The image of the film was moved over 
the template until the fiducial marks corresponded with crosses on 
the card. A beam track crossing the scale within five units of 
the position displayed in the data box was -then searched for. The 
tolerance of five units was obtained by histogramming the differ-
ence between the actual and recorded Y positions, and observing 
that the peak was well contained within ±5 units, with very few 
apparently genuine triggering beams outside. In about 5% of 
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frames, when either the Yl or Y2 PWC failed to fire, there was no 
predicted position displayed. In these cases, the position was 
calculated off-line, assuming the particle had been parallel to 
the reference direction, and the results provided for the scanner 
on computer printout. 
If a beam track was found which satisfied the above criterion, 
then it was e~amined closely for any interaction within the fidu-
cial volume. If none was found, the frame was skipped and the 
next examined. Occasionally, two beams within the tolerance were 
observed. In this case, if either had undergone an interaction 
this was used, but if both did the frame was rejected and a note 
made. More precise checks were made after the event had been mea-
sured to determine whether the correct beam had been selected. 
A number of features of each event were then noted as a measur-
ing code and comments. The measuring code was a description, for 
the measuring machine and its operator, of the details of the 
event to be measured. First was the number of charged outgoing 
tracks. If any of the tracks appeared to stop within the hydro-
gen, this was also recorded. Since we could only observe one 
stereo view at a time, it was difficult to be sure whether a track 
had in fact stopped, rather than left the chamber through the 
piston or front glass. Sometimes, tracks could be oberved to go 
slightly out of focus if the latter was the case. Therefore, any 
positive track which appeared to stop, was more than minimum ion-
ising and had a projected length of less than 15 cm was noted. 
Secondary interactions were then indicated. If the secondary 
was potentially an elastic scatter (i.e. if it was a two-prong 
interaction with the outgoing tracks on opposite sides of the line 
of the incoming track) this was part of the code; otherwise only a 
comment was made. A comment was also recorded for any track which 
could be identified as that of an electron (from a Dalitz pair 
arising from the decay of a neutral pion) .by the fact that it spi-
ralled many times without decaying. Tracks from decaying parti-
cles were recorded in three fashions. If the track showed the 
characteristic pion w-µ-e signature, this was recorded as a com-
ment. Otherwise a template was used to identify hyperon decays, 
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which were to bi measured and so were added to the code as a "D". 
Other decays were included in the comment. The use of the temp-
late is described below. 
After the main vertex and its connected tracks had been exa-
mined, the rest of the frame was scanned for associated features. 
Any neutral particle decays or photon conversions C"Vs") were 
noted in the ~easuring code if they pointed to within 3 cm of the 
primary vertex. Finally, neutral particle interactions with 
hydrogen nuclei, producing a "star" with an odd number of tracks, 
were recorded. 
Since the measuring code was to be used to describe features to 
be measured, if a secondary interaction or decay was close to the 
edge of the picture the indication was added only to the comment, 
rather than to the code itself. This was done if the scatter or V 
was less than 10 cm from the edge of the chamber. The restriction 
did not apply to neutral "stars", as only the ver tex position was 
measured in this case, and not the outgoing tracks. Finally, any 
remarks which might aid the measurer were added to the comments. 
For most frames, the event could be described simply by looking 
at view 3. However, if any feature was unclear or obscured, the 
scanner wound the film back to views 1 and 2 to clarify the prob-
lem. 
The above information was both recorded on paper and typed into 
the computer. The computer also received a rough digitisation of 
th~ x coordinate of the primary vertex. This was obtained simply 
by lining up the film fiducials with crosses on the template, 
pressing the digitisation button, then moving the film stage so 
that the image of the vertex lay on the entrance scale line and 
touching ~he button again. The first time the button was used, a 
counter was cleared, and then the contents of the counter were 
incremented in proportion to the distance moved. The second use 
of the digitisation button transmitted the new values to the com-
puter. Although in principle both x and y coordinates of the ver-
tex could have been recorded like this, they value was already 
known from PWC data, so only x was needed. Output consisting of 
- 37 -
the roll and fra~e number, the vertex digitisation, the measuring 
code and comments was punched onto paper tape. This was used as 
input for a later computer program to aid the measuring machine. 
The Hyperon Decay Template 
The curvature of a charged particle travelling perpendicular to 
a magnetic field B with momentum p has a radius given by 
r = p/Be Cin S.I. units) 
Now if the particle travels for a proper time t 0 , the distance 
gone is 
s = ~tov = pto/mo 
So, referring to figure 3.4a, 
s toBe 
2a. = = 
r 2mo 
Therefore, if a particle is produced at A and decays at B, after a 
proper time t 0 ', it will cross line AC if t 0 ' > to, and not other-
wise, independent of its momentum. So, choosing t 0 to be Sr Cr 
being the proper mean lifetime), and evaluating for r- particles 
with er= 4.45 cm, m0 = 1. 197 GeV/c 2 and B = 18.26 kG, we find 
a.= 50.9 mrad. 
The values of cr/m 0 for r-, r+ and charged kaons are 3. 7, 2.0 
and 752 c 2 cm/GeV. Thus, with the above value of a., 99.3% of r-
tracks would lie entirely within the area between AB and AC, as 
would almost all r+ tracks. However, only 2.4% of decaying K 
tracks would not cross line AC. figure 3.4b shows the appearance 
of these cases. Thus, by using such a template, positioned so 
that the production vertex of the decaying track lies at the apex 
and the decay lies on one of the lines, practically all hyperons 
which decay in the chamber can be identified. 
3. 1. 3 Untriggered Fi Im 
The scanning of the untriggered rolls was broadly similar to 
that for the normal film, except that al~ beam tracks were noted, 
together with their exact position of entry to the chamber. Also 
noted were any features which could have caused problems to the 
algorithm, for example if there was as interaction in the entry 
window follow~d by a secondary within the chamber. 
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3. 1. 4 Scanning Efficiency 
For various reasons, not all events which satisfied the cri-
teria described above for interactions on tagged beams were con-
tained in the output from the computer. The most common cause was 
that the operator failed to notice an event, ~nd one would expect 
this to occur more often for a low multiplicity event Ca zero or 
two-prong) than for a more spectacular interaction of high multi-
plicity such as an eight-prong. Also, the scanner might misread 
the entrance scale when checking for a triggering beam. A less 
frequent loss of events was due to failure of the computer, when a 
partially filled buffer would not be punched onto tape. As well 
as missing a complete event, another error was when the scanner 
did not see a V or neutral star, perhaps because it was a long way 
from the primary vertex. Clearly these losses would bias the sam-
ple of measured events and must be corrected for. 
To determine the scanning efficiency as a function of multipli-
city, a second scan was performed on about a third of the rolls, 
both antiproton and proton. The scanning procedure was identical 
to that used in the first scan except that the vertex was not pre-
digitised. From a comparison of the results of the two scans, 
with some simple assumptions, the efficiency can be obtained. 
If, for a given category of events, for example a certain 
multiplicity, n1 events were found on the first scan, nz on the 
second and n12 on both, the scanning efficiency is obtained as 
follows. Considering the sub-sample of events found during scan 
2, the efficiency of the first scan, 7) 1 , is equal to the fraction 
found, and the errors are given by the binomial distribution. 
n,z n,z [ r ,z 7) 1 = ± 
nz nz n,z nz 
n12 n,z [ f '2 '7)z = ± 
n, n, n,z n, 
Two important assumptions are contained ' in this calculation. 
The first is that the probability of finding an event in one scan 
is independent of that for the other. This is clearly not true in 
the case of elastic scatters, where the chance of finding the 
event on either scan is reduced when there was very little momen-
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tum transfer in the interaction. For this reason, and others, 
elastic events were corrected in a different way as described 
later. For other events, the approximations made in this supposi-
tion are not very great. 
The second assumption is that the only inaccuracy in a scan is 
the loss of events. If, for example, an event is recorded with 
the wrong frame number, this appears to be the loss of two events 
Cone from each scan), so giving too low an apparent efficiency for 
the other scan. Similarly, if an event is noted when it is not on 
a triggering beam this will also lead to a low estimate of the 
efficiency. To remove this effect, a ucheck scanu was perf ormed. 
The information from the first scan was compared with that from 
the second, and where there was a discrepancy - an event missed 
completely on one scan, or Vs or neutron stars not present in both 
- the frame number and measuring codes were printed. These frames 
were then rescanned to determine which of the first two scans had 
been correct. Only genuine events and features were then used to 
calculate scanning efficiencies. 
Table 3.1 shows the scanning efficiencies as a function of 
multiplicity. The efficiency for two-prong events refers only to 
inelastic events, and was obtained in a slightly different way 
from that for the other multiplicities as described later. The 
efficiency for finding secondary vertices is also given in the 
table. It should be noted that the above method gives only a 
lower limit on the efficiency for Vs, and an improved method is 
discussed in the chapter on neutral particle production. 
It can be seen from the table that the efficiency increases 
with rising multiplicity, as should be expected, and is approxi-
mately the same for antiproton and proton interactions . The scan-
ning efficiency was consistently lower for the second scan than 
for the first. The most likely explanation for this is that the 
scanner was not asked to digitise the vertex for the second scan. 
It was therefore possible for her to note the event on paper but 
fotget to type it in to the computer. As measuring was based on 
the first scan, it is the efficiency pertaining to that scan which 
is needed to make corrections to the events. 
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TABLE 3. 1 
Scanning Efficiencies 
Antiproton film 
Overall 
Multiplicity 0 
Multiplicity 2 (inelastic) 
Mu l t i p l i c it Y 4 
Mu l t i p l i c it Y 6 
Multiplicity 8 
Multiplicity 10 or greater 
Vs 
Charged decays 
Neutron stars 
Proton fi Im 
overall 
Multiplicity 2 (inelastic) 
Multiplicity 4 
Multiplicity 6 
Multiplicity 8 
Vs 
Charged decays 
Neutron stars 
Scan 1 
0.986±0.001 
0.973±0.008 
0.989±0.003 
0.993±0.002 
0.993±0.002 
0.992±0.004 
1.0 ±0.01 
0.951±0.007 
0.823±0.032 
0.904±0.025 
0.984±0.002 
0.990±0.003 
0.986±0.003 
0.990±0.006 
1.0 ±0.03 
0.979±0.009 
0.946±0.033 
0.944±0.034 
3.2 Measuring and Geometrical Reconstruction 
3.2.1 Sweepnik Measurement 
Scan 2 
0.976±0.001 
0.945±0.011 
0.980±0.003 
0.979±0.003 
0.985±0.003 
0.982±0.007 
1.0 ±0.01 
0.940±0.007 
0.806±0.038 
0.842±0.030 
0.979±0.002 
0.982±0.003 
0.986±0.003 
0. 977±0. 009 
1.0 ±0.03 
0.958±0.012 
0.855±0.045 
0.895±0.041 
Frames which had been selected by the scanners were measured on 
a semi-automatic measuring machine known as Sweepnik, online to a 
PDP 15 computer. The operator and machine were guided by an input 
tape, containing a summary of what was to be measured. This con-
sisted of the frame number and measuring code as entered at the 
scanning table, with a pre-digitisation of the vertex position 
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computed from the PWC data and the digitisati6n from the scanning. 
from the measuring code, a data structure was built up containing 
a list of all vertices and tracks to be measured, together with 
reference links showing how the various subsidiary features were 
related to the main vertex. The actual measurements were then 
attached to this structure. 
The principle of operation of the Sweepniks is described in 
detail in reference [25], and only a brief account is given here. 
The film is probed by a rotating line of laser light, and the 
pulse obtained by the line crossing a track is processed in such a 
way as to enable the machine to centre the rotation on the track 
and determine its direction. The probe then moves along the 
track, continuously updating its direction prediction, and record-
ing coordinates as it follows the particle's path. To prevent the 
laser probe from being "derailed" where two tracks cross at a 
shallow angle, the recorded coordinates were required to lie on an 
approximate circle. To cope with differing bubble densities, 
track lengths and curvatures, the Sweepnik automatically varied 
its probe line length and radius to obtain the clearest signal it 
could. 
The operator started the measurement of an event by carefully 
positioning the probe on the primary vertex (after it had moved to 
the approximate position as indicated by the input tape predigiti-
sation) using crosswires imposed on a magnified television image 
of the film. Sweepnik then tried to measure all tracks radiating 
from this vertex, keeping a careful check that no track was mea-
sured more than once. If it failed to find all the tracks, the 
operator steered the probe to the missing tracks. After the pri-
mary vertex, subsidiary vertices - stops, D's, V's and neutron 
stars - we.re measured, along with their tracks, if any. At any 
time, the operator could add features not present on the input 
tape, and delete or change any erroneous part of the code. 
Before each event was measured, a predefined set of six to 
eight of the fiducial marks was measured. This was done to deter-
mine the absolute position of the event on film, and to detect any 
rotation, stret~hing or other distortion of the film. Also, after 
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each vertex measurement, one fiducial was remeasured to ensure 
that the film had not slipped and the Sweepnik interferometers had 
not lost counts during the measuring. If the primary vertex was 
found to be outside a fiducial volume defined to be slightly smal-
ler than that used in scanning, the event was immediately deleted, 
and the next required frame selected. 
All three views of each event were measured in the same way. 
Once one view had been measured, the coordinates were used as pre-
digitisations for the others, enabling Sweepnik to find tracks on 
the second and third views much more quickly. When all the fea-
tures of an event, whether contained in the input tape or added by 
the operator, had been digitised, the film was automatically wound 
on to the next frame to be measured. Measurement proceeded 
sequentially along the film, the values for one view of an event 
being buffered until the next corresponding view was to be exa-
mined. Once all three views of any event had been processed, a 
record was written to an output tape, consisting of the coordi-
nates of vertices, track points and fiducial marks. 
3.2.2 Event Reconstruction 
The output from the Sweepnik measuring machine was a set of 
coordinate points in the Sweepnik coordinate system. These were 
transformed into a machine independent form by the program VES-
PERS, written by Or. David Munday. As well as applying a scale 
change, it was necessary to remove the non-linear distortions 
introduced by the measuring system. These were determined by the 
periodic measurement of a very accurately engraved graticule, and 
the necessary transformation was then applied to all measured 
coordinates to remove the distortions. Another change was neces-
sary to the data before they could be received by the geometry 
program. It often happened that tracks were measured in a differ-
ent order on the three views of an event, and this would have pre-
vented their reconstruction in space. Tra~k coordinates were 
therefore reordered by the program MATCH, written by Dr. David 
Ward, after it had determined which tracks on one view were most 
likely to correspond with those on another. 
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The geometry program used was the Rutherford Laboratory product 
HGEOM [26), modified for a number of experiments at Cambridge. 
The input to this, as well as event measurements, was a descrip-
tion of the optical setup at the bubble chamber - the surveyed 
positions of the cameras and the fiducial marks, the thickness and 
refractive index of the glass, hydrogen etc. For each view of an 
event, the measured fiducial positions were used to determine the 
film rotation and stretch, and so it was possible to apply a 
transformation to remove these distortions from all the measured 
points on the view. The trajectory of the particle was parame-
trised as an approximate helix in space, with corrections for the 
slowing down of the particle as it traversed material. The pro -
gram then attempted a least-squares fit of the measured points to 
a projection of this helix on to the film planes. Since the 
energy loss of a particle in the hydrogen depended on its mass, 
the low momentum tracks had fits attempted for K, n and p masses 
(and, at very low momenta, the electron mass was used too). For 
higher momenta, only the kaon fit was used, but error matrices 
were still evaluated for n and p, based on this fit. 
3.2.3 Quality of Measurement 
Because of the online checks in the Sweepnik program, most 
tracks were well measured, as can be seen from the histogram of 
RMS helix fit errors shown in figure 3.5, which peaks at three to 
four microns. A few tracks, however, were badly measured, and in 
some cases they could not be reconstructed by the geometry pro-
gram. Slower tracks are more affected by multiple Coulomb scat-
tering in the hydrogen, and therefore one would expect the helix 
fit errors to be greater for these tracks. This is confirmed by 
figure 3.6, a scatter plot of the error against measured momentum. 
Therefor~. a momentum dependent cut was imposed to define the max-
imum acceptable helix fit error. 
Table 3.2 shows the measuring efficienyy after this first pass 
of measurement. The average efficiency is 91.2X for antiproton 
and 93 . 0% for proton film. Not surprisingly, those events with 
more tracks have a higher probability of failing to be measured 
adequately. This introduces some degree of bias, so it was 
decided to remeasure all events which failed in the first pass . 
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3.2.4 Remeasurement 
Before a second pass was undertaken, a search was conducted for 
all the events lost after scanning, by comparing the scan output 
with the measured events. This nremeasures scanu was organised by 
Andrew Simmons. All events which had not been measured satisfac-
torily were examined at the scan table to determine whether they 
had been rejected correctly, because the vertex was outside the 
fiducial volume for example, or whether they still needed measur-
ing. If an event was difficult to measure because a secondary 
vertex coincided with a primary track on one view, a comment was 
made to warn the measurer. The vertex was predigitised in the 
same way as in the first scan, and a Sweepnik input tape produced. 
The missed or badly measured events were then remeasured on Sweep-
nik. The average efficiency for this second pass of measurement 
was somewhat lower than in the first pass - 80.9% for antiproton 
and 84.2% for proton film. This was to be expected, as the mea-
sured events were richer in both high multiplicity events and the 
difficult features to measure which had caused them to fail the 
first time. After both passes of measurement the mean efficiency 
was over 98%, varying from 99.2% for low multiplicity events to 
81% for 10 and 12-prongs, as is detailed in table 3.2. For a 
given multiplicity, the measuring efficiency was very nearly the 
same for both types of film. 
3.3 Kinematic Fitting 
In many cases it was only possible to identify individual par-
ticles produced in an interaction from a knowledge of the Cerenkov 
light or ionisation they produced. Sometimes, however, the iden-
tity of all particles produced at the interaction vertex could be 
determined. The measured momenta of the tracks were known, 
together with the errors on these quantities. Momentum and energy 
must be conserved in the interaction, and it was possible to 
hypothesise masses for the particles and then do a least-squares 
fit of the measured parameters subject to these constraints. In 
this way, the probability of observing the measured values (if the 
hypothetical masses were correct) was found, and so one could have 
an idea of the likelihood that the original assumptions were true. 
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TABLE 3.2 
Measuring Efficiency 
Pass 1 Pass 2 Overall 
Anti[!roton .Film 
All 0.912 0.809 0.983±0.001 
Multiplicity 0 0.946 0.847 0.992±0.002 
Multiplicity 2 0.933 0.886 0.992:!:0.001 
Multiplicity 4 0. 917 0.858 0.988±0.001 
Multiplicity 6 0.885 0.817 0.979±0.002 
Multiplicity 8 0.747 0.519 0.878±0.008 
Multiplicity 10 0.680 0.409 0.811±0.026 
Multiplicity 12 0.500 0.625 0.813±0.097 
Proton Film 
All 0.930 0.842 0.990±0.001 
Multiplicity 2 0.942 0.883 0.993±0.001 
Multiplicity 4 0.918 0.858 0.988±0.001 
Multiplicity 6 0.888 0.864 0.985±0.003 
Mu U i p 1 i city 8 0.73 0. 41 0.84 ±0.04 
Mu 1 t i p l i c it y 10 1. 1. 
Fitting was performed by the Rutherford Laboratory program 
KINEMATICS 127], and two different types of fits were attempted. 
If only charged particles were produced, a four constraint C4C) 
fit could be tried. If, however, one neutral particle (of known 
mass) was present neither its energy nor its momentum vector was 
known, though the relation between them was . In this case, only a 
one constraint ClC) fit was possible. 
Since the beam track measured on film was often very short, it 
was not possible to obtain a good measured value of the beam 
momentum. Our estimate of the mean and standard deviation of this 
value was therefore determined using fits to elastic scatters in 
the chamber, and then these quantities imposed on all events . The 
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replacement of the measured by the standard values was in fact 
done in HGEOM. The determination of the beam momentum was done by 
Andrew Simmons, and is described in reference [16]. If the 
stretch quantity for a quantity X with error Eis defined by 
Xmeas - Xfitted Stretch function(X) = 
v(E 2 meas - E2 fitted) 
then it should have a mean of zero and a standard deviation of 
one, if there are no systematic errors. If X is taken as the beam 
momentum in elastic fits, it was found that the above conditions 
could be achieved if the "measured" values used were 
8.80 ± 0.12 GeV/c 
8.76 ± 0.11 GeV/c 
for antiproton film 
for proton film. 
The hypothesised masses used in the kinematic fits for the main 
vertex were those suitable for non-annihilation and annihilation 
reactions not involving strange particle production. For the pro-
ton film, the annihilation hypotheses were still included, even 
though not physically possible, to give an indication of the like-
lihood of spurious annihilation fits in the antiproton data. 
Throughout the analysis, the treatment of the two samples of data 
was kept as uniform as possible to avoid introducing different 
biases in the two cases. 
This dissertation is concerned with inclusive particle produc-
tion, exclusive channe l s having already been covered · in some depth 
[16). The relevant information derived from successful kinematic 
fitting was thus the identification of individual particles. The 
4C fits have been shown [16] to be very reliable. They were also 
useful therefore as a check on the efficiency and reliability of 
other forms of complementary particle identification. The 1C fits 
were contaminated with incorrectly fitting events, and many cuts 
had to bi .applied before they could be used to identify particles 
reliably. These cuts are described in section 4. 1. 
The identification of neutral particles decaying in the chamber 
to produce visible Vs was also made by kinematic fitting to vari-
ous hypotheses. This is discussed in the chapter on neutral par-
ticle production. 
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3.4 Ionisation Scanning 
The ionisation produced by a charged particle passing through 
matter is a function of its velocity. Therefore a knowledge of 
both the curvature and bubble density (which is approximately pro-
portional to the ionisation) should determine bo t h the momentum 
and the velocity, and so the mass, of the particle producing the 
track. In practice, determination of the bubble density on film 
taken at the SLAC chamber is not at all easy . At hig h momenta, 
the difference in ion i sation density ior different species is very 
small: At very low momenta, it is again difficult to determine 
the bubble density , though for ieasons which are much less clear. 
Tracks which are known to have an ionisation density ten times 
that of a minimum ionising particle frequently had an apparent 
bubble density of only twice the beam track. It has been sug-
gested that thi~ effect could be due to bubbles merging together 
or to opti cal effects, with the sequence of bubbles producing dif-
fraction fringes. It was sometimes possible to distinguish these 
very heavily ionising tracks by other qualitative features of 
their appearance - they often looked considerably broader than the 
lower ionising tracks with a similar apparent bubble density. The 
ability to do this only came with some experience, and after scan -
ning of a few rolls by physicists the work was done by the labora-
tory's best scanners. 
The geometry/kinematics output was read by a modified version 
of the Rutherford Laboratory program JUDGE (28], containing addi -
tional routines to decide which tracks shoul~ be scanned. If . the 
predicted ionisation for any two mass interpretations (usually p 
and u, occasionally also e) differed by at least 0-5 relative to a 
minimum ionising particle, this track was to be scanned. The kaon 
values were not used, as they were often too close to those for 
pro t on or pion . We did not scan negative tracks fo r antiprotons 
as there were rather few of these with a momentum of less than 
( .5 GeV/c. Therefore negative tracks wer~ only examined if the u-
and e- ionisation predictions differed by at least 0. 5 . The scan-
ners were provided with a printout of the track numbers , the pos-
sible mass codes and relative projected bubble deniities in the 
film p l ane. To identify the tracks to be scanned, a drawing of 
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events of interest was made on a plotter, using a program 
developed by Andrew Simmons. This not only numbered the tracks 
but also drew those to be scanned in a different colour from the 
rest, to make the scanning as easy and rapid as possible. The 
track number and selected mass code were then typed in to the com-
puter if an identification could be made. This information was 
later incorporated into the kinematics records. 
The efficiency and reliability of ionisation scanning can be 
checked using unique 4C fits. Table 3.3 shows, for tracks in 4C 
fitted inelastic events with a fit probability greater than 1%, 
the fraction of tracks correctly identified by ionisation scanning 
for a number of momentum ranges. As stated above, the efficiency 
is rather low for very slow protons, but this is not as serious as 
it may seem as most of these tracks can be identified from the 
relationship between momentum and range, or from the helix fit 
errors associated with the mass dependent fits. Tracks where 
there was only one successful helix fit are not included in the 
analysis, as no ionisation scanning needed to be done. 
Occasionally the scanner would misidentify the particle type. 
Table 3.4 shows, for the same event sample, the fraction of tracks 
called protons Cpions) by the ionisation scanner where the fit 
reveals the particle to be a pion (proton) . Clearly the errors 
are severe enough to require correction at a later stage in the 
analysis. Because of the rapid increase in the number of tracks 
incorrectly called pions by ionisation scanning above 1 GeV/c , a 
cui on this identification was imposed at that momentum. It 
should be stressed, however, that table 3.4 strongly overestimates 
the true errors in the ionisation scanning. The sample of events 
used contains only a small number of pions. Therefore a small 
fraction of the protons being called pions produces a large appar-
ent contamination of the "identified pions" which is not true for 
the total set of events. Similarly, the large apparent errors in 
proton identification occur in the region where most protons are 
identified by means other than ionisation scanning. The true 
overall efficiencies and reliabilities of particle identification 
are presented in the next chapter. 
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TABLE 3.3 
Ionisation Scanning Efficiencies 
Momentum (GeV/c) protons pions 
0.0 0. 1 0.0 ±0.25 0.87±0.05 
0. 1 0.2 0.36±0.05 0.91±0.02 
0.2 0.3 0.49±0.08 0.98±0.01 
0.3 0.4 0.94±0.02 0.92±0.02 
0 .4 0.5 0 . 94±0 . 02 0.94±0.02 
0.5 0.6 0.95!0.02 0.94:!:0.02 
0.6 0.7 0.93±0.02 0.95±0.02 
0.7 0.8 0.88±0.03 0.90±0.02 
0.8 0.9 0.83±0.04 0.97±0.02 
0.9 1. 0 0. 78±0.05 0.88±0.02 
1. 0 1. 1 0. 73±0.05 0.95±0.03 
1. 1 1. 2 0.52±0.07 0.94±0.03 
1 . 2 1. 3 0.50!0.07 0.96±0.03 
1. 3 - 1. 4 0.22±0.07 0.40!0.07 
3.5 Hybridisa tion 
The next stage in the analysis of the data was the use of the 
downstream electronic detectors to improve our knowledge obtained 
from the bubble chamber measurements. The two main achievements 
were the improvement in the estimate of the momentum of fast 
tracks and the identification of those charged particles which 
reached the Cerenkov CANUTE. This work was done jointly by the 
two research students involved in the experiment, Andrew Simmons 
being primarily concerned with the tuning of constants for the 
momentum improvement, while I worked on the fast particle identi-
fication. 
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TABLE 3.4 
Errors in Ionisation Scanning as determined by 4C Fits 
identified as identified as 
Momentum (GeV/c) [!rotons [!ions 
0.0 0. 1 0 . 0. 
0. 1 0.2 0. 17 :!:O. 06 0.003:!:0.003 
0.2 0.3 0. 1 1 :!:O. 06 0.006±0.004 
0 . 3 0.4 0.01 :!:O.01 0.004:!:0.004 
0.4 0.5 0.02 :!:O . 01 0.04 ±0 . 01 
0.5 0.6 0.01 :!:O.01 0.05 :!:0.02 
0 .6 0. 7 0.03 ±0.01 0.05 ±0.02 
0.7 0 . 8 0.03 :!:O. 02 0. 11 :!:O. 03 
0.8 0.9 0.01 ±0.01 0. 18 ±0.04 
0.9 ,. 0 0.04 ±0.02 0. 17 ±0.04 
, . 0 ,. 1 0.03 ±0.02 0.28 ±0.05 
1. 1 ,. 2 0.06 ±0.04 0.31 ±0.05 
1 . 2 1. 3 0.04 ±0.04 0.35 :!:O. 05 
,. 3 ,. 4 0. 0.38 ±0 . 08 
3. 5. 1 Momentum Im[!rovement 
Fast tracks have only a small curvature in the bubble chamber 
magnetic field. Therefore momentum measurements from the film 
alone. though quite reasonable, do not have errors as small as we 
would like. The downstream PWCs sample the tracks over a consid-
erable path length, and so enable us to make a new estimate of the 
particle~s momentum. The computer program we used to perform this 
was obtained from Imperial College, and has been substantially 
modified by Andrew Simmons and myself. It is based on an original 
method by George Chadwick, described in a 'SLAC bubble chamber note 
[ 29]. 
full details of the methods involved have been described previ-
ously [16, 30], and only a summary is given here. We have two 
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sets of measurements for a given track. those from the bubble 
chamber and those from the PWCs. Though it would be possible to 
perform one least-squares fit to all these measurements, this has 
already been done for the bubble chamber data. and it is easier to 
use the values so obtained as a starting point for a fit involving 
the PWC data. 
The bubble chamber track to be hybridised was swum through the 
magnetic field from the production vertex to each wire plane in 
turn. the multiple coulomb scattering and derivatives of the pred-
icted (y,z) coordinates with respect to the track parameters being 
calculated at the same time. At each plane, the PWC hit coordi-
nates corresponding to this track (if any) were found, and so the 
deviation of the measured point from its predicted value was 
obtained. The Y and Z planes of the PWC were used. if possible, 
but if one of these gave no signal, the diagonal U plane was used. 
The error matrix was then calculated. This was dominated by 
coulomb scattering and errors in the PWC measurements. The latter 
were due to the plane setting errors and the finite wire spacing. 
implying an error of ! 1 / 2 the wire separation, with a uniform dis-
tribution. If the U plane had been used. correlations were intro-
duced into the matrix. Using this error matrix, the matrix of 
derivatives of predicted positions with respect to the track par-
ameters and the deviations at the PWCs. a new track vector was 
calculated, along with the change in x 2 of the complete fit. If 
the new value of x2 was too large, the fit was rejected on the 
grounds that the particle had probably undergone scattering as it 
left the chamber. 
The calculation of position in space from the PWC wire numbers 
was greatly simplified by the fact that the PWC Y and Z planes 
were very nearly parallel to the bubble chamber coordinate axes. 
To determine what slight rotations there were. the deviations in y 
at a plane were plotted as a function of 2, and by this method 
they were found to be less than 0 . 2° in all cases . In the same 
way, the rotations of the Zand U planes were calculated and 
incorporated into the interpretation of wire hits as positions in 
space. The origins of the planes in bubble chamber coordinates 
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were determined from the deviations of the outgoing antiproton 
tracks from elastic scatters, the fitted track parameters being 
used as these gave the best estimate of momenta. 
There was no advantage to be gained in hybridising tracks with 
a momentum less than 1.5 GeV/c as these were already well measured 
on the film. In the region between 1.5 GeV/c and 3.0 GeV/c, it 
was found that the distributions of deviations at the Y (and U) 
PWC pl ane s were not symmetrical, and this is believed to be due to 
errors in the magnetic field map outside the chamber. The effect 
becomes more pronounced at lower momenta and towards the edges of 
the planes, where the field is least well known. It was therefore 
decided to hybridise only those tracks above 3 . 0 GeV/c. Hybridi-
sation was also not attempted for tracks which had less than three 
of the possible six PWC coordinates available. The majority of 
hybridised tracks used all six planes. 
A number of checks were performed to ensure that the hybridisa-
tion process was operating correctly. The x2 distribution from 
the fits was found to be close to that predicted for the appropri-
ate number of degrees of freedom (between three and six). The 
sample of elastic fits was used for extensive tests. Very nearly 
all events which fitted as an elastic scatter before hybridisation 
continued to do so afterwards. figure 3. 7 (taken from ref. [16)) 
shows the percentage error on momentum for the antiprolon both 
before and after hybridisation. The distribution of measured 
momenta had very nearly the same mean, but a considerably reduced 
width, after hybridisation. To ensure that there were no undesir-
able momentum dependent effects, similar tests were also carried 
out with other 4C fitted channels. In all aspects, we were 
encouraged to believe that the hybridisation process was working 
as it should. 
After hybridisation, the data were passed once more through 
KINEMATICS. Kinematic fits were attempted for all events which 
contained tracks which had been hybridised, using the new track 
va[ues. 
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The improvement in momentum determination brought two signifi-
cant advantages. firstly, it enabled a more accurate determina-
tion of the distribution of these tracks in terms of rapidity, 
Feynman x etc. More importantly, however, it could lead to a 
reduction in the number of spurious C1C) fits, where the bubble 
chamber measurements alone were insufficiently accurate to prevent 
wrong mass assignments from fitting successfully. 
3.5.2 Particle Identification in CANUTE and uclean Eventtt Cuts 
A large number of fast particles entered the Cerenkov counter 
CANUTE, and by comparing the light observed with that expected for 
pion, kaon and antiproton of the appropriate momentum, identifica-
tion of the particle could often be achieved. Since the Cerenkov 
counter was cellular, it was frequently possible to identify more 
than one particle in a given event , provided two did not enter the 
same region of CANUTE. 
To ensure that the CANUTE information was useful and reliable, 
it was necessary to check that the particle under investigation 
did reach the Cerenkov without secondary interaction - that there 
was an adequate number of hits recorded by the wire planes along 
the predicted path of the particle. It was also necessary to 
check that there were no other particles entering the same part of 
CANUTE. This involved ensuring that other measured tracks were 
not projected to reach the same cells, and also that there were 
not extra hits in the wire planes, unaccounted for by the measured 
tracks, due to secondary interactions or time accidentals. In 
this way, ttcleantt events could be selected - that is, those events 
with reliable Cerenkov information for all tracks heading towards 
CANUTE. 
Clean Events 
In distinguishing non-annihilation from annihilation events, it 
was important to maximise the probability · of detecting all baryons 
and antibaryons present. Clearly, if some of the particles under-
went a secondary interaction, the detection of antiprotons or 
antineutrons would be hindered , and a possibility would be to 
reject a ll events where such interactions had occurred . For this 
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reason, as well as the simpler one of interpreting the CANUTE 
information for a given event, much effort was placed in the 
definition of cuts to select "clean" events - those where there 
was no evidence of either a charged or a neutral particle undergo-
ing a secondary interaction. 
In fact, it was decided that the strategy of rejecting all 
"unclean" events was too drastic. Not only would this reduce the 
statistics available quite severely, but also it would introduce 
biases into the remaining events. Each event has a probability of 
being rejected equal to the chance that one of its fast tracks 
interacted. Even though the cuts finally chosen did not change 
the multiplicity distribution very much, there was no reason to 
assume that, within a given multiplicity, the various classes of 
events would be equally affected. Also, the chance of detecting, 
by some means, at least one of the baryons in a non-annihilation 
is quite good. Therefore, the cuts were not used in the final 
event sample. However, the "clean" events were invaluable in 
understanding the performance of downstream detectors, and their 
definition was worthy of some care. 
In the hy}idisation program each track measured on film and 
leaving the bubble chamber exit window was swum through the down-
stream system if its momentum was greater than 1.5 GeV/c. At each 
PWC the position of the particle was predicted and a hit looked 
for within a certain tolerance of this in each of the three planes 
' Y, U and 2. If found, this was noted. If either Y or 2 was miss-
ing, an attempt was made to reconstruct this using the U plane, 
subject to the same tolerance . If the predicted position was 
within the physical limits of the PWC and a Y or 2 hit had not 
been found by this procedure, the miss was noted. The tolerance 
used was 11 mm per metre downstream from the bubble chamber centre 
- ie 9 mm at the« and 24 mm at the~ chamber. This tolerance is 
rather larger than that acceptable for hybridisation, as small 
angle scatters do not prevent particle identification, even though 
they would disturb the momentum determination. The track was then 
swum on to the plane of the CANUTE hodoscope. If there was no hit 
within 5 cm of the predicted position (if this was within CANUTE), 
its absence was noted. 
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It was now possible to decide if this was a "good tracku, or if 
it had undergone a secondary interaction en route. A perfect 
track would have no Y/Z misses and a hodoscope hit. To allow for 
PWC inefficiencies, we insisted on no missing hodoscope signal and 
no more than two Y/Z misses. (That is, a hodoscope hit and at 
least four Y/Z hits if the track was within the boundaries of the 
wire planes and CANUTE.) If these criteria were not met, this was 
a bad track, and an "unclean event" flag was set; no identifica-
tion could be attempted for this particle using CANUTE data. 
At the end of the event, excess hits were counted. The number 
of hits accounted for at each plane was evaluated, and subtracted 
from the multiplicity in that chamber to give the number in 
excess. The same was done for the CANUTE hodoscope. Qualita-
tively, a large number of excess signals implied a messy event, 
with accidentals possibly interfering with wanted signals from 
CANUTE and the calorimeter. A small number (or even a larger num-
ber limited to one plane) could simply be spurious wire or ampli-
fier triggering. It was important to choose a sensible limit to 
what would be allowed, so as to retain a reasonable sample of gen-
uinely clean events. Various criteria were tried, and the results 
examined in detail. It became apparent that if there was more 
than one extra hit in the CANUTE hodoscope there had probably been 
an interaction in or before the Cerenkov. However, if the CANUTE 
hodoscope showed only one extra signal with no wire plane extras 
this was probably caused by back scattering from an interaction in 
the calorimeter. Similarly if there was only one extra particle 
passing the~ triplet with no hits unaccounted for in the hodo -
scope this was most likely to be a track missing CANUTE. 
for a clean event, I therefore insisted that 
• all tracks of momentum more than 1.5 GeV/c passed through 
the downstream system with no miss in the appropriate CANUTE hodo-
scope element and not more than two wire plane misses. 
• the sum of extra hits in the hodoscope and the~ triplet 
was no more than one. 
The number of extras in a chamber was defined as the median of the 
Y, U and Z excesses, to allow for inefficiencies and spurious 
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hits. Evidence of extra tracks passing the a and B PWCs but 
reaching neither the 7 chamber nor the CANUTE hodoscope was 
ignored. 
In the remainder of this work, any references to clean events 
will imply the above criteria. The fraction of events passing 
these requirements is shown in table 3.5 for both types of beam 
particle. A l~rger fraction of pp events are clean, as the inter-
action cross section for the outgoing fast baryon is smaller than 
that for the fast antibaryon in ~p non-annihilations. 
TABLE 3. 5 
Fraction of Events Passing Clean Event Cuts 
fr£ £.e. 
Overall 55.9% 66.3% 
Multiplicity 0 58.9% 
Multiplicity 2 59.2% 69. 1% 
Multiplicity 4 52.6% 62.0% 
Multiplicity 6 52.7% 63. 1% 
Multiplicity 8 56. 2% 56.6% 
Multiplicity 10 57.0% 
Multiplicity 12 38.5% 
Particle Identification 
CANUTE information was also used in two stages, on a track and 
an event basis. For each bubble chamber track which was success-
fully (as defined above) swum out to the CANUTE hodoscope, we 
found the Cerenkov cell it entered. If there was no light 
detected in this cell (or less then 5 ADC channels), the element 
number and track number were simply stored for use at the end of 
the event. If there was light in this element, the situation was 
more complex. First the momentum of the particle was used to cal-
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culate the radii of the Cerenkov light spots which would be pro-
duced if it was a pion or a kaon, and also the expected quantity 
of light in each case was calculated and stored. 
The pion light-spot radius was quite large - up to 25 cm for a 
9 GeV/c particle - compared with the CANUTE mirrors' size of 55 cm 
by 75 cm. This led to two effects. First, there was a high 
chance of overlap with other ce lls of CANUTE, which meant both 
that these cells had to be summed over to find the total light 
radiated and that there was a greater chance of ambiguities due to 
overlapping light cones for different particles. Secondly, the 
spot could partially miss the edge of CANUTE, and this must be 
corrected for. The integrated illumination from Cerenkov light is 
not uniform over the spot, and the calculation of the correction 
factor was quite involved, especially for tracks near the corner 
of the detector. Full details of the geometrical corrections used 
are given in an internal report (31]. The following information 
was then retained for later consideration 
• the track number 
• any edge-correction factor required 
•then and K predicted light yields and 
• the number(s) of the cell(s) covered by the spot which did 
indicate light. 
At the end of the event, when all tracks had been swum, the 
accumulated data were analysed. Any tracks giving no Cerenkov 
light and having a momentum greater than 1.6 GeV/c were flagged as 
antiprotons, whether or not the event was clean. Kaons with a 
momentum less than 5 GeV/c could also give the same signature, so 
this was not always completely reliable. If there was light, the 
interpretation was more involved. If this was an unclean event 
for any of· the reasons described in the previous section - no 
identification was made, as the light could have come from secon-
daries from another track. If there was more than one track which 
appeared to have light associated with it, possible overlapping 
light spots were checked for. For tracks with no overlaps, the 
pulse heights were summed for the appropriate Cerenkov cells and 
multiplied by the edge correction factor to give an estimate of 
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the total quantity of light emitted. We then checked if this 
light was within a satisfactory tolerance of that predicted for a 
pion or kaon, and if so set a flag accordingly. There is quite a 
bit of variation from the predicted values, as shown in figure 
3.8, a scatter plot of the light detected in CANUTE associated 
with a track against the momentum of the particle producing it. 
This was due to non-optimal alignment of the tracks with the mir-
rors, as well as statistical effects. The tolerances chosen were 
±60 channels for kaons and ±70 for pions above the kaon threshold, 
double this value below. 
Of the tracks not identified as pions or kaons, a few high 
momentum particles with very low light output (less than 20 chan-
nels) appeared to be antiprotons, presumably with a 6-ray in 
CANUTE, and so were flagged accordingly. This identification was 
well supported by those events fitted as elastic scatters. There 
still remained a residue of unidentifiable particles whose anoma-
lous light output may be explained by an interaction gi ving a num-
ber of different particles with differing momenta inside CANUTE. 
It is arguable that events with these unidentifiable particles 
should be dubbed "unclean". However this was not done, as using 
CANUTE information to define clean event cuts which were then to 
be used in the interpretation of the CANUTE data could introduce 
biases which would be difficult to remove. 
The case of events with two, or more, particles with overlap-
ping light cones in CANUTE was, fortunately, rare - no more than a 
couple of events per roll. In most cases it was not possible to 
resolve the ambiguities present. For these tracks no particle 
identification could be attempted. 
A test of the quality of antiproton identification is provided 
by the results of fitted elastic scatters. In these events, 77% 
had the fast track identified as an antiproton by CANUTE. If the 
sample is restricted to clean events, however, 97% of these parti-
cles were identifiable. For the other 3% of events, it is proba-
ble that the antiproton interacted in CANUTE, but all secondaries 
passed through the same hodoscope element, so that the interaction 
could not be detected. 
- 59 -
I 
I ig. ,<i.8 
• 
expec-\.ed pion yield 
• 
• " 
" 4-00 
" • ;J 
" C 
01 
'11) 
J: 
" 
• l( 
~) 
t0 " 
" J • 
()_ " " 
" 1,J 
" "" 
" 
: - >( 
" ) . " 
" /'. " " 
" 4: • "" l( r ~ l( 
" " 
"" " " 
~.C10 
"" " l( 
" ,: " 
.. ~----
" • 
,.I " • 
" "" 
" " 
l( 
"'" 
>( 
" 
" 
,'.( 
" " " 
" 
l( 
" 
" 
• " ,.. ~ \ • 
l( 
l( 
•" • 
" 
E " • 
• { 
"1( 
• • 
,!I 
" 
• 
• • • • 
"" 
l( 
" • • 
" • " " • • 
"• 
" " " " 
" 
1( 
" 
" 
r--. 
• 
I 
~-00 " " • 
I I 
• <;.."!. • ;.. :..{ JI: 
~.,. 
• 
.f 
• • 
l( 
• 
• 
" 
" • " <( I 
• • " • r,c 
. " 11 
" I • " " • 
~ 
.f 
" 
.. 
• • f I( • " 
I C10 
~·l 
l ,c " ,c 
1 
" 
• 
" 
• 
• " 
I( 
" 
" " 
" • 
" 
" 
" 
0 L 1" 
0 2 4- 6 8 10 
I I 
.\':OJ r, -·· /; 11 !1 ,n r·,_V/c 
The inelastic 4C fits provide a measure of the efficiency of 
identification of antiprotons as a function of their momenta. As 
the cross section for secondary interaction decreases and the 
acceptance increases with rising momentum, the efficiency reaches 
its maximum for fast tracks, as shown in figure 3.9. As the pro-
tons have a lower cross section than antiprotons, their detection 
efficiency is greater for all momenta, though this difference is 
very small for the clean events. Below 3 GeV/c, it was found that 
there was some contamination of the Cerenkov identification. This 
is discussed in section 4.3. 
3.6 Calorimeter Signals 
The purpose of the calorimeter was to identify neutral hadronic 
showers, and so to distinguish neutrons and antineutrons from any 
other particles hitting this detector. The general features of 
different shower types have been described in chapter 2. figure 
3.10, obtained from calorimeter calibration data, shows that elec-
tromagnetic showers were strongly concentrated in the first few 
counters while hadronic ones spread through much of the rest of 
the calorimeter. figure 3.11a demonstrates the relationship bet -
ween the sum of pulse heights and the incoming particle energy for 
both types of shower, while 3.11b shows the r.m.s. of the sum, a 
measure of the energy resolution of the calorimeter. The non-li-
nearity in the case of electromagnetic showers was due to satura-
tion of the ADCs . 
To ensure that the particle initiating a shower was neutral, we 
insisted that both the first two counters gave very small pulse 
heights - less than 10 ADC channels. Distinguishing reliably bet-
ween hadronic and electromagnetic showers was more difficult. The 
first method tried was based on the depth of the shower centre, 
defined by 
Depth= r i.h; / r hi where hi is the pulse height 
in the ;tn counter. 
Inspection of calibration data of different energies showed that, 
to a good approximation, showers with a depth less than 6.5 were 
electromagnetic, while those greater were hadronic; A method 
based on x 2 fits to "typical" shower distributions was tried, but 
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this was not very successful due to the large fluctuations between 
individual hadronic showers. Another method was the use of a 
Fisher linear discriminant function, as described in reference 
[17). This effectively reduces to calculating I aihi / I hi and 
testing whether this is greater or less than a threshold value. 
The values of ai were optimised to give the best separations of 
the two shower types using the calibration data at a variety of 
energies. This method gave slightly more accurate results than 
the simple depth cut method - which is equivalent to setting all 
the ai values to i. A comparison of the performances is given in 
table 3.6. 
TABLE 3.6 
Comparison of Shower Separation Methods 
Method Efficienc~ for Efficienc~ for hadronic showers electromagnetic showers 
Depth cut 88 % 94 % 
xz fit 90 % 93 % 
Discriminant 90 % 95 % 
The discriminant method was used to assign all showers to the 
hadronic or electromagnetic category, and from the total pulse 
height the shower energy was estimated, using an energy scale 
dependent on the shower type. These pieces of information were 
then added to the kinematics record, along with a warning flag if 
it had been found in the hybridisation program that a charged par-
ticle was expected to hit the calorimeter . 
Considerable work was done in attempting to use the hodoscopes 
within the calorimeter to separate multiple showers, the aim being 
the detection of neutral-indticed showers in the presence of 
charged ones. However, the combination of the large transverse 
size of hadronic showers and the fluctuations in longitudinal 
development made reliable separation impossible. 
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One-constraint fits to the bubble chamber data for hypotheses 
with a fast antineutron provided a valuable check on the perfor-
mance of the calorimeter during normal running. The selection of 
a reliable sample of lC fits is described in the next chapter. It 
was found that a number of showers with apparent energy less than 
1 GeV were unreliable, and these were disregarded, together with 
showers in events with a charged particle heading for the calori-
meter, even when a neutral shower was observed. figure 3.12 shows 
the resultant efficiency for antineutron (fast neutron) detection 
in the calorimeter for ~P (pp) data as a function of momentum. 
The efficiency is rather low at lower momenta because of the poor 
acceptance of the calorimeter, which was a long way downstream. 
figure 3. 13 shows the mean energy observed in the calorimeter for 
ranges of Canti-)neutron energy as determined from the fit (the 
lines being drawn simply to guide the eye). The slope of these 
data is about 0.7, rather than 1 as it would be for the calibra-
tion data, due to the leakage of showers from the edges of the 
calorimeter when a particle struck the detector away from the cen-
tre. Also clearly visible is the annihilation energy of the anti-
neutrons, not present in the neutron data. 
3.7 Beam Tagging 
It was important to ensure that measured events corresponded to 
triggering beam particles, so that the interaction wa$ known to be 
between the correct types of particles, and the data recorded from 
the various detectors could be relied upon to correspond to the 
event being studied. It was also necessary to eliminate events 
occurring after the beam had scattered in apparatus upstream of 
the bubble chamber. The principal means of avoiding the inclusion 
of unwanted events was by the use of the beam position, predicted 
from the wire planes and checked visually on the scanning table . 
However, occasionally the scanner might make a mistake, or the 
beam particle might have been deflected in the plane perpendicular 
to the film, due to an upstream interaction, so it was important 
to have a second check that the measured event was a suitable one. 
In principle, this could have been done by hybridising the beam 
track in exactly the same way as was done for outgoing tracks. 
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However, there were a number of practical difficulties associated 
with this approach. Often, only a short segment of beam track 
could be measured, so the errors on the track parameters were 
large. Because of the distance from the bubble chamber to 
upstream wire planes, a small amount of multiple coulomb scatter-
ing in the entrance window would lead to large errors in the 
expected position at the PWCs when the track was swum back 
upstream. Finally, the magnetic field was not well surveyed in 
the region upstream of the bubble chamber. For these reasons, it 
was not possible to obtain a reliable prediction of the PWC hits 
from the measured bubble chamber track parameters. 
The solution adopted was to project a track through the 
recorded hit positions in wire planes 1 and 2 to the plane perpen-
dicular to the beam passing through the measured x-coordinate of 
the vertex. Since all beam particles had very nearly the same 
momentum, it was not necessary to know the value of the magnetic 
field outside the chamber. The expected y and z coordinates of 
the vertex could therefore be calculated, being simply quadratic 
and linear in the x position, respectively. Events which had a 
measured vertex position outside an acceptable tolerance of the 
predicted position, after allowing for the measured vertex errors, 
were then rejected as interactions on "untagged" beams. The 
tolerances used were between 1 and 2 cm, and were chosen after 
careful examination of events with large discrepancies between 
predicted and measured vertex positions to see which appeared to 
be incorrectly identified as tagged, unscattered beams. For 
events where an upstream wire plane failed to give a signal, the 
parallel beam projection was used, as by the online algorithm, and 
the tolerances increased to allow for the divergence of the beam . 
The apptication of cuts to reject events on untagged beams 
removed just under 1% of interactions from the measurements. 
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Chapter IV 
IDENTIFICATION OF PARTICLES ANO SELECTION OF ANNIHILATION EVENTS 
4.1 Production of an Inclusive DST 
The kinematics output records contained track parameters for a 
variety of mass assignments. In many cases, it was possible to 
identify the correct particle type, and so write a Data Summary 
Tape containing only the pertinent values. The various methods 
which could be used to identify the particles are summarised in 
this section, and flags were set on the DST to show exactly which 
methods confirmed each identification. 
As stated in the previous chapter, and demonstrated in ref. 
[16), the 4C kinematic fits (with x2 probabilities greater than 
1%) were known to be very reliable, so the fitted values and par-
ticle types were taken. However, the 1C fits were not always so 
dependable, and there were often ambiguities between fits. A 1C 
fit was only used if it had a x2 probability greater than 5%, was 
consistent with ionisation and CANUTE data for all tracks and if 
there were no other fits satisfying these criteria. Even after 
these cuts had been applied, it was apparent that some spurious 
fits remained, and so all fits to the channel ~P ~ n•n-n° were 
rejected, along with fits with a baryon in the forward hemisphere 
or antibaryon in the backward hemisphere. In the pp case, fits 
with both baryons in the same hemisphere were rejected. The non-
annihilation fits for multiplicities greater than four were only 
accepted if a charged baryon or antibaryon was also identified by 
some means. These restrictions, based partly on results discussed 
in ref. [16), certainly rejected some genuine fits, but left a 
sample which was relatively uncontaminated by incorrect ones. 
About three quarters of events did not have a suitable kine-
matic fit, and for these events the particles were identified on a 
track by track basis, if this was possible. Fast particles could 
often be identified by the CANUTE Cerenkov information, as 
described previously . A number of features of the tracks left by 
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slower particles could lead to identification. The bubble density 
was used in the process of ionisation scanning detailed in chapter 
3. Very slow particles stopped within the chamber, and the rela-
tionship between their initial momentum and range in the hydrogen 
enabled many of these to be identified. Others underwent elastic 
scattering off a hydrogen nucleus, and the measurements of this 
secondary interaction enabled t~e scattering particle to be iden-
tified uniquely. Tracks which showed a decay could sometimes be 
identified either from the characteristic n-µ-e signature or from 
a fitted hyperon decay. In the latter case, the decaying parti-
cle's track was often both short and nearly straight, and so it 
was very difficult to measure the momentum. This meant that it 
was impossible to obtain a unique kinematic fit to the decay (even 
after the use of ionisation data for the well measured track) and 
so no identification was possible. 
Since non-relativistic particles with the same momenta but dif-
ferent masses lose energy at different rates, the curvature of 
their tracks changes differently - this was the motivation for 
using mass-dependent helix fits in the geometry program. In some 
cases, only one helix fit was successful and this of course pro-
vided unique identification. If no other type of recognition had 
been possible and one helix fit had an RMS error less than all the 
others by at least two microns, this helix fit entry was used. In 
the remaining ~ases where the particle type was still unknown, the 
pion values were used. 
The efficiency for identifying protons using CANUTE has already 
been presented in figure 3.9. For slow particles, the combined 
efficiency of all identification methods (excluding fits) is shown 
in figure 4.1, derived using 4C fitted events. The reliability of 
the identification is the probability that a particle identified 
as a proton is in fact a proton, and this depends both on the 
probability of a pion being called a proton ,and on the actual num-
ber of pions present in the sample Ceg. range of momentum) being 
co nsi dered. In appendix A, the details of the calculation of the 
identification reliabilities for protons and pions are presented, 
along with the determination of the true numbers of these parti-
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1.2 
cles for momenta less than 1.0 GeV/c, where the efficiencies are 
sufficiently high. The results are summarised in figure 4.2. 
4.2 Direct Identification of Non-annihilations and Annihilations 
A major aim of the experiment was to separate annihilation 
interactions from non-annihilations, and it was clearly important 
to do this on an individual event basis wherever possible. Both 
types of reaction could be recognised where there were successful 
kinematic fits, and non-annihilations could be distinguished when 
a baryon or antibaryon was identified. The latter was done in a 
number of ways. Slow proton and fast (anti-)proton identification 
have already been discussed, as has detection of (anti-)neutrons 
in the calorimeter. Antineutrons could also be detected when they 
interacted in the visible volume of hydrogen, producing a neutral 
"star" with an odd number of tracks. A very large number of 
"stars" consisted simply of one short track and many were clearly 
not associated with the main interaction, presumably being due to 
slow antineutrons accompanying the beam. Only "stars'' of multi-
plicity three or above situated in the forward hemisphere (in the 
laboratory frame) were therefore used. Figure 4.3 shows the anti-
neutron detection efficiency when both calorimeter and bubble 
chamber identification were used. 
As with the identification of slow protons, the antineutron 
detection was not always accurate. The contamination could arise 
from a number of sources. The classification of shower type was 
occasionally in error, and also a secondary interaction in, for 
example . the Cerenkov, could produce an antineutron not present at 
the primary vertex. Similarly, a charged particle entering the 
top of the calorimeter would simulate a neutral particle shower. 
Signals due to K0 1's. looking very similar to antineutrons, are 
discussed "in chapter 6. The probability of an event having a spu-
rious antineutron signal was assessed by examining classes of 
events known not to contain this particle .- namely in 4C non-anni-
hilation fits, lC fits with an antiproton (forward proton in pp 
data) and annihilation fits. The results, presented in table 4.1, 
show approximately the same contamination in all classes of 
events, for ~P and pp interactions. They were therefore combined 
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and analysed for each multiplicity of the primary interaction. 
This is again summarised in the table. 
TABLE 4. , 
Spurious Anti neutron Siq nal s 
A) Calorimeter 
RE?. ill! 
4C non-annihilation 1. 6 ± 0.3 % ,. 4 ± 0.3 % 
,c non-annihilation ,. 8 ± 0.2 % ,. 7 ± 0.3 % 
annihilation ,. 6 ± 0.3 % 
2-prong 2.0 ± 0.3 % 2.2 ± 0.3 % 
4-prong ,. 8 ± 0.2 % ,. 3 ± 0.2 % 
6-prong ,. 2 ± 0.3 % ,. 0 ± 0.5 % 
~8-prong 0.3 ± 0.3 % 
B) Bubble Chamber 
RE?. 
.EE. 
4C non-annihilation 0.3 ± 0. 1 % 0. 2 ± 0. , % 
annihilation 0.4 ± 0.3 % 
2-prongs 0.2 ± 0. 1 % 0.2 :!: 0. 1 % 
4-prongs 0.3 ± 0. 1 % 0., ± 1 0. 1 % 
~6-prongs 0.3 ± 0.2 % 0.4 ± 0.4 % 
Hyperons were visible by their decays , and these also indicated 
that the event was not an annihilation. Full details of kinematic 
fits to neutral decays, used to identify A and K production , are 
given in chapter 6. 
Apart from a constrained fit , the only way of identifying anni-
hilation events was by examining the missing mass at the primary 
vertex. An interaction must have been an annihilation if all pos-
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sible non-annihilation channels were inconsistent with the 
calculated missing masses. If for all hypotheses with both a 
charged baryon and antibaryon the missing mass was negative, for 
all hypotheses with one charged baryon or antibaryon the missing 
mass was less than the neutron mass and for hypotheses where all 
charged particles were pions the missing mass was smaller than 
twice the neutron mass, then the interaction must have been a 
non-annihilation. The test was done when all the kinematic fits 
were examined, and to define an annihilation, it was required that 
the missing mass be less than the mass of the neutral baryons in 
all attempted non-annihilation fits and less than twice the neu-
tron mass in attempted annihilation fits. In fact, this test used 
the square of the missing mass, which has normal errors, and it 
was insisted that the missing mass squared was at least two stan-
dard deviations less than the missing baryonic mass squared. 
Occasionally, contradictory information was obtained on whether 
the event was an annihilati on or not - in particular, the missing 
mass might indicate the interaction was an annihilation even 
though an antineutron signal was observed. Because of the known 
contamination of antineutron identification, this was only used 
when no other method contradicted the assignment. 
4.3 Selection of Annihilation Sample 
Hot all non-annihilation events were identified as such, 
because detection methods for baryons and antib?ryons could not be 
~ompletely efficient. To separate annihilation and non-annihila-
tion events the following procedure was necessary. First, the 
number of non-annihilation events was calculated from a knowledge 
of the distributions of the observed baryons and antibaryons and 
their appropriate detection efficiencies . The pp data, taken 
under the same conditions and analysed in an identical way, was an 
invaluable tool in this process. On ce the number of annihilations 
was known, it was possible to determine how many of the "ambigu-
ous" events were in fact annihilations. The most likely annihila-
tion cand idate s were then selected from these interactions on a 
kinematic basis. These two calculations are described below. 
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4.3.1 Estimation of Fraction of Events being Non-Annihilations 
A number of corrections had to be made to the data for incor-
rect identification of baryons and antibaryons. These were depen-
dent on the multiplicity of the event, so each multiplicity was 
treated separately as described below. The calculation is given 
in detail for one multiplicity (4-prongs), but was essentially the 
same for all topologies except where noted. The determination for 
zero-prongs followed the same principles, but had a few practical 
differences. As an overall check, all multiplicities were grouped 
together and average efficiencies used. A result consistent with 
the sum of the individual multiplicities was obtained. 
Table 4.2 shows the numbers of events which were identified as 
non-annihilations for various reasons - because a baryon or anti-
baryon IJas found, or simply from a kinema.tic fit. The events are 
arranged in columns according to what antibaryon, if any, was 
observed, and in rows according to what baryon was detected. Thus 
an event with both proton and antiproton observed appears in the 
top left corner. Events where neither baryon nor antibaryon were 
detected appear in the bottom right corner, unless the interaction 
was still recognised as a non-annihilation from a successful kine-
matic fit. These events are summarised separately. 
Events where a slow proton was found were weighted with the 
probability that the identification was correct as a function of 
momentum and multiplicity, calculated as described in section 4.1 
and appendix A. It was necessary to correct for events where the 
non-annihilation was not recognised because of the limited detec-
tion efficiency of, for example, antiprotons. (In the description 
that follows, the term "antiproton" will sometimes be used to 
cover both antiprotons in pp data and fast forward protons in pp. 
Similarly "antineutrons" will also be used for neutrons detected 
in the calorimeter in pp events.) Clearly, many ~vents with an 
undetected antiproton were still recogniseq as non-annihilations 
as the proton was identified, or the event was fitted, and it was 
important not to count these events twice. Table 4.3 shows the 
number of events with detected baryons or antibaryons which were 
not identified as annihilation or non-annihilation on the basis of 
a kinematic fit or missing mass. 
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TABLE 4.2 
Detection of Baryons in 4-prong Events 
anti proton anti neutron antihyperon 
Qroton 1733 
hyperon 18 
none 1155 
recognition 
non-annihilation 
annihilation 
.11 
160 
33 
by 
186 
5 
399 
fits alone 
~ 
788 
476 
10 
3 
42 
annihilations by missing mass 878 
fast proton fast neutron fast hYQeron 
Qroton 2771 328 24 
hyperon 17 
none 1230 300 37 
recognition by fits alone 
4C ~ 
non-annihilation 141 796 
"annihilation" 0 66 
"annihilations" by missing mass 52 
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nong 
2253 
68 
5177 
none 
1442 
17 
2568 
proton 
lwperon 
none 
proton 
hyperon 
.!l.Q.fil. 
TABLE 4.3 
Detection of Baryons in Unfitted 4- pronqs 
anti proton 
459 
16 
628 
fast proton 
419 
17 
851 
anti neutron 
111 
5 
356 
antihyperon 
10 
3 
42 
fast neutron fast hyperon 
185 
1 
256 
21 
0 
36 
none 
112 4 
68 
5177 
1100 
16 
2568 
The first correction made was for undetected antiprotons. The 
momentum spectrum of observed antiprotons in events where no pro-
ton was identified wa~ known, as was the efficiency of CANUTE as a 
function of momentum. It was therefore possible to correct for 
events with an unseen antiproton (and no identified proton) for 
momenta above 3 GeV/c, Below 3 GeV/c the antiproton identifica-
tion was found to be unreliable and so was not used. The number 
of non-an~ihilations accounted for by this correction, for 
4-prongs, was 708 in pp and 773 in pp. 
For antineutrons, the first correction necessary was to remove 
spurious identification . The number of events wrongly entered in 
the nantineutron with no identified protonn category was calcu-
lated using the number of events with neither baryon nor antibar-
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yon seen and the known probabilities of observing a spurious anti-
neutron shower or neutron ttstaru. This amounted to removing 99 
events from pp and 47 from pp data. Ideally, one would correct 
for antineutron detection efficiency in exactly the same way as 
was done for antiprotons in CANUTE. However, this would rely on 
knowing the momentum spectrum of detected antineutrons without 
identified protons, and the energy resolution of the calorimeter 
was insufficiently good to enable this to be found. A number of 
attempts were made to fit the observed energy spectrum to a convo-
lution of a true spectrum with the experimentally determined 
energy resolution, but these were found to depend critically on 
the parametrisation used for the spectrum, and did not give con-
sistent results. An alternative method of determining the anti-
neutron detection efficiency was to assume that the antineutron 
momentum spectrum in events without an identified proton had the 
same shape as that of the antiprotons without observed protons. 
The spectrum of antiprotons in CANUTE obtained from these events 
was corrected using the CANUTE efficiency, and this was used to 
estimate the mean antineutron detection efficiency. The observed 
number of antineutrons (without an identified proton) corrected 
for spurious signals was then divided by the derived antineutron 
detection efficiency to determine the number of such events where 
the antineutron had not been observed. Because of the uncertain-
ties in the determination of the antineutron spectrum . and the low 
probability of their detection - ranging from about 30% in 
2- prongs to only 11% in 6 prongs - this correction introduced the 
majdr part of the uncertainty in the overall determination of the 
fraction of non-annihilation events. In 4-prongs, it was esti-
mated that about 1400 non-annihilations were not recognised 
because of the loss of antineutrons in pp events and about 1100 
through the loss of fast neutrons in pp data. 
The number of events recognised as being non-annihilations due 
only to the detection of a hyperon or antihyperon such as A or X 
was also recorded. Not all of these particles could be observed 
because of the possibilities of neutral decays or decays outside 
the chamber, as well as other small inefficiencies due to scanning 
and measuring losses. The method of calculating the probability 
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of detecting such a particle is given in the chapter on neutral 
particle production. from a knowledge of this probability, the 
expected number of events with an unseen X or A (and no other bar-
yon or antibaryon) was calculated. Here due care was taken for 
the production of AX pairs and also of An or Ap where then or p 
was not observed, but had already been corrected for as described 
above. In this way, double counting of events was avoided. The 
correction to the non-annihilation sample, again for 4-prongs, due 
to unseen hyperons and antihyperons was 52 events in pp and 45 in 
pp. 
If all of the corrections described above had been perfect, 
every non-annihilation should have been counted, as all the anti-
baryons (forward baryons in pp) should have been detected or cor-
rected for. That this is not so in practice can be seen from the 
pp data, where it is known that all the events must be non-annihi-
lations. Here 8931 of the 9799 events have been accounted for. 
The discrepancy arises because of the very limited detection of 
the small fraction of Canti-)baryons produced with low forward 
momenta in the centre-of-mass frame. CANUTE identification of 
(anti-)protons was unreliable, and so not used, below 3 GeV/c, and 
the Canti-)neutron detection probability there was only a few per 
cent, rendering correction extremely unreliable. For comparison, 
a proton at rest in the centre-of-mass frame has a laboratory 
momentum of about 2 GeV/c. Clearly, there must be similar events 
with rather slow antibaryons in the pp data too, so it was assumed 
that the efficiency for counting non-annihilations, af\er all the 
above corrections had been applied, would be the same in the two 
sets of data. Thus the 8865 counted pp non-annihilations should 
be 91.4% of the total, 9699, such interactions. 
Two an~ six-prong interactions were analysed in exactly the 
same way as described for 4-prongs, the detected non-annihilations 
being corrected for the limited detection efficiency of anti-
protons, antineutrons and neutral hyperons. For higher multiplic-
ities, where there were very few non-annihilation events, the 
antineutron efficiency was very low and could not be well deter-
mined. Therefore no attempt was made to correct for lost antineu-
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trons, ~nd the rather lower efficiency for counting non-annihila-
tions determined from pp events was simply applied to the pp data 
after correction for spurious antineutron signals and of the few 
antiprotons and hyperons present. 
The correction method was also applied to the combined sample 
of all inelastic events, with the exception of those with a 
charged multiplicity of zero. The result was consistent with that 
obtained by summing the individual multiplicities, as shown in 
table 4.4. 
TABLE 4.4 
Non-annihilations and Annihilations by Multiplicity 
Multiplicity 
0 
2 inelastic 
4 
6 
8 
10 
12 
all except 0 
sum of individual 
Non-annihilation 
95. 2 % 
89.2 % 
72. 5 % 
31. 5 % 
5.2 % 
1. 0 % 
0.0 % 
67. 6 % 
results (except 0) 68.0 % 
Annihilation 
4.8 % 
10. 8 % 
27.5 % 
68.5 % 
94.8 % 
99.0 % 
100.0 % 
32.4 % 
32.0 % 
Error 
4.3 % 
1. 7 % 
1. 9 % 
2.5 % 
1. 6 % 
0.5 % 
0.0 % 
1. 4 % 
1. 1 % 
For zero-prongs, it was of course only possible to detect neu-
tral baryons, and the approach had to be modified slightly. The 
antineutron momentum spectrum was crucial here, and so two differ-
ent approaches were used to estimate it. Zero-prong interactions 
with an n~ pair are kinematically very similar to two-prongs with 
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an antiproton present. As an estimate of the shape of the anti-
neutron spectrum, therefore, the antiproton momentum distribution in 2-prong inelastic events was used. Elastic events were 
excluded on the grounds that the cross-section for the reaction 
pp~ nn is very small compared with the total 0-prong cross-sec-
tion [1]. A more direct way of determining the spectrum was by 
using the energy observed in the calorimeter. from 1C fits, dis-
tributions of observed shower energies for a given antineutron 
energy could be found. It was then possible to fit the measured 
calorimeter energy spectrum to a convolution of a parametrisation 
of the true energy spectrum with the energy resolution of the 
calorimeter. Various parametrisations for the spectrum were used, 
several of which gave results consistent with each other and with 
the spectrum obtained for antiprotons in 2-prongs, as shown in 
figure 4.4. As a check on the method, the procedure was repeated 
using the calorimeter energy spectrum in lC fits, and the known 
antineutron spectrum was reproduced quite accurately. It should be noted that though it was possible to use this method both for 
1C fitted events and 0-prongs, where the antineutrons were mainly 
of high energy (above 6 GeV), and the detection efficiency was 
quite large, attempts to repeat the calculation for antineutrons in other multiplicities failed to give satisfactory results. As a 
result of the various calculations, the mean antineutron detection 
efficiency was found to be 36 ± 2 % in zero-prongs. 
The non-annihilation sample was corrected for unseen I and A decays in the same way as for other multiplicities. However, in 
zero-prongs, the cross-section for I production is a significant fraction of the total, and another correction is necessary. The 
neutral decay mode 
I~ n n° 
has a branching ratio of 36%, and can easily lead to an antineu-
tron entering the calorimeter. These events would therefore be 
counted as non-annihilations twice, both from the detection of 
antineutrons and in the number of unseen I's expected. To avoid 
this error, it was necessary to determine the probability of the 
antineutron from I decay hitting the calorimeter. This was done by assuming that the antineutron distribution was the same as that 
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of antiprotons in the charged decays. Hence it was determined 
that about 8% of all the A's produced in 0-prongs would give an 
antineutron signal in the calorimeter, after allowing for secon-
dary interactions in the bubble chamber exit window. 
As already mentioned, in 0-prong non-annihilations, most anti-
baryons are produced with large forward momenta. It was therefore 
assumed that the any correction for antibaryons less than 3 GeV/c, 
as needed for higher multiplicities, would be so small as to be 
negligible compared with the errors associated with corrections 
for antineutron detection efficiency, which are rather large. 
Because of these uncertainties, it is difficult to say anything 
very precise about the fraction of 0-prong events which are anni-
hilations, except that this is very small. The calculations out-
lined above indicated 1753 non-annihilation and 91 annihilation 
reactions, with errors of about ±85 events. 
4 . 3.2 Definition of the Annihilation Sample 
As has been described, it was possible to find the number of 
non-annihilation and annihilation events in the data sample for 
each multiplicity. Just over 65% of the non-annihilation interac-
tions were recognised as such, and about 47% of the annihilations 
were also distinguished. It was next necessary to classify the 
remaining events as accurately as possible. The two reasons why 
non-annihilation events were not recognised were: 
• a charged baryon and/or antibaryon was produced, but not 
recognised because of the limited efficiencies of ionisation scan-
ning and CANUTE 
• no charged baryon was produced, and the antineutron was not 
detected. 
These two possibilities are dis6ussed separately. 
The identification of very slow charged particles was very 
good, but this fell off rapidly above a momentum of 1 GeV/c. 
Chapter 7 describes a method by which the true proton spectrum 
could be obtained, using the charge conjugation invariance of the 
~P system and the fact that particles with a certain momentum in 
the centre-of-mass frame would have differing momenta in the labo-
- 76 -
ratory frame according to their masses. Considering bins of long-itudinal and transverse momenta (in the laboratory frame) and from 
a knowledge of the true number of protons, the number of identi-fied protons and of unidentified positive particles, the probabil-ity of each being a proton was calculated, as a function of momen-
tum. Similarly, the true antiproton spectrum was known to be a 
reflection (in the centre-of-m~ss frame) of that of the protons, 
and in the same way the probability of unidentified negative 
tracks being caused by antiprotons was found, again as a function 
of momentum. All the details of these calculations are described 
in chapter 7. If a; is the probability that the track i is a pro-
ton (or antiproton), it is possible to find a "non-annihilation 
function" Q which is a measure of the likelihood of the event con-
taining a charged baryon, defined by 
Q = 1 - IlC1-a;l the product being over all 
tracks in the event. Clearly events with a large value of Qare 
more likely to be non-annihilations, while those with low values 
of Q would be expected to be annihilations or to contain an n; 
pair. 
Non-annihilation interactions with no charged baryons will have 
a larger missing mass than most annihilation events. The missing 
mass must be at least twice the neutron mass, but will usually be 
significantly higher as the neutron and antineutron are produced peripherally, and tend to follow the initial proton and anti-
proton. 
tigure 4.5 is a scatter plot of missing mass against Q for 
4-prong events which were not identified as either annihilation or 
non-annihilation. Annihilation interactions will preferentially populate region A, of low missing mass and low Q. Non-annihila-
tions with ~ne or two charged baryons will be mainly in region B, 
while those with a neutral baryon-antibaryon pair will be concen-
trated in area Cat large missing mass and )ow Q. To define an 
annihilation sample it was important to specify the cuts separat-
ing the regions correctly . This was done by a continuation of the 
calculations which found the number of annihilation events (and hence the number of points which should be in region A). 
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Table 4.5a shows, again for 4-prongs, the n~mber of 
non-annihilation ~P events with various antibaryons or baryons 
identified. (for simplicity, the small number of hyperons have 
been removed.) Where the baryon or antibaryon was not identified, 
a"?" is used in the table. Thus"~?" events represent interac-
tions where an antiproton was present, but the type of baryon was 
not determined. Events designated"??" are those which appeared 
in the figure 4.5 together with annihilations, and should be 
chiefly in regions Band C. It was then necessary to decide what 
these unidentified baryons and antibaryons were, that is, how many 
events were really "~p", "~n" etc. This was done in a number of 
stages. First, the corrections determined in the previous section 
for antiproton and antineutron detection efficiencies were applied 
to those events where no proton was identified. Thus events were 
transferred from the"??" category to "p?" and "n?". A similar 
correction was used to allocate "?p" events to "pp" and "np", 
using the antibaryon detection efficiency in events with an iden-
tified proton. In practice, this was done by calculating the cor-
rection to "~p" + "P?" events jointly. from the antiproton spec-
trum in the 1087 unfitted events where the antiproton was 
identified, a detection efficiency of 49% was derived, implying 
that 1134 antiprotons had not been detected. Of these, we already 
know that 707 are"~?" events, transferred from"??", while the 
remaining 427 must be "~p" to be taken from "?p". Be~ause of 
inefficiencies in identifying antibaryons of momentum less than 
J GeV/c, these corrections did not quite account for all the "?p" 
and"??" events. The remainder were allocated by extrapolating 
the antiproton spectrum down to 2 GeV/c, and then distributing the 
very few remaining"??" events to "p?" and "n?" in the same ratio 
as had already been calculated from the p and n detection effi-
ciencies. Jhe "?p" events were similarly divided between "pp" and 
"np". In this way, the antibaryons were now accounted for, and 
the events were arranged as shown in table 4.5b. 
At this point, it was possible to perform a valuable check on 
the calculation. Table 4.6 shows the ratio of antiprotons to 
antineutrons obtained above for multiplicities two to six. The 
charge-symmetry separation of protons and pions mentioned above 
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TABLE 4.5 
Baryons and Antibaryons in 4 Prong Non-annihilations 
a) identified earticles 
fitted unfitted total 
pp 3020 459 3479 
np 463 111 574 
?p 112 4 1124 
pn 522 522 
p? 628 628 
n? 356 356 
?? 2618 2618 
b) after correction for antibaryon detection efficiencies 
pp 
np 
pn 
p? 
n? 
4331 
846 
522 
1860 
1743 
c) after determination of unseen erotons 
pp 
np 
pn 
nn 
5521 
1192 
1192 
1396 
and described in chapter 7 enables this ratio to be determined independently, and these results are also presented in the table. Despite the large number of assumptions made in the calculation described in this section, there is very gbod agreement between 
the results of the two methods . 
In determining the breakdown of events with no identified bar-yon (in the backward centre-of-mass hemisphere) charge symmetry 
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TABLE 4.6 
Proton to Neutron Ratio in Non-annihilation Events 
a) From corrections to observed antibar~ons 
Multielicit~ 
~El data El El data 
2 0 :47 0.53 (±.02) 0.51 0.49 (±.02) 
4 0. 72 0.28 C ±. 0 3) 0.68 0. 32 (±.02) 
6 0.63 0.37 ( :!: • 0 8) 0.75 0.25 (±.08) 
b) From charge-s~mmetr~ calculations 
Multielicit~ ~ El data El El data 
2 0.44 0.56 (±.01) 0.51 0.49 (±.01) 
4 0.70 0.30 (±.01) 0. 72 0.28 (±.01) 
6 0.65 0.35 (±.04) 0.81 0. 19 (±.03) 
could again be used. As the total number of antiprotons had 
already been found, this immediately gave the number of protons 
present too. Also, it was known that the number of "pn" events 
must equal that of "np". With this input, and the further assump-
tion that the unidentified protons were in "pp" and "np" events in 
the same ratio as the identified protons (for unfitted events), 
the non-annihilation interactions could be divided among the four 
ea teg or i es "pp", "np", "pn" and "nn" as shown in tab 1 e 4. Sc. This 
calculation thus provides enough information to divide the non-
annihilation interactions with no identified baryon or antibaryon 
(the"??" events) according to which baryons and antibaryons were 
actually present, as is shown in table 4.7 . In this way, the 
expected nu~ber of nn events could be calculated, and so the num-
ber of ev ents in area C of figure 4.5 was known. Since the number 
in A was simply the number of annihilations, it was now a simple 
matter to determine cuts on both missing mass and non-annihilation 
function Q which would define a sample of events strongly enriched 
in annihilations. 
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pp 
np 
pn 
nn 
TABLE 4. 7 
Baryons and Antibaryons in 4 Prong Unidentified 
Non-Annihilation~ 
788 
278 
442 
1113 
Clearly there are some uncertainties in the purity of the anni-
hilation and non-annihilation samples. Not only are there a num-
ber of assumptions in the calculations which may not be absolutely 
accurate in all details, but also there will be some annih ilations 
with a large miss ing mass and some which happen to have pions of 
momenta where most tracks are protons, and so may be called non-
annihilations by the techniques used above. As a check on the 
results of using this separation, all calculations were repeated 
with the missing mass and Q cuts displaced to change the number of 
events in both Band C by about 10% of the number of annihila-
tions, while keeping the number in A constant. It was found that 
this made very little difference to any results presented. 
The separation procedure described above was applied to 2, 4 
and 6-prong interactions in exactly the same fashion. In the case 
of six-prong events, the errors were very large, and the results 
indicated a rather large numbe r of ~n events - in fact slightly 
more than the number of events with missing mass greater than 
twice the -neut ron mass! The cut was set to a little greater than 
this value, and that on Q adjusted accordingly. for 8-prong 
events, it was not possible to identify a clean non-annihilation 
sample from the ambiguous events. This was because the separation 
of pions and protons on the basis of charge conjugation symmetry 
failed to give a satisfactory fit, so it was not possible to find 
a probability for ambiguous particles being protons. However, 
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there were only 52 unidentified non-annihilations - a contamina-
tion of just over 3% in the 1575 annihilation reactions. 
A Monte-Carlo program was also used to investigate the separa-
tion method. Antiproton-proton interactions were simulated using 
an event generator written by Dr. David Ward. This produced 
interactions according to phase-space with a limited transverse 
momentum. Leading baryons and diffractive events were included 
for non-annihilations. The experimentally obtained particle iden-
tification efficiencies, as a function of momentum, were used to 
simulate detection of baryons and antibaryons. Approximately the 
observed fraction of non-annihilations were predicted to be recog-
nised. For the ambiguous events, a plot of missing mass against Q 
was made, and found for each multiplicity to be extremely similar 
to the plot produced from the experimental data. Figure 4.6 shows 
the Monte-Carlo generated 4-prong interactions, equivalent to the 
data shown in figure 4.5. Figure 4.7a shows the same for the 
non-annihilation sample, while 4.7b displays the annihilations. 
As expected, the non-annihilations are predominantly at high miss-
ing mass or high Q. It was found that the experimentally deter-
mined cuts on Q and missing mass were indeed very close to the 
best place to separate the two types of interaction in the compu-
ter-generated events. By observing the overlap of points from 
plots 4.7a and b, the Monte-Carlo also enabled an estimate to be 
made of the contamination in the so-called annihilations and non-
annihilations. The purity of the samples should be in the range 
70 to 90%, as given in table 4.8. It is of course greatest for 
2-prong non-annihilations and 6-prong annihilations, where the 
other component of the cross-section is relatively small. 
The reliability of the separation of antiproton-proton interac-
tions into annihilations and non-annihilations is of great impor-
tance to many of the results presented in this thesis. A number 
of tests, in terms for instance of charge conjugation of final 
samples, were applied, and are discussed in the sections where the 
results are used. It was also very useful to compare the results 
of the calculations described in this chapter with those obtained 
independently using a different approach to the analysis of the 
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TABLE 4.8 
Monte-Carlo Estimates of the Purity of the Samples 
Multiplicity 
2 
4 
6 
~on-Annihilation 
Sample 
97 % 
92 % 
78 % 
Annihilation 
Sam.£.!.g 
68 % 
82 % 
90 % 
data from the experiment [32). This alternative analysis involved 
using the CANUTE antiproton identification over a larger momentum 
range and hence estimating the detection efficiency of slow pro-
tons. It was thus assumed that all antiprotons and protons had 
been corrected for, and it was then possible to calculate the 
antineutron efficiency in events with an observed proton, and the 
proton efficiency where there was an observed antineutron. 
Finally, the antineutron detection efficiency in events without a 
visible slow proton was determined using the mean energy deposited 
in the calorimeter in this class of events. The results of this 
calculation - the fraction of events being non-anni~ilations, the 
p:n ratio and the ratio of ~pX:~nX:~nX events - were all consis-
tent with those reported above to within the errors quoted. This 
is taken as a strong indication that the assumptions intrinsic to 
the calculations were valid, and that the results should be relia-
ble . 
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Chapter V 
TOPOLOGICAL CROSS-SECTIONS 
One of the most striking features ?f antiproton-proton annihi-
lations is the higher multiplicity of produced particles when com-
pared with non-annihilation reactions at the same energy. The 
multiplicity distribution is also much narrower [33], indicating 
that annihilations lead to different correlations between parti-
cles from those observed in other reactions. This may be due 
either to the different interaction mechanism or to the changed 
kinematics of final states without leading baryons. This chapter 
presents features of the cross-sections for producing different 
numbers of charged particles, and the variation with beam energy 
is discussed, particularly with reference to KNO scaling vari-
ables. 
This experiment was not particularly well suited to the mea-
surement of absolute cross-sections, because of the use of hard-
ware and software triggers with inherent dead-times and ineffi-
ciencies. For this reason, the data have been normalised to the 
total cross-section measurements of other experiments in the 
nearby energy range. As stated in previous work on this experi-
ment [16], an interpolation of data fr om ref. [1] (with points 
weighted with the inverse of the quoted errors) resulted in the 
following values for total cross-sections. 
a= 55.90 ± 1.50 mb for pp 
a= 39.97 ± 0.30 mb for pp. 
5.1 Cotrections to Observed Multiplicity Distributions 
The number of events observed with a given charged multiplicity 
in the data sample was not exactly proportional to the true proba-
bility of such an interaction. As described in chapter 3, scan-
ning losses were most severe for low multiplicity interactions, 
while measurement losses were greatest for high multiplicities. 
The online trigger algorithm was inefficient at distinguishing 
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fast forward particles passing close to the beam position from 
those antiprotons which had not interacted. To determine inelas-
tic cross-sections, it was necessary to remove the elastic events 
from the 2-prong data. Finally, neutral particles decaying very 
close to the primary vertex occasionally caused an incorrect 
charged multiplicity to be recorded, and this also had to be cor-
rected for. 
5. 1. 1 Separation of Elastic and Inelastic Events 
The principal means of identifying elastic scatters was by a 
satisfactory four constraint fit. In this way almost all elastic 
events were removed from the sample. However a small number 
remained due to bad bubble chamber measurements, where either the 
fast antiproton underwent a secondary interaction close to the 
primary verte x, so that its curvature was hard to measure, or the 
short proton track was steeply dipping and the range was badly 
determined. That these events remained can be seen in figure 5.1, 
a plot of the Feynman x variable, P1*/Pmax* (where* indicates a 
measurement in the centre-of-mass frame), for identified protons 
close to x = -1 in 2-prong events with identified elastic scatters 
removed. The minimum value of x in an inelastic event is -0.967. 
The spike visible at x = -1 is due to elastic events with a badly 
measured antiproton, while the protons with unphysical x values 
less than -1 also have badly determined track parameters. Figure 
5.2 is a scatter plot of the measured laboratory momentum, P, bf 
the negative particle against the Feynman x of the slow proton, 
again for 2-prong interactions not identified as elastic. The 
unfitted elastic scatters can be seen as excesses about x = -1 and 
P = 8.8. On the basis of this plot, cuts were made to remove the 
remaining elastic scatters from the inelastic sample. 
The elastic events were the class which suffered the greatest 
loss. When there was a low momentum transfer in the interaction, 
the outgoing antiproton could be incorrectly labelled as an unde-
flected beam particle by the online algorithm. Also in these 
events, the recoiling proton would appear as a short stub in the 
bubble chamber, and could easily be missed by the scanner. Figure 
5.3 shows a logarithmic plot of the number of events as a function 
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of the square of the 4-momentum transfer, t, in elastic 
antiproton-proton interactions. It can be seen that there is a 
large loss of events at low ltl. As has been shown by Foley et 
al. [34]~ the elastic cross-sections for both ~P and pp can be 
parametrised at this energy by the form 
dcr 
dt 
for ltl < 0.4 (GeV/c) 2 • When a fit was tried using this function 
with A and bas free parameters, and fitting over the range 
0.15 < ltl < 0.40, it was found that the intercept on the dcr/dt 
axis fell slightly below the minimum optical theorem point Cie the 
minimum value predicted by the optical theorem if the scattering 
amplitude were entirely imaginary). Since the fitted result was 
consistent with the optical point within the errors of the fit, 
the function for the differential cross-section was refitted con-
strained to pass through this point. This is the line shown on 
the figure. The %2 /NOF for the fit was 15.0/11, not significantly 
worse than that for the fit with two independent free parameters. 
The same procedure was applied for the proton-proton elastic 
scatters, as shown in figure 5.4. In this way, the elastic 
cross-sections were determined, and the results are summarised in 
table 5.1. The errors are dominated by the separation from inel-
astic events, rather than by uncertainties in the fit. 
TABLE 5. 1 
Parameters of Elastic Cross-Sections 
b (slope oft-distribution) -13.2 ± 0.4 -8.5 ± 0.3 (GeV/c)-Z 
cross-section 12.3 ± 0.4 , 9.8 ± 0.3 mb 
fraction of events lost 37 % 22 % 
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5. 1. 2 Trigger Losses 
One of the side effects of the online trigger algorithm's abil-
ity to reject undeflected beam particles was that occas i onally an 
interaction was missed. Although the majority of these losses 
occurred in the elastic channel, a small fraction of i nelastic 
events were also lost , when an outgoing particle reached the first 
PWC plane at the point where the beam would have passed. This 
happened if a fast negative particle, usually an antiproton, 
gained a small negative y component of momentum but was deflected 
in the positi ve y direction by the magnetic field. The losses are 
also not at a constant value of Py, as the critical value causing 
a crossing with the beam position to occur at the« PWC depends on 
the position of the vertex within the chamber. The clearest way 
of demonstrating the trigger losses is by ffswimmingu the secondary 
tracks through the magnetic field to a constant plane in the cham-
ber, eg. that at x = 0. The losses are then evident in a plot 
such as figure 5.Sa, a histogram of PyCx=O) for negative particles 
of momentum between 6 and 7 GeV/c. For comparison, figure 5.Sb 
shows a similar distribution for positive tracks reflected in the 
centre of mass. In this case there are no losses at a constant 
The track data were divided into 5 ranges of total and 3 of 
transverse momentum. For each sample, losses were estimated using 
plots such as figure 5.5. In this way, the probability of loss 
could be calculated for any track with a given momentum vector, 
assuming a uniform distribution of orientations about the beam 
direction . This prob ability was about 27% for tracks with momen-
tum, P, between 8 and 9 GeV/c and transverse momentum, Pt, less 
than 100 MeV/c. However, it fell off rapidly with increasing Pt 
or decreasing P. By examining the momenta of all tracks in 
obser ve d ev en ts , a weigh t cou ld be c a lculated to a llow fo r the 
algo r ithm losses. The mean weight so required is given in table 
5.2 in terms of the charged multiplicity of the event . 
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Fig. 5.5 Trigger losses 6-7 GeV / c 
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TABLE 5.2 
Weighting to Correct for Algorithm Losses 
Multiplicity Mean Weight 
0 1. 0 
2 inel. 1. 035 
4 1.022 
6 1. 004 
8 1.001 
~ 10 1 . 0 
5. 1. 3 Correction for Unseen V's 
When a neutral particle decayed very near to the vertex, it 
could be difficult to distinguish the charged secondary tracks 
from primary ones. This resulted in a number of events being 
assigned a charged multiplicity too great by two. A fraction of 
neutral pions decayed directly into a photon and a Dalitz elec-
tron-positron pair, where again the electron and positron would be 
included in the primary multiplicity. The details of the identi-
fication of decaying neutral particles is given in the next chap-
ter . This section describes how these results could be used to 
correct the observed multiplicity distribution. 
The prob ability of a neut r al particle, with a decay length;\, 
undergoing a visible decay within the chamber is given by 
p = ( 1 - e X P ( ~ 1 m·: x/;\ ) ) 'X B. ~. 
where lm ax is the maximum dis t ance the particle could have tra-
velled along its line of flight before leaving the fiducial 
volume , and B.R . is th e br anching rat i o into the charged decay 
mode. Th e function~ defined as 
exp(-1/;\) - expC-lmax/;\) 
~ = 
- expC-l max/;\) 
(where 1 is th e distance the neutr a l particle travelled before 
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decaying) has the property that it should be uniformly distributed 
over the range Oto 1. Figure 5.6 shows the distribution for neu-
tral kaons and photons - in each case, there is clear evidence of 
a loss near to ff= 1, that is near 1 = 0, showing a depletion of 
detected decays close to the vertex. 
Plots like figure 5.6 were used for the four types of V's mea-
sured - A, K, K0 5 and r - to estimate the total number of V's 
missed. Ideally, since each multiplicity must be corrected sepa-
rately, one would like to use separate plots for each. However, 
the limited statistics did not allow this, and the data were sim-
ply divided into two samples low multiplicity events of O and 
2-prongs plus those of 4 and above. The number of observed V's 
was known for each multiplicity, and it was simply assumed that an 
approximately constant fraction, as determined by the ff plots, had 
been lost within each sample. 
The correction for Dalitz pairs was significantly larger than 
that for the unseen V's. It is shown in the next chapter that all 
the observed r's appear to come from n° decay. 1.15% [35) of all 
n°'s decay not into two photons but by the mode 
n° ~ re+e - . 
The semi-inclusive r cross-section then gave directly the semi-in-
clusive Dalitz pair cross-section, and corrections to the multi-
plicity distribution could be made. About 60% of the produced 
electrons and positrons were identified as such from the scanning 
and measuring. 
Table 5 .3 shows the magnitude of the corrections to the differ-
ent multiplicities as a result of the above effects. The net 
effect of applying them was to increase the cross-sections for the 
low multiplicity events at the expense of the higher ones. In 
fact, for multiplicities less than six, the correction is smaller 
than the errors on the cross-section. 
5.2 Topological Cross-Sections 
The corrected topological cross-sections for antiproton-proton 
and proton - proton interactions at 8.8 GeV/c are presented in table 
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TABLE 5.3 
Corrections (in mb) to Observed Multiplicity Distributions 
Multiplicity n + 2 ~ n n ~ n - 2 overall 
(n) Dalitz unseen Dalitz unseen 
vertex vertex 
Q.Q 
0 0.04 0. 0 1 +0.05 
2 0.23 0.05 0.04 0. 0 1 +O. 23 
4 0. 31 0.07 0.23 0.05 +O. 10 
6 0. 21 0.04 0.31 0.07 -0. 13 
8 0.04 0.004 0. 21 0.04 -0.21 
10 0.003 0.0 0.04 0.004 -0.04 
12 0.003 0.0 -0.003 
.P..P. 
2 0. 19 0.04 +0.23 
4 0. 12 0.01 0. 19 0.04 -o. 10 
6 0.02 0.0 0. 12 0.01 -0. 12 
8 0.0 0.0 0.02 0.0 -0.02 
10 0.0 0.0 0.0 
5.4. The errors given do not include the 2. 7% (in the antiproton 
case) uncertainty in normalisation due to the error on the total 
cross - section. As has already been described, a number of correc-
tions had to be applied to produce the cross-sections. That this 
procedure _was reliable is indicated by the data in table 5.5, a 
comparison of values from this ~xperiment with those from an 
untriggered bubble chamber experiment at a nearby beam momentum, 
9.1 GeV/c, taken from reference [8]. Sin6e a different total 
cross-section was given, the comparison made is between fractions 
of the total inelastic cros~-section, rather than between absolute 
topological cross-sections. The good agreement of the two sets of 
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TABLE 5.4 
Topological Cross-Sections and Moments 
Err .e.e 
Total 55.90 ± .1. 5 mb 39.97 ± 0.3 mb 
Elastic 12.33 ± 0.40 9.80 ± 0.30 
Inelastic 43.57 ± 0.40 30. 17 ± 0.30 
Multiplicity 0 2.35 ± 0.06 
Multiplicity 2 14.63 ± 0.30 15.46 ± 0.30 
Multiplicity 4 16.79 ± 0.21 12.53 ± 0. 18 
Multiplicity 6 7.68 ± 0. 12 2.06 ± 0.05 
Multiplicity 8 1. 86 ± 0.05 0. 10 ± 0.01 
Multiplicity 10 0.23 ± 0.02 . 001 ± . 001 
Multiplicity 12 . 017 ± .005 
<n> 3.67 ± 0.02 3. 12 ± 0.02 
D 1. 92 ± 0.01 1. 27 ± 0.01 
f2 0.03 ± 0. 03 -1. 51 ± 0.02 
<n-> 1. 84 ± 0.01 0.56 ± 0. 0 1 
f2--
-0.91 ± 0.08 -o. 16 ± 0.05 
' data shows that no major distortions due to the use of the online 
trigger remained in the event sample after the appropriate correc-
tions had been made. 
Table 5.4 also shows the mean charged multiplicity, <n>, the 
dispersi6n, D = ~<n 2 > - <n> 2 , and the correlation integral f 2 , 
defined as f 2 = <n(n-1)> - <n> 2 • The mean multiplicity and corre-
lation integral are also calculated for negative tracks only, and 
are presented as <n-> and fz--. The values of these multiplicity 
moments refer to inelastic interactions only, as will all the 
results presented here unless otherwise stated. 
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TABLE 5.5 
Inelastic Cross-Section Fractions at 8.8 and 9. , GeV/c 
Multi E 1 ic it~ This exeeriment Ref. [ 8] 
8.8 GeV/c 9. 1 GeV/c 
0 5.4 ± 0. 1 % 5.6 ± 0. 2 % 
2 33.6 ± 0.8 33.8 ± ,. 2 
4 38.5 ± 0. 5 37.8 ± 0.4 
6 17. 6 ± 0.3 17.3 ± 0.3 
8 4.3 ± 0. , 4.4 ± 0. , 
10 0.5 ± 0. , 0.5 ± 0. 1 
12 .04 :t . 0 1 .06 ± .02 
5.3 Differences and Annihilations 
The techniques described in chapter 3 were used to extract the 
annihilation and non-annihilation t opological cross-sections. 
Once again, adjustments were made for losses due to trigger and 
other effects, and the two samples were corrected independently 
for Dalitz pairs and unseen V's. Table 5.6 shows these cross-sec-
tions, and compares them with the differences between pp and pp 
cross-sections. The values of <n>, D and f 2 are also presented 
for these samples. 
A long-standing question is whether the annihilation cross-sec-
tion is given by the difference in pp and pp total cross-sections, 
or whether, as at very low energies, the difference in inelastic 
cross-sections gives a better estimate. Alternatively, models 
incorporating absorption effects predict that the annihilation 
cross-section should be greater than the difference in total 
cross-sections [10]. The data from this experiment show very good 
agreement between annihilations and the difference in inelastic 
cross-sections. However, the error on the total pp cross-section 
means that agreement with the difference in total cross-sections 
certainly cannot be ruled out. 
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TABLE 5.6 
Non-Annihilation and Annihilation Cross-Sections and pp-pp 
Differences 
non-annihilation annihilation pp - pp 
Total Cinel.) 29.74 ± 0.55 13. 83 ± 0.49 13.40 ± 0.50 mb 
Multiplicity 0 2.22 ± 0. 1 1 0. 13 ± 0. 1 1 2.35 ± 0.06 
Multiplicity 2 13.04 ± 0.37 1. 59 ± 0.26 -0.83 ± 0.42 
Multiplicity 4 12.08 ± 0.35 4.70 ± 0.33 4.26 :!: 0.28 
Multiplicity 6 2.31 :!: 0.20 5.37 ± 0.22 5.62 :!: 0. 13 
Multiplicity 8 0.09 ± 0.03 1. 78 ± 0.06 1. 76 :!: 0.05 
Multiplicity 10 .002 ± .001 0.23 ± 0.02 0.23 ± 0.02 
Multiplicity 12 . 017 ± .005 . 017 ± .005 
<n> 2.98 ± 0.03 5. 11 ± 0.08 4.90 ± 0. 10 
D 1. 52 ± 0.02 1. 89 ± 0.06 2.50 ± 0. 03 
fz -0.67 ± 0.05 -1.55 ± 0.27 1. 33 ± 0.22 
<n-> 1. 49 :!: 0.02 2.55 ± 0.04 2.45 ± 0.05 
fz--
-0.91 ± 0.02 -1. 66 :!: 0.08 -0.89 :!: 0.06 
There is good agreement between annihilation and difference 
topological cross-sections for multiplicities above four, while 
for the lower multiplicities this is not so. It is known, both 
from this work (chapter 4) and ref. [12] that the antiproton-pro-
ton 0-prong channels are almost entirely non-annihilations, so 
here the difference between pp and pp clearly cannot be associated 
with annih-ilations. The 2-prong channels also cannot be inter-
preted in this way, as the pp inelastic cross-section is less than 
that for pp, while a small annihilation cr,oss-section has been 
identified. 
It has been shown [9] that the function 
crnCann) crn(pp) - crnCpp) 
Rn = or 
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obeys the rule Rn= ABn for n 2 4 over the momentum range 6 to 
100 GeV/c. This form was calculated using the Eylon-Harari model 
[11] for cross-section differences at high energies. Figure 5.7 
shows Rn plotted against n for both annihilations and difference 
data from this experiment. The annihilation points obey the above 
rule very well, yielding values for A and a of (7.9 ± 1.4).10- 3 
and 2.63 ± 0.07 respectively. The 4-prong difference value, how-
ever, does not agree quite as well as the annihilations, and the 
2-prong difference, being negative, is not shown at all. 
5.4 Comparison with Data from Other Energies 
At lower energies, it has been shown [3] that the mean charged 
multiplicity divided by the dispersion, <n}/0, attains an approxi-
mately constant value for both ~P inelastic and annihilation 
cross-sections, the value being somewhat higher in the latter 
case. This is in contrast with the data for pp interactions, 
which show an energy dependence of this ratio. Figure 5.8 shows 
antiproton data from this experiment and others in the momentum 
range 1 to 10 GeV/c from reference [3). They are consistent with 
the fitted values of <n}/0 = 2.73 for annihilations and 1.90 for 
all inelastic interactions. By contrast, the 8.8 GeV/c ~p-pp dif-
ference, also shown on the plot, is not consistent with the anni-
hilation data. 
Rushbrooke et al. have shown (9) that the negative particle 
correlation integral, f2--. for annihilations at low energies is a 
linear function of the mean negative multiplicity <n->, given by 
f 2 -- = -0.20 - 0.61<n-> . 
This form is inspired by statistical fireball models, and indi-
cates single cluster formation. At higher energies, the departure 
from linearity may be a signal of the production of multiple clus-
ters if indeed the difference data are still representing annihi-
lations. Figure 5.9 (adapted from ref. [9)) compares data from 
BC64 with that from experiments at other energies. Once again, 
the annihilation point agrees well with the low energy trend, 
while the difference result is inconsistent. The discrepancy in 
the values of both <n}/D and f 2-- for the ~p-pp differences is a 
result of the v~lues for the low multiplicity channel cross-sec-
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tions. The data it higher values of <n-> in figure 5.9 were 
obtained by the authors of ref. [9] by a "corrected difference" 
method. For multiplicities 4 and above, the pp-pp cross-section 
was used, while for 2-prongs the annihilation cross-section was 
extrapolated from low energy data. All 0-prongs were assumed to 
be non-annihilations. If the same techniques are applied to the 
data from this experiment, reasonable agreement is obtained with 
the annihilation data, though the slight discrepancy for 4-prongs, 
noted in figure 5.7, of course still remains. 
D'Innocenzo et al [36] have recently pointed out that the abo ve 
method of correcting differences (the "Rushbrooke method") may be 
inadequate, in that adjustments are also required for multiplici -
ties greater than 2. This is due, it appears, to the different 
total charge of the pp and pp systems. They propose an alterna-
tive form of corrections, which assumes that only the diffractive 
parts of the pp and pp cross-sections are identical. For the 
non-diffractive parts of the non - annihilation cross-sections, they 
propose the following relationship for each multiplicity, n. 
anCpp) = (1-6)anCpp) + 6an+z(pp) 
where 6 represents a constant fraction of the pp cross-section 
which is "shifted down" in multiplicity in the pp case. They 
obtain the value of 6 by first removing the diffractive component 
of the cross-section using their "leading fireball" model [37] and 
then fitting, using the Rushbrooke method for startin~ values of 
aannn for the fit. This approach has been applied to the data of 
this experiment, producing a value of 6 of 0. 12 ± 0.01. The der-
ived values of diffefence and annihilation cross-sections are com-
pared in table 5.7. The D'Innocenzo correction method certainly 
gives a better value for the 2-prong cross-section than does the 
Rushbrooke method, though the errors are rather large. (In fact, 
the author~ of [36] suggest that the value for 2-prongs can be 
better determined by~ low energy extrapolation, in a similar way 
to that used in the Rushbrooke method.) However, the values of 
0-, 4- and 6-prong cross-sections are all significantly too high. 
These discrepancies can be understood if 6 has a value which is 
too large for the higher multiplicities and too small for 
0-prongs. Inde~d. there seems to be little justification for the 
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TABLE 5. 7 
Corrected Difference Methods 
Direct 
Difference 
2.35:!:0.06 
-0.83:!:0.42 
4.26±0.28 
5.62±0.13 
1. 76:!:0. 05 
0.23:!:0.02 
Rushbrooke D'Innocenzo Separated 
Annihilation 
0. 0.96±0.21 0.13:!:0.11 
1. 20 1. 77±0. 78 1.54:!:0.29 
4.26±0.28 5.35±0.37 4.70±0.33 
5.62 ±0.13 5.84:!:0.15 5.37±0.22 
1. 76±0. 05 1. 77:!:0. 05 1. 78:!:0. 06 
0.23±0.02 0.23±0.02 0.23:!:0 . 23 
assumption of a fraction 6 which is independent of multiplicity, 
and further evidence will be presented from the data from this 
experiment which shows that the discrepancies between pp and ~P 
non-annihilations are greater for the lower multiplicities. 
From general scaling principles in semi-inclusive interactions, Koba, Nielsen and Oleson have derived [38] the asymptotic result 
G i ne 1 
a. _1 ,[-n] 
<n> <n> 
where t is an energy independent function. For pp interactions, 
the onset of scaling is not until about 50 GeV/c [39]. However , 
it has been shown [3] that in the incident momentum range 1.8 to 
7 GeV/c antiproton-proton reactions already show KNO scaling. 
Figure 5.10 confirms that this is the case at 8.8 GeV/c, the solid line representing Slattery's fit to high energy pp data . Figure 5.11 demonstrates that KNO scaling also holds for the annihilation 
component of ~p interactions, though the solid line, Salava and 
Simak's fit to annihilation data below 7 GeV/c, represents a dif-ferent function t from that in figure 5.10. The ~p-pp difference data, also shown on the figure, again do not fit as well as the 
identified annihilations, due to the discrepancy in the low multi-plicity cross-sections. 
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A Liverpool-Stockholm experiment at 9.1 GeV/c has also 
determined annihilation cross-sections [8]. Their apparatus was a 
bare bubble chamber without external detectors, and they have 
adopted a very different approach to the separation of non-annihi-
lations where no baryon or antibaryon was observed from the anni-
hilation events. The ambiguous charged tracks were identified, in 
a statistical sense, on the basis of the charge conjugation symme-
try of the whole sample. In events with more than one missing 
neutral, a fit to the missing mass spectrum was performed to 
obtain the likely contribution Of nn(n°n° ... ) and n°n°(n° ... ). 
Thus, for each topology, the annihilation cross-section was esti-
mated. Their results are compared with those from this experiment 
in table 5.8. It is gratifying to note that the two dissimilar 
methods are in very good agreement. The only significant discre-
pancy is in the case of 2-prongs, where errors are large. 
TABLE 5.8 
Comparison of Annihilation Cross-Sections (mb) 
This experiment Ref. [ 8 J 
8.8 GeV/c 9. 1 GeV/c 
Total 13. 8 ± 0.5 13. 2 ± 0.5 
Multiplicity 0 0. 13 ± 0. , , 
1 Multiplicity 2 1. 59 ± 0 . 26 0.89 ± 0.27 
Multiplicity 4 4.70 ± 0.33 4.83 ± 0.30 
Multiplicity 6 5.37 ± 0.22 5. 23 ± 0.25 
Multiplicity 8 1. 78 ± 0.06 1. 88 ± o. 10 
Multiplicity 10 0.23 ± 0.02 0.23 ± 0.02 
Multiplicity 12 . 017 ± .005 0.03 ± 0.01 
The annihilation topological cross-sections extracted in this 
experiment have been shown to follow very closely the trends det-
ermined from lower energy antiproton reactions, where it is easier 
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to identify the annihilations directly. There is broad agreement 
between the annihilation cross-sections and pp-pp differences for 
high multiplicities, but not for 0- and 2-prongs. This is not 
surprising when the total charge of the system, 0 for pp and +2 
for pp, is considered. Equating the difference cross-sections to 
annihilations is equivalent to assuming the identity of proton -
proton and antiproton non-annihilation topological cross-sections. 
However, it was found when extracting the non-annihilation events, 
using the methods of chapter 4, that the probability of producing 
a neutral baryon (or antibaryon) in pp interactions is consider-
ably greater than that for pp reactions. This is detailed in 
table 5.9 below. The more abundant production of nn pairs in 
antiproton interactions explains why the mean charged multiplicity 
in pp non-annihilations is 2~98 ± 0 . 03, compared with 3.12 ± 0.02 
in pp interactions. 
TABLE 5.9 
Fraction of Non-Annihilations Containing Various 
Combinations of Baryons and Anti baryons 
QQ Q£ 
A. or A + X 5.3 ± 0.2 % 2.8 ± 0. , % 
ppX 36 ± 2 % 
ppX 35 ± 2 % 
pnX + c.c. 32 ± 2 % 
pnX 47 ± 2 % 
nnX 26 ± 2 % 
nnX 15 ± 3 % 
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Chapter VI 
NEUTRAL PARTICLE PRODUCTION 
The treatment of neutral particles was rather different from 
that of charged ones, and so is. described separately here. Neu-
tral particles of course produced no track in the bubble chamber, 
and if they did not decay within the visible region, or if they 
decayed to form neutral products, they could not normally be 
detected. On the other hand, if one did decay by a charged mode 
within the visible volume, the particle's identity and momentum 
could be determined by a kinematic fit to the measured track par-
ameters of the produced particles. The observed decays had to be 
weighted with the inverse of the probability of detection, to 
allow for the various losses - neutral decay modes, decays outside 
the chamber, scanning, measuring and fitting losses. In the case 
of low momentum photons, special corrections had to be applied. 
Semi-inclusive cross-sections and various kinematic distribu-
tions were found for neutral particles produced in both anti-
proton-proton and proton-proton interactions. The annihilation 
part of the antiproton cross-sections was isolated, and compared 
with the pp - pp difference. 
6.1 Identification of Neutral Particles 
6.1.1 Kinematic Fitting 
For each neutral particle decay, or "V", observed in the cham-
ber, kinematic fits were attempted for the decays of three parti-
cles and for photon pair production . 
h -+ P1T-
X -+ PTI+ 
K0 s -+ 1T+1T-
'Y -+ e+e-
Three constraint fits were used, that is the direction of the 
neutral particle was given by the line joining the main vertex to 
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the decay and the mass was fixed by the hypothesis; the magnitude 
of the momentum vector was left to be determined by the fit. A 
special pass of the KINEMATICS program was used to perform these 
fits. It was found that the distribution of x2 probabilities from 
the fits was poor, with many low probability fits. The stretch 
functions for the momentum of secondary particles were correctly 
peaked at zero with a standard deviation of one, while those for 
the angles, azimuth and dip, were much broader though still 
approximately correctly centred. This was taken to indicate an 
under-estimation of the errors on the direction of the neutral 
particle. On Sweepnik, the vertex positions were measured inde-
pendently of the tracks, using a T.V. image with cross-wires. 
This is certainly less accurate than the automatic procedure used 
for measuring tracks. To solve the problem, the estimates of the 
errors in azimuth and dip of the decaying particle's track were 
each multiplied by a factor, and the two factors varied until 
satisfactory stretch functions and X2 distributions were obtained. 
The values required were 1.4 for the azimuth and 1.2 for the dip. 
In the case of photons, no attempt was made to fit for the 
recoil of the spectator proton or electron. The errors in energy 
and direction were simply increased to allow for the presence of 
an unseen (or at least unmeasured) momentum of 0.5 MeV/c taken 
away by the recoiling particle. 
A few particles failed to give a satisfactory 3C fit. for 
these, a 1C fit was attempted, with the neutral particle not con-
stra~ned to come from the primary vertex. In almost all cases, it 
was found that the particle was indeed not associated, and so was 
not written to the DST. The lack of association was checked in a 
special scan described below. 
6.1.2 Resolution of Ambiguities 
Almost 16% of V's gave a fit to more than one hypothesis, and 
it was necessary to resolve this ambiguity. Fits which were 
inconsistent with the ionisation data for low momentum particles 
or with CANUTE data for fast ones were removed. Thts reduced the 
fraction of ambiguous events to 9.5%. The distribution of the 
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transverse moment~m of decay products measured with respect to the 
neutral particle's direction was examined. It was found that in 
effectively all cases where there was an ambiguity between a pho-
ton and a neutral hadron, if the decay Pt was less than 20 MeV/c 
and the missing mass less than 30 MeV/c 2 when treated as a gamma 
then the particle was indeed a gamma. If the missing mass was 
greater than 30 MeV/c 2 , the gamma fit was rejected. This proce-
dure reduced the fraction of ambiguities to 4.4%. 
TABLE 6. 1 
Resolution of Ambiguous V's in ~~ Interactions 
Particle Fitted After Ions After MM After After 
or CANUTE and P+ Proby. cut cos S' V. X 
A 294 343 348 375 421 
Ko 867 883 894 921 936 
h 184 230 248 260 288 
'Y 2090 2247 2447 2447 2447 
A/K 0 133 85 85 47 0 
A/"f 176 65 0 0 0 
A/K 0 /"f 12 4 0 0 0 
AiA/"f 21 4 0 0 0 
K0 /h 96 62 70 39 0 
K0 /"f 45 23 0 0 0 
Ko /i\/'Y 13 9 0 0 0 
h/"f 161 137 0 0 0 
8 represents the decay angle, as defined in the text. 
For the remaining ambiguities, the x2 probability was used. 
Any fits which had such a probability less than a tenth of the 
greatest for this particle were removed. The final 2.1% of parti-
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cles ambiguous between K0 s and A or A were resolved on the basis 
of kinematic variables. A plot was made of the cosine of the 
decay angle, ie the angle between the incident neutral particle 
and the outgoing negative, transferred to the rest frame of the 
decay, against the Feynman x CP1*/Pmax*l of the neutral, for iden-
tified K0 s, A and A's. Figure 6. 1 shows this for K0 s and A. The 
distribution should be uniform in the cosine of the decay angle, 
but there are clear losses. The plots were also made for the 
ambiguities, interpreted as each possibility, again as shown in 
figure 6. 1. There is a good separation between the points which 
appear to "fill in" the gaps in each of the unambiguous plots. In 
this way, cuts were defined on the values of the decay angle and x 
(for the particles treated as A or A) which enabled the ambiguous 
cases to be assigned to one particle type or the other. Table 6 . 1 
shows how the ambiguous V's distributed themselves. 
As a check on the accuracy of the ambiguity resolution process, 
figure 6.2 shows the distribution of the decay Pt for each type of 
V. The solid line represents that expected for the particle 
decaying isotropically in its rest frame. The observed distribu-
tions agree well with those expected, and show no evidence for 
misidentification of particles. 
6.2 Weighting of Events 
6.2. 1 Correction for Unseen Decays 
Only V's decaying by a charged mode within the chamber could be 
observed. There was also a "region of confusion" near the primary 
vertex where the decay products could be mistaken for primary 
tracks. The probability of observing a neutral particle's decay 
is 
P = B.R. CexpC-lmin/A) - expC-lmax/A)) 
where B.R. is the branching ratio into the fitted decay mode, A is 
the decay length, calculated for the appropriate momentum, and 
lmin and lmax are the minimum and maximum lengths of the the neu-
tral particle's projected trajectory over which its decay would be 
detected . lmax depends of course on the position of the primary 
vertex and the direction in which the neutral particle was travel-
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ling, and, like 1, had to be calculated for each event separately. 
For photons, 1 represents the conversion length, based on the pair 
production cross-sections in hydrogen from reference [40). The 
weight applied to each V, to correct for those not decaying in a 
visible fashion, was simply the reciprocal of P. 
Th e function, ff, defined as 
exp(-1/A) - expC-lmax/A) 
ff = 
exp(-l min/A) - ex p C- lmax/ A) 
where 1 is the distance travelled by the neutral particle before 
decaying, should be uniformly distributed between O and 1 . As 
already shown in figure 5.6, this was not the case with lmin set 
to 0, when a d i p was observed at~~ 1. The value of lmin was 
increased until ff did show the correct distribution. This corres-
ponded to a value lmin = 1.0 cm. 
6.2.2 Scanning Losses 
The scanning efficiency for V's was determined in a second 
scan, in the manner described in chapter 3. However, the 
interpretation of this scan was not as simple as that described 
before. There was only an inefficiency if scanners failed to 
record associated V's. Some scanners noted V's which were clearly 
not connected with the primary event, and this was only detected 
at the fitting stage. Also , the efficiencies are unlikely to be 
the same for all types of V, but the type was again only de ter -
mined for those V's which were measured, and measuring was only 
' based on scan 1 data, not scan 2. Finally, the measurer could 
quite possibly notice a Von a f r ame being measured even though 
this was not in the scan code. In this way, the effective nscan-
ning e f ficiencyn could be greater than that for scan 1 alone. 
The meas ur ed, associ ated V' s, re co r ded on the DST , were used i n 
much t he same way as the check-scan information was used in deter-
mining the s canning e fficiency fo r each multiplicity. The details 
of the calcula t ion of the ef f iciency for detecting V's are given 
in Appendix B, and the results presented in tab l e 6 . 2 
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6.2.3 Measuring and Fitting Losses 
In a few cases, a V was recorded in the scan code but was 
either not measured or no successful 3C fit was possible. To det-
ermine the reasons for these losses, I undertook a special scan of 
all frames where a V had failed to be fitted successfully for 
about 307. of the data. 
The most frequent reason for· a measurement failure was where 
the V was a low energy 7, producing tightly spiralling electron 
and positron tracks. These are discussed further below. For the 
neutral hadrons, a secondary interaction very close to the decay 
could also prevent successful measuring, and a combined measuring 
efficiency for K0 s, A and A was determined, as shown in table 6.2. 
Most of the V's which did not give a constrained fit were indeed 
found to be unassociated. In a few cases this was not so, and the 
number of these was used to determine the fitting efficiency for 
each type of V. In most cases, the type of particle was identifi-
able either from a successful lC fit or from ionisation data for 
the secondary tracks. 
6.2.4 Treatment of r's 
As mentioned above, low energy photons were difficult to detect 
reliably, as the tightly spiralling e• and e- tracks produced on 
conversion were hard to measure on Sweepnik. Also, the pair pro-
duction cross-section for these photons is very small, and this 
leads to large weights for the ones observed, and so to large 
errors. Due to the charge conjugation symmetry of the antiproton-
proton system, neutral particles such as photons should be pro-
duced symmetrically in the centre-of-mass frame. Figure 6.3 com-
pares the (weighted) laboratory momentum distribution of photons 
in the backward centre-of-mass hemisphere with that ~f th ose in 
the forwa~d hemisphere, reflected in the centre-of-mass frame. 
This clearly shows lo~ses. Photons up to 120 MeV/c in the labora-
tory are apparently not detected efficiently. 
To avoid these problems, it was decided to exploit the symmetry 
in the centre-of-mass to correct for lost, low energy 7's. Figure 
6.4 is a Peyrou plot for observed photons, that is a plot of Pt 
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against P1*. the centre-of-mass longitudinal momentum. The solid 
line represents an energy of 120 MeV in the laboratory frame, 
while the dotted curve is its reflection. Again, the losses are 
apparent, though here no weighting has been applied, so the effect 
is exaggerated. All the 7's detected in the shaded area - in the 
backward hemisphere and with energy less than 120 MeV - were dis-
carded, while those in its centre-of-mass reflection had their 
weights doubled. The 120 MeV line does pass into the forward 
hemisphere, and there may still be losses under the curve there. 
However, this area represents a very small region of phase space, 
and it is estimated that the effects of losses there will be neg-
ligible. The values of efficiency presented in table 6.2 for 7's 
were therefore calculated using only photons with energy greater 
than 120 MeV. 
6 .3 
TABLE 6.2 
Scanning. Measuring and Fitting Efficiencies for V's 
Particle Scanning Measuring Fitting_ Overall 
efficiency efficiency efficiency efficiency 
A 0.98±0.03 0.96±0.01 0.97±0.01 . 0.91±0.03 
K0 s 0.99±0.02 0.96±0.01 0.95±0.02 0 . 90±0.03 
X 0.98±0.03 0.96±0.01 0.96±0.03 0.90±0.04 
7 0.97±0.01 0.96±0.01 0.97±0.01 0.90±0.02 
(Efficiency for 7's excludes those with energy less than 
120 Mey.) 
Identification of Annihilation Events 
In chapter 4, a method was described for selecting samples of 
annihilation and non-annihilation events on the basis of the 
direct observation of baryons, coupled with the use of cuts on 
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kinematic properties of the charged particles to separate the 
ambiguous interactions. The same approach was used for the isola-
tion of neutral particle production in the two types of interac-
tion, but some extra corrections were required in calculating the 
annihilation and non-annihilation cross-sections in each case. 
6.3.1 Zero-Prong Interactions 
The events with a K0 5 or photon were examined for the presence 
of a detected A, X or n. The detection probability for A and X's 
was calculated from the charged decay branching ratio and cor-
rected for decays outside the chamber or very close to the vertex. 
The antineutron detection probability was taken as that determined 
for 0-prongs as a whole, corrected for~ signatures and X's decay-
ing to antineutrons which then Qntered the calorimeter, as 
described in chapter 4. Thus the non-annihilation component of 
the~ and K0 5 cross-sections could be determined. 
6.3.2 Annihilation Cross-Sections for Photon Production 
The cuts on missing mass and Hnon-annihilation functionH of 
section 4.3.2 were used to separate annihilation and non-annihila-
tion events containing ~'s, and so derive cross-sections. Though 
this method appeared to work well for separating events as a 
whole, there is a potential weakness when used for photons. 
Events where a large number of w0 's were produced wil1 have a 
large missing mass, and so are likely to be classed as non-annihi-
lations, not always correctly. These are also the events where 
there is more chance of observing a 7, so it was feared that too 
large a fraction of the 7 cross-section might appear to be non-
annihilation (though it should be stressed that observed 7's were 
included in the missing mass calculation). To investigate whether 
the separation method was introducing biases into the results , the 
Monte-Carlo described previously was used. This showed that there 
were no significant systematic effects for any charged multipli-
city except for 6-prongs. In this case, however, the small non-
annihilation component of the cross-section was overestimated by a 
factor of about two, and so an adjustment to the derived value was 
made. The errors quoted for this topology are rather large 
because of the uncertainties in this correction. 
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6.3.3 K0 s Annihilation Cross-Sections 
When the above separation method was used to derive K0 s cross-
sections, it was found that the apparent antiproton-proton non-
annihilation cross-sections were significantly larger than those 
for proton-proton interactions. Though the numbers of pp events 
with an antiproton or proton observed were about the same as those 
for the equivalent events in pp, . there was a considerable excess 
of pp interactions with an antineutron signal from the calorimeter 
and no baryon observed in the backward hemisphere. It has already 
been shown that neutral baryons are slightly more copiously pro-
duced in pp interactions, but the observed excess of 26 
Cunweighted) events (compared with 4 in pp) is much more than 
would be expected. 
The signal used to identify antineutrons in the calorimeter was 
simply that produced by a neutral long-lived hadron. In most 
interactions, the overwhelming majority of such particles were 
neutrons and antineutrons. However, in interactions where strange 
particles were produced, K0 1's would also be quite common, and 
could be mistaken for antineutrons. Though K0 1's, having a lower 
interaction cross-section than antineutrons, would tend on average 
to produce a shower slightly deeper in the calorimeter, the fluc-
tuations in hadronic showers prevent this being used as a criter-
ion for event-by-event identification. An estimation of the K0 1 
contamination of the antineutron signal can be made by using the 
fact that the momentum distribution for these particles should be 
the same as those for the measured K0 5 's. In this way, the number 
of K0 1's with a momentum greater than 2 GeV/c and entering the 
calorimeter (without undergoing a secondary interaction in the 
bubble chamber exit window) was found. Making further assumptions 
about the fraction of K0 1's which are associated with K0 5 produc-
tion, we arrive at a figure of about 20 spurious n signals in K0 s 
events due to K0 1 production. 
Another source of excess antineutrons in the calorimeter was 
from A neutral decays . The A's have already been accounted for, 
from the number of observed charged decays, and must not be 
counted twice . The observed spectrum of antiprotons from charged 
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decays in pp~ IK 0 5 X events was used to calculate that this conta-
mination contributed about 2 ~ signals. 
Thus of the 26 apparent excess antineutrons in pp~ K0 5 X events 
compared with pp~ K0 5 X, about 20 are due to K0 1 showers and 2 to 
neutral I decays. There are of course large errors on these num-
bers, but the remaining 4 could quite well be genuine, due to the 
greater chance of producing neutral baryons in pp interactions. 
Just as K0 1's, produced in association with the visible K0 5 's, 
were confused with antineutrons, it would have been possible for 
K-'s below the 5 GeV/c Cerenkov threshold to be mis-identified as 
antiprotons by CANUTE, or for K+'s to be called protons in the 
ionisation scanning. Contamination of this sort was looked for by 
comparing both the numbers and spectra of identified antiprotons 
and protons in K0 5 producing events in pp and pp. No evidence of 
any charged kaon contamination of baryon identification could be 
found. 
The non-annihilation cross-sections for producing K0 5 's were 
derived anew using the methods of chapter 4 on the sub-sample of 
events containing neutral kaons. The spectrum of observed anti-
protons in events with no visible proton was used to correct for 
unseen antiprotons. Corrections were made for unseen A/I decays, 
and for the limited antineutron detection efficiency, after conta-
mination by spurious antineutron signals had been rem6ved. These 
corrections were applied to each multiplicity in turn to derive 
semi-inclusive cross-sections, which had a sum consistent with 
that determined for the whole sample. 
6.4 Cross-Sections for K0 5 , A, I and r Production 
6.4 . 1 Topological Cross-Sections 
The number of observed V's was corrected for the losses 
described in section 6.2, and the number of neutral particles pro-
duced determined from the published branching ratios into the 
channels fitted [35). Inclusive and semi-inclusive cross-sections 
were then calculated using the normalisation determined in chapter 
5. Exactly the same procedures were adopted for the proton-proton 
data, and the results are presented in table 6.3. 
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TABLE 6.3 
Topological Cross-Sections for Neutral Particle Production 
Ell 
Kos 
Total 2.03 :!: 0. 10 mb 0.42 ± 0.04 mb 
Multiplicity 0 0. 13 ± 0.02 
Multiplicity 2 0.69 ± 0.04 0.28 ± 0.03 
Multiplicity 4 0.86 ± 0.05 0. 13 ± 0.02 
Mu 1 tip l i city 6 0.34 ± 0.03 .008 ± .005 
Multiplicity 8 . 021 ± .007 
A 
Total 0.98 ± 0.06 0.84 ± 0.06 
Multiplicity 0 0.22 ± 0. 03 
Multiplicity 2 0.53 ± 0.04 0.60 ± 0.05 
Multiplicity 4 0. 21 ± 0.02 0.22 ± 0.03 
Multiplicity 6 . 014 :!: .006 . 019 ± .007 
Multiplicity 8 .003 ± .003 .003 ± .003 
X 
Total 0.88 ± 0.07 
Multiplicity 0 0.22 ± 0. 03 
Multiplicity 2 0. 51 ± 0.05 
Multiplicity 4 0. 13 ± 0.02 
Multiplicity 6 .018 ± .007 
1/2 CA + X> 
Total 0.93 ± 0.05 
Multiplicity 0 0.22 ± 0. 02 
Multiplicity 2 0.52 ± 0.03 
Multiplicity 4 0. 17 ± 0.02 
Multiplicity 6 . 0 16 ± .005 
Multiplicity 8 . 001 ± . 001 
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TABLE 6.3 
(Continued) 
£11 
'Y 
Total 140.7 ± 4.6 56.9 ± 2.6 
Mu l t; p l i city 0 6.6 ± 0.9 
Multiplicity 2 39.0 ± 2. 1 33.4 ± ,. 9 
Multiplicity 4 52.4 ± 2.4 21. 0 ± ,. 5 
Multiplicity 6 36. 1 ± 2.0 2.48 ± 0.48 
Multiplicity 8 6.0 ± 0.8 
Multiplicity 10 0.55 ± 0.21 
Multiplicity 12 0.08 ± 0.08 
In the antiproton data, the cross-sections for the production 
of A and 1 at each multiplicity are seen to be consistent, as one 
would expect from charge symmetry. The values have therefore been 
averaged together. Production of both photons and K0 5 's is seen 
to be much more copious in ~P interactions than in pp. This is 
discussed in terms of annihilations and other mechanisms below. 
Multiple V Production 
On a number of frames, more than one neutral particle decay was 
observed. The cross-sections for such interactions were obtained 
by weighting each decay appropriately. The cross-sections for 
producing a K0 5 along with either a A or 1 were observed to be 
consistentJ so the average values are given, along with those for 
other pairs of neutral strange particles, in table 6.4. The 
cross-sections obtained from the pp data are also presented for 
comparison. 
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TABLE 6.3 
(Continued) 
£.e 
'Y 
Total 140. 7 ± 4.6 56.9 ± 2.6 
Mu 1 t i p 1 i c it Y 0 6.6 ± 0.9 
Multiplicity 2 39.0 ± 2. 1 33.4 ± 1. 9 
Multiplicity 4 52.4 ± 2.4 21. 0 ± 1. 5 
Multiplicity 6 36. 1 ± 2.0 2.48 ± 0.48 
Multiplicity 8 6.0 ± 0.8 
Multiplicity 10 0.55 ± 0. 21 
Multiplicity 12 0.08 ± 0.08 
In the antiproton data, the cross-sections for the production 
of A and I at each multiplicity are seen to be consistent, as one 
would expect from charge symmetry. The values have therefore been 
averaged together. Production of both photons and K0 5 's is seen 
to be much more copious in ~P interactions than in pp. This is 
discussed in terms of annihilations and other mechanisms below. 
Multiple V Production 
On a number of frames, more than one neutral particle decay was 
observed. The cross-sections for such interactions were obtained 
by weighting each decay appropriately. The cross-sections for 
producing a K0 5 along with either a A or A were observed to be 
consistent, ,o the average values are given, along with those for 
other pairs of neutral strange particles, in table 6.4. The 
cross-sections obtained from the pp data are also presented for 
comparison. 
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TABLE 6.4 
Cross-Sections for Production of Pairs of Neutral Strange 
Particles 
fu?. 
K0 sK 0 s 
Total 0.23 ± 0.04 mb 0.006 ± 0.006 mb 
Multiplicity 0 .009 ± .006 
Multiplicity 2 0. 10 ± 0.02 0.006 ± 0.006 
Multiplicity 4 0. 10 ± 0.02 
Multiplicity 6 .019 ± .015 
1 /z(K 0 sh + K0 sX> K0 sh 
Total 0. 12 ± 0.02 0. 12 ± 0.03 
Multiplicity 0 0.04 ± 0.01 
Multiplicity 2 0.07 ± 0.02 0. 11 ± 0.02 
Multiplicity 4 .012 ± .006 .005 ± .005 
Multiplicity 6 0.007 ± 0.007 
hA 
Total 0.30 ± 0.05 
Multiplicity 0 0. 13 ± 0.04 
Multiplicity 2 0. 16 ± 0.03 
Multiplicity 4 .013 ± .007 
6.4.2 Comparison of Annihilation and Differences 
The cross-sections for the production of K0 5 's and photons were 
separated into annihilation and non-annihilation parts, and these 
are presented in table 6.5, along with the differences between 
antiproton-proton and proton-proton cross-sections. Table 6.6 
similarly analyses the cross-sections for the production of two 
K0 5 's in an event. 
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TABLE 6.5 
Hon-Annihilation and Annihilation Cross-Sections for X and 
~ 
non-annihilation annihilation pp - pp 
K0 s 
Total 0.62 ± 0.08 1. 42 ± 0.08 1. 61 ± 0. 11 mb 
Multiplicity 0 0. 10 ± 0.03 .024 ± .020 0. 13 ± 0.02 
Multiplicity 2 0.32 ± 0.05 0. 37 ± 0.05 0. 41 ± 0 . 05 
Multiplicity 4 0. 16 ± 0.04 0.70 ± 0.05 0.73 ± 0.05 
Multiplicity 6 .034 ± .018 0.31 ± 0.03 0.33 ± 0 . 03 
Multiplicity 8 . 002 ± .002 .019 ± .007 . 021 ± .007 
'Y 
Total 61., ± 3.0 79.6 ± 4.5 83.8 ± 5.3 
Multiplicity 0 3.7 ± ,. 1 2.9 ± ,. 0 6.6 ± 0.9 
Multiplicity 2 29. 7 ± 1. 8 9.3 ± ,. 0 5.6 ± 2.8 
Multiplicity 4 24.6 ± ,. 9 27.8 ± ,. 7 31. 4 ± 2.8 
Multiplicity 6 3.0 ± 2.0 33. 1 ± 4.0 33.6 ± 2.0 
Multiplicity 8 6.0 ± 0.8 6.0 ± 0.8 
Multiplicity 10 0.55 ± 0.21 0.55 ± 0.21 
Multiplicity 12 0.08 ± 0.08 0.08 ± 0.08 
Annihilation reactions, defined as those which lead to a final 
state with no baryon or antibaryon present , clearly cannot include 
interactions where hyperons are produced. Differences between the 
production of A particles in antiproton-proton and proton-proton 
interactions therefore cannot be attributable to the annihilation 
mechanism. At higher energies, there is evidence (14] for the 
production of AX pairs in the central region, which could occur in 
the decay of a heavy meson produced in an annihilation. There is 
no low mass enhancement in the AX mass spectrum, and no evidence 
for such a process at these energies. The excess of A/X in ~P 
interactions will be seen to be peripheral, rather than central. 
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TABLE 6.6 
Production of K0 sK 0 s in Annihilations and Non-Annihilations 
non-annihilation annihilation PP -
Total 0.02 ± 0.01 0.20 ± 0.03 0.22 ± 
Multiplicity 0 0.0 ± .002 .009 ± .006 .009 ± 
Multiplicity 2 . 013 ± .008 0.08 ± 0.02 0.09 ± 
Multiplicity 4 .009 ± .008 0.09 ± 0.02 0. 10 ± 
Multi p 1 i city 6 
. 019 ± .015 . 019 ± 
If pp non-annihilation reactions were identical to pp 
reactions, one would expect 
crCpp~AX) + aCpp~AX) = crCpp~AX) 
pp 
0.04 mb 
.006 
0.02 
0.02 
.015 
( 1) 
In fact, A+A production in pp is more than twice that in pp, and 
one can attribute a large fraction of this difference to the fact 
that new channels are open to pp interactions involving the pro-
duction of hyperon-antihyperon pairs by a strangeness exchange. 
pp~ II.AX 
If this were to account for the whole difference, one would expect 
that 
(2) 
Table 6.7 shows that, though this relationship is much nearer the 
truth than is (1) above, the production of unpaired A's in pp 
still exceeds that in pp. One can only assume that this remaining 
discrepancy is due to other hyperon-antihyperon channels such as 
PP~ 11.tx. 
Unfortunately, this could not be checked in this experiment, as we 
were unable to identify charged hyperons accurately from their 
decays" 
Another process which can be examined is that leading to the 
production of a K0 5 along with a A or X. Here hyperon-antihyperon 
pairs cannot be involved, and one might expect a better agreement. 
However the naive relationship 
cr(pp~K 0 5 AX) = cr(pp~K 0 5AX) = 1 /zcr(pp~K 0 5 AX) 
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TABLE 6.7 
Comparison of A Production in pp and pp 
O" ( pp-+/VAX) CJCpp-+A/AX) - o-(pp~J\X) 
2CJ(pp-+AAX) 
Total 1. 86 ± 0.07 1. 26 ± 0. 10 0.84 ± 0.06 mb 
Multiplicity 0 0.44 ± 0.03 0. 18 ± 0.06 
Multiplicity 2 1. 04 ± 0.04 0. 72 ± 0.06 0.60 ± 0.05 
Mu 1 tip 1 i City 4 0.34 ± 0.03 0.32 ± 0.03 0.22 ± 0 . 03 
Multiplicity 6 .032 ± .008 . 032 ± .008 .020 ± .007 
Multiplicity 8 .003 ± .003 .003 ± .003 .003 ± .003 
is again seen, in table 6.4, to be wrong by a factor of two. A 
possible explanation of this is that the state leading to the pro-
duction of kaon and hyperon is more likely to be neutral in pp 
interactions than in pp, as was found for baryons in reactions not 
involving strangeness. In this way, processes of the form 
pp~ K+Ax 
replace some of the expected K0 A production. A test of this sug -
gestion can be made using the experimental data. It was found 
that approximately equal numbers of J\/A's in pp and pp had a non-
strange baryon (or antibaryon) associated with them. For strange-
ness to be conserved, a strange meson must be present in the final 
state. It therefore appears that the relationship 
o-(pp~AKX/AKX) = o-(pp~AKX) 
does hold provided that K is taken to include both charged and 
neutral kaons. 
The equating of annihilation cross-sections with pp - pp dif-
ferences is exactly equivalent to the equating of pp non-annihila-
tions and pp interactions. Since in inclu~ive kaon production, 
the associated production of hyperons plays a crucial role, it is 
more natural to make the second comparison, as has been done 
above. The inclusive production of K0 5 mesons is clearly not the 
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same in non-annihilation reactions as in pp. because of the 
greater production of K0 A in pp as described above. Table 6.8 
compares the cross-sections for the production of K0 s once the 
K0 sA/A component has been subtracted. Good agreement is seen, 
with no variation greater than a standard deviation for any multi-
TABLE 6.8 
Comparison of K0 5 Production without A's in 
Non-Annihilations and pp 
O'naCpp~K 0 sX) - <r(pp~K 0 sX) -
a(pp~K 0 5 A/AX) <r(pp~K 0 5 AX) 
Total 0.38 ± 0.09 0.30 ± 0.08 
Multiplicity 0 0.02 ± 0.02 
Multiplicity 2 0. 18 ± 0.06 0. 17 ± 0.04 
Multiplicity 4 0. 14 ± 0.04 0. 13 ± 0.02 
Multiplicity 6 0.03 ± 0.02 . 001 ± .009 
Mu l t i p 1 i c it Y 8 .002 ± .002 
plicity. Once again, the possibili~y cannot be ruled out that K0 s 
production in pp is slightly lower, if K+ production is favoured. 
The K0 5 K0 5 pair production cross-secti~ns were compared in table 
6 . 6 . The errors are rather l a rge, but again no gross disagreement 
is apparent, with perhaps slightly higher cross-sections in the pp 
non-annihilation case . 
The t opolog i cal cross-sections for the production of T' s in 
annihilations are also compared with the pp - pp differences in 
table 6.5. Agreement is seen to be excellent, especially if the 
0-prong data (where no pp channel can match the pp non-annihila-
tions) is considered added to the 2-prongs. 
- 1 15 -
6.4.3 Origin of Gammas 
A number of states decay to emit one or more photons. Common 
examples are 
1T O ... 'Y'Y 
7) ... 'Y'Y 
r 0 -+ A'Y. 
It is of interest to know where the 'Y's observed in antiproton-
proton interactions arise from. Figure 6.5 shows the combined 
mass of pairs of photons from those frames where two or more 'Y 
conversions were measured. The probability of a photon converting 
within the chamber was typically only about 3%, so only a very 
small fraction of n°'s or 7)'s would be observed. There is a large 
signal for combinations with a mass of 130 to 140 MeV/c 2 , corres-
ponding ton° decay - about 23 ± 2 events above background. On 
the other hand, there is no signal whatsoever near the 7) mass of 
548.8 MeV/c 2 • Similarly, in a plot of the A'Y mass no clear signal 
could be discerned at the r 0 value, though the statistics are too 
limited for any conclusion to be drawn in this case. To test 
whether all photons arise from n° decay, one can compare the 
weighted number of 'Y's observed with the weighted number of 'Y'Y 
pairs with a mass near to 135 MeV/c 2 • The mean weight in the lat-
ter case was about 1620, leading to 38000 ± 11000 n°'s, compared 
with 1 / 2 (114800 ± 3000), ie 57400 ± 1500, from 'Y counting. The 
large errors in the first case are due to the low efficiency for 
detecting photons in a small hydrogen bubble chamber. Thus in 
only about 66 ± 19 % of the expected number of n°'s are both 'Y's 
o6served. When the analysis was repeated using pp data (where 
again the only mass enhancement observed was then°) the number of 
n°'s found from 'Y'Y measurements was 16000 ± 9000, while that from 
'Y counting was 21800 ± 900. 73 ± 43 % of the expected number of 
i 0 's are obse~ved . 
Though the above could We evidence of a source of photons other 
than n°'s, or could simply represent statistical fluctuations 
from the expected results, another explanation seems more plaus-
ible. The low detection efficiency for 'Y's of energy less than 
120 MeV required that a correction procedure be used, as described 
above. This enabled the number of single photons to be found cor-
- 116 -
I 
32 
28 
24 
20 
16 
12 
8 
4 
0 
0 . 
Fig. 6.5 
'T'io 
{, 
0.2 
'Yr combined mass distribution 
7J 
{, 
0.4 0.6 
GeV/c2 
0.8 1. 
I 
I 
I 
' 
I 
rectly, but did not take into account correlations between 
particles. n°'s which decayed to produce one 7 under each of the 
curves shown in figure 6.4 would be completely lost and not cor-
rected for. Those which produce both photons under the same curve 
would be lost if in the backward hemisphere, but this was over-
compensated for in the forward hemisphere, where such events 
received a weight of 4. A Monte-Carlo program was used to study 
the effect, and, thbugh the results are quite sensitive to the 
distribution of n°'s used, a detection efficiency of 75 ± 17 % was 
predicted. Th i s is certainly consistent with the observed pho -
tons, and the assumption that there is no significant 7 production 
other than n° decay. n° cross-sections were therefore taken to be 
simply one half of the 7 values. 
6.4.4 Comparison with Other Energies 
Dao and Whitmore have shown [41] that KNO scaling can be 
extended to incorporate semi-inclusive n° production. They derive 
the asymptotic expression 
<n> <rnCn°) 
<n(n°D O"inel 
where <n(n°)> is the mean number of n°'s produced, anCn°) is the 
inclusive n° cross-section in interactions with charged multipli-
city n and the function~ is again independent of energy. Figure 
6.6 shows that the 8.8 GeV/c antiproton data from thi$ experiment 
do obey the scaling law, and are consistent with high energy pro-
ton-proton results, represented by the solid line. 
An equivalent relationship has been shown by Cohen [42] to hold 
for K0 5 and A production in pp interactions above 50 GeV/c. This 
is tested in figure 6.7, where the cross-sections from this exper-
iment are compared with those from other PP experiments, as well 
as with t~e fit to high energy pp results from ref. [42]. For the 
kaons, it is seen that the ~P points scale well among themselves, 
but fall below the pp curve for higher mu~tiplicities. As has 
already been observed by Raja et al. [43], scaling has certainly 
not been achieved in ~p ~ AX at this energy. 
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As standard KNO scaling works not only for the overall pp 
cross-sections, but also for the annihilation component alone, we 
may expect that scaling for n° production i~ annihilations is also 
occurring. Figure 6.8 compares these data with those from other 
experiments in the beam momentum range 1.6 to 9.1 GeV/c, and scal-
ing is indeed seen to hold. 
6.5 Differential Cross-Sections 
The cross-sections for the production of~. K0 5 and A are pre-
sented in the following diagrams in terms of the kinematic vari-
ables Feynman x, rapidity and the square of the transverse momen-
tum. Feynman x is defined as the centre-of-mass Cc.m.) 
longitudinal momentum divided by the maximum c.m. momentum possi-
ble for a particle of the appropriate mass 
X = P1*/Pmax* 
The c.m. rapidity, Y*, is calculated as 
y* = ~ 1n[E+P1] 
2 E-P1 
the energy and longitudinal momentum being measured in the c.m. 
frame. 
No systematic differences were observed between the two c.m. 
hemispheres (except in the case of photons, w}re appropriate cor-
rections were made) so use was made of the charge conjugation sym-
metry of the antiproton-proton and proton-proton systems to 
improve statistics by reflecting the observed distributions and 
averaging with the originals. In the case of A and A, the X was 
reflected in the centre-of-mass and then averaged with the unre-
flected A's. 
Figure 6.9 shows dcr/dx and dcr/dy* for the three species of par-
ticle and e-ach beam type. For comparison between pp and pp, the 
cross-sections for A/h(unreflected) are also shown. Annihilations 
are compared with pp - pp differences in figure 6.10. The extra 
A/h's produced in pp over those in pp are seen to be predominantly 
at much larger values of lxl and IY*I than the average in pp pro-
duction, as would be expected for hyperon -antihyperon pair produc-
tion. This effect is emphasised by the plot of the ratio of 
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pp~tvAX to pp~Ax in figure 6.10, which peaks sharply at large lxl 
and IY*I. Despite the problems discussed in section 6.4.2 with 
the use of differences to estimate K0 5 's in annihilations, the 
differential cross-sections for pp - pp differences and annihila-
tions are seen to agree very well. Overall, differences over-es-
timate the annihilations by about 13%. There is also very good 
agreement between the annihilation and difference cross-sections 
for 7 production over most of the kinematic range. This compari-
son is facilitated by a plot of the ratio of the differential 
cross-sections for differences and annihilations, as shown in fig-
ure 6.11. This shows little evidence of any systematic discrepan-
cies, other than normalisation, in the case of K0 5 . For 7's, 
there is an indication that the difference data are consistently 
too high in the very central region, IY*I < 1, and that they again 
rise for IY*I > 2. However, the departure of the ratio from 1 is 
nowhere very great. 
Figure 6.12 shows dcr/dPt 2 for the same particles, presenting 
data for p and p beams in the left hand plots, while comparing 
annihilations and differences on the right. It was found that the 
A Pt distributions could be well represented by a cross-section of 
the form 
dcr/dPt 2 = A exp(-bPt 2 ) ( 1) 
and these curves are superimposed on the data. In the case of the 
proton-proton interactions, a similar expression would also fit 
the neutral kaon cross-section, but for antiproton reactions there 
appear to be two different slope parameters, and a function 
dcr/dPt 2 = A' (« exp(-b1Pt 2 ) + (1-«) exp(-bzPt 2 )) (2) 
was needed to give a good fit. For photon production, an expres-
sion of the form (2) was needed for both beam types. The change 
in slope .is seen to be at a much smaller value of Pt 2 , and there 
is pe r haps evidence for a second break of slope at about 
0 . 5 (GeV/c) 2 • However, there are insufficient statistics to 
extend the function to fit this region. 
It is tempting to associate the two slopes in pp~ K0 5 X with 
production in annihilation and non - annihilation interactions. 
However, this i$ probably not correct, as it was found that the 
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annihilation data for K0 5 production were also better fitted by a 
function of form (2). Also, the areas under the two exponentials 
are not in the ratio of the annihilation and non-annihilation 
cross-sections. A more likely explanation is that the more gra-
dual slope is due to kaons produced in resonance decays, and that 
the statistics do not allow the detection of this in the pp data . 
The parameters of the fits are presented in table 6.9. Once 
again, there is seen to be very good agreement between the Pt dis-
tributions of annihilations and differences, with the K0 s differ-
ences lying slightly above the annihilation points. The mean 
values of the transverse momenta a re discussed below, in terms of 
the individual topologies. 
TABLE 6.9 
Parameters of Fits to P+ 2 Distributions 
Fitted functions dcr/dPt 2 = A exp(-bPt 2 ) or 
b b1 b2 
A 
pp 4 . 5 ± 0.3 
pp 4.7 ± 0. 2 
K0 s 
pp 6 . 0 ± 0.5 
pp 
.68 ± . 15 10 . ± 2.9 4.0 ± 0.6 
ann. . 51 ± .60 9 . 3 ± 4 . 6 4 . 8± 1. 6 
'Y 
pp 
. 97 ± . 0 1 42 . ± 4. 6.8 ± 1. 3 
pp 
.94 ± . 01 50. ± 4.5 8.6 ± 0.6 
ann. . 93 ± . 01 45 . ± 5. 7 . 9 ± 0 . 8 
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In order to compare the production of kaoni and photons in 
annihilation reactions with that in non-annihilations. figure 6.13 
presents the ratio of non-annihilation to annihilation cross-sec-
tions in terms of x, y* and Pt 2 • The annihilation distributions 
are broader than those for non-annihilations, as shown by the fall 
in the ratio with increasing lxl and IY*I. However, this appears 
to be a rather small effect, unlike that which will be displayed 
for charged pions in the next chapter. The ratio for 1's falls 
with increasing Pt, again showing the larger <Pt> in annihilation 
production. For kaons, though, the picture is less clear, as the 
non-annihilation/ annihilation ratio initially falls slightly, 
but then rises for Pt 2 above 0.7 (GeV/c) 2 • 
The correlations between longitudinal and transverse momenta 
are shown in figure 6 .14, a plot of the mean transverse momentum 
as a function of Feynman x. The 1's show strong evidence of the 
well-known "seagull effect" - a marked decrease in the transverse 
momentum for particles produced near x = 0. The K0 s's show little 
evidence of such an effect, while the A's mean Pt falls at values 
of x close to -1. 
6. 5. 1 Semi-Inclusive Distributions 
The differential cross-sections can also be studied for each 
charged particle multiplicity individually. In this way, annihi-
lation and non-annihilation reactions can be compared at the same 
multiplicity, perhaps removing some of the kinematic differences 
purely attributable to the higher multiplicity in annihilations. 
rather than to a difference in the interaction itself. 
In table 6. 10 the mean transverse momentum of A, K0 s and 1's 
are compared in the various types of reactions. For 7 production, 
the mean Pt in pp interactions is seen to be less than that in pp, 
with annihilations being higher than pp overall. In fact. the 
non-annihilation component of this reaction has a value consistent 
with the pp value. suggesting that annihilations do account for 
the differences observed. For K0 s the same behaviour is seen. 
However, the difference between non-annihilation and annihilation 
is not statistically significant. The A's have a slightly lower 
- 121 -
I 
ii 
I 
I 
I, 
11 
Fig. 6 .13 Non-annihilation/annihilation ratio for y, K0 0,8 
0.7 
0.6 
0.5 
04 
0,3 
Q2 
0.1 
o·-1. 
Ko 
t+ t + t 
t t 
o. 1. 
X 
1.0 ----------~ 
0,8 
0,6 
0.4 
0.2 
0, L.-------J.----'--~-'---~..._______._ _ 
___.. 
2 3 -3 -2 -1 0 1 
2.8 
2.4 
2. 
1.6 
1.2 
0.8 
0.4 
0. 
. 0. 0.4 
i 
0.8 
P/ 
1.2 
1.4 
1.2 
1. 
0.8 
0.6 
0.4 
0.2 
0. 
2.8 
2.4 
2. 
1.6 
1.2 
0.8 
0.4 
0. 
2. 
1.75 
1.5 
1.25 
1. 
0.75 
0.5 
0.25 
0. 
y 
t + 
-1. 0, 
X 
-3 -2 -1 0 1 
0. 
* t 
0.4 
+ 
l 
0.8 
P/ 
1 . 
2 3 
1.2 
I 
I I 
I I 
I 
I 
I 
I 
.:1 
I 
I 
Fig. 6.14 <Pi> v. x for y, K°, A 
Ii 
0 1. 1. ~ (.!) 
0.8 - 0.8 - · 
I\ .. 
a. 0.6 V 1-- 0.6 ,__ • 
4 0 0.4 - + • • t t i ~ 0.4 f4 ~ + ,__ t + -r t Q@ e e ,, 0.2 - !J 0.2 - A 
'i, 
A 
o. I I I I o. I I I I - 1, 0. If -1 . 0. 
X 
X 0.8 1. 
0.7 
0.8 0.6 
0.5 + ht; t t f 1t + + ~tH+ 0.6 0.4 t t • ~ 0.3 0.4 
+ 41 • + ! 4 l I 
I 0.2 q> ·. -t ff 0.2 + ~ 0.1 
+1 0. 0. -1, o. - ·t o. Ko 
X 
X 0.8 
0.7 A annihilations · 
0.6 
- non- anni hil at ions 
0.5 t t 0 pp 
t t t t * f ~ 1 0.4 t + • pp ft t t 0.3 ~ 
0.2 
0.1 
0 . 
- 1. 0. 
X I\ 
TABLE 6. 10 
Mean Transverse Momenta (MeV/c) 
'Y K0 s A/A 
pp 172 ± 3 383 ± 8 427 ± 8 
pp 161 ± 5 375 ± 14 436 ± 13 
non-annihilation 161 ± 5 378 ± 18 
annihilation 183 ± 5 388 ± 10 
pp - pp difference 178 ± 4 385 ± 14 420 ± 11 
mean Pt in pp interactions than in pp. This, one could attribute 
to lower transverse momenta in AX pair production. A's produced 
in events where a X was also detected were observed to have a mean 
Pt of only 363 MeV/c. The idea is further supported by the data 
of table 6.11, detailing the mean Pt for each charged multipli-
city. It is seen that for multiplicity 2 and above, the A's have 
very similar <Pt)'s for both beam types. However, in 0-prongs, 
where 60% of A's are produced with a X, the value is much lower. 
For 2 to 6-prongs, the mean Pt falls with increasing multiplicity, 
as the amount of energy per particle decreases. 
For both kaons and photons, the pattern seen for the overall 
<Pt> is repeated for each multiplicity. The annihilation compo-
nent of pp interactions is seen to lead to rather higher trans-
verse momenta than do the non-annihilations and pp reactions. 
Apart from the lowest multiplicities, the value of <Pt> is again 
seen to fall with increasing multiplicity, for each type of inter-
action. 
Figures 6.15 to 6.24 compare the differential cross-sections, 
dc:r/dx, dcr/dy* and dc:r/dPt 2 for different beams' and particle types. 
In pp interactions, A's are produced strongly in the forward 
direction for 0-prongs, with production becoming more central with 
increasing multiplicity. The x and y* distributions for kaons and 
'Y's with both beam types, and also for A in pp interactions, are 
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TABLE 6. 11 
Mean P+ as a Function of Mu 1 t i p 1 i c it Y 
Multiplicity ~ ~ annihilation non-ann. 
A 
0 399 ± 17 
2 450 ± 12 443 ± 16 
4 403 ± 17 428 ± 25 
6 325 ± 54 313 ± 68 
K0 s 
0 396 ± 27 396 ± 30 
2 386 ± 14 386 ± 19 390 ± 19 381 ± 24 
4 400 ± 13 358 ± 19 412 ± 16 380 ± 27 
6 326 ± 12 294 ± 51 326 ± 15 311 ± 25 
8 414 ± 52 452 ± 45 
'Y 
0 159 ± 16 165 ± 20 153 ± 18 
2 176 ± 6 164 ± 6 243 ± 17 160 ± 7 
4 175 ± 5 157 ± 7 187 ± 8 165 ± 8 
6 167 ± 6 150 ± 17 171 ± 7 143 '± 12 
8 154 ± 11 155 ± 12 
10 132 ± 22 132 ± 22 
seen to become narrower as the multiplicity increases, again as 
less energy. is available per particle on average. The difference 
plots show that A production is still much more predominant at 
large lxl for pp - pp in 2-prongs, as well as 0-prongs. The K0 
and 'Y distributions in annihilations show v~ry similar trends to 
those in non-annihilations. For multiplicities of four or less, 
the width of the x and y* distributions remains approximately con-
stant, but above 6-prongs there is again a reduction in the 
cross-section at large lxl and IY*I with increasing multiplicity. 
- 123 -
The semi-inclusive Pt 2 distributions have much the same 
appearance as do the inclusive ones. Fits were again attempted to 
functions of the form 
dcr/dPt 2 = AC« expC-b1Pt 2 ) + (1-«) exp(-bzPt 2 )) 
the second term not being required for A production, or K0 s pro-
duction in pp interactions. Satisfactory fits were obtained but, 
as the statistics were limited, the errors were rather large and 
the results not very informative. 
6.6 Summary 
Neutral particles decaying in the bubble chamber have been suc-
cessfully identified, and once corrections had been made for 
long-lived kaons entering the calorimeter, annihilation and non-
annihilation cross-sections could be extracted. Many discrepan-
cies were observed between the pp and pp non-annihilation cross-
sections for K0 s and A production. However, these were explained 
as being a result of the possibility of producing hyperon-antihy-
peron (Yi) pairs in pp interactions. There was also evidence of a 
tendency to produce (KY) states with a net neutral charge in pp 
interactions, and with positive charge in pp - just as neutrons, 
instead of protons, are sometimes produced in reactions not 
involving strange baryons. The agreement between the annihilation 
and difference cross-sections for 7 production was extremely good, 
the only significant discrepancy coming from 0- and 2-prongs. If 
these two topologies were added, the correspondance was almost 
perfect. The semi-inclusive cross-sections demonstrated that K0 
and ~ 0 obey KNO scaling in pp interactions, but this is not true 
for A production. 
The differential cross-sections showed that differences yield a 
remarkably g9od estimate of annihilations for both K0 and 7 pro-
duction. K0 5 's were overestimated in the differences by about 
13%, but without severe distortions of the derived distributions. 
The difference estimate of 7 production gave a slight excess near 
y* = 0. Annihilation and non-annihilation reactions were not seen 
to yield dramatically different kinematic distributions, annihila-
tions being only slightly broader in x or y*. The mean Pt in 
annihilations was significantly greater for 7's in all multiplici-
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ties, however, and the same was seen for K0 5 production but with a 
low level of statistical significance. The excess of A production 
in pp interactions was observed to occur predominantly in low 
multiplicity interactions, at large x and, correspondingly, at low 
Pt. 
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Chapter VII 
CHARGED PARTICLE DISTRIBUTIONS 
Despite all the aids to particle identification, such as ioni-
sation scanning and the Cerenkov counter, it was not possible to 
identify all charged particles, especially in the intermediate 
momentum region, from 1.5 to 5 GeV/c. It was therefore necessary 
to make use of the charge conjugation symmetry of the antiproton-
proton system and the symmetry of the proton - proton system to per-
form a statistical separation of protons and pions which were not 
identified individually. Before this could be accomplished suc-
cessfully, it was found that corrections had to be made for losses 
of events due to the online trigger, and for misidentification of 
low momentum particles. 
As well as protons and pions, a number of charged kaons were 
also present. It was not possible to identify sufficient of these 
to derive accurate spectra, but an attempt was made to remove con-
tamination of the proton and pion results by kaons. Semi-inclu-
sive proton and charged pion differential cross-sections are pre-
sented for pp and pp interactions, and the previously described 
method of identifying annihilation events was used to derive pion 
spectra in these reactions. The annihilations are compared with 
pp - pp differences, and contrasted with non-annihilation interac-
tions . . Various predictions of quark models for pion production 
are also tested against the data. 
An attempt was made to determine cross-sections for the produc-
tion of various resonances, and the methods and problems encoun-
tered are dis~ussed. Brief results are presented. 
7. 1 Weighting of Events 
A number of losses tended to introduce biases into the event 
sample. The observed interactions were therefore weighted, 
according to their multiplicity, to allow for the scanning and 
measuring efficiencies. A weight was also assigned to each event 
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on the basis of the momenta of its tracks, to correct for losses 
due to the trigger algorithm. This was done using the weights 
calculated in section 5.1.2. 
7.2 Identification of Particles 
Various methods permitted the unambiguous assignment of a mass 
to the particles produced in an event. The Cerenkov counter 
CANUTE was used to identify fast particles, while the tracks in 
the bubble chamber enabled many slow particles to be recognised by 
ionisation scanning, the relationship between momentum and range 
or other methods. These are described in chapter 3 and section 
4.1 . For momenta up to 1 GeV/c, the identification efficiency was 
high, and a knowledge of both the efficiency and the reliability 
of this identification enabled the spectra of protons and pions to 
be determined . This is detailed in appendix A. For momenta 
greater than 1 GeV/c, however, the ability to distinguish the par-
ticle type decreased rapidly, and identification on a particle-by-
particle basis was not possible. 
The charge conjugation symmetry of the antiproton-proton sys-
tem, however, plates strong constraints on the proton and pion 
spectra. When viewed in the centre-of-mass frame, the distribu-
tion of protons must be the reflection of that of antiprotons. 
Similarly, the lT,i. and lT- spectra must be reflections of ea_ch 
other. What was measured was the momentum of each particle in the 
laboratory frame. The value this has in the centre-of-mass then 
de~ends on the particle's mass. If a particle is assigned the 
incorrect mass, when reflected it will not match the spectrum of 
its anti-particle. This enabled a method to be evolved which det-
ermined statistically what the likelihood was that each ambiguous 
particle was in fact a pion . The calculation was done using 
momentum measurements in the laboratory frame. All reflections 
involved transforming the particle into the centre-of-mass frame, 
reversing the component parallel to the beam dtrection and then 
transforming back, using the appropriate mass in each case. Since 
a larger fraction of positive paiticles than negative were identi-
fied, the negative particles were never reflected . The unre-
flected combined negative spectrum was then compared with the sum 
of the reflected proton and lT+ spectra. 
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For simplicity, we assume initially that there are only pro-
tons, antiprotons and pions present among the charged particles. 
Using NPbar and NPi+ etc to represent the true densities of these 
particles in momentum space, and nP, nPi, namb for the identified 
protons, pions and ambiguous positives respectively, we can put 
N-(P1,Pt) = NPi-(P1,Pt) + Npoar(P1,Pt). 
If IP is the operator which reflects using the proton mass, the 
reflected longitudinal momentum for a proton will be IP(P1,Pt). 
Thus 
N- ( P l, Pt) = J {NP i + ( P l, Pt) 6 (/)\P 1 ( P l', Pt) - P l) 
+ NP(P1',Pt)6(iP(P1',Pt)-P1)}dP1'. 
If «CP1,Pt) is the probability of an ambiguous particle being a 
pion, 
So 
t·r(P1,Pt) = JnPi+6(!):P 1(P1',Pt)-P1) + (nP+namb)6(iP(P1',Pt)-P1)dP1' 
+ J~(P1',Pt)namb{6(iPi(p1',Pt)-P1)-6(~P(p1',Pt)-P1)}dP1' 
The data were divided into three ranges of Pt, and the calcula-
tions performed separately for each. Thus, suppressing the Pt 
dependence and calling 
J·npi+6(iP 1 (P1',Pt)-P1) dP1' = rp;pi+(P1) 
we have 
{H-(P1)-rpipi+(P1)-rpP(P1)-rpamocp1)}6P1 
= J«CP1')namb(P1'){6(1Pi(p1')-P1)-6(iP(P1')-P1)}dP1' 
If the longitudinal momentum is considered in bins P1; of width 
6P1;, the left hand side of this equation can be evaluated from 
the data as XCP1,6P1). If we also consider« to be a discrete 
function, and take bins of Pi', ie 
«k == c.(P1'k) 
we arrive at t~e vector equation 
X; = r M;k«k 
where Mik = namb(P1'k){6'(1Pi(P1'k),P1k)-6'(~P(P1'k),P1;)} 
(6' representing a generalised 6-function, hav{ng the value if 
both arguments fall in the same bin of P1, and O otherwise). The 
equations were then solved for «k. In fact, 20 bins were used for 
P1 and only 15 for P1'. A least-squares fit was then performed to 
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obtain the values for«. It was also found that a more reasonable 
representation for« was obtained if it was constrained to be a 
smooth function of P1. The parametrisation chosen was 
« = 1 - exp(a+bP1+cP1 2 +dP1 3 +eP1~) 
though other functions were tried, and gave generally consistent 
results. 
The above calculation assumed that there were no positive par-
ticles except protons and pions. In fact, there were also posi-
trons, from Dalitz pairs, and kaons. Most of the electron - posi-
tron pairs were identified, and removed from the data. The 
remainder constituted only a 0.4% contamination, and was consid-
ered negligible. The momentum spectra for charged kaons was esti-
mated using the observed K0 5 results. The cross-section for K+ 
production was presumed to be equal to that for K0 5 , but the dif-
ferential cross-sections one would expect to be different. from 
charge conjugation, and assuming isospin invariance, we expect 
dcr(K+)/dx + dcr(K-)/dx ~ 2.dcr(K 0 5 )/dx 
with the K0 s distribution symmetric and the K+ and K- distribu-
tions reflections of each other. The charged kaons are produced 
by two principal mechanisms 
• in association with another kaon, pp~ KKX, which is pre-
dominantly central, though with perhaps some Hleading chargeH 
effects 
• in association with a hyperon, pp~ KYX/KYX, where the KY 
(KY) state comes from dissociation of the proton (antiproton) and 
tends to follow its original direction. Thus more K- are produced 
in the forward direction, and more K+ backwards. 
Following reference [44], the estimated K+ spectrum was parame-
trised as 
dcr(K+)/dx = (1-cx).dcr(K 0 5 )/dx , 
with the coeffic1ent c chosen so that K+ production in the back-
ward hemisphere was greater than that in the forward hemisphere by 
the estmated (K+Yx) cross-section. The total positive and nega-
tive particle spectra were then reduced to those for protons, 
antiprotons and pions only by the following procedure. All iden-
tified charged kaons were treated as ambiguous particles, and 
included in N- and namn. The derived spectra for charged kaons 
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were then subtracted from these quantities, effectively removing 
both identified and unidentified particles. Fitting then pro-
ceeded using the corrected spectra in computing X and M. Alterna-
tive parametrisations of the kaon charge asymmetry were also 
tried. However, these produced negligible differences in the 
results of the fit, as the number of kaons produced in association 
with a hyperon was only a few percent of the number of protons 
present. In events where a proton was identified, all the other 
positive tracks were treated as identified pions, rather than 
ambiguous particles, as only one proton can be expected to be pre-
sent in the products of a ~P interaction Cat this energy). 
It is perhaps worth noting that the fits were also attempted 
before algorithm biases had been corrected for, but no satisfac-
tory results could be obtained. Even though the losses were a 
small fraction of events, they systematically removed negative 
particles at high laboratory momenta. This meant that the 
reflected positive tracks could not match the negative spectrum 
for any function«. It was also found necessary to correct the 
identification of particles of momentum less than 1 GeV/c, as 
described in appendix A. Once these two corrections had been 
made, satisfactory fits could be obtained. 
The derived functions«, the probability that an ambiguous par-
ticle was a pion, are presented in figure 7.la for each of the 
three Pt ranges. The calculated momentum spectra for protons and 
pions are shown in figure 7.2. The dotted histogram shows the 
dir~ctly identified particles - those which were only identified 
from kinematic fits are not entered in this category. 
The antiproton and TI- spectra could be obtained directly from 
the proton and n+ ones as, by charge conjugation invariance, they 
must simply be ~heir reflection. However, the probability that an 
ambiguous negative track was caused by an antiproton or pion was 
also needed on an event-by-event basis. In chapter 4, a Hnon-
annihilation functionH was calculated in terms of the probability 
B that each ambiguous particle in the event was in fact a proton 
or antiproton. For positive particles, Bis simply the .complement 
of« defined above. In the case of negative particles, this was 
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calculated in the following manner. The derived spectra for 
protons and pions were reflected in the centre-of-mass frame. for 
each bin of P1 and Pt, we then knew the "true" number of anti-
protons and pions, and the numbers of identified ~'s, u-'s and of 
ambiguous particles. As with the data for positive tracks, in 
events where an antiproton was identified the other negative par-
ticles were considered to be identified pions, rather that being 
placed in the "ambiguous" category. Thus the probability that 
each ambiguous particle was au-, « - , was calculated. Once again, 
the probability was determined for three ranges of Pt, and for 
each constrained to be a smooth function of P1. figure 7. 1b shows 
the functions«-, and 7.2 shows the proportion of P's and u-'s 
identified, as a function of momentum. 
In the case of pp interactions, the analysis was quite similar, 
though the use of the symmetry was slightly different. With the 
same be am as target, each particle distribution should be the 
reflection of the distribution for the same particle, rather than 
that of its antiparticle. The kaon contamination was also much 
smaller, and the negative particles were indeed seen to be symme-
tric in the centre-of-mass when all ambiguous particles were 
treated as pions. for protons and pions, the separation procedure 
involved subtracting the reflected momentum distributions from the 
unreflected total positive (rather than negative) particle distri-
bution. The function«, referred to for pp as «P, was also param-
etrised slightly differently, as 
«P = exp(a+bP1+cP1 2 +dP1 3 +eP1~). 
for pp i~teractions, it was considered that if a proton was iden-
tified all the other tracks in the same hemisphere were likely to 
be pions, so these were not classified as ambiguous. 
for both ~P and pp, the above methods for determining the pro-
ton and pion spectra was applied both to the whole sample of 
events and to each multiplicity independently. Successful fits 
were obtained for 2- to 6-prongs for both beam .types, and for 
8-prong pp interactions. For PP 8-prongs, however, such a small 
fract ion of positive particles were protons (about 1%) that no 
reliable fit could be obtained. For both ~P and pp the inclusive 
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result was found to be consistent with the sum of the semi-inclu-
sive ones. 
7.3 Semi-Inclusive Cross-Sections for Proton and Pion Production 
Once the probability of charged particles being protons had 
been determined for each multiplicity, semi-inclusive cross-sec-
tions could be derived for the production of protons and pions. 
These are given in tables 7.1 and 7.3. The methods developed in 
chapter 4 enabled pion production in antiproton-proton events to 
be separated into the annihilation and non-annihilation parts. 
These are also given below. 
7. 3. 1 Proton Production 
TABLE 7. 1 
Cross-Sections for Proton Production 
PP -+ pX PP -+ p/pX PP -+ PX 
Total 15.7±0.3 mb 31.4±0.6 mb 37.5±0.4 mb 
Mu l t i p 1 i c it y 2 5.8±0.1 11 . 6±0. 2 16.0±0.3 
Multiplicity 4 8.4±0.1 16.8±0.2 18.3±0.3 
Multiplicity 6 1. 5±0. 1 3.1±0.2 3.4±0.1 
Multiplicity 8 0.06±0.06 0.12±0.12 0.16±0.04 
If antiproton-proton non-annihilations exactly mimicked proton-
proton interactions, one would expect the cross-sections for 
pp-+ p/pX, which is twice that for pp-+ pX , to equal the cross -
section fo r pp-+ pX . Table 7.1 shows that this is not true, the 
cross-section in the case of antiproton interactions being on 
average about 80% of that for pp reactions. ·The fraction is less 
in the case of 2-prongs, and greater for higher multiplicities. 
This is consistent with the tendency already demonstrated for the 
preferential production of neutral baryons in pp interactions , 
especia ll y at low~r multiplicities. 
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Figure 7.3 shows the differential cross-sections dcr/dx and 
dcr/dy* for proton production in both cases. For comparisons bet-
ween pp and pp interactions, the cross-sections for pp~ p/pX are 
also given, along with the ratio cr(pp~p/pX)/cr(pp~pX). Since par-
ticle identification was more reliable in the backward centre-of-
mass hemisphere, the pp forward hemisphere data has been obtained 
by reflection. Similarly, the pp~ pX spectrum was determined 
from the pp~ pX data as the probability function« for positive 
tracks was better constrained than«- for negative particles. 
Plots for 2-, 4- and 6-prongs are shown separately in figure 7.4. 
For both beam types proton production is seen to be predominantly 
at large values of IY*I and lxl. The (p+p) cross-section for pp 
interactions only equals that for pp at extreme values of x and 
falls smoothly to 70% at x = 0. The semi-inclusive data show that 
the peaking at large lxl is much more predominant at lower mul -
t i plicities. This is to be expected both from kinematics and fr om 
the fact that production at large x is a feature of diffractive 
events, which are of a predominantly low multiplicity. The com-
parison between pp and pp shows the same depletion of prot ons at 
low lxl in pp for all multiplicities, the effect being largest for 
2-prongs, where the difference in topological cross-sections was 
seen to be the greatest. 
figure 7.5 presents data on the proton distributions in terms 
of Pt 2 • The pp~ pX is again multiplied by two for comparison 
with pp results. It can be seen that the ratio of proton produc-
tion in pp interactions to that in pp falls with increasing Pt. 
Also shriwn in figure 7.5 is the variation in the mean Pt as a 
function of x. Considering the pp points, the <Pt> has a maximum 
of about 460 MeV/c, and falls to 300 MeV/c as x ~ 1. Whilst 
energy conservation clearly demands a fall in the maximum possible 
Pt as P1 * i nc~eases, the observed decrease occurs much more 
rapidly than this would require. The antiproton data agree 
exactly with pp for lxl > 0.3. At smaller lxl, the pp <Pt> seems 
to be slightly lower than that seen in pp. Since it has been 
s hown that the pp cross - sec t i on i s s ma l l e r than that f or pp at 
low lxl, t he observ a tion that the <Pt> is greatest in this region 
immediate ly leads to the f act, as observed above , that the pp/pp 
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ratio is also likely to fall with increasing Pt. Table 7.2 
compares the mean transverse momentum for each charged multipli-
TABLE 7.2 
Mean Transverse Momentum of Protons (MeV/c) 
£.e .E!.Q. 
Total 394 ± 3 412 ± 2 
Multiplicity 2 380 ± 4 396 ± 3 
Multiplicity 4 404 ± 3 424 ± 3 
Multiplicity 6 384 ± 6 426 ± 6 
Multiplicity 8 377 ±30 
city. The errors given are purely statistical. and those result-
ing from the proton/pion separation process are estimated to be of 
the same order. In the 8-prong pp case, no reliable determination 
of <Pt> could be made, as the charge symmetry fits were not suc-
cessful. The table shows that the pattern of higher <Pt> in pp 
than pp proton production is repeated for each multiplicity. The 
differential cross-sections dCJ/dPt 2 are shown for 2-, 4- ·and I : 
6-prongs in figure 7.6. In each case, proton production falls off 
faster with Pt for pp interactions than it does for pp. 
7.3.2 Pion Production 
The cross-sections for charged pion production are given in 
table 7.3. For pp interactions, the cross-sections for n+ and n 
must be the same due to charge conjugation invariance. In the pp 
case no such constraint exists and cross-sections for both n+ and 
v- are listed. The antiproton interactions are also shown in 
their annihilation and non-annihilation parts. 
In testing the hypothesis th•t pp - pp differences are equiva-
lent to annihilations , we can again compare pion prod~ction in pp 
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TABLE 7.3 
Cross-Sections for Pion Production in mb 
Q.E!. E.£ non-ann. ann. 
~ JC. ~ ~ ~ 
Total 39.4±0.4 17.0±0.2 61.8±0.6 27.6±0.6 34.2±1.2 
2-prong 14. 7±0.3 8. 1 ±0. 2 7. 0±0. 2 1.1±0.2 
4-prong 19.6±0.4 12.3±0.2 24.1±0.3 15.2±0.5 8. 9±0. 6 
6-prong 5.0±0.2 4.2±0.1 20.9±0.3 5.1±0.4 15.8±0.6 
8-prong 0.31±.05 0.31±.04 7.4±0.3 0.26±.20 7.1±0.2 
10-prong 0.01±.01 0.01±.01 1.2±0.1 0.03::t.02 1.2±0.1 
12-prong 0.10±.03 0.10±.03 
interactions with that in pp non-annihilations. Immediately a 
problem arises. As mentioned above, the cross-sections for n+ and 
u- production in pp must be equal, while in pp interactions u+ 
predominates over u- due to the total charge of +2 for the pp ini-
tial state. It is therefore not possible for non-annihilations to 
reproduce pion production in pp reactions for both u+ and u-. 
Similarly, if differential cross-sections are to be compared, 
charge conjugation symmetry demands that u• and u- in pp be equal 
at x or y* equal to 0, while in pp the requirement is that u• and 
TI are individually symmetric; there is no constraint relating the 
u• and u- cross-sections. 
Rushbrooke and Webber have shown [10) that there are theoreti-
cal problems with associating the pp - pp difference cross-sec-
tions for individual u+ and u- production with annihilation 
mechanisms. In the framework of the Mueller-Regge theory of high 
energy interactions, the difference cross-section for pion produc-
tion in the central region, as a function of, ems rapidity Y, has 
the high energy asymptotic form 
f(Cpp-pp)~ux> = 2s- 1 '~fBpiBDPexp(y/2JgpiTI + 2s- 1 ' 2 ffBPiBPk9ikW 
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Here f is the invariant cross-section Eda/d 3 p, integrated over PH 
BPi is the factorised Regge residue at the proton-Reggeon vertex 
and gikff represents the internal Reggeon-Reggeon vertex as shown 
in figure 7.7. i and k are the Reggeons p, w, f and A2 , but tak-
ing the cross-section difference eliminates terms where i is of 
even charge conjugation (ie f and Az) as well as cancelling the 
Pomeron-Pomeron (P-P) term. Thus the leading term has an energy 
dependence of s-,,~. (~trictly speaking the - 1 /~ exponent should 
be Cai-1)/2, where «i is the Reggeon intercept, but here «i can be 
approximated as 0.5 for p or w. ) However, the authors of ref. 
[10] show that this term cannot be associated with annihilations, 
which have an s- 1 ' 2 dependence. Now if the combined charged pion, 
nc = n•+n-, production is considered, the situation is somewhat 
different. We can exploit the ~act that 
gikff- = CiCkgikff+ 
where Ci is the charge-parity of Reggeon i. Taking the sum of n• 
and n- removes the first term and restricts the second to those 
elements where k is also of odd charge parity 
fCCpp - pp)-+ncx> = 4s-1r 2 zpp;Bpkgikn•. [] 
The leading term now has the correct energy dependence, s- 1 ' 2 , to 
be associated with annihilations. (Again, the - 1 /z exponent 
should strictly be (a;+ak)/2 - 1.) Thus, in the search for anni-
hilations as a cause of pp - pp differences, it makes most sense 
to examine nc=n•+n- combinations. (It is perhaps worth noting 
that in the beam and target fragmentation regions, the individual 
n• and n- cross-sections have an s-,,z energy dependence, accord-
ing to Mueller-Regge theory. 
At 8.8 GeV/c, it is not to be expected that Regge theory pred-
ictions for very high energies will be quantitatively correct. 
Also, it is not possible to separate central production from the 
fragmentation ~egions at the energy of this experiment. However, 
the above discussion does give theoretical arguments for the con-
sideration of nc combinations. The cross-sections for production 
of charged pions are therefore given in table 7.4 for pp interac-
tions, pp non-annihilations, annihilations and pp - pp differ-
ences. There is seen to be very good agreement between the anni-
hilation and difference results. 
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TABLE 7.4 
n+ + JT- Production Cross-Sections in mb 
.E£ non-ann. ann . pp - pp 
Total 56.4±0.6 55.2±1.2 68.4±2.4 67.2±1.3 
Multiplicity 2 14.7±0.3 14.0±0.4 2.2±0.4 1. 5±0. 5 
Multiplicity 4 31.9±0 . 5 30.4±0.9 17 .8± 1.2 16 .3±0.8 
Mu l t i p 1 i c it y 6 9. 2±0. 3 10.2±0.9 31.6±1.2 32.6±0.7 
Multiplicity 8 0.62±.09 0.52±.40 14.2±0.4 14.1±0.6 
Multiplicity 10 0.02± . 02 0.06±.03 2.4±0.2 2. 4±0. 2 
Multiplicity 12 0.20±.06 0.20±.06 
Figure 7.8 shows the differential cross-sections da/dx, da/dy* 
and da/dPt 2 for u+, n- and nc production in pp and pp interac-
tions. As in the case of proton production, the forward hemi-
sphere distributions have been obtained using charge conjugation 
symmetry. Pion production is clearly a predominantly central pro-
cess, with maxima very close to x = 0. There is evidence for a 
slight "leading charge" effect in pi ons from anti proton interac-
tions - that is, there are more postive pions in the hemisphere 
which originally contained the momentum vector of the proton, and 
more negative pions in that which contained the antiproton. This 
is emphasised by figure 7.9 which shows the n+/n- ratio as a func-
tion of x and y*. The plot of this ratio for pp increases 
strongly with increasing lxl or IY*I. indicating that the differ-
ential cross-sections for n+ are much broader than for u-. n+/u-
also increases slightly with Pt in pp interactions. 
The differential cross-sections are presented for each multi-
plicity separately in figures 7 .1 0 to 7.12 , while figure 7.13 
shows the n+/n- ratio, again by multiplicity. ,The pp data reveal 
that the pion distributions have much the same shape for each 
multiplicity, becoming narrower as the multiplicity increases. 
Pion production in pp interactions also follows this trend, but 
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the comparisons of n• and n- by multiplicity show that the com-
plete inclusive pattern was purely an artifact of the different 
multiplicity structures of then• and n- cross-sections. The 
greater width of the u• x or y* distribution comes entirely from 
the 2-prong cross-section, where of course there is no u- produc-
tion. When the ratio n•/n- is examined for 4- and 6-prongs, we 
see that then- distributions are in fact slightly broader than 
for u•, and that the ratio falls a little with increasing Pt. 
Table 7.5 gives the mean Pt for u• and n- produced in pp interac-
tions as a function of multiplicity. The value of <Pt> falls with 
increasing multiplicity for both charges. For 4- and 6-prongs, 
the mean Pt is significantly greater for n- than for n•, but the 
overall <Pt> , summed over multiplicities, is largest for u• 
because of the higher Pt contribution from 2-prongs. (The 8-prong 
values are consistent within rather large errors.) 
TABLE 7.5 
Mean P+ of Pions Produced in pp Interactions 
JI.: 1C n-= 
Total 299± 2 MeV/c 288± 3 MeV/c 296± 2 MeV/c 
Mu 1 t i p 1 i c it y 2 345± 3 345± 3 . 
Multiplicity 4 283± 2 301± 3 290± 2 
Multiplicity 6 247± 4 257± 4 252± 3 
Multiplicity 8 207± 13 196± 12 201± 9 
Annihilation events were separated from non-annihilations using 
the techniques -described in chapter 4. In both annihilation and 
non-annihilation samples , the u- distributions were observed to be 
consistent with the reflections of those obtai~ed for n+, giving 
increased confidence in the method of separation of the two types 
of interaction. However, the errors on distributions in the for-
ward hemisphere were rather larger than those in the backward one , 
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due to uncertainties in the pion/(anti-)proton separation and to 
the greater measuring errors on the faster particles. Therefore 
differential cross - sections were derived using charge conjugation 
symmetry and the measurements for particles in the backward hemi-
sphire only. Figure 7. 14 shows TI•, TI- and Tic cn•+n-) production 
in annihilations and the pp - pp differences for these particles, 
as a function of x, y* and Pt 2 • To facilitate comparisons, the 
ratios between diff~rence and annihilation are presented in figure 
7.15. In the backward hemisphere, differences underestimate the 
annihilation TI+ production by 5 to 10%, while TI- production is 
overestimated by a similar fraction. Neary*= 0, the discrepan-
cies are about 25%, while in the forward hemisphere differences 
and annihilation certainly do not agree. For y* greater than 1.6, 
the difference n• cross-section is in fact negative. When n• and 
TI- production are grouped together, as Tic, differences and annihi-
lations are seen to agree very well indeed over the whole of the x 
and y* range, though there is perhaps an indication that the dif-
ferences are slightly more central. In terms of Pt, both TI+ and 
TI- show large deviations of the difference data from annih i la-
tions, especially for Pt 2 less than 0.1 (GeV/c) 2 • Again the com-
bination Tic removes most of the d i sagreement, though there is some 
evidence that the Pt distributions fall faster for differences 
than for annihilations above 1 GeV/c. 
Thus the comparisons of TI•, TI- and nc distributions are seen to 
follow, at least qualitatively, the behaviour expected from Muel -
, 
ler-Regge theory at higher energies, as discussed above. Discre-
pancies for the individual pion differential cross-sections are 
smaller in the proton fragmentation region than they are cen-
trally, while much better agreement is obtained for Tic. (In fact, 
Mueller-Regge theory does not necessarily predict complete agree-
ment between ~nnihilations and differences. Of the possible p and 
w exchanges leading to the difference cross-section, only the dom-
inant w is identified with the annihilation part [10].) Figures 
7. 16 to 7. 18 give the Tic differential cross-sections for annihila-
tion reactions and pp - pp differences for each multiplicity, from 
2 to 8, separately. For 4-prongs and above, the agreement is seen 
to be good for each topology. The 2-prong annihilation cross-sec-
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tion is small and rather poorly determined, so errors are large, 
but there is some indication of a significant excess of annihila-
tions over differences about lxl = 0.3 and IY*I = 2.1. 
Another comparison of interest is between non-annihilations and 
annihilations in ~P interactions. The u• differential cross-sec-
tions are plotted in figure 7.19, and the non-annihilation/ anni-
hilation ratio is shown. The pion distributions are seen to be 
considerably broader in annihilations, as one would expect in 
final states where the leading baryons have been removed, leaving 
more energy for other particles. The non-annihilation/ annihila-
tion u• ratio is also seen to peak a long way from the centre, at 
y* ~ -1.8. This demonstrates that the leading charge effect is 
stronger for non-annihilation interactions than for annihilations, 
presumably occurring where the u• is emitted from a baryonic state 
or resonance, for example 6+ ~ nu•. In the region x < -0 . 8, the 
non-annihilation/ annihilation ratio is seen to increase again. 
Whether this is a real effect is unclear, as there are very few 
pions in this kinematic range, and it is also where measuring was 
difficult for dipping tracks. Indeed, the azimuthal angle of the 
pions in non - annihilations with x < -0.8 was seen to be far from 
uniform, with many tracks close to the optic axis of the chamber. 
The apparent increase in the ratio here is therefore interpreted 
as being due to measuring and identification errors for slow, 
steeply dipping particles. 
The non-annihilation/ annihilation ratio falls with increasing 
Pt, as it did with x. This effect is indicative of the greater 
mean Pt in annihilations, and is s een for all multiplicities . The 
values of <Pt> for pions produced in the various interactions are 
given, as a function of multiplicity, in table 7. 6. The errors 
given are purely statistical. The errors due to uncertainties in 
the s epara tion of protons and pions are estimated to be a little 
less. In the ~P non-annihilation and annihilation cases there is 
also the possibility of systematic effects arising in the separa-
tion of the two classes of events . Protons at large Pt are harder 
to identify , due to their greater laboratory momentum and the 
i ncre ased chance of their tracks dipping steeply in the chamber . 
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TABLE 7.6 
Mean Pt of Charged Pion (uC) Production in MeV/c 
.e.e .iie non-ann . ann. 
Total 296 ± 2 322 ± 302 ± 2 347 ± 2 
Mu 1 tip l ic i ty 2 345 ± 3 349 ± 3 327 ± 3 455 ±10 
Multiplicity 4 290 ± 2 327 ± 2 302 ± 2 395 ± 3 
Multiplicity 6 252 ± 3 322 ± 2 279 ± 3 341 ± 2 
Multiplicity 8 201 ± 9 293 ± 3 294 ± 3 
Multiplicity 10 255 ± 6 255 ± 6 
(Errors shown are statistical only , ) 
The small contamination of the non-annihilation sample by annihi-
lation events, estimated in section 4.3.2, may increase the appar-
ent <Pt> of this sample . In order to determine the likely result 
of these effects the Monte-Carlo described in chapter 4 was again 
used. This revealed that the separation of the pp events into the 
two groups caused the <Pt> of the non-annihilation sample to be 
overestimated by about 10 MeV/c. This distortion was smaller (6 
to 8 MeV/c) for 2- and 4- prongs, and, as in the case of 7's 
described in section 6.3.2, largest for 6-prongs where the non-
annihilation <Pt> is expected to be overestimated by 20 to 
25 MeV/c. When these probable systematic errors are taken into 
account, table 7.6 indicates that the <Pt> of produced charged 
pions in pp non-annihilation and pp interactions are approximately 
equal. This also seems to be true for 4- and 6-prongs individu-
a l ly, but the 2--prong non-annihilations are seen to produce pions 
at lower <Pt> than pp interactions. For both pp and non-annihila-
tions the mean Pt falls with increasing multiplicity, so a possi-
ble explanation of the 2-prong discrepancy is that it again arises 
fr om t he greater probabil it y of producing neut r a l ba r yons and 
antibaryons in low multiplicity pp interactions. This would mean 
t ha t the pions in 2-prong pp non-annihilations are more nearly 
- 141 -
equivalent to those from a mixture of 2- and 47prong pp 
interactions. Table 7.2 showed no evidence that the discrepancy 
was likely to be due to the misidentification of high Pt pions as 
protons in 2-prong pp interactions. 
Figure 7.23 shows the mean transverse momentum as a function of 
x. For pp~ n+x, pp~ n-x and charged pion production in pp non-
annihilations the data are all consistent. The mean Pt rises from 
a value of about 250 MeV/c at x = 0 to 350 MeV/c at lxl ~ 0.4. As 
can be seen in the data from previous experiments at higher ener-
gies for both pp [451 and pp [461 there is also a sharp increase 
in <Pt> above lxl ~ 0.7. The pp annihilation data show a higher 
<Pt> than the non-annihilations for the whole range lxl < 0.6. 
Once again, the mean Pt is correlated with longitudinal momentum, 
being considerably lower in the central region near x = 0 - the 
well known nseagull effect". 
7.4 Quark Models of Pion Production 
In the past few years, deep inelastic scattering and v scatter-
ing experiments have indicated the parton structure of hadrons. 
This structure also appears to manifest itself in hard hadron-
hadron interactions, in the production of large transverse momen-
tum jets visible at ISR energies and possibly below. Recently 
there have been a number of attempts [47, 481 to extend this par-
ton concept to make predictions for "softtt processes, at low Pt 
and large P1 or x. It is of interest to consider whether these 
parton models can also explain the results of annihilation reac-
tio~s. and I consider here in particular two different models, 
those of quark recombination and quark fragmentation. 
7. 4. 1 Quark Recombination Model 
The model of quark recombination, originally proposed by W. 
Ochs [47], assumes that mesons produced at large x are formed by a 
valence quark (or antiquark) of the original hadron combining with 
an antiquark (or quark) from the sea of the same hadron. Since 
the momentum carried by a sea quark is very small, the x of the 
produced meson is approximately that of the other quark. This is 
the justification for assuming that a meson at large x contains 
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one of the original valence quarks. The model has had some 
success in explaining non-annihilation interactions (47), but 
there are problems in its use in predicting annihilation differen-
tial cross-sections. Naively, as the same valence quarks are pre-
sent in both ~P non-annihilation and annihilation reactions, one 
might expect the same meson distributions in the two types of 
interactions. This has already been shown not to be the case, eg. 
in figure 7.19. Figure 7.24a shows the xda/dx distribution for 
charged pions plotted as a function of 1 - x in the forward hemi-
sphere, including the~ fragmentation region. Quark counting 
rules [49, 50) lead one to expect that xda/dx for the reaction 
~ ~ nc should behave as (1-x) 3 at large x. The observed exponent 
is not far from this, about 3.5, for the non-annihilation data, 
but is considerably less for annihilations. The slight discre-
pancy from 3. 0 in the non-annihilation case can perhaps be 
explained as arising from the difference between the u and d quark 
distributions in the proton (or u and din the~). From deep 
inelastic scattering experiments, it has been found [49) that, for 
large x, 
dP(x) ~ (1-x) uP(x) 
Thus in the antiproton fragmentation region, we could expect 
u ~ u- (du) to have an exponent of 3 whiled~ n+ Cud) has one of 
of 4. Figure 7.24b shows the u- and n+ distributions separately 
and the observed exponents are 3.2 and 3.8 respectively, quite 
close to the predicted values. It should perhaps be stressed that 
the predictions refer to directly produced pions, whereas some 
fraction will certainly arise in resonance decay. The agreement 
is therefore probably as good as can be expected, especially at 
this relatively low energy. 
In the annihilation case, the initial interaction producing the 
fragmenting states is clearly different. One can assume that this 
interaction removes a valence quark-antiquark pair by annihilation 
into either a meson or a gluon . Since this first qij annihilation 
will occur preferentially between quarks at very low x, the 
remaining diquarks would be expected to be found at a higher x 
than might be predicted on the basis of the normal structure func-
tions. This enhancement at large x would lower the exponent below 
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the value of 3 observed for non-annihilations. Values of 1.5 [51) 
and 2 [52) have been predicted, while the simplest forms of quark 
counting for a diquark fragmenting to a meson would give a Cl-x) 
behaviour. The data appear to favour an exponent of 2, but again 
resonance production, which is expected to be strong in pp annihi-
lati ons [8], is almost certainly introducing some distortions. 
In conclusion then, the quark recombination model can explain 
the x distribution of pio~s produced at large x well in the case 
of non-annihilations. In the annihilation case, a qualitative 
description of the difference in the distribution, in terms of the 
removal of a low x qq pair, is seen to be in agreement with the 
data. However, the simple model is a long way from giving a pre-
cise quantitative explanation of the (1-x) exponent for annihila-
tions. 
7.4.2 Quark Fragmentation Model 
This model requires that hadronic interactions result in the 
separation of the constituent quarks. As a quark-antiquark pair, 
or quark-diquark, separates, a colour field is set up between 
them, which fragments to produce quark-antiquark pairs which in 
turn give the observed hadrons. This is exactly analogous to the 
way in which e•e- annihilates to a separating qq pair which then 
produces a hadron "chain". In this model, pp annihilations lead 
to the production of three q-q chains as shown in figure 7.25a. 
Non-annihilation interactions lead to two chains as shown for pp 
and pp in figures 7.25b and c. 
A detailed version of this model has been proposed [53) which 
can make quantitative predictions for pp annihilations using data 
from e•e- experiments. The probability of a colour-separation (ie 
q-ij separation) interaction was calculated as a function of the 
quark momentum distributions within the proton and antiproton. 
Two of the quarks and antiquarks were given momenta corresponding 
to the proton sructure functions, determined in deep inelastic 
scattering experiments [54), while the remainder of the momentum 
was assumed to be carried by the third quark and antiquark. 
Clearly this cannot be exact, as a significant fraction of the 
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momentum of a hadron appears to be carried by neutral consti-
tuents, presumably gluons. However, the proposers of the model 
argue [55] that using "dressed" quarks has little impact on their 
predictions. Three q-ij chains were thus produced, and each was 
allowed to fragment or hadronise using fragmentation functions 
extracted from e•e- annihilations and parametrised in reference 
[55). The fragmentation was calculated in the frame of each q-ij 
chain, and transfor~ed into the overall centre-of-mass system. In 
this manner, the distributions of produced particles, for example 
charged pions, as a function of rapidity could be predicted with 
no free parameters, using quark structure functions and fragmenta-
tion functions determined in hard processes. The predicted dis-
tribution of dN/dy*, the average number of charged pions per unit 
rapidity interval, is compared with the annihilation data in fig-
ure 7.26a. Agreement is seen to be generally good, in both norma-
lisation and shape, though the model underestimates pion produc-
tion slightly near y* = 0 and significantly for IY*I > 2.5. The 
latter is in agreement with the calculations of Das and Hwa [56], 
who point out that quark fragmentation cannot explain all the 
meson production at x ~ 1. 
The corresponding model for non-annihilation is detailed in 
reference [55). As shown in figures 7.25b and c, the initial 
state hadrons separate into a quark and a diquark, and two colour-
chains are set up, which then hadronise. In the model, the quarks 
are given momentum distributions determined by the structure func-
, 
tions, the remainder (the larger part) of the mbmentum being car-
ried by the diquarks. Predictions of the model are compared with 
the data in figures 7.26b and c. Agreement is bad, charged pion 
production being overestimated by the model for most of the rapid-
ity range for both ~P non-annihilation and pp. This may in part 
be due to the fact that the diquark fragmentation functions are 
not well determined. The proposers of the model use the same 
fragmentation functions for any diquark to produce a charged pion, 
as they find this gives them adequate agreement with data at high 
energies. This is one of the " extreme" models proposed by Fontan-
naz et al [57], who also consider suppression of the probability 
for, eg, uu ~ u- where neither quark of the diquark is contained 
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Fig. 7 .26 Comparison of II production with Quark Fragmentation Model 
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in the produced meson. However, using the fragmentation functions 
they derive using this alternative model only gives a very slight 
improvement in the agreement at 8.8 GeV/c. Another problem with 
the model for non-annihilations is that it takes no account of 
diffractive events. However, as the data already fall well below 
the model's predictions at large y* for pp, it is hard to see how 
incorporation of diffraction could improve the model. Also it has 
been pointed out [58) that if this model is correct there should 
be significant differences between charged pion production in pp 
non-annihilation and pp. This is because the pp case (fig. 7.25c) 
leads to two q-qq chains which will typically be of similar length 
in rapidity. pp non-annihilations (fig. 7.25b), however, produce 
a q-q chain and a qq-qq chain. Since the diquarks carry most of 
the momentum, the second chain must be longer than the first. The 
result is that the model predicts much more pion production cen-
trally for pp non-annihilation, while pp should be greater for 
IY*I > 2. This effect is not observed in the data, so we must 
conclude that the model for non-annihilations is inadequate, at 
least at the energy of this experiment. 
Since the description of annihilation processes seems to be so 
successful, we are led to examine other predictions of the model. 
In figure 7.26d dH/dy* is examined for n+ and n- production sepa-
rately. The model's predictions are again quite good, especially 
Cin the backward hemisphere) in the case of n+ production; n- is 
rather overestimated below y* ~ -1. Since two of the quarks are 
given momenta acc ording to the structure functions, which peak at 
low x, the third will typically have a much higher momentum. Thus 
the chain joining the third q-q pair is longer in rapidity than 
the others, suggesting [58) that this should make the major con-
tribution to particle production. If this is the case, pp annihi-
lations sh-0uld look very much like e+e- annihilations Cat a simi-
lar energy), where one has a single q-q pair. This is tested in 
figure 7.27, where the scaling cross-section s,a dcr/dz is plotted 
as a function of 2. Here sis the centre-of-mass energy squa red, 
a= IP*I/E* is the c.m.s. velocity of the produced particle and z 
is the energy fraction, z = 2E*,,Js. e+e- data are shown from 
experiments at ,Js values of 3. 8 and 5 GeV. [ 59] C,Js for pp at 
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8.8 GeV/c is about 4.3 GeV.) The e•e- cross-sections have been 
multiplied by 1.36x10 6 , calculated by Nelson [60] on the basis of 
a vector dominance model, and very similar to the value of 
1.11x10 6 found by Muirhead (15] to be the ratio of pp and e•e-
annihilation cross-sections over a wide range of energies. Though 
the agreement between the e•e- and pp data is not exact, it is 
remarkably good, and is certainly very suggestive that particle 
production proceeds by a similar mechanism in the two cases. How-
ever , annihilations at this energy seem to be dominated by phase-
space limitations (12], and the similarity seen may be, to some 
extent, due to this. 
The quark fragmentation model, then, is seen to give an ade-
quate description of pion production in annihilations over much of 
the rapidity range . The suggestion that particle production is 
dominated by the longest single q-ij chain also seems to be borne 
out by comparison with e•e- annihilations. Non-annihilation reac-
tions, on the other hand, cannot be described by this model at 
these energies. 
7.5 Resonance Production 
A significant fraction of the particles observed in this exper-
iment are likely not to have been produced directly, but to arise 
as the decay products of resonances. In fact, Markytan et al have 
estimated (61] that 40 to 60% of all charged pions arise from 
resonances. If possible, it would clearly be useful to study the 
direct reaction products, as the differential cross-sections of 
these resonances are interesting in their own right, and, by sub-
traction, could perhaps be used to derive the direct non-resonant 
pion production cross-sections. 
Though there is some evidence of K*C892) production in the K0 5 n 
mass s pectrum, the statistics of this experiment did not allow 
this resonance to be precisely estimated . This section will 
describe two methods (and two variations of the ,second) for 
ex t racting p 0 and f cross-sect i ons. The analysis was not entirely 
satisfactory, and va r ious problems will be commented upon. 
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Figure 7.28a shows the combined mass spectrum for like-charged 
pions produced in ~P interactions , while fig. 7.28b presents the 
n+n- mass distribution. In the latter case there is a clear 
shoulder present at about 760 MeV/c 2 and a sharper peak near 
460 MeV/c 2 • There is also some indication of an excess near 
1250 MeV/c 2 • These can be attributed to p 0 , wand f decay respec-
tively. ff and f mesons decay predominantly into two charged 
pions, but nn decay is suppressed in the case of the w due to its 
negative G-parity , causing n+n-n° to be the predominant channel. 
Since then° was in most cases not detected, the w resonance could 
not be fitted directly . However, the w certainly changes the n+n-
background in the vicinity of the p - indeed, the maximum n+n-
mass from w decay is 643 MeV/c 2 , only 133 MeV/c 2 less than the 
central p mass. The first method used to estimate the production 
of p 0 , wand f mesons therefore involved determining the u+n- mass 
spectrum from w decay. 
Thew is believed [62] to decay via a virtual p meson, and the 
matrix element for the three pion decay has been parametrised [61, 
63] as 
IACs+o,so-,s-+)1 2 = G2 puuG 2 wpu [ 1 + + 
mZ-s+o-imf m' -s+--imf 
-----Jl2 • [E+CQo/\£_)+EoC£-A£+)+E-C£+A£o)JZ. 
m2 -s- o- l mr 
Here £oA£- represents the cross-product of the 3-momenta of then° 
and n-, while E+,-, 0 are the pion energies. m and rare the mass 
and width of the p, and s+- is the invariant mass squared of the 
n+u-. etc. The G's are the coupling constants for the two stages 
of the decay. This matrix element was integrated over phase-space 
using the CERN computer program FOWL [64], which uses Monte-Carlo 
methods, to obtain the n+u- mass spectrum produced in w decay. 
This spectrum is referred to below as the function OMEGA(m) . 
The p and f mesons' masses can be represented by relativistic 
Breit-Wigner distributions 
m mi rem) 
BW i Cm) = ----------(mZ -mi Z) Z +m; Zf Z (m) 
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where f(m) =f;.(Q/Qo)ZJ+1 
Q = ,JmZ/4 - moz 
Qo = vmi 2 /4 - mo 2 
mi and f; are the central mass and width of the resonance while j 
is its spin, and mo is the pion mass. Thus for the p, with spin j 
equal to 1, a P-wave Breit-Wigner is appropriate and for the f, of 
spin 2, a D-wave was used. 
The non-resonant background under the p, wand f was parame-
trised as BG(m) = (m-2mo)~.exp(b+cm+dm 2 ), m being the n+n- invar-
iant mass, m0 again the pion mass and parameters a, b, c and d 
variables to be determined by a fit. A function of this form can 
describe the like-sign pion-pion mass spectrum over the mass range 
0.34 < m < 2 GeV/c 2 Cx 2 per degree of freedom= 85/78), and is 
shown superimposed on the experimental distribution in figure 
7.28a. In order to find the contributions of the various reso-
nances in the n+n- case the mass spectrum was fitted to the form 
da/dm = BG(1 +«OMEGA+ ~BW(p) + ~BW(f)) 
with the functions as defined as above. In this way the numbers 
of combinations under each of the resonance curves could be esti-
mated. At first, the fit was attempted with both the resonance 
masses and widths left as free parameters. However, it was found 
that the resulting values were unsuitable, as the widths became 
unphysically large and the masses moved down to very low values. 
The fit was also unpleasantly sensitive to the exact range . of mass 
being fitted. The process was then repeated with the resonance 
widths fixed as the values given in the Particle Data Booklet 
[35}. In this case, the fit was much more stable, and the results 
appeared more reliable. The X2 of the fit was also not signifi-
cantly increased, changing from 89 for 72 degrees of freedom to 92 
for 74 degrees of freedom, when fitting over the range 0.34 to 
2 GeV/c 2 • The fitted function is superimposed on figure 7.28b. 
Once again, the fitted masses were somewhat lower than their stan-
dard values, being 760±5 and 1235±14 MeV/c 2 instead of the 
expected 776 and 1271 [35). However, this effe~t has been noted 
for p 0 before in PP experiments [65), and it has been suggested 
that it could be due to w-p interference or to the production of p 
mesons from the decay of other states [66). Also, fixing the 
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masses at the standard values caused a considerable increase in 
the X2 of the fit. The fitted values were therefore considered 
satisfactory. The cross-sections for the production of p 0 , wand 
fas determined by this method are given in table 7.7, after cor-
rection for decays of wand f into channels other than those 
accounted for above. The errors on these cross-sections are 
rather large, so a more constrained fit was attempted using the 
background function as determined from the n•n• + n-n- mass dis-
tribution, leaving only the normalisation free. However, this fit 
had a very large x2 per degree of freedom CX 2 /NDF) of 211/77, and 
so was rejected. 
Karimaki et al suggest [67] that the p 0 and f signals can be 
determined without calculating the w contribution to the back-
ground, by fitting the mass spectrum above 0.6 GeV/c 2 • This is 
perhaps justifiable, as less than 5% of n•n- pairs produced in w 
decay have a combined mass greater than 600 MeV/c 2 • They per-
formed independent fits for the functions BG(l + «BW) for 
0.6 < m < 1 GeV/c 2 for the p and 1 < m < 1.6 GeV/c 2 for the f, 
with masses and widths of the resonances fixed to their standard 
values. This approach was therefore tried for the data of this 
experiment, and good fits were obtained, with values of X2 /NDF of 
12/15 and 20/20 for the two regions. The derived cross-sections, 
given as "Method 2" in table 7.7, are approximately consistent 
with the previous result in the case of the p and much lower for 
the f. Once again the errors are very large. It was felt that 
the values could perhaps be determined better if the background 
was fixed by a fit to the whole mass region 0.6 < m < 1.5 GeV/c 2 , 
rather than as two independent functions. Therefore the method 
was repeated using a single fit and requiring that the background 
and its derivatives be continuous throughout the region. Again 
the X2 /NDF of t~e fit was satisfactory (33/38), and the results 
are given in table 7.7 under the heading "Method 3". The error on 
the p cross-section is indeed reduced, but the f cross-section is 
almost halved in this determination. The fits were also attempted 
with the p and f masses fixed to the values obtained in the first 
method, rather than the standard values. This made little differ-
ence to the results obtained . 
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TABLE 7.7 
Estimates of e 0 , wand f Production Cross-Sections 
Method 
2 
3 
2 
3 
2 
3 
2 
3 
5.6 
6. 8 
7. 1 
1. 2 
1. 8 
1. 7 
1. 7 
1. 9 
2.0 
3 . 9 
4.9 
5.0 
I!.:!.. 
EE. 
± 0.6 mb 2.9 
± 1. 1 
± 0.6 
E.e 
± 0.3 0.9 
± 0.5 
± 0.3 
non - annihilation 
± 0.4 1. 8 
± 0.6 
± 0.4 
annihilation 
± 0.5 0.5 
± 0.8 
± 0 . 5 
~ i 
± 1. 4 mb 1. 7 ± 
0.5 ± 
0.3 ± 
± 0.7 0.3 ± 
0.2 ± 
0. 1 ± 
± 0.9 0.5 ± 
0.0 ± 
0. 1 ± 
± 1. 1 1. 4 ± 
0.9 ± 
0 .2 ± 
0.3 mb 
0.4 
0.3 
0. 1 
0.2 
0.2 
0.2 
0.2 
0.2 
0.3 
0.4 
0.3 
From a comparison of the three methods, we can say that there 
1 
is rough agreement in the p 0 production cross-sections but consid-
erable disagreement for the f. The above methods were also 
applied to meson production in pp interactions and in annihila-
tions and non-annihilations separately . All the results are sum-
marised in table 7.7. The annihilation and non-annihilation 
val ues were no~ constrained to sum to those obtained above , but 
are seen to do so for each method. The same pattern is seen to 
emerge in each type of interaction. For p 0 production, the first 
method gives a lower cross-section than the ot~ers, though the 
results are consistent within very large errors. In the case of 
the f, the apparent production is much greater when calculated by 
the first method, and the results are not consistent. A set of 
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approximate average cross~sections and errors has been estimated 
in table 7.8, allowing for the fact that the second and third 
methods are not uncorrelated and that the results are not all con-
sistent. They are compared with the compilation of cross-sections 
from reference [61). The values for p0 production are consistent 
with those obtained at 9.1 GeV/c apart from in annihilation reac-
tions, where significantly less is estimated in this experiment. 
Both wand f production seem to be seriously underestimated in the 
results obtained above. 
TABLE 7.8 
Comparison of po. w and f Cross-Sections in mb 
Reaction This experiment Others Momentum 
(8.8 GeV/c) lill GeV/c 
pp -+ pox 6.4 ± 0.7 7.0 ± 1. 0 9. 1 
7.9 ± 0.5 9. 1 
pp -+ wX 2.9 ± 1. 4 6.8 ± 0.3 9. , 
pp -+ fX 0.9 ± 0.6 4.7 ± 0.5 9. 1 
pp -+ pox 1. 5 ± 0.2 ,. 8 ± 0.2 12 
pp -+ wX 0 . 9 ± 0.7 
pp -+ fX 0.2 ± 0. 1 
Non-Annihilations 
pp -l> pOX 1. 9 ± 0.3 1. 75 ± 0.22 9. 1 
pp -l> wX ,. 8 ± 0 . 9 1. 84 ± 0 . 08 9. 1 
pp -+ fX 0.2 ± 0. , 1. 09 ± 0. 15 9. 1 
Annihilations 
pp -+ pox 4.5 ± 0.5 6.2 ± 0.3 9. , 
pp -+ wX 0.5 ± ,. 1 4.9 ± 0.2 9., 
pp -l> fX 0 . 8 ± 0.4 3.7 ± 0.2 9 . 1 
One of the advantages of the second and third methods of 
extracting the p 0 cross-sections, if indeed they can be considered 
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reliable. is that they should enable the determination of 
differential cross-sections. By dividing the n+n- mass data into 
different ranges of kinematic variables such as x, y* and Pt and 
repeating the fitting procedure outlined above, the p 0 production 
in each range can be estimated. With the first method, this is 
not easily possible, since the mass distribution in a given inter-
val of Pt, say, from w decay depends on a convolution of the w Pt 
differential cross-section with its decay distribution. However, 
even with the second method problems were found to arise. Figure 
7.29 shows da/dx derived for p 0 production in pp interactions. A 
neutral meson such as the p 0 must be produced symmetrically in the 
centre-of-mass, by charge conjugation symmetry. The experimental 
distribution clearly does not satisfy this constraint. The asym-
metry is not specific to the second method of deriving the cross-
sections. The n+n - data were divided into the forward and back-
ward hemispheres and both methods one and two applied. (This 
could be done, despite the theoretical problem mentioned above, 
since the w should be produced and decay symmetrically. Thus, 
even though the apparent w differential cross-sections are dis-
torted by its 3-body decay, the fraction detected in each hemi-
sphere should remain a half.) It was found for each of p 0 , wand 
f, and for both methods, that the apparent production was substan-
tially greater in the backward hemisphere. This result remains 
unexplained. From the measuring error on the tracks, there is no 
evidence that the mass resolution for n+n- pairs was significantly 
poorer in the forward hemisphere. The effect also does not seem 
to be due to pions being misidentified as protons. Indeed, a fit 
where all charged particles were treated as pions made little dif-
ference to the production cross-sections, merely increasing the 
background. Whether resonances are undetected in the forward 
hemisphere or too many are fitted in the backward hemisphere is 
not clear, but in either case it leaves the cross-sections calcu-
lated earlier in still further doubt. 
Because of the unsatisfactory results of deiiving differential 
cross-sections, no further distributions are presented here. This 
section is concluded, therefore, with the remarks that p 0 produc-
tion is quite a frequent occurrence in pp interactions. Produc-
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tion is predominantly in ahnihilation reactions, with the smaller 
non-annihilation component being consistent with that in pp inter-
actions. wand f mesons are also observed, but due to inadequa-
cies of the data accurate cross-sections could not be derived. 
7.6 Summary 
Proton and pion cross-sections have been derived for pp and pp 
interactions. Protori production in pp reactions was found to be 
less than that in pp, particularly for low multiplicities, for 
small lxl or IY*I and for high Pt. The agreement between charged 
pion spectra for annihilations and pp - pp differences was found 
to be extremely good if u•+u- were considered together, but poorer 
for the individual charges separately. There remained, however, 
the possibility that the difference cross-section was slightly 
more central than annihilations. When examined by multiplicity, 
the annihilations and differences agreed well for all but 
2-prongs. The discrepancies here, illustrated for example by the 
value of <Pt>, can be understood as being the result of the 
greater chance of producing neutral baryons in pp interactions . 
Annihilations were seen to lead to broader pion x and Y* distribu-
tions than non-annihilations, with a slower fall of the cross-sec-
tion with Pt. A slight "leading charge" effect w:s observed for 
both types of pp interactions, this being greater in the non-anni-
hilation case, presumably due to diffractive events and the decay 
of baryon resonances. 
The quark recombination model was shown to be able to explain 
the large x behaviour of pions in non-annihilations, but not, in 
its simplest forms, to give reliable quantitative predictions for 
annihilations. A quark fragmentation model, on the other hand, 
could make accurate predictions for annihilations over most of the 
rapidity range; - though non-annihilations could not be well under -
stood on the basis of the same model at this energy. There was 
some evidence that pp and e•e- annihilations at the same energy 
produce very similar particle distributions, supporting the idea 
that one q-q chain is dominant in particle production. Finally 
p 0 , wand f production were examined. However, only rough cross-
sections for p 0 mesons could be derived, and an attempt to find 
differential cross-sections was not successful. 
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Chapter VIII 
SUMMARY 
This experiment aimed to use all the facilities of a hybrid 
system in order to study antiproton-proton interactions at a med-
ium energy. The principal objectives were to examine the non-
annihilation and annihilation parts of pp interactions separately 
and to compare the annihilation component with pp - pp differ-
ences, which it has been suggested may be equivalent. Also, it 
was intended to facilitate the running of a higher statistics 
study of annihilations at a later date. 
The data available online at the SLAC hybrid facility enabled 
us to trigger the bubble chamber camera, and so to obtain very 
good quality pictures. Each had only one or two beam tracks, so 
the event was very clearly visible. However, a very much larger 
fraction of the pictures contained an interaction within the fidu-
cial volume than would have been the case with a beam of similar 
intensity and no trigger. A small degree of bias was introduced 
through the use of the trigger, but this was successfully cor-
rected for by weighting the remaining events. The downstream 
detectors for antibaryons, a Cerenkov counter and calorimeter, 
enabled us to identify a large fraction of the non-annihilation 
events. By correcting for the known inefficiencies of baryon and 
antibaryon detection, annihilation and non-annihilation cross - sec-
tions could be derived. Even with the external detectors, it was 
not possible to tag every non-annihilation event. This was prin-
cipally due to the limited acceptance of the antineutron calori-
meter, which was a long way downstream of the interaction point, 
and to seconda~y interactions of antibaryons as they left the 
chamber. Therefore, even with the hybrid system, it was still 
necessary to perform a separation of some of the events on a sta-
tistical basis, using the missing mass and the ·vector momenta of 
the charged tracks. However, many more non-annihilation events 
were identified than would have been possible at this energy with-
out the downstream apparatus, and the annihilation sample was 
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estimated to be relatively uncontaminated. The availability of 
proton-proton data taken at the same energy and under exactly the 
same conditions was a major factor in the success of the experi-
ment. Not only did they reduce the systematic errors in calculat-
ing the difference cross-sections, they were also of use in check-
ing the baryon and antibaryon detection efficiencies. 
Annihilation and non-annihilation samples were derived and dif-
ference cross-sections were calculated with the minimum amount of 
errors. Topological cross-sections were examined, and semi-inclu-
sive production of a number of different particles was studied. 
Amongst the charged particles, protons and pions could often be 
identified from their tracks, and charge conjugation invariance 
was used to analyse the unidentified ones. K0 5 , A and X were 
recognised by their neutral decays within the chamber, as were Y's 
which pair-produced. An attempt was made to study resonances, but 
this was not particularly successful. 
Annihilation reactions were found to follow many of the trends 
observed at lower energies. KNO scal i ng is satisfied, not only 
for topological cross-sections, but also for the production of 
n°'s and K0 5 's. The value of <n)/D is consistent with the figure 
obtained previously, and the moment fz-- was seen to remain a 
linear function of n-. Annihilations show many features which are 
different from non-annihilations. In general, the transverse 
momentum was found to be greater and the x and y* distribtitions 
broader. However, whether this is due to a more central interac-
tion process or simply to the fact that a leading baryon and anti-
baryon do not carry off a large fraction of the energy is not 
clear. Both types of interaction showed a predominance of u- over 
n• in the forward hemisphere - a n1eading chargen effect. At 
large x , pion production in non-annihilations agrees well with 
that expected from the proton structure functions, supporting a 
quark recombination model. However, extra assumptions are 
required before accurate quantitative predicti~ns can be made for 
annihilation reactions. In fact, the annihilations are well 
described by a quark fragmentation model, but this is not in good 
agreement with pp or PP non-annihilation interactions at this 
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energy. A scaling cross-section for pion production in pp and 
e•e- reactions shows a high degree of similarity for the two types 
of annihilations. This suggests that a single quark-antiquark 
pair may be predominantly responsible for particle production in 
pp annihilations. However, it is possible that the similarity is 
a consequence of the way both annihilations "fill" phase-space, at 
least at this energy. 
In the introduction, it was seen that there are many theoreti-
cal objections to the proposition that annihilations might cause 
the difference between pp and pp cross-sections. It is therefore 
quite remarkable just how successful the hypothesis appears to be 
at this energy, if a very few factors are taken into account. The 
annihilation cross-section appears to be equal to the difference 
in inelastic cross-sections, but the difference in total cross-
sections is also not ruled out by the data. There are certainly 
discrepancies in individual semi-inclusive cross-sections, but 
many of these can be explained on the basis of the different 
charges of the pp and pp initial states. This has the biggest 
effect for the lowest multiplicities, and is most evident in the 
topological cross-sections and the cross-sections for the produc-
tion of baryons. The 0-prong annihilation cross-section is in 
fact very small, while the pp - pp difference cross-section is 
quite significant. On the other hand, the 2-prong difference is 
negative. It appears to be generally true that, for most ~ro-
cesses, agreement between differences and annihilations is 
' 
improved if 0- and 2-prongs are considered added together. In the 
non - annihilation reactions, there is a greater tendency to produce 
neutral baryons in pp interactions than in pp, and this is most 
strongly manifest in the lower multiplicities. This has more 
subtle effects than simply the changing of On and, say, the 
cross-section f~r producing protons. There is a general shift 
down in multiplicities. Thus pion production in 2-prong pp non-
annihilations appears to have the properties of a mixture of 2-
and 4-prong pp interactions - that is shown, for example, in the 
mean transverse momentum. Various schemes have been proposed for 
adjusting the low multiplicity difference cross-sections to obtain 
annihilation values. Rushbrooke et al [10) find that ignoring the 
- 157 -
0-prong differences and obtaining the 2-prong value by 
extrapolation from low energy annihilations appears to work at 
100 GeV/c. D'Innocenzo et al [36) have very recently proposed a 
more elaborate method, which involves treating the diffractive and 
non-diffractive parts of the cross-section differently. An 
adjustment of the low multiplicity difference cross-sections, 
along the lines of either of these models, is clearly necessary to 
improve agreement with annihilationi. 
Differences do not represent annihilations very well in the 
cases of n+ and n- production separately. However, as might be 
expected from Mueller-Regge theory at higher energies, the agree -
ment is greatly improved if the n++n- combination is considered. 
Strange particle production in pp and pp non-annihilations also 
shows a number of discrepancies. Many of these are due to the 
possibility of producing hyperon-antihyper on pairs in pp interac-
tions. Thus the cross-sectioh for A production in pp is much 
greater than might be expected from pp reactions. Here again, 
however, the total charge evidently plays a role, and the produc-
tion of K0 A in pp appears to be partially replaced by K•A and K0 I• 
in pp. 
After account has been taken of the effects of the different 
charges of the initial states and the possibility of YY production 
in pp non-annihilations, the agreement between differences and 
annihilations is extremely good. The difference cross-se6tions 
for the production of~. nc C=n++v-J and K0 5 (when not associated 
with a hyperon) are all good representations of the appropriate 
annihilation values. The differential cross-sections are also 
remarkably similar, though some slight but significant discrepan-
cies do exist. Both~ and charged pion production are slightly 
overestimated by differences in the central region (y* ~ 0). 
There is al s o an indicat i on that differences are not sufficiently 
large for charged pions of Pt greater than GeV/c . However, a 
higher statistics study would be needed to confirm this observa-
tion. 
Phase II of experiment BC64 ran in June 1978, using a trigger 
algo r ithm successf ull y developed fro m tests using the phase I 
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data. The interaction tr1gger was improved, reducing the number 
of events accidentally rejected, and a non-annihilation veto was 
incorporated using the signals from the PWC planes, Cerenkov coun-
ter and calorimeter. 200,000 pictures were taken of pp interac-
tions, 40% of these being annihilations. 80% of the annihilation 
cross-section was accepted by the online algorithm. After scan-
ning the film for slow particles and eliminating events with sec-
ondary interactions of fast forward particles, it is estimated 
that the fraction of annihilations among the measured events is 
47% [68], compared with 28% for this phase of the experiment. The 
analysis of annihilations is well on the way to completion, and 
results will appear shortly. 
At 8.8 GeV/c it has been seen that pp - pp differences can be 
used as a good estimate of annihilations, provided that allowance 
is made for such factors as the total charge of the system and the 
availability of pp non-annihilation final states with no pp equi-
valents, There is no evidence for any other major contribution to 
the difference other than annihilation at this energy. Thus the 
use of differences, with suitable corrections, to estimate annihi-
lations seems to be supported, and may be valid at higher ener-
gies. However, there is still a very important point to note. 
The experiment can only give a positive justification for the use 
of the difference method at this one energy. The departure from 
linearity in the plot of f 2 -- against n- (fig. 5.9), which may 
indicate multiple cluster formation, does not occur below a value 
of n- of about 3.2. This corresponds to a beam momentum of 
26 GeV/c. It would therefore be extremely useful to attempt a 
direct extraction of annihilations above this energy, to compare 
with the difference data. In this way it could be seen if a new 
non-annihilation process is occurring at higher energies. An 
antiproton experiment is now in progress at 70 GeV/c using a heavy 
liquid bubble chamber. This is attempting to measure the number 
of antibaryons produced by their greater cross~section for secon-
dary interactions within the chamber [69). There is also a propo-
sal to study antiproton physics at the European Hybrid Spectrome-
ter, to investigate annihilations in the 50 - 100 GeV/c region 
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[70). Such experiments should shed still further light on the 
relationship between differences and annihilations. 
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Appendix A 
IDENTIFICATION EFFICIENCIES FOR SLOW PARTICLES 
A large fraction of slow particles could be identified by using 
the bubble density of their tracks or other properties as 
described in chapter 4. The 4C kinematic fits enabled the effi-
ciency of this identification to be determined, along with the 
frequency of incorrect particle assignments. Using this informa-
tion, it was possible to find the true numbers of protons and 
pions in any given slice of momentum, and the probability that 
each particle was in fact a proton was also determined. This 
appendix describes two variations of the calculation. 
Particles which could not be identified were written on the DST 
as pions. If the difference between identified pions and those 
particles called pions by default is ignored, the computation for 
each momentum range proceeds as follows. 
4C fitted events indicated that 
the probability of a proton being called a pion was P1 
the probability of a pion being called a proton was pz 
In the unfitted events 
the DST contained np 
and 
particles called protons 
particles called pions. 
Let the real number of protons and pions in these events be Np and Nn. 
Then 
np = Nn.pz + Np.(1-p,) 
nPi = Np.p, + Nn.(1-pz) 
Rearranging equation (2) 
Nn = 
1-pz 
and substituting in (1) 
npj.pz - Np.p,.pz Np.((1-p,)Cl-pz) - P1Pz) 
1-pz 1-pz 
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( 1) 
(2) 
Iii 
II 
11 
...-
hence 
Np= 
= 
C1-p 2)np - np;.pz 
C1-p1)C1-pz) - P1P2 
(1-pz)np - np;.pz 
1 - P1 - P2 
Thus the probability of a particle called a proton actually being 
a proton is 
Np(1-p1) Qp = ----
and the probability of a particle called a pion actually being a 
proton is 
Qtr = 
If identified pions and particles called pions by default are 
treated separately, the calculation is modified slightly. 
Assume from 4C fits that the probability of 
a proton being identified as a pion is P11 
a proton being defaulted as a pion is P12 
a pion being identified as a proton is Pz 
a pion being identified as a pion is p3 
In the unfitted events, 
the DST contained np particles called protons 
np; particles called identified pions 
and 
In this case 
ndef particles defaulted as pions. 
np = Ntr.pz + Np.C1-P11-p12) 
np; = Np.p11 + Ntr.p3 
ndef = Np.p1z + Ntr.C1-pz-p3) 
( 3) 
(4) 
(5) 
The solution for Np and Ntr is overconstrained. If we use only (3) 
and (4), then (4) rearranges to 
np; - NP-P11 Nn = 
p3 
Substitution into (3) gives 
np;.pz - NP,P11-P2 
p3 
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and hence 
Np= 
p3(l-P11-P12) - P11P12 
Again the probability of a particle caUed a proton actually being 
one can be found as 
The probability of a particle called an identified pion actually 
being a proton is 
NP-P11 
QlT id = 
and of a defaulted pion actually being a proton is 
Np.p1z Qlldef = 
As mentioned above, the solution for the true number of protons 
and pions using all three equations would be overdetermined. 
Equations (3) and (4) were used as they lead to the smallest sta-
tistical errors on the final quantities (ndef being rather small). 
That all were consistent was checked by calculating the expected 
value of ndef from equations (3) and (4) - in all cases it was 
found to be equal to the observed value within the calculated 
errors. The values of Np calculated by the two methods (with and 
without the use of the identification of pions) were also compared 
and found to agree very closely. 
The probabilities of the various classes of particles on the 
DST being protons - ie the Q functions defined above - are plotted 
in figure A.1. ihe lines are drawR simply te gYide the eye, aRd 
Error bars are omitted from the pion points for clarity. Since the 
reliability of identification of protons depends not only on 
momentum but also on the fraction of particles in the sample actu-
ally being pions, the values of Q were also calculated separately 
for each charged multiplicity, and independently for ~P and pp 
interactions. It was these values which were u;ed in the separa-
tion of annihilation and non-annihilation events described in 
chapter 4, and in the charge symmetry fits described in chapter 7. 
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Appendix B 
SCANNING EFFICIENCY FOR V'S 
1) We are only interested in asso~iated V's. 
2) We require separate values for A, K0 5 , A and~ efficiencies . 
3) V's missed by the scanner may be added by the measurer. 
1) and 2) imply that measurements (and fits) must be used. This 
restricts the analysis to V's found on scan 1 (and added ones), so 
the scan 1 efficiency cannot be determined directly. The DST data 
was used as a "check-scan" to determine the particle type and 
association. In the following, "V" is used to mean an associated 
V within the fiducial volume. 
Let the probability of scan finding a V be P1 
the probability of scan 2 finding a V be Pz 
the probability of a measurer adding a missed V be p3 
and the number of V's on measured frames be N. 
Then the number of V's actually measured is 
n = P1N + Cl-p1)p3N ( 1) 
The number of these found on scan 2 is n2 = pzn 
found on scan is n1 = P1N 
found on scan 2 only is n2' = C1-p1)p3pzN 
found on scan 1 only is n1 , = n1-n2+n2' 
found on both scans is n12 = n2-n2' 
n1', n2' and n12 are known (as is n, but this is not indepen-
dent), and we wish to find N (and P1, pz, p3). There is clearly 
insufficient information. 
Manipulating the above equations yields 
Pz = nz/n 
C1-p 1)p3N = nz'/pz 
and substituting into (1) we obtain 
which 'can be calculated 
n = P1N + nz'/pz 
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If the value for p1 wer~ known, the relationship between N and 
n would be revealed, and so the overall efficiency, n = n/N, could 
be calculated. However, as mentioned above, p1 cannot be deter-
mined without an extra assumption. The simplest would be to put 
P1 = pz. However, this is unlikely to be the case, as the scan by 
multiplicity showed p1 to be consistently higher than pz. An 
alternative was to assume that p1 = pzx, a purely empirical form, 
where x was obtained from the original check-scanning analysis as 
0.81, assumed constant for all types of V. In fact, though the 
second assumption, which is the one that was used, yielded 
slightly higher values for~. the two results never differed by 
more than the statistical error. 
The derived values of P1, pz, p3 and~ are shown in table B. 1. 
TABLE B. 1 
Scanning Efficiencies for V's 
T~ee of Scan Scan 2 Added Overall 
y_ 
.P..1. Q.z. lb 11 
'Y 0.954±.008 0.943±.010 0.37±.07 0.971±.010 
Kos 0.966±.013 0.958±.016 0.77±.29 0.992±.017 
/1. 0.957±.021 0.986±.026 0.49±.23 0.978:t.026 
X 0.965±.021 0.957±.026 0.40±.24 0.979±.027 
- 165 -
REFEREN.CES 
[1] Compilation of p and p Cross-sections, CERN-HERA 79-03 
[2] P.-D. Gall, Ph.D~ Thesis, Univ. of Hamburg. DESY Rep. 
Fl-76/02 
[ 3] Salava and Simak, Nucl. Phys. B69 (1974) 15 
[ 4) Fields and Sing er, Symp. on Antinucleon-Nucleon 
Prague (1974) CERN rep. 74-18 p 151 
[ 5] H. Goldberg, Phys. Rev. D.§ C 1972) 2542 
[ 6) Orfanidis and Rittenberg, Nucl. Phys. B59 (1973) 
(71 Gotsman and Nussinov, Phys. Rev. Dll (1980) 624 
[8] Gregory et al, Nucl. Phys. B119 (1977) 60 
[9) Rushbrooke et al, Phys. Lett. 598 (1975) 303 
[10) Rushbrooke and Webber, Phys. Rep. 44 (1978) 1 
[111 Eylon and Harari, Nucl. Phys. B80 (1974) 349 
Interactions, 
570 
[12) H. Muirhead, Symp. on Antinucleon-Nucleon Interactions, 
Prague (1974) CERN rep. 74-18 p 488 
[13) Warren et al, Nucl. Phys. B97 (1975) 381 
[14) Ward et al, Phys. Lett. 62B (1976) 237 
[15) H. Muirhead, Proc. Int. Symp. on pp Interactions, Loma-Koli, 
1975 . Univ . of Helsinki Report Series in Physics 103 
p 300 
(16) A.J. Simmons, Ph.D. Thesis, Univ. of Cambridge (1979) 
[17] Simmons et al, Nucl. Phys. B172 (1980) 285 
Ward et al, Nucl. Phys. B172 C 1980) 302 
[18) R.A. Lewis, SHF Almanac (SHF Memo 13) SLAC 
- 166 -
[19] R.C. Field, The SLAC 1 m Bubble Chamber Hybrid Facility (SHF 
Note 67) 
[20] J. Ballam and R.D. Watt, Annual Review of Nuclear and Parti-
cle Physics 27, p 75 
[21] C.N. Booth, Monte-Carlo Investigation of Simple Deflection 
Trigger (Cambridge internal note) 1977 
[22) A.J. Simmons, Cambridge CAM-SLAC Memo 13 
[23] J. Bouchez, SLAC B.C. Note 77 (and addendum) 
[24) C.N. Booth, Performance of CANUTE during BC64 (Cambridge-MSU 
note) 1977 
[25] C.R. Brown et al, Nucl. Inst. & Meth. ill (1974) 183 
[26] P. Starling, HGEOM program manual, RHEL (1968) 
[27] A.D. Bryden, KINEMATICS program manual, RHEL (1968) 
[28) T.R. Noland, JUDGE program manual, RHEL (1970) 
[29] G. Chadwick, SLAC B.C. Note 48 
[30] A.J. Simmons, CAM-SLAC Memo 35 (1978) 
[31) C.N. Booth, CAM-SLAC Memo 34 (1978) 
[32] D.R. Ward, private communication 
[33] H.T. Miettinen, Symp. on Antinucleon-Nucleon Interactions, 
Prague (1974) CERN Rep. 74-18 p405 
[34) Foley et al, Phys. Rev. Lett . .1.1 (1963) 503 & 425 
[35] Particle Properties Data Booklet (1978) 
[36] D'Innocerizo et al, Lett. Nuovo Cimento 28 (1980) 369 
[37] D'Innocenzo et al, Nuovo Cimento A44 (1978) 375 
[38] Koba, Nielsen and Oleson, Nucl. Phys. B.1!!. ' (1972) 317 
[39] P. Slattery, Phys. Rev. Dl (1973) 2073 
[40) T.M. Knesel, DESY Report 70/3 (1970) unpublished 
- 167 -
[ 41 J Dao and Whitmore, Phys. Lett. 46B C 1973) 252 
[42) D. Cohen, Phys. Lett. 47B (1973) 457 
[43) Raja et al, Phys. Rev. D.12 (1977) 627 
[44) C. p. Bust, Ph.D. Thesis, Cambridge 
[45) Ammosov et al, Nuovo Cimento 40A (1977) 237 
[46] Jabiol et al, Hucl. Phys . B127 (1977) 365 
[47) W. Ochs, Hucl. Phys. B118 (1977) 397 
[48) H. Goldberg. Nucl. Phys. B44 (1972) 149 
[49) Brodsky and Gunion, Phys. Rev. Dil (1978) 848 
[50) J.F. Gunion, Phys. Lett. 88B (1979) 150 
[51] Muirhead et al, Paper presented to Bressanone pp Conference 
1980 
[52] M. Markytan, II Int. Symp. on Hadron Structure, Kazimierz 
(1979) 
[53] U.P. Sakhatme, Phys. Rev. Lett. 45 (1980) 5 
[54] Field and Feynman, Phys. Rev. 0]2 (1977) 2590 
[55] Capella et al, Z. Phys. CJ (1980) 329 
[56] Oas and Hwa, Phys. Lett. 68B (1977) 459 
[57] Fontannaz et al, Phys. Lett . 77B (1978) 315 
[58) D.R. Ward, Paper presented to Bressanone pp Conference 1980 
[59) DASP Collaboration, Hucl. Phys. B148 (1979) 189 
[60) C.A. Helson, S.U.H.Y. Binghamton preprint 6/6/'74 
[61] Markytan et al, Nucl. Phys. B143 (1978) 263 
[62) Gell-Mann et al, Phys. Rev. Lett. A (1962) 261 
[63} H.Pilkuhn, nrhe Interactions of the Hadronsn (Horth Holland) 
1967, p 142 
[64] F. James, FOWL, CERN computer writeup W505 
- 168 
[65) Ermilova et al, Nucl. Phys. B137 (1978) 29 
[66] T. Fields, 4th Int. Symp. on Antinucleon-Nucleon Interac-
tions, Syracuse 1975 p V-1 
[67] Karimaki et al, Univ. of Helsinki Report Series in Physics 
HU-P-174 (1979) 
[68) J.C. Hill, priv~te communication 
[69) N. Yamdagni, private communication 
[70] CERN Proposal P101 (CERN/SPSC/78-38) 
- 169 -
1-
1 
CAMBRIDGE 
UNIVERSITY LIBRARY 
Attention is drawn to the fact that the 
copyright of this thesis rests with its author. 
This copy of the thesis has been supplied 
on condition that anyone who consults . it is 
understood to recognise that its copyright rests 
with its · author and that no quotation from 
the thesis and no information derived from it 
may be published without the author's prior 
• 
written consent. 
