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ABSTRACT
Bayesian Nonparametric Methods with Applications in Longitudinal, Heterogeneous
and Spatiotemporal Data
by
Li Duan
Nonparametric methods provide flexible accommodation to the different structures in
the data without imposing strong assumptions. Bayesian consideration of nonpara-
metric models, such as Gaussian process, Dirichlet process and decision tree enables
straightforward computation and automatic regularization. In this dissertation, we
developed three novel nonparametric methods for handling different types of data.
For the longitudinal and time-to-event data, we utilized the multiple subject compo-
sition and repeated measurement, and designed a hierarchical Gaussian process that
enables extrapolation for personalized forecast. For the regression of heterogeneous
data, we combined the clustering properties of the Dirichlet process and the nonlin-
ear incorporation of predictors in decision tree, and developed an efficient method
for handling heterogeneity and ensemble estimation. For the spatiotemporal data,
we first designed a performant algorithm for stationary Gaussian process, and then
extended it to allow non-stationarity and non-Gaussianness of the complex data. We
demonstrate the advantages of the Bayesian modeling in latent variable sampling,
missing data handling, algorithm acceleration, accurate prediction and probabilistic
interpretation.
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CHAPTER I
Introduction to Bayesian Nonparametric Methods
It often relies on strong assumptions to assign parametric models in the data anal-
ysis. As an extreme example, a simple linear regression implies at least four require-
ment for the data: linearity, independence, normal distribution and homogeneity. As
we have commonly witnessed in real life, these assumptions are often violated. Data
may exhibit nonlinear progress over time, correlation over space and time, more than
one patterns (heterogeneity), etc. For such cases, sometimes parametric methods
might still work and even show robustness despite of the misspecification; however,
these analytics can be dramatically improved if we obtain a better understanding of
the data and accommodate their features.
Nonparametric methods provide attractive solutions to these challenging prob-
lems. By only enforcing properties such as smoothness on the nonparametric esti-
mates, we can relax the assumptions about the data. Instead of prescribing rigid
distribution, we allow the model to be flexible and adaptive to the different charac-
teristics in the data. To clarify, most of nonparametric models do have parameters.
The difference is that instead of directly representing a parametric form (such as in-
tercept and slope), these parameters are related to more implicit properties of the
data, such as correlation pattern, latent class distribution, etc. Similar to the ones
in parametric models, the values of the parameters will also influence the goodness-
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of-fit, therefore require proper procedure in their estimation. This naturally leads to
another question: how do we balance model flexibility and overfitting (i.e. mistaking
random noise as systematic patterns)?
This question has an elegant answer in Bayesian framework: if we adopt the
nonparametric models into the prior distribution, its parameters will be automati-
cally tuned by the data, and the posterior distribution become the nonparametric
estimates. From a regularization standpoint, the prior distribution shrinks the mag-
nitude of the posterior estimates and penalize aggressive fitting.
In this dissertation, we utilize three families of Bayesian nonparametric methods
1 and the combination of them, in order to address the special structure of the data.
In this section, we briefly review the basic properties of these methods.
1.1 Gaussian Process
Gaussian process is commonly used to model the nonlinear function for the con-
tinuous data. When the data are assumed to have a specific covariance function, it
is equivalent to adding a regularization based on reproducing kernel Hilbert space
(Lawrence and Jordan, 2004). Moreover, the finite-dimensional distribution of a
Gaussian process has the measure of a multivariate Gaussian distribution.
We assume that the continuous data Y scattered over a set of location/time s
are a vector of noisy realization from an underlying process, to which we assign a
Gaussian process prior:
Y = f(s) + 
f(s) ∼ GP (µ,Σ(s))
(1.1)
where Σ is restricted to a specific functional forms, such as φ2exp(−||s1 − s2||2/2ρ)
1To avoid confusion, we use the term “Bayesian nonparametrics” as a broader concept as any
nonparametric method with Bayesian treatment, in contrary to the one referring Dirichlet process
alone in some other literature.
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for the correlation between data points at s1 and s2. For simplicity of illustration, we
assume 
iid∼ N(0, σ2)). The posterior distribution of f(s) then follows a multivariate
Gaussian distribution:
f(s)|Y ∼ N(µ∗,Σ∗)
µ∗ = µ+ Σ(Σ+σ2I)−1(Y − µ)
Σ∗ = Σ−Σ(Σ + σ2I)−1Σ
(1.2)
Although the derivation of the distribution seems trivial, one important feature is
that the posterior means µ∗ will inherit the special properties of the prior distribution.
Examples of these properties include differentiability, frequency, stationarity, etc.
From a signal processing standpoint, applying functional form to Σ is equivalent to
adding a filter (Σ(Σ+σ2I)−1) and only let specific range of frequencies to pass (more
will be illustrated in Chapter IV).
A different focus of using Gaussian process prior is to understand the correlation
structure of the data. As the correlation matrix is an integral part of the multivariate
Gaussian distribution, using a functional form with a few parameters to represent
a large matrix can be quite beneficial. This is one of the reasons Gaussian process
prior has wide range of applications in spatial statistics (Cressie, 1988). Utilizing the
equations in (1.2), the form of µ∗ is also known as Kriging estimator and shown to
be the best linear unbiased predictor (BLUP).
The use of Gaussian process prior will be illustrated in Chapter II as a function
estimator, and as in Chapter IV as a covariance structure model. In Chapter IV ,
the limitations of Gaussian process will be thoroughly discussed and new efficient
solutions will be presented.
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1.2 Dirichlet Process
Dirichlet process provides a probabilistic framework used to model mixture dis-
tribution (Neal , 2000). For this reason, it can be particularly useful in modeling
heterogeneous data, which contain more than one distributional patterns.
The notation of a Dirichlet process Y∼DP (α,G) can be interpreted as the fol-
lowing generative model, for the ith data point:
p ∼ Dir∞(α, α, ...)
Ci|p iid∼ MN∞(p)
Yi|Ci indep∼ GCi
(1.3)
where Dir∞ and MN∞ represent infinite dimension Dirichlet and multinomial distri-
bution, respectively. The symbol C is the latent random variable that carries class
assignment, and G is called the base distribution and can take form of any distri-
bution with finite measure. One simple example of Dirichlet process is an infinite
mixture of Gaussian distribution with the weights following a Dirichlet distribution.
Similar to the Gaussian process, one of the most important features of Dirichlet
process lies in its posterior distribution:
p|Y,C ∼ Dir∞(α +
∑
i
1(Ci = 1), α +
∑
i
1(Ci = 2), ...)
Ci|Yi,p ∼MN∞(p1[G1(Yi)], p2[G2(Yi)], ...)
(1.4)
where Y are the vector of all the data, and
∑
i 1(Ci = k) denotes the count of data
points that are assigned to kth class, [Gk(Yi)] is the probability measure of Yi in kth
base distribution. Due to the finite number of data points, the probability distribution
in p|Y,C becomes uneven, as the class with more data assignment becomes further
more likely to get chosen. This leads to self-reinforcing clustering of data that only a
small finite number of classes are found when the algorithm converges. In the area of
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clustering methods, Dirichlet process belongs to fuzzy clustering (Bezdek , 1981) since
the class assignment has randomness as opposed to being completely determined.
The use of Dirichlet process prior will be illustrated in Chapter III and IV. Uti-
lizing its properties, we obtain models with better parsimony and accommodation for
non-Gaussian and non-stationary data.
1.3 Bayesian Decision Tree
The previous two methods provide flexible accommodation to the data, mainly via
relaxed assumptions about the response variable. The third class of model, decision
tree method, addresses the nonlinear relationship between response and predictor
variables. Considering the nonlinearity in several predictors can be quite costly in
linear regression. This is where decision tree method can help since its recursive
splitting partitioning automatically incorporates nonlinearity of the predictors.
 X2 <= 4.00
 X6 <= 2.00
 Yes 
 Est= 0.99
 count= 175
 No 
 X3 <= 1.00
 Yes 
 X1 <= 5.00
 No 
 Est= 0.00
 count= 326
 Yes 
 X8 <= 2.00
 No 
 Est= 0.01
 count= 75
 Yes 
 Est= 0.34
 count= 13
 No 
 X2 <= 1.00
 Yes 
 Est= 0.96
 count= 41
 No 
 Est= 0.02
 count= 21
 Yes 
 X6 <= 5.00
 No 
 Est= 0.38
 count= 15
 Yes 
 Est= 0.98
 count= 17
 No 
Figure 1.1: Illustration of a decision tree
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Decision tree, also known as Classification and Regression Tree (CART) (Breiman
et al., 1984) can be viewed as a predictor-based partitioning function Ri = T (X i) that
transform a vector of information in ith subject into a region Ri, in which region an
estimator is provided for the data within. The partitioner, or the “tree”, is generated
by a series of binary splitting with respect to the predictor variables; at each split,
a predictor and a corresponding threshold value is used to sort data points. The
building unit is called “node”. If the i data has predictor smaller than or equal to the
threshold, it is sorted to the left descendant; otherwise to the right. This process is
repeated until the end of line is reached. For example, in Figure 1.1, one data points
with X1 = 3, X2 = 3, X6 = 4 will be sorted to the first partition on the last row, with
an systematic estimate of 0.38 for its response variable Yi. As the sorting process
involve multiple times of splitting in X2, X6, it approximates the nonlinearity as a
step function with multiple breaks .
It used to be a challenging issue in the estimation of the decision tree. Due to
the cost function is not convex, the suboptimal solution relies on local maximization
at every split. To prevent overfitting, empirical constraints on depth of the tree and
pruning procedures are often needed.
Bayesian treatment has greatly improved the estimation and overfitting issues.
As proposed by Chipman et al. (1998), if we assign a likelihood function G to each
partition and treat the overall tree structure as the prior distribution, then we can
obtain tree estimation by sampling in its posterior distribution:
Yi ∼ GRi
Ri = T (X i)
[T ] =
∏
k
[sk]
(1.5)
where [T] is the prior distribution for the tree, which is the product of the probability
if a certain node is split. The probability [sk] is set to decrease as the depth of tree
6
increases. This automates the control of tree depth and encourages parsimonious
model.
Details of Bayesian decision tree will be discussed in Chapter III, including its
drawbacks and common remedies. An improved ensemble approach is proposed as
part of this dissertation research.
1.4 Overview
The following chapters document three independent topics of research work that
are motivated by different types of data. Chapter II extends Gaussian process into
joint modeling of longitudinal and time-to-event data. Chapter III uses the com-
bination of Dirichlet process and Bayesian decision tree to create a new ensemble
method that accommodate the need for nonlinear modeling of heterogeneous data.
Chapter IV develops an efficient algorithm for the Gaussian process approach, which
is utilized to extend to non-stationary modeling of spatiotemporal data.
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CHAPTER II
Hierarchical Gaussian Process in the Joint
Modeling of Longitudinal and Time-to-Event Data
In this chapter, a novel extrapolation method is proposed for longitudinal forecast-
ing. A hierarchical Gaussian process model is used to combine nonlinear population
change and individual memory of the past to make prediction. The prediction error
is minimized through the hierarchical design. The method is further extended to
joint modeling of continuous measurements and survival events. The baseline hazard,
covariate and joint effects are conveniently modeled in this hierarchical structure.
The estimation and inference are implemented in fully Bayesian framework using the
objective and shrinkage priors. In simulation studies, this model shows robustness in
latent estimation, correlation detection and high accuracy in forecasting. The model
is illustrated with medical monitoring data from cystic fibrosis (CF) patients. Esti-
mation and forecasts are obtained in the measurement of lung function and records
of acute respiratory events.
2.1 Introduction
Forecasting for stochastic processes is commonly needed in geology, finance and
clinical research; however, it is widely known that extrapolation is difficult and risky.
8
Since the knowledge is limited to only the observed domain, without theoretical evi-
dence, researchers tend to use simple functions for extrapolation. Except for its con-
servativeness, this practice is often unrealistic and overlooks many intrinsic properties,
such as nonlinearity and stochastic fluctuations. This problem has been ameliorated
by development in two fields of studies: time series and longitudinal data analysis.
In the former, the variation in the past helps prediction in the future by the recursive
relations. In the latter, the trend shared in batch data provides a reasonable guess
for a given individual. Therefore, it is desirable to find a method that unifies these
two fields.
In estimating the time-varying process behind the noise, nonparametric approaches
such as penalized B-splines (Eilers and Marx , 1996) have been quite successful. How-
ever, one of the limitations is the subjective allocation of knots. For individual traces
with only a few recorded points, it is still difficult to avoid over-fitting. Although
methods like Bayesian Adaptive Regression Splines (BARS) (DiMatteo, Genovese,
and Kass , 2001) have been proposed to address such issue, it is not feasible to use it
for extrapolation.
An alternative approach is Gaussian process regression (GPR) (Rasmussen and
Williams , 2006). By using a small number of (quite often as low as 1) parameters
and a smooth covariance function, GPR avoids the use of knots and keeps the di-
mension fixed. This enables a fast estimation without sacrifices in robustness. In
Eqn 1.1, assume Y is a stochastic realization of time dependent function f(t), with
 ∼ N(0, σ2yI). If f(t) is a Gaussian process and Σ is formed by a covariance function
that is differentiable with respect to time increments, then the posterior mean will
also be a differentiable (smooth) function.
Major progress has been made in its predicting ability. For example, the Kriging
estimator has been shown to be the best linear unbiased predictor (BLUP) and has
been successful as a tool for interpolation(Cressie, 1988). In Eqn 2.1, we use t to
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denote the time vector of observed data, s to denote the vector of prediction time
and K(s, t) to denote the their covariance:
f(s)|Y (t) ∼ N(µ∗,Σ∗)
µ∗ = µ(s) +K(s, t)(Σ(t)+σ2yI)
−1(Y (t)− µ(t))
Σ∗ = Σ(s)−K(s, t)(Σ(t) + σ2yI)−1K ′(s, t)
(2.1)
The magnitude of K(s, t) is usually reversely dependent on the distance measure
||si − tj||. In interpolation, these distances remain moderate since s is inside the
domain of t; whereas in extrapolation, all |si− tj| increase monotonically. As a result,
the prediction mean monotonically reduces to µ(s) and prediction variance increases
to Σ(s). Therefore, slowing down the reduction ofK(s, t) and improving the estimate
of µ(s) are essential to achieve reasonable forecasting results. The Gaussian process
functional regression (GPFR) model (Shi, Wang, Murray-Smith, and Titterington,
2007) was proposed to solve this problem. Similar to longitudinal data, the data
described by Shi and colleagues are collected in batches. In the first step, B-splines
are used to estimate the batch mean at t and s; in the second step, this mean is used
as µ(t) and µ(s) for individual extrapolation. This approach greatly improves the
forecasting ability of Gaussian process.
On the other hand, if the longitudinal data are collected at the same time as a
related survival event, a joint model is commonly adopted for improved estimation
and inference. Longstanding motivation for methods to link longitudinal and time-
to-event data originated from human immunodeficiency virus (HIV)(Song, Davidian,
and Tsiatis , 2002). Most recent developments of joint longitudinal-survival models
have been accompanied by online calculators for the purposes of real-time individ-
ual prediction of prostate cancer recurrence (Taylor, Park, Ankerst, Proust-Lima,
Williams, Kestin, Bae, Pickles, and Sandler , 2013). Nevertheless, some challenges
remain in the field of joint modeling: the estimation is difficult in the baseline hazard
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and full likelihood; the forecasting is unstable, especially in recurrent survival event
modeling; the association between two responses lacks a realistic interpretation. The
survival function specified in the Cox relative risk model (Cox , 1972) takes the form
of Eqn 2.2.
S(T ≥ t2|T > t1) = exp{−
t2∫
t1
λ0(u)exp{Xβ + f(u)}du} (2.2)
The use of t1 is to accommodate the possibility of a recurrent event. In the case
of nonrecurring events, we simply set t1 = 0. Since the data are collected at discrete
time points, approximation is usually needed to evaluate the integral. However, if one
needs to forecast multiple time points corresponding to recurring events, t1 is random
and Eqn 2.2 becomes intractable. To tackle these problems, we adopt the discrete
Cox relative risk model provided in the same article (Cox , 1972). The estimation and
prediction now have a tractable solution in closed form. Details are described later
in section 2.2.
The major novelty in our approach is that we use two hierarchical Gaussian pro-
cesses for both longitudinal and survival submodels. In the longitudinal part, the
first hierarchy enables the sharing of the trajectory trend among subjects; and the
second captures the individual deviations through a time-series covariance function.
In the survival part, the first Gaussian process acts as a smoother for the baseline; the
second Gaussian process serves as a time-varying frailty term. Using the of shared
parameter framework (Vonesh, Greene, and Schluchter , 2006), we set up the associa-
tion between the two responses through a time-varying covariance. This hierarchical
structure enables a reliable extrapolation by combining a nonlinear population trend,
individual autocorrelation and joint effect. The model is straightforward and the
estimation procedure is completely likelihood-driven and single-staged. The compu-
tation is demonstrated in a fully Bayesian framework and Expectation-Maximization
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algorithm.
The remainder of the chapter is organized as follows. In Section 2, we present
details for the proposed hierarchical Gaussian process (HGP) model, its extension
as a survival model and the joint hierarchical Gaussian process (JHGP) model. In
Section 3, we present the simulation studies and assess forecasting performance. In
Section 4, we apply the JHGP model to clinical data from patients with cystic fibrosis.
Concluding remarks and discussion are presented in Section 5.
2.2 Methods
2.2.1 Hierarchical Gaussian Process Model
2.2.1.1 Model Structure
The records of Y ij’s are assumed to be from a continuous stochastic process Y i(t)
of subject i at the jth time interval (i = 1, ..., n and j = 1, ..., ni). For simplicity of
notation, we disregard other covariate effects for now and assume:
Y i(t) = fi(t) +  where  ∼ N(0, Iσ2y)
fi(t)|µy indep.∼ GP [µy + γi1,V ψσ2ψi ] for i = 1, ..., n
µy ∼ GP [0,V µyσ2µy ]
(2.3)
It is worth noting that there are multiple independent copies of fi(t) but only one
copy of µy. In other words, µy is the shared mean process for all subjects. The time
span of µy is equal to the full span of the longitudinal data, where one of the fi(t)
functions is limited to the subject’s first and last observation (or censoring) time.
We add γi to accommodate individual differences at the beginning of each trajectory.
Each individual has a different scale parameter σ2ψ, but shares the same correlation
matrix V ψ.
We choose a differentiable covariance function (with respect to ∆t = ti−tj) to gen-
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erate V µy . One example of such a function is the squared exponential {exp(− (∆t)
2
2λ2
)}i,j.
This guarantees that µy is a smooth function in time. The differentiability replaces
the role of knots in spline-based approaches, thereby avoiding the dimension change
problem. On the other hand, we choose a non-differentiable time-series function to
generate V ψ. For example, we use an AR(1) covariance {ρ|i−j|}i,j (−1 < ρ < 0) to
force fi(t) to have a trajectory that resembles random walk.
2.2.1.2 Predictive Distribution
Forecasts fi(s) at time vector s can then be obtained by conditioning on µy,
V ψσ
2
ψi
and Y i(t).
f i(s)|µy,V ψ,Y i(t) ∼ N(µ∗,Σ∗)
µ∗ = µy(s) + γi1s +K(s, t)(V ψσ
2
ψi
+σ2yI)
−1(Y (t)− µy(t)− γi1t),
Σ∗ = Σ(s)−K(s, t)(V ψσ2ψi + σ2yI)−1K ′(s, t))
(2.4)
which is similar to Eqn 2.1. The main difference in Eqn 2.4 is that µy(s) and µy(t)
are now subsets of µy, which is a Gaussian process instead of a simple function.
The benefits of having two Gaussian processes for prediction are illustrated in
Figure 2.1. The test samples are first generated in batch (n = 50), then we randomly
select one subject and remove the corresponding second half of the observed points
(shown in blue). We first fit each subject with an individual Gaussian process with
the AR(1) covariance (Figure 2.1(a)). Although the fitted (black) line shows that the
model has adequate flexibility, it cannot perform well in extrapolation: the red line
rapidly reverts to the constant mean. This behavior is due to the small autocorre-
lation (ρ close to 0), caused by the heterogeneity of the observation. We next fit all
subjects with a common Gaussian process µ with the squared exponential covariance,
and examine its prediction performance for the individual with the masked data (Fig-
13
ure 2.1(b)). The prediction benefits from the similarity of trajectories among all the
subjects. Since Y − µy is more homogeneous than Y , we use the second individ-
ual Gaussian process (AR(1)) conditional on the estimate of µ (Figure 2.1(c)). The
magnitude of autocorrelation becomes larger (ρ = −0.8) and the decrease of K(s, t)
becomes slower. As a result, both the point estimates and credible intervals of the
forecast greatly improve and become personalized.
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Figure 2.1: Forecasting using HGP model results in better mean estimates and reg-
ulated prediction errors, compared with using only one Gaussian process
2.2.2 Extension to the Survival Model
2.2.2.1 Model Structure
The Cox relative risk model (Cox , 1972) has been widely used in survival analysis.
We show the HGP can be adopted into the Cox model, thereby enabling forecasting
with survival data.
As previously mentioned in Section 1, the discrete Cox model avoids the numerical
integration, provides a closed-form solution to the baseline estimates and also the
flexibility to incorporate recurrent events. The data set of discrete survival event
is formed in the following procedures: for every event or censoring time t, assign it
into discrete slot k; create the corresponding binary variable Rk that takes value 1 if
event happens or 0 if censored; use R0 to denote the result of the first observation
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period; then fill all the periods between the 0 and k with Rj = 0; in the case of a
recurrent event, fill all the periods between two consecutive events with Rj = 0. Let
λi(k) = P(Rk = 1|R{j:l<j<k} = 0), where l is either the start time or the time of the
last event if it is recurrent. The resulting λi(k) is referred to as the discrete hazard
function of individual i at time k. The full likelihood of a survival event or censoring
can be expressed as
P(Rk = 1, R{j:l<j<k} = 0) = λi(k)
k−1∏
j=l+1
{1− λi(j)}
P(Rk = 0, R{j:l<j<k} = 0) = (1− λi(k))
k−1∏
j=l+1
{1− λi(j)}
(2.5)
If we let λ0(k) denote the value of the baseline hazard at time k, then the discrete
Cox relative risk model (Cox , 1972) can be defined as:
λi(k)
1− λi(k) =
λ0(k)
1− λ0(k)exp{X iβ + gi(k)} (2.6)
where Xiβ represents the covariate effects and gi(k) is the time-dependent frailty.
By logarithm transformation, we have the equation:
logit(λi(k)) = logit(λ0(k)) +X iβ + gi(k)
For ease of notation, we ommit Xiβ in the following equation. Since the baseline
hazard λ0 is commonly assumed to be continuous and smooth, the logit link function
is also a continuous and bijective function; therefore, the logit(λ0) should also be a
smooth function. Analogous to the two hierarchies in HGP, the baseline is a common
smooth process shared by all subjects, the frailty gi is a subject-specific deviation. It
is natural to use HGP to model these two processes.
For simplicity of notation, we use H i = logit(λi) and µH = logit(λ0). The
extended HGP model can be written as:
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λi =
exp(H i)
1 + exp(H i)
H i|µh indep∼ GP (µh + ηi1,V hσ2hi)
µh∼GP (0,V µhσ2µh)
(2.7)
where ηi provides an intercept shift relative to the baseline hazard, in order to ac-
commodate diversity at the starting level. Note that the predictive distribution in
Eqn 2.7 is similar to Eqn 2.4.
2.2.3 Joint Hierarchical Gaussian Process Model
2.2.3.1 Model Structure
When continuous measurements and survival events are modeled jointly, the joint
likelihood is factorized according to shared random parameter model (Vonesh, Greene,
and Schluchter , 2006):
P(R,Y ) =
∫
P(R|ψ)P(Y |ψ)P(ψ)dψ (2.8)
where R is the binary representation of the survival event, Y is the continuous
response and ψ is their shared parameter. To enable time-dependency in ψ, we
assume ψ is the individual shared Gaussian process. The joint hierarchcial Gaussian
process model is defined as:
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ψi
indep.∼ GP (0,V ψσ2ψi)
µy ∼ GP (0,V µyσ2µy)
µh ∼ GP (0,V µhσ2µh)
Y i ∼ N(γi1 + µy +ψi, Iσ2y)
H i = ηi1 + µh +ψiφ
Ri ∼ Bin( exp(H i)
1 + exp(H i)
)
(2.9)
The conditional distribution of Y i and H i is a multivariate Gaussian distribution:
Y i
H i
∣∣∣∣(γi, ηi) ∼ N{
γi1
ηi1
 ,
V µyσ2µy + V ψσ2ψi φV ψσ2ψi
φV ψσ
2
ψi
V µhσ
2
µh
+ φ2V ψσ
2
ψi
} (2.10)
2.2.4 Data Augmentation and Prior Elicitation
To facilitate the rate of convergence of Markov chain Monte Carlo, we use the
data augmentation technique for the logistic distribution (Polson, Scott, and Windle,
2012).
exp(HijRij)
1 + exp(Hij)
∝
∞∫
0
exp(−0.5ωijH2ij + (Rij − 0.5)Hij)f(ωij)dωij
where f(ωij) is the density of Polya-Gamma distribution PG(1, 0). Its posterior
ωij|Hij ∼ PG(1, Hij). Hij|ωij is Gaussian distribution.
We choose objective and weakly informative priors for Bayesian analysis. For the
parameters in the two Gaussian processes for the means µy, µh, we use the Jeffreys
priors:
[θµy , σ
2
µy ] ∝ {tr(U 2µy)−
1
nt
tr(Uµy)
2}1/2 1
σ2µy
[θµh , σ
2
µh
] ∝ {tr(U 2µh)−
1
nt
tr(Uµh)
2}1/2 1
σ2µh
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where U (.) = V
−1
(.)
∂V (.)
∂θ(.)
; nt is the dimension of µy(or µh); ni is the dimension of ψi.
The posteriors are proper when the common intercept estimate is avoided (Berger,
De Oliveira, and Sanso´, 2001), whereas such propriety is not affected by individual
intercepts.
For the individual Gaussian process ψi’s, we use a combination of the Jeffreys
prior and the hierarchical half-Cauchy prior:
[θψ] ∝ {
∑
i
tr(U 2ψi)}1/2
σψi
indep.∼ C+(0, τ) τ∼C+(0, σy)
For the nuisance parameter, we assume [σ2y] ∝ 1/σ2y. It might seem tempting to also
use Jeffreys prior on σ2ψi ; however, this would lead to either under- or over-estimation
of σ2y. If used, it would implicitly assume complete independence between σ
2
ψi
’s and
σ2y , whereas the two should be correlated in scale, as σ
2
ψi
’s and σ2y represent the last
pieces of signals and the noise, respectively. The hierarchical parameter τ is necessary
to prevent undesirable rigidity from the scaling of σy. This prior is also known as
horseshoe prior and was proposed by Carvalho et al. (2010).
For the intercept and intercorrelation coefficients, it seems ideal to assign flat prior
[.] ∝ 1. However, this results in unidentifiability of the model. To solve this issue, we
introduce shrinkage with g-priors (Zellner , 1986):
γi
indep.∼ N(0, gγσ2y/ni)
ηi
indep.∼ N(0, gη/ni)
φ ∼ N(µφ, gφ/(
∑
i
ψ′iψi))
To make the g-prior as weakly informative as possible, we assign the Jeffreys prior to
the hyperparameter [g(.)] ∝ 1/g(.) and [µφ] ∝ 1. The scale parameters for ηi and ψ are
omitted, due to the notion that logit link implicitly assumes a logistic distribution
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with the scale fixed at 1.
2.3 Simulation Studies
2.3.1 Estimation of the Latent Processes
To demonstrate the accuracy of latent process estimation, we carried out the
following simulation:
Latent processes:
µy(x) = 50 sin(
x− 20
100
) cos(−x− 10
15
)
µh(x) = 4 sin(
x− 10
5
) cos(
x
10
)
ψi
indep∼ N(0,V ψσ2ψi), V ψ is of AR(1) and σψi ∼ U(0.5, 1)
H i = µh + φψi
λi =
exp(H i)
1 + exp(H i)
Observed processes:
Y i ∼ N(µy + γi1 +ψi, 0.01I)
Ri ∼ Bin(λi)
We generated the samples with three different sets values of (θψ, φ), which corre-
sponds to different levels of association. To demonstrate the robustness of model to
small sample sizes, we did the following for each setting. We simulated only 50 sub-
jects (i = 1, ..., 50), each with 25 time points (x = 1, ..., 25). We fit the JHGP model
to the three sets of data. The estimation of parameters are shown in Table 2.1; plots
of latent process are shown in Figure 2.2. The model correctly identified the values of
autocorrelation θψ and the association parameter φ. Moreover, the nonlinear latent
hierarchies µy and µh were both accurately estimated. The hazard function estimates
for λ, which are hidden behind the binary outcomes R, show high correlation with
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the true values. Therefore, we conclude that our JHGP model is robust to different
parametrizations.
Sim No. (true values) θψ φ
Sim 1 (θψ = −0.8, φ = 0.9) -0.77 (-0.81,-0.74) 0.86 (0.69, 1.04)
Sim 2 (θψ = −0.5, φ = −0.3 ) -0.53 (-0.48,-0.57) -0.28 (-0.44, -0.12)
Sim 3 (θψ = −0.1, φ = 0.01 ) -0.09 (-0.14,-0.02) 0.03 (-0.10, 0.18)
Table 2.1: Estimation of parameters with different (θψ, φ). The posterior means (with
95% credible intervals) are shown.
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Figure 2.2: Estimation of the latent processes using JHGP model in simulation stud-
ies. The true unknown processes are shown in blue, and the estimated values and the
95% pointwise credible intervals are shown in red.
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2.3.2 Choice of Covariance Function for Individual Process
The choice of covariance function affects the behavior of extrapolation curve. In
the population hierarchy estimates (µ), the results do not seem to differ much by
covariance selection (except for differentiabilities). On the individual level (Y i and
H i), the basic properties of the chosen covariance function are directly exhibited its
prediction mean.
We conducted a simple comparison between a stationary and non-stationary co-
variance function . As shown in Figure 2.3, the stationary AR(1) process with a
negative θψ tends to oscillate around the mean. This property is useful if the subject
trajectory is expected to progress similarly to other. On the other hand, Brownian
motion as a martingale process always shows a constant difference from the mean
process. This can reflect the notion that a loss or gain at a certain time is permanent
for an individual. Such properties can be used together by choosing the sum of two
different covariances.
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Figure 2.3: Different types of covariance functions in the individual process leads to
different extrapolation curves (solid lines on the right).
2.3.3 Signal Detection of Association
In the JHGP model, the association between two responses is established by the
shared individual Gaussian process. Its strength can be measured by φ in Eqn 2.10.
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We assessed the effectiveness of φ in association detection under various levels of
interference.
We use the same equations in Sec 3.1 to generate test samples with φ = 0.5, except
we add a noise vector τ i ∼ N(0, Iσ2τ ) to H i.
H i = µh + φψi + τ i
We then gradually increase σ2τ in order to disturb the estimation of φ. The noise-
signal ratio is controlled by σ2τ/(φ
2||σ2ψi||), where ||σ2ψi || is the average of σ2ψi . The
results are shown in Table 2.2. The JHGP model exhibits robustness in the presence
of disturbance. The numerical estimates only start to degrade around noise-signal
ratio of 8.0 yet the association remains significant until the magnitude reaches 32.0.
We conclude that the JHGP model is very robust in detecting the association between
two responses.
Table 2.2: Association measures under different noise levels
Noise/Signal (σ2τ/φ
2σ2ψ) φ (true value: 0.50)
0.1 0.50 (0.34, 0.65)
0.5 0.46 (0.29, 0.58)
1.0 0.51 (0.37, 0.66)
2.0 0.44 (0.30, 0.58)
4.0 0.45 (0.30, 0.60)
8.0 0.25 (0.13, 0.37)
16.0 0.23 (0.11, 0.36)
32.0 0.09 (-0.03, 0.22)
2.3.4 Sensitivity-Specificity Studies
We conduct sensitivity analysis on the survival part of the JHGP model. We
compare the results using JHGP, HGP and simple logistic regression. The posterior
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means of λi are used as the fitted probabilities in the first two models. As shown in
Figure 2.4, the JHGP model has largest area under curve measure (AUC = 82.8%),
while the HGP model is weaker (AUC = 78.2%). This supports the notion that joint
modeling provides better estimation for the hazards. The least favorable model is the
simple logistic regression (AUC = 62.6%), in which Yi is treated as a covariate.
1−Specificity
Se
ns
itiv
ity
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.0 0.8 0.6 0.4 0.2 0.0
Figure 2.4: Sensitivity-specificity analyses in simulation studies. From up-left to
the diagonal, ROC curves (AUC) of model fitted with: JHGP (0.828), extended
HGP(0.782), logistic regression (0.626).
2.3.5 Forecasting Performance
We censor each subject in the simulated data using random time Ci = min(max(Xi), tc)
where tc ∼ U(0, 2 max(Xi)) and max(Xi) is the last recorded time in that subject.
This mechanism results in censoring in about 50% of the subjects, for which censoring
occurs at random time points.
The assessment of the forecasting performance is presented in Table 2.3 and illus-
trated in Figure 2.5. The model shows high prediction precision, low bias and small
prediction error. The predicted values are highly correlated to the true values.
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Figure 2.5: Forecasting performance in simulation studies. Comparison plots of the
predicted vs the true values.
Y λ
MPSD 0.25 0.19
MAD 0.64 0.30
RMSE 0.52 0.71
Cor 0.86 0.73
Table 2.3: Forecasting performance of JHGP model in simulation studies. Mean
posterior standard deviation (MPSD), median absolute deviation (MAD), Root Mean
Square Error (RMSE) and Pearson correlation (Cor) are shown. The first three
metrics are shown in relative magnitudes, as compared with absolute posterior mean,
median absolute value and standard deviation.
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2.4 Application in Medical Monitoring
The JHGP model is now applied to the motivating clinical problem. Percentage of
forced expiratory volume in 1 second (FEV1%) is a common measure of lung function
in cystic fibrosis (CF) patients. Studies have demonstrated that the rates of change
differ in adolescence and adulthood (VandenBranden, McMullen, Schechter, Pasta,
Michaelis, Konstan, Wagener, Morgan, and McColley , 2012) and the decline of is
nonlinear(Szczesniak, McPhail, Duan, Macaluso, Amin, and Clancy , 2013). Pul-
monary exacerbation (PEx) is a temporary worsening of lung condition due to in-
fection or inflammation and can occur multiple times in an individual CF patient.
Therefore PEx needs be modeled as a recurrent survival event. A previous study has
also established an association between PEx and subsequent FEV1% decline (Sanders,
Bittner, Rosenfeld, Redding, and Goss , 2011). Patient-specific maximum quarterly
FEV1% and occurrence of PEx are used for the analysis. Data were acquired from the
Cystic Fibrosis Foundation Patient Registry. The quarterly ages are used as the time
indices for the discrete model. Among patients who have experienced both PEx and
FEV1% decline, we selected a sample of 38 subjects with 818 entries of observation.
Then, the more recent 50% of observations (both FEV1% and PEx) are masked in 19
randomly chosen subjects. This subset results in a training and testing split of about
75% and 25%, respectively.
We first focus on the parameter estimation.The JHGP model detects a strong
autocorrelation (θψ = −0.82) in the shared Gaussian process ψ; the variations of
FEV1% and PEx hazard has a negative correlation (φ = −0.11). It is worth men-
tioning that the estimate of φ indicates a strong association. The small magnitude is
due to the fact that the FEV1% has its mean around 70, while hazards are commonly
limited to (−10, 10) under logit link. One possible way to increase the sensitivity of
this parameter is to standardize Y before fitting the model; however, we kept FEV1%
on its original scale for the ease of clinical interpretation. The fitted FEV1% and PEx
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hazard are shown in Figure 2.6. The mean smoother and individual AR(1) processes
are satisfactorily estimated. Among which, the population estimates are consistent
with what we found in an earlier study using penalized splines (Szczesniak, McPhail,
Duan, Macaluso, Amin, and Clancy , 2013). The baseline hazard has smooth esti-
mates yet does not resemble any common parametric distribution, which indicates
the flexibility in the Gaussian process. The stochasticity of individual variation in
the PEx hazard is also captured by the JHGP model, due to the significant value of
φ. Caution is needed to assess the hazard function estimates at the two ends, where
data are sparse and the estimation may be biased.
We next analyze the forecasting performance of the JHGP model in FEV1%. The
validation metrics are shown in Table 2.4. Overall, the JHGP model shows high
precision and low bias in forecasting (Figure 2.7). We further dissect the results
and study the effects of the two hierarchies. The population Gaussian process seems
adequate for predicting the future trend; however, the accuracy is further improved
with the second individual process. Besides the better metrics, the improvement is
illustrated in Figure 2.8, where AR(1) process captures more details in the data.
Lastly, we study the sensitivity of the survival submodel in the JHGP. Simi-
lar to the simulation studies, we compare the ROC plot of the JHGP model with
the extended HGP model and the simple logistic model with FEV1% as a covariate
(Figure 2.9). The JHGP and extended HGP models show clear advantage over the
traditional logistic model, probably due to their nonparametric nature. The consid-
eration of joint modeling also boosts the sensitivity in comparison between the JHGP
and extended HGP.
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Figure 2.6: Fitted values of FEV1% and PEx hazard with JHGP model on CF data
Population GP JHGP
MPSD - 5.46
MAD 8.66 6.43
RMSD 10.63 8.47
Cor 0.89 0.93
Table 2.4: Forecasting performance in FEV1% using JHGP model. To show the
improvement of prediction from the individual hierarchy, the metrics of the population
Gaussian process is also listed. The metrics are mean posterior standard deviation
(MPSD), median absolute deviation (MAD), root mean square error (RMSE) and
Pearson correlation (Cor) are shown. The metrics are shown in absolute magnitudes.
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Figure 2.7: Forecasting performance in FEV1% of CF data. Comparison plots of the
predicted vs the true values.
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Figure 2.8: Forecasting in FEV1% using two hierarchies of Gaussian process. The
population smoothed line (adjusted with individual intercept) are shown in red; and
individualized AR(1) prediction is shown in blue. The 95% credible intervals are also
included.
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Figure 2.9: ROC curves of fitting using CF data: JHGP (blue) shows higher AUC
at 0.735, followed by extended HGP (red 0.683) and simple logistic regression (black
0.605).
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2.5 Conclusion and Discussion
We propose a novel hierarchical model that aims to accommodate the needs of
subject forecasting. As a nonparametric approach, Gaussian process modeling has
several advantages over traditional methods such as spline-based approaches. Most
notably, the use of covariance function instead of knots enables automatic and ro-
bust estimation. This method has been widely used in machine learning (Rasmussen
and Williams , 2006) and spatial statistics (Cressie, 1988). We further improve the
Gaussian process approach with a two-hierarchy design: the first smooth Gaussian
process describes the overall progression of data; the second stochastic Gaussian pro-
cess captures the finer and personalized variation. The hierarchical design is not only
conceptually clear, but also in alignment with one of the goals in longitudinal analysis:
combining information from the levels of population and individuals.
As a predictive model, the JHGP shows high accuracy in the results of forecasting.
We provide a flexible framework to incorporate the similarity in longitudinal data
and the self-memory in time series analysis. The AR(1) structure can be easily
replaced with more complex structures, as long as the covariance matrix can be
derived. One possible issue may be the restriction on the positive definiteness of the
covariance, however, since the population matrix is positive definite and has larger
magnitude, this restriction may be lifted after adding the two variance matrices after
reparameterization.
As a joint model, the JHGP adopts the individual fluctuations as the shared
parameter. From the view of survival modeling, this parameter can be treated as the
time-dependent frailty. We show that this design is robust to noise perturbation and
also increases the sensitivity-specificity measure.
We have developed a fully Bayesian solution to the computation problem of the
proposed model. Major progress has been made on Bayesian Gaussian process models
in various areas, such as the development of priors (Berger, De Oliveira, and Sanso´,
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2001) (Daniels and Kass , 1999) and dimension reduction (Banerjee, Dunson, and
Tokdar , 2013). On the other hand, there is less attention on the hierarchical use of
Gaussian processes, especially using multiple Gaussian process simulatenously. One
of the relevant works in this field is the use of finite mixtures of Gaussian processes
(Shi, Murray-Smith, and Titterington, 2005). Our hierarchical model differs in the
sense that it is an additive model instead of a mixture model; therefore, we focus
on controlling the scales of different components through prior conditioning. The
shrinkage effects of g-priors and the coupling of the smaller Gaussian process with
noise enables correct estimation of the latent components.
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CHAPTER III
Bayesian Ensemble Trees in the Analyses of
Heterogeneous Data
In this chapter, we propose a novel “tree-averaging” model that utilizes the ensem-
ble of classification and regression trees (CART). Each constituent tree is estimated
with a subset of similar data. We treat this grouping of subsets as Bayesian ensem-
ble trees (BET) and model them as an infinite mixture Dirichlet process. We show
that BET adapts to data heterogeneity and accurately estimates each component.
Compared with the bootstrap-aggregating approach, BET shows improved predic-
tion performance with fewer trees. We develop an efficient estimating procedure with
improved sampling strategies in both CART and mixture models. We demonstrate
these advantages of BET with simulations, classification of breast cancer data and
regression of lung function measurements from cystic fibrosis patients.
3.1 Introduction
Classification and regression trees (CART) (Breiman, Friedman, Olshen, and
Stone, 1984) is a nonparametric learning approach that provides fast partitioning
of data through the binary split tree and an intuitive interpretation for the relation
between the covariates and outcome. Aside from simple model assumptions, CART
31
is not affected by potential collinearity or singularity of covariates. From a statis-
tical perspective, CART models the data entries as conditionally independent given
the partition, which not only retains the likelihood simplicity but also preserves the
nested structure.
Since the introduction of CART, many approaches have been derived with better
model parsimony and prediction. The Random Forests model (Breiman, 2001) gener-
ates bootstrap estimates of trees and utilizes the bootstrap-aggregating (“bagging”)
estimator for prediction. Boosting (Friedman, 2001, 2002) creates a generalized ad-
ditive model of trees and then uses the sum of trees for inference. Bayesian CART
(Denison, Mallick, and Smith, 1998; Chipman, George, and McCulloch, 1998) assigns
a prior distribution to the tree and uses Bayesian model averaging to achieve better
estimates. Bayesian additive regression trees (BART, Chipman, George, McCulloch
et al. (2010)) combine the advantages of the prior distribution and sum-of-trees struc-
ture to gain further improvement in prediction.
Regardless of the differences in the aforementioned models, they share one prin-
ciple: multiple trees create more diverse fitting than a single tree; therefore, the
combined information accommodates more sources of variability from the data. Our
design follows this principle.
We create a new ensemble approach called the Bayesian Ensemble Trees (BET)
model, which utilizes the information available in the subsamples of data. Similar to
Random Forests, we hope to use the average of the trees, of which each tree achieves
an optimal fit without any restraints. Nonetheless, we determine the subsamples
through clustering rather than bootstrapping. This setting automates the control of
the number of trees and also adapts the trees to possible heterogeneity in the data.
In the following sections, we first introduce the model notation and its sampling
algorithm. We illustrate the clustering performance through three different simulation
settings. We demonstrate the new tree sampler using homogeneous example data from
32
a breast cancer study. Next we benchmark BET against other tree-based methods
using heterogeneous data on lung function collected on cystic fibrosis patients. Lastly,
we discuss BET results and possible extensions.
3.2 Preliminary Notation
We denote the ith record of the outcome as Yi, which can be either categorical or
continuous. Each Yi has a corresponding covariate vector Xi.
In the standard CART model, we generate a binary decision tree T that uses
only the values of Xi to assign the ith record to a certain region. In each region,
elements of Yi are identically and independently distributed with a set of parameters
θ. Our goals are to find the optimal tree T, estimate θ and make inference about an
unknown Ys given values of Xs, where s indexes the observation to predict.
We further assume that {Yi,Xi} is from one of (countably infinitely) many trees
{Tj}j. Its true origin is only known up to a probability wj from the jth tree. There-
fore, we need to estimate both Tj and wj for each j. Since it is impossible to estimate
over all j’s, we only calculate those j’s with non-negligible wj, as explained later.
3.3 Bayesian Ensemble Tree (BET) Model
We now formally define the proposed model. We use [.] to denote the probability
density. Let [Yi|Xi,Tj] denote the probability of Yi conditional on its origination
from the jth tree. The mixture likelihood can be expressed as:
[Yi|Xi, {Tj}j] =
∞∑
j
wj[Yi|Xi,Tj] (3.1)
where the mixture weight vector has an infinite-dimension Dirichlet distribution with
precision parameter α: W = {wj}j ∼ Dir∞(α). The likelihood above corresponds to
Yi
iid∼ DP (α,G), where DP stands for the Dirichlet process and the base distribution
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G is simply the binary tree [Yi|Tj].
3.3.1 Hierarchical Prior for T
We first define the nodes as the building units of a tree. We adopt the notation
introduced by Wu, Tjelmeland, and West (2007) and use the following method to
assign indices to the nodes: for any node k, two child nodes are indexed as left (2k+1)
and right (2k+2); the root node has index 0. The parent of any node k > 0 is simply
bk−1
2
c, where b.c denotes the integer part of a non-negative value. The depth of a
node i is blog2(k + 1)c.
Each node can have either zero (not split) or two (split) child nodes. Conditional
on the parent node being split, we use sk = 1 to denote one node being split (or
interior), sk = 0 otherwise (or leaf). Therefore, the frame of a tree with at least one
split is:
[s0 = 1]
∏
k∈Ik
[s2k+1|sk = 1][s2k+2|sk = 1]
where Ik = {k : sk = 1} denotes the set of interior nodes.
Each node has splitting thresholds that correspond to the m covariates in X. Let
the m−dimensional vector tk denote these splitting thresholds. Also, it has a random
draw variable ck from {1, ...,m}. We assume sk, tk, ck are independent.
For the ckth element X(ck), if X(ck) < t(ck), then observation i is distributed to its
left child; otherwise it is distributed to the right child. For every i, this distributing
process iterates from the root node and ends in a leaf node. We use θk to denote the
distribution parameters in the leaf nodes. For each node and a complete tree, their
prior densities are:
[Tk] = [sk][ck]
sk [tk]
sk [θk]
1−sk
[T] = [T0]
∏
k∈Ik
[T2k+1][T2k+2]
(3.2)
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For sk, tk, ck, we specify the prior distributions as follows:
sk ∼ B(exp(−blog2(k + 1)c/δ))
ck ∼MNm(ξ), where ξ ∼ Dir(1m)
[tk] ∝ 1
(3.3)
where B denotes a Bernoulli distribution, MNm is an m-dimensional multinomial
distribution. The hyper-parameter δ is the tuning parameter for which smaller values
of δ result in smaller trees.
In each partition, objective priors are used for θ. If Y is continuous, then [θk] =
[µ, σ2] ∝ 1/σ2; if Y is discrete, then θk = p ∼ Dir(0.5·1). Note that Dir reduces to a
Beta distribution when Y is a binary outcome. To guarantee the posterior propriety
of θ, we further require that each partition should have at least q observations and
q > 1.
The posterior distribution of ξ reveals the proportion of instances that a certain
variable is used in constructing a tree. One variable can be used more times than
another, therefore resulting in a larger proportion in ξ. Therefore, ξ can be utilized
in variable selection and we name it as variable ranking probability.
3.3.2 Stick-Breaking Prior for W
The changing dimension of the Dirichlet process creates difficulties in Bayesian
sampling. Pioneering studies include exploring infinite state space with the reversible-
jump Markov chain Monte Carlo (Green and Richardson, 2001) and with an auxil-
iary variable for possible new states (Neal , 2000). At the same time, an equivalent
construction named the stick-breaking process (Ishwaran and James , 2001a) gained
popularity for its decreased computational burden. The stick-breaking process de-
composes the Dirichlet process into an infinite series of Beta distributions:
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w1 = v1
wj = vj
∏
k<j
(1− vk) for j > 1
(3.4)
where each vj
iid∼ Beta(1, α). This construction provides a straightforward illustration
of the effects of adding/deleting a new cluster to/from the existing clusters.
Another difficulty in sampling is that j is infinite. Ishwaran and James (2001a)
demonstrated that the max(j) can be truncated to 150 for a sample size of n = 105,
and the results are indistinguishable from those obtained using larger numbers. Later,
Kalli, Griffin, and Walker (2011) introduced the slice sampler, which avoids the
approximate truncation. Briefly, the slice sampler adds a latent variable ui ∼ U(0, 1)
for each observation. The probability in (3.1) becomes:
[Yi|Xi, {Tj}j] =
∞∑
j
1(ui < wj)[Yi|Xi,Tj] (3.5)
due to
∫ 1
0
1(ui < wj)dui = wj. The Monte Carlo sampling of ui leads to omitting wj’s
that are too small. We found that the slice sampler usually leads to a smaller effective
max j < 10 for n = 105, hence more rapid convergence than a simple truncation.
3.4 Blocked Gibbs Sampling
We now explain the sampling algorithm for the BET model. Let Zi = j denote the
latent assignment of the ith observation to the jth tree. Then the sampling scheme
for the BET model involves iteration over two steps: tree growing and clustering.
3.4.1 Tree Growing: Updating [T|W,Z,Y]
Each tree with allocated data is grown in this step. We sample in the order of
[s, c, t] and then [θ|s, c, t]. As stated by Chipman, George, and McCulloch (1998),
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using [Y|s, c, t] marginalized over θ facilitates rapid change of the tree structure.
After the tree is updated, the conditional sampling of θ provides convenience in the
next clustering step, where we compute [Yi|Tj] for different j.
During the updating of [s, c, t], we found that using a random choice in the
grow/prune/swap/change (GPSC) in one Metropolis-Hastings (MH) step (Chipman,
George, and McCulloch, 1998) is not sufficient to grow large trees for our model.
This is not a drawback of the proposal mechanism, but is instead primarily due to
the notion that following this clustering process would distribute the data entries to
many small trees, if any large tree has not yet formed. In other words, the goal is to
have our model prioritize “first in growing the tree, second in clustering” instead of
the other order.
Therefore, we devise a new Gibbs sampling scheme, which sequentially samples
the full conditional distribution [sk|(sk)], [ck|(ck)] and [tk|(tk)]. For each update, MH
criterion is used. We restrict updates of c, t that result in an empty node such that
s will not change in these steps. The major difference in this approach compared
to the GPSC method is that, rather than one random change in one random node,
we use micro steps to exhaustively explore possible changes in every node, thereby
increasing chain convergence.
Besides increasing the convergence rate, the other function of the Gibbs sampler
is to force each change in the tree structure to be small and local. Although some
radical change steps (Wu, Tjelmeland, and West , 2007; Pratola, 2013) can facilitate
the jumps between the modes in a single tree, for a mixture of trees, local changes
and mode sticking are useful to prevent label switching.
3.4.2 Clustering: Updating [W,Z|T,Y]
In this step, we take advantage of the latent uniform variable U in the slice
sampler. In order to sample from the joint density [U,W,Z|T], we use the blocked
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Gibbs sampling again, in the order of the following marginal densities [W|Z,T],
[U|W,Z,T] and [Z|W,U,T].
vj ∼ Beta(1 +
∑
i
1(Zi = j), α +
∑
i
1(Zi > j))
wj = vj
∏
k<j
(1− vk)
ui ∼ U(0, wZi)
(3.6)
During the following update of the assignment Z, two variables simplify the com-
putation: the truncation effects of the ui’s keep the number of candidate states finite;
the values of θ in each tree T circumvent the need to recompute the marginal likeli-
hood. The probability of assigning the ith observation to the jth tree is
[Zi = j|W,Y,Tj] ∝ 1(wj > ui)[Yi|Tj] (3.7)
3.4.3 Posterior Inference: Choosing the Best Ensemble of Trees
In the posterior analyses of the Markov chain, we could consider the marginal
likelihood
∏
i
∫
Zi
[yi|TZi ]dP (Zi), but it would involve costly allocation of the data over
all the candidate trees. Therefore, we use the joint likelihood with the tree assignment∏
i[yi|TZi ][Zi] as the criterion for choosing the best ensemble of trees.
For prediction purposes, we define two types of estimators: a cluster-specific es-
timator and an ensemble estimator. The former is defined as E(θ|TZi), where as-
signment Zi is known. The latter is defined as
∑
j wjE(θ|TZj), where assignment
Zi is unknown. In theory, conditional on the collected posterior samples being the
same, the cluster-specific estimator has smaller variance than the ensemble estimator.
In practice, the latter is more applicable since we often do not know Zi for a new
observation until Yi is observed.
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3.5 Simulation Studies
In this section, we demonstrate the clustering capability of BET through simu-
lations of three scenarios: (I) single way of partitioning in X with unimodal [Y|X];
(II) single way of partitioning in X with multi-modal [Y|X]; (III) multiple ways
of partitioning of X with possible multi-modal [Y|X]. For Simulation Study I, the
model should converge to one cluster, whereas Studies II and III should both result
in multiple clusters.
3.5.1 Unique Partitioning Scheme with Unimodal Likelihood
This first simulation is the simplest but likely scenario, in which the data is homo-
geneous and can be easily classified with a unique partition. We adopt the simulation
setting used by Wu, Tjelmeland, and West (2007) and generate 300 test samples
as shown in Table 3.1. In this dataset, three partitions can be classified based on
combinations of either {X1, X2} or {X2, X3}, where two choices are equivalent.
Index X1 X2 X3 Y
1...100 U(0.1,0.4) U(0.1,0.4) U(0.6,0.9) N(1.0,0.52)
101...200 U(0.1,0.4) U(0.6,0.9) U(0.6,0.9) N(3.0,0.52)
201...300 U(0.6,0.9) U(0.1,0.9) U(0.1,0.4) N(5.0,0.52)
Table 3.1: Setting for Simulation Study I
We ran the BET model on the data for 10,000 steps and used the last 5,000 steps
as the results. The best tree is shown in Figure 1. Three partitions are correctly
identified. The choice of X and splitting values are consistent with the simulation
parameters. More importantly, the majority of observations are clustered together
in a single tree. In each partition, the number of observations and the parameter
estimates are very close to the true values. This simulation shows that BET functions
as a simple Bayesian CART method when there is no need of clustering.
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 X3 <= 0.40
 Est= 5.09 +- 0.47
 count= 84
 Yes 
 X2 <= 0.40
 No 
 Est= 1.03 +- 0.51
 count= 89
 Yes 
 Est= 2.98 +- 0.50
 count= 84
 No 
Figure 3.1: Simulation Study I shows one cluster is found and the partitioning scheme
is correctly uncovered
3.5.2 Unique Partitioning Scheme with Multi-modal Likelihood
This example is to illustrate the scenario of having a“mixture distribution inside
one tree”. We duplicate the previous observations in each partition and change one set
of their means. As shown in Table 3.2, each partition now becomes bimodal. Since
partitioning based on {X1, X3} is equivalent to {X1, X2}, we drop X3 for clearer
demonstration.
Index X1 X2 Y
1...100 U(0.1,0.4) U(0.1,0.4) N(1.0,0.52)
101...200 U(0.1,0.4) U(0.6,0.9) N(3.0,0.52)
201...300 U(0.6,0.9) U(0.1,0.9) N(5.0,0.52)
301...400 U(0.1,0.4) U(0.1,0.4) N(1.5,0.52)
401...500 U(0.1,0.4) U(0.6,0.9) N(5.5,0.52)
501...600 U(0.6,0.9) U(0.1,0.9) N(3.5,0.52)
Table 3.2: Setting for Simulation Study II
The results are shown in Figure 3.2. Two clusters are correctly identified by BET.
The fitted splitting criteria and the estimated parameters are consistent with the
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true values. It is interesting to note that in the leftmost nodes of the two clusters,
there is a significant overlap in distribution (within one standard deviation of normal
means). As a result, compared with the original counts in the data generation, some
randomness is observed in these two nodes. Nevertheless, the two fitted trees are
almost the same as anticipated.
 X1 <= 0.60
 X2 <= 0.50
 Yes 
 Est= 5.02 +- 0.47
 count= 84
 No 
 Est= 1.05 +- 0.50
 count= 81
 Yes 
 Est= 5.66 +- 0.40
 count= 100
 No 
 X1 <= 0.40
 X2 <= 0.57
 Yes 
 Est= 3.61 +- 0.43
 count= 108
 No 
 Est= 1.40 +- 0.51
 count= 118
 Yes 
 Est= 2.87 +- 0.60
 count= 96
 No 
Figure 3.2: Simulation Study II shows two clusters are found and parameters are
correctly estimated
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3.5.3 Mixed Partitioning Scheme with Unimodal or Multi-modal Likeli-
hood
This scenario reflects the most complicated case, which is quite realistic in large,
heterogeneous data. We again duplicate the data in Table 3.1 and then change the
partition scheme for indices 301...600, in order to arrive at the setting in Table 3.3.
This further increases the challenge as shown in Figure 3.3. The data are now formed
by a mixed partitioning scheme, which has both overlapping and unique regions.
Their distribution means are labeled in each region. It is worth noting that the
shared partition in the upper left is bimodal.
Index X1 X2 Y
1...100 U(0.1,0.4) U(0.1,0.4) N(1.0,0.52)
101...200 U(0.1,0.4) U(0.6,0.9) N(3.0,0.52)
201...300 U(0.6,0.9) U(0.1,0.9) N(5.0,0.52)
301...400 U(0.1,0.4) U(0.6,0.9) N(5.0,0.52)
401...500 U(0.6,0.9) U(0.6,0.9) N(1.0,0.52)
501...600 U(0.1,0.9) U(0.1,0.4) N(3.0,0.52)
Table 3.3: Setting for Simulation Study III
To ensure convergence, we ran the model for 20,000 steps and discarded the first
10,000 steps as the burn-in phase. Among the remaining 10,000 steps, the step
numbers that correspond to one, two and three clusters are 214, 9665 and 121. Clearly,
the two-cluster setting is the most probable model for the data.
The best ensemble of trees is shown in Figure 3.4. This is consistent to the data
generation diagram in Figure 3.3, since the two means in the upper left region are
exchangeable due to its bimodal nature.
These simulation results show that BET is capable of detecting not only the mixing
of distributions, but also the mixing of trees. In the following sections, we test its
prediction performance through real data examples.
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Figure 3.3: Simulation Study III has data from different partitioning schemes mixed
together. The means are labeled in the center of each region. The shared region in
the upper left has mixed means.
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 X1 <= 0.40
 X2 <= 0.47
 Yes 
 Est= 4.73 +- 0.70
 count= 107
 No 
 Est= 1.01 +- 0.40
 count= 92
 Yes 
 Est= 5.08 +- 0.52
 count= 98
 No 
(a) Cluster 1
 X1 <= 0.39
 Est= 3.12 +- 0.40
 count= 132
 Yes 
 X2 <= 0.39
 No 
 Est= 3.08 +- 0.47
 count= 46
 Yes 
 Est= 0.91 +- 0.46
 count= 95
 No 
(b) Cluster 2
Figure 3.4: Simulation Study III shows two clusters correctly identified
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3.6 Breast Cancer Data Example
We first demonstrate the performance of the Gibbs sampler in the BET model
with homogenous data. We examined breast cancer data available from the machine
learning repository of the University of California at Irvine (Bache and Lichman,
2013). This data was originally the work of Wolberg and Mangasarian (1990) and has
been subsequently utilized in numerous application studies. We focus on the outcome
of breast cancer as the response variable. We define benign and malignant results as
y = 0 and y = 1, respectively. Our application includes the nine clinical covariates,
which are clump thickness, uniformity of cell size, uniformity of cell shape, marginal
adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and
mitoses. We consider data for 683 females who have no missing values for the outcome
and covariates at hand. We ran the model for 110,000 steps and discarded the first
10,000 steps.
The results show the chain converges to the joint log-likelihood [Y, Z|T ] at at mean
−138.3 and the conditional log-likelihood [Y |Z, T ] at mean−53.8 (Figure 3.5(a)). The
second number is slightly improved over the result reported by Wu, Tjelmeland, and
West (2007).
We use 0.5 as the cut-off point of estimates to dichotomize 0 and 1, then use the
proportion of incorrect classification as the misclassification rate (MCR). The major-
ity of the collected steps correspond to only one cluster (Figure 3.5(c)). This suggests
the data is highly homogeneous, which contributes to the low misclassification rate
(Figure 3.5(b)). The MCR is 0.025± 0.007 (Figure 3.5(c)), with the minimum equal
to 0.013.
To assess prediction performance, we carried out half-split cross-validation. We
randomly selected 342 observations as the training set. Predictions are made on the
remaining 341 observations. We use the ensemble estimator for the MCR calculation.
We performed 10 separate repetitions of the test, each with a different seed for the
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random split. The resulting MCR is as low as 0.036 ± 0.006, which is close to the
one reported by Wu, Tjelmeland, and West (2007). These results support that the
Gibbs sampling algorithm can rapidly move the chain in the tree structure space T .
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Figure 3.5: Result of breast cancer test
Next we test BET on a large dataset, which possibly contains heterogeneous data
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and simultaneously illustrate its regression performance.
3.7 Cystic Fibrosis Data Example
We used lung function data obtained from the Cystic Fibrosis Foundation Patent
Registry (Foundation, 2012). Percent predicted of forced expiratory volume in 1
second (FEV1%) is a continuous measure of lung function in cystic fibrosis (CF) pa-
tients obtained at each clinical visit. We have previously demonstrated that the rates
of FEV1% change nonlinearly (Szczesniak, McPhail, Duan, Macaluso, Amin, and
Clancy , 2013), which can be described via semiparametric regression using penalized
cubic splines. Although trees may not outperform spline methods in prediction of
continuous outcomes, they provide reliable information for variable selection when
traditional methods such as p-value inspection and AIC may fall short.
We used longitudinal data from 3,500 subjects (a total of 60,000 entries) from
the CF dataset and utilized eight clinical covariates: baseline FEV1%, age, gender,
infections (each abbreviated as MRSA, PA, BC, CFRD) and insurance (a measure
of socioeconomic status, SES). We randomly selected longitudinal data from 2,943
subjects (roughly 50,000 entries) and used these data as the training set. We then
carried out prediction on the remaining 10,000 entries.
We illustrate the prediction results of BET in Figure 3.6(a and b). With the
assumption of one constant mean per partition, the predicted line takes the shape of
step functions, which correctly captured the declining age-related trend of FEV1%.
The prediction appears to be unbiased, as the difference between the predicted and
true values are symmetric about the diagonal line. We also computed the difference
metrics with the true values. The results are listed in Table 3.4.
Besides the BET model, we also tested other popular regression tree methods
(with corresponding R packages), such as CART ( “rpart”, Therneau, Atkinson et al.
(1997)), Random Forests (“randomForest” Breiman (2001)), Boosting (“gbm” Fried-
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Model RMSE MAD
Spline Regression 16.60 10.07
CART 18.07 10.32
Random Forests (5 trees) 17.38 11.29
Random Forests (50 trees) 17.13 11.28
Boosting (1000 trees) 20.34 14.22
BART (50 trees) 16.72 10.32
BET (clustered by subjects) 16.97 10.57
BET (clustered by entries) 16.70 10.13
Table 3.4: Cross-validation results with various methods applied on cystic fibrosis
data.
man (2001)) and BART(“bartMachine” Chipman, George, McCulloch et al. (2010);
Kapelner and Bleich (2014)). Since the tested data are essentially longitudinal data,
we can choose whether to group observations by subjects or by entries alone. In
the subject-clustered version, we first used one outcome entry of each subject in the
prediction subset, computed the most likely cluster and then computed the cluster-
specific predictor; in the entry-clustered version, we simply used the ensemble predic-
tor. We did not see an obvious difference between the two predictors. This is likely
due to entry-clustered BET achieving better fit, which compensates for less accuracy
of the ensemble predictor.
In the comparison among the listed tree-based methods, the two Bayesian methods
BET and BART provide the closest results to spline regression in prediction accuracy.
Similar to the relation between BART and Boosting, BET can be viewed as the Bayes
counterpart of Random Forests. Besides the use of priors, one important distinction
is that the Random Forests approach uses the average of bootstrap sample estimates,
whereas BET uses the weighted average of cluster sample estimates. In Random
Forests, the number of bootstrap samples needs to be specified by the user; while
in BET, the number is determined by the data through a Dirichlet process. During
this test, Random Forests used 50 trees; while BET converged to only 2-3 trees
(Figure 3.6(c)) and achieved similar prediction accuracy. The tree structures are
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Figure 3.6: Results of FEV1% fitting and prediction.
shown in the Appendix.
Lastly, we focus on the variable selection issue. Although some information criteria
have been established in this area, such as AIC, BIC and Bayes Factor, their mecha-
nisms are complicated by the necessity to fit different models to the data for multiple
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times. The inclusion probability (reviewed by O’Hara, Sillanpa¨a¨ et al. (2009)) is an
attractive alternative, which penalizes the addition of more variables through the in-
clusion prior. In the tree-based method, however, since multiplicity is not a concern,
it is possible to compare several variables of similar importances at the same time,
without inclusion or exclusion.
Since multiple trees are present, we use the weighted posterior ξ¯ =
∑
j wjξj as
the measure for variable importance. We plot the variable ranking probability ξ¯ for
each covariate (Figure 3.6). The interpretation of this value follows naturally as how
likely a covariate is chosen in forming the trees. Therefore, the ranking of ξ¯ reveals
the order of importance of the covariates. This concept is quite similar to the variable
importance measure invented in Random Forests. The difference is that their index
is ranked in the decrease of accuracy after covariate permutation; ours is purely a
probabilistic measure. Regardless of this difference, the ranking of variables from
the two models are remarkably similar (see Appendix for results of Random Forests):
baseline FEV1% and age are the two most important variables while gender and
MRSA seem to play the least important roles of the clinical covariates.
3.8 Discussion
Empirically, compared with a single model, a group of models (an ensemble) usu-
ally has better performance in inference and prediction. This view is also supported
in the field of the decision trees. As reviewed by Hastie, Tibshirani, and Friedman
(2009), the use of decision trees has benefited from multiple-tree methods such as
Random Forests, Boosting and Bayesian tree averaging. One interesting question
that remains, however, is how many models are enough, or, how many are more than
enough?
To address this issue, machine learning algorithms usually resort to repeated tests
of cross validation or out-of-bootstrap error calculation, in which ensemble size is
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gradually increased until performance starts to degrade. In Bayesian model averaging,
the number of steps to keep is often “the more, the better”, as long as the steps have
low autocorrelation.
Our proposed method, BET, demonstrates a more efficient way to create an en-
semble with the same predictive capability but much smaller size. With the help of
the Dirichlet process, the self-reinforcing behavior of large clusters reduces the num-
ber of needed clusters (sub-models). Rather than using a simple average over many
trees, we showed that using a weighted average over a few important trees can provide
the same accuracy.
It is worth comparing BET with other mixture models where the component dis-
tributions are typically continuous and unimodal. In the BET model, each component
tree is discrete, and more importantly, multi-modal itself. This construction could
have created caveats in model fitting, as one can imagine only obtaining a large en-
semble of very small trees. We circumvented this issue by applying Gibbs sampling
in each tree, which rapidly increases the fit of tree to the data during tree growing,
and decreases the chance that they are scattered to more clusters.
It is also of interest to develop an empirical algorithm for BET. One possible
extension is to use a local optimization technique (also known as the “greedy algo-
rithm”) under some randomness to explore the tree structure. This implementation
may be facilitated by existing CART packages to grow trees for subsets of data. Users
may employ these existing routines then update clustering using aforementioned tech-
niques.
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CHAPTER IV
Functional Gaussian Process in the Analyses of
Spatiotemporal Data
Gaussian process regression is a commonly used nonparametric approach in spa-
tial statistics and functional data analyses. The parameters in the covariance func-
tion provide nice interpretation regarding the decaying pattern of the correlation.
However, its computational cost obstructs its use in extremely large data or more
sophisticated modeling. It is desirable to have a solution that retains the simple
interpretation and estimating accuracy, without putting much restraint on the scala-
bility or the data. For these purposes, we propose a novel Bayesian approach called
the functional Gaussian process, which assumes a latent lattice process beneath the
observed data. It utilizes the spectral properties and reduces the computational cost
to N log2(N). Specifically, this latent process enables easy sampling of the missing
values, controls the error of the spectral transformation and facilitates the generaliza-
tion to non-stationarity. The parameter estimates have high accuracy and the model
is tolerant to data missingness and different sample sizes. For the data application
in the prediction with the 30-year annual surface air temperature data, we demon-
strate the estimation of three non-stationary spatiotemporal models, from a simple
additive model to a non-separable space-time interactive model, using the functional
Gaussian process framework. Our work allows rapid estimation and produces nicely
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interpretable results.
4.1 Introduction
Gaussian process regression is an important nonparametric approach for analyz-
ing continuous data. The finite-dimensional distribution of a Gaussian process has
the measure of a multivariate Gaussian distribution, with which one can easily esti-
mate the covariance structure in the data. This is probably why Gaussian process is
the most commonly used model in spatial statistics. On the other hand, when the
data are assumed to have a specific covariance function, it is equivalent to adding
a regularization based on reproducing kernel Hilbert space (Lawrence and Jordan,
2004). Therefore, Gaussian process regression is also often used as kernel smoother
in functional data analysis. In this light, its applications cover a wide range, from
computer experiment emulations (Loeppky et al., 2009) to longitudinal analyses of
biomedical data (Henderson et al., 2000). In practice, however, the likelihood evalu-
ation of the Gaussian process involves matrix inversion or eigendecomposition, either
of which requires O(N3) operations. For a dataset of large size (usually N > 105),
the model fitting either takes too much time or becomes infeasible due to the large
memory requirement.
To solve this issue, many methods have been proposed. They can be classified
mainly in two categories. The first class involves dimension reduction and commonly
approximates the matrix as a function of several reduced-rank matrices. One popular
method in machine learning is to use Nystro¨m method to approximate the top m
eigenvectors in the matrix (Smola and Scho¨lkopf , 2000; Williams and Seeger , 2001).
Another approach that emerged from spatial statistics is the use of spatial random
effects (Cressie and Johannesson, 2008) to model the covariance as a quadratic trans-
form of m predetermined basis functions, thereby simplifying the focus to estimating
the m coefficients. A third approach is referred to as a predictive process (Banerjee
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et al., 2008), which utilizes hierarchical conditioning of the data on a subset (with
size m) of the observed locations. These methods reduce the cost of matrix inversion
to O(m3). When the reduced rank has m  N , the bottleneck step is shifted to
the matrix multiplication operation, which has complexity of O(Nm2). The strength
of these models is that they allow high flexibility in the reduced-rank matrix, which
in turn incorporates non-stationarity into the model. On the other hand, one may
be concerned with the arbitrariness in m, whose determination involves a trade-off
between resolution and computation cost. Furthermore, interpretation becomes in-
creasingly difficult. In other commonly used covariance functions, the parameters (for
example, range) provide direct measures of how the correlation decays over distance;
whereas comparatively in the aforementioned models, estimates for a matrix of size
m×m appear less straightforward.
The second class of models uses a completely different strategy to solve the issue.
Rather than dimension reduction, the primary focus is on the spectral decomposition
of the covariance matrix. This pioneering work was self-titled Whittle’s likelihood,
as Whittle (1953) discovered a nice connection between the eigenvalues of covariance
matrix and the spectral density for the time series data. Later, this likelihood was
applied on two-dimensional spatial data (Fuentes , 2007) with an approximation ad-
justment for the irregularity in the lattice data. This school of models has several
advantages. Firstly, not only the operation of matrix inversion is completely avoided,
but also the matrix multiplication can be carried out with the fast Fourier transform
(Cooley and Tukey , 1965), which has a complexity of O(N log2N). Secondly, the
parameter estimated in Whittle’s likelihood is the same as those in ordinary covari-
ance functions (such as squared exponential, Mate´rn functions, etc), thereby allowing
simple interpretation. One drawback of this approach, however, is the requirement
of large N and complete lattice data, for which the maximum likelihood remedies
rely on the asymptotic property and may not be appropriate for a finite number of
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data. Another shortcoming in Whittle’s likelihood is that it lacks accommodation for
non-stationarity.
In this paper, we focus on this latter class of models. In recent efforts to solve
this first limitation, Stroud et al. (2014) proposed a Bayesian inference procedure and
treated the incomplete lattice data as the ones with missing values. A preconditioned
conjugate gradient algorithm was used to sample the missing values, for which the
operation has cost of O(IN log2N) and I is the iteration number needed in each
time of search. For the second issue of non-stationarity, Fuentes and Smith (2001)
proposed a model that uses local convolution of several stationary processes and relies
on Monte Carlo integration in the estimation.
Despite our similar motivation to address these two issues, our unique contribu-
tion is that we propose the use of a latent process that we call the functional Gaus-
sian process, which further reduces the complexity of missing value sampling to only
O(N log2N) and allows a simple and straightforward extension to non-stationarity
or non-Gaussianness. We investigate the properties of the spectral approach and
demonstrate how various issues, such as matrix singularity, small N , incompleteness
or matrix imperfection, can be solved in the Bayesian framework. In the illustrating
examples and data application, we demonstrate the numerical accuracy of the pro-
posed approach and its capability in incorporating several sophisticated models to a
large dataset.
In the following sections, we first briefly review the spectral studies regarding
Whittle’s likelihood and extend it to high-dimensional data. Then, we introduce the
modeling structure of the functional Gaussian process and its sampling procedure,
followed by the numerical studies and comparison. Next, we generalize the model to
accommodate non-stationary or non-Gaussian data. Lastly, we utilize this extended
framework to examine three different spatiotemporal models of a large dataset con-
sisting of North American surface temperatures.
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4.2 Spectral Studies in Finite-Dimensional Space
Since Whittle’s likelihood (Whittle, 1953) was derived in one dimension, we now
extend this derivation into finite-dimensional space with d <∞. A Gaussian process
Z(s) with s ∈ Rd is weakly stationary when it has mean and covariance that are both
shift-invariant, such that EZ(s) = EZ(s + x) and Cov(s, t) = Cov(s + x, t + x) =
C(s− t) for any ∆ ∈ Rd. If ∫Rd |C(x)|dx <∞, then the spectral density function, g,
can be defined as the forward Fourier transform of the covariance function:
g(ω) =
∫
Rd
exp(−ixTω)C(x)dx (4.1)
where i is the imaginary complex number i =
√−1 and ω is commonly known as
angular frequency. By Bochner’s theorem, g is finite and positive definite if and only if
C is positive definite. For any xk in X, the covariance is symmetric C(xk) = C(−xk);
for any ωl in ω, g(ωl) = g(−ωl).
Conversely, the covariance function can be represented as the backward Fourier
transform of the spectral density:
C(x) =
1
(2pi)d
∫
Rd
exp(ixTω)g(ω)dω (4.2)
We can use Riemann sum to approximate the integral:
Ca(x) =
1
N1N2...Nd(2pi)d
Nd∑
jd=1
...
N2∑
j2=1
N1∑
j1=1
exp(ixTωj)g(ωj) (4.3)
where ωj = { (j1−1)N1 2pi,
(j2−1)
N2
2pi, ..., (jd−1)
Nd
2pi} is a dense and equally spaced grid over
[0, 2pi)d, to which the space is simplified from Rd thanks to aliasing (reviewed by
Fuentes (2002)). It is obvious that the equality between (4.2) and (4.3) will hold as
N1N2...Nd →∞.
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A lattice is defined as a regular grid such that in each dimension, the distances
between two neighboring locations are the same. When the data are located on such
a lattice, the increment in each dimension can be scaled to 1. For any two locations
s1 = {j1, j2..., jd} and s2 = {k1, k2, ..., kd}, we index two row complex vectors qs1 , qs2
and a real diagonal matrix D by (m1,m2, ...,md), where mk = 1, ..., Nk, and define
them as follows:
(qs1)(m1,m2,...,md) =
exp(i · [(j1 − 1) · m1−1N1 2pi + ...+ (jd − 1) · md−1Nd 2pi])√
N1N2...Nd
(qs2)(m1,m2,...,md) =
exp(i · [(k1 − 1) · m1−1N1 2pi + ...+ (kd − 1) · md−1Nd 2pi])√
N1N2...Nd
D(m1,m2,...,md) = g(
m1 − 1
N1
2pi, ...,
md − 1
Nd
2pi)/(2pi)d
(4.4)
It can be verified that the matrix product qs1Dq
∗
s2
= Ca(s1 − s2), ((.)∗ denotes
transpose conjugate), which is exactly the covariance in (4.3). Using q(.)’s as the rows
for the matrix Q, the covariance matrix can be written as Σ = QDQ∗. Therefore, Q
is the matrix of the eigenvectors of Σ and D is the vectors of the eigenvalues. One
straightforward property is that QQ∗ = Q∗Q = I.
As the eigenvalues are now clear, the matrix inversion is simplified to Σ−1 =
QD−1Q∗ and the determinant is |Σ| = ∏j{g(ωj)/(2pi)d}. The log-likelihood of
multivariate Gaussian distribution can be expressed as (with the constant omitted):
−1
2
∑
j∈[1...N1]×...×[1...Nd]
[log(g(ωj)) +
(QZ)j(Q
∗Z)j
g(ωj)
] (4.5)
The most important but understated property of this decomposition is that, the
matrix Q remains fixed for any weakly stationary process on a regular lattice. More
specifically, regardless of the choice of covariance function, if weak stationarity is
assumed, the covariance matrix on the lattice always has the same set of eigenvectors.
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Secondly, as Q covers the discrete frequencies in [0, 2pi) in each dimension, for any real
or complex matrix A, QA is equivalent to the normalized d-dimensional backward
discrete Fourier transform (DFT) on A and Q∗A is the normalized forward DFT;
therefore, either direction can be evaluated with complexity of O(Nlog2N) using the
fast Fourier transform algorithm (Cooley and Tukey , 1965). Since Z is real, QZ and
Q∗Z are conjugate and only need one time invocation of DFT. As a result, there is no
need for matrix inversion (an O(N3) operation) nor matrix multiplication (an O(N2)
operation). The computation only involves linear operation on g(ωj) and DFT.
Lastly, although commonly overlooked, one imperfection emerges in the above
derivation in (4.3). For any subvector of x, since xk has increment of 1 and the location
number Nk < ∞, a symmetry appears such that cos(xkωk) = cos((Nk − xk)ωk) and
i ·sin(xkωk) = −i ·sin((Nk−xk)ωk). It becomes necessary to have g(ωk) = g(2pi−ωk)
so that the imaginary terms can be canceled and Ca remains real. This duplication
suggests that only N/2 of the covariance (corresponding to the ones when the distance
|xk| <= Nk/2) are unique. This undesirable symmetry causes an artifact known as
the edge effect. Fortunately, it can be easily ruled out with the augmentation of a
few nuisance variables, as shown in the next section.
4.3 Functional Gaussian Process
Despite substantial computational advantages, Whittle’s likelihood has seen very
limited applications, presumably due to the following two restrictions: 1) The data
number N needs to be sufficiently large such that the Riemann sums have high ac-
curacy 2) the lattice needs to be complete such that Q remains fixed. Initially, from
a Bayesian perspective, overcoming these restrictions seems easy, if we consider the
data to be a partially observed lattice process. However, the sampling of the missing
values would again require inversion of the matrix on the irregular lattice for the
observed locations.
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It becomes beneficial at this point to introduce the functional Gaussian process –
a latent smooth surface underneath the noisy realization of the observed and missing
values. Conditional on this process, the missing values can be updated easily; since
the observed and missing values form a complete lattice, the process can be estimated
as a smoother.
4.3.1 Modeling Structure
We define the functional Gaussian process µ as any Gaussian process such that
its finite dimensional distribution on a lattice follows:
µ ∼ N(d)(0,QD(φ,ρ)Q∗) (4.6)
where N(d) denotes a (possibly degenerate) multivariate Gaussian distribution, Q is
the constant matrix defined in (4.4), D(φ,ρ) is formed by the spectral density function
with φ as its scale parameter and ρ as other parameters such as range.
Let Z be the vector of interest, partitioned as observed data Zo and missing data
Zm, and consisting of noisy realizations around µ:
Z ∼ N(µ, σ2I) (4.7)
We use Qj and dj to denote the jth eigenvector and eigenvalue, respectively, in Q.
Then (Q∗Z)j is the jth element of the forward discrete Fourier transform on vector
Z, normalized by 1/
√∏d
k=1Nk. This implies the log-likelihood for Z is:
−1
2
{
N∑
j=1
(Q∗Z)j(QZ)j
(dj + σ2)
+
N∑
j=1
log(dj + σ
2) +Nlog(2pi)} (4.8)
It is worth noting that µ might be degenerate but the marginal likelihood of Z
is always defined. This is due to the notion that for Z, its marginal covariance
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is QDQ∗ + σ2I = Q(D + σ2I)Q∗. In other words, σ2 is the lower bound of the
eigenvalues for the covariance of Z, even when some dk can approach 0. It is possible
to generalize σ2 to have different values at different locations. For the sake of modeling
simplicity, we restrict our focus to a common σ2.
It appears striking that µ might be from a degenerate distribution. However, this
is natural for a highly autocorrelated process without independent variation, where
only m values can move freely (m is the rank of the matrix) and the remaining N−m
values are simply deterministic. In such a case, it is more reasonable to consider this
distribution as a degenerate multivariate Gaussian distribution. The lack of defined
density in degenerate normal distributions can be solved by restricting the Lebesgue
measure within the m-dimensional subspace; since the remaining N − m elements
are deterministic, we define their conditional densities as a point mass given the
previous p elements. This regularization enables us to have the clear definition for
any conditional density given µ.
Acknowledging the possible singularity in the covariance of the underlying pro-
cess µ helps clarify some problems one would encounter often in Gaussian process
regression. Traditionally, one would have to put constraints on the parameters so that
the covariance remains positive definite. However, in our parameterization, we can
remove such constraints and allow the matrix to be positive semidefinite. Regardless,
the likelihood (4.8) is not affected as the eigenvalues are {dj + σ2}, which are always
positive.
To formulate D, many widely used covariance functions have simple closed forms
of spectral density, such as squared exponential or Mate´rn covariance. If no closed
form exists, then the fast Fourier transform of the covariance function can be used as
a numerical estimate. For the prior specification for hyper-parameters φ and ρ, the
common proper diffuse prior can be used; more desirably, an objective improper prior
can be used. As originally proposed by Berger et al. (2001), reference prior {tr[W2ρ]−
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1
n−p(tr[Wρ])
2}1/2/φ with Wρ = ((∂/∂ρ)Σ)Σ−1(I−X(X′Σ−1X)−1X′Σ−1) can now be
rephrased in the spectral domain such as Wρ = QDρD
−1Q∗(I−X(X′QD−1Q∗X)−1X′QD−1Q∗),
which can be evaluated quite efficiently. Despite the unorthodox construction of the
covariance matrix, the parameters used in the functional Gaussian process are the
same as one would obtain with the traditional approach, including the sill, nugget,
range, etc. This allows for convenient interpretation.
4.3.2 Posterior Sampling
The posterior sampling consists of three simple updating steps on the latent pro-
cess µ, missing values Zm and covariance parameters {ρ, σ}. We utilize Gibbs sam-
pling to obtain the posterior estimates.
4.3.2.1 Latent Process and Missing Value Sampling
We sample the latent process (µ|Zm,Zo) and the missing values (Zm|µ) from the
following distributions:
(µ|Zm,Zo) ∼ N(d)(QD(D + Iσ2)−1Q∗Z,Q(D−D(D + Iσ2)−1D)Q∗)
(Zm|µ) ∼ N(µm, Iσ2)
(4.9)
where µm denotes the subvector of µ that corresponds to the missing location. For
the first distribution, (µ|Zm,Zo) can be sampled by first generating two independent
copies of vector of Y1,Y2 ∼ N(0,D−D(D + Iσ2)−1D), then applying the transfor-
mation Y = Re(Q)Y1+Im(Q)Y2, where Re and Im denote the real and imaginary
coefficient matrices, respectively. This is due to an equivalent representation of the
covariance QKQ∗ = Re(Q)KRe(QT) + Im(Q)KIm(QT), which is real. In either
of the distributions, there is no direct involvement of matrix inversion nor matrix
product so the sampling of µ and Zm can be done efficiently. Given the notion that
the DFT is the most expensive operation, it is rather wasteful to run it for 4 times ( in
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Re(Q)Y1, Im(Q)Y2 and QD(D + Iσ
2)−1Q∗Z)). It can be shown that an equivalent
operation is µ = Re(Q(Y1−iY2 + D(D + Iσ2)−1Q∗Z)), which only involves 2 times
of DFT operations.
It might be tempting to sample the missing value Zm by directly updating from
the conditional normal distribution N(Zm|Zo), with its variance:
Var(Zm|Zo) = QmDQ∗m + Iσ2 −QmDQ∗o(QoDQ∗o + Iσ2)−1QoDQ∗m (4.10)
where we use Qo to denote the submatrix formed by the rows of Q that corresponds
to the row index of Zo; we define Qm in the similar way for Zm. However, frequent
evaluations of (4.10) are not feasible since Q∗oQo 6= I, the matrix inversion in (4.10)
would need to be computed in the traditional way. This would create another bot-
tleneck step. Such a problem can be avoided with the latent process µ, since (Zm|µ)
are simply independent normal distributions.
4.3.2.2 Covariance Parameter Sampling
After obtaining the sample of the missing values in Zm, we resort to the likeli-
hood stated in (4.8). Then the covariance parameters can be updated easily with
the inverse-Gamma distribution for the scale parameters and Metropolis-Hastings
criterion for the other ones. The complexity for these steps is only O(N).
4.3.3 Edge Effect, Small N and Remedy
Now we direct the focus to address the artifact called edge effect. When N →∞,
the approximation in (4.3) approaches the true covariance function (4.2). However, in
reality as we always observe N <∞, a phenomenon we call edge effect will appear on
the off-diagonal corners of matrix QDQ∗: the observations on the two edges will show
high correlation instead of 0 (Figure 4.1(a)). This is not a numeric artifact but rather
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a result of duplicate frequencies in the Q matrix and use of the DFT. After the DFT,
the period for the elements in each row or column in the matrix becomes N (Fig-
ure 4.1(b)). Since x is an integer, the element of the matrix representing the covariance
with distance s is C(x) =
∑N−1
k=0 g(
2pik
N
) cos(2pik
N
s) =
∑N−1
k=0 g(
2pik
N
) cos(2pik
N
(N − x)) =
C(N − x). As shown in Figure 4.1(b), in the first row of the matrix, only the first
N/2 of the results are unique and the remaining N/2 simply proceed as the reverse
list. Fortunately, as most of the correlations after N/2 are close to 0, only the last
few exhibit an increasing behavior, which is the cause of edge effect.
Empirical solutions have been proposed, such as the work by Choudhuri et al.
(2004). These adjustments are commonly known as tapering, where smaller weights
are placed on the edge values to diminish their impact on the likelihood estimation.
This treatment is effective, but involves loss of information from the actual data on
the edge.
In our model, since we propose an efficient mechanism for sampling missing values,
we can simply augment the data of size N with additional Naug missing values at the
end. In this manner, we can sample these Naug points as nuisance variables, which
may have high correlation with the other end of actual data; simultaneously, the
correlation within the N × N submatrix for the actual data will not have the edge
effect. It is obvious that setting Naug = N will double the number of unique variables
and thus completely prevent the edge effect from appearing in the N ×N submatrix.
In practice, since most of the repeated values are close to zero, one can set Naug
adaptively so that the last few numbers remain negligible. For this reason, we used
this augmentation to circumvent the edge effect in all of the following studies.
Another concerning issue might be the case with small N . Indeed, the Riemann
approximation relies on large N for good accuracy, and a previous study (Fuentes
and Smith, 2001) suggested the minimum requirement of N > 100 for a good ap-
proximation. In a Bayesian framework, however, we can solve this issue similarly by
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Figure 4.1: Illustration of edge effect using a 50×50 matrix with squared exponential
covariance and range ρ = 3. If the data of interest has size N = 50 and no aug-
mentation is used, then the edge effect on the corners would impact the likelihood.
However, if the data of interest has size N ≤ 40 and Naug = 50 − N , then the edge
effect would have no impact on the likelihood of the N data.
setting up a larger lattice, in which only N points are actually observed and the rest
are missing. In numerical studies we found that, if the noise variance σ2 is reasonably
small, the range estimation can still be quite accurate even with an observed N as low
as 20 (using Naug = 180 points as missing). We found that the fitting with N < 20 is
too sensitive to the choice of the hyperparameter prior and hence not recommended.
4.4 Comparison with Other Gaussian Process Approaches
Now we compare the functional Gaussian process, a Bayesian spectral approach,
with its counterparts using maximum likelihood estimation (MLE) or using a standard
Bayesian approach that involves direct matrix inversion.
The most commonly used approaches are the exact maximum likelihood esti-
mation (MLE(E)) and Bayesian Gaussian process (BGP). These methods are well
studied and have been implemented in software, such as the “fields” (Furrer et al.,
2009) and “spBayes”(Finley et al., 2007) packages in R. If computational cost could
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be disregarded, they seem optimal for parameter estimation. However, one signifi-
cant caveat lies in the possible matrix singularity and the subsequent failure in the
matrix inversion, caused by relatively high correlation in the Gaussian process. In
such cases, these implementations either directly fail or converge to a much smaller
range estimate driven by a false upper bound restriction. In our test sample, nei-
ther of the aforementioned packages could estimate a squared exponential Gaussian
process with range ρ = 3 and nugget/sill ratio σ2/φ ≤ 6%. On the other hand, this
does not mean such methods are intractable for highly correlated data. Similar to
the rationale we presented in Section 3, it is reasonable to consider that the latent
process follows a possibly degenerate multivariate distribution, as long as the realized
process has a positive definite covariance matrix. Therefore, as the common remedy
to the matrix singularity problem, one needs to format the likelihood using the sum
of Gaussian process covariance and the diagonal nugget matrix (noise variance). A
more persuasive reason can be obtained from the spectral point of view – the nugget
becomes the lower bound for the smallest matrix eigenvalue, thereby guaranteeing
that the matrix will be well-conditioned and invertible.
Following this recipe, we implement the MLE(E) and BGP approaches. For
MLE(E) optimization, we used the Newton-Raphson algorithm, which treats the
likelihood as the objective function and the analytical first derivation as the search
direction. For the second derivatives, we use the finite difference approach to compute
the Hessian matrix. We use the ridge-stabilized technique (Perrett , 2010) to avoid
numerical singularity and improve convergence. For the BGP approach, we use flat
priors and sample the posterior distribution using the Metropolis-Hastings algorithm.
A third method for comparison with our approach is the spectral MLE (Fuentes ,
2007). The authors provide an approximate equation to the likelihood of the data
with missing entries. We denote this method as MLE(S). The adjustment is achieved
through zero fill-ins at missing location, which leads a modified version of the Whit-
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tle’s likelihood (Whittle, 1953). Their study finds good approximation with missing
proportions that are less than 20%. We generated data using squared exponential
covariance with the same set of parameters and then test the four model on a 1-
dimension (1D) and 2-dimension (2D) grids.
Setting Method ρ φ σ2
True Value 3 150 10
MLE(E) 2.92 (0.05) 130.3 (6.7) 9.8 (0.9)
1D Squared Exp MLE(S) 2.95 (0.08) 171.2 (10.0) 9.9 (0.5)
(1,000 data points BGP 2.93 (0.09) 131.4 (14.3) 10.8 (0.5)
with 0 missing) FGP 3.01 (0.09) 161.6 (16.2) 10.4 (0.5)
MLE(E) 2.91 (0.03) 130.0 (7.5) 10.8(0.2)
2D Squared Exp MLE(S) 2.69 (0.07) 133.1 (14.1) 12.8 (0.3)
(50× 50 data points BGP 3.03(0.06) 154.7 (14.3) 10.4 (0.3)
with 0 missing) FGP 3.00(0.06) 158.7 (14.7) 9.7 (0.3)
MLE(E) 2.79 (0.06) 130.3 (6.6) 10.4(0.1)
1D Squared Exp MLE(S) 2.92 (0.08) 122.3 (10.0) 21.4 (0.8)
(1,000 data points BGP 2.92 (0.10) 137.4 (14.1) 9.8 (0.5)
with 15% missing) FGP 3.05 (0.10) 139.3 (13.8) 10.2 (0.6)
MLE(E) 2.91 (0.07) 130.0 (7.6) 10.8 (0.1)
2D Squared Exp MLE(S) 2.75 (0.07) 93.2 (32.9) 26.2 (0.8)
(50× 50 data points BGP 2.91 (0.07) 143.3 (16.5) 10.0 (0.3)
with 15% missing) FGP 3.02(0.07) 142.3 (16.4) 10.5 (0.3)
MLE(E) 2.82 (0.08) 130.1 (8.3) 10.9 (0.1)
1D Squared Exp MLE(S) 3.39 (0.24) 53.6 (1.0) 45.1 (2.6)
(1,000 data points BGP 3.05 (0.12) 124.3 (18.2) 10.9 (0.8)
with 50% missing) FGP 3.01 (0.13) 168.9 (17.4) 10.3 (0.8)
MLE(E) 2.89 (0.08) 130.1 (6.2) 10.8 (0.1)
2D Squared Exp MLE(S) 2.87 (0.12) 51.1 (1.0) 40.4 (0.7)
(50× 50 data points BGP 2.95 (0.08) 133.1 (14.7) 9.7 (0.5)
with 50% missing) FGP 2.97 (0.07) 135.5 (15.3) 9.4 (0.4)
Table 4.1: The parameter estimates from the 4 methods. The numerical accuracy of
the methods can be ranked as FGP>BGP>MLE(E)>MLE(S).
In 1D setting, we generated 1,000 data entries, which is relatively large to have
good precision for the spectral approximation. We list the point estimates for the
parameter point and their standard deviations in Table 4.1. Among the four, MLE(S),
BGP and FGP all provide good results, where the latter two show slightly better
accuracy. The surprise we encountered is that the MLE(E) estimates are highly
sensitive to the starting values. Even from a starting point close to the true values
(for all the MLE(E) results, we used starting points {2.8, 120, 8}), the parameter
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would have a large Hessian matrix and the optimization appeared to be stuck at local
convergence. We switched to the conjugate gradient approach and it still showed no
improvement. This hampers further optimization for the MLE(E). Due to this reason,
we conclude the MLE(E) is the least favorable choice among the four approaches and
exclude it from the following comparison.
In the 2D setting, we set up a 50×50 grid. In each direction, 50 is a small number
so that it may affect the precision of the spectral approaches. As a result, MLE(S)
does exhibit a distorted estimate in the range ρ. On the other hand, while FGP is
another spectral approach, it is easy to set up a larger lattice with missing points (in
this case, we set up additional Nmissing = 50), which effectively increased the grid
to 100 × 100 and preserved the accuracy. As it shows in the table, the FGP and
BGP results are almost the same. Surprisingly in most occasions, FGP provides even
more accurate results than BGP, possibly due to the larger numerical error of matrix
inversion in BGP (more will be discussed in the last section).
We then gradually delete observations so that the observation pattern no longer
appears to be regularly spaced. For MLE(E) and BGP, this reduces the size of the
covariance matrix to the observed locations only; for FGP, it increases the number of
missing values; for MLE(S), this changes its likelihood formulation with zero fill-ins.
As shown in the results, 15% of missingness has no effects on BGP and FGP, but has
an obvious impact on MLE(S), especially on φ and σ2, likely due to the downscaling
of possible missing values to 0. The range estimate for ρx using MLE(S) is either
biased upward or downward. It is worth noting that such bias for ρx with MLE(S)
is not severe even at a missing data rate of 50%, which supports using MLE(S) as a
quick approximate solution. Among all, FGP and BGP have the highest accuracy in
estimating the parameters.
In computational time, BGP is the slowest and took 25 minutes to fit the 1D
data (1,000 entries) and 6 hours to fit the 2D data (2,500 entries), each with 2,000
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MCMC steps; MLE(E) is second due to its slow converge rate. FGP is much more
efficient. For 1D data, it took about 4 seconds for 2,000 steps; for 2D data, it took
about 9 seconds. In terms of the time to achieve convergence, MLE(S) is the fastest
and took about 3 seconds. The time difference between FGP and BGP, as well as
MLE(S) and MLE(E), is huge but not unpredictable, since the computational load is
in O(N log2(N)) and O(N
3), respectively.
To summarize this comparison study, the Bayesian approach tended to yield more
accurate estimates for the Gaussian process parameters. The functional Gaussian
process (FGP) has an equivalent or higher level of accuracy compared with the tradi-
tional Bayesian approach (BGP) and is substantially more computationally efficient.
The spectral approximation of maximum likelihood (MLE(S)) is the fastest estimation
approach, but its accuracy was compromised when sample size is small or missingness
occurred. The traditional exact maximum likelihood method (MLE(E)) suffers from
local convergence, therefore its results were questionable unless reasonable starting
values were chosen.
4.5 Generalized Functional Gaussian Process
In real-world data, non-stationarity and non-Gaussianness are common. We now
extend the functional Gaussian process to accommodate these assumptions. We
demonstrate how the latent process can facilitate the extended model.
In the peer studies, various approaches have been proposed to accommodate non-
stationarity, such as the weighted average of locally stationary processes (Fuentes
and Smith, 2001) or process convolution (Higdon, 1998). A similar approach to
these methods is to have the parameters vary by locations, which has been studied
by Paciorek and Schervish (2006) and Anderes and Stein (2011). Our generalized
approach allows each location to have its own parameters; however, in some subgroup
of locations (such as in a small local region), these parameters show similarity and
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therefore can be considered as “clustered”. Under this assumption, a Dirichlet process
can be adopted to create an infinite mixture of stationary processes. Specifically, one
can consider an autocorrelated process at location s with measure:
Pr(Z(s)) =
∞∑
l=1
ωl(s)δl(s, Zs) (4.11)
where {δl} for l = 1, 2, ... is a collection of independent stationary Gaussian process
densities defined on s; ωl is a set of independent weights, which can be described
through stick-breaking construction (Ishwaran and James , 2001b) such that ωl =
νl
∏
k<l(1− νk) and νk ∼ Beta(1, α) for k = 1, 2, ... (to avoid any confusion with the
variable in the frequency space, unless otherwise stated, ω only denotes the weight
in the following context). The generated random field is very flexible, as it not
only accommodates non-stationarity, but is also capable of addressing non-Gaussian
scenario as it yields a mixture distribution.
It is worth noting that for different s, the distribution of δl(s) is correlated as in
a stationary Gaussian distribution, so the vector of Z across different s is a depen-
dent Dirichlet process (MacEachern, 2000). A more realistic consideration is that the
weights {ω} should also be autocorrelated as locations vary, for which Duan et al.
(2007) proposed an improved model known as the generalized spatial Dirichlet pro-
cess. This is important in guaranteeing the smoothness of the posterior mean vector,
for which the marginal expectation of Z in (4.11) is
∑
l ωlµzl and requires smoothness
in both µzl and ωl.
Motivated by these studies, we propose the following generalized model, which
takes full advantage of the conveniences from the functional Gaussian process. For
each l, We use ν l to denote the vector of stick breaking probabilities and Zl to denote
the realization from the stationary δl. Unlike Duan et al. (2007) who addressed the
weight correlation in Φ−1(ν l) with a constant mean and a correlation matrix, we
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assume Φ−1(ν l) has a flexible mean but independent noise variance equal to 1. This
leads to our formation of the generalized functional Gaussian process:
Z(s) = Zl(s) w.p. νl(s)
∏
k<l
(1− νk(s))
Zl ∼ N(µzl, Iσ2)
ν l = Φ(µνl)
(4.12)
where µνl and µzl are two independent functional Gaussian processes as defined in
(4.6), Φ is the transformation of a probit function applied on each element in µνl.
For the lth component, we use θzl and θνl to denote the parameters (such as range
and sill) in the two functional Gaussian processes.
The model structure in (4.12) makes it very easy and efficient to sample the
posterior distribution. For each component l, there are two functional Gaussian
processes, since they can be conditioned on two separate sets of parameters, they are
sampled with conditional independence. Also, the updating inside components with
different l’s are also independent and therefore can be done in parallel. As a result,
the total computational complexity is still N log2(N).
Besides the computational benefit, the two functional Gaussian processes µ(.)
are essential in the posterior sampling. Firstly, the latent auxiliary variables in a
probit link function would involve a correlated truncated Gaussian distribution, as
first discovered by Albert and Chib (1993) in the univariate case and later extended
to the multivariate case by Duan et al. (2007). The sampling of such a distribution is
difficult; however, when conditioned on µνl, the truncated multivariate distribution
is converted to that of an independent truncated Gaussian vector. Secondly, the
calculation of the probability of assigning a data point to a certain component might
be difficult. When considering µzl as the parameter for the lth component, it is easy
to compute Pr(Zs|µzl) as part of the probability for the multinomial choice. We list
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the sampling algorithm in the appendix.
4.5.1 Illustrative Examples
In order to illustrate the identifiability of the generalized model (GFGP), we
carried out simulations using two types of data from: (1) a non-stationary Gaussian
process; (2) a multimodal stochastic process.
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(a) The simulated data evolving in increasing
frequencies, where the proposed model con-
verged to a posterior mean consisting of 2
stationary regions.
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(b) The estimated weights for the 2 regions;
line types are consistent with those on the
left.
Figure 4.2: Simulation of a nonstationary Gaussian process: Z(s) = sin(exp(s ·
pi/500/0.7)) + s, s
iid∼ N(0, 0.01) for s = 1, 2, ...500
For the first type, we generated data with a trigonometric function, for which its
frequency increases exponentially as s increases. Although the frequency is different
for each data point, the differences within a small region would be negligible so the
corresponding data appear to be stationary. This is the reason our proposed model
can cluster a nonstationary process using a finite number of stationary components.
As shown in Figure 4.2(a), the discovered two regions clearly have distinct frequencies,
yet within each region the difference is more subtle. The correlated weights are
estimated with a curve that shows a switch in the middle.
For the second type, we generated data directly from a bimodal mixture of Gaus-
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(a) The simulated data exhibiting a non-
Gaussian pattern that lacks an obvious mean
curve, for which the proposed model con-
verged to a random mixture of 2 stationary
Gaussian processes.
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(b) The estimated weights (solid line) for
choosing the l = 1 from the two components,
compared with the true weights ωl=1 (dots).
Figure 4.3: Simulation of a nonstationary and non-Gaussian process: a mixture of
two stationary Gaussian processes with two different frequencies and mixture weights
ωl=1(s) = |sin(s · 2pi/500)|
sian processes. As shown in Figure 4.3 (a), the Gaussian pattern becomes indis-
tinguishable once the data are mixed. Our proposed model correctly identified the
two stationary means. We also compare the estimated weights and the real weights
(Figure 4.3 (b)).
It is interesting that even though we carried out two different types of simulations,
the model we used is the same one. This suggests that the GFGP is a very flexible
model and may provide some guidance in the interpretation. If the estimated weights
exhibit quick transition between 0 and 1 (as in case 1), it suggests the data is non-
stationarily Gaussian; if the weight transition is smoother and slower (as in case 2),
it suggests the data are non-Gaussian or from mixture distribution.
4.6 Application: Prediction in the Spatial-Temporal Data
We now apply the generalized functional Gaussian process on a complex system
using a large spatiotemporal dataset. The data are obtained from the North American
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Regional Climate Change Assessment Program (NARCCAP). We use the surface air
temperature in the North America region collected during 1971-2000 (Mearns et al.,
2011). The data are simulations from the Weather Research & Forecasting regional
model (WRF) coupled with the Third Generation Coupled Global Climate Model
(CGCM3). To exclude possible seasonal effects, we choose the annual average in each
summer, which spans from June 21 to September 21, as the yearly measurement on
a 134× 109 dense grid over 30 years. This results in 438,180 data points. We assume
the observed temperature Z at location/time point s is
Z(xs, ys, ts) = β
TX(xs, ys, ts) + µ(xs, ys, ts) + (xs, ys, ts)
where x, y, t represent the induces of longitude, latitude and year, respectively; the
term X is a fixed linear term which contains the intercept, first and second order terms
of x, y, t; the second term µ(xs, ys, ts) is assumed be a generalized functional Gaus-
sian process, which is a mixture of stationary processes such that Pr{µ(xs, ys, ts) =
µzl(xs, ys, ts)} = Φ(µνl(xs, ys, ts))
∏
k<l(1−Φ(µνk(xs, ys, ts))); the last term (xs, ys, ts)
represents the noise, which is assumed (xs, ys, ts)
iid∼ N(0, σ2) for all s.
One important use of the spatiotemporal models is their inference about the un-
derlying process Y = βTX + µ. As described by Cressie et al. (2010), with data Z
available at {t1, ..., tn}, three types of prediction can be defined: the one about Y at
tk < tn is called smoothing; the one about Y at tk = tn is called filtering; and the one
about Y at tk > tn is called forecasting. We use them as the evaluation criteria for
the spatiotemporal models.
The simplest choice of spatiotemporal model is to keep the spatial and temporal
effects separate and additive, such that µ(xs, ys, ts) = µ1(xs, ys) +µ2(ts). In our case,
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we use the following covariance function:
Cov{(xs, ys, ts), (xs′ , ys′ , ts′)} = φ1exp(−|xs − xs′ |
2
2ρ2x
− |ys − ys′|
2
2ρ2y
) + φ2exp(−|ts − ts′|
ρt
)
where the first exponential term is the anisotropic spatial covariance and the last
one is the temporal term. We denote this model as M(A). The advantage is that in
multiple-step forecasting, when temporal correlation is weak, the spatial term remains
unaffected. This sampling for this method is simple and the covariance matrix is
kept on a manageable scale, with conditional sampling of the two additive terms.
However, this model completely ignores the time-space interaction and may exhibit
poor goodness-of-it, which can affect the smoothing and filtering performances.
Another modification is to let the spatial effects diminish as the time distance
increases. This can be achieved by multiplying the spatial and temporal covariance
as the covariance. In this study, we use:
Cov{(xs, ys, ts), (xs′ , ys′ , ts′)} = φexp(−|xs − xs′ |
2
2ρ2x
− |ys − ys′|
2
2ρ2y
) · exp(−|ts − ts′|
ρt
)
We refer this model as M(S). Although this model might not accommodate the need
for long-term forecasting, the covariance is more realistic and may benefit in smooth-
ing and filtering. Dimension reduction technique can be applied on this model. As
shown by Banerjee et al. (2004), the matrix can be written as a Kronecker product of
two smaller matrices that represent the spatial and temporal covariances. Therefore,
M(S) is a separable model. The drawback of this model is that it still assumes no
interaction in the covariance and hence may be too limited to fit the data well.
A third class of spatiotemporal covariance was proposed by Cressie and Huang
(1999) and later extended by Gneiting (2002). They introduce additional time-space
interaction terms into the covariance function. For example, we use the following
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construction:
Cov{(xs, ys, ts), (xs′ , ys′ , ts′)} =φexp(−|xs − xs′ |
2
2ρ2x
− |ys − ys′|
2
2ρ2y
) · exp(−|ts − ts′ |
ρt
)
· exp(−|xs − xs′ |
2|ts − ts′|
c1
− |ys − ys′ |
2|ts − ts′|
c2
),
where c1 ≥ 0 and c2 ≥ 0. We refer this model as M(NS). This class of covariance
is quite flexible in its interaction terms. When c1 or c2 are within moderate mag-
nitude, the model describes a non-separable spatiotemporal process; when c1 → ∞
and c2 → ∞, the model reduces to separable model. The added flexibility seems
ideal for smoothing and filtering, but the non-separable nature of the covariance
functions creates huge matrix. For our data, this would result in an matrix of size
438, 180× 438, 180, which was impossible to handle by modern computers. However,
this problem can be easily solved by the GFGP model that we propose.
We computed the Fourier transform of the three covariance functions (see ap-
pendix) and tested the three models on the data. In order to evaluate the forecasting
performance, we masked all the observations in 1996-2000 and sampled them as miss-
ing. The posterior means of the βTX +
∑
l ωlµzl at each location is used as the
smoothing and filtering for 1990-1995 and the forecasting estimates for 1996-2000.
For each, we ran MCMC sampling for 30,000 steps and use the last 20,000 steps as
the posterior sample. The simplest model M(A) took about 20 minutes and the most
sophisticated M(NS) took about 9 hours. The computation time is indeed scaled in
the order of O(N log2(N)).
In the results, both M(A) and M(S) converged to 3 dominating components and
M(NS) converged to 4 components. As the results are similar, we demonstrate
the ones for M(NS) here (see Figure 4.4, its parameter estimates are listed in the
appendix). The component means µzl have different range parameters, therefore have
different degree of smoothness. The temporal parameters ρt for µzl are relatively
75
−15
−10
−5
0
5
10
15
−15
−10
−5
0
5
10
15
−15
−10
−5
0
5
10
15
−15
−10
−5
0
5
10
15
(a) Four stationary components at the year of 1990
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(c) Four stationary components at the year of 1995
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(d) Correponding weights to the four components at the year of 1995
Figure 4.4: The four stationary components estimated by the time-space interactive
model M(NS) using generalized functional Gaussian process (GFGP) model. The
estimated mean process µk and weight process ωk in each component are shown.
Each mean processes µk has distinct smoothness and exhibits changes over the time;
while each weight process ωk shows geographical clustering and appears unchanged
over time.
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large and imply strong temporal correlation. As compared between (a) and (c) in
Figure 4.4, an evolution of temperature pattern can been observed from 1990 to
1995, but this change is very subtle.
For the weight distribution ω, the transform of µνl, the spatial range parameters
ρx and ρy are similar to the ones of µzl. The autocorrelation of weight guarantees the
smoothness of the allocated sub-domains, as shown in Figure 4.4(b) and (d). This
not only ensures the weighted average
∑
l ωlµzl is smooth, but also helps in a better
interpretation of the model. The 1st component represents mostly the oceanic areas,
the 2nd does the both coastal areas and the 3rd and 4th do the rest. Compared with
the change in component means, the temporal change in component weights from (b)
and (d) is hardly noticeable, thanks to the high values in range ρt. This suggests that
the system mainly evolve through time by changing each stationary component, with
their weights fixed.
Model Metric 1991 1992 1993 1994 1995
M(A) RMSE 0.78 0.86 0.80 0.89 0.69
MAD 0.43 0.46 0.45 0.48 0.38
M(S) RMSE 0.43 0.43 0.45 0.43 0.40
MAD 0.18 0.17 0.18 0.17 0.16
M(NS) RMSE 0.42 0.43 0.44 0.43 0.39
MAD 0.16 0.14 0.16 0.17 0.15
Table 4.2: The temperature smoothing errors for 1991-1994 and filtering errors for
1995. The time-space interactive model M(NS) fits the data mostly well.
Model Metric 1996 1997 1998 1999 2000
M(A) RMSE 2.02 1.30 1.43 1.81 1.16
MAD 0.89 0.75 0.46 0.84 0.71
M(S) RMSE 1.54 1.12 1.33 1.50 1.65
MAD 0.96 0.70 0.85 1.08 1.16
M(NS) RMSE 1.70 1.80 1.85 2.39 2.91
MAD 1.22 1.36 1.53 1.97 2.57
Table 4.3: Forecasting errors for the temperature in 1996-2000. The simpler models
M(A) and M(S) show better forecasting results.
We list the prediction errors during 1991-1995 and 1996-2000 in Table 4.2 and 4.3.
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We use the root-mean-square error (RMSE) and median absolute deviation (MAD)
as the metrics. The additive model M(A) show its advantage in forecasting with the
smallest forecasting errors in long range. The more complex modelsM(S) andM(NS)
do not produce better forecasts, but they have better fit to the data and therefore is
more suitable for smoothing and filtering purpose. With the space-time interaction,
the non-separable model M(NS) shows a slight improvement over the separable M(S)
in performance. For illustration, we plot the prediction map of temperature data of
the year 1996 in Figure 4.5.
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(a) The temperature data in
1996 in the original dataset.
The unit is in Celsius.
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(b) The predicted values as
the sum of the weighted aver-
age and the trend term, Xβ+∑
l µνlΦ(µzl).
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(c) The absolute deviation
between the real and pre-
dicted values, with the max-
imum difference at 6.44 Cel-
sius.
Figure 4.5: Comparison of the original temperatures in the dataset and the predicted
ones generated by the space-time interactive model M(NS).
Lastly, it is interesting to compare how covariance decays over time and location
in model M(S) and M(NS). As illustrated in Figure 4.6, in M(S) the effects of x2 and
|t| on the covariance are independent, which results in linear contour in covariance;
whereas M(NS) has an interaction effect between space and time, which generates
a curvature. It is interesting that in the latter, we only have c∗ = 1/c = 0.01, but
the interaction is very obvious. The coefficient c∗ = 1/c was used in the original pa-
rameterization of M(NS) by Cressie and Huang (1999). And they interpreted that
the interaction is negligible when c∗’s are close to zero. In their data application,
surprisingly, the most fitted model was the one with c∗ = 0 and therefore they con-
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Figure 4.6: Plot of the covariance as the space distance x2 or the time distance |t|
increases.
cluded no interaction was present. However, we found that a small c∗ can sometimes
be misleading. Indeed, it can be observed in the spectral density of gM(NS) that the
interaction term between x2 and |t| would not disappear unless ρ2x|t|/c1 as a whole is
close to 0 (see the appendix). In another words, if ρx is large (i.e. spatial association
is strong), small c∗ (or equivalently, large c) does not exclude the existence of possible
space-time interaction. Compared with c∗ = 1/c alone, the ratio term in the spectral
density (such as ρ2(.)/c) might be a better criterion. In the shown illustration, the cal-
culated ρ2x/c is 0.37, which is the cause of the curvature. The space-time interaction
model shows a quite interesting pattern of change in correlation. The estimation on
this large dataset would not be possible without the conveniences provided by the
GFGP framework.
4.7 Discussion
The idea of describing the Gaussian process through its spectral density is not
new. The early studies can be dated back to half a century ago (Whittle, 1953;
Ibragimov , 1963). Despite the ease in obtaining estimates in the frequency domain,
this method has seen very limited application in statistics, where we mainly focus
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on the observational domain. The main reason is that, unlike in the field of signal
processing, the data we encounter in statistics are often noisy, irregularly located and
have varying sample size. All of these characteristics prevent a good and accurate
utilization of the discrete Fourier transform (DFT), which is essential in spectral
studies.
We tackled these obstacles through a Bayesian latent variable framework. We
assumed the observational data are only the partial and noisy realization from a large,
regularly spaced and smooth process surface (which we call the functional Gaussian
process). By sampling the missing values and the underlying process, we satisfy the
data requirement for DFT and allow a valid integration of spectral density into the
likelihood. The benefits are significant: the numerical accuracy is ensured through
large N , the computational complexity is dramatically reduced and it allows feasible
application of the Gaussian process approach on extremely large datasets and/or
rather sophisticated models.
Similar to our work, some other spectral methods have also been proposed recently.
La´zaro-Gredilla et al. (2010) model the Gaussian process as a linear combination of
trigonometric functions, which are equivalent to the real and imaginary parts in the
eigenvectors that we used; Stroud et al. (2014) use similar spectral decomposition in
the likelihood and use the conjugate gradient to invert the partial covariance matrix.
Compared with these approaches, our major contribution is the setup of the under-
lying smooth process µ, which enables simpler missing value sampling and provides
a useful tool for various extensions, such as the link to discrete data regression and
our mixture model generalization.
One possible concern may be the numerical precision of the FGP model, which was
also the cause that motivated us to perform comparisons in the simulation studies.
Not only did FGP correctly identify the true value parameters, but more surpris-
ingly, its estimates seem even more accurate than the best existing approach (BGP)
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(Table 4.1). One likely explanation lies in the numerical analyses of the two meth-
ods. When the Gaussian process has high autocorrelation, its covariance matrix is
ill-conditioned with a large condition number κ = |maxλ/minλ|, where λ’s are the
eigenvalues of the matrix to be inverted. Specifically, larger κ leads to larger numer-
ical error in matrix inversion (Cheney and Kincaid , 2012) and it usually increases
with the size of the matrix (Gentle, 1998). On the other hand, as a Riemann sum,
the approximation error of the discrete to the continuous Fourier transform decreases
as the number of discrete points increases. This divergence might be the reason for
the lower error we observe in FGP and merit further study in the future.
We demonstrate one generalization of the functional Gaussian process (GFGP) to
accommodate non-stationary or non-Gaussian data. The latent smooth process µ is
used as a the transformed mean of the weight process and facilitate the sampling of
the multivariate truncated normal distribution; it also functions as a cluster param-
eter for easy selection of the most likely cluster for each data point. This generalized
model provides a nice interpretation to large and heterogeneous spatial data. The
other popular non-stationary model is the spatial random effect (SRE) (Cressie and
Johannesson, 2008), which utilizes the setup of spatial basis functions on multiple
resolutions and achieves dimension reduction through a smaller set of knots. Al-
ternatively, the GFGP model focuses directly on the finest resolution, except each
component has a boundary delimited by the Dirichlet process. Regardless of the dif-
ference, FGP is compatible with and can be integrated into the SRE model. As one
potential extension, GFGP can be used to model the process on the knots, which
is a lattice process. As a result, for GFGP one can remove the restriction of lattice
location in the data; for SRE, one can use a large number of knots to achieve very
high resolution.
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CHAPTER V
Future Work
The combination of simple assumption, flexible framework and probabilistic reg-
ularization makes Bayesian nonparametric methods very appealing solutions for un-
derstanding sophisticated data. In this dissertation, we have used different designs
of nonparametric methods for different types of the data. It would be interesting to
discuss the future directions of these models.
Hierarchical Gaussian process has an aim of personalized forecasting. It utilizes
the knowledge of a population full trajectory before observing a subject’s future.
This advantage is unique to the longitudinal data. One possible extension would
be improving the estimation for the population trend. As mentioned in the other
methods, heterogeneity may exist in the population. Clustering the full data into
subpopulation first may provide more accurate prediction. Secondly, the current joint
modeling consideration does not accommodate rare survival events. In these cases,
the balanced link functions, such as logit link, are susceptible to large numerical error
as the output probability approaches zero too fast. A skewed link functions such
as generalized extreme value (Wang and Dey , 2010) or symmetric power link (Jiang
et al., 2013) would address these issues.
The Bayesian Ensemble Trees (BET) method is a nonlinear regression method
adapted to heterogeneous data. Decision tree incorporates nonlinear relationship
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between predictor and outcome; Dirichlet process leads to significant reduction of
the needed submodels (trees) as compared with other existing approaches, without
sacrifices in the prediction performance. It would be useful to explore the differences
between the generated clusters. One possible direction is to let each cluster (tree) has
its own set of variables ranking probability. This could lead to more suitable variable
selection criterion for each different subpopulation of the data.
The functional Gaussian process (FGP) forms an interesting re-parametrization
of a popular method. It not only significantly accelerates the computation, but also
clears the several mystifying problems in Gaussian process regression, such as the oc-
currence of matrix singularity, model identifiability. In addition to the nonstationary
model we proposed, there are many other directions the FGP can be extended to.
One possibility is to use FGP in multiscale data, where in each level one can assign
the same or different types of stationary covariance. Since all the layers share the
same set of eigenvectors, the eigenvalues of the marginal matrix are simply a sum
of the ones from each layer. The other direction may involve dimension reduction
not in observation N but in covariance space dimension d, similar to the work by
Bhattacharya et al. (2014). As many elements of spectral density are close to 0 in a
correlated process, the dimension reduction may further facilitate the estimation and
increase model parsimony.
Lastly, it is interesting to substitute Dirichlet process with other latent class mod-
els. Since the data may be structurally understood in a way more meaningful than
simple clustering. Examples in such cases include the switch of states during patient’s
treatment, where hidden Markov model may be used (Eddy , 1996); or a combination
of several further hidden causes is believed for a disease, where the restricted Boltz-
mann machine (Salakhutdinov et al., 2007) might be utilized. Similar to the other
methods we developed, the ultimate choice of model depends on the structure of
data.
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APPENDIX A
A.1 Bayesian Ensemble Trees
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Figure A.1: Variable importance calculated by Random Forests with 50 trees, using
cystic fibrosis data.
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Figure A.2: Cluster 1 found by the BET model applied on the cystic fibrosis data
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Figure A.3: Cluster 2 found by the BET model applied on the cystic fibrosis data
94
A.2 Functional Gaussian Process
A.2.1 Spectral densities for three spatial-temporal models
After the Fourier transform, the spectral densities for the three models can be
found:
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where gM(NS) does not have closed form for the last integration over t, but can be
evaluated via fast Fourier transform rapidly.
A.2.2 Components in M(A) and M(S) and Parameter Estimates in M(NS)
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(b) Correponding weights in model M(A) in
1995
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(c) Three components in model M(S) in 1995
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Figure A.4: The 3 stationary components estimated by the GFGP inM(A) andM(S).
Due to the limited flexibility in M(A), its weight process cannot fit the data as well
as the other two models.
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Component 1 Component 2 Component 3 Component 4
ρx for µzl 12.17 (0.13) 4.11 (0.07) 8.26 (0.09) 8.47 (0.13)
ρy for µzl 10.89 (0.08) 4.87 (0.07) 8.50 (0.08) 9.39 (0.19)
ρt for µzl 16.43 (0.58) 45.61 (2.33) 29.04 (1.48) 23.07 (1.85)
c1 for µzl 6347 (451) 61.72 (2.01) 2400 (145) 1738 (204)
c2 for µzl 4615 (239) 73.38 (1.21) 2396 (146) 2083 (94)
φ for µzl 6.71 (0.39) 3.30 (0.07) 10.89 (0.71) 11.63 (0.56)
ρx for µνl 4.19 (0.08) 37.29 ( 0.77) 1.32 (0.02) 4.44 (0.09)
ρy for µνl 4.68 (0.07) 34.05 (0.54) 1.35 (0.01) 3.82 (0.05)
ρt for µνl 1.4× 105 (3.1× 104) 22.87 (1.34) 3.0× 106 (2.2× 105) 2.2× 106 (6.0× 105)
c1 for µνl 1.6× 105 (1.0× 104) 2.1× 104 (2.3× 103) 4.5× 104 (1.1× 103) 8.0× 104 (3.6× 103)
c2 for µνl 9.0× 104 (1.3× 104) 2.4× 104 (1.9× 103) 4.6× 104 (1.7× 103) 3.7× 104 (9.5× 103)
φ for µνl 2.9 (0.14) 2.81 (0.15) 3.00 (0.13) 3.11 (0.12)
σ2 1.82 (0.05)
Frequency ( %) 178481 (40%) 128379 (29%) 87923 (20%) 43397 (10%)
Table A.1: The parameter estimates in model M(NS).
A.2.3 Posterior Sampling for Generalized Functional Gaussian Process
For effective computation we use latent variables {M,R,Y,U} in posterior sam-
pling. We use M(s) = l to denote the event that Zs = Zl(s). Equivalently, M can
be expressed as a series of stick-breaking event R. We assume Yl ∼ N(µνl, I) and
U(s) ∼ Unif(0, ωM(s)). We iteratively sample from the posterior distributions:
1. Draw M(s)|U,Z(s),µzl(s) from l ∈ {1, 2, ...} according to
Pr(M(s) = l) ∝ 1ωl>U(s)Pr(Z(s)|µzl(s), σ2l ), for s = 1, 2, ..., N .
2. Transform M(s) to Rl(s) and sample missing Rl(s) ∼ Bern(Φ(µνl(s))) for
l = 1, 2, ... and s = 1, 2, ..., N .
3. Sample Yl(s)|Rl(s),µνl(s) from N(µl, 1)(1Yl(s)≥0,Rl(s)=1 + 1Yl(s)<0,Rl(s)=0).
4. Update θνl, sample µνl|Yl as in (4.9), for l = 1, 2, ... and update ν l = Φ(µνl)
5. Compute ωl = ν l
∏
k<l(1− νk) and sample U(s) ∼ Unif(0, ωM(s)(s))
6. Update θzl, sample µzl|Zlo,Zlm and Zlm as in (4.9), for l = 1, 2, ...,
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A.2.4 Simulation Studies
We conducted simulations to demonstrate the computational efficiency of the func-
tional Gaussian process and test for its identifiability in one- and two-dimensional
data, as well as small data problems. Results are shown in Table A.2.
Covariance function used ρx ρy φ σ
2
φexp(−s2/2ρ2x) 25.0 (1.3) / 25 134.6 (42.5)/150 10.7 (0.5)/10
φ(1 +
√
3|s|/ρx)exp(−
√
3|s|/ρx) 10.9 (0.9) /10 103.9 (16.6)/100 10.5 (0.5)/10
φexp(−(s2x + s2y)/2ρxy) 7.6 (0.4) / 8 50.5 (18.5)/ 50 2.07 (0.1)/2
φexp(−s2x/2ρ2x−s2y/2ρ2y) 11.5 (0.8) / 10 4.9 (0.3) /5 125.5 (44.3)/150 10.6 (0.5)/10
φexp(−s2/2ρ2x) (N=20) 4.48 (0.85) / 5 55.3 (30)/70 0.9 (0.3)/1
Table A.2: The posterior estimates for each simulation. Results are listed as posterior
mean (standard deviation) / true value.
We first start with simulations in one dimension. We generated 1,000 multivariate
normal samples using the true covariation of size 1, 000×1, 000, generated by squared
exponential and Mate´rn functions. Then we switch to the functional Gaussian process
model by using its spectral density to parameterize the eigenvalues. We ran each setup
for 20,000 steps. Thanks to the high efficiency, each run only took approximately 40
seconds. We tested the squared exponential and the Mate´rn function with ν = 1.5.
As shown in the first two rows of Table A.2, the parameters are correctly identified.
We next move to two dimensions by generating 900 normal samples on a 30× 30
lattice. We used two types of squared exponential covariance functions which are
isotropic and anisotropic, respectively. The latter assumes one range parameter in
each dimension and provides better flexibility. The model satisfactorily identifies
parameters in both cases. Although conducted in a higher dimension, each run took
about 35 seconds since we have slightly less points than the previous setting.
Lastly, we test the model on a small dataset. Although datasets of size small N
can be easily treated using traditional methods involving direct matrix inversion, it is
still interesting to see how the functional Gaussian process works for a relatively small
dataset. Obviously, the Riemann approximation relies on large N for good accuracy,
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and a previous study (Fuentes and Smith, 2001) suggests the minimum requirement
of N > 100 for a good approximation. In a Bayesian framework, we can further
reduce this number by setting up a large number of points, in which only N points
are actually observed and the rest are missing. As shown in the last row of Table A.2,
we found that, if the noise variance σ2 is reasonably small, the range estimation can
still be quite accurate even with an observed N as low as 20 (using 180 points as
missing). We found that sample sizes lower than 20 are too sensitive to the choice of
the hyperparameter prior and hence not recommended.
A.2.5 Parameter estimates for three spatial-temporal models
Component 1 Component 2 Component 3
ρx for µzl 1.46 (0.04) 2.79 (0.10) 3.13 (0.69)
ρy for µzl 1.47 (0.03) 3.08 (0.09) 3.11 (0.41)
ρt for µzl 0.02 (0.07) 0.29 (0.55) 0.10 (0.21)
φ1 for µzl 48.13 (0.70) 62.08 (2.22) 52.86 (1.32)
φ2 for µzl 0.02 (0.00) 8.16 (1.25) 0.03 (0.00)
ρx for µνl 11.90 (0.19) 31.13 ( 0.31) 9.96 (0.24)
ρy for µνl 15.99 (0.18) 12.59 (0.28) 2.43 (0.07)
ρt for µνl 1.99 (0.01) 0.87 (0.20) 2.11 (0.10)
φ1 for µzl 3.00 (0.10) 2.99 (0.01) 2.58 (0.23)
φ2 for µzl 0.10 (0.01) 0.01 (0.00) 0.01 (0.00)
σ2 2.16 (0.29)
Frequency ( %) 334550 (76%) 59573 (14%) 32336 (7%)
Table A.3: The parameter estimates in model M(A) with its posterior mean and stan-
dard deviation: the parameters in each pair of µzl (component mean) and µνl (component
weight’s transform) are shown; the last row is the frequency and percentage for the 3 sta-
tionary components at the posterior mode.
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Component 1 Component 2 Component 3
ρx for µzl 13.37 (0.12) 8.29 (0.08) 3.85 (0.02)
ρy for µzl 12.60 (0.11) 10.21 (0.08) 4.85 (0.04)
ρt for µzl 163.12 (12.47) 391.71 (30.42) 169.42 (7.61)
φ for µzl 8.26 (0.65) 16.58 (1.37) 7.24 (0.30)
ρx for µνl 3.03 (0.02) 47.86 (2.70) 1.32 (0.01)
ρy for µνl 2.84 (0.02) 137.58 (17.23) 1.42 (0.01)
ρt for µνl 2148.49 (99.67) 46.93 (18.08) 3440.52 (152.52)
φ for µνl 0.42 (0.02) 2.01 (0.61) 0.33 (0.01)
σ2 2.27 (0.08)
Frequency ( %) 229023 (52%) 104517 (24%) 94591 (22%)
Table A.4: The parameter estimates in model M(S).
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