Laboratory measurements were made on the concentration and temperature fields of cryogenic hydrogen jets. Images of spontaneous Raman scattering from a pulsed planar laser sheet were used to measure the concentration and temperature fields from varied releases. Jets with up to 5 bar pressure, with near-liquid temperatures at the release point, were characterized in this work. This data is relevant for characterizing unintended leaks from piping connected to cryogenic hydrogen storage tanks, such as might be encountered at a hydrogen fuel cell vehicle fueling station. The average centerline mass fraction was observed to decay at a rate similar to room temperature hydrogen jets, while the half-width of the Gaussian profiles of mass fraction were observed to spread more slowly than for room temperature hydrogen. This suggests that the mixing and models for cryogenic hydrogen may be different than for room temperature hydrogen. Results from this work were also compared to a one-dimensional (streamwise) model. Good agreement was seen in terms of temperature and mass fraction. In subsequent work, a validated version of this model will be exercised to quantitatively assess the risk at hydrogen fueling stations with cryogenic hydrogen on-site.
INTRODUCTION
Hydrogen is increasingly being used in the public sector as a fuel for vehicles, with ambitious targets for growth. In California, the network of 26 hydrogen fueling stations open in June, 2016, is projected to expand to 50 by the end of 2017 [1] . Aggressive construction of fueling stations is needed to support the growing number of fuel cell electric vehicles, with over 10,000 vehicles expected in 2018, and over 40,000 vehicles expected in 2022 [1] . Urban centers, including San Francisco, Los Anglels, and San Diego (in California, with additional urban centers on the east coast such as Boston and New York) will need to have large fueling stations, able to dispense fuel to many vehicles daily. In order to have sufficient hydrogen on-site (300-600 kg/day), and a sustainable method of hydrogen delivery, hydrogen at many stations will likely be delivered and stored as a liquid.
The fire codes that govern hydrogen use, such as NFPA 2: Hydrogen Technologies Code [2] , have challenging separation distance requirements for liquid hydrogen. The density of liquid hydrogen at 1-5 bar (a typical storage tank operating pressure) is approximately 70 kg/l, so in order to have 1000 kg hydrogen on a site a station would need to have a tank of approximately 15,000 l. A tank of this size (13, ,781 l), as specified in NFPA 2 [2] , requires 15 m of separation from lot lines, ignition sources, sprinklered buildings of combustible construction, and overhead utilities, and 23 m of separation from building openings, places of public assembly, unsprinklered buildings of combustible construction, and other combustible liquids or gases (e.g., gasoline tanks). While fire barrier walls can be used to reduce separation distances to lot lines, buildings, and other combustible liquids or gases, there are no mitigations for reducing the 23 m separation distance to building openings/air intakes or places of public assembly, or the 15 m separation distance from ignition sources or overhead utilities. The 23 m separation distance can be especially challenging to meet in urban centers, where the high vehicle throughput necessitates large quantities of hydrogen storage.
As discussed in Annexes E and I of NFPA 2 [2] , the separation distances for gaseous hydrogen are based on a risk-informed process, much of which is described by LaChance [3] and LaChance et al. [4] . This risk-informed process relies on data of leak frequency and size coupled to behavior models of hydrogen flames that result in heat radiation causing harm or fatalities to personnel at the site. In order to perform these analyses for liquid hydrogen systems such that the separation distances can be modified (hopefully reduced) based on scientific analyses, validated behavior models for cryogenic hydrogen are needed, analogous to the models used in the riskbased process for gaseous hydrogen. As described in Panda and Hecht [5] , we began this work by studying at the ignition and flame characteristics of cryogenic hydrogen releases.
In this work, we focus on the unignited concentration fields of cryogenic hydrogen releases. In NFPA 2 [2] , some of the separation distances are based on the 8% concentration boundary of ungnited releases, and therefore we need models to be able to predict this boundary for a range of release scenarios. Xiao et al. [6] describe experiments at an FZK facility where the centerline concentration decay of hydrogen from a 298 and 80 K reservoir flowing through 1-2 mm diameter nozzles was measured. The authors were able to show good agreement with an integral model. Freidrich et al. [7] describe experiments at the Karlsruhe Institute of Technology where the concentration was measured at some discrete points along the centerline of hydrogen releases for 34-65 K hydrogen at up to 30 bar. They found that the concentration decayed slower than for the warmer (290 and 80 K releases). Other than these two experiments, there is a dearth of data suitable for hydrogen concentration modeling validation.
Winters and Houf [8, 9] developed a model for simulating liquid hydrogen releases. While this model compared favorably to the Xiao et al. data [6] , it has not been investigated for its suitability for releases of hydrogen at temperatures below 80 K. Further, only the centerline concentration predictions were compared to experiments, and the rate of hydrogen dispersion radially has not been studied. In this work, we have investigated the dispersion of hydrogen with a reservoir temperature of 50-64 K. We have measured the 2-dimensional concentration fields and compared this to the Winters and Houf model.
EXPERIMENTAL DESCRIPTION
The cryogenic hydrogen release platform, as described by Panda and Hecht [5] was used to generate releases of ultra-cold hydrogen in the laboratory. Briefly, gaseous hydrogen was cooled in a vacuum jacketed heat exchanger, first by liquid nitrogen, then by cold gaseous helium, and finally by liquid helium. This ultra-cold hydrogen, which was liquefied at the exit of the heat exchanger in some cases, flowed into the lab through a single vacuum jacketed line. A pressure transducer just before the interchangeable orifices (of 1.0 and 1.25-mm diameter) was used in a feedback loop to control the pressure of the release. A set of silicone diode temperature sensors just before the orifice were used to characterize the temperature of the hydrogen. A co-flow of air through a 19 cm diameter honeycomb at 0.3 m/s surrounded the cold hydrogen, to minimize the effect of any spurious room currents. A square 80 × 80 cm square hood located approximately 70 cm above the laser sheet exhausted the gases. Typical exhaust volumes were 100 l/min, giving a face velocity of around 2-2.5 m/s.
A sketch of the diagnostic setup is shown in Fig. 1 . Two cameras on a single side of the cryogenic releases capture light scattered from a frequency doubled Nd:YAG laser (532-nm, 9-ns pulse 700-mJ/pulse) that was focused into an approximately 18-mm high sheet using a spherical plano-convex (f = 1000-mm) and a cylindrical plano-concave (f = −200-mm) lens pair. The cameras were set up to capture Raman scattered light from nitrogen and hydrogen. The nitrogen camera was a PIMAX ICCD operated with a gain of 255 and cropped to approximately 1/3 of the height. The hydrogen camera was an unintensified PIXIS 400B operated with 4×4 on-chip binning. The intensified (nitrogen) camera had its lenses slightly offset using the Scheimpflug principle, so that the entire image plane was in focus. Both cameras were outfitted with a Nikon 50-mm lens, each with a Nikon 3T close up lens and an OD 6, 532-nm, 17-nm FWHM Spontaneous Raman shifted scattering is proportional to the concentration of each gas and the intensity of the incident laser light. The proportionality constant is a function of the crosssection of the gas molecules as well as the collection efficiency and response of the camera and optics system. To linearize the response of the lens and camera systems (such that the signals would be proportional to the amount of Raman light), calibrations were first performed on each lens and camera system [10] . With the same optics in place, a pure flow of either hydrogen or nitrogen was generated, and Raman signals were collected. The signals were corrected for the laser sheet intensity by dividing by the average laser power in the horizontal direction. Then at each (binned, for the unintensified camera) pixel location, a functional fit was found to relate the counts to the intensity of light. Rather than using higher order polynomial to fit the response, as described by Williams and Shaddix [10] , a single proportionality constant was found for the camera systems in this case, due to the facts that we were not using much of the dynamic range of the cameras for the small Raman signals, and the unintensified camera would be expected to be nominally linear. This calibration method corrected for the unequal response for each (possibly binned) camera pixel, and vignetting that was observed towards the edges of each image.
We assume in this analysis that the releases are at atmospheric pressure (since we are not attempting to measure within the expansion zone of these releases), and that the ideal gas law can be used to relate the concentration of the gases to the mole fraction and temperature. We also assume that the temperature dependent cross-section changes are negligible, which should be valid for the low-temperature flows in this work. Mathematically, the intensity of Raman light can therefore be represented by the equations
where k H 2 or k N 2 is a proportionality constant for each camera and lens system that includes the cross-section of the gas molecule, the collection efficiency and response of the camera system. We also stipulate that the mole fractions of hydrogen and air must sum to one, or x H 2 +1.28x N2 = 1, where the factor 1.28 comes from the fact that air is 78% nitrogen. Calibrations were performed to determine the proportionality constant for each camera to the gas of interest (H 2 or N 2 ). An Table 1 . Experimental conditions in this work. area of pure hydrogen was generated in the lab using a laminar coflow box and Raman signals were collected by both cameras. The area of hydrogen was surrounded by a coflow of pure nitrogen, enabling signal differentiation between air and nitrogen. Because the signals were corrected to scale the intensity of pure air a value of 1, the calibration constant for nitrogen was found to be k N 2 = 1.28 · 295 K. The calibration constant for hydrogen was found to be k H 2 = 2.05 · 293 K. A target was imaged by both cameras and the known geometry of the target image was used to align both camera images and scale them to true spatial dimensions. There were approximately 1.7 (4 × 4 binned) pixels per mm for the unintensified (hydrogen) camera, and approximately 4.6 pixels per mm for the intensified (nitrogen) camera.
The signal detected by each camera is composed of electronic background (the cameras are biased so that zero light still has small number of counts), background room light, background scattered light (either scattered secondarily off of condensed moisture in the flow or outside the wavelength of interest), and the desired signal (directly scattered Raman light). A set of background images were taken for all data sets (without significant difference between an image set taken with a lens cap on or without the laser on, i.e. the background room light was negligible) that was used to normalize for the electronic background and background room light. In image regions just above and below the laser sheet, the background scattered light was averaged in the vertical direction, and subtracted to correct for the background scattered light. Images were then corrected for the flat-field intensity. Images from the intensified camera (N 2 ) were then aligned and scaled to the unintensified camera pixel dimensions. The laser sheets are neither completely uniform in the vertical direction nor of the same intensity from shot-toshot, so in an air region (44 mm wide), the corrected, flat nitrogen images were averaged in the horizontal direction, and both the air and hydrogen (background corrected) images were divided by the vertical array to normalize for the individual shot laser intensity and non-uniformity in the y-direction. These corrected images images are the signal I/I 0 in eqs. 1 and 2. Corrected signals could then be converted to mole fractions and temperatures at each pixel.
RESULTS AND DISCUSSION
Image sets were taken at 2-6 heights from the nozzle, for hydrogen between 48 and 63 K and 2-5 bar abs just before the nozzle, as shown in Table 1 . Some example image sets are shown in Fig. 2 . The left and right frames of these image sets are the median profiles for 400 individual laser pulses at each of 5-6 heights from the nozzle. The nozzle was moved in 10 mm increments and the images at each height were stitched together to give the overall image. In the median images, this stitching is fairly smooth, being the least smooth towards the tops of the images. This is likely due to the fact that the air region for which the laser sheet intensity correction was calculated was presumed to be the far right 44 mm of the images, and there may have been some hydrogen in this region further from the nozzle. The amount of humid air entrained, and hence, background scattered light, is also higher further from the nozzle, causing more noise on these images. On average, both the three and 5 bar jets have warmed around 50 K and In the middle images of Fig. 2 , one frame at each height is stitched together to form a complete image for mole fraction hydrogen, nitrogen, and temperature. In these images, there is significantly more noise than the median images on the left and right. However, these individual images show that these jets are in fact turbulent, with eddies of varying mole fraction and temperature. Comparing the individual mole fractions and temperatures in the middle images to the median mole fractions and temperatures on the left (for the same release conditions), we see that there are regions of the flow with mole fractions of hydrogen that are higher (and also lower) than the median mole fraction, and temperatures that are lower than the median temperature at a given location, due to the turbulence. Figure 3 shows the variation in nozzle pressure and temperature (left frames) as the set of 400 images were being taken for each of 4-6 nozzle heights. The pressure, which was being controlled, shows very little variation and is steady at 2, 3, 4, and 5 bar abs . These markers from pressure are similar to the markers for temperature, which are boxplots showing the 5 th , 25 th , 50 th , 75 th and 95 th percentage of the data. The temperature on the other hand, does have some variation, especially for the 5 bar abs release. For the 5 bar abs release, there is variation not only for each image set, but also at the different heights of the camera; the temperature varied by around 2 degrees when the camera was approximately 40 mm from the nozzle, and also on average by 4 degrees going from 40 mm to 80 mm. The density of 48 K hydrogen is nearly 10% higher than 52 K hydrogen, and the choked flow velocity is around 5% lower; errors which are slightly offsetting in terms of mass flow rate. This unsteadiness in the flows adds errors to the data, in addition to the errors associated with the noise on the cameras and the data processing techniques.
The right frames of Fig. 3 show the median centerline hydrogen mole fraction and temperature as a function of the distance from the 1 mm nozzle. The maximum hydrogen mole fraction and minimum temperature was observed to move laterally for some image sets, likely due to ice buildup near the nozzle. Rather than extracting the value of the mole fraction and temperature at the horizontal location 0 (see Fig. 2 ), the centerline temperature and hydrogen mole fraction in Fig. 3 are the maximum average mole fraction or minimum average temperature at each Figure 3 . Nozzle pressure and temperature during data collection (left frames), and median centerline mole fraction and temperature (right frames) as a function of the distance from the nozzle, for the 1 mm orifice. In the left hand frames, the dashed line connects the median values while capturing images at each camera height, the boxes are the 25 th and 75 th quartiles, and the whiskers extend to the 5 th and 95 th percentage of the data. In the right-hand frames, the median centerline mole fraction or temperature are shown by the solid lines, while the shading proceeds out to dashed lines that capture the 25 th and 75 th quartiles of the data height. This minimized the variation in the data where the different image sets were stitched together. Even with this definition of the centerline temperature or mole fraction, there are still some discontinuities observed in the data at some heights where the image sets are stitched together. The 4 bar release at approximately 50 mm from the nozzle, and 5 bar release around 85 mm from the nozzle are especially obvious for centerline mole fraction, and for nearly all of the stitched together imaging heights in terms of temperature. The trends in the centerline data are as expected, with decreasing mole fraction and increasing temperatures. The 2, 3, and 4 bar releases have very similar centerline mole fractions and temperatures, while the 5 bar release has the lowest temperature and highest centerline mole fraction. The shaded regions show the 25 th and 75 th quartiles of the mole fraction and temperature data. Some of these variations are due to noise on the data, but the majority of this spread is due to turbulent fluctuations in the flow (recall that the individual images look like the central images in Fig. 2 ).
The variation in nozzle pressure and temperature, and centerline mole fraction and temperature decay for the experiments with the 1.25 mm diameter nozzle are shown in Fig. 4 . Similar to the data for the 1 mm orifice, the nozzle pressure during experiments was quite steady while there was up to 3 K variation in nozzle temperature. The mole fractions once again decay as the centerline temperature warms, moving away from the nozzle. There is a clearer trend of increasing centerline mole fraction and decreasing centerline temperature as the nozzle pressure (and hydrogen mass flow) increases for the 1.25 mm data than the 1 mm data. It is also easier to see in this case, that the variation in temperature and mole fraction (the width of the 25 th and 75 th quartiles) increases moving downstream in the flow.
Although there is some scatter in the data, the inverse average mass fraction at the release centerline decays linearly when the downstream distance is scaled appropriately, as shown in Figure 4 . Nozzle pressure and temperature during data collection (left frames), and median centerline mole fraction and temperature (right frames) as a function of the distance from the nozzle, for the 1.25 mm orifice. In the left hand frames, the dashed line connects the median values while capturing images at each camera height, the boxes are the 25 th and 75 th quartiles, and the whiskers extend to the 5 th and 95 th percentage of the data. In the right-hand frames, the median centerline mole fraction or temperature are shown by the solid lines, while the shading proceeds out to dashed lines that capture the 25 th and 75 th quartiles of the data the left frame of Fig. 5 . The scaling factor is the effective diameter, d ρ 0 /ρ a where d is the nozzle diamter, ρ 0 is the nozzle stagnation density, and ρ a is the room temperature and pressure air. This has been observed for a range of jet releases, as discussed by other researchers [11] [12] [13] . The decay rate has been measure to be as low as 0.21, or as high as 0.271. Our proportionality constant of 0.263 is within this range, implying that the centerline mass fraction is decaying at a similar rate to a room-temperature release. This is counter to an observation by Friedrich et al. [7] , who found the inverse centerline mole-fraction decay rate to be slower than for room temperature releases, although there was significant scatter in their sparse concentration measurements.
In the right frame of Fig. 5 , the jet half-width (r 1/2 ) is plotted as a function of the distance normalized by the nozzle radius. The half-width was found by fitting a Gaussian curve to each z pixel (each mm of height). The data collapses fairly well against this normalized downstream distance. As shown on the plot, the slope of the best-fit line for all of the data is 0.065 mm. For room temperature jets, this half-width decay rate has been found to be quite a bit faster-around 0.1 -0.11 [11] [12] [13] .
In order for the centerline mass fraction decay rate to be similar to, and the half-width decay rate to be less than their room temperature counterparts, and mass to be conserved in these flows, the velocity must also be different than for room temperature jets. These observations would suggest that the velocity decay along the centerline will be slower for cryogenic hydrogen than for warmer hydrogen. This will likely impact two empirical parameter in the model for these flows. First, the parameter that describes the ratio of the spreading of the velocity to the spreading of the concentration. The second is the empirically derived air entrainment rate-this may be a function of temperature, differentiating them from room temperature jets. Figure 6 . Radial mass fractions at selected distances, normalized by the centerline mass fraction. Three fits are shown on the graph. The red line is the fit for each condition (at all heights, not just the selected), the dashed thick black line is the fit for all 9 release conditions, and the thin black line is the literature fit [11, 14] . it is slightly narrower than the data, but overall does a fairly good job of predicting the radial mass fraction profile. The third line on the plot is the expected distribution from literature (for room temperature jets) of Y /Y cl = exp(−59η 2 ), shown by the thin black line [11, 14] . In most cases, this literature fit is narrower than the fit to the data of each frame.
The Raman scattering technique used in this study also allowed the measurement of temperature. Similar to Fig. 5 , the normalized inverse average centerline temperature and half-width are plotted as a function of the normalized distance from the nozzle in Fig. 7 . In this case, we are not aware of any literature data to which these decay rates can be compared. While comparing the inverse centerline average temperature decay rate to the inverse average mass fraction decay rate makes little sense because the normalization of the temperature is so much different from the inverse mass fraction, the half-width decay rates can be compared. In this case, the temperature half-width decays at a slightly lower rate of 0.062, than the mass fraction half-width decay rate of 0.065. One-dimensional modeling of jets (see e.g. [8, 9] ) typically involves specifying the ratio of the half-width for different parameters (velocity, mole fraction, etc.) and this data will be used to better fit these models for cryogenic hydrogen jets.
Similar to the data of Fig. 6 , the normalized mass fraction profiles are shown in Fig. 8 . Three fits are also shown on these graphs. The red line is once again the Gaussian fit for the release conditions of each frame, and the thick dashed black line is the fit to the data for all 9 release conditions. The thin black line is once again the literature fit to the normalized mass fraction profile (since there was no equivalent literature data for temperature). The normalized temperature profiles are slightly wider than the mass fraction profiles. The coefficient in the Gaussian fits for normalized temperature range from 21-49, with a fit to all of the data of Θ = exp(−42η 2 ). The atmospheric temperature, T ∞ was a parameter for the Gaussian fit, and the best-fit value ranges from 292-300 K. This is near the average lab temperature of 295 K, with the scatter due to challenges with data analysis and the amount of noise on the temperature profiles (see Fig. 2 ).
Finally, the data was compared to the ColdPlume model developed by Winters and Houf [8, 9] in Fig. 9 . In some of these frames, the measured mole fraction and temperature fields at certain imaging heights were laterally offset significantly from the other imaging planes, likely due to ice at the nozzle. It should be noted that shifts out of the imaging plane are also likely in this setup, which will add error to the measurements. To correct for the lateral offset (no correction is possible for the out of plane offset), the maximum median mole fraction was determined, and the hydrogen, nitrogen, and temperature images were each shifted for each slice in the z-direction. Large shifts to the right of the images at some heights are especially evident for the 3 bar, 56 K, 1 mm release, where the experimental contours are jagged on the left hand side of the images. In most cases, the experimental contours for mole fraction are penetrating slightly further downstream than those predicted by the model. The widths of the mole fraction profiles are fairly well predicted by the model, and overall, the model is similar to the data. Figure 8 . Radial temperatures at selected distances, normalized by the temperature excursion from the atmosphere. Three fits are shown on the graph. The red line is the fit for each condition (at all heights, not just the selected), the dashed thick black line is the fit for all 9 release conditions, and the thin black line is the literature fit for mass fraction [11, 14] .
Cold temperatures, in Fig. 9b , do not seem to penetrate as far as predicted by the model, while the experimental temperature widths are similar to the model predictions. It is obvious in these contour plots that there is significant noise in the temperature data, and this additional noise should be taken into account during model validation.
CONCLUSIONS AND FUTURE WORK
Raman imaging was used to characterize unignited cryogenic hydrogen jets issuing through 1 and 1.25 mm diameter circular nozzles. Image sets were taken for nozzle pressures ranging from 2-5 bar abs and nozzle temperatures ranging from 50-61 K. The concentration and temperature fields of these releases were measured, with individual images showing turbulent jets with eddies, and average profiles of 400 individual images. The average centerline mass fraction was observed to decay at a similar rate to room temperature releases of hydrogen, or other gases. The average half-width of the mass fraction jet, on the other hand, decayed more slowly than literature values of warmer jets. In order for mass to be conserved in models of these flows, empirical parameters such as the relative velocity and concentration profile spreading rates, and the entrainment rate will likely need to be modified from the values for warmer hydrogen. Radial profiles of the normalized hydrogen mass fraction and temperature show that these distributions are Gaussian and self-similar as a function of the radius normalized by the downstream distance. The normalized temperature is slightly wider than the normalized mass-fraction. Decay rates for the temperature magnitude and half-width were also measured in this work. Finally, the measured profiles were compared to a model. Both the measured temperature and mass fraction fields agreed with those predicted by the model, although improvements may be possible with empirical parameter adjustment.
We plan to use this data to modify the model and ensure accuracy for cryogenic hydrogen jets. We plan to evaluate the errors and error propagation in our data analysis before making any modifications to the model. We also plan on taking data at lower temperatures, although air-icing around the nozzle does become troublesome, changing the trajectory of the release, at temperatures below 50 K. Icing at the nozzle can shift the release laterally, making stitching the images at different heights challenging and can shift the trajectory out of plane, such that we may not be measuring the jet across the centerline, causing challenges in data interpretation. Finally, we plan on attempting to measure velocity fields of these cryogenic jets using particle imaging velocimetry, potentially using the entrained moisture as the particle imaging medium.
