The aim of this study was to demonstrate how dosimetry with an amorphous silicon electronic portal imaging device ͑a-Si EPID͒ replaced film and ionization chamber measurements for routine pre-treatment dosimetry in our clinic. Furthermore, we described how EPID dosimetry was used to solve a clinical problem. IMRT prostate plans were delivered to a homogeneous slab phantom. EPID transit images were acquired for each segment. A previously developed in-house backprojection algorithm was used to reconstruct the dose distribution in the phantom mid-plane ͑inter-secting the isocenter͒. Segment dose images were summed to obtain an EPID mid-plane dose image for each field. Fields were compared using profiles and in two dimensions with the ␥ evaluation ͑criteria: 3 % / 3 mm͒. To quantify results, the average ␥ ͑␥ avg ͒, maximum ␥ ͑␥ max ͒, and the percentage of points with ␥ Ͻ 1͑P ␥Ͻ1 ͒ were calculated within the 20% isodose line of each field. For 10 patient plans, all fields were measured with EPID and film at gantry set to 0°. The film was located in the phantom coronal mid-plane ͑10 cm depth͒, and compared with the back-projected EPID mid-plane absolute dose. EPID and film measurements agreed well for all 50 fields, with ͗␥ avg ͘ = 0.16, ͗␥ max ͘ = 1.00, and ͗P ␥Ͻ1 ͘ = 100%. Based on these results, film measurements were discontinued for verification of prostate IMRT plans. For 20 patient plans, the dose distribution was re-calculated with the phantom CT scan and delivered to the phantom with the original gantry angles. The planned isocenter dose ͑plan iso ͒ was verified with the EPID ͑EPID iso ͒ and an ionization chamber ͑IC iso ͒. The average ratio, ͗EPID iso /IC iso ͘, was 1.00 ͑0.01 SD͒. Both measurements were systematically lower than planned, with ͗EPID iso / plan iso ͘ and ͗IC iso / plan iso ͘ = 0.99 ͑0.01 SD͒. EPID mid-plane dose images for each field were also compared with the corresponding plane derived from the three dimensional ͑3D͒ dose grid calculated with the phantom CT scan. Comparisons of 100 fields yielded ͗␥ avg ͘ = 0.39, ␥ max = 2.52, and ͗P ␥Ͻ1 ͘ = 98.7%. Seven plans revealed under-dosage in individual fields ranging from 5% to 16%, occurring at small regions of overlapping segments or along the junction of abutting segments ͑tongue-and-groove side͒. Test fields were designed to simulate errors and gave similar results. The agreement was improved after adjusting an incorrectly set tongue-and-groove width parameter in the treatment planning system ͑TPS͒, reducing ͗␥ max ͘ from 2.19 to 0.80 for the test field. Mid-plane dose distributions determined with the EPID were consistent with film measurements in a slab phantom for all IMRT fields. Isocenter doses of the total plan measured with an EPID and an ionization chamber also agreed. The EPID can therefore replace these dosimetry devices for field-by-field and isocenter IMRT pre-treatment verification. Systematic errors were detected using EPID dosimetry, resulting in the adjustment of a TPS parameter and alteration of two clinical patient plans. One set of EPID measurements ͑i.e., one open and transit image acquired for each segment of the plan͒ is sufficient to check each IMRT plan field-by-field and at the isocenter, making it a useful, efficient, and accurate dosimetric tool.
I. INTRODUCTION
The introduction of advanced irradiation techniques into a radiotherapy clinic requires extensive dose verification measures that go beyond current routine clinical practice. Amorphous silicon electronic portal imaging devices ͑a-Si EPIDs͒ were originally designed for patient set-up verification, however, their use has been extended to dose verification over the past few years, since portal images also contain dosimetric information.
Several studies of dose-response characteristics have shown that a-Si EPIDs are suitable for dose verification. [1] [2] [3] [4] [5] [6] These studies have shown that the pixel signal is approximately linear with dose and can be converted to absolute dose by measuring the response over a wide range of parameters. In addition, the response of the a-Si EPID is stable within ±0.5% ͑1 SD͒ over long periods, up to at least 2 years, provided there are no electronic failures. 7 Verification of intensity-modulated radiotherapy ͑IMRT͒ dose distributions requires dosimetry tools in at least two dimensions ͑in the absence of readily available 3D dosimetry͒, and has traditionally relied on the use of radiographic film. [8] [9] [10] [11] [12] [13] [14] The advantages of using an EPID over film for IMRT dose verification are well known. EPID measurements are simple to perform with minimum set-up requirements, they can be repeated easily and digital data is obtained immediately, unlike films, which require additional time for developing and digitizing. Once an EPID is calibrated for a certain linac and energy, EPID images can be immediately converted to absolute dose images, whereas each film batch requires a new calibration, involving additional measurements. 15 Also, recording, storage, and archiving of QA measurements becomes more efficient when images are acquired digitally. As more medical departments strive to digitize medical data, 16 film and associated equipment are becoming more scarce and alternative devices will be required for radiotherapy dosimetry. Alternative 2D detector dosimetry devices have also been proposed based on ionization chamber or diode arrays. [17] [18] [19] While good agreement has been reported at specific points or along profiles, they have limited resolution ͑0.7 to 1.4 cm grid spacing͒ and require additional set-up time. The EPID has the advantage of higher resolution and is already fixed to the linac without the need for additional hardware. As many radiotherapy departments have invested in portal imagers for set-up verification in recent years ͑and will continue to do so in the coming years͒, it is attractive if the same device can be used for accurate, absolute dose verification as well.
There are a number of ways to use EPIDs to verify a plan prior to treatment. Some studies have used the detector placed inside a phantom. 1, 20 Other studies converted EPID images to dose images at the detector plane, in some cases behind a phantom to measure the transmission image. 2, 4, [21] [22] [23] [24] [25] [26] Alternatively, EPID images were used to reconstruct the dose in a plane within the patient or phantom. 5, [27] [28] [29] [30] [31] [32] Of these studies, some have explored the possibility of using an a-Si EPID for verification of IMRT fields. 4, 5, 24, 29, 31, 32 The back-projection method ͑as described in previous studies 28, 32 ͒ forms the basis of the EPID dosimetry program in our department. Dose distributions measured at the level of the EPID are reconstructed in a plane intersecting the isocenter, i.e., perpendicular to the beam axis and parallel with the EPID detector plane. The phantom is positioned isocentrically so this plane intersects the middle of the phantom for all gantry angles. The reason for choosing this method is that the reconstructed dose distribution is in the patient treatment dose range, allowing direct comparison with either the corresponding planned dose distribution or that measured with other dosimetry devices. The quality assurance ͑QA͒ system, therefore, is completely independent of the treatment planning system ͑TPS͒. Additional motivation for back-projecting to a plane is that it allows for verification of the dose in vivo, i.e., determining the dose inside the patient during treatment, and in three dimensions by back-projecting the dose to multiple planes. In vivo and/or 3D dose verification are not possible by directly comparing dose measurements at the level of the EPID.
The algorithm was first developed for the liquid-filled ionization chamber EPID and applied to mid-plane verification of dose to a phantom in two 28 and three dimensions, 30 and to patient plans post-treatment. 33 More recently, it has been improved and adapted for use with the a-Si EPID. Wendling et al. demonstrated that this method can be used to verify IMRT plans pre-treatment. 32 This was a proof of principle study and showed very good agreement for test fields between EPID and film 2D dose distributions, within 2 % / 2 mm, measured in the mid-plane of a slab phantom.
In February 2005, both a new TPS and linac were commissioned for clinical use, and a new inverse planning technique for prostate cancer treatment was clinically implemented in our department. This increased the clinic's demand for a functional, accurate, and efficient means to verify the dose delivered. Following the results of previous studies proving the efficacy of our method, the aim of this study was to demonstrate how EPID dosimetry replaced film and ionization chamber measurements for routine pretreatment dosimetry in the clinic, and how the EPID was used to solve a clinical problem.
II. METHOD AND MATERIALS

A. Patient plans
IMRT plans were analyzed for the first 20 patients calculated with a newly commissioned TPS in our clinic ͑Pinnacle 7.4f, Philips Medical Systems, Eindhoven, The Netherlands͒. All patients were treated for prostate cancer, planned with a five field step-and-shoot IMRT technique, with 20 to 40 segments per plan. The 5 beam angles were 0°, 40°, 100°, 260°, and 320°. For one plan, a gantry angle of 105°was used instead of 100°, to optimize the PTV dose and better spare the rectum. The dose grid was calculated with a resolution of 0.2ϫ 0.2ϫ 0.2 cm 3 . The dose prescribed to the isocenter was 78 Gy, given in 39 fractions. Treatments were delivered with 18 MV photon beams with an Elekta SLi-20 accelerator ͑Elekta, Crawley, UK͒.
B. EPID dosimetry
All EPID images were acquired with an a-Si flat panel imager ͑iViewGT, Elekta, Crawley, UK͒. It has a 41 ϫ 41 cm 2 detection area ͑1024ϫ 1024 pixels͒, a touch guard, a 1 mm Cu build-up layer, a phosphor screen, and a hydrogenated a-Si: H photodiode array. Images were processed at a lower resolution of 256ϫ 256 pixels. A 2.5 mm Cu plate was added to provide additional build-up material. 6 Image acquisition and processing procedures have been reported in previous publications. 6, 7, 32 EPID transit images were converted to a reconstructed 2D dose distribution via an inhouse back-projection algorithm developed previously. 28, 32 These publications extensively describe the calibration procedure that converts EPID pixel values to absolute dose ͑in Gy͒ at the reconstruction plane for each beam. In summary, the dose distribution is reconstructed in the mid-plane of the attenuating medium ͑i.e., the patient or the phantom; only the phantom is used in this study͒. The mid-plane is defined as the plane intersecting the isocenter, perpendicular to the beam axis, and rotates with the gantry angle. Pixel values are converted to a mid-plane absolute dose image using a sensitivity matrix, scatter cor-rection kernels ͑determined from ionization chamber measurements͒, an inverse square law factor, and the transmission of the phantom. The sensitivity matrix accounts for the relative variation in response between pixels over the entire panel. The scatter correction kernels are designed to account for three types of scatter conditions: the scatter within the EPID, scatter from a phantom ͑homogeneous, slab geometry, 30ϫ 30ϫ 20 cm 3 ͒ to the EPID, and scatter within the phantom. Contour information from the phantom CT scan is also used to correct for attenuation by the phantom between the mid-plane and the exit plane. For IMRT fields, the reconstructed dose image is calculated separately for each segment and then summed to give the reconstructed 2D dose distribution for each field, otherwise referred to as the EPID midplane dose image.
C. Dose comparison methods
Dose distributions were evaluated using software developed in-house. This software enables the user to compare dose values obtained with EPID, film, and the plan. Dose differences can be evaluated for points and profiles, as well as 2D distributions, using difference images and the ␥ evaluation method. 34 For 2D evaluations, ␥ criteria of 3% global dose difference, relative to the maximum field dose, and 3 mm distance to agreement were chosen. These criteria were based on results of test cases performed in pre-clinical studies, which used 2 % / 2 mm, 32 and expanded to 3 % / 3 mm for clinical use. More relaxed criteria were chosen for the clinic at the request of medical physicists and radiation oncologists in our department, and to include uncertainties encountered in the chain of radiotherapy dose verification. These uncertainties include TPS calculation accuracy, reproducibility of measurements, and the resolution of dosimetry devices used for both measurement and calibration of the EPID and TPS.
A region of interest was defined for the evaluation of each field, bounded by the 20% isodose line of the planned dose distribution ͑or in the case of film versus EPID, of the EPID dose image͒. The 20% isodose limit was chosen as it defines the lower edge of the penumbra. Differences in lower dose regions outside the field tend to be very small relative to the maximum dose, which would lower the average ␥ value and may conceal important errors within the field.
A combination of three scalar parameters was introduced to quantify and summarize ␥ results within the region of interest; namely the average ␥ value of the image ͑␥ avg ͒, 35, 36 maximum ␥ ͑␥ max ͒ and percentage of points with ␥ Ͻ 1͑P ␥Ͻ1 ͒. Plans were considered acceptable if, for each field, ␥ avg Ͻ 0.67, ␥ max Ͻ 2.0, and P ␥Ͻ1 Ͼ 95%. These criteria were arrived at following discussions with clinical physicists having experience with 2D evaluations and the gamma index. They wanted to allow individual fields to have average errors of the order of 2 % / 2 mm, maximum errors of 6 % / 6 mm and to permit 5% of the field to exceed 3 % / 3 mm before an alert was raised. If different ␥ criteria were chosen, these values would also be re-scaled accordingly. If at least one field from a plan exceeded one of these conditions, the plan was investigated further. The combination of these three parameters also provides an informative and detailed summary of the overall agreement between measured and calculated 2D dose distributions for a large number of fields. The value of these parameters may be illustrated by the following example. If 99% of points of a field are within 3% and 3 mm, i.e. P ␥Ͻ1 = 99%, and the ␥ max value is 1.1, then a ␥ avg value of 0.33 ͑corresponding to average error of the order ±1 % / 1 mm͒ would indicate a much better overall agreement than if the ␥ avg value was 0.83 ͑average error of the order ±2.5% / 2.5 mm͒. Even if the maximum and percentage of points are considered acceptable, we would not want to accept fields with average dose and distance-to-agreement differences greater than ±2 % / 2 mm ͑␥ Ͼ 0.67͒.
D. Verification of EPID dose images with film
For 10 patient plans, 2D dose distributions were compared field-by-field with EPID and EDR2 film ͑Eastman Kodak Company, Rochester, NY͒. Films were placed in a 20 cm thick phantom and positioned isocentrically, with a source-surface distance ͑SSD͒ of 90 cm. The gantry angle was set to 0°. The measurement plane corresponded to the EPID dose reconstruction plane. The number of monitor units ͑MU͒ was multiplied by 4 to bring the dose of separate fields into the measurable range of the film. EPID images and film measurements were acquired simultaneously for each field. Films were developed using a Kodak X-OMAT 3000 RA film processor and scanned with a Lumiscan 75 film scanner ͑Lumisys, Sunnyvale, CA͒. Films were scanned with a resolution of 0.01ϫ 0.01 cm 2 . The digitized film images were smoothed using a running average filter with a size of 0.5ϫ 0.5 cm 2 . This was done to both reduce noise and yield an effective film image resolution approximately equal to the size of the ionization chamber. EPID images were analyzed at a 256ϫ 256 pixel resolution, yielding a resolution of 0.1ϫ 0.1 cm 2 ͑at the isocenter plane͒. Further details regarding the film calibration procedure have been described in a previous article. 32 EPID and film measurements were compared using clinical ␥ criteria of 3 % / 3 mm, as well as using the more stringent criteria of 2 % / 2 mm.
In some cases, where large discrepancies were found, the total plan was also measured with film. A single film was placed in the phantom, positioned as for the individual field measurements, and irradiated with the patient plan using the original beam parameters ͑i.e., same gantry angles and number of monitor units as for the patient treatment͒. The film was scanned and calibrated as described above and compared with the corresponding coronal slice ͑intersecting the isocenter͒ from the planned dose distribution, calculated by the TPS using the phantom CT scan.
E. Verification of the planned dose: isocentre
Plans for 20 prostate cancer patients were verified at the isocenter ͑plan iso ͒ with ionization chamber ͑IC iso ͒ and EPID measurements ͑EPID iso ͒. The ionization chamber ͑Semiflex 0.125 cm 3 , PTW-Freiburg, Freiburg, Germany͒ was used in combination with an electrometer ͑Keithley Instruments Inc, OH͒. The calibration factor was determined by comparing readings with a calibrated Farmer ionisation chamber ͑NE 2571 0.6 cm 3 , NE Technology Ltd, Reading, UK͒ irradiated under the same conditions. EPID iso values were obtained by summing the isocenter values of the reconstructed EPID dose images of all fields for each plan.
F. Verification of the planned dose: field-by-field
Plans for 20 prostate cancer patients were verified in two dimensions with the EPID field-by-field. This was done by acquiring an EPID image for each IMRT segment, with and without the phantom, at the original gantry angles. The same phantom set-up was used as for film measurements. The phantom remained on the treatment couch in the same position for all fields, so the transmission of the phantom varied with the gantry angle. A mid-plane dose image was reconstructed for each segment in the plane intersecting the isocenter using the software described in Sec. II B. The EPID mid-plane dose image of each field was then the sum of all corresponding segment dose images. All fields were compared with the planned 2D dose distribution, a corresponding plane from the 3D dose grid intersecting the isocenter, perpendicular to the beam axis.
G. Test fields
Two types of discrepancies were found that required further investigation. The first type was located in small regions of overlapping segments; the second involved errors along the junction of abutting segments. These segment configurations were mimicked in the test fields, as shown in Fig. 1 . The X and Y directions and the definition of sides ͑'1'͒ and ͑'2'͒ are arbitrary ͑specified by the manufacturer͒. The multileaf collimator ͑MLC͒ leaves are indicated by thin lines and the X-and Y-jaw edges are indicated by thick lines. The collimator for tests C and D was rotated 90°relative to that of tests A and B. All four test fields were 10ϫ 10 cm 2 , using 18 MV photon beams, delivered in 2 segments each as follows:
͑A͒ Overlapping segments: 1 cm 2 , located on-axis ͑B͒ Overlapping segments: two 1 cm 2 regions located 2.5 cm off-axis, 5 cm apart ͑C͒ Abutting segments: two segments side by side; the abutting region is parallel with the direction of the leaf motion. On the abutting side, segment 1 is blocked by the jaw ͑X2 side͒ and segment 2 is blocked by the MLC ͑X1 side͒. The minimum leaf gap under the jaw is located in the middle of the field. ͑D͒ Abutting segments: the same as ͑C͒, but with the minimum leaf gap under the jaw shifted 2 cm in the Y1 direction.
Segments were delivered sequentially in step-and-shoot mode. Fields were planned, calculated and measured in the same phantom and set-up as for pre-treatment verification, with the gantry angle set to 0°. EPID dose images were compared with film ͑measured simultaneously͒ and with the TPS in two dimensions at the plane intersecting the isocenter, perpendicular to the beam. Comparisons were made by examining ␥ images with 3 % / 3 mm criteria, and absolute dose profiles. The time required for film and EPID measurements was also compared.
Test fields C and D, and an IMRT field from a patient plan, all had a region of abutting segments. These fields were re-planned after adjusting a parameter in the TPS, designed to model the width of the tongue-and-groove overlap between leaves. This parameter is denoted in this study as T&G width . The value of this parameter was initially 0.06 cm ͑as provided by the vendor͒ and was increased to 0.20 cm for re-planning of selected fields.
III. RESULTS
A. Verification of EPID dose images with film
EPID and film 2D dose distributions for 10 plans ͑50 fields͒ agreed within the set criteria for all points, with ͗␥ avg ͘ = 0.16 ͑0.07 SD͒, ␥ max = 1.0 and ͗P ␥Ͻ1 ͘ = 100%. The measurements were also re-analyzed with more stringent ␥ criteria of 2% and 2 mm, yielding ͗␥ avg ͘ = 0.25 ͑0.10 SD͒, ␥ max = 1.5, and ͗P ␥Ͻ1 ͘ = 99.1%.
B. Verification of the planned dose: isocenter
The IC iso and EPID iso results agreed with an average ratio of 1.00 ͑0.01 SD͒. Figure 2 shows absolute and relative iso- center dose values for 20 patient plans. Both EPID and IC measurements fell below the planned dose, revealing a slight systematic under-dosage. The average ratio of both ͗EPID iso / plan iso ͘ and ͗IC iso / plan iso ͘ was 0.99 ͑0.01 SD͒. All values of EPID iso and IC iso were within 3% of the planned dose value.
C. Verification of the planned dose: field-by-field
EPID and planned 2D mid-plane distributions agreed well overall, with ͗␥ avg ͘ = 0.39 ͑0.10 SD͒, ␥ max = 2.52 and ͗P ␥Ͻ1 ͘ = 98.7%. Errors were found in at least 1 field for 7 of the 20 plans. Of these 7 plans, 2 plans had fields with errors that exceeded the acceptance criteria. One of the 2 plans had 2 fields with ␥ avg Ͼ 0.67 ͑0.68 and 0.71͒, 3 fields with ␥ max Ͼ 2.0 ͑2.42, 2.16, and 2.27͒, and 4 fields with P ␥Ͻ1 Ͻ 95% ͑88%, 86%, 91%, and 85%͒. The second plan had no fields with ␥ avg Ͼ 0.67, 1 field with ␥ max Ͼ 2.0 ͑2.52͒, and 2 fields with P ␥Ͻ1 Ͻ 95% ͑93% and 91%͒. Histograms of the average and maximum ␥ values for all 100 fields are shown in Fig. 3 . The two fields failing the ␥ avg criterion and four fields failing the ␥ max criterion can be seen to the right of the vertical lines ͑indicating the acceptance limits͒. For five cases with small errors ͑that passed the acceptance criteria͒, discrepancies only occurred in one of the five fields of each plan.
After examining absolute dose line profiles, the 7 plans with errors revealed small regions of measured dose data that were 6% to 20% lower than the planned dose values in the phantom ͑local dose difference͒. Two distinct segment configurations were found in the regions with discrepancies: cold spots, small ͑intended͒ low dose regions produced by overlapping segments ͑ϳ1 cm 2 at the isocenter͒ and abutting segments, along the junction of leaves parallel with the leaf motion.
An example of a discrepancy from the planned dose value is given in Fig. 4 , for one field that failed the acceptance criteria. The ␥ evaluation for EPID versus plan ͑gantry angle= 320°͒ and EPID versus film ͑gantry angle= 0°͒ of this field are given in Fig. 4͑a͒ . At the low dose point in the region of disagreement, the plan was 16 cGy ͑16% local dose difference͒ higher than both EPID and film results, as shown in the vertical line profile ͓Fig. 4͑b͔͒. In addition, a ␥ evaluation is shown for film versus the total plan, for all fields combined with the original gantry angles, using ␥ criteria of 3 % / 3 mm ͓Fig. 4͑c͔͒. The effect of the 16 cGy discrepancy in one modulated field led to a 9 cGy ͑8% local dose difference͒ under-dosage in the total plan for this "cold spot" ͑1 cm 2 ͒, located at the isocenter plane. The underdosage is compensated in part by a small over-dosage ͑within tolerance͒ from the other four fields. This overdosage was determined from dose line profiles of these fields. The total dose from all fields averaged over a 1 cm 2 area of the cold spot was calculated with the TPS to be 129 cGy, and measured with film in the phantom to be 120 cGy.
The location of this discrepancy relative to the patient planning CT is indicated in Fig. 5 . While the current backprojection method only verifies the dose at a single plane, it is assumed that the error in dose will extend along the entire ray of the beam. In this case, the under-dosage passes through the prostate and the rectum, assuming that there are no changes in anatomy in the beam path during the actual treatment compared with the planning phase ͑e.g., no set-up errors or gas pockets͒. It should be noted that the absolute dose distribution calculated or measured in the phantom cannot normally be directly translated to the patient. For this patient, however, the absolute isocenter dose measured for the combined fields with an ionization chamber, 198 cGy, is reasonably close to the prescribed patient dose of 200 cGy/ fraction. The results for the other 4 fields for this patient plan indicated discrepancies well below 3 % / 3 mm in two dimensions. For these 4 fields, ͗␥ avg ͘ = 0.40, ␥ max = 0.49, and ͗P ␥Ͻ1 ͘ = 100%. Furthermore, presuming there are no set-up errors or gas pockets, the region of the field in question mostly passes through soft tissue and ϳ1.5 cm of pelvic bone, and may be considered mostly homogeneous. Therefore the magnitude of the under-dosage within the homogeneous phantom ͑9 cGy͒ can be considered an approximation of the effect on the total dose that would be delivered to the patient in the region of the under-dosage.
D. Test fields
The results for EPID and planned dose distributions from test fields A and B are shown in Fig. 6 . The ␥ evaluation results for tests A and B were ␥ avg = 0.25 and 0.35, ␥ max = 1.4 and 2.2, and P ␥Ͻ1 = 99.3% and 95.7%, respectively ͑within the 20% planned isodose boundary͒. The overlapping region is bounded on two sides by leaf ends, which are subject to leaf positioning errors, and on two sides by the tongue-and-groove edges, which are subject to penumbra modeling errors. Locally, planned dose values were up to 9% FIG. 4 . ͑a͒ ␥ evaluation for one IMRT field comparing EPID dose distributions with the plan and a film measurement, with criteria 3 % / 3 mm. The scale represents gamma values. A discrepancy "cold spot" in the EPID versus plan image was not found when comparing EPID versus film. ͑b͒ Profiles for three dose distributions. In the region with the largest discrepancy, the EPID and film dose values agree ͑103.5 cGy͒, and are 16% lower than the planned dose values ͑120.0 cGy͒. ͑c͒ A ␥ evaluation of the total plan, comparing the film and planned dose distributions ͑isocentric coronal plane, all fields, original gantry angles͒. The dose discrepancy in one field resulted in an 8% local dose discrepancy in the total plan ͓͑c͒ arrow͔. A is the combination of 2 rectangular segments with a leaf over-travel of 1 cm, designed to produce a "cold spot" at the isocenter. A similar design was applied to B, with the intended cold spot regions located either side of the center, 2.5 cm off-axis. In both cases, dose discrepancies were 9% ͑of D max ͒ and 12% in A and B, respectively, however the distance-to-agreement was within 2 -3 mm. Therefore the discrepancy was considered minor. The under-dosage at the junction of opposing leaves, however, lead to discrepancies up to 16% along the thin region where the segments meet.
higher than measured dose values for the small overlapping region on the central beam axis ͑test A͒, and up to 12% higher in the two off-axis regions ͑test B͒. Such a segment configuration combines both types of errors ͑leaf sides and leaf ends͒ in tests A and B, giving rise to under-dosages.
For the test cases, these regions of discrepancy were considered minor since they covered very small areas, approximately 2 -3 mm wide. They would not be considered clinically relevant since they are in a high dose-gradient region and therefore would pass the 3 mm distance-to-agreement criterion. Outside this cold spot region, however, additional discrepancies were found. These were located at the meeting point of opposing leaves between the cold spots in test B, yielding ␥ max values of 2.0 and up to 16% local dose difference. The MLC log of leaf positions was checked against the prescribed MLC positions, and these deviations were ±0.1 cm. EPID and film measurements agreed for tests A and B, with ␥ avg = 0.19 and 0.21 and ␥ max = 0.71 and 0.74, respectively. Both tests had P ␥Ͻ1 = 100.0% for the EPID and film comparison.
EPID images and ␥ evaluations are given for tests C and D, as well as an example of an IMRT field in Fig. 7 . For tests C and D, EPID dose values were both 9% ͑local difference͒ below planned doses in the abutment region, resulting in a ␥ max value of 2.5. For both the test and the clinical IMRT fields, film and EPID agreed well, P ␥Ͻ1 = 100.0% with more stringent criteria of 2 % / 2 mm ͑images not shown͒. For all three ␥ evaluations in Fig. 7 ͑two test fields and one IMRT field͒, there is a small region of agreement in the middle of the line of discrepancy ͑along the abutting region͒. It is located in the center of test C and the IMRT field, and 2 cm off center ͑Y1 direction͒ in test D. This small region of agreement is due to two compensating effects. The leaf gap, although under the collimator jaw, contributes an additional dose to this region at the edge of the collimator ͑defining the field edge͒, which increases the measured dose. Since it is along the abutment region, the measured dose is lower than the planned dose, and so the two errors cancel each other out in this small area. The difference between test C and test D provides support for this explanation. The location of the "agreement region" along the abutting segment line corresponds exactly to the position of the leaf gap under the collimator in all three cases.
Central profiles ͑perpendicular to leaf travel͒ of the midplane dose determined with the plan and EPID are given in Fig. 8 for test D. By comparing dose differences, the EPID measurements are up to 10% lower ͑local dose difference͒ than the plan calculated with T & G width of 0.06 cm. Recalculating the plan with a T & G width of 0.20 cm results in a more accurate dose calculation, however, the optimization criteria for this plan were no longer met. On the basis of the FIG. 7 . Segment shapes and ␥ evaluations for test fields C and D, and a clinical pre-treatment IMRT field, using ␥ criteria of 3 % / 3 mm. The segments are outlined with the 50% field-edge detection line to indicate the respective segment shapes. The 2 segments in the IMRT field were delivered as separate beams with 12 MUs ͑upper͒ and 20 MUs ͑lower͒. The calculated dose in the abutting region decreased in all 3 cases after the tongue-andgroove width parameter ͑T&G width ͒ in the TPS was increased from 0.06 to 0.20 cm. In addition, there is a region of "agreement" in the middle of the red discrepancy line ͑along the abutment region͒, of test C and the IMRT field, and shifted 2 cm to the Y1 direction ͑right͒ in test D. This is due to the leaf gap scatter from under the collimator, increasing the measured dose and cancelling out the under-dosage. test fields, the two patient treatment plans with errors exceeding our acceptance criteria were re-optimized. These new plans were also verified prior to treatment and no errors were found. For the new plans, the abutting leaf configuration was avoided because the T & G width had not been fully optimized for clinical use at the time. Further tests were undertaken to optimize the value of the T & G width for the calculation of all clinical IMRT plans ͑beyond the scope of this study͒. It should be noted the value of 0.20 cm was only used for this study, using 18 MV photon beams. The actual value must be optimized for the dose calculation of all beam energies, linacs, and on-/off-axis locations used for the calculation of IMRT plans.
Given the close agreement between EPID and film results, the advantages of using an EPID for these measurements were considerable. After irradiation, film development and processing took approximately 30 min, and additional films were irradiated to calibrate the batch of films used on the day. EPID images, on other hand, were converted to dose images within the software, and ready to compare with the planned dose distribution within seconds of irradiation. In addition, films required extra set-up time for each measurement. For EPID measurements, once the phantom is set up, there is no need to re-enter the treatment room and measurements can be more easily repeated.
IV. DISCUSSION
A. Clinical application
The demand for QA in the clinic has increased with the introduction of IMRT. So far the majority of studies reporting EPID dosimetry have focused on the dose-response characteristics and various methods and algorithms in use. Few have demonstrated the usefulness of EPID dosimetry in the clinic. By "clinical application" we refer to the use of EPID dose images to directly influence ͑with the intention to improve͒ patient treatment.
Chang et al. 24 compared relative profiles and central axis dose for 25 IMRT prostate fields using an a-Si EPID and planned dose distributions. Besides errors relating to image acquisition, agreement was within 2%, and therefore they concluded the system was an effective verification tool. Depuydt et al. 37 introduced errors in pre-treatment verification to demonstrate the usefulness of the ␥ evaluation method, which was able to detect all deliberate errors. The efficacy of EPID dosimetry via the "SIFT" method was also tested by deliberately introducing errors in a study by Vieira et al. 25 They found that changes in the radiological path length up to 10 cm could be detected to an accuracy of 1%, and subsequently implemented their technique in the clinic. The aim of each of these studies was to show the accuracy of their dosimetry system as a QA tool, not to report clinical errors. No reports were found that demonstrate the usefulness of EPID dosimetry for routine IMRT verification in clinical practice. While other dosimetry devices could have been used to detect the errors, we found EPID dosimetry to be more efficient, providing at least the same amount of information and level of accuracy as film dosimetry. As a result, we improved two erroneous patient plans by identifying and correcting a wrongly set parameter in the TPS ͑used for all IMRT dose calculations͒, directly affecting our clinical operation.
B. Replacing EDR2 film with EPID dose verification
The time taken to obtain a digital image of a film measurement varies extensively for different departments, depending on the equipment and software available. However, regardless of how long it takes, obtaining a digital EPID image will always be quicker than setting up, developing, and digitizing a film. As a typical example, we estimated the time required to perform a field-by-field dose verification of a prostate treatment using EPID and film, as reported in our previous study. 32 For the verification of 5 fields ͑37 segments͒, delivery, development, and scanning of the films take at least 20 min. For EPID dosimetry, delivery takes approximately 6 min ͑both open and phantom fields͒ with the original beam parameters. Furthermore, the resulting 2D dose distribution is available almost immediately, since the time to read the image into the EPID dosimetry program, and the conversion from a raw EPID image to a reconstructed dose image takes a few seconds.
C. Finding the source of the problem
To explain the under-dosage at "cold spots" and "abutment regions" detected in this study, there were initially a large number of possible sources of error considered. These included both random and systematic errors, such as those due to overtravel of a leaf, film measurements, the EPID back-projection algorithm, TPS commissioning, dose calculation by the TPS, the MLC sequencer, or data transfer. Both pre-treatment plans calculated on the phantom ͑with original and 0°gantry angles͒ were sent to the linac independently so it was unlikely to be a random problem with the re-planning process or data transfer. Problems with either the EPID algorithm or film measurements were ruled out since the field was checked with EPID and film measured simultaneously, as well as at different gantry angles. All measurements yielded exactly the same discrepancies when compared with the plan. In addition, MLC prescription and log files from the TPS and at the linac for both plans were compared. Here random differences of 0.1 cm in leaf position were found, sufficient to contribute to the error but not large enough to be the only source of the problem. Tests A and B show that, the TPS can calculate the dose to small regions of 1 cm 2 reasonably accurately, within 3 % / 3 mm, so this was also unlikely to be the source of the error. These investigations lead to the conclusion that there were systematic calculation problems in the TPS, specifically related to particular segment configurations ͑along abutting segments defined by the tongue-andgroove side of the leaf edge͒.
D. The TPS tongue-and-groove width parameter
At the time of commissioning the TPS, we were not aware that the parameters defining the MLC were incorrect or needed validation. The problem was not discovered in standard commissioning test fields, which were measured with diode arrays and ionization chambers. It was not until the 11th IMRT plan that the error occurred ͑after 5 test and 5 clinical IMRT plans͒, as it is only relevant to particular segment configurations. The benefits of using an EPID for the tests are that images representing the 2D absolute dose distribution in the mid-plane of the phantom are available instantly and may easily be repeated, unlike film. Discrepancies can also be evaluated to high accuracy over a whole plane, a limitation of ͑arrays of͒ point detectors.
Increasing the T & G width improved all dose calculations, making it a reasonable choice as the source of error. It should be noted that this version of Pinnacle ͑7. 4f͒ has not yet been widely used, and that it is the responsibility of the user to validate the parameter to the required value for a specific type of linac. The width parameter models the overlap width of adjacent leaves at the isocenter. The original default value, 0.06 cm, represented the physical width of the overlap in the MLC bank, corresponding to a projected width of 0.10 cm at the isocenter. In addition to the isocenter width, a margin may also be added to this parameter to account for uncertainties in modeling the penumbra at the leaf edge, such as focal spot motion. 38 Discrepancies have been reported up to 0.11 cm in the gun-target direction for beams of 2 MUs, and up to 0.03 cm for 20 MUs, with results varying between dose rates and linac designs. This uncertainty is more relevant for IMRT patient fields than the test fields reported here, since irradiation times are significantly shorter ͑ϳ2 to 5 vs 30 s͒, for beams with a low number of MUs ͑Ͻ20 MUs͒. The value of 0.20 cm was chosen for this study to represent the width at the isocenter ͑0.10 cm͒, as well as a reasonably large margin ͑+0.10 cm͒, based on associated uncertainties.
It would have been possible to simply re-calculate the clinical patient treatment field with the adjusted parameter, as shown in Fig. 7 , however, this is not advisable. A simple re-calculation of the patient plan with the same segment configuration would alter the dose distribution, and so the total plan may no longer satisfy the plan optimization criteria. It should be noted that one T & G width value must be chosen for all IMRT plans calculated with the TPS. The T & G width will depend on the beam energy, since higher energies have a broader penumbra and the uncertainty component will vary. The end value will therefore depend ͑in part͒ on the combination of beam energies for which the TPS is commissioned. Further investigations in our department ͑beyond the scope of this study͒ have led to an optimized clinical value of 0.15 cm for the T & G width . This is based on a compromise of the optimal value for different beam energies, uncertainties ͑such as focal spot motion͒, and off-axis effects.
E. Future directions
In principle, our back-projection method can be used to verify the patient dose in vivo, to complement pre-treatment information and possibly replace it in the future. The only difference would be to compare actual patient plans ͑without re-calculating them on a phantom CT scan͒ with dose images based on treatment EPID transit images. Any additional discrepancies found with in vivo dosimetry may be associated with random events. For the prostate cancer treatment site, random events would include anatomical changes ͑gas pockets͒, table attenuation ͑due to patient set-up͒, and image acquisition errors. To extend the verification process further, the EPID dose distribution may be back-projected to multiple planes within the phantom or patient, as suggested by previous authors. 30, 39, 40 This method would render an EPIDbased dose distribution in three dimensions within the phantom or patient.
V. CONCLUSIONS
We have demonstrated how EPID back-projection dosimetry can be used to check clinical IMRT plans for prostate cancer patients prior to treatment. The results for the first ten patients have shown that the EPID can replace film dosimetry for field-by-field verification. Moreover, close agreement for isocenter dose values has shown that EPID dosimetry can be used to replace ionization chamber measurements in a phantom for this treatment group. EPID results for 20 patients have been used to accurately verify the planned dose distribution in two dimensions for separate fields. Discrepancies between dose distributions of EPID and planned fields for 7 out of 20 patients revealed under-dosage ͑up to 16% local dose difference͒ along the abutting region of certain segment configurations. EPID dosimetry used to measure test fields confirmed the source of the problem, which led to the alteration of two patient plans with large discrepancies and the discovery of a systematic error in an MLC parameter of the TPS. The EPID has proven to be an efficient and accurate dosimetry tool and is the basis of our pre-treatment quality assurance protocol for IMRT plans.
