Körner [7] defined the notion of graph-entropy. He used it in [8] to simplify the proof of the Fredman-Komlos lower bound for the family size of perfect hash functions.
2. As a corollary we get an Ω(n 2 logn) lower bound for the function that decides whether a graph of n vertices has a cycle of length four, and to the function that decides whether a graph has a vertex of degree at least two.
3. A simple proof of a result of Krichevskii, [10] , stating that the formula size for the threshold-2 Boolean function with n variables is at least n log n.
4.
A simple proof of a lower bound first proved by Snir, [16] , stating that a formula for n-variable threshold-k function, where all ∧ gates have fan in k, has the size of Ω( n log n − log(k − 1) log k − log(k − 1) ) = Ω(nk log n k )
Notation:
1. Let X be a finite set, interpreted as Boolean variables. A formula is a rooted tree whose leaves are labeled with members of X or their negations, and whose internal nodes are labeled with the Boolean operations AND, OR. The root of the tree computes a Boolean function f ; {0, 1} X → {0, 1} in the natural way. If no negations appear, we say that the formula and the function computed are both monotone. The size of a formula is the number of leaves in the tree.
Let f be any Boolean function. The formula size of f is the minimum size of a formula that computes f and it is denoted by L(f ). For a monotone function f , the minimum size of a monotone formula for f is denoted by L M (f ).
2. The threshold-k Boolean function, denoted by T n k is a Boolean function on n variables, that gets the value 1 if and only if the input has at least k variables assigned 1.
3. The set {1..n} is denoted as [n].
4. For a Boolean function f on n variables we will assume that the variables are numbered from 1 to n, and by writing f (T ) = 0 (f (T ) = 1), T ⊆[n], we mean that f (x) = 0 (f (x) = 1) for the characteristic vector x of T .
5.
A hypergraph G = (V, E) is a set of 'vertices' V , and a set E of subsets of V (also called the set of 'edges'). If all edges e ∈ E have a constant size k, the hypergraph is called k-uniform. A 2-uniform hypergraph is simply a graph.
6. The s-uniform hypergraph on n vertices that contains all subsets of size s, is called the complete s-uniform hypergraph and is denoted by K s n . The complete graph on n vertices is denoted by K n .
7. An independent set I is a subset of V that contains no edges of E.
8. For a probability distribution Q XY on a cross product A × B, Q X (Q Y ) denotes the marginal distribution of Q XY on A (B).
9. All logarithms are to the base 2.
1 Definition and basic properties of Entropy and Hypergraph Entropy:
1. Let X, Y be random variables in some probability space. The entropy of X is defined as:
The mutual information between X, Y is defined as Y ) ) and it may be written also as:
Further information on information theory may be found in [1] .
2. Körner, [7, 8] defined the notion of hypergraph entropy as follows: Let G(V, E) be a hypergraph and P a probability distribution on V . Let A(G) be the collection of all maximal independent sets of G.
Define Q(G, P ) to be the set of all probability distributions
The hypergraph entropy H(G, P ) is defined:
Where I(X, Y ) is the mutual information between two random variables X and Y that are distributed according to the marginal distributions Q X and Q Y .
3. Here after we consider only uniform distributions on V , so we refer to the hypergraph entropy of G as H(G).
4. We shall need the following basic properties of H(G) proved by Körner and Marton, [8, 7, 9] .
(a) For two hypergraphs on the same vertex set
(b) The hypergraph entropy is monotone, that is deleting an edge can only decrease the entropy.
(c) The entropy of the complete k-uniform hypergraph is
The entropy of a bipartite graph on m (out of n) vertices does not exceed m/n.
(e) The generalization for hypergraphs: Let G = (V, E) be a k-uniform hypergraph.
We call G a k-partite hypergraph if there is a partition of V into k parts V 1 . . . V k , such that for every edge e ∈ E and every
We have that the entropy of k-partite hypergraph on m (out of n) vertices is no more than m n (log k − log(k − 1)) .
A lower bound for formula size of Boolean functions.
In this section we develop a general technique for formula lower bounds. A natural approach is to associate a nonnegative cost function µ to each Boolean function with the property that if f = g h then µ(f ) ≤ µ(g) + µ(h) (where is either or ). Such a cost function is called 'abstract complexity meassure' [17, 15] . It directly gives a lower bound on the formula size of a Boolean function in terms of its cost. We find that for monotone formulae graph entropy is a natural choice for such a measure. It leads to nontrivial lower bounds for monotone formulae for quadtratic functions (sect 2.1). Then we extend it to the nonmonotone case using a lemma of Krichevskii.
A lower bound for monotone formula size
We assign each monotone function a cost function and prove that the cost of a function computed by , gates is no more than the sum of costs of the inputs. (thus the cost function is 'abstract complexity meassure' for monotone formulae). The cost of a single variable will be 1/n. Hence, (by induction on the formula) for a function of cost µ one gets a lower bound of nµ.
Definion of the cost function:
Let g : {0, 1} n → {0, 1} be Boolean function g on n variables. We will identify the variable set with the set [n]. Define:
2. We will be interested only in (g) 1 , (g) 2 .
Observe that (g) 1 is a subset of [n] and (g) 2 is a set of unordered pairs on [n]. (g 2 ) will be identified with the graph
3. The cost µ of a function g will be defined as:
Proof: We note that 1. For a variable x i (a leaf of a formula), (x i ) 1 = {i}, G(x i ) = φ, (the empty graph), and so µ(x i ) = 1 n .
The cost function is monotone with respect to inclusion
Sub-Additivity for gate:
The first inequality is by the monotonicity of µ. The second is by 4a in section 1.
Sub-additivity for gate:
We get that (g) 1 = A ∩ B, and (g)
, where G(L, M ) denotes the complete bipartite graph G with parts L and M . Thus
The first inequality is by the monotonicity of µ. The second is by 4a and 4d in section 1.
The theorem now follows since µ(t) = 1 n for any leaf t of the formula and the cost of the output function does not exceed the sum of costs of all the leaves. 2
Remark We note here that the best this method can give (by direct application) are lower bounds of at most n log n.
The general lower bound
We use here a lemma (Krichevskii [10] ) to extend our monotone lower bound method to nonmonotone formulae. We get:
Theorem 2 Let f be a Boolean function with f (S) = 0 for every S, |S| = 1. Then L(f ) ≥ nµ(f ).
Proof: Lemma:
[10] Let f (x 1 , .., x n ) be any Boolean function for which f (S) = 0 for every S, |S| = 1. Then, there is a monotone function ψ f such that 1. ψ f (S) = 0 for any S, |S| = 1.
Proof (lemma): The proof is by induction on the formula size L(f ). For L(f ) = 2 the claim is true. Let F be an optimal formula for f . If F = G H, where G (H) is optimal formula for g (h), then by induction there are ψ g and ψ h for which (a) (b) and (c) are satisfied. It is easy to see that ψ f = ψ g ψ h satisfies (a) (b) and (c) for f . If F = G H with the functions g, h respectively; Define G 1 = {x i |g({x i }) = 1, and x i appears in G}. Define H 1 similarly. By the assumption on f , it follows that
We have that F * is a formula for some function f * . It is easy to verify that for any S with |S| = 1, f * (S) = 0, and for any S with |S| = 2, f * (S) ≥ f (S). In addition G(0, ..0, x k+1 , ..x n ) and H(x 1 , .., x k , 0, .., 0, x k+l+1 , .., x n ) are formulae of some functions g * , h * that meet the requirements of the lemma, so by induction there are monotone functions ψ g * , ψ h * with monotone formulae G * , H * as required. Observe that by plugging G * , H * into F * we get a monotone formula for ψ f that satisfies (a) (b) and (c).
We proceed now with the proof of the theorem. By the previous lemma there is a
Since ψ f (S) ≥ f (S) for |S| ≤ 2, the monotonicity of the cost function µ implies the result. 2
Application to specific functions
Let C4(n) be the Boolean function that decides '1' on a graph of n vertices if the graph contains a cycle of length 4.
Let D2(n) be the Boolean function that decides '1' on a graph of n vertices if the graph contains a vertex of degree at least 2.
Note, C4(n) and D2(n) are Boolean function on N = n 2 variables.
Corollary 1: Any fromula for D2(n) has size of Ω(n 2 log n).
Proof: By theorem 2 it is enough to show that µ(D2(n)) = Ω(log n). Observe that (D2(n)) 1 = φ and (D2(n)) 2 = L(K n ), the line graph of K n ( the graph whose vertices are the edges of K n and two edges are connected if they have a common vertex in K n ).
We show that µ(D2(n)) = Ω(log n) by explicitly specifying the optimal distributions according to the definition of graph entropy. We do that by showing an upper bound of log(n − 1) and log n/2 on the graph entropies of L(K n ) and its complement, respectively. (Note that the sum of these two numbers is log n 2
). However, by 4a and 4c in sec 1, the sum of the two graph entropies must be at least log n 2
, thus the upper bounds are in fact tight.
The independent sets of L(K n ) are matchings (in K n ). The cliques in L(K n ) are stars and triangles (in K n ). (A star is a set of edges all adjacent to a vertex). Let M denote the set of perfect matchings, S denote the set of maximal stars and E denote the edge set of K n . Define the probability Q 1 on E × M; Q 1 (e|M ) = 2 n for every matching M ∈ M and e ∈ M , and such that the induced probability on M is uniform. Let (X 1 , Y 1 ) be a random variable on E × M distributed according to Q 1 . Define a probability distribution Q 2 on E × S; Q 2 (e|S) = 1 n−1 for every star in S, e ∈ S and such that the induced probability on S is uniform. Let (X 2 , Y 2 ) be a random variable on E × S distributed according to Q 2 . It is easy to check, using the definitions in section 1.1, that:
(The first inequality is by 4a in section 1, and by the fact that L(G) ∪ L(G) C is the complete graph on n 2 vertices. The second inequality is by the definition of graph entropy, section 1.2). Thus we get equality all the way and H(L(G)) = I 1 = Ω(log n). 2 Corollary 2: Any formula for C4(n) has size of Ω(n log n).
Proof: Let f be the restriction of C4(n + 1) obtained by: Take a special vertex z and set all edges adjacent to it to '1'. Clearly if there is a vertex of degree at least two in the remaining graph (the graph induced by unset edges), then there is a cycle of length 4 in the original graph. We have (f ) 1 = φ, (f ) 2 ⊇ (D2) 2 so by the monotonicity of the cost we get that µ(D2) ≤ µ(f ) and the result follows by corollary 2.
Corollary 3: [10] Let T be any formula that computes T n 2 , then the size of T is at least nlogn. (We note here that this is best possible).
Proof: (T n 2 ) 1 = φ, G(T n 2 ) = K n , (the complete graph on n vertices), thus by 4c in section 1. µ(T n 2 ) = log n. 2 Remark: A proof of the monotone formula lower bound for T n 2 was given also by Hansel [5] . (See also [13] ).
3 A lower bound on the size of formula for threshold-k function, where ∧ gates fan in is k.
A formula, where ∧ gates have fan in k, is a formula of the form
k j=1 q∈S ij t q , where t q ∈ {x q , ¬x q } for every q.
Theorem: [16] The size of a formula for T n k , where ∧ gates have fan in k, is at least
Remarks:
1. This result was significantly improved recently by J. Radhakrishnan [14] using graph entropy methods. He proved a near optimal lower bound for any formulae of e δ(k) n log n where δ(k) = Ω( √ k log 2 k ) and k < log n.
2. For constant k there are (optimal) construction of O(n log n) formulae for T n k [6, 4] .
The original proof was based on some ad-hoc combinatorial considerations. We will go along the lines of the proof of the previous section.
Proof: Consider a minimum size formula for T n k . That is, of the form
.., p} be the functions computed at the gates. Clearly, the formula must be monotone (that is, no negations), and for every fixed i, 1 ≤ i ≤ p, the sets S ij , 1 ≤ j ≤ k are pairwise disjoint.
Let g be any Boolean function define, as in the previous section, (g) k = {S ⊆ [n] : |S| = k, g(S) = 1, ∀T ⊂ S, g(T ) = 0} Define the hypergraph G i whose edge set is (g i ) k . We get that G i is a k-partite hypergraph on vertex set j S ij . (the 'parts' are S ij , 1 ≤ j ≤ k). Similarly, define T to be the hypergraph whose edge set is (T n k ) k . T is the complete k-regular hypergraph K k n . Since T n k = i g i we get that (T n k ) k = ∪ i (g i ) k . That is, a formula of this kind for T n k defines a way to decompose the complete k-regular hypergraph to a union of k-partite hypergraphs.
The size of the formula is
The hypergraph entropy of K k n is log n − log(k − 1). (4c in section 1) . For each G i we have H(G i ) = ≤ |V (G i )| n (log k − log(k − 1) ) (by 4e in sec. 1). Thus, by the subadditivity of the hypergraph entropy, (4a in section 1):
And we get the desired lower bound:
