We solve an open problem of Diaconis that asks what are the largest orders of p n and q n such that Z n , the p n × q n upper left block of a random matrix Γ n which is uniformly distributed on the orthogonal group O(n), can be approximated by independent standard normals? This problem is solved by two different approximation methods.
what are the largest orders of p n and q n such that the variation distance between the joint distribution of the entries of Z n and that of p n q n independent standard normals goes to zero as n → ∞. We answer this question here. Before stating the results formally, let's first review some history of this problem.
In studying "Equivalence of Ensembles" in statistical mechanics, Borel [5] showed that
D'Aristotile, Diaconis and Newman [8] showed that the linear combination of entries of Γ n also converges weakly to a normal distribution. Second, improving the orders of p n and q n has a lot of applications; see Diaconis, Eaton and Lauritzen [14] and Jiang [19] . The last paper also proved the following coupling result.
THEOREM A.2 For each n ≥ 2, there exists matrices Γ n = (γ ij ) 1≤i,j≤n and Γ ′ n = (γ ′ ij ) 1≤i,j≤n whose 2n 2 elements are random variables defined on the same probability space such that (i) the law of Γ n is the normalized Haar measure on the orthogonal group O n ;
(ii) {γ ′ ij ; 1 ≤ i, j ≤ n} are independent standard normals; (iii) set ǫ n (m) = max 1≤i≤n,1≤j≤m | √ nγ ij − γ ′ ij | for m = 1, 2, · · · , n. Then ǫ n (m n ) → 0 in probability as n → ∞ provided m n = o(n/(log n) 2 ).
It says that n 2 /(log n) 2 elements of Γ n can be approximated by the corresponding elements of Γ ′ n in terms of convergence in probability, which is weaker than the convergence in variation norm.
This theorem highlights the interest in improving the orders of p n and q n . It seems to suggest that Theorem A.1 holds for much larger p n and q n . This is why people conjectured that the maximum orders of p n and q n are o(n). At the same time it would be interesting to know the largest order of m n such that Theorem A.2 holds.
In this paper we prove that the maximum value of α as in Theorem A.1 is actually 1/2, and the largest order of m n such that ǫ n (m n ) → 0 in probability is o(n/ log n), where ǫ n (m n ) is as in Theorem A.2. To state our results formally, let's recall the definition of variation distance first.
Let µ and ν be two probability measures on (R m , B), where B is the Borel σ-algebra.
The variation distance between µ and ν, denoted by µ − ν , is equal to
( 1.2) provided µ and ν have density functions f (x) and g(x) with respect to the Lesbegue measure, respectively. For each n ≥ 1, suppose that Z n is the p n × q n upper left block of a random matrix Γ n which is uniformly distributed on the orthogonal group O(n). Let G n be the joint distribution of p n q n independent standard normals. We use L( √ nZ n ) to represent the joint probability distribution of the p n q n random entries of √ nZ n . It is not difficult to see that L( √ nZ n ) − G n is non-decreasing in p n and q n , respectively. One can see that φ(0, 0) = 0, which roughly reflects the flavor of Theorem 1. This is rigorously true if the conclusion in Theorem 2 is replaced by that lim n→∞ L( √ nZ n )−G n = φ(x, y). A further analysis shows that the inequality in the theorem is actually strict.
Why are the maximum orders of p n and q n equal to o(n 1/2 ) as shown in Theorems 1 and 2?
There are two reasons. First, Diaconis and Freedman [11] showed that the variation distance between the distribution of the o(n) entries of the first column of Γ n and that of independent normals goes to zero. We know that Z n , a p n by q n sub-matrix of Γ n , has p n q n elements. One can guess that the number of approximated entries are fixed (loosely speaking). So the largest α in p n = o(n α ) and q n = o(n α ) must be 1/2. Second, we can see this mathematically. Let f n (z) and g n (z) be the density functions of √ nZ n and G n , respectively. By (1.2)
where the integration region in the first integral is R pnqn , and the p n q n entries of matrix X n are independent standard normals. The term f (X n )/g(X n ), as will be shown later, converges weakly to a lognormal distribution when both p n and q n are of order n 1/2 ; f (X n )/g(X n ) converges to one when both p n and q n are of order o(n 1/2 ). Now we consider the approximation method as in Theorem A.2.
Let Y n = (y ij ) 1≤i,j≤n , where y ij 's are independent standard normals. Let also Γ n = (γ ij ) 1≤i,j≤n be the orthogonal matrix obtained from performing the Gram-Schmidt procedure on the columns of Y n (the procedure is briefly reviewed at the beginning of Section 3). Define
We have the following theorem.
THEOREM 3 Let {m n < n; n ≥ 1} be a sequence of positive integers. Then (i) the matrix Γ n is Haar invariant on the orthogonal group O(n);
(ii) ǫ n (m n ) → 0 in probability provided m n = o(n/ log n) as n → ∞;
(iii) for any α > 0, we have that ǫ n ([nα/ log n]) → 2 √ α in probability as n → ∞.
This theorem tells us that the maximum order of m n such that ǫ n (m n ) → 0 in probability is that m n = o(n/ log n), where the typical orthogonal matrix Γ n is obtained through performing the Gram-Schmidt procedure for a matrix whose elements are independent standard normals.
We prove Theorems 1 and 2 in Section 2. Theorem 3 is proved in Section 3. Technical lemmas used in Sections 2 and 3 are given in Section 4. At last, a couple of of known results needed for the proof of Theorem 3 are listed in Section 5.
The Proofs of Theorems 1 and 2
First we list some lemmas needed for the proofs of Theorems 1 and 2. The proofs of these lemmas are listed in Section 4.1.
Suppose the three second-order derivatives of f exist and bounded below and above by −M and M, respectively, over
where |ǫ| ≤ (i 2 − i 1 )(j 2 − j 1 )M/n 4 for any i 1 , i 2 , j 1 and j 2 such that na ≤ i 1 < i 2 ≤ nb − 1 and nc ≤ j 1 < j 2 ≤ nd − 1.
We will use the following setting a couple of times.
Let X = (x ij ) be a p by q matrix, where
A sequence {X n ; n ≥ 1} will be studied, where X n is of the above setting for each n. We still use notation X for X n sometimes when there is no confusion.
The next lemma is a standard result when using the moment method to show weak convergence of certain functions of eigenvalues of matrices with independent and identically distributed random variables as entries. It is can be seen from, e.g., (2.15) and (2.16) in [3] .
LEMMA 2.3 Let {p n ; n ≥ 1} and {q n ; n ≥ 1} be two sequences of positive integers such that p n → ∞ and p n /q n → η ∈ (0, ∞). For each n, assume the setting in (2.1) with p = p n and q = q n . The following two statements hold. For each integer k ≥ 1,
(ii)
in probability as n → ∞.
LEMMA 2.4 Let ǫ > 0. Let {p n ; n ≥ 1} and {q n ; n ≥ 1} be two sequences of positive integers such that ǫ ≤ p n /q n ≤ ǫ −1 for all n ≥ 1. For each n, assume the setting in (2.1) with p = p n and q = q n . Assume p n → ∞ as n → ∞. Then
The following lemma is Proposition 2.1 from Diaconis, Eaton and Lauritzen [14] or Proposition 7.3 from Eaton [15] . This is the starting point of the proofs of Theorems 1 and 2.
LEMMA 2.5 Let U be a n by n random matrix which is uniformly distributed on the orthogonal group O n and let Z be the upper left p × q corner block of U. If p + q ≤ n and q ≤ p then the joint density function of entries of Z is To simplify notation, when there is no confusion, we write p for p n and q for q n .
Let g(z) be the joint density function of entries of X = (x ij ) p×q , where x ij 's are independent standard normals. So, g(z) = (2π) −pq/2 exp(−tr(z ′ z)/2), where z is a p by q matrix.
We need to understand the ratio f (z)/g(z) in later proofs. Assuming the pq entries of z are independent standard normals, then f (z)/g(z) can be written as a product of a constant part and a random part. They are analyzed in the following two lemmas.
.
as n is sufficiently large.
Proof. Suppose p = 2k. Using the fact that Γ(x + 1) = xΓ(x), we have that
where
as n is sufficiently large. By Lemma 2.2,
as n is sufficiently large, where u = −(p + 2)/n, v = −q/n. We now estimate the above integral. By Taylor's expansion there exists δ > 0 such that
for all s and t such that s + t ∈ (0, δ). Thus,
as both u and v are in (0, δ/2). It is trivial to verify that
for k ≥ 0. Plugging this into (2.6), we obtain
as n → ∞. (The actual formula for the integral is
Now substituting u = −(p + 2)/n and v = −q/n back into the two integrals in (2.5), we have that
and
as n is sufficiently large. Combining (2.4),(2.5), (2.7) and (2.8), we obtain
as n is sufficiently large. Now, suppose p = 2k − 1. Let
By Lemma 2.1, the j-th term in the product, say, C n,j , has the following property
where the fact Γ(x + 1) = xΓ(x) is used in the second step. Now
This together with (2.10) thus yields (2.3).
LEMMA 2.7 Suppose x > 0 and y > 0. For each n ≥ 1, assume the setting in (2.1) with
Then, e −an L n converges weakly to the distribution of e σξ where ξ is a standard normal, and a n = p 2 q + pq 2 4n + 3xy + x 3 y + xy 3 12 and σ = xy 4 .
Proof. Set
where the entries of the p × q matrix X n are independent standard normals. Note that p ∼ x √ n and q ∼ y √ n. By the Theorem from [17] or Theorem 3.1 from [31] , there exists a constant
as n → ∞. Now on Ω n , by (2.12),
where |g n | ∈ [0, 2) as n is sufficiently large. Note that tr (X ′ X) i are well defined random variables which do not depend on Ω n . Easily, E (tr(X ′ X)) = pq. By Lemma 2.3,
for some constant C(x, y). It is easy to check that
Then Etr (X ′ X) 2 = pq(p + q + 1) (this is sharper than the one corresponding to the case
. By simple algebra, we have from (2.15) that
. By (ii) of Lemma 2.3, both h 3 /n 2 and h 4 /n 3 go to zero in probability. By (2.14), to prove the lemma, it suffices to show that
where σ is as in the statement of the lemma. Since, tr(X ′ X) = i,j x 2 ij , which is a sum of independent and identically distributed random variables, V ar(h 1 ) = V ar(tr(X ′ X)) = 2pq. Therefore, by Lemma 2.4, V ar(h 2 )/n 2 converges to a positive constant. By Theorem 4.1 from Jonsson [21] , (h 1 / V ar(h 1 ), h 2 / V ar(h 2 )) converges weakly to a normal distribution with mean zero. It follows that W n converges weakly to a normal distribution with mean zero. We only need to calculate variance σ 2 . Now,
Since V ar(tr(X ′ X)) = 2pq as calculated earlier, by Lemma 2.4 again, the above yields
as n → ∞. Therefore, σ 2 = lim n→∞ V ar(W n ) = x 2 y 2 /16. The proof is completed. . Let f n (z) be the joint probability density function of Z n as in Theorem 1 and g n (z) be the joint probability density function of p n q n independent standard normals. Then as n → ∞
where ξ and all the entries of X n are independent standard normals.
Proof. Without loss of generality, we assume y ≤ x. Hence q n ≤ p n for any n ≥ 1. By Lemma 2.5, the density function of √ nZ n is
if all λ i 's are in (0, n), and L n is zero otherwise. The desired conclusion immediately follows from Lemmas 2.6 and 2.7 on K n and L n , respectively, Proof of Theorem 2. First, we show that the lower bound is strictly between zero and one. Recall φ(x, y)
is an non-degenerate random variable. Second, by Hölder's inequality,
By expanding the square and using the fact that E exp(tξ) = exp(t 2 /2) for any t ∈ R, we have that
Let ϕ(t) = e −t/8 − 2e −3t/32 + 1 for t ∈ R. Then ϕ(0) = 0, ϕ(+∞) = 1 and ϕ ′ (t) = (3/16)e −t/8 (e t/32 − (2/3)) > 0 for any t > 0. Thus φ(x, y) < 1 for any x > 0 and y > 0.
Now we prove the remaining part of Theorem 2.
Let's continue to use the notation in Corollary 2.1. First, 19) where X n has the density function g n (z), i.e., the pq entries of X n are independent standard normals. Second, by Corollary 2.1,
where ξ is a standard normal. Then, applying Fatou's lemma to (2.19),
The proof is completed.
Proof of Theorem 1.
For an n by n random orthogonal matrix U which has the normalized Haar measure, let Z p,q denote the upper left p by q block of U, 1 ≤ p, q ≤ n. Thus, Z pn,qn is a sub-block of Z p ′ n ,q ′ n . As a consequence, the joint density function of entries of Z pn,qn is a marginal density function of that of 20) where G pq is the joint distribution of pq standard normal distributions (one can verify this by choosing B = A × R p ′ n q ′ n −pnqn for any Borel set A ∈ R pnqn and then plugging them into definition (1.2)).
So, to prove the theorem, without loss of generality, we assume p n = q n for all n ≥ 1, p n → ∞ and p n = o( √ n).
As in the proof of Theorem 2,
where K n and L n are as in (2.17) and (2.18). By following the proof of Lemma 2.6 step by step, we obtain that
as n → ∞. We claim that
in probability as n → ∞. If this is true, then K n ·L n → 1 in probability as n → ∞. Note that K n ·L n ≥ 0 and it is easy to see that E(K n ·L n ) = R pq f n (x) dx = 1. These three facts imply that {K n ·L n } is uniformly integrable, that is, lim sup t→+∞ lim sup n→∞ E(K n L n I {KnLn≥t} ) = 0. It follows that E|K n L n − 1| → 0 as n → ∞. The proof is then complete.
Now we prove claim (2.22). Let's go back to the proof of Lemma 2.7. Since p n =
whereg n is a random variable satisfying |g n | ∈ [0, 2) as n is sufficiently large, and
Obviously, h i is well-defined on the same probability space as those of x ij 's which does not depend on Ω n . Note that
in probability as n → ∞ by the classical Central Limit Theorem of independent and identically distributed random variables. We will show next that the third term on the right hand side of (2.23) also goes to zero in probability. Indeed,
by (i) of Lemma 2.4. This says that
in probability as n → ∞. Lastly,
By (ii) of Lemma 2.3, the first term on the right hand side goes to zero in probability. By (i) of Lemma 2.3, Etr (X ′ X) 3 ∼ pq(p 2 + q 2 + 3pq) as n → ∞. So the second term on the right hand side goes to zero. Consequently
in probability, which together with the fact that P (Ω c n ) → 0, implies (2.22).
The Proof of Theorem 3
The main tool of proving Theorem 3 is the Gram-Schmidt algorithm. Let's briefly review it first.
Suppose {y 1 , y 2 , · · · , y n } is a sequence of n × 1 vectors. Set w 1 = y 1 and
is orthonormal. So (3.1) can be rewritten as follows:
The reader is referred to Section A.5 on page 603 from [1] and p.15 from [18] for further details.
Define
It is easy to check that
where Γ n,j = (γ 1 , γ 2 , · · · , γ j−1 ) and u j = (1 − n −1/2 w j )γ j .
One repeatedly used fact in later proofs is that if the n 2 elements of Y = (y 1 , y 2 , · · · , y n ) are i.i.d. standard normals, then Γ n = (γ 1 , γ 2 , · · · , γ n ) follows the normalized Haar measure on the orthogonal group O(n). In particular, γ i 's are identically distributed and
for any i = 1, 2, · · · , n. 
We will use the following notation. Let A = (a ij ) be an p by q matrix. Then
The following definition will also be used.
for α > 0 and n ≥ 2.
The following says that, to prove part (iii) of Theorem 3, we only needs to work on max 2≤j≤m |||∆ j |||.
LEMMA 3.1 Let ǫ n (m) and n α be as in (3.8) . Then
as n → ∞ for any α > 0 and δ > 0.
The following lemma is the key in the proof of Theorem 3. A recursive inequality is derived. It implies that all ∆ j 's are almost independent when j ≤ n α .
LEMMA 3.2 Let ξ be a standard normal. Given α > 0 and t > 0, define
and f − n (k) as the probability above when "+" on the right hand side is replaced by "−". Then there exists a constant C = C α,t > 0 such that P (max 2≤j≤k+1 |||∆ j ||| ≤ t) is bounded below and above, respectively, by
uniformly on n/(log n) 3 ≤ k ≤ n α as n is sufficiently large, where n α is as in (3.8) .
Proof of Theorem 3. Part (i) is obvious. As for (ii), take r = 1/ log n, s = (log n) 3/4 , t = t, m = m ′ n = [δn/ log n] for some δ < min{1/4, t 2 /100} in Lemma A.4. Trivially, t 2 /(3(m + √ n)) ≥ t 2 (log n)/(6nδ) and 1/s ≤ 1 as n is sufficiently large. We obtain that
log n n −n/2 → 0 as n → ∞ by the choice of δ.
Now we prove (iii).
To simplify notation, set m = n α . We actually will show that
where K = (8 √ 2π) −1 . Since P (max 2≤j≤m |||∆ j ||| ≤ t) is increasing in t, the above implies that the left hand side above goes to zero for any t ∈ (0, 2 √ α). This together with (3.9)
implies that max 2≤j≤m |||∆ j ||| converges to 2 √ α in probability. Lemma 3.1 says that ǫ n (n α )− max 2≤j≤nα |||∆ j ||| converges to zero in probability as n → ∞. It follows that
in probability as n → ∞. We next show that this implies that ǫ n ([nα/ log n]) → 2 √ α as n → ∞. Indeed, set k α = [nα/ log n]. For any δ ∈ (0, √ α), choose α 1 such that
Then n α 1 < k α ≤ n α as n is sufficiently large. It follows from the definition of ǫ n (m) that
as n is sufficiently large. Therefore
as n is sufficiently large. The above two terms go to zero as n → ∞ by (3.10). Then (iii)
follows.
Now we show (3.9).
We continue to use the notation in Lemma 3.2. Set
By Lemma A.1, P (|ξ| ≥ x) ∼ (2/( √ 2π x)) exp(−x 2 /2) as x → +∞ for a standard normal ξ.
Here and later, the notation "f (x) ∼ g(x) as x → +∞" means that lim x→+∞ f (x)/g(x) = 1.
The same interpretation applies to α n ∼ β n as n → ∞. It is easy to check that
uniformly on m ′ ≤ k ≤ m as n → ∞, and also that
as n → ∞ provided t > √ 2α. By Lemma 3.2,
for all m ′ ≤ k ≤ m as n is sufficiently large. By iteration, we obtain
By (3.12) the second term on the right hand side is no larger than nc n ≤ (log n) C /n (t 2 /α)−3
as n is sufficiently large. Further, applying the same argument in (3.13) to the "+" case,
as n is sufficiently large. By definition, A k = P (max 2≤j≤k |||∆ j ||| ≤ t) . From the proved
(ii) we know that A m ′ −1 → 1 as n → ∞ for any t > 0. Evidently, (log n) C n 3−(t 2 /α) → 0 provided t > √ 3α. So to prove (3.9) we only need to show that
as n → ∞. Recall b
Since | log(1 + x) − x| ≤ x 2 for x small enough. By (3.11) and (3.12),
as n is sufficiently large. Also, the fact 16) and that the above is also true if (3.11) , to prove the second part in (3.16) , it is enough to show n m k=m ′ g k n goes to the second limit in (3.16) (3.17)
as n → ∞. Note that g(x) is non-negative and increasing in x over [0, +∞), it is elementary to see that
, the first integral on the right hand side is bounded by (1/n) exp(−nt 2 /(2m + 2)) ≤ n −1−(t 2 /(2α)) (log n) C as n is sufficiently large; the second one is bounded by exp(−(log n) 2 ) as n is large because m ′ ∼ n(log n) −3 by definition. Hence
as n → ∞ if t > √ 2α. Now we evaluate the integral.
. By integration by parts,
The last integral is less than or equal to (m/n)I n .
But m/n → 0, thus
By the definition of m, nt 2 /(2m) = (t 2 /(2α))(log n − (5/4) log 2 n) + O(n −1 (log n) 2 ) as n → ∞. It follows that
The above implies (3.17).
Technical Lemmas
Now we prove the lemmas used in the previous sections. To see them clearly, we break them into two subsections.
The Proofs of Lemmas Used in Section 2
Proof of Lemma 2.1.
So (i) is true for n = 1. Now assume n ≥ 2.
Using the fact that Γ(x + 1) = xΓ(x) for any x > 0 and Γ(1/2) = √ π, we have that
By Stirling's formula (see, e.g., Lemma 1 on p.45 from [6] ), n! = √ 2πnn n e −n+ θn 12n for all n ≥ 2, where
It is easily checked that
for some θ n corresponding to 2n and θ ′ n corresponding to n in (4.1). Evidently, (θ n − 4θ ′ n )/24 ∈ (−1/6, 0) for all n ≥ 2. Then the desired result follows by using the inequality e x > 1 + x for all x = 0.
(ii) A direct verification shows that (ii) is true for n = 1. Now assume n ≥ 2. If n = 2k for some integer k ≥ 1, then (ii) follows from (i). Now suppose n = 2k + 1 for k ≥ 1.
Trivially,
By (i), the above ratio is between 2k/(2k + 1) and (1−(6k) −1 ) −1 . By a simple calculation, 2k/(2k + 1) ≥ 1−(3/5n) and (1−(6k)
Proof of Lemma 2.2. By the multivariate Taylor's expansion formula (see p. 361
from [2] and p. 172 from [22] ),
for some ξ ∈ [i/n, x] and η ∈ [j/n, y], where
By the given condition,
3). The desired result follows by taking the sum over i from i 1 to i 2 , and j from j 1 to j 2 .
Proof of Lemma 2.4. (i) It is not difficult to check that
By a simple algebra,
where C p,q is a constant on p and q. It is easy to check that EB i = 0 for 1 ≤ i ≤ 4, Cov(B i , B j ) = 0 for all 1 ≤ i = j ≤ 4, and Cov(B i , tr(X ′ X)) = 0 for i = 2, 3, 4.
Also, each B i is a sum of uncorrelated random variables. Therefore,
Now it is easy to verify that
as p → ∞. Moreover, V ar(B 4 ) = pq(p − 1)(q − 1) and V ar(tr(X ′ X)) = 2pq. Combining these quantities together, we obtain (i).
(ii) By (4.5) again,
as n → ∞.
The Proofs of Lemmas Used in Section 3
Before the proof of these lemmas, we need some preliminary results for a preparation.
LEMMA 4.1 Let E i , i = 0, 1, 2, · · · , n be events in a probability space (Ω, F, P ). Then
. By Bonferoni's inequality, it is bounded above and below, respectively, by
The desired conclusion follows. 
for any m ≥ 1, n ≥ 1 and x > 0 satisfying m ≤ n/2 and x ≤ n/m.
Since the distribution of S n − S m is equal to that of S n−m , we have that
Let P 1 , P 2 and P 3 stand for the previous three probabilities in order. Define I(x) := sup θ∈R {θx − log(E exp(θξ 2 1 ))} for x ∈ R. It is not difficult to verify that (i) I(x) = (x − 1 − log x)/2 for x > 0; I(x) = +∞ for x ≤ 0;
(ii) I(x) is increasing on [1, ∞) and decreasing on (0, 1).
The above two facts can be also seen in Lemma 3.2 from [19] . By (i) of Lemma A.3,
0). It follows that
x − log(1 + x) ≥ x 2 /3 for |x| < 1/2. Therefore,
provided x ≤ n/m, where property (ii) of I(x) above is used. Similarly,
provided m ≤ n/2 and x ≤ n 2 /m 2 , where the fact that n − m ≥ n/2 is used in the last step. Thus,
if m ≤ n/2 and x ≤ n/m. By a simple verification, the minimum above is actually m 4 x 2 /(48n 3 ). This together with (4.6) proves the lemma.
Proof of Lemma 3.1. Write m = n α for simplification. By (3.4), we know that
where u j = (1 − n −1/2 w j )γ j . By the triangle inequality,
where the inequality |1 − √ x| ≤ |1 − x| is used in the last step. Proposition 1 from [19] implies that n log n max
as n → ∞. To prove the lemma, it suffices to show that
in probability as n → ∞. By orthogonality,
This says that I n −Γ n,j Γ T n,j is an idempotent matrix. So by (3.4), w j ∼ N n (0, I n −Γ n,j Γ T n,j ) conditioning on y 1 , y 2 , · · · , y j−1 , where Γ n,j = (γ 1 , γ 2 , · · · γ j−1 ). In this context, "∼" means that both sides of "∼" have the same probability distribution. It also follows that rank(I n − Γ n,j Γ T n,j ) = trace(I n − Γ n,j Γ T n,j ) = trace(I n ) − trace(Γ n,j Γ T n,j ) = n − j + 1. By Lemma A.2, w j 2 ∼ χ 2 (n − j + 1). Obviously, 2tn/ √ log n − j ≥ tn/ √ log n for all 1 ≤ j ≤ m as n is sufficiently large. Let {ξ 1 , ξ 2 , · · · , ξ n } be independent standard normals. Then Then the last inequality above is intuitive). By the union bound,
as n → ∞. So (4.7) follows.
We need the following two lemmas for the proof of Lemma 3.2.
LEMMA 4.3 Let ∆ j be as in (3.3) and n α in (3.8) .
Then, for any t > 0,
uniformly on j ∈ (n/(log n) 3 , n α ) as n is sufficiently large.
Proof. Again, write m = n α . By (3.4), ∆ j = Γ n,j Γ T n,j y j , where Γ n,j = (γ 1 , γ 2 , · · · , γ j−1 ) and y j = (y 1j , y 2j , · · · , y nj ) T ∈ R n . It is easy to see from the orthogonality of the γ i 's, and the independence between y j and Γ n,j that
Here and later, the notation " Therefore there exists two independent standard normals ξ and η such that the conditional distribution of ∆ 1j and ∆ 2j given y 1 , y 2 , · · · , y j−1 is the same as that of (
Now, by (3.5) and (3.6), there exists a sequence of i.i.d. standard normals
as n is sufficiently large. By (4.12),
Since P (|ξ| ≥ x) ≤ (1/x) exp(−x 2 /2) for any x > 0, by Lemma 4.4 below,
for sufficiently large n. Thus, combining this with (4.13), we obtain from the independence of ξ and η that P (|∆ 1 j+1 | ≥ t, |∆ 2 j+1 | ≥ t) is bounded above by
uniformly on j ∈ (n/(log n) 3 , m) as n is sufficiently large, where A and B are essentially t n/j when using Lemma A.1 in the last step.
Now we measure how fast the correlation coefficient ρ j goes to zero. The idea behind the proof is that we view γ ij 's in the expression of ρ j in (4.11) as independent normals with mean zero and standard deviation n −1/2 . This intuition will be carried out rigorously by using Lemma A.4.
LEMMA 4.4 Let ρ j be as in (4.11) . Then
uniformly on j ∈ (n/(log n) 3 , n α ) for sufficiently large n.
Proof. Write m = n α for simplification. Note that (γ 11 , γ 12 , · · · , γ 1n ) has the same distribution as that of (γ 21 , γ 22 , · · · , γ 2n ) because of the Haar invariance of
For any a > 0
By (3.5) and (3.6), the sum appearing in the last probability in (4.14) is equal to S j /S n in law as in Lemma 4.2. By this Lemma,
uniformly on j ∈ (n/(log n) 3 , m) for n sufficiently large. Recall (3.6) again. Choosing m = 2, t = n −1/4 log n, s = log n and r = (log n) 2 / √ n in Theorem A.4, by (3.6), we have
for n large enough, where ǫ n (2) = max 1≤i≤2, 1≤j≤n | √ nγ ij − y ij |. Notice that
Note that E exp(|y 11 y 21 |/8) < ∞ and E|y 11 | ≤ 1. By Lemma A.3, there exists a universal constant C > 0 such that
uniformly on j ∈ (n/(log n) 3 , m), where the first one comes from (i) of Lemma A.3 and the second is obtained by (ii) of Lemma A.3 in the same way as in (4.8) . If neither of the events in the above two probabilities occurs and ǫ n (2) ≤ (log n) 2 /n 1/4 , then from (4.17)
uniformly on j ∈ (n/(log n) 3 , m) for n sufficiently large n. Thus, from (4.16) and (4.18)
as n is sufficiently large. Choose a = (log n) 6 /n 1/4 in (4.14). Then, aj/(2n) ≥ 5(log n) 2 /n 1/4 for all j ∈ (n(log n) −3 , m) as n is sufficiently large. It follows from the above that
uniformly on j ∈ (n/(log n) 3 , m) as n is sufficiently large. It is easy to see that the last probability in (4.14) is bounded by the first probability in (4.15). Combining (4.14), (4.15) and (4.19) together, we obtain that
Although each E i depends on n and k, we would rather use the notation E i for simplification. This will not cause confusion in the context. Evidently,
To apply Lemma 4.1 we now calculate P (E 0 \E i ). Define
Recall (4.20) . Let S j be as in Lemma 4.2, then by the lemma and the fact that | √ a − √ b| ≤ |a − b| if a ≥ 1,
for sufficiently large n, where the max above is taken over all l such that n/(log n) 3 ≤ l ≤ m.
By (4.20) , for some standard normal ξ, we have ∆ i,k+1 ∼ ( k j=1 γ 2 ij ) 1/2 ξ conditioning on y 1 , y 2 , · · · , y k . Thus P (E c i |y 1 , y 2 , · · · , y k ) = P (|ξ| > ( k j=1 γ 2 ij ) −1/2 t | y 1 , y 2 , · · · , y k ). It follows that on {δ n ≤ (log n) 8 
uniformly on (i, k) ∈ Ω n . The key observation for this proof is that the above conditional probability is bounded above and below by unconditional probabilities. Obviously, E 0 is a set in the σ-algebra generated by y 1 , y 2 , · · · , y k . By (4.22) and (4.23)
for all (i, k) ∈ Ω n when n is sufficiently large. Similarly, use the first step above to obtain
for all (i, k) ∈ Ω n , where F n := {δ n ≤ (log n) 8 / √ n}. Therefore,
uniformly on n/(log n) 3 ≤ k ≤ m as n is sufficiently large.
Finally, note that e −t 2 n/j is increasing in j. By Lemma 4.3, P (E c 1 E c 2 ) ≤ n −t 2 /α (log n) C for some constant C > 0 as n is sufficiently large. Also, the n random variables in (∆ 1, k+1 , ∆ 2, k+1 , · · · , ∆ n, k+1 ) are exchangeable by the Haar-invariance. Hence
as n is sufficiently large. By (4.24), the quantity P (E 0 ) − n i=1 P (E 0 \E i ) is bounded above and below respectively by (1 − nf + n (k))P (E 0 ) + ne −(log n) 2 and (1 − nf − n (k))P (E 0 ) − ne −(log n) 2 .
This together with (4.25) yields the desired conclusion via Lemma 4.1.
Appendix
The following is a standard result. It can be found in, e.g., Lemma 3 on page 49 from [6] .
LEMMA A.1 Suppose X ∼ N (0, 1). Then
for all x > 0.
The following lemma is part (ii) on p.186 from [29] . For A ⊂ R, the interior and the closure of A in R are denoted by A • andĀ, respectively.
The following are Chernoff's bound and a moderate deviation result. They can be found from, e.g., (c) of Remarks on page 27 from [9] and Theorem 3.7.1 on page 109 from [9] . where I(x) = sup t∈R {tx − log E(e tX )} and I(A) = inf x∈A I(x).
(ii) Assume further that EX = 0, var(X) = σ 2 > 0 and Ee t 0 X < ∞ for some t 0 > 0.
Let {a n ; n = 1, 2, · · · } be a sequence of positive numbers such that a n → 0 and na n → ∞ as n → ∞. Then lim n→∞ a n log P a n n S n ∈ A = − inf for any r ∈ (0, 1/4), s > 0, t > 0, and m ≤ (r/2)n.
