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ABSTRACT

The amount of generated and stored data has been growing rapidly, It is estimated that 2.5 quintillion bytes of data are generated every day, and 90% of the data in the world today has been created
in the last two years. How to solve these big data issues has become a hot topic in both industry
and academia.
Due to the complex of big data platform, we stratify it into four layers: storage layer, resource
management layer, computing layer, and methodology layer. This dissertation proposes brandnew approaches to address the performance of big data platforms like Hadoop and Spark on these
four layers.
We first present an improved HDFS design called SMARTH, which optimizes the storage layer. It
utilizes asynchronous multi-pipeline data transfers instead of a single pipeline stop-and-wait mechanism. SMARTH records the actual transfer speed of data blocks and sends this information to the
namenode along with periodic heartbeat messages. The namenode sorts datanodes according to
their past performance and tracks this information continuously. When a client initiates an upload
request, the namenode will send it a list of “high performance” datanodes that it thinks will yield
the highest throughput for the client. By choosing higher performance datanodes relative to each
client and by taking advantage of the multi-pipeline design, our experiments show that SMARTH
significantly improves the performance of data write operations compared to HDFS. Specifically,
SMARTH is able to improve the throughput of data transfer by 27-245% in a heterogeneous virtual
cluster on Amazon EC2.
Secondly, we propose an optimized Hadoop extension called MRapid, which significantly speeds
up the execution of short jobs on the resource management layer. It is completely backward compatible to Hadoop, and imposes negligible overhead. Our experiments on Microsoft Azure public
iii

cloud show that MRapid can improve performance by up to 88% compared to the original Hadoop.
Thirdly, we introduce an efficient 3-level sampling performance model, called Hedgehog, and focus on the relationship between resource and performance. This design is a brand new white-box
model for Spark, which is more complex and challenging than Hadoop. In our tool, we employ a
Java bytecode manipulation and analysis framework called ASM [1] to reduce the profiling overhead dramatically.
Fourthly, on the computing layer, we optimize the current implementation of SGD in Spark’s
MLlib by reusing data partition for multiple times within a single iteration to find better candidate
weights in a more efficient way. Whether using multiple local iterations within each partition is
dynamically decided by the 68-95-99.7 rule. We also design a variant of momentum algorithm to
optimize step size in every iteration. This method uses a new adaptive rule that decreases the step
size whenever neighboring gradients show differing directions of significance. Experiments show
that our adaptive algorithm is more efficient and can be 7 times faster compared to the original
MLlib’s SGD.
At last, on the application layer, we present a scalable and distributed geographic information
system, called Dart, based on Hadoop and HBase. Dart provides a hybrid table schema to store
spatial data in HBase so that the Reduce process can be omitted for operations like calculating
the mean center and the median center. It employs reasonable pre-splitting and hash techniques
to avoid data imbalance and hot region problems. It also supports massive spatial data analysis
like K-Nearest Neighbors (KNN) and Geometric Median Distribution. In our experiments, we
evaluate the performance of Dart by processing 160 GB Twitter data on an Amazon EC2 cluster.
The experimental results show that Dart is very scalable and efficient.
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CHAPTER 1: INTRODUCTION

The proliferation of massive datasets and the surge of interests in big data analytics have popularized a number of novel distributed data processing platforms such as Hadoop and Spark. How to
optimize the performance of big data platforms is a big challenge to a system user.

Figure 1.1: Structure of distributed computing platform.

The performance analysis technology for big data platform is the key to explore the hidden value in
the big data. The traditional analysis method is to investigate the log information generated by the
original big data platform after execution, detect and improve performance bottleneck. But such a
method cannot effectively solve complex problems. Therefore, we stratify a big data system into
four layers: storage layer, resource management layer, computing layer, and methodology layer, as
shown in Figure 1.1 and improve their performance separately. The dissertation is organized based
on the optimizations we designed for these four layers.

1

1.1

Storage Layer

The storage layers employs Hadoop Distributed File System (HDFS), a distributed file system
in Hadoop, to store the input and output data for applications. Hadoop provides a distributed,
scalable, and portable file system written in Java for the Hadoop framework, called HDFS. There
are some major differences from other distributed file systems, e.g., highly fault-tolerant, and can
be easily deployed on low-cost hardware. Due to the partitioning of data across commodity hosts,
Hadoop can easily distribute computation with tens of thousands of servers in a cluster.
Like other distributed file systems like PVFS, and GFS, HDFS stores input data and file metadata
separately as a master/slave architecture. Metadata are stored in a specific server called NameNode;
application data are stored across multiple machines called DataNodes. For reliability, these input
files are replicated three copies by default.
HDFS contains a single namenode that manages the entire file system, and one or more datanodes
serve read and write requests from client systems. HDFS assumes that all nodes in a cluster are homogeneous and can process requests with similar speed. However, in real world, the performance
of (e.g., network, disks, and CPU) nodes could be different from one another due to various reasons,
e.g., different generations of hardware, different virtual resource allocation, resource contention in
virtualized environments. We found that this disparity in performance amongst datanodes within
an HDFS cluster can significantly hamper its write performance when handling upload of data files
from client local file system, especially when the storage cluster is configured to use replicas.
Therefore, we propose an asynchronous multi-pipeline file write protocol called SMARTH to replace the traditional stop-and-wait protocol in HDFS [2]. Instead of transferring data blocks one by
one and waiting for ACK (acknowledgement) packets from all datanodes involved in the transmission, SMARTH (Smart HDFS) builds a new pipeline after it finishes sending the current block to
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the first datanode in the pipeline so that it can start sending the next data block right away. This new
design makes better use of the network capacity of the client as well as the datanodes’ accessing
bandwidth within the cluster. In order to minimize the time of the file importing process, we introduce a flexible sorting algorithm of datanodes based on real-time and historical datanode accessing
status (including network and storage I/O). We employ the heartbeat mechanism to report the data
transmission speed on each client to the namenode every three seconds. Based on the collected
information, the namenode can give a good estimate of which set of datanodes a client should use
for best performance. When the replication factor of an HDFS cluster is greater than one, which is
often used in production environments, we optimize the way that a client interacts with each of the
datanodes in a pipeline to allow additional parallelism in data transfer. However, this also changes
the way that HDFS ensures data fault tolerance, and thus, we revise its fault tolerance method so
that the new way is compatible with the asynchronous multi-pipeline protocol.
We simulate various network conditions using bandwidth throttling on Amazon EC2, we demonstrate that the asynchronous multi-pipeline algorithm is able to remove the single pipeline barrier
and effectively overlap data transfer in different pipelines for HDFS file write operations. Overall, SMARTH is able to improve the throughput of data transfer by 27- 245% in a heterogeneous
virtual cluster of Amazon EC2.

1.2

Resource Management Layer

Resource Management Layer is a resource management platform that allows multiple data processing engines such as interactive SQL, real-time streaming, data science and batch processing to
handle data in a single platform. Here we employ Hadoop Yarn for managing computing resources
in Hadoop cluster. The fundamental idea of Hadoop Yarn is to separate the resource management
and computation process into different daemons. One of the most significant benefits is that we can
3

execute different computing engines such as MapReduce and Spark in the same platform without
interference.
In the YARN architecture, ResourceManager (RM) usually runs on a dedicated machine and supports High Availability (HA) by running one or more RMs in Standby mode. The RM monitors the
status and available resources of DataNodes and assign resources among users’ applications. The
RM also decides how to allocate resources among multi-tenants by different kinds of scheduling
algorithms.
However, we found that the original Yarn is inefficient and exists some performance bugs, especially for short job. Although Hadoop is designed to process very large data sets, a majority of
jobs are short in the real world. For example, the MapReduce jobs at Google in 2004 took 634
seconds on the average, and over 80% of Yahoo’s jobs finished within 10 minutes [3][4][5]. This is
mainly due to the input data size being small, especially when it is spread across the entire HDFS
cluster and processed in parallel. Moreover, SQL-like query systems, such as Pig and Hive, that
operate on top of MapReduce could break a longer running job into a collection of shorter jobs
[6][7]. More recently, Uber mode was introduced in Hadoop 2 to specifically deal with jobs with
small input size (less than 1 data chunk, to be precise). This special mode runs all tasks of a job
within one container. However, even Uber mode is not efficient enough to handle small jobs. We
summarize the inefficiencies of running short jobs on Hadoop as follows:

• Hadoop scheduler does not take data locality into account for short job, thus unnecessary
data transfer could significantly slow down the execution of short jobs.
• One-time task setup and tear down overheads, which are often negligible in a long running
job, can no longer be overlooked for short jobs.
• Piggybacking requests and responses to periodic heartbeat messages is designed for cluster
4

scalability, but waiting a few seconds here and there adds up quickly. Short-circuiting these
paths can be beneficial for short jobs.
• In Uber mode, running all tasks sequentially within a single container does not take full
advantage of all local resources.
• Moreover, in Uber mode, intermediate data incur disk I/Os, such as spill operation, could
significantly degrade performance.

In this study, we propose an efficient short job optimization on Hadoop, called MRapid, to speed up
the execution of MapReduce short jobs [8]. In our system, we design two improved modes based
on Hadoop: Improved Distributed (D+) mode and Improved Uber (U+) mode. Our contributions
are summarized as follows:

• In D+ mode, we design a new scheduler to schedule Map tasks according to the resource
distribution situation and data locality. When an ApplicationMaster requests resources from
Yarn, instead of waiting for report from NodeManager, our new scheduler allocates resources
according to the current resource availability and data distribution in ResourceManager, and
responds the request in the same heartbeat, rather than waiting for at least two heartbeats
in Hadoop. Our algorithm not only avoids load imbalance problem for short jobs, but also
reduces the communication cost. The benefits of spreading out Map tasks and data-locality
awareness are significant, especially when a short job can be executed in one wave.
• In U+ mode, rather than executing Map tasks sequentially, we run multiple Map tasks in
parallel on the same node. The degree of parallelism depends on the available resources on
the node.
• In U+ mode, we cache intermediate data into memory instead of writing them to disk and
reading them back later as intermediate data are usually small for short jobs.
5

• We design a job submission framework, which reserves an ApplicationMaster pool for reuse
and avoids the long waiting time to initialize new ones for short jobs.
• For a short job, deciding which mode (D+ or U+) runs faster is a grand research challenge.
Our job submission framework handles it by supporting speculative execution. Specifically,
the framework can execute an application initially in both D+ and U+ modes. During the
execution, a profiler records the execution and data I/O information for each mode. When the
framework is confident that one mode is behind the other, the slower one will be terminated.
The winner mode can be designated to the short jobs for the future run.

1.3

Computing Layer

Our Computing Layer provides several software frameworks, such as Hadoop MapReduce and
Spark, to process big data applications using certain programming models.
Hadoop MapReduce is a computing model for processing large data sets in parallel. MapReduce
paradigm is composed of a Map function that performs filtering and sorting of input data and a
Reduce function that performs a summary operation. The input data are always split into several
blocks, which are executed simultaneously.
Apache Spark[9] is another open source big data processing framework, which claims that when
comparing to Hadoop, it runs up to 100 times faster based on in memory processing and 10 times
faster on disk [10].
There are several advantages compared to other distributed computing platform like Hadoop and
Storm. First of all, along with in-memory data storage, the performance of Spark is several times
faster than other big data platforms. Secondly, instead of just “map” and “reduce”, Spark defines
a large set of operations (transformations and actions) such as “filter”, “sort”, “groupby”. Thirdly,
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it also supports many program languages like Java, Scala and Python. Last but not least, it has an
abundant ecosystem to support users to write more complex applications easily.
However, when a user submits an application, there are too many parameters to be considered
such as the number of cores per executor, memory size per executor, and the number of executors.
How to configure these parameters relies on the user’s experience. For instance, considering a case
where a cluster contains 10 DataNodes, and each DataNode has 16 cores and 128 GB memory
together, we first reserve 1 core and 8 GB memory for OS, Hadoop and Spark. Consequently there
are 15 cores and 120 GB per node left to allocate. Then the user can determine how many cores
be assigned to each task by “spark.task.cpus”, which is 1 by default. We assume 1 core for each
task is reasonable for the user’s application so that the user can execute 15 tasks in parallel in each
DataNode. Therefore we can easily calculate how much memory assigned to each task (120 / 15 =
8 GB), however we also need to consider other overheads, so 7 GB per task makes more sense. If
7 GB is not enough for each task, an “out of memory” error will occur, and the user must increase
the memory size per task and recalculate the number of tasks per DataNode. Here we assume 7 GB
per task is large enough, then decide how many tasks are executed in each executor. Tasks executed
in the same executor can share memory and other resource, but too many tasks being processed in
the same jvm could lead to poor performance. Here we assume 5 cores per executor is a reasonable
configuration. Since we have 15 cores available in each DataNode, 15 / 5 = 3 executors can be
allocated in each node, and each executor contains 5 × 7 = 35 GB memory.
we propose an efficient 3-level sampling performance model, called Hedgehog, and focus on the
relationship between resource and performance [11]. This design is a brand new white-box model
for Spark, which is more complex and challenging than Hadoop. In our tool, we employ a Java
bytecode manipulation and analysis framework called ASM [1] to reduce the profiling overhead
dramatically.
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1.4

Methodology Layer

The methodology layer is to carry out complex operations and design a set of API for a specific
domain based on the computing layer. Spark is a powerful open-source processing engine which
provides abundant APIs for different domains, such as Spark SQL, Spark Streaming, Spark MLlib,
Spark GraphX, and SparkR.
In the context of Spark, the driver of a Spark application can be regarded as a specialized parameter
server that updates and distributes parameters in a synchronized way. However, unlike parameter
server frameworks that are usually implemented on highly efficient MPI, Spark’s synchronous
iterative communication pattern is based on MapReduce between the driver and workers, which
makes it an inefficient platform for machine learning algorithms using SGD.
Therefore, we design an adaptive fast-turn stochastic gradient descent algorithm, called FTSGD
for methodology layer, which works more efficiently on the platforms that rely on iterative communication such as Spark and Hadoop to speed up the convergence of machine learning algorithms,
e.g., linear regression, logistic regression, and SVM.
Another API we designed in methodology layer is a spatial analyzing system, called Dart, on
top of Hadoop and Spark in purpose of solving spatial tasks like K-nearest neighbors (KNN) and
geometric median distribution for social media analytics [12].
In big data computing, Hadoop-based systems have advantages in processing social media data[13].
In this study, we use two geographic measures, the mean center and the median center, to summarize the spatial distribution patterns of points, which are popular measurements in geography[14].
The method has been used in a previous study to provide an illustration of social media users’
awareness about geographic places[15]. The mean center is calculated by averaging the x and
ycoordinates of all points and indicates a social media user’s daily activity space. However, it is
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sensitive to outliers, which represent a user’s occasional travels to distant places. The median center
provides a more robust indicator of a user’s daily activity space by calculating a point from which
the overall distance to all involved points is minimized. Therefore, the median center calculation
is far more computing intensive. One social media user’s activity space comprises geographic areas in which he/she carries out daily activities such as working or living. The median center thus
shows a gravity center of that person’s daily life.
The major advantages of Dart lie in: (1) Dart provides a computing and storage platform that is
optimized for storing social media data like Twitter data. It employs a hybrid table design in HBase
that stores geographic information into a flat-wide table and text data into a tall-narrow table,
respectively. Thus, Dart can get rid of the unnecessary reduce stage for some spatial operations
like calculating mean and median centers. Such a design not only cuts down users’ development
expenditures, but also significantly improves computing performance. In addition, Dart avoids
load imbalance and hot region problems by using pre-splitting technique and uniform hashes for
row keys. (2) Dart can conduct complex spatial operations like the mean center and median center
calculations very efficiently. Its methodology layer is a completely flexible and totally extensible
module, which provides a better support to the upper analysis layer. (3) Dart provides a platform
to help users analyze spatial data efficiently and effectively. Advanced users also can develop their
own analysis methods for information exploration.
We evaluate the performance of Dart on Amazon EC2[16] with a cluster of 10 m3.large nodes. We
demonstrate that our grid algorithm for the calculation of median center is significantly faster than
the algorithm implemented by traditional GIS, and we can gain an improvement of 7 times on a
160 GB Twitter dataset and 9 to 11 times on a synthetic dataset. For instance, it costs 1 minute to
compute the mean or the median center for 1 million users.
The rest of this dissertation is organized as follows. In Chapter 2, I briefly review the current

9

research related to my research work and their limitations. Chapter 3 discusses an innovative asynchronous data transmission approach called “SMARTH” is introduced to greatly improve the write
operation’s performance in HDFS. We then present an efficient short job optimization on Hadoop,
called MRapid, to speed up the execution of MapReduce short jobs in Chapter 4. In Chapter 5, we
propose an efficient 3-level sampling performance model, called Hedgehog, and focus on the relationship between resource and performance. We design an adaptive fast-turn stochastic gradient
descent algorithm, called FTSGD for methodology layer in Chapter 6. In Chapter 7, another API
we designed is a spatial analyzing system, called Dart, on top of Hadoop and Spark in purpose of
solving spatial tasks like K-nearest neighbors (KNN) and geometric median distribution for social
media analytics. Finally this dissertation is concluded in Chapter 8.
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CHAPTER 2: LITERATURE REVIEW

In this section, I briefly review the current research related to my research work and their limitations
with regards to the performance improvement for big data systems such as Hadoop and Spark.
This dissertation is related to the four research areas in optimizing performance of a big data
platform: (1) HDFS System and Data Uploading; (2) Resource Management and Scheduling; (3)
Performance Modeling; (4) Structured Data Store.
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Figure 2.1: Workflow of an HDFS file write operation.
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2.1

HDFS System and Data Uploading

An HDFS cluster is comprised of a namenode and one or more datanodes. In this section, we
give a comprehensive analysis about how a client communicates with the namenode and datanodes
when uploading data to HDFS. As shown in Figure 2.1, there are 6 steps to upload data from a
local file system into HDFS.

1. Creating a file into the file system’s namespace. The client first makes a create() HDFS
call, which results in a ClientProtocol RPC being invoked to create a new file on the
namenode. Before the creation of the file in the namespace, the namenode conducts several
checks, e.g., whether the file already exists, whether the user has the right to create the file,
and whether safe mode is disabled. If all these checks pass, the namenode would create the
corresponding file in the file system’s namespace; otherwise it would throw an exception.
2. Splitting data into packets and inserting into a data queue. To write data to HDFS, client
applications consider the data file as a standard output stream. This data stream is fragmented
into blocks, each of which has a default size of 64MB. In turn, each block is split into 64KB
packets by default when being transmitted onto the network. When the client writes a new
block, a DataStreamer thread would send an addBlock() call to the namenode to ask for
a new block ID and the datanode IDs to store the block. After the corresponding packets are
generated, the client sends these packets to a FIFO queue and then to the datanodes.
3. Sending packets to Datanodes. DataStreamer uses the datanode IDs to build a pipeline
between the client and these datanodes, streams the packets to the first datanode in the
pipeline one by one, and stores these packets into another queue called ACK queue in case
some datanodes require retransmitting due to packet loss. When the first datanode receives a
packet, it verifies the packet’s checksum, stores the packet, and transfers it to the next datan12

ode in the pipeline. This procedure will repeat until the packet reaches the last datanode at
the end of the pipeline.
4. Sending acknowledgement (ACK) back to the client. When the last datanode obtains
the packet, it would send an ACK through the pipeline in a reverse order. The client has
a thread called PacketResponder that is responsible for receiving response ACKs. If the
PacketResponder thread receives a packet ACK from all datanodes, it removes this packet
from the ACK queue.
5. Closing the output stream. When the client has flushed all data into the output stream, it
calls close() on the stream, and waits for all packets’ ACKs.
6. Completing file write. When all packets’ ACKs are received by the PacketResponder
thread, it wakes up the client. The client would send a complete signal to the namenode to
complete this file write operation.

In Steps 3 and 4, the client has to wait until it received all ACKs through the pipeline, during which
the client could not optimally make use of network capacity.
Although a rich set of research has been published on improving the performance of Apache
Hadoop nowadays, there is little work in literature to analyze and improve the file transmission
paradigm in the HDFS architecture. Xu et al.[17] tries to figure out a cost model to describe the
data import and verify this cost model with practical evaluations. In their approach, Instead of
opening an input stream to the local file and passing it along to the first datanode through a socket,
the original data storage can be directly accessed by datanodes.
There are some literatures related to file write that mainly focus on adjustments to Hadoop parameters and codes to adapt HDFS to a specific scenario. For instance, Shafer et al. [18] analyze the
performance of HDFS, and find out bottlenecks existing in the Hadoop implementation that result
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in inefficient HDFS usage. Their paper focuses on adjustments of Hadoop parameters to boost
the overall efficiency of MapReduce applications. CoHadoop[19] is a lightweight extension of
Hadoop that controls where data are stored. It uses hints given by applications to locate data files
to improve efficiency. HDFS+[20] is an extended distributed file system from existing HDFS that
can accept concurrent writes with multi data sources. In HDFS+, files are divided into fragments
not sent in a sequence order, instead, each fragment can be written individually by a client.
A number of other research work have been proposed to make Hadoop more efficient than the
original Hadoop. Islam et al.[21] introduce a novel design of HDFS using Remote Direct Memory
Access (RDMA) on InfiniBand. The design is able to provide low-latency and high throughput
for HDFS write operations as it leverages the RDMA capability of high performance network
like InfiniBand. Yee et al.[22] introduce a generic socket API called Hadoop Filesystem Agnostic API (HFAA) to allow Hadoop to integrate with any distributed file system over TCP sockets.
This socket API can eliminate the demand to customize Hadoop’s Java implementation, and move
the implementation responsibilities to the file system. Hadoop-A[23] introduces a novel networklevitated merge algorithm to merge data without repetition and disk access to optimize data processing throughput of Hadoop.

2.2

Resource Management and Scheduling

Yarn, a cluster resource manager, is a key component of Hadoop 2, and MapReduce is one of
computing frameworks that runs on Yarn. In this section, we give a comprehensive overview of
the job submission process. As shown in Figure 2.2, there are 6 steps to submit a job.
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Figure 2.2: Hadoop job submission.

1. Job Submission: To submit a new job, a client first communicates with the ResourceManager
(RM) to generate a new job ID. which in turn checks the specification of the job, uploads
input splits, job Jar file, and configuration to HDFS. The client then submits the job to the
RM.
2. ApplicationMaster (AM) Allocation: When the RM receives the job submission request, the
scheduler allocates a container to set up and launches an AM instance.
3. Launching AM: The designated NodeManager (NM) of the allocated container launches AM
for the job. Once AM is started, it downloads input splits, job Jar file, and configuration from
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HDFS, and initializes itself.
4. Request Containers: If the job is not configured to run in Uber mode, the AM requests
containers for Map and Reduce tasks from the RM, which schedules resources based on data
locality that allocates each task to be near its input data. Hadoop employs CapacityScheduler
by default, which allows multiple tenants to share a large cluster and allocate resources under
constraints of specified capacities for each user.
5. Task Assignment: After tasks have been assigned to run in certain containers by the RM’s
scheduler, the AM starts the containers by contacting the corresponding NMs.
6. Task Execution: After downloading configuration and Jar file from HDFS, the Map or Reduce task is executed as a Java application in JVM.

Submitting job in Hadoop system is inefficient and time-consuming due to creating containers and
piggybacking requests and responses to transfer periodic heartbeat messages.
There are four research areas in optimizing performance related to our research: short job scheduling [5, 24, 25], data-locality awareness [26, 27, 28], cache mechanism [29], and reusing resource
[30].
Elmeleegy [5] designed a system called Piranha that avoids checkpointing intermediate results to
disk. It also supports a simple fault-tolerance mechanism, and employs self-coordination to reduce
the cost of high-latency polling protocol. However, this system reduces only cost of spilling data
into disk, and the Uber mode is not considered. Yao et al. [24] propose a job-size based scheduling
algorithm. It leverages the knowledge of workload patterns to reduce average job response time
by dynamically tuning the resource sharing among users. But this approach cannot reduce useless
overhead caused by Hadoop itself. Yan et al. [25] implement an optimized version of Hadoop
to reduce the time cost during the initialization and termination stages of a job, and replace the
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pull-model task assignment mechanism with a push-model approach. This system just reduces
the communication between Driver to NameNode and JobTrack to TaskTrack, but cannot reuse
previous jobs’ execution environment to speed up.
Hammoud et al. [26] designed a Locality-Aware Reduce Task Scheduler (LARTS), which collocate Reduce tasks with the maximum required data after recognizing input data locations and sizes.
This method is useful only when the input data are skewed, and the performance improve is not
significant. Zhang et al. [27] proposed a next-k-node scheduling (NKS) method to reserve nodes
for Map tasks to satisfy node locality policy. It is not enough for short job by just considering data
locality. Maestro [28] is another scheduling algorithm that schedules map tasks in two waves: first,
it fills the empty slots of each data node based on the number of hosted map tasks; second, runtime
scheduling takes into account the probability of scheduling a map task depending on the replicas
of the task’s input data. But for many short jobs, there is only one wave to be executed.
Spark [31][32] is a fast and general engine that can be deployed on Hadoop Yarn. It organizes data
into a distributed data structure called resilient distributed dataset (RDD), which can be cached in
memory, and be reused across different computations. But we observed that the performance of
Spark on Yarn is still slow for short jobs because of the high overhead to launch containers for
AMs and executors.
HJ-Hadoop [30] is designed to exploit multicore parallelism at the intra-JVM level, while limiting
the number of JVMs created on each node. In our U+ mode, we employ a similar technique, which
executes Map tasks of a container in parallel rather than a sequential way.
Besides optimizing MapReduce performance, Hadoop can be improved in many other aspects,
such as network [33], HDFS [2], middleware [34], and query optimization [12].
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2.3

Performance Modeling

A Spark program includes 5 hierarchical levels: application, job, stage, task, and operation, which
is shown in Figure 2.3. Instead of having job as the highest level in Hadoop, the highest level for
Spark is application, which is submitted by a client to the resource manager and is launched in an
ApplicationMaster container. An application can contain more than one jobs, the number of which
depends on the number of actions, i.e., each action is executed by a job.

Application
Job 0

Stage 0

Stage 1

RDD 0

RDD 1

RDD 2

Task 0

Shuffle

Task 1
Job 1, … …

Task 2
Task 3

Figure 2.3: 5-Level Structure for Spark Application.

On the application level, all jobs are merged into one package, which makes it easier to design and
more efficient to execute a recursive application such as machine learning application. Each job is
triggered by one action, which always returns the result to the driver. In each job, due to the number
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of shuffling operations, it can be divided into many stages. Spark must shuffle data between two
neighboring stages, which is also called wide dependency. A stage may contain multiple tasks,
each of which handles one partition of data. Each RDD usually consists of many partitions, thus
multiple tasks in each stage may run in parallel on compute nodes. For each task, it still executes
several narrow dependent operations, which indicates that operations are executed like pipelining
without network shuffling. The lowest level is operation. In general, the lower the level is, the less
execution information Spark collects since the overhead is more expensive.

spark.memory.fraction
60%

spark.memory.storageFraction
(50%)

Spark Managed Memory

Storage
Memory

Execution
Memory

User Managed Memory

Figure 2.4: Memory Structure in Spark 1.6+.

Ever since Apache Spark version 1.6.0, Spark memory is divided into three regions to manage:
user memory, storage memory, and execution memory [35], as shown in Figure 2.4. User memory
completely depends on the user-defined function. The quality and feature of the user code has
direct effection on this part of memory usage. Storage Memory is used for both cached data and
“broadcast” variables. This type of memory is related to data reusing and broadcasting. Execution
Memory stores the intermediate shuffling data on both Map side and Reduce side. The boundary
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between the storage memory and the execution is not fixed, which means if one kind of memory
is insufficient, it can borrow space from the other. How to decide the memory fraction for each
memory region is a very challenging problem since the memory usage is totally case by case, and
there are so many influencing factors making it hard to analyze.
Starfish [36] is a white-box performance model for Hadoop, which instruments the application and
builds the relationship between execution performance and configurations by formulas. However,
the overhead of the instrumentation method is too expensive, furthermore, its covering for widerange applications and formalization makes it inaccurate for some types of applications. There are
other existing researches to analyze the performance model but typically not focus on the internal
structure and comprehensive process analysis [37, 12, 38, 39, 8].

2.4

Structured Big-data Store

Efficient management of social media data is important in designing data schema. There are two
choices when using NoSQL database: tall-narrow, or flat-wide[29]. The tall-narrow paradigm is to
design a table with few columns but many rows, while the flat-wide paradigm is to store data in a
table with many columns but few rows. Figure 2.5 shows a tall-narrow table and its corresponding
realization in the flat-wide format.
For a flat-wide schema, it is easy to extract a single user’s entire information in a single row, which
can easily fit into a MapReduce program. For a tall-narrow table, each row contains a single record
of a user’s entire information to avoid data imbalance layout and too much data stored in just a
single row.
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Figure 2.5: Representations of Horizontal table and Vertical table.

For sparse data, the tall-narrow table is a common way and can support e-commerce type of applications very well[40]. In addition, HBase only splits at row boundaries, which also contributes
to the users’ choice of tall-narrow tables[29]. Using a flat-wide table, if a single row outgrows the
maximum of a region size, HBase cannot split it automatically, which makes data stored in that
row overloaded.
In our system, we employ a hybrid schema, in which we store geographic data by a flat-wide table,
and store other data like text data by a tall-narrow table. Since numerical location information is
significantly smaller than text data, each user’s location data can easily fit into a region size (256M
by default). Our design can make complex geographic operations more efficient due to removing
the reduce stage from a MapReduce job.
Some GIS over Hadoop and HBase have been designed to provide convenient and efficient query
processing. However, they do not support complex queries like geometric median. A few systems
employ Geographic Index like grid, R tree, and Quad tree to improve the processing, which are,

21

unfortunately, not helpful for calculating geometric median efficiently.
SpatialHadoop[41] extends Hadoop and consists of four layers: language, storage, MapReduce,
and operations. The language layer supports a SQL-like language to simplify spatial data query.
The storage layer employs a two-level index to organize data globally and locally. The MapReduce
layer allows Hadoop programs to exploit index structure. The operations layer provides a series of
spatial operations like range query, KNN, and join. Hadoop-GIS[42] is a spatial data warehousing
system that also supports a query engine called REQUE, and utilizes global and local indexes to
improve performance. MD-HBase[43] is a scalable data management system based on HBase, and
employs a multi-dimensional index structure to sustain an efficient insertion throughput and query
processing. However, these systems are incapable of offering a good data organization structure
for social network like Twitter, and their index strategies cannot calculate the geometric median
efficiently due to an extra load on data management, index creation and maintenance.
CG_Hadoop[44] is a suite of MapReduce algorithms, which covers five different geometry spatial
operations, namely, polygon union, skyline, convex hull, farthest pair, and closest pair, and uses the
spatial index in SpatialHadoop [41] to achieve good performance. Zhang et al. [45] implements
several kinds of spatial queries such as selection, join, and KNN using MapReduce and proves that
MapReduce is appropriate for small scale clusters. Lu et al. [46] designs a mapping mechanism
that exploits pruning rules to reduce both the shuffling and computational costs for KNN. Liu et
al. [47] employs the MapReduce framework to develop a scalable solution to the computation of
a local spatial statistic (G∗i (d)). GISQF[48] is another spatial query framework on SpatialHadoop
[41] to offer three types of queries, Longitude-Latitude Point queries, Circle-Area queries, and
Aggregation queries. Yet, there is no operation or discussion for calculating geometric median on
top of Hadoop and HBase.

22

CHAPTER 3: ENABLING MULTI-PIPELINE DATA TRANSFER IN
HDFS

In this work, we introduce an improved HDFS design called SMARTH 1 . It utilizes asynchronous
multi-pipeline data transfers instead of a single pipeline stop-and-wait mechanism. SMARTH
records the actual transfer speed of data blocks and sends this information to the namenode along
with periodic heartbeat messages. The namenode sorts datanodes according to their past performance and tracks this information continuously. When a client initiates an upload request, the
namenode will send it a list of “high performance” datanodes that it thinks will yield the highest
throughput for the client. By choosing higher performance datanodes relative to each client and by
taking advantage of the multi-pipeline design, our experiments show that SMARTH significantly
improves the performance of data write operations compared to HDFS. Specifically, SMARTH is
able to improve the throughput of data transfer by 27-245% in a heterogeneous virtual cluster on
Amazon EC2.

3.1

Asynchronous Multi-pipeline Protocol

In the original HDFS design, when a client wants to write a data block to an HDFS cluster, it
receives a list of datanodes from the namenode to form a pipeline. The data block travels from
the client to each of the datanodes sequentially, and the client will only mark a block as completed
when the ACK packets from all the datanodes in the pipeline are received. Therefore, the effective
bandwidth of the pipeline is limited by the slowest datanode in the pipeline.
1 The

content in this chapter was in part reproduced from the following article: Hong Zhang, Hai Huang, Liqiang
Wang, SMARTH: Enabling Multi-pipeline Data Transfer in HDFS, 43rd International Conference on Parallel Processing, 2014. The copyright form for this article is included in Appendix A
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Figure 3.1: Workflow of a SMARTH file write operation.

The way that SMARTH handles data write operations is shown in Figure 3.1. Step 1 is similar to
Hadoop. When the client writes a block, it first asks for a block ID and a list of datanodes to store
the data. The SMARTH namenode then chooses a high-bandwidth node relative to the client as
the first datanode in the pipeline (based on historical information, which we will describe later). In
step 2, the client splits data blocks into same size packets and puts them into a data queue.
During data transmission, the client sends these packets to the first datanode, and after storing
them locally, this datanode forwards them to the second datanode and so on and so forth until the
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last datanode receives all the packets (step 3). When the first datanode receives all the packets of
a certain block, it sends back a special ACK packet called FIRST_NODE_FINISH_ACK (FNFA) to
the client. This packet indicates to the client that the entire block has been received and stored
by the first datanode in the pipeline. Instead of waiting for ACKs from the other datanodes, the
client continues to send the next data block by requesting another block ID and datanodes from the
namenode. This results in a new pipeline being formed for sending the next data block. Additional
pipelines can be formed if the client can send packets to the first datanode quicker than the speed
that the packets travel to the other datanodes in the pipeline.
After creating a pipeline, we create an ACK queue and a PacketResponder thread for it. Each
pipeline transfers ACKs back to the corresponding PacketResponder thread (step 4). As the
PacketResponder thread receives an ACK from its pipeline, it removes the corresponding packet
from its ACK queue. At the client, we use a set to enumerate all active pipeline objects. When the
PacketResponder thread receives all ACKs, it will be removed from this set. When the pipeline
set is empty, we close output stream (step 5) and complete this uploading (step 6).
Using this method to upload files to HDFS, the client can fully utilize its bandwidth capacity and
reduce idle time on waiting for ACK messages. Thus, the speed of the asynchronous pipeline
transmission is now determined not by the minimum bandwidth amongst client and datanodes
but the network speed between the client and the first datanode in the pipeline. In the following
subsections, we describe how SMARTH namenode finds the “best” first datanode for each client
while keeping the cluster balanced.
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3.2

Global Optimization for Data Transmission

Traditional HDFS represents a network topology as a tree structure [49]. When the client requests
a list of datanodes for storing a data block, the namenode chooses the target nodes according to
this network topology tree, e.g., to optimize for performance and to maximize data fault tolerance.
However, it cannot accurately capture the real-time network condition as this information is usually
not directly correlated with the network topology.
In SMARTH, client records the transmission speed of data blocks to all the first datanodes in
transfer pipeline that it had communicated before and sends these records to the namenode every
three seconds by remote procedure calls (RPCs), following the default heartbeat mechanism in
Hadoop. When the client subsequently requests datanodes to place additional data blocks, the
namenode utilizes this information to choose a set of best performing datanodes in the cluster
according to our global optimization algorithm shown below.
Algorithm 3.1 describes SMARTH namenode’s global optimization algorithm for choosing datanodes. When the namenode receives a request to upload files from a client, it calculates the maximum number of pipelines allowed for the client, and assign it to a variable n. Our design selects
a datanode randomly from the n best performing nodes for this client as the first datanode so that
we can guarantee the bandwidth between the client and the first datanode is relatively higher in the
pipeline. The second replica is selected from a different rack and the third replica is placed on the
same rack as the second.
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Algorithm 3.1 Algorithm for global optimization
1: num = the number of active datanodes
2: repli = the number of replica factor
3: n = num / repli // the maximum pipeline size
4: if (namenode has transmission records for the client) then
5:
TopN = top n datamodes in terms of transfer speed
6:
// the number of datanodes we have choosen
7:
results = 0
8:
while (results != repli) do
9:
if (results == 0) then
10:
targets[0] = randomDatanode(TopN)
11:
else if (results == 1) then
12:
targets[1] = randomRemoteRackNode()
13:
else if (results == 2) then
14:
targets[2] = nodeOnSameRack(targets[1])
15:
else
16:
targets[results] = randomDatanode()
17:
end if
18:
results++
19:
end while
20: else
21:
targets = employ the original HDFS method to select datanodes
22: end if
3.3

Local Optimization for Data Transmission

Since network status varies all the time, we utilize a local optimization algorithm to sort the datanodes order in pipeline by the newly records and give a chance to test the bandwidth performance
of nodes with poor performance previously.
Algorithm 3.2 shows details of local optimization algorithm executes in the client node. We use
block transfer records locally to calculate the transmission speed for each datanodes assigned to
TransSpeed, and employ sort algorithm to reorder the targets set. We calculate a random number
r between 0 to 1 to decide whether to swap the first datanode with another datanode in pipeline so
that we can update the transmission records of that node. In this way, we may keep transmission
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Algorithm 3.2 Algorithm for local optimization
1: repli = the number of replica factor
2: TransSpeedVector = the transmission speed of every nodes in targets
3: sort targets in descending order by TransSpeedVector
4: r = a random number between 0 to 1
5: if (r > threshold) then
6:
//the target index to switch the first datanode
7:
index = a random integer between 1 to repli − 1
8:
swap(targets[0], targets[index])
9: end if
information for all datanodes updated occasionally. In our algorithm, if r is greater than threshold
that is assigned to 0.8, we use another random integer index to choose which datanode to switch
with the first one.

3.4

Cost-Benefit Analysis

To pinpoint how SMARTH outperforms HDFS, we analyze a file write operation in details and
compare the two designs step by step. Data transfer between a client and datanodes for the original
HDFS is shown in Figure 3.2. When the number of replica is greater than one, datanodes will
forward each packet to the next datanode along the pipeline until the last datanode receives it.
Client will wait for ACKs from all datanodes in the pipeline before it can start sending the next
data block.
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Figure 3.2: Data Transmission of HDFS

Assume that data file size is D, block size is B, and data file size is greater than one block, the file
is split into pD/Bq blocks. Assume that the packet size is P, the number of packets transferred is
pD/Pq.
Let Tn denote the communication time between client and namenode for each block. Let Tc denote the average production time (read data from local file, compute the checksum and append the
data and checksum to a packet) for a packet by the client. When the datanode receives a packet,
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it verifies the checksum and writes the packet to the local disk that takes Tw on average. Let
Bmin represent the minimum bandwidth between client and the first datanode and amongst adjacent datanodes. Since the size of ACK packets is smaller than the data packets, and the time of
transferring ACKs and the time of sending data packets overlaps, we only need to take the packet
transmission time into account.
As the production and the transmission of packets are executed by different threads, there is an
overlap between the production time and the transmission time of packets. If the average production time of packets is greater than or equal to the average packet transmission time along the
pipeline, there is no packet waiting for sending on data queue. The total production time for all
packets is the major factor to the whole importing time. In this scenario, Tc >= P/Bmin , and the
total time consuming is shown in Formula (3.1). However, even in the small instance, to produce
a packet is very fast compared with the speed to send a packet in our experiments.

T = Tn ∗ pD/Bq + (Tc + Tw ) ∗ pD/Pq

(3.1)

If the packet production time is less than the packet transmission time, there must exist blocking
on data queue. So the total cost relies on the minimum bandwidth amongst client and datanodes.
In this scenario, Tc < P/Bmin , and Formula (3.2) shows the total time consuming.

T = Tn ∗ pD/Bq + (P/Bmin + Tw ) ∗ pD/Pq

(3.2)

From the analysis above, we know that the time of importing file is determined by the production
time or the transmission time of packets, depending on which is larger.
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Figure 3.3: Data transmission of SMARTH

Figure 3.3 shows the process of data transmission for SMARTH. When the first datanode receives
all packets of a block, it sends a FNFA back to the client, and the client can then create a new
pipeline to prepare for transmitting the next block. Assume the bandwidth between the client and
the first datanode is Bmax . If the average production time of packets is greater than or equal to
the packet average transfer time from the client to the first datanode (Tc >= P/Bmax ), the speed of
seeding a packet is slower than the speed of producing a packet. Then there is no blocking in data
queue, and the total time consuming is as Formula (3.1) shown.
If the average production time of packets is less than the packet average transfer time from the
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client to the first datanode (Tc < P/Bmax ), the total cost relies on the bandwidth between the client
to the first datanode as Formula (3.3) shows.

T = Tn ∗ pD/Bq + (P/Bmax + Tw ) ∗ pD/Pq

(3.3)

It is obvious that Bmax is greater than or equal to Bmin . So our improved HDFS is more efficient
than the existing one. We can also find out that idle time waiting for ACK is reduced when we
compare Figure 3.2 with Figure 3.3.

3.5

3.5.1

Fault Tolerance

Fault Tolerance for Original HDFS

Since Hadoop is often deployed on a large cluster of commodity nodes, being able to automatically
handle faults is a crucial part of its design. This section provides an overview of the fault tolerance
mechanism in original HDFS and then discusses our own fault tolerance approach for the multipipeline design in SMARTH.
Algorithm 3.3 shows how a typical process handles errors during uploading files to HDFS. When
the client catches an error in the process of transmitting a block, it first checks the validity of
parameters, and closes all streams related to the block. Then it moves all packets in ACK queue
back to data queue. It picks the primary datanode from active datanodes in pipeline, and uses it
to recover the other datanodes. If fails, picks another primary datanode and recover again until
recovering the block successfully or throwing an exception. At the end, the client recreates the
ResponseProcessor thread for receiving remaining ACKs.
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Algorithm 3.3 Algorithm for fault tolerance of HDFS
1: checks the validity of parameters
2: close all streams related to the block
3: moves all packets in ACK queue back to data queue
4: success = false
5: while (!success) do
6:
if (targets is not empty) then
7:
return an exception
8:
else
9:
primaryNode = the first datanode in targets
10:
add new datanodes to replace error nodes in targets
11:
success=recoverBlock(primaryNode, targets)
12:
if (!success) then
13:
remove primaryNode from targets
14:
end if
15:
recreate block streams
16:
end if
17: end while
18: recreate ResponseProcessor thread
3.5.2

Fault Tolerance for Multi-Pipelines

Since we employ an asynchronous multi-pipeline design, we need to replace the original fault
tolerance mechanism with a new design.
Algorithm 3.4 Algorithm for fault tolerance of SMARTH
1: stop the current block transfer
2: moves all packets in ACK queue back to data queue
3: while (errorPipelineSet is not empty) do
4:
recover one error pipeline as Algorithm 3.3
5:
remove the error pipeline from errorPipelineSet
6: end while
7: start transferring the interrupted block

Algorithm 3.4 shows our approach to handle the multi-pipeline fault tolerance. When an error
occurs in a pipeline, SMARTH adds the error pipeline into an error pipeline set. It firstly stops
the current block sending, and starts a recovery process to recover error pipelines in this set. Each
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pipeline’s recovery process is similar to the original single pipeline recovery of HDFS. If the error
pipeline is recovered, we delete the error pipeline from the error pipeline set. We continue recovering error pipeline until the error pipeline set is empty, then the client restart sending the interrupted
block.

3.5.3

Buffer Overflow Problem

In SMARTH, since we employ global optimization and local optimization, the first data node is
always a high bandwidth node compared with other datanodes. So the client can send data to the
first datanode quickly, but the first datanode cannot send packets quickly to the second datanode.
Therefore it is possible that the buffer in the first datanode overflows. When the size of data file is
large, and the bandwidth varies considerably from node to node, the buffer of the high bandwidth
nodes has higher chance for overflow.
We limit the pipeline size to a maximum number ( the cluster size / the number of replica), and
if a datanode is already in a pipeline, it cannot be added into other pipelines created by the same
client. Then each datanode belongs to only one pipeline, and its buffer is set to be 64 MB, i.e., the
default size of block, for each client.

3.6

Experiments

The study was conducted using Amazon EC2’s compute instances. Amazon EC2 supports servers
of different types such as small, medium, and large instances. These instances differ in the number
of cores, the memory allocated to them, bandwidth, and price (see Table 3.1). An Elastic Compute
Unit (ECU) is an EC2-specific unit to express the computational performance of a CPU core. 1
ECU is the equivalent CPU capacity of a 1.0-1.2 GHz 2007 Opteron or Xeon processor.
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Table 3.1: Amazon EC2 instance types
Instance Type Memory
Small
1.7 GB
Medium
3.75 GB
Large
7.5 GB

ECUs
Network
1
≈ 216Mbps
2
≈ 376Mbps
4
≈ 376Mbps

We use four different clusters in our evaluations. Three of the clusters are homogeneous consisted
of one namenode and nine datanodes, i.e., of small, medium, or large instances. The other cluster
is heterogeneous consisted of 3 small, 4 medium, and 3 large instance nodes, where one medium
instance is the namenode and the others are datanodes. Each node runs CentOS Linux Server
6.2 with kernel 2.6.32-220, and the original Apache Hadoop version 1.0.3. We use Amazon EC2
ephemeral storage to store our data file.
Our goal in this study is to evaluate the impact of various network conditions on both HDFS and
SMARTH. We employ a Linux utility called tc, which is used to control network traffic, to limit
both ingress and egress bandwidth between VMs.

3.6.1

Two-Rack Cluster Scenario

For a large cluster, a common practice is to employ its nodes across multiple racks, or even across
multiple data centers, for load balancing and fault tolerance reasons. Network bandwidth between
nodes in the same rack is often greater than the bandwidth between nodes across racks. To consistently simulate this behavior (as EC2 does not expose VM’s physical location), we throttle the
network bandwidth of nodes using tc.
The default strategy of HDFS is to place the first replica on the client node itself if the client is a
datanode; otherwise, the namenode picks nodes that are not too full or busy. The second replica is
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placed on a different rack from the first and the third is placed on the same rack as the second, but
on a different node. Although this strategy offers a good reliability, it is at the cost of performance.

(a) default bandwidth in small cluster

(b) bandwidth throttling in small cluster

(c) default bandwidth in medium cluster

(d) bandwidth throttling in medium clustere

(e) default bandwidth in large cluster

(f) bandwidth throttling in large cluster

Figure 3.4: Comparison of uploading time on different clusters with and without network throttling.

In our experiments, our file sizes vary from 1GB to 8 GB, and we measure the time to upload
the files in both original HDFS and SMARTH using an HDFS put command. We have performed
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these experiments on small, medium, and large instances. Figure 3.4(a) and Figure 3.4(b) show
that the file size is proportional to the time consumed when importing file to HDFS and SMARTH
in small cluster without and with bandwidth throttling of 100 Mbps between two racks. The same
conclusion can be also found in medium and large instances from Figures 3.4(c) and 3.4(d), Figures
3.4(e) and 3.4(f). Due to these results, we only consider the input file size is 8 GB in the rest of the
paper when we measure the performance of HDFS and SMARTH.
Figures 3.4(c) and 3.4(e) as well as Figures 3.4(d) and 3.4(f) also show that the file importing
performance of large cluster is roughly the same with the performance of medium cluster. That is
because the medium cluster and large cluster have the same networking capacity. Figures 3.4(a),
3.4(c), and 3.4(e) show that there is no big gain if the cluster’s network status is homogeneous,
where network is in the default bandwidth and without throttling.

Figure 3.5: Comparison of small instances’ uploading time when throttled bandwidth between two
racks varies.
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Figure 3.6: Comparison of medium instances’ uploading time when throttled bandwidth between
two racks varies.

Figure 3.7: Comparison of large instances’ uploading time when throttled bandwidth between two
racks varies
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Figure 3.5 shows the file write times on Hadoop and SMARTH when we throttle the network to
different bandwidth in a small cluster. As Figure 3.5 shows, the more we throttle the network, the
better the performance of SMARTH is compared to HDFS. The new design of SMARTH gains
an improvement of 130% when the bandwidth throttling is at 50 Mbps; even when the bandwidth
throttling is 150 Mbps, the performance can improve about 27%. We have measured the file write
speed in medium and large clusters and observe similar big gains. Figure 3.6 and Figure 3.7 show
that SMARTH achieves an improvement of 225% in medium cluster and outperforms HDFS by
245% in large cluster when the network bandwidth is throttled to 50 Mbps.

Figure 3.8: Relationship between bandwidth throttling and performance improvement.

Figure 3.8 shows the relationship between how much we throttle the network bandwidth of nodes
in small, medium and large clusters and the improvement of SMARTH. The benefit of our design
depends on the extent of bandwidth throttling between two racks. When the network bandwidth
between nodes in the same rack is much greater than the network bandwidth between nodes in
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different ranks, SMARTH can gain more benefit. In a large cluster, where nodes are often allocated in different data centers, network performance between a pair of nodes can vary even more
significantly within the cluster.

3.6.2

Bandwidth Contention Scenario

In the real world, the bandwidth between nodes in the same rack still varies all the time, and
some other procedures also can occupy the bandwidth and contend with Hadoop program. In this
scenario, if some nodes with lower network capacity are selected as datanodes to transfer blocks,
they can degrade the performance of file write. In SMARTH, we would select the faster nodes
as the first datanode and when the first datanode receives the full block, the client builds a new
pipeline to continue the file write in order to avoid the idle wait time of the client network and
make the best use of the bandwidth between the client and datanodes.
Figure 3.9 shows the time spent during file write when we vary the number of nodes with 50 Mbps
throttling from 0 to 5. As shown in Figure 3.9, even there is only one node whose bandwidth is
lower than other datanodes, SMARTH can outperform the traditional Hadoop cluster by 78%. We
also can find that the more nodes with lower bandwidth, the more improvement can be gained by
SMARTH.
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Figure 3.9: Comparison of small instances’ uploading time when the number of nodes with
50Mbps throttling varies.

(a) medium cluster

(b) large cluster

Figure 3.10: Comparison of uploading time for medium and large clusters when the number of
nodes with 50Mbps throttling varies.

As we would expect, performance gain increases when we evaluate in medium and large clusters
due to the big gap between the default bandwidth and the throttling bandwidth. From Figure
41

3.10(a), we observe an improvement of 167% when uploading a 8 GB data file in medium cluster,
we can find the similar result in large cluster from Figure 3.10(b) when only one node’s bandwidth
is limited to 50 Mbps. The results also illustrate that the medium cluster and large cluster have the
similar performance when the bandwidth limitation is the same.

(a) small cluster

(b) medium cluster

Figure 3.11: Comparison of uploading time for small and medium clusters when the number of
nodes with 150Mbps throttling varies.

We also test the import time when we vary the number of nodes with bandwidth throttling of
150 Mbps in small and large clusters. From graphs in Figure 3.11(a) and 3.11(b) , the benefit
of SMARTH is reduced to 19% in small cluster and 59% in medium cluster compared with the
bandwidth throttling of 50 Mbps.

3.6.3

Heterogeneous Cluster Scenario

For power, cost, and pricing reasons, clusters are evolving towards heterogeneous hardware. Heterogeneity also arises due to phased hardware upgrades over years. For example, data center
expansion or upgrade will often result in multiple generations of hardware so that network topology may vary, with some routers having lower latency or supporting higher bandwidth than others
[50].
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Figure 3.12: Comparison of uploading time of different data size in a heterogeneous cluster.

We repeat the same set of experiments in a heterogeneous cluster consisted of a mixture of small,
medium, and large EC2 instances. Without any network throttling, Figure 3.12 shows that it takes
289 seconds to upload an 8 GB file in HDFS, but SMARTH only takes 205 seconds, which is 41%
faster.

3.7

Conclusions

Motivated by the increasing popularity of Hadoop applications, in this paper, we introduce an
asynchronous multi-pipeline file transfer protocol with a revised fault tolerance mechanism instead of the HDFS’s default stop-and-wait single-pipeline protocol. We employ global and local
optimization techniques to sort datanodes in pipelines based on the historical data transfer speed.
We conduct a series of experiments on Amazon’s EC2 by varying the instance type, number of
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instances, and network bandwidth. Our experiments reveal significant improvement by 27-245%
compared with HDFS.
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CHAPTER 4: AN EFFICIENT SHORT JOB OPTIMIZER ON BIG-DATA
PLATFORM

In this work, we propose an optimized Hadoop extension called MRapid 1 , which significantly
speeds up the execution of short jobs. It is completely backward compatible to Hadoop, and
imposes negligible overhead. Our experiments on Microsoft Azure public cloud show that MRapid
can improve performance by up to 88% compared to the original Hadoop.
Although there is no exact definition, a short job roughly means that its completion time ranges
from seconds to minutes, rather than hours. Hadoop’s Uber mode gives a more quantitative definition: a small job has less than 10 mappers, only 1 reducer, and the input size is less than the
size of one HDFS block. However, this definition still cannot help users decide whether to run
MapReduce jobs in Uber mode or not. We consider that the definition of short job is relevant to
resource available for users, and the threshold between short job and large job varies depending
upon the available resource in the cluster. For instance, if the cluster contains 10 DataNodes, each
of which can launch 2 containers, we can run 20 Map tasks in parallel. But if the cluster consists
of 100 DataNodes with the same configuration, 200 Map tasks can be executed in one wave.
For a short job running in Hadoop, it is difficult to decide which way is more efficient: distributing
all Map tasks to the cluster uniformly or executing them in a single container. Spreading Map tasks
to the whole cluster maximizes resource utilization; however, requesting and launching containers
will consume a large amount of unnecessary time, and shuffling intermediate data from the Map
phase to the Reduce phase is also expensive. An alternative way is to execute all Map and Reduce
tasks in a single container in Uber mode, but the current Uber mode executes all tasks sequentially,
1 The

content in this chapter was in part reproduced from the following article: Hong Zhang, Hai Huang, Liqiang
Wang, MRapid: An Efficient Short Job Optimizer on Hadoop, IEEE International International Parallel and Distributed
Processing Symposium, 2017. The copyright form for this article is included in Appendix B
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which is extraordinarily inefficient. Therefore, we design two computing modes: one is a new
resource and data-locality aware strategy that distributes and executes Map tasks in parallel in the
cluster, which is called the Improved Distributed mode (D+ mode); another is the Improved Uber
Mode (U+ mode) that executes Map tasks in a single container in parallel using multiple threads,
and stores intermediate data in memory rather than to disk to speed up job execution.
No matter what mode to choose, it is inevitable to launch an AM for each Hadoop job. From
experiments, we notice that the time on initializing a short job and launching its AM is expensive
compared to the overall execution time of the short job. Therefore, to reuse AM, we introduce a
new framework to reserve AM objects in a pool rather than allocating a new one for each short job.

4.1

Distributed Mode

In the D+ mode, our resource and locality aware scheduler allocates Map tasks to different nodes
as distributed as possible in order to avoid resource contention like CPU, memory, and disk I/O.
Due to data-locality awareness, it also increases the number of data-local Map tasks and reduces
data transferring between DataNodes.
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Figure 4.1: Resource request in Hadoop.

Figure 4.1 shows steps how to request containers from RM in the original Hadoop. The AM requests containers and obtains resources from the RM. This request is wrapped into a heartbeat and
invoked periodically. The heartbeat contains description of new request, list of released containers,
and update information of blacklist nodes.
When the RM receives such a kind of heartbeat, it sends a CONTAINER_STATUS_UPDATE event
to the ResourceScheduler (RS). The RS puts the container request to the corresponding queue.
As one of NMs reports its status to the RM by heartbeat, the RM sends a NODE_STATUS_UPDATE
event to RS, then the RS allocates available resources of this node to the container request in front
of the request queue. Note that one request may ask for multiple containers. The corresponding
AM will obtain these containers at the next heartbeat. Then the AM tells the selected NM to start
Map or Reduce Tasks. The NM will register launched containers to the RM later.
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From the description above, we know that the RM does not respond to the container request immediately, it has to wait until one NM with available resources reports its status, then allocates these
resources to the container request. However, such a resource scheduling scheme has several major
defects, especially for short jobs. First, waiting for NM status report is a waste of time, which
causes the AM cannot obtain resources at the current heartbeat, even there are massive idle DataNodes. The time consumption of communication between the AM and the RM is expensive for short
jobs and could not be ignored. Secondly, this scheme can lead to container allocation imbalance,
so that some DataNodes may be squeezed with many containers, but others could be idle. Last but
not least, this algorithm is not aware of data locality for short jobs. Although this method in the
original Hadoop is not bad if the input data are large and spread uniformly in the cluster, lack of
data locality is a fatal problem for short job since transferring input data is inevitable especially
when the size of cluster is not small.

Figure 4.2: Resource request in D+ Mode of MRapid.

Figure 4.2 illustrates our improved distributed mode to allocate resources to small jobs more evenly
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and efficiently. The AM sends a request of resources to the RM, which in turn generates a CONTAINER_ STATUS_UPDATE event and sends it to the RS. In Step 2, when the RS realizes that
this is a request for short job, instead of waiting for available DataNodes to report their status, the
RS can allocate resources from Cluster Resource, which is a special structure designed to store the
current resource information of each node and decide how to allocate resources using Algorithm
4.1. The resource status for each node is updated by each heartbeat, so it is sufficient to represent
the latest resource status. Step 3 in Figure 4.2 shows that the RS updates the resource usage for
every DataNode. After the RS finishes resource allocation, the RM sends resource allocation information immediately to the AM, as shown in Step 4. The rest steps are the same as the original
Hadoop to launch containers on the selected NMs.
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Algorithm 4.1 Scheduler algorithm for distributed mode
Input: request, nodes
Output: response
1:

types = {NodeLocal, RackLocal, ANY }

2:

for each type in types do

3:

Decide which resource is the current dominant resource;

4:

Sort nodes by available dominant resource in descending order;

5:

for each node in nodes do

6:

for each task in request do

7:

container = getResource(task, node,type);

8:

if (container is not null) then

9:

response.add(container);
request.del(task);

10:
11:

end if

12:

if (request is empty) then return response

13:

end if

14:
15:
16:

end for
end for
end forreturn response

Algorithm 4.1 shows our improved CapacityScheduler. The original Hadoop scheduler allocates
containers from each available DataNode by a greedy algorithm, which deploys tasks to DataNodes
as few as possible. Thus it does not consider data locality and container allocation balance in a
global view. In our algorithm, we sort nodes by available dominant resource in descending order
so that we assign Map tasks to relatively idle nodes. Dominant resource is a kind of resource such
as CPU or memory that has the highest usage ratio in the cluster. Note that our dominant resource
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definition is based on the whole cluster, which is different from dominant resource [51] for each
user.
HDFS’s default replica is three. Its placement policy usually stores one replica on a node in the
local rack, another replica on a node in a different rack, and the last on a different node in the same
remote rack. Then there are three resource types corresponding to the preferred node of resource
request. NodeLocal means that the preferred node is the same with the resource node. RackLocal
is the type that the requested node and the resource node are in the same rack. ANY type is that
we can designate any resource node to execute Map tasks. So in our approach, we schedule Map
tasks to the NodeLocal resource first, then RackLocal, at last ANY in order to take data locality
into account adequately until this resource request is satisfied. For each task, we assign resource
by “getResource” if the task preferred type (NodeLocal, RackLocal, or ANY) matches the current
node with available resources. After one type of resource request has been served, we calculate the
dominant resource and sort nodes again to place the current relatively idle nodes in front before
serving the next kind of request.
Our D+ mode spreads tasks of a short job across the cluster uniformly, which avoids work overload
on specific nodes. In addition, our approach responds to AM requests in one heartbeat, whereas
Hadoop usually needs two or more heartbeats. Another important advantage is that our design fully
considers data locality before assignment rather than afterwards redistribution, which involves lots
of data movement.

4.2

Improved Uber Mode

An Uber task is that the AM uses its own JVM to run the whole Map and Reduce tasks for a
short job. Rather than executing each mapper and reducer task in a separated container, the AM
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container runs Map and Reduce tasks within its own process to avoid the overhead of requesting,
launching, and communicating with remote containers.
Figure 4.3 describes the procedure to run a Hadoop job in the original Uber mode. Since there is
only one container available, the AM has to execute Map and Reduce tasks sequentially. Another
reason causing inefficiency of the original Uber mode is that intermediate data of Map tasks are
spilled to local disks.

Figure 4.3: Hadoop’s Uber mode.

To eliminate these inefficiency problems, we design an improved Uber Mode (U+ mode) that
inherits the single container feature from the original Uber Mode, but is extended with the support
of multithreading. Figure 4.4 shows the details of U+ mode. When an AM is launched, it parses the
job configuration, fetches input data from HDFS, and then executes Map tasks concurrently using
c
multithreading. The number of Maps per wave for the U+ mode (nm
u ) depends on cpu_vcores (n ,

the virtual CPU cores, which can be configured by users) of the AM. Let nm
c denote the number
c
m
of Map tasks running simultaneously on each cpu_vcore. Thus, nm
u = n ∗ nc indicates how many
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Maps per wave. For a small amount of intermediate data, we store them into memory instead of
writing them to local disks. Thus, the Reduce task can fetch results of Map tasks from memory
directly to decrease shuffle overhead.

Figure 4.4: U+ Mode in MRapid.

4.3

Job Submitting Framework and Speculative Execution

As shown in Figure 2.2, after a client uploads job files (e.g., jar file, configuration file) to HDFS, it
submits the job to the RM. Then the RM launches an AM in a DataNode to manage job execution.
The cost to request a container and launch AM is high for a short job, so we design a novel job
submission framework using Spring Hadoop [52]. Our framework consists of three major modules.
(1) The proxy is used to maintain an AM pool that contains a reasonable number of AMs reserved
for short jobs and allocate an AM for each short job. (2) The client module is responsible for
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uploading the jar file and configuration files to HDFS and submitting short job to the proxy. (3)
The AMSlave module is the module to accept and execute AM from the proxy instead of the RM
of the original Hadoop. We implemented a RPC (remote procedure call) to allow the proxy to
communicate with the AMs.
Due to the unpredictability of execution time for different kinds of short jobs, we employ a speculative execution mechanism to execute short jobs in both D+ mode and U+ mode. Figure 4.5 shows
the workflow of speculative execution in our system.

Figure 4.5: Speculative execution in MRapid.
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1. Job Submission: When Hadoop starts, it launches a proxy service and creates an AM pool
that reserves a certain number of AM containers for short jobs. The number of AMs is
configured by Hadoop administrator, which is 3 by default. Users can use the client of our
submitting framework to submit a short job to the proxy, request a job ID from HDFS, and
upload the jar file and configuration files to HDFS.
2. Pre-decision Making: When the proxy receives job submission request, it consults the
decision maker for which mode will be more efficient based on the execution records of the
same job, even if they were executed with different input data.
3. Launching AM: If the decision-maker gives a clear answer on which mode is preferred, the
proxy chooses one AM container from the pool to submit the job. Otherwise, it submits the
job in both U+ and D+ modes.
4. Profiling: The designated AM receives the job information from the proxy, then downloads
input splits, job Jar file, and configuration from HDFS, and executes the job. We designed a
specific Hadoop profiler using ASM [53], which is a small and fast Java bytecode manipulation framework. Our profiler collects Hadoop application execution information including
input/output data size and the average execution time for Map and Reduce tasks, and uploads
them to HDFS.
5. Evaluation: We estimate the total execution time for a job in both U+ mode and D+ mode
using the record collected by the profiler. The detailed estimation algorithm will be discussed
later. The decision maker evaluates the performance of the two modes, and asks the proxy
to terminate the inefficient one.
6. Terminating Slower Mode: After the proxy receives a notice from the decision maker, it
kills the slower mode and releases allocated resources.
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Table 4.1: Notations used in the estimation algorithm
t job
t AM
t Map
t Shu f f le
t Reduce
nm
nc
nw
nm
u
tl
tm
di
do
bi
si
so
tu
td

the total execution time for job
the AM setup time
the Map phase execution time
execution time of shuffling phase
the Reduce phase execution time
number of Map tasks
number of available containers
number of waves
number of Maps per wave for the U+ mode
execution time for launching container
execution time for map sub-phase
disk input rate
disk output rate
bandwidth
average input data size of Map tasks
average output data size of Map tasks
execution time for job in U+ mode
execution time for job in D+ mode

t job = t AM + t Map + t Shu f f le + t Reduce
= t l + (t l + si /d o + t m + so /d i + so /d o

(4.1)

+so /d i ) ∗ nw + (so ∗ nc )/bi + t Reduce

Table 4.1 shows the notations used in our estimation algorithm. Equation 4.1 gives an evaluation
of time consumption for a MapReduce job. The AM setup time can be expressed by the container
launch time t l . The execution time of Map tasks t Map includes 5 sub-phases: setup, read, map,
spill and merge. The setup sub-phase can be shown as the container launch time t l . The read
sub-phase can be calculated by the input data size si divided by the disk output rate d o . The map
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sub-phase is symbolized by t m , which can be evaluated by history records. The spill sub-phase
writes the intermediate data into disk, i.e., so /d i . The merge sub-phase is to read the spilled data
back for merging and write the merged data into disk again, i.e., so /d o + so /d i , if the intermediate
data is too large to spill once. The above analysis of Map phase is to calculate one wave, then we
multiple it by the number of waves (nw ). The shuffle phase is intermediate data size divided by
the bandwidth in one wave, other waves are not considered because there are overlaps between the
Map phase and Shuffle phase.

tu = t m ∗ (nm /nm
u)

(4.2)

td = (t l + t m + so /d i ) ∗ (nm /nc ) + (so ∗ nc )/bi

(4.3)

Our algorithm to estimate the performance of the U+ and D+ modes are shown in Equations 4.2
and 4.3, respectively. Since we only consider one Reduce task, its execution time for both U+ and
D+ modes are exactly the same, which can be omitted in Equations 4.2 and 4.3. The submission
framework also removes the AM setup time (t AM ) from the Equation 4.1 for both modes. The
setup sub-phase and Shuffle phase can be ignored due to a single container for the U+ mode. As
the intermediate data are cached instead of dumping them into disk in the U+ mode, the time consumption of Spill and Merge, i.e., so /d i + so /d o + so /d i , are trivial. nm /nm
u shows the calculation of
the number of waves for U+ mode. The overall performance tu is calculated as Equation 4.2. The
evaluation of time consuming for the D+ mode is shown in Equation 4.3. For a short job, a majority
of Map tasks only spill to disk once, we can ignore the Merge sub-phase i.e., so /d o + so /d i , and
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Table 4.2: Microsoft Azure instance types
Instance Type Cores Memory
A1
1
1.75GB
A2
2
3.5GB
A3
4
7GB

Disk
Price
70GB $0.09/hr
135GB $0.18/hr
285GB $0.36/hr

only consider the Spill sub-phase, i.e., so /d i . The Shuffle phase can be computed as (so ∗ nc )/bi
due to the overlap between the Map phase and Shuffle of two adjacent waves. At last, the decision
maker compares the execution time for the U+ mode and D+ mode to kill the slower one.

4.4

Experiments

The experiments were conducted on Microsoft Azure [54], which supports different types of
servers such as A1, A2, A3. These instances differ in the number of cores, memory size, disk
size, and price, as shown in Table 4.2.
Our experiments were performed on two different clusters, which have the same usage charge
per hour. One cluster consists of 1 NameNode and 4 DataNodes of A3 instances. The another
cluster consists of 1 NameNode and 9 DataNodes of A2 instance nodes. Each node runs CentOS
Linux Server 7, JDK version 1.7, and Apache Hadoop version 2.2. To evaluate our optimization
techniques, we ran three different benchmark applications from Hadoop example package, i.e.,
WordCount, TeraSort, and PI. WordCount is a MapReduce program that counts words in input
files. TeraSort samples the input data generated by TeraGen, and uses MapReduce to sort them
into a total order. PI is a MapReduce program that estimates pi using a quasi-Monte Carlo method.
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4.4.1

Experimental Results on A3 Cluster
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Figure 4.6: WordCount performance when varying the number of files but fixing the file size to
10MB.

In this experiment, we create a cluster consisting of 1 NameNode and 4 DataNodes of A3 instances. In Figure 4.6, the number of files varies from 1 to 16, and the size of each file is 10MB.
We execute the WordCount benchmark to compare the performance under the original Hadoop and
our MRapid. Our D+ mode gains an improvement of 36.36% compared to the original Hadoop
when the file size is 8. The reason is that our improved scheduler chooses DataNodes that are
relatively idle and have better data locality to allocate Map tasks. Our new submission framework
also reduces the setup and allocation overhead of AMs. When the number of input files is 4, our
U+ mode improves the performance by 59.26% compared to the original Uber mode. This is due
to our parallel computing mechanism, which can execute Map tasks in parallel and avoid spilling
intermediate data into disk when they are small. Figure 4.6 shows that when the number of in-
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put files is very large, the D+ mode can only gain performance improvement by the submission
framework, since the original Hadoop behaves nearly to our D+ mode in terms of data locality and
resource usage. When the total input file size is 160 MB, the U+ mode has to spill intermediate
data into the disk, which is similar to the original Uber mode, the improvement is 11.43%. From
our experiment, when the number of files is 8, the D+ mode and the U+ mode have similar performance; when the number is more than 8, the U+ mode performs worse, even though it is still
better than the original Uber mode.
Distr.

D+ mode

Uber

U+ mode

100
90

Time (Seconds)

80
70
60
50
40
30
20
10

0
5 MB

10 MB

20 MB

File Size

30 MB

40 MB

Figure 4.7: WordCount performance by fixing the number of files to 4 but varying file size.

Figure 4.7 demonstrates the performance of Hadoop and MRapid with 4 input files but the file
size varies from 5 MB to 40 MB. The D+ mode can outperform the original Distributed mode by
43.40% when the file size is 40 MB, which is also 11.32% faster than the U+ mode. We observe that
the D+ mode gains more performance improvement on larger file size. This is because Algorithm
4.1 schedules Map tasks as uniformly as possible; however, the original Hadoop only employs the
resource of recently reported nodes, which can cause serious allocation imbalance for short jobs.
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The performance of the D+ mode is better than the U+ mode when the total input data size is large,
as the D+ mode can use cluster resource more efficiently than the U+ mode, which uses only one
container to execute all tasks.
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Figure 4.8: WordCount performance when fixing the input size to 60 MB.

Figure 4.8 shows the performance when the total file input size is fixed to 60 MB, and the number
of files varies from 2 to 4. The performance of 4 files with the file size 15 MB is the best for
the D+ mode, where we achieve 79.41% improvement due to better parallelism. The performance
of the U+ mode is better when the number of files is 4 due to multithreading parallelism, which
outperforms the original Uber mode by 88.89%.
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Figure 4.9: TeraSort performance with different numbers of rows.

Figure 4.9 shows the performance of another benchmark called TeraSort. We vary the number of
100-byte rows from 100k to 1,600k with 4 blocks, which designates 4 Map tasks. When the number
of rows is 100k, the D+ mode gains 59.42% improvement compared to the original Hadoop. We
also observe that the U+ mode is always better than the D+ mode; specifically, the U+ mode
outperforms by 67% when the number of rows is 800k because such kind of applications do not
require massive computation, and one container can handle it. We notice that the benchmark PI
has the similar property, as shown in Figure 4.10. We vary the random number size from 100m
to 1,600m for benchmark PI. When the random number size is more than 200m, for the original
Hadoop, it is better to run PI in the original Distributed mode rather than the original Uber mode.
However, for MRapid, when the random number size is large, e.g., 1,600m, the U+ mode is still
the better choice, which indicates that MRapid alleviates the limitation of the original Uber mode.
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Figure 4.10: PI performance when varying the number of seeds.

4.4.2

Experimental Results for A2 Cluster

In this section, we discuss our experiments on another cluster consisting of 1 NameNode and 9
DataNodes of A2 instances.
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Figure 4.11: WordCount performance when varying the number of containers for each core.

Figure 4.11 compares the performance of our system with the original Hadoop when the number of
containers allocated for each core is varied from 1 to 2 in A2 cluster. We find that the performance
for MRapid does not fluctuate obviously, especially for the U+ mode when executing WordCount
with four 10MB files. This is because the U+ mode only uses one container, and the D+ mode
usually selects the relatively idle nodes to launch Map tasks. But for the original Hadoop, when
the number of containers per core is 2, the performance of the original distributed mode becomes
much worse due to its greedy scheduling.
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Figure 4.12: WordCount performance with different numbers of nodes.

For public cloud users, the cluster cost is often a concern. We compare the performance for a
10-node A2 cluster and a 5-node A3 cluster, which have around the same cost. As shown in Figure
4.12, for the U+ mode, it is always better to select the A3 cluster. For D+ mode, if the number of
files is few and the cluster is relatively idle, it is better to use A3 cluster rather than A2 cluster;
otherwise, it is better to deploy A2 cluster. The reason is that although the U+ mode just uses
one container to execute the short job, if there are more resources available on the same node, the
container for the U+ mode may steal these resources if allowed. For the D+ mode, if the number
of files is large, such as 16 in Figure 4.12, although a cluster with more nodes at the same cost
degrades the capability of each node, disk I/O and network contentions could be reduced; thus a
cluster with more nodes may read input data and shuffle map results more efficiently.
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4.5

Conclusions

In this work, we introduce an optimized Hadoop system to improve the performance of short jobs
in two modes: D+ mode and U+ mode. In D+ mode, we design a new scheduler to schedule
Map tasks based on the resource distribution situation and data locality. Instead of waiting for
heartbeats reported from NMs to decide how to schedule tasks, our scheduler can allocate resources
immediately. Our algorithm not only avoids allocation imbalance problem for short jobs, but also
reduces the communication cost. For the U+ mode, rather than executing Map tasks sequentially,
we employ multi-threading to run Map tasks in parallel. In addition, we cache the intermediate data
into memory instead of writing them into disk and reading them later when the intermediate data
are small. Moreover, we implement a new job submitting framework and speculative execution
system to reduce the setup cost for short jobs. Our experiments show that our system can obtain
significant performance improvement by 11% to 88% compared with the original Hadoop for short
jobs.
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CHAPTER 5: TUNING PERFORMANCE FOR BIG-DATA PLATFORM

In this work, we propose an efficient performance optimization engine called Hedgehog 1 to evaluate the performance based on “Law of Diminishing Marginal Utility” and give an optimal configuration setting. The initial experiments show that our optimization can gain 19.6% performance
improvement compared to the naive configuration by tuning only 3 parameters.

5.1

Hedgehog Structure

Figure 5.1 shows the detailed architecture of our performance optimization engine, called Hedgehog. Hedgehog is a comprehensive performance tuning measure for Spark, which profiles the
fine-grained executing information from Spark system, collects necessary information from Spark
original logs, analyzes the workflow of Spark application, employs Detective Marginal Utility
Model (DMU) to tune ratios among different memory categories, and optimize the performance
by reasonable resource allocation. Hedgehog contains several components to coordinate the optimization for Spark.
1 The

content in this chapter was in part reproduced from the following article: Hong Zhang, Zixia Liu, Liqiang
Wang, SMARTH: Enabling Multi-pipeline Data Transfer in HDFS, IEEE International Conference on Cloud Engineering, 2018. The copyright form for this article is included in Appendix C
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Figure 5.1: System Architecture of Hedgehog.

(1) Dynamic Resource Monitor: To monitor the system resource, including CPU usage, memory
usage per task dynamically, our resource monitor records CPU usage and Java heap size for each
Spark operation, including transformation, and action. The major difference between our monitor
and others is that it can monitor the whole life cycle of each operation to exactly tell the resource
utilization for each operation and identify the most influential operations in every stage.
(2) Profiler: As aforementioned, Spark application contains 5-level structure; however, the current
execution profiling in Spark is far from being sufficient for more advanced performance model.
We design a fine-grained profiler to collect more information to help users understand what is
happening, provide higher prediction accuracy, and improve job performance, such as real-time
data flow, data locality status, container status.
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(3) Configuration Collector: Even being solely insufficient to our performance model, in reality,
Spark already collects lots of useful information about the application, such as job, stage, task
duration, and sub-phases like serialization/deserialization time and shuffle read/write time. This
collector helps us collect all logs generated by Spark into a user-defined directory. Together with
information collected by our profiler, we are able to collect all information from the fine-grained
level to highest level.
(4) Log Analyzer: We design a log analyzer to extract necessary information, and organize them
with the application structure by logs of Spark and our profiler.
(5) Evaluator: Based on the information collected, we design a brand-new resource-based performance model to predict application duration. Since Spark utilizes in-memory processing, which
keeps data in-memory as much as possible to improve the performance, the influence of the resource especially the memory is very important. A reasonable resource allocation and configuration not only improves the performance of each task, but also optimizes the parallelism to speed
up the execution for each stage.
(6) Workflow Analyzer: The major functionality of the workflow analyzer is to detect recursive
structures in the application. Each stage has a description to describe its major operations, invoked
class and code line number. Stages with same description reveal the executing of same task. With
scanning all stages in ascending order, we use the stage description as key, the latest stage ID as
value, and calculate the stage interval between the neighboring stages with the same key. Then we
calculate iterations for this application to simplify the evaluation process.
(7) Optimizer: With the knowledge obtained from the evaluator and workflow analyzer, the optimizer employs “Law of Diminishing Marginal Utility” to allocate the memory resource properly.
The major configuration problem for user is to configure the executor size (CPU cores, and memory size). Our optimizer can analyze the real CPU usage and memory usage for different phases to
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improve the resource utilization ratio.

5.2

Performance Model

Since there are over 150 parameters in Spark. we cannot determine their affection exhaustively.
Some parameters have significant impact on performance, some of them depend on the job characteristics. Some of them must be set before running a job, some could be changed after a job
launches but before the task runs, and some of them could be reset while the task is running.
Hence, figuring out the affection and types of these parameters is very important for our performance model and tuning mechanism. In our performance model, we only consider those general,
important, but tricky-tuning parameters, especially related to memory.

n

n

tapp = ∑ t ijob = ∑
i=1

im

ij
∑ tstage

(5.1)

i=1 j=1

The total execution time tapp can be calculated by Equation 5.1, t ijob denotes the duration of job i,
ij

and the duration of stage j in job i is symbolized by tstage . The execution time of each stage can
be calculated by Equation 5.2. The whole stage is divided into 3 sub-phases: read, run, and write,
their durations are tread , trun , and twrite , respectively. Spark needs to spill the intermediate data into
disk and merge them later if the data are too large. Thus the sub-phases of read and write contain
spill and merge processes, which are related to the execution memory. The read sub-phase also
needs to load data from the previous stage or from file system, therefore it has load process, which
is tied with the storage memory. The user memory affects the duration of the garbage collection
process tgc , which belongs to the run sub-phase. Because of the limitation of space, we omit details
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here.

tstage = tread + trun + twrite
= trload + trspill + trmerge

(5.2)

+ texact + tgc + twspill + twmerge

5.3

Experiments

We evaluated Hedgehog on a cluster containing 10 nodes, 1 NameNode and 9 DataNode. Each
node has an Intel(R) Xeon(R) CPU E5-2620 v3 with 6 cores, and 32 GB memory. Our Spark
cluster is based on CentOS Linux Server 7, JDK version 1.8, Apache Hadoop version 2.7 and
Apache Spark 2.1. We build a very simple performance model which only bound 3 configuration
parameters: “executor-memory”, “executor-cores”, and “num-executors”. The results show that
our optimizer can gain 19.6% performance improvement compared to the naive configuration.

5.4

Conclusions

In this paper, we design an end-to-end performance model for Spark, and use 3-level sampling
model to sample the test application, i.e., input data level, task level, and element level. We also
introduce a new white box performance model to evaluate the performance based on “Law of Diminishing Marginal Utility”. Initial results show that our optimization can gain 19.6% performance
improvement compared to the naive configuration, even by tuning only 3 parameters.

71

CHAPTER 6: AN ADAPTIVE STOCHASTIC GRADIENT DESCENT
ALGORITHM ON BIG-DATA PLATFORM

In this work, we optimize the current implementation of SGD in Spark’s MLlib by reusing data
partition for multiple times within a single iteration to find better candidate weights in a more efficient way. Whether using multiple local iterations within each partition is dynamically decided by
the 68-95-99.7 rule. We also design a variant of momentum algorithm to optimize step size in every
iteration. This method uses a new adaptive rule that decreases the step size whenever neighboring
gradients show differing directions of significance. Experiments show that our adaptive algorithm
is more efficient and can be 7 times faster compared to the original MLlib’s SGD.

6.1

Background

Gradient descent is an iterative optimization algorithm that minimizes an error function defined by
a set of parameters. We use the terms weight and parameter interchangeably in this paper. There
are several steps in finding a local minimum of a function using gradient descent: (1) Initialize
weights with random values. (2) Compute the gradient, which is the first derivative of the error
function err(w), since it is the fastest decreasing direction for the current weights. (3) Update
the weights with the negative gradients, as shown in Equation 6.1, where γ is the learning rate.
(4) Repeat steps 2 and 3 until the error cannot be reduced notably or already reach the maximum
iterations.

Wt = Wt−1 − γ∇err(Wt−1 )

72

(6.1)

However, calculating gradients over the entire training set is often too expensive, and may have
a high probability of obtaining a partial optimal solution. Moreover, if the entire dataset is too
large to be cached in memory, performance can degrade significantly. Stochastic gradient descent
(SGD), on the other hand, is a stochastic approximation of the gradient descent algorithm by using
a few training examples or a minibatch from the training set to update parameters in every iteration.
It avoids the high cost of calculating gradients over the whole training set, but is sensitive to feature
scaling. It can be denoted as follows.

n

Wt = Wt−1 − γ ∑ ∇erri (Wt−1 )/n

(6.2)

i=1

where n is the number of samples in a minibatch.
Stochastic gradient descent is one of the most important optimizers in Spark MLlib. Algorithm 6.1
shows the process of calculating stochastic gradient descent in Spark MLlib. At first, it broadcasts
the initial weights or the weights calculated by the previous iteration to every compute node, which
may host one or more partitions of datasets. Then the input RDD is sampled according to the
minibatch rate. After that, it calculates gradient for each sample in every partition, and aggregates
all gradients by the driver using a multi-pass tree-like reduce (which is called TreeAggregate).
At the end of each iteration, the weights are updated according to Equation 6.2. This process
terminates when all iterations are executed or when it has converged.
There are three major problems of SGD in Spark: (1) the data uploaded are only used once in
each iteration. If the memory reserved for this application is not large enough to cache all data, it
must read data from disk or even worse from other compute nodes. (2) treeAggregate operation
reduces all gradients by multiple stages, which is inefficient. (3) The original learning rate updating
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algorithm is too simple, which makes convergence too slow.
Algorithm 6.1 Parallel SGD of Original MLlib
Input: input_rdd, init_weights, num_iterations, minibatch_rate
Output: weights
1:

weights = init_weights

2:

for step = 1 to num_iterations do

3:

broadcast(weights)

4:

for all partitions in input_rdd parallel do

5:

samples = partition.sample(minibatch_rate)

6:

for each sample in samples do

7:
8:
9:

grad = computeGradient(weights, sample)
end for
end for

10:

grads = tree aggregate gradients from all compute nodes

11:

weights = updateWeights(weights, grads)

12:

end forreturn weights

Designing asynchronous parallel stochastic gradient descent algorithms with or without lock is an
active area in recent years. Liu et al. [55] introduce an asynchronous parallel stochastic descent
algorithm that achieves a linear convergence rate and almost linear speedup on a multicore system.
But it requires the cost function that satisfies an essential strong convexity property. AsySVRG
[56] is an asynchronous SGD variant (SVRG) that adopts a lock-free strategy and convergent with
a linear convergence rate. But this algorithm is only designed for multicore systems, which has
some limitations to deploy on clusters of multiple machines. HOGWILD! [57] implements SGD
in parallel that allows processors to overwrite each other’s work without locking, but the gradient
updates only modify small parts of the weights to avoid conflicts. Zinkevich et al. [58] present
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a novel data-parallel stochastic gradient descent algorithm to reduce I/O overhead but must place
every sample on every machine. However, these algorithms cannot be applied to Spark because
Spark collects parameters from all compute nodes using low-frequent synchronous methods like
reduce and aggregate rather than the high-frequent pushing and pulling mechanism used by the
aforementioned algorithms.
A few approaches have been proposed to improve the performance of calculating SGD based on
model parallelism and data parallelism. Zhang et al. [59] design an asynchronous SGD system on
multiple GPUs working together to calculate gradients and update the global model parameters.
However, when extending it to a multi-server multi-GPU architecture, the performance becomes
poor due to the network bottleneck. DistBelief [60] is a software framework that introduces two
algorithms, Downpour SGD and Sandblaster, for large-scale distributed training using tens of thousands of CPU cores. GPU A-SGD [61] is a new system that makes use of both model parallelism
and data parallelism which is similar to DistBelief [60] but with GPUs to speed up training of convolutional neural networks. However, none of these system is compatible with Spark framework
because all of them need intensive communications through a centralized parameter server, which
is hard to be implemented efficiently on Spark.
To improve the training efficiency of gradient descent, there are several projects to develop adaptive
learning rate techniques. Jacobs [62] analyzes why the steepest descent is slow to converge and
propose four heuristics to speed up the convergence. Simple adaptive momentum (SAM) [63]
dynamically adjusts the momentum-coefficient by the similarities between the current weights and
previous weights to reduce the negative effect of overshooting the target. [64] introduces a fast
convergent algorithm based on Fletcher-Reeves update by adaptively changing the gradient search
direction. Unfortunately, none of them is implemented distributively on a cluster, and have no
guarantee of the convergence.

75

There are also some papers to discuss the optimizations based on platforms like Hadoop and Spark
or some specific hardwares [65, 66]. Zhang et al. [8] employ a caching technique to avoid disk
I/O for short jobs. HogWild++ [67] is a novel decentralized asynchronous SGD algorithm which
replaces the global model vector with a set of local model vectors on top of multi-socket NUMA
systems. [68] and [69] discuss how to build a computing framework to support Large-scale applications like Logistic Regression and Linear Support Vector Machines.

6.2

Design and Implementation

To overcome the problems mentioned above, we design a novel algorithm that has inner iterations within each global iteration. An inner iteration updates local weights multiple times without
sending back the gradients before the accumulated weights are reduced on the driver at the end of
each global iteration. This approach dramatically reduces the amount of communication and avoid
aggregating gradients in multiple stages.
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Algorithm 6.2 Parallel SGD with Iterated Local Search
Input: input_rdd, init_weights, global_iters, minibatch_rate, local_iters
Output: g_ws
1:

g_ws = init_weights

2:

for g = 1 to global_iters do

3:

broadcast(g_ws)

4:

for all partitions in input_rdd parallel do

5:

l_ws = g_ws

6:

for l = 1 to local_iters do

7:

samples = partition.sample(minibatch_rate)

8:

l_ws = computeWeights(l_ws, samples)

9:

end for

10:

end for

11:

weights = aggregate l_ws from all compute nodes

12:

// Test if weights satisfy 68-95-99.7 rule

13:

if (g == 1 && !satis f yGaussianDist(weights)) then

14:

local_iters = 1

15:

end if

16:

g_ws = averageWeights(weights)

17:

end forreturn g_ws
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Figure 6.1: Gradient Descent with Iterative Local Search.

6.2.1

Parallel SGD with iterative local search

Algorithm 6.2 shows the parallel SGD algorithm with local iterations. Within each global iteration,
we asynchronously update local weights multiple times within local iterations before updating the
global weights using the new average weights at the end of each global iteration on the driver. In
each local iteration, the calculated weights are used to compute subsequent weights using the same
partition. Let local_iters denote the number of local iterations, which is determined by the features
of input data, computational complexity of algorithm, and capability of cluster. Roughly, we notice
that the local_iters is inversely proportional to the standard deviation of the weights calculated
from all computers to guarantee convergence. local_iters is a hyper-parameter in our current
system. It will be our future work to investigate how to find the optimal local_iters adaptively.
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In the first global iteration, we check whether the weights calculated by all partitions fit a Gaussian
distribution. If so, our optimizations are applied; otherwise, we fallback to the original algorithm
in Spark’s MLlib due to having too significant difference among the calculated weights on all
partitions. Note that in Algorithm 6.2, weights are aggregated by the driver. However, in Algorithm
6.1, gradients are aggregated by the driver. Such an optimization is based on Spark’s intrinsic
features. In the original MLlib implementation shown in Algorithm 6.1, a partition is sampled once
and each sample generates a vector of gradients. All these gradients within one global iteration
are reduced to the driver based on tree-aggregation. In our Algorithm 6.2, all gradients are applied
to the local weights, and only the weights are transfered at the end of each global iteration. This
approach dramatically reduces the data to be transferred. In addition, tree-aggregation consists
of multiple stages, which may be efficient for large-scale Spark systems, but could degrade the
performance of small-scale systems.
Because of the limit of pages, we have no space to give the proof of convergence which depends
on the distribution of the weights.

6.2.2

68-95-99.7 Rule

As mentioned above, we need to know the distribution of our data to determine whether to employ
aggressive local iterative search to speedup. However, to assert the input data as normal is more
complex and time consuming, like Kolmogorov-Smirnov test (K-S test) [70]. From the analysis of
the convergence, we found that 99.7% of vectors of weights calculated by all compute nodes lie
within 3σ , and that σ is small enough. So we use the 68-95-99.7 rule instead of hypothesis testing
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to check whether the sets of weights collected from all compute nodes have a normal distribution.

similarity =

A•B
||A|| × ||B||

(6.3)

This empirical rule is the facts that 68.27%, 95.45% and 99.73% of the values in a normal distribution fall within one, two and three standard deviations of the mean, respectively. Since one set of
weights is a vector, to simplify the process, we employ cosine similarity [71] between each set of
weights and the mean weights to check whether the weights satisfy the 68-95-99.7 rule. Equation
6.3 shows the measure of similarity between two non-zero vectors.

6.2.3

Parallel SGD with Adaptive Momentum

Spark MLlib, by default, uses a simple adaptive updater that adjusts the learning rate by the inverse
of the square root of the number of iterations executed, as shown in Equation 6.4. This algorithm
does not include any heuristics proposed by [62]. It only reduces the step size gradually to ensure
the convergence for non-convex optimization problems.

current_step
wt = wt−1 + √
wt−1
num_steps

(6.4)

As one of the heuristics indicated by [62], Momentum adds a fraction of the previous updating
vector to the current gradients, as shown in Equation 6.5. If the previous updating vector is in the
same direction with the current gradient, it increases the step size towards the target; otherwise the
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step size is reduced. But this algorithm causes an overshooting problem, i.e., the search step strides
over the minima but the next search direction does not turn round since the momentum term is too
large.

vt = αvt−1 + β ∇err(w)

(6.5)

wt = wt−1 − vt

Swanston [62] proposes a simple adaptive momentum (SAM) algorithm that still uses constant
terms for both learning rate and momentum, but adds a coefficient to adaptively adjust the momentum according to the similarities between the last gradient and the current gradient. If two
adjacent gradients have similar directions (cos(θ ) > 0), it increases the influence of the previous
iteration; otherwise, it reduces the influence and changes direction quickly. But this algorithm
neither analyzes the root cause of the oscillation nor gives a guideline for adjusting the learning
rate.
Algorithm 6.3 shows the steps of calculating SGD in parallel with adaptive momentum. At the
beginning of each global iteration, we broadcast the current average weights g_ws to all compute
nodes. Then for each partition, we calculate a vector of weights by local iterations. In each local
iteration, we sample the partition randomly with the minibatch rate. Then we calculate the gradients for each sample with the present local weights. After that, we check cosine similarity between
the previous gradient and the current gradient. If the cosine value is less than 0, which means the
current direction is totally different from the previous direction, there must be overshooting for
some weights. There are two potential reasons causing this phenomenon: (1) the momentum term
is too large, so even if the learning rate is small, the current step still strides over the target; (2)
the learning rate is too large, and the weights cross over and are on the other side. Between the
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two causes, we must decide which is the dominating factor for overshooting. Firstly, we adjust the
momentum coefficient α to 0 to check whether the momentum is the root cause. Then we update
the local weights, and start the next local iteration. If there is no oscillation in the next iteration,
then it indicates that momentum being too large caused this oscillation. Otherwise, the oscillation
must be caused by the learning rate being too fast.
We do not adjust the learning rate between local iterations, but simply terminate local iterations if
oscillation is detected. Here we use vibrate_last to store whether or not there is an oscillation in the
previous iteration. To summarize, if oscillation occurs, we first adjust the momentum coefficient
to 0; and if two consecutive oscillations occur, we reduce the learning rate by half.

vt = α(1 + cos(θ ))vt−1 + β ∇err(w)
wt = wt−1 − vt
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(6.6)

Algorithm 6.3 Parallel SGD with Adaptive Momentum
Input: input_rdd, l_ws, old_grad, local_iters, α, β , minibatch_rate
Output: g_ws
1: g_ws = init_weights;
2: for g = 1 to global_iters do
3:
broadcast(g_ws)
4:
for all parts in input_rdd parallel do
5:
oscillation = 0
6:
vibrate_last = f alse
7:
for l = 1 to local_iters do
8:
samples = part.sample(minibatch_rate)
9:
new_grad = computeGrad(l_ws, samples);
10:
similarity = cosθ (old_grad, new_grad)
11:
if (similarity < 0) then
12:
if (vibrate_last) then
13:
oscillation = 1
14:
break
15:
else
16:
vibrate_last = true
17:
l_ws = momentum(0, β , old_grad, new_grad)
18:
end if
19:
else
20:
vibrate_last = f alse
21:
l_ws = momentum(α, β , old_grad, new_grad)
22:
end if
23:
end for
24:
end for
25:
num_oscils = aggregate oscillation from all nodes
26:
if (num_oscils/num_parts >= 0.5) then
27:
β = β /2.0
28:
end if
29:
weights = aggregate l_ws from all compute nodes
30:
if (g == 1 && !satis f yGaussianDist(weights)) then
31:
local_iters = 1
32:
end if
33:
g_ws = averageWeights(weights)
34: end forreturn g_ws
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6.3

Experiments

Our experiments were performed on a cluster consisting of 1 NameNode and 6 DataNodes. Each
node has an Intel(R) Xeon(R) CPU E5-2620 v3 with 6 cores, and 32 GB memory. Our Spark cluster is based on CentOS Linux Server 7, JDK version 1.8, Apache Hadoop version 2.7 and Apache
Spark 2.1. We use a representative gradient descent method, Linear Regression, as benchmark to
test the performance of FTSGD.

6.3.1

Experiments without Adaptive Learning Rate

We first compare the performance between the original SGD in MLlib and Algorithm 6.2 without
considering the effect of the optimization of adaptive learning rate.
Figure 6.2 shows the accuracy of different number of local iterations, which is evaluated by mean
squared error (MSE). In this experiment, the total input data size is 50 GB, which are generated by
LinearDataGenerator class in MLlib package. Each sample has 100 features, and the scaling
factor ε is 0.1. The initial learning rate is 1.0. When the local iteration is 1, our algorithm is the
same as MLlib’s SGD. When the number of local iterations is 6, we find that the accuracy is the
best. It only use two global iterations to converge MSE to a very small value (1.029), which is even
better than the accuracy of MLlib’s SGD with 15 iterations.
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Figure 6.2: Accuracy of different numbers of local iterations in every global iteration.

Figure 6.3 indicates the performance of different number of local iterations with the same configuration in Figure 6.2. Although each global iteration in our algorithm is slower than MLlib’s SGD,
the performance of our algorithm is still better. This is because the convergence of our algorithm
is fast, and we avoid the communication time of tree aggregation. When the number of local iterations is 5, the performance of our algorithm is best, which is 6.5 times faster than MLlib SGD with
the same MSE. Although FTSGD with 6 local iterations is more accurate than with 5 iterations
using the same global iteration, the longer execution time for each global iteration undermines the
performance improvement.
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Figure 6.3: Performance of different numbers of local iterations.

Figure 6.4 demonstrates the input datasets with different ε scaling factor. The ε scaling factor is
used to add white Gaussian noise to a full linear dataset. Figure 6.4(b) is the dataset with scaling
factor 0.2, which is wider than the dataset in Figure 6.4(a) with scaling factor 0.1. Figure 6.5 shows
the convergence with datasets of different scaling factor. We find that even with a large scaling
factor 0.5, our algorithm with 3 local iterations is still convergent. This means if the distribution of
data is an uniform normal distribution, our algorithm can converge, even the standard deviation is
a little bigger. It is reasonable that the larger scaling factor dataset has larger MSE.
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(a) Scaling factor: 0.1

(b) Scaling factor: 0.2

Figure 6.4: Data distributions with different scaling factor.

Figure 6.5: Accuracy of different scaling factor
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6.3.2

Experiments with Adaptive Learning Rate

In this experiment part, we discuss the performance of our algorithm with adaptive learning rate
(i.e., Algorithm 6.3 or FTSGD).
Figure 6.6 compares the performance between Algorithm 6.2 and Algorithm 6.3. We find that
when the number of global iterations is 5, the accuracy of FTSGD is better than Algorithm 6.2
that uses the learning rate updating algorithm in Equation 6.6. Another is that the MSE difference
between two adjacent iterations is very small after 10 global iterations (less than 0.00001), which
means that FTSGD is convergent when the global iteration is 10, and FTSGD can terminate earlier
than Algorithm 6.2 without learning rate optimization.

Figure 6.6: Performance with and without adaptive learning rate.

Figure 6.7 shows the performance of FTSGD with different input data sizes. We vary the input data
size from 25 GB to 100 GB. When the input data size is 25 GB and 50 GB, FTSGD can outperform
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the original SGD by about 4.3 times and 3.6 times, respectively. When the input data size is larger
than 50 GB, the cost increases exponentially. This is due to data size exceeding memory size,
which forces disk I/Os because data cannot be cached in memory. There are three kinds of tasks:
(1) process local, where the data are cached in local memory; (2) node local, where the data are
stored in local disk; (3) rack local, where the data must be fetched from a remote node in the same
rack. We have 100 GB memory in our cluster, and 50% is reserved for OS and Spark system. If
input is larger than 50 GB, Spark has to read data from disk (node local) or remotely (rack local).
It is very common that input data are too large to be cached entirely into memory. That is why we
reuse the data loaded in memory to do an asynchronous updating to save execution time. Figure
6.7 demonstrates that when the input data size is 100 GB, FTSGD only spends 198 seconds to
converge and gives a better accuracy compared to MLlib’s SGD that takes 1401 seconds.

Figure 6.7: Performance of different input data sizes.

Figure 6.8 shows the performance of FTSGD with the initial learning rate varied from 0.01 to 1.0.
We notice that FTSGD with initial learning rate 1.0 gains more performance improvement. From
89

Figure 6.8, the initial learning rate cannot be too small since a small rate may cause too many steps
towards the optimal target. However, the initial learning rate cannot be too large since a large value
will cause overshooting problem, even non-convergence. Because FTSGD can reduce the learning
rate quickly if there exists oscillation, we can set the initial learning rate slightly larger, which also
can detect more area to avoid stepping into local optimum.

Figure 6.8: Performance of different initial learning rate

Figure 6.9 demonstrates the effect of the minibatch rate. It is obvious that the larger the minibatch
rate is, the longer it takes for one global iteration. For 50 GB input data size, it takes 22 seconds to
calculate one global iteration when setting minibatch 0.2, but 42 seconds for minibatch 0.8, which
almost doubles cost. But the accuracy is similar since the input data is very uniform.
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Table 6.1: Performance of two data set with different ratios
1:1
2:1
3:1
4:1
5:1
10:1
20:1
100:0.3
Mean
0
0.004329004 0.00654233 0.007792208 0.008658009 0.010625738 0.011750155 0.012909324
STDEV
0.012987013 0.012244273 0.011218753 0.01038961 0.009679948 0.007467007 0.005531399 0.001418401
68-95-99.7 Rule
No
No
No
No
No
No
No
yes
MSE (MLlib) 1.763563134 1.593385182 1.507113571 1.451839211 1.414957992 1.344010868 1.293488292 1.258641468
MSE (5 Local Iters) 1.829216647 1.615403542 1.518092382 1.458397027 1.418999539 1.345111833 1.293792029 1.258606695

Figure 6.9: Performance of different minibatch rate.

In order to test the performance when the input data is non-uniform, we generate a data set which
contains two data distributions, as shown in Figure 6.10. We vary the ratio of the number of
samples in two datasets, and the results are shown in Table 6.1 for 15 iterations. In Table 6.1, we
calculate mean and standard deviation, and check if the parameters satisfy the 68-95-99.7 rule. We
compare the performance of MLlib’s SGD and FTSGD with 5 local iterations. The results shows
that if the data is not a normal distribution, only the dataset satisfying the 68-95-99.7 rule can
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outperform the original SGD algorithm in MLlib. Even the data size ratio between two datasets
is large such as 20:1, MLlib’s SGD still shows better performance than FTSGD if the 68-95-99.7
rule is not satisfied. However, when the data size ratio between two datasets reaches 100:0.3, the
68-95-99.7 rule is satisfied and our algorithm finally outperforms MLlib’s SGD.

Figure 6.10: Two datasets with different distributions.

6.3.3

Experiments with Different Size of Partitions

In this experiment, we measure the performance of input datasets with different number of partitions. We vary the number of partitions of 50 GB data from 500 to 2000, then the partition size is
changed from 120 MB to 30 MB. As shown by Figure 6.11, we notice that the larger the partition
size is, the better the performance is, because the large partition size can reduce the total number
of tasks, and then decrease the overhead of task setup and cleanup. The maximum partition size is
bounded by the block size in HDFS (128 MB in our cluster).
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Figure 6.11: Performance of different number of partitions with the same data size.

6.4

Conclusions

In this work, we design an asynchronous parallel SGD algorithm with iterative local search, called
FTSGD, by reusing data partition multiple times within a single global iteration. We also design
a variant of momentum algorithm to find the optimal step size on every iteration, which uses a
new adaptive rule to decrease the step size whenever the neighboring gradients have been shown
in different directions. The experiments show that our algorithm is more efficient and reaches
convergence faster than the MLlib library.
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CHAPTER 7: AN EFFICIENT GEOSPATIONAL AND TEMPORAL
ANALYTICS FRAMEWORK

This work introduces a scalable and distributed geographic information system, called Dart 1 ,
based on Hadoop and HBase. Dart provides a hybrid table schema to store spatial data in HBase
so that the Reduce process can be omitted for operations like calculating the mean center and the
median center. It employs reasonable pre-splitting and hash techniques to avoid data imbalance
and hot region problems. It also supports massive spatial data analysis like K-Nearest Neighbors
(KNN) and Geometric Median Distribution. In our experiments, we evaluate the performance of
Dart by processing 160 GB Twitter data on an Amazon EC2 cluster. The experimental results show
that Dart is very scalable and efficient.
1 The

content in this chapter was in part reproduced from the following article: Hong Zhang, Zhibo Sun, Zixia Liu,
Chen Xu, Liqiang Wang, Dart: A Geographic Information System on Hadoop, IEEE 8th International Conference on
Cloud Computing, 2015. The copyright form for this article is included in Appendix D
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7.1

System Structure

Dart
Application
(GIS Applications)
GIS User
Methodology
(GIS Technology and Methods)
GIS Engineer
Data File
Geographic
Information

Flat-Wide Table

MapReduce
(Distributed Computing Framework)
HBase (Column DB)

Text
Information Tall-Narrow Table
Others

HDFS
(Hadoop Distributed File System)

Figure 7.1: System architecture of Dart.

Figure 7.1 shows an outline of our spatial analyzing system Dart for social network. Our system
can automatically harvest Twitter data and upload them into HBase. It decomposes data into
two components: the geographic information, and the text information, then insert them into tallnarrow and flat-wide tables, respectively. Our system targets two types of users: GIS engineers
and GIS users. GIS engineers can make use of our system to develop new methods and functions,
and design additional spatial modules to provide more complex data analysis; GIS users can build
complicated data analysis models based on current spatial data and methods for tasks such as
analyzing the geographic mean and median centers. All input and output data are stored in HBase
to provide easy and efficient search. It also supports a spatio-temporal search for fine-grained data
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analysis.
Dart consists of four layers: computing layer, storage layer, methodology layer, and data analysis
layer. The computing layer offers a MapReduce computing model based on Hadoop. The storage
layers employs a NoSQL database, HBase, to store spatio-temporal data. We design a hybrid table
schema for data storage, and use pre-splitting and uniform hashes to avoid data imbalance and
hot region problems. Our implementation on Hadoop and HBase has been optimized to process
spatial data from social media like Twitter. The methodology layer is to carry out complex spatial
operations such as figuring out the geographic median or facilitate some statistical treatments to
support the upper data analysis layer. In the data analysis layer, Dart supports specific analytics
like KNN and geometric median distribution from customers.

7.2

Methodology

In this section, we describe how to calculate the geographic mean, midpoint, and median. We
present a brand-new algorithm for the geometric median calculation that (1) starts the iteration
with a more precise initial point and (2) imposes a grid framework to the process to reduces the
total iteration steps. These three geographic indicators are important estimators for summarizing
location distribution patterns in GIS. For example, it could help us estimate a person’s activity
space more accurately.

n

Lat = ∑ lati /n
i=1
n

Lon = ∑ loni /n
i=1
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(7.1)

7.2.1

Geographic mean

The main idea of the geographic mean is to calculate an average latitude and longitude point for all
locations. The projection effect in mean center calculation has been ignored in this study because
the areas of daily activity space of Twitter users are normally small. Equation 7.1 shows basic
calculation steps . The main problem here is how to handle points near or on both sides of the
International Date Line. When the distance between two locations is less than 250 miles (400 km),
mean is approximate to the true midpoint[72].

7.2.2

Geographic midpoint

The geographic midpoint (also known as the geographic center, or center of gravity) is the average
coordinate for a set of points on a spherical earth. If a number of points are marked on a world
globe, the geographic midpoint is at the geographic center among these points.
Initially, latitude and longitude of each location are converted into three dimensional cartesian
coordinates after changing unit to radians . We then compute the weighted arithmetic mean of
cartesian coordinates of all locations (use 1 as weight by default). After that, the three dimensional
average coordinate is changed back to latitude and longitude in degrees.

7.2.3

Geographic Median

To calculate the geographic median of a set of points, we need to find a point that minimizes the
total distance to all other points. A typical problem here is the Optimal Meeting Point (OMP)
problem that has considerably practical significance. The implementation of this algorithm is
more complex than the geographic mean and the geographic midpoint since the optimal point is
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approached iteratively.
Algorithm 7.1 The original algorithm for median
Input: Location set S = {(lat1 , lon1 ), ......, (latn , lonn )}
Output: Coordinates of the geographic median
1:

Let CurrentPoint be the geographic midpoint

2:

MinimumDistance =

3:
4:

totalDistances(CurrentPoint, S)
for i = 1 to n do

5:

distance = totalDistances(locationi , S)

6:

if (distance < MinimumDistance) then

7:

CurrentPoint = locationi

8:

MinimumDistance = distance

9:

end if

10:

end for

11:

Let TestStep be diagonal length of the district

12:

while (TestStep > 2 × 10−8 ) do

13:
14:

updateCurrentPoint(CurrentPoint, TestStep)
end whilereturn CurrentPoint

Figure 7.1 shows the general steps of the original algorithm. Let CurrentPoint be the geographic
midpoint computed above as the initial point, and let MinimumDistance be the sum of all distances
from CurrentPoint to all other points. In order to find a relatively precise initial iteration point, we
count the total distance from each place to other places; if any of these places has a smaller distance
than CurrentPoint, replace CurrentPoint by it and update MinimumDistance. Let TestStep be
PI/2 radians as the initial step size, then generate eight test points in all cardinal and intermediate
directions of the CurrentPoint. That is, to the north, northeast, east, southeast, south, southwest,
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west and northwest of the CurrentPoint with the same distance of TestStep. If any of these eight
points has a smaller total distance than MinimumDistance, make this point as CurrentPoint and
update MinimumDistance. Otherwise, reduce TestStep by half, and continue searching another
eight points around CurrentPoint by the new TestStep until TestStep meet the precision (2 × 10−8
radians by default).
We can compute the distance using the spherical law of cosines. If distances between each pair of
points are small, we then use distance of spatial straight line between two points to replace circular
arc. The equation of the spherical law of cosines is shown as follows.

distance = arcsin(sin(lat1 ) ∗ sin(lat2 )+
cos(lat1 ) ∗ cos(lat2 ) ∗ cos(lon2 − lon1 ))
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(7.2)

Algorithm 7.2 The improved algorithm for greographic median
Input: Location set S = {(lat1 , lon1 ), ......, (latn , lonn )}
Output: Coordinates of the geographic median
1:

Let CurrentPoint be the geographic midpoint;

2:

MinimumDistance =

3:

totalDistances(CurrentPoint, S)

4:

Divide the district into grids;

5:

Calculate the center coordinates for each grid and count the number of locations distributed in
each grid as weight;

6:

Calculate the total weighted distance between center of each grid to centers of other grids;

7:

If any center has a smaller distance than CurrentPoint’s, replace it with this center, and update;

8:

Let TestStep be diagonal length of grid divided by 2;

9:

while (TestStep > 2 × 10−8 ) do

10:
11:

updateCurrentPoint(CurrentPoint, TestStep)
end whilereturn CurrentPoint

We observe that in order to select a better initial iteration point, the original algorithm has to compute distances between every couple of points. The time complexity of such selection procedure is
O(n2 ). In fact, if we remove this procedure (from line 3 to line 9 in Algorithm 7.1), the time complexity for finding the initial point will be reduced to O(n). It shows a significant improvement for
total running time of calculating Geographic Median in our experiments compared to the original
algorithm, especially when the point set is large ( more than 100 points).
The time cost of the initial point detection procedure in the original algorithm outruns its performance improvement, which is the reason why it should be omitted. However, a good initial point
selection schema can potentially decrease the number of iterations and ameliorate total perfor-
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mance. Thus, we design a brand-new algorithm that employs grid segmentation to decrease the
cost of searching a proper initial point, which can also reduce the initial step size at the same time.
Its efficiency and performance improvement are demonstrated by our experiments. As shown in
Algorithm 7.2, after computing the geographic midpoint, we partition the district into grids with
the same size. Since our algorithm reduces at least one iteration, in order to search a better initial point, we take the expense of at most one iteration to select a better initial point from centers
of grids. We count the number of points located in each grid as weight, and calculate the total
weighted distances from the center of each grid to centers of other grids. If any center is better
than CurrentPoint in the sense of less total distance, replace CurrentPoint. As the centers of eight
neighbor grids of CurrentPoint is not better than its own, we can reduce the initial step to half of
distance between two diagonal centers.
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Algorithm 7.3 MapReduce program for KNN
function: Map(k,v)
1:

p = context.getPoint()

2:

for each cell c in value.rawCells() do

3:

if column family is “coordinates” then

4:

if qualifier is “minipoint” then

5:

rowKey = c.row()

6:

location = c.value()

7:

distance = calculateDistance(location, p)

8:
9:

end if
end if

10:

end for

11:

emit (1, rowKey + “,” + distance)

function: Combine, Reduce(k,v)
12:

K = context.getK()

13:

for (each vi in v) do

14:

(rowKeyi , distancei ) = vi .split(, )

15:

end for

16:

Sort all users by distances, and choose K smallest distance locations to emit;

7.3

Data Analysis

In this section, we introduce two common spatial applications, namely, KNN and geometric median distribution. KNN is a method for classifying objects based on the closest training examples
according to some metrics such as Euclidean distance or Manhattan distance. KNN is an important
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module in social media analytics to help user find other nearby users. Geometric median distribution is to count users’ distribution in different areas, which might be useful for business to promote
products. Due to the mobility of users, the geographic median is one of the best values to stand for
users’ geographic positions.

7.3.1

K Nearest Neighbors

Algorithm 7.3 shows the process of MapReduce on Hadoop. In the map function, we extract point
for KNN search and K value from context. Then we calculate the distance from each point to point,
and send top K points to the combine function and then the reduce function. Both of them sort
users by distances computed by the map function. The difference between the combine function
and the reduce function is that the former sends results to the reduce task, but the later one uploads
K nearest neighbors to HBase.

7.3.2

Spatial distribution

Algorithm 7.4 describes how to calculate the distribution of users in a district. In the map function,
we obtain the grid length (0.01 degree by default) from context to build a mesh on the region of
interest, and compute which grid each point locates in. Then the key-value pair of grid index and
the number of users is sent to the combine function and afterwards reduce function. The combine
and reduce functions sum the number of users in each grid, and finally upload results into HBase.
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Algorithm 7.4 MapReduce program for geometric median distribution
function: Map(k,v)
1:

gridLength = context.getGridLength()

2:

for each cell c in value.rawCells() do

3:

if column family is “coordinates” then

4:

if qualifier is “minipoint” then

5:

(lat, lon) = c.value()

6:

latIdx = (lat − miniLat)/gridLength

7:

lonIdx = (lat − miniLon)/gridLength

8:
9:

end if
end if

10:

end for

11:

emit ((latIdx, lonIdx), 1)

function: Combine, Reduce(k,v)
12:

total = 0

13:

for (each vi in v) do

14:

total += vi

15:

end for

16:

emit (k,total)

7.4

Experiments

In this section, we describe the experiments to evaluate the performance of Dart based on Hadoop
and HBase, including the computations on mean center, median center, KNN, and geometric median distribution.
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Our experiments were performed on Amazon EC2 cluster that contains one Namenode and nine
Datanodes. Each node is an Amazon EC2 m3.large instance, which provides a balance of compute,
memory, and network resources. EC2 m3.large instance has Intel Xeon E5-2670 v2 (Ivy Bridge)
processors, 7.5 GB memory, 2 vCPUs, SSD-based instance storage for fast I/O performance, and
runs CentOS v6.6. Our Hadoop cluster is based on Apache Hadoop 2.2.0, Apache HBase 0.98.8,
and Java 6.

(a) uniform

(b) two-area

(c) skew

Figure 7.2: Data distributions.

In our experiments, we extract Twitter data from 38 degrees North latitude and 73 degrees West
longitude to 41.5 degrees North latitude and 77.5 degrees West longitude with a total size of 160
GB and more than 1 million users. This area mainly includes the metropolitan areas from New
York City, Philadelphia, to Washington DC. In order to show the performance of our algorithm on
a single machine, we generate random points to simulate three common scenarios shown in Figure
7.2: (1) Uniform is a scenario where all points are scattered uniformly in the district; (2) Two-area
is that all points are clustered into two groups, which is very common in real world. (3) Skew is a
scenario where most of points gather together but few points scatter outside.
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Figure 7.3: Performance comparison of calculating mean and median.
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Figure 7.3 shows the time of calculating the geographic median in three different scenarios. These
experiments were conducted on a single m3.large node in Amazon EC2 cluster, and the number
of points vary from 100 to 12800. We evaluated three algorithms: (1) The original algorithm most
commonly used in geography[72]. (2) The algorithm without-initial-detection, which removes the
procedure of selecting a better initial point from the original algorithm as we mentioned in Section
7.2.3. This algorithm reduces the time complexity of selecting initial point from O(n2 ) to O(n).
(3) Our own grid algorithm, which utilizes grid technique to improve the accuracy of initial point
and reduce the step size dramatically at a reasonable time cost. This algorithm reduces the overall
iteration number. As Figure 7.3 shows, when the number of points increases from 100 to 12800,
the performance of Dart increases gradually. In all scenarios, our algorithm can outperform the
original one by 9 to 11 times when the number of points is 3200. When the number of points is
12800, our new algorithm in Dart gains an improvement of 38%, 26%, and 15% compared to the
without-initial-detection algorithm in the uniform, two-area, and skew scenarios, respectively. We
find that the without-initial-detection and the grid algorithms cost less time in the skew scenario
compared to the uniform and two-area scenarios because the midpoint is closer to the median
center.
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Figure 7.4: Performance comparison between mean and median.

Figure 7.4 shows the performance comparison of calculating the geographic mean and geographic
median on Hadoop cluster, where the input data size varies from 20 GB to 160 GB. When the input
data size is 160GB, our algorithm achieves an improvement of 7 times compared to the traditional
one. The calculation of geographic median consumes 30% more time than the calculation of mean
on 160 GB data since it is more complex and requires more iterations to approximate the optimal
point.
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Figure 7.5: Results of KNN and Distribution.
109

Figure 7.5(a) measures the performance of computing KNN, where k value is 10, when increasing
the input data size from 20 GB to 160 GB. As it shows, the time does not grow linearly, but
relatively slowly. Figure 7.5(b) shows the performance trend of geometric median distribution,
which is similar to KNN. We only spend 1 minute to finish KNN and geometric median distribution
on 160 GB dataset, which demonstrates that the Dart system is quite scalable.

Figure 7.6: Results of Distribution

Figure 7.6 shows the median centers of all mobile Twitter users discovered from the real tweet
dataset, which covers a geographic area from Washington, DC to New York City. The distribution
pattern of Twitter users’ daily activity locations reveals that Twitter users are more likely to live in
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urban areas.
The main contribution of this study is in the development of a system for rapid spatial data analysis.
The crafting of this system lays a solid foundation for future research that will look into the spatiotemporal patterns as well as the socio-economic characteristics of a massive population, which are
crucial inputs for effective urban planning or transportation management.
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CHAPTER 8: CONCLUSION AND FUTURE WORK

In this section, we summarize conclusion remarks of the proposed designs.
First of all, we introduce an asynchronous multi-pipeline file transfer protocol with a revised fault
tolerance mechanism instead of the HDFS’s default stop-and-wait single-pipeline protocol. We
employ global and local optimization techniques to sort datanodes in pipelines based on the historical data transfer speed. We conduct a series of experiments on Amazon’s EC2 by varying the
instance type, number of instances, and network bandwidth. Our experiments reveal significant
improvement by 27-245% compared with HDFS.
Secondly, we present an optimized Hadoop system to improve the performance of short jobs in
two modes: D+ mode and U+ mode. In D+ mode, we design a new scheduler to schedule Map
tasks based on the resource distribution situation and data locality. Instead of waiting for heartbeats reported from NMs to decide how to schedule tasks, our scheduler can allocate resources
immediately. Our algorithm not only avoids allocation imbalance problem for short jobs, but also
reduces the communication cost. For the U+ mode, rather than executing Map tasks sequentially,
we employ multi-threading to run Map tasks in parallel. In addition, we cache the intermediate
data into memory instead of writing them into disk and reading them later when the intermediate
data are small. Moreover, we implement a new job submitting framework and speculative execution system to reduce the setup cost for short jobs. Our experiments show that our system can
obtain significant performance improvement by 11% to 88% compared with the original Hadoop
for short jobs.
Thirdly, we design an end-to-end performance model for Spark, and use 3-level sampling model to
sample the test application, i.e., input data level, task level, and element level. We also introduce
a new white box performance model to evaluate the performance based on “Law of Diminishing
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Marginal Utility”. Initial results show that our optimization can gain 19.6% performance improvement compared to the naive configuration, even by tuning only 3 parameters.
Finally, we design an asynchronous parallel SGD algorithm with iterative local search, called
FTSGD, by reusing data partition multiple times within a single global iteration, and prove the
convergence property. We also design a novel geographic information system named Dart for spatial data analysis and management. Using a hybrid table schema to store spatial data in HBase,
Dart can omit the Reduce process for operations like calculating the mean center and the median
center. It also employs pre-splitting and hash techniques to avoid data imbalance and hot region
problems. As demonstrated in our experiments, Dart achieves a significant improvement in computing performance in contrast to the performance of traditional GIS.
Due to its speed and ease of use, Spark has become a popular tool amongst data scientists to
analyze data in various sizes. In the future, we will extend our aforementioned Hadoop solutions
to Spark to speedup its performance based on the improved storage and resource management
layers. In addition, we will enhance our what-if engine and optimizer for Spark to give an optimal
configuration for every type of application by timely and cost-effective analytics.
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