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Abstract
In a previous paper it was proved that n− 1 arbitrary entries and the characteristic polyno-
mial of an n× n matrix over a field F can be arbitrarily prescribed, except if all the nonprin-
cipal entries of a row or column are prescribed equal to zero and the characteristic polynomial
does not have a root in F.
This paper describes the possible characteristic polynomials of a pk × pk matrix, parti-
tioned into k × k blocks of size p × p when k − 1 blocks are fixed and the others vary.
It also studies the possibility of a pair of matrices (A1, A2), where A1 is square and
[A1 A2] is partitioned into k × (k + 1) blocks of size p × p, being completely controllable
when some of the blocks are prescribed and the others vary. © 2001 Elsevier Science Inc. All
rights reserved.
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1. Main results
Let F be an arbitrary field.
In [10], it was proved that n− 1 arbitrary entries and the characteristic polyno-
mial of an n× n matrix over a field F can be arbitrarily prescribed, except if all
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the nonprincipal entries of a row or column are prescribed equal to zero and the
characteristic polynomial does not have a root in F.
Now let k, p be positive integers and n = kp. Let (r1, s1), . . . , (rk−1, sk−1) ∈
{1, . . . , k} × {1, . . . , k}. Let Ari,si ∈ Fp×p, i ∈ {1, . . . , k − 1}.
The first purpose of this paper is to describe the possible characteristic polynomi-
als of a pk × pk matrix

C1,1 · · · C1,k
...
...
Ck,1 · · · Ck,k

 , (1)
where the blocks Ci,j are of size p × p, such that Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
Our result covers the possibility of the eigenvalues of (1) being outside the field F.
The possible characteristic polynomials of an n× n matrix with n prescribed entries
was studied in [15]. A recent paper [2] described the possible lists (c1, . . . , cn) ∈ Fn
of eigenvalues of (1) when 2k − 3 blocks are prescribed, generalizing a previous
result [4] that studied the case p = 1. Also see [5,7,12].
Paper [8] described the possible characteristic polynomials of[
A1,1 A1,2
A2,1 A2,2
]
∈ F (p+q)×(p+q), (2)
where A1,2 ∈ Fp×q is prescribed and the other blocks vary, while Refs. [3,11,17]
described the possible similarity classes of (2) with the same prescription of blocks.
Other important papers for the problem to be studied here are Refs. [6,9,13], where
the possible characteristic polynomials and the possible similarity classes of (2) are
studied when A1,1 is prescribed; and Refs. [14,16], where the possible characteristic
polynomials and the possible similarity classes of (2) are studied when A1,1 and A1,2
are prescribed. According to these papers, the following three lemmas are true.
Lemma 1. Let f ∈ F [x] be a monic polynomial of degree p + q. Let A1,1 ∈ Fp×p,
A1,2 ∈ Fp×q .
If (A1,1, A1,2) is completely controllable, then there exist A2,1 ∈ Fq×p, A2,2 ∈
Fq×q such that (2) is nonderogatory and has characteristic polynomial f.
Lemma 2. Let f ∈ F [x] be a monic polynomial of degree p + q. Let A1,1 ∈ Fp×p.
If p  q, then there exist A1,2 ∈ Fp×q, A2,1 ∈ Fq×p, A2,2 ∈ Fq×q such that (2)
is nonderogatory and has characteristic polynomial f.
Lemma 3. Let f ∈ F [x] be a monic polynomial of degree p + q. Let A1,2 ∈ Fp×q .
If A1,2 /= 0, then there exist A1,1 ∈ Fp×p, A2,1 ∈ Fq×p, A2,2 ∈ Fq×q such that
(2) is nonderogatory and has characteristic polynomial f.
Let f (x) ∈ F [x] be a monic polynomial of degree n. Note that if the following
exceptional case (E) holds, then there exists a matrix of the form (1), with character-
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istic polynomial f and Cri,si = Ari,si , i ∈ {1, . . . , k − 1}, if and only if f has a divisor
of degree p.
(E) All the k − 1 nonprincipal blocks of one row or column of (1) are prescribed
equal to 0.
The following theorem completes the answer to the problem above and will be
proved later.
Theorem 4. Let f ∈ F [x] be a monic polynomial of degree n. Suppose that (E) is
not satisfied.
Then there exists a nonderogatory matrix of the form (1), with characteristic poly-
nomial f and Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
It is known from systems theory that a pair (A1, A2), where A1 ∈ Fn×n, A2 ∈
Fn×q, is completely controllable if and only if all the invariant factors of [xIn − A1|
−A2] are constant if and only if the controllability matrix
C(A1, A2) =
[
A2 A1A2 · · · An−11 A2
] ∈ Fn×nq
has rank equal to n if and only if
min
λ∈F¯
rank
[
λIn − A1 −A2
] = n,
where F¯ is an algebraic closure of F.
Now suppose that
(A1, A2) =




C1,1 · · · C1,k−1
...
...
Ck−1,1 · · · Ck−1,k−1

 ,


C1,k
...
Ck−1,k



 , (3)
where the blocks Ci,j are of size p × p. Also suppose that ri < k, i ∈ {1, . . . ,
k − 1}. The second purpose of this paper is to study the possibility of existing a
completely controllable pair of the form (3), with Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
The two problems are closely related, as the arguments used to study them will show:
Theorem 5. Suppose that ri < k, i ∈ {1, . . . , k − 1}.
Then there exists a completely controllable pair of the form (3), with Cri,si =
Ari,si , i ∈ {1, . . . , k − 1}, except if one of the following conditions holds:
(i5) There exists r ∈{1, . . . , k−1} such that all the positions (r, j), with j ∈{1, . . . ,
k} \ {r}, are prescribed equal to 0.
(ii5) All the positions (i, k), with i ∈ {1, . . . , k − 1}, are prescribed equal to 0.
The proofs of Theorems 4 and 5 will be split into the cases where F is infinite and
finite and given later. As there are many possibilities for the prescribed positions, in
the proof of Theorem 4 we omit cases that can be reduced, without loss of gener-
ality, to the studied ones using simple similarity transformations, like simultaneous
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permutations of rows and columns; and in the proof of Theorem 5 we omit cases that
can be reduced, without loss of generality, to the studied ones using simple feedback
equivalence transformations, like simultaneous permutations of rows of [A1 A2]
and columns of A1.
The following lemma is a particular case of Theorem 5 that can be proved with
direct calculations for every field F.
Lemma 6. Suppose that k = 3 and that (1, 2), (2, 1) are the prescribed positions.
Then([
0 A1,2
A2,1 A1,2 − A2,1 − Ip
]
,
[
Ip
Ip
])
is completely controllable.
Lemma 7. Suppose that ri < k, i ∈ {1, . . . , k − 1}.
If one of the conditions (i5), (ii5) is satisfied, then there exists no completely
controllable pair of the form (3), with Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
Proof. Take a pair of the form (3) such that Cri,si = Ari,si , i ∈ {1, . . . , k − 1}, and
suppose that one of the conditions (i5), (ii5) is satisfied. If (i5) is satisfied, suppose,
without loss of generality, that r = 1, and let λ ∈ F¯ be an eigenvalue of C1,1. If (ii5)
is satisfied, let λ ∈ F¯ be an eigenvalue of A1. In any case, rank[λIn−p − A1| − A2 ]
< n− p. Therefore (A1, A2) is not completely controllable. 
Lemma 8 [1]. Let A1,2 ∈ Fp×q, A1,3 ∈ Fp×t .
If A1,3 /= 0, then there exists A1,1 ∈ Fp×p such that (A1,1, A1,3) is completely
controllable.
If [A1,2 A1,3] /= 0, then there exist A1,1 ∈ Fp×p, A2,1 ∈ Fq×p, A2,2 ∈ Fq×q,
A2,3 ∈ Fq×t such that([
A1,1 A1,2
A2,1 A2,2
]
,
[
A1,3
A2,3
])
is completely controllable.
2. Proofs, when F is infinite
Throughout this section, assume that F is infinite.
Lemma 9. Suppose that ri < k, i ∈ {1, . . . , k − 1}.
Then there exists a permutation σ of {1, . . . , k − 1} such that the positions (σ (1),
σ (2)), . . . , (σ (k − 2), σ (k − 1)), (σ (k − 1), k) are free, except if one of the follow-
ing conditions holds:
(i9) There exists r ∈ {1, . . . , k − 1} such that all the positions (r, j), with j ∈
{1, . . . , k}\{r}, are prescribed.
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(ii9) All the positions (i, k), with i ∈ {1, . . . , k − 1}, are prescribed.
(iii9) k = 3 and (1, 2), (2, 1) are prescribed.
Proof. By induction on k. If k = 3, the result is trivial. Suppose that k  4 and that
none of the conditions (i9), (ii9) is satisfied.
Case 1. Suppose that there exists r ∈ {1, . . . , k − 1} such that all the positions (r, j),
with j ∈ {1, . . . , k − 1}\{r}, are prescribed. Without loss of generality, suppose that
r = k − 1. As (i9) is not satisfied, (k − 1, k) is free. According to the induction as-
sumption, there exists a permutation σ0 of {1, . . . , k − 2} such that the positions
(σ0(1), σ0(2)), . . . , (σ0(k − 3), σ0(k − 2)), (σ0(k − 2), k − 1) are free. Take σ(i) =
σ0(i) for i ∈ {1, . . . , k − 2}, and σ(k − 1) = k − 1.
Case 2. Suppose that Case 1 is not satisfied, k = 4 and there exist r, s ∈ {1, 2, 3},
with r /= s, such that (r, s) and (s, r) are prescribed. Without loss of generality, r = 1
and s = 3. As Case 1 is not satisfied, the positions (1, 2), (3, 2) are free.
If either (1, 4) is prescribed or (2, 1) is prescribed, let σ be the identity. If (1, 4),
(2, 1) are free, take σ(1) = 3, σ (2) = 2, σ(3) = 1.
Case 3. Suppose that Cases 1 and 2 are not satisfied. If there exists s ∈ {1, . . . , k − 1}
such that the sth column of blocks has no free nonprincipal positions, choose r ∈
{1, . . . , k − 1}\{s} such that (r, k) is free. Otherwise choose r ∈ {1, . . . , k − 1} such
that (r, k) is free and either there exists a prescribed position in the rth row or there
exists a prescribed position of the form (i, k). In any case, suppose, without loss of
generality, that r = k − 1.
In any case, according to the induction assumption, there exists a permutation
σ0 of {1, . . . , k − 2} such that the positions (σ0(1), σ0(2)), . . . , (σ0(k − 3),
σ0(k − 2)), (σ0(k − 2), k − 1) are free. Take σ(i) = σ0(i) for i ∈ {1, . . . , k − 2},
and σ(k − 1) = k − 1. 
Lemma 10. Suppose that ri < k, i ∈ {1, . . . , k − 1}.
If there exists a permutation σ of {1, . . . , k − 1} such that the positions (σ (1),
σ (2)), . . . , (σ (k − 2), σ (k − 1)), (σ (k − 1), k) are free, then there exists a com-
pletely controllable pair of the form (3), with Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
Proof. Without loss of generality, suppose that σ is the identity.
A matrix polynomial h(x) ∈ Fp×p[x] is said to be monic if its first coefficient is
the identity matrix Ip. Now suppose that (3) is a polynomial matrix, where all the
blocks Ci,j are constant, except the blocks Ci,i+1, with i ∈ {1, . . . , k − 1}, that are
monic of degree 1.
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Let s ∈ {1, . . . , k − 2}. Consider As1 partitioned into blocks of size p × p. Then
all the blocks of As1 have degree less than s, except the blocks in the positions
(i, i + s), with i ∈ {1, . . . , k − 1 − s}, that are monic of degree s.
Also consider the controllability matrix C(A1, A2) partitioned into blocks of size
p × p. Let D be the (n− p)× (n− p) matrix that results from C(A1, A2) by tak-
ing the first k − 1 columns of blocks and inverting its order. Then, for each i ∈
{1, . . . , k − 1}, the block of D in the position (i, i) is monic and has degree greater
than the degrees of all the other blocks in the same column. From the definition of
determinant it follows that detD is a nonconstant monic polynomial in x.
As F is infinite, x can be replaced by an element of F so that C(A1, A2) has full
rank and (A1, A2) is completely controllable. 
Proof of Theorem 5. Exceptions (i5) and (ii5) have already been justified. Sup-
pose that (i5) and (ii5) are not satisfied. If there exists a permutation σ of {1, . . . ,
k − 1} such that the positions (σ (1), σ (2)), . . . , (σ (k − 2), σ (k − 1)), (σ (k − 1), k)
are free, the result has been proved in the previous lemma.
Now suppose that one of the cases (i9)–(iii9) holds.
Suppose that (i9) is satisfied. Without loss of generality, r = 1. As (i5) is not
satisfied, the result follows from Lemma 8.
Suppose that (ii9) is satisfied. As (ii5) is not satisfied, the result follows from
Lemma 8.
If (iii9) is satisfied, the result has been proved in Lemma 6. 
Proof of Theorem 4. For each i ∈ {1, . . . , k}, let ρi be the number of prescribed
blocks in the ith row. As
∑
i ρi = k − 1, there exits j such that ρj = 0. Without
loss of generality, assume that ρk = 0. Then Theorem 4 is a trivial consequence of
Theorem 5 and Lemma 1. 
3. Proofs, when F is finite
Throughout this section, assume that F is finite.
Lemma 11. If A1 ∈ Fn×n has a irreducible characteristic polynomial and A2 ∈
Fn×t\{0}, then (A1, A2) is completely controllable.
Proof. Let f (x) be the characteristic polynomial of A1. As f is irreducible, f is
the minimum polynomial of A1. Let v be a nonzero column of A2. Let g(x) be the
minimum polynomial of A1 relatively to v, that is the monic generator of the ideal
I = {l(x) ∈ F [x] : l(A1)v = 0}. As f is irreducible and g | f, g = f . Consequent-
ly, v,A1v, . . . , An−1v are linearly independent. As the vectors v,A1v, . . . , An−1v
are columns of C(A1, A2), rankC(A1, A2) = n and (A1, A2) is completely control-
lable. 
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Proof of Theorem 4. By induction on k. Exceptions (i5) and (ii5) have already been
justified. Suppose that (i5) and (ii5) are not satisfied. For each i ∈ {1, . . . , k}, let ρi
be the number of prescribed blocks in the ith row. As
∑
i ρi = k − 1, there exits j
such that ρj = 0. Without loss of generality, assume that ρk = 0.
If k = 2, there is exactly one prescribed block and the result follows from Lem-
mas 2 and 3.
Now suppose that k  3. As F is finite, there exists a irreducible monic polyno-
mial g(x) ∈ F [x] of degree n− p.
Case 1. Suppose that the following exceptional case (E0) is not satisfied.
(E0) Either there exists r ∈ {1, . . . , k − 1} such that, for every j ∈ {1, . . . , k − 1}\
{r}, the position (r, j) is prescribed equal to 0, or there exists s ∈ {1, . . . ,
k − 1} such that, for every i ∈ {1, . . . , k − 1}\{s}, the position (i, s) is pre-
scribed equal to 0.
Subcase 1.1. Suppose that there exists at least one prescribed position in the kth
column. According to the induction assumption, there exists a matrix of the form

C1,1 · · · C1,k−1
...
...
Ck−1,1 · · · Ck−1,k−1

 , (4)
with characteristic polynomial g and Cri,si = Ari,si for every i ∈ {1, . . . , k − 2} such
that si < k. Take a pair of matrices of the form (3), where the blocks Ci,k are chosen
so that at least one of them is different from 0 and Ci,k = Ai,k whenever (i, k) is
prescribed. According to Lemma 11, (3) is completely controllable. According to
Lemma 1, there exists a nonderogatory matrix of the form (1), with characteristic
polynomial f and Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
Subcase 1.2. Suppose that all the positions in the kth column are free. Without loss of
generality, suppose that (rk−1, sk−1) = (1, s) for some s ∈ {1, . . . , k − 1}. Accord-
ing to the induction assumption, there exists a matrix of the form (4), with character-
istic polynomial g and Cri,si = Ari,si , i ∈ {1, . . . , k − 2}. Take C1,k = Ip and Ci,k =
0, i ∈ {2, . . . , k − 1}. According to Lemma 11, (3) is completely controllable.
If the block in the position (1, s) is replaced by A1,s , the resulting pair is also
completely controllable as one can easily deduce from the algebraic characterizations
of complete controllability. Therefore, there exists a completely controllable pair of
the form (3) such that Cri,si = Ari,si , i ∈ {1, . . . , k − 1}. According to Lemma 1,
there exists a nonderogatory matrix of the form (1), with characteristic polynomial f
and Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
Case 2. Suppose that k = 3 and that the positions (1, 2), (2, 1) are prescribed equal
to 0. According to Lemma 6, there exists a completely controllable pair of the form
(3) such that C1,2 = C2,1 = 0. The rest of the proof follows easily from Lemma 1.
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Case 3. Suppose that k = 4 and that there exists a permutation π of {1, 2, 3} such
that the positions (π(1), π(2)), (π(1), π(3)), (π(2), π(3)) are prescribed equal to 0.
Without loss of generality, suppose that π is the identity. Then


 0 0 0Ip 0 0
0 Ip 0

 ,

Ip0
0




is completely controllable. The rest of the proof follows easily from Lemma 1.
Case 4. Suppose that none of Cases 2, 3 is satisfied and that there exists r ∈ {1, . . . ,
k − 1} such that, for every j ∈ {1, . . . , k − 1}\{r}, the position (r, j) is prescribed
equal to 0. Without loss of generality, suppose that r = 1.
Subcase 4.1. Suppose that there exists one prescribed position in the kth column. If
the position (1, k) is prescribed, let C1,k = A1,k; note that, in this case, C1,k /= 0.
If (1, k) is free, let C1,k = Ip. For every i ∈ {2, . . . , k − 1}, let Ci,k = 0 if (i, k) is
free and let Ci,k = Ai,k if (i, k) is prescribed. According to the induction assump-
tion, there exists a matrix of the form (4), with characteristic polynomial g such
that C1,i = 0, i ∈ {2, . . . , k − 2}, and C1,k−1 = C1,k . According to Lemma 11, (3)
is completely controllable. According to Lemma 1, there exists a nonderogatory ma-
trix of the form (1), with characteristic polynomial f and Cri,si = Ari,si , i ∈ {1, . . . ,
k − 1}. Then X−1CX, where
X = In−2p ⊕
[
Ip 0
−Ip Ip
]
,
has the prescribed form.
Subcase 4.2. Suppose that all the positions in the kth column are free. Without loss
of generality, suppose that (rk−1, sk−1) = (1, k − 1). According to the induction as-
sumption, there exists a matrix of the form (4), with characteristic polynomial g and
Cri,si = Ari,si , i ∈ {1, . . . , k − 2}. Take C1,k = Ip and Ci,k = 0, i ∈ {2, . . . , k − 1}.
Then (3) is completely controllable. If the block in the position (1, k − 1) is replaced
by 0, the resulting pair is also completely controllable.
With this replacement, we have found a completely controllable pair of the form
(3) such that Cri,si = Ari,si , i ∈ {1, . . . , k − 1}. According to Lemma 1, there ex-
ists a nonderogatory matrix of the form (1), with characteristic polynomial f and
Cri,si = Ari,si , i ∈ {1, . . . , k − 1}.
Case 5. Suppose that none of Cases 2, 3 is satisfied and that there exists s ∈ {1, . . . ,
k − 1} such that, for every i ∈ {1, . . . , k − 1}\{s}, the position (i, s) is prescribed
equal to 0. Without loss of generality, suppose that s = 1.
Subcase 5.1. Suppose that there exists one prescribed position in the kth column.
Suppose that (t, k) is prescribed for some t ∈ {1, . . . , k − 1}. If possible, choose
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r ∈ {2, . . . , k − 1} such that (r, k) is free and let Cr,k = Ip. The unique case where
this is not possible is when k = 3 and (2, 3) is prescribed; in this case, take r =
2 and C2,3 = A2,3; note that A2,3 /= 0.
In any case, according to the induction assumption, there exists a matrix of the
form (4), with characteristic polynomial g such that Ci,1 = 0, i ∈ {2, . . . , k − 1}\
{r, t}, Cr,1 = Cr,k and Ct,1 = At,k . Let Ci,k = 0, i ∈ {1, . . . , k − 1}\{r, t}. Then (3)
is completely controllable. According to Lemma 1, there exists a nonderogatory
matrix of the form (1), with characteristic polynomial f and Cri,si = Ari,si , i ∈
{1, . . . , k − 1}. Then X−1CX, where
X =

 Ip 0 00 In−2p 0
−Ip 0 Ip

 ,
has the prescribed form.
Subcase 5.2. Suppose that all the positions in the kth column are free. Without loss
of generality, suppose that (rk−1, sk−1) = (k − 1, 1). According to the induction as-
sumption, there exists a matrix of the form (4), with characteristic polynomial g
and Cri,si = Ari,si , i ∈ {1, . . . , k − 2}. Take Ck−1,k = Ip and Ci,k = 0, i ∈ {1, . . . ,
k − 2}. Then (3) is completely controllable. If the block in the position (k − 1, 1)
is replaced by 0, the resulting pair is also completely controllable.
With this replacement, we have found a completely controllable pair of the form
(3) such that Cri,si = Ari,si , i ∈ {1, . . . , k − 1}. According to Lemma 1, there ex-
ists a nonderogatory matrix of the form (1), with characteristic polynomial f and
Cri,si = Ari,si , i ∈ {1, . . . , k − 1}. 
Proof of Theorem 5. If k = 2 and (1, 1) is prescribed, then (A1,1, Ip) is complete-
ly controllable. If k = 2 and (1, 2) is prescribed, then A1,2 /= 0 and, according to
Lemma 8, there exists C1,1 ∈ Fp×p such that (C1,1, A1,2) is completely controllable.
Now suppose that k  3. Note that, in the proof of Theorem 4, in every case,
the first step is to find a completely controllable pair of the form (3) with some
prescribed blocks. The arguments can easily be adapted in order to prove Theorem 5.
The main difference now is that, instead of using an induction assumption, Theorem
4 is applied. 
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