Sufficient and necessary conditions for the stability of positive feedback interconnections of negative imaginary systems are derived via an integral quadratic constraint (IQC) approach. The IQC framework accommodates distributed-parameter systems with irrational transfer function representations, while generalising existing results in the literature and allowing exploitation of flexibility at zero and infinite frequencies to reduce conservatism in the analysis. The main results manifest the important property that the negative imaginariness of systems gives rise to a certain form of IQCs on positive frequencies that are bounded away from zero and infinity. Two additional sets of IQCs on the DC and instantaneous gains of the systems are shown to be sufficient and necessary for closed-loop stability along a homotopy of systems.
Introduction
The notion of negative imaginary systems was introduced in (Lanzon and Petersen, 2008; Petersen and Lanzon, 2010) as a natural counterpart to positive real systems (Anderson and Vongpanitllerd, 2007; Khalil, 2002; Bao and Lee, 2007; van der Schaft, 2016) . The negative imaginary property commonly arises from the dynamics of a lightly damped structure with colocated force actuators and position sensors (such as piezoelectric sensors) (Bhikkaji and Moheimani, 2009; Petersen and Lanzon, 2010) . Such a system exhibits positive real dynamics from the force input to the velocity output, but negative imaginary dynamics from the force input to the position output, whose transfer function may be of relative degree 2. Furthermore, neg-⋆ This work was supported in part by the Institute for Mathematics and its Applications with funds provided by the National Science Foundation, the Australian Research Council, and the Swedish Research Council through the LCCC Linnaeus centre.
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ative imaginary systems theory may also be employed to study certain systems that are not passive, for which positive real results do not hold. Another area where negative imaginary dynamics can be found is that of nano-positioning systems (Devasia et al., 2007) . Owing to the prevalence of negative imaginary properties in real world applications, such systems have been studied extensively in the literature (Lanzon and Petersen, 2008; Petersen and Lanzon, 2010; Xiong et al., 2010; Das et al., 2013) . Feedback interconnections of negative imaginary systems are interpreted from a geometric Hamiltonian systems viewpoint in (van der Schaft, 2011) . In (Wang et al., 2015) , the problem of robust output consensus of networked negative imaginary systems is considered. Characterisations of negative imaginary systems with symmetric irrational transfer functions are considered in (Ferrante and Ntogramatzidis, 2013; Ferrante et al., 2015) . A nonlinear generalisation of negative imaginary dynamics, termed counterclockwise input-output dynamics, is given in (Angeli, 2006) .
The robustness of feedback interconnections of openloop stable negative imaginary systems is investigated in (Lanzon and Petersen, 2008) as a parallel to the positive real stability results (Anderson and Vongpanitllerd, 2007) ; see neous gain ofḠ is positive semidefinite, i.e.Ḡ(∞) ≥ 0, and the product of the instantaneous gains ofḠ and G is 0, i.e. G(∞)Ḡ(∞) = 0, then the closed-loop system [G,Ḡ] is internally stable if, and only if, the DC gain conditionλ(G(0)Ḡ(0)) < 1 is satisfied, whereλ denotes the spectral radius. This result is further generalised in (Xiong et al., 2010) to the case where G may have imaginary-axis poles that are not located at the origin. Physical interpretations of these results in terms of massspring-damper systems and RLC electrical networks are provided in (Petersen, 2015) . In particular, it is demonstrated using the negative imaginary theory that certain mass-spring-damper systems with negative spring constants or RLC networks with negative inductances or capacitances are stable, whereas the standard positive real theory is inapplicable to such non-passive systems. These stability conditions are robust in the sense that they are invariant to negative-imaginary perturbations on the systems, provided that the aforementioned gain conditions are not violated. Stability conditions for negative imaginary systems with poles at the origin are studied in (Mabrok et al., 2014) .
When the presuppositions of the stability theorems in (Lanzon and Petersen, 2008; Xiong et al., 2010) do not hold, such asḠ(∞) being sign-indefinite or G(∞)Ḡ(∞) = 0, the DC gain conditionλ(G(0)Ḡ(0)) < 1 is not necessary. This paper derives generic sufficient and necessary conditions for feedback stability of negative imaginary systems with respect to a specified homotopy using the theory of integral quadratic constraints (IQC) (Megretski and Rantzer, 1997; Megretski et al., 2010; Cantoni et al., 2013) . In particular, it is established that the negative imaginary properties of the systems give rise to complementary IQCs on a set of frequencies which do not include 0 and ∞ but can be arbitrarily large. This interpretation clarifies the role of negative imaginariness in robust feedback stability analysis. Furthermore, it leads to the observation that feedback stability follows if, and only if, there exist constant multipliers such that the corresponding complementary IQCs hold at frequencies of 0 and ∞, of which the condition in (Lanzon and Petersen, 2008) thatλ(G(0)Ḡ(0)) < 1, G(∞) ≥ 0, and G(∞)Ḡ(∞) = 0 is a special case. The robust stability result is shown to extend to negative imaginary systems that are only marginally stable, i.e. have poles on the imaginary axis. To this end, a recently developed notion of IQCs for marginally stable systems from (Khong et al., 2016 ) is employed to conclude closed-loop stability. This paper considers distributedparameter linear time-invariant systems that admit irrational transfer functions. Such a class of systems corresponds to infinite-dimensional state-space systems in the time domain (Curtain and Zwart, 1995) . Furthermore, no explicit state-space realisations are exploited in any of the proofs for the main results. This contrasts the preceding works (Lanzon and Petersen, 2008; Xiong et al., 2010) , where state matrices and the negative imaginary lemma (the counterpart to the positive real lemma) are heavily employed. Preliminary results in this direction can be found in (Khong et al., 2015) , where only sufficient IQC conditions were given for the class of proper real-rational transfer functions. Moreover, the results have been further strengthened in this paper via the removal of an assumption on a certain residual matrix and a reconciliation with the existing results is provided. It is noteworthy that similar necessary and sufficient IQC based results for robustness analysis involving time-delays can be found in (Scorletti, 1997) and the idea of combining IQCs which hold on subsets of the imaginary axis can be located in (Jun and Safonov, 2002) .
The paper evolves along the following lines. The next section introduces the notation of the paper and defines the classes of negative imaginary systems considered. Robust stability of feedback interconnections of stable negative imaginary systems is examined in Section 3. Sufficient robust stability conditions for negative imaginary systems with imaginary-axis poles are derived in Section 4. The necessity of IQC conditions for feedback stability of negative imaginary systems is established in Section 5, and a reconciliation with the existing robustness results takes place in Section 6. Two numerical examples are given in Section 7 to illustrate the theory. Finally, concluding remarks are provided in Section 8.
Notation and preliminaries
The notation used in this paper is defined in this section. Let R and C denote, respectively, the real and complex numbers. The real part of an s ∈ C is denoted as ℜ(s). C + denotes the open right half plane andC + its closure. Given an A ∈ C m×n (resp. R m×n ), A * ∈ C n×m (resp. A T ∈ R n×m ) denotes its complex conjugate transpose (resp. transpose). Denote byσ(A) and σ(A), the largest and smallest singular values of matrix A, respectively, and byλ(B), the spectral radius of B. I n denotes the identity matrix of dimensions n × n. Subsequently, the subscript n will often be dropped for simplicity.
Let R n×m denote the set of real-rational proper transfer function matrices of dimensions n × m and
the set of stable transfer functions. The norm of the elements in H ∞ is denoted · ∞ . Let C be the class of functions f : C → C n×m (a.e.) that are continuous on jR ∪ {∞}, and S := H ∞ ∩ C. The positive feedback interconnection of two transfer functions G andḠ, denoted by [G,Ḡ] , is described by:
see Figure 1 .
Definition 1 A positive feedback interconnection of G andḠ is said to be internally stable if
N denotes the set of stable negative imaginary transfer functions, while N s denotes the set of strictly negative imaginary transfer functions. The set of stable (strictly) negative imaginary real-rational proper transfer functions defined in (Lanzon and Petersen, 2008 ) is a subclass ofN (N s ). In particular, an R ∈ R ∩N satisfies
n×n (Lanzon and Petersen, 2008, Lem. 2) . Therefore, it follows that j[R(jω) − R(jω) * ] = 0 when ω = 0 or ω = ∞. The set of negative imaginary transfer functions is defined below.
Definition 2 A transfer function R : C → C n×n (a.e.) is said to be negative imaginary if (i) R is analytic in ℜ(s) > 0 and has no singularities at s = 0 and s = ∞; (ii) R(· + ǫ) ∈ H ∞ for some ǫ > 0; (iii) R has at most a finite number of singularities on the imaginary axis and they appear as complex conjugate pairs; Denote by N the set of negative imaginary transfer functions. Notice that N s ⊂N ⊂ N. The set of negative imaginary real-rational proper transfer functions defined in (Xiong et al., 2010 ) is a subclass of N. It is noted here that the definitions given above differ from those in (Ferrante and Ntogramatzidis, 2013; Ferrante et al., 2015) in that no efforts have been made here to link the definitions to the classical positive real theory. Instead, only the properties crucial to the robust stability conditions to be derived in the next sections are stipulated.
In order to accommodate possibly irrational transfer functions with poles on the imaginary axis in this paper, some background material on IQCs needs to be stated. To this end, the following notational definitions are important. Given an ǫ > 0 and a point jq ∈ jR, define the semi-circle of radius ǫ in the right-half plane as
and SS 0 (jq) := {}. Given a finite ordered set jQ = {jq 1 , jq 2 , . . . , jq K } ⊂ jR with q 1 > q 2 > . . . > q K , define a contour parameterised by ǫ ≥ 0 as
that is, a straight line on the imaginary axis indented to the right of every point in jQ by a semi-circle of radius ǫ.
In particular, notice that C 0 (jQ) = jR for any jQ ⊂ jR. Denote by C + ǫ (jQ) the open half plane that lies to the right of C ǫ (jQ) defined in (1), i.e.
The following result can be established using the arguments in (Khong et al., 2016, Thm. 4.4 and 4.5) . It has further been generalised in (Khong et al., 2017) .
and η > 0 such that Π(jω) = Π(jω) * for all ω ∈ R and the following complementary IQC conditions hold:
Furthermore, when jQ = {}, ǫ can be taken to be 0, whereby S 0 ({}) = S ⊂ H ∞ .
Stable negative imaginary transfer functions
In this section, sufficient IQC conditions which guarantee closed-loop stability with stable negative imaginary systems are derived. The proof methods in this section will be reused in the subsequent section where systems with nonzero imaginary-axis poles are accommodated. They involve constructing a 3-part IQC, each of which is valid for a different frequency range. An intuitive depiction of the theorem below is provided after the proof.
such that for someǭ > 0 and all τ ∈ [0, 1],
and
Then the feedback interconnection [τ G,Ḡ] is internally stable for all τ ∈ [0, 1].
PROOF. LetΠ 0 := 2Π 0 + µI andΠ ∞ := 2Π ∞ + µI. Then for sufficiently small µ > 0, the inequalities (2) and (3) imply, respectively,
for some ǫ > 0 and all τ ∈ [0, 1]. By the continuity of G ∈ S andḠ ∈ S on jR, these imply there exist sufficiently small Ω > 0 and sufficiently largeΩ > 0 such that Ḡ (jω)
for all ω ∈ [0, Ω], τ ∈ [0, 1] and Ḡ (jω) 
Remark 5 The proof of Theorem 4 relies on the homotopy approach and the fact that [τ G,Ḡ] is stable when τ = 0. In particular, perturbation arguments can be used to show that [τ G,Ḡ] is stable as one increases

Remark 6 Note from its proof that the conclusion in Theorem 4 remains valid with (2) and (3) modified into the following forms:
and τḠ(∞)
Theorem 4 is established by fabricating a 3-part multiplier Π in (9) in such a way that the standard IQC re-sult can be applied to conclude closed-loop stability. In particular, the fact that G ∈N andḠ ∈ N s implies the complementary IQC inequalities hold for positive frequencies that are bounded from zero and infinity; see (8). The additional matrix inequalities (2) and (3) in the theorem imply the complementary IQC inequalities for sufficiently small and sufficiently large frequencies, i.e. (4) and (5) respectively.
PROOF. Note that the hypothesis is equivalent tō λ(Ḡ(jω) * G(jω) * G(jω)Ḡ(jω)) < 1 for ω = 0 and ω = ∞. It follows that the matrix inequalities (2) and (3) in Theorem 4 hold with respect to
as required. ✷
Negative imaginary transfer functions with imaginary-axis poles
IQC-based conditions for feedback stability of negative imaginary systems with imaginary-axis poles are established in this section. The proofs rely on the arguments detailed in Section 3. In order to accommodate negative imaginary transfer functions with imaginary-axis poles, the generalised version of the IQC result, i.e. Proposition 3, is needed.
Theorem 8 GivenḠ ∈ N s and G ∈ N, suppose there exist Π 0 and Π ∞ such that for all τ ∈ [0, 1],
then the feedback interconnection [τ G,Ḡ] is internally stable for all τ ∈ [0, 1].
PROOF. The same arguments in the proof for Theorem 4 can be used to establish (10) 
for all τ ∈ [0, 1] and ǫ > 0. In what follows, we show that H τ has also no poles in jQ, which then implies
First note thatḠ ∈ N s implies det(Ḡ(jω)) = 0 for ω = 0. To see this, observe that if det(Ḡ(jω 0 )) = 0 for some ω 0 > 0, then there exists v ∈ C n such that G(jω 0 )v = 0. It follows that v * j[Ḡ(jω 0 ) −Ḡ(jω 0 ) * ]v = 0, which violates the supposition thatḠ ∈ N s . As such, det(Ḡ(jω)) = 0 ∀ω ∈ (0, ∞).
This implies that there is no closed right-half plane polezero cancellation in the product τ G(s)Ḡ(s), since τ G ∈ N has no poles at the origin. Therefore, for any ω 0 ∈ R, jω 0 is a pole of H τ (s) if, and only if, jω 0 is a pole of (I − τ G(s)Ḡ(s)) −1 . Now let jω 0 , ω 0 > 0 be an imaginary-axis pole of G ∈ N, i.e. jω 0 ∈ jQ. Suppose to the contrapositive that jω 0 is a pole of (I − τ G(s)Ḡ(s))
can be made arbitrarily small by having |ω − ω 0 | sufficiently small. However, by the negative imaginary properties of G andḠ, it holds that
leading to a contradiction. Therefore, S(s) −1 has no pole at jω 0 . This implies that (I − τ G(s)Ḡ(s)) −1 , and hence H τ (s), has no pole at every jω 0 ∈ jQ.
All in all, the closed-loop transfer function H τ (s) ∈ S ⊂ H ∞ , and the feedback interconnection [τ G,Ḡ] is stable for all τ ∈ [0, 1]. ✷ Remark 9 Note from its proof that the conclusion of Theorem 8 remains valid with (13) and (14) written as (11) and (12), respectively. PROOF. The same arguments in the proof for Corollary 7 can be applied to show that the conditions in Theorem 8 hold, which implies the claim. ✷
Necessity of IQCs for closed-loop stability
In this section, necessity of the IQC conditions for robust stability of positive feedback interconnections of negative imaginary systems is established. First, the following lemma, which can be found in (Iwasaki and Hara, 1998, Cor. 1) , is stated. An alternative proof is provided below for completeness.
In particular, such a Π may be taken as from the left and right, this implies (18).
Define for τ ∈ [0, 1]
By the hypothesis that I − τ BA is nonsingular for all τ ∈ [0, 1], we have
where the fact that X * τ X τ = I andỸỸ * = I has been used in the second equality. Now note that
Multiplying from the left and right by (I + τ 2 A * A)
gives (17), as required. ✷
The following result on the sufficiency and necessity of IQCs is in order. In this section, we generalise the sufficiency part of the main result in (Lanzon and Petersen, 2008) to irrational transfer functions via the IQC approach described in the preceding sections. In doing so, it can be observed that the sufficiency part of (Lanzon and Petersen, 2008, Thm. 5 ) is a special case of that of Theorem 12.
Proposition 13 GivenḠ ∈ N s and G ∈N, then
This in turn implies that (I −τ (G(0)Ḡ (0) 
In other words, (12) in Remarks 9 and 6 holds. Therefore, internal stability of [G,Ḡ] follows by Theorem 8 and Remark 9. ✷
In (Lanzon and Petersen, 2008, Thm. 5) , it is shown that if the presuppositionsḠ(∞) ≥ 0 and G(∞)Ḡ(∞) = 0 hold, then the internal stability of [G,Ḡ] implies λ(G(0)Ḡ(0)) < 1. When the former are not known in advance, Theorem 12 presents a generalised form of necessity of the robust stability conditions in terms of IQCs.
7 Numerical examples Consider a robotic arm pinned to a motor at one end and an equivalent slewing beam model shown in Figure 2 ; see (Pota and Alberts, 1995) . Two piezoelectric patches are attached to the arm on either side of the beam. They act as an actuator and a sensor, respectively. The system has input voltage V a applied to the piezoelectric actuator and input torque τ applied by the motor. On the other hand, the outputs of the system are the voltage V s produced by the piezoelectric sensor and the motor hub angle θ. A distributed-parameter transfer function matrix for the robotic arm is provided in (Pota and Alberts, 1995) :
Rational transfer functions
where N τ,θ , N Va,θ , N τ,Vs , N Va,Vs , and D are given in equations (26)- (28) in (Pota and Alberts, 1995) .
By approximating the distributed-parameter model as in (Mabrok et al., 2014 ) with a first-resonant mode and ignoring the free body dynamics, one obtains To stabilise the plant G ∈ N, an integral resonant controller (IRC) ) is employed. An IRC is a first-order controller taking the form
which is strictly negative imaginary if Γ > 0, Φ > 0 and ∆ is symmetric (Petersen and Lanzon, 2010, Thm. 8) . It follows thatσ(G(0)Ḡ(0)) = 3.3574 × 10 7 and σ(G(∞)Ḡ(∞)) = 3. As such, the conditions of Corollary 10 fail to hold and hence it cannot be used to conclude stability of [G,Ḡ] . However, by defining
it is straightforward to verify that the conditions in Theorem 8 hold. As such, [G,Ḡ] is stable. Note that the multipliers Π 0 and Π ∞ employed in this example correspond to an IQC characterising passivity (Megretski and Rantzer, 1997) . Intuitively, the stability of [G,Ḡ] is established in this example by exploiting the fact thatḠ and G exhibit negative imaginary property at positive frequencies that are bounded away from zero and infinity, and the positive real property when the frequencies are sufficiently small or sufficiently large.
Irrational transfer functions
Consider G = 0.2 s 2 +1 andḠ = e −T s +3 s+1 . Observe thatḠ contains an exponential term, which corresponds to a time-delay operation in the time domain. It is straightforward to verify that G ∈ N andḠ ∈ N s for all time delays T ≥ 0. Furthermore, lim s→j (s − j)jG(s) = 0.1 > 0, G(0)Ḡ(0) = 0.8 < 1 and G(∞)Ḡ(∞) = 0 for all T ≥ 0. Therefore, by application of Corollary 10, it follows that [τ G,Ḡ] is stable for all τ ∈ [0, 1] and T ≥ 0. Note that for this example, sinceḠ is an irrational transfer function due to the presence of the time-delay term, results in (Lanzon and Petersen, 2008; Xiong et al., 2010) are not applicable for concluding feedback stability.
Conversely, since it is known that [τ G,Ḡ] is stable for all τ ∈ [0, 1] and T ≥ 0, it follows from Theorem 12 that there exist symmetric Π 0 and Π ∞ such that the quadratic matrix inequalities therein hold. They can be taken, for example, to be 
Conclusions
This paper establishes necessary and sufficient conditions for robust stability of feedback interconnections of negative imaginary distributed-parameter systems using an integral quadratic constraint (IQC) approach. In contrast with the existing methods in the literature, the results were obtained without exploiting explicit state-space or transfer-function representations.
Of future interest are generalisations to accommodate free body dynamics corresponding to poles at the origin (Mabrok et al., 2014) . Nonlinear systems exhibiting counterclockwise input-output dynamics (Angeli, 2006) may also be considered within the framework of IQCs as extensions of negative imaginary systems to nonlinear settings.
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