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ВСТУП 
 
 
Курс лабораторних робіт (комп’ютерного практикуму) спрямований на 
оволодіння студентами практичними навичками застосування теоретичних 
знань з математичного моделювання, викладених на лекціях. Мета 
лабораторних робіт – розвиток у студентів здатностей: використовувати засоби 
обчислювальної техніки для вирішення інженерних задач; застосовувати на 
практиці методи математичного моделювання технічних систем та процесів; 
використовувати сучасні інформаційні технології у приладобудівній галузі.  
Основними завданнями лабораторних робіт є формування: знань числових 
методів та алгоритмів вирішення типових завдань математичного моделювання; 
умінь виконувати математичний опис та складати алгоритм розв'язання задачі, 
застосовувати на практиці числові методи математичного моделювання, 
застосовувати мов програмування для вирішення задач математичного 
моделювання, складати і налагоджувати програму, що реалізує вибраний 
алгоритм, досвіду  застосовування математичних знань у процесі 
розв’язання професійних задач, побудови математичних моделей, 
застосовування знань в галузі інформатики й сучасних інформаційних 
технологій на практиці. 
В даних методичних вказівках розглянуто основні теоретичні відомості 
щодо числових методів розв’язання рівнянь та їх систем; наведені алгоритми їх 
реалізації та застосування; описано порядок виконання лабораторних робіт 
(комп’ютерного практикуму) з кредитного модуля «Математичне моделювання 
на ЕОМ». 
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ЛАБОРАТОРНА РОБОТА 1. МАТРИЧНІ ОПЕРАЦІЇ 
 
 
Мета роботи: навчитися складати програми обробки елементів 
двовимірного масиву згідно з поставленим завданням і виводити на монітор 
результати виконання програми. 
 
Теоретичні відомості 
 
Матриця – це двовимірний масив, кожен елемент якого має два індекси: 
номер рядка – і, номер стовпця – j. Тому для обробки елементів матриці 
необхідно використовувати два цикли. При цьому значенням параметра одного 
циклу будуть номери рядків, а другого – номери стовпців (і навпаки). Обробка 
елементів матриці полягає у тому, що спочатку розглядаються всі елементи 
першого рядка (змінюється номер стовпця j), потім – всі елементи другого 
стовпця тощо.  
Перед першим згадуванням двовимірний масив необхідно описати, 
вказавши тип даних, ім’я та розмірність – кількість елементів у рядках і 
стовпчиках. Номери елементів двовимірного масиву називаються індекси і 
починаються з нуля. Тобто для матриці розмірністю [MxN] індекси 
змінюються: i = 0…N-1, j = 0…M-1. 
До основних операцій, що виконуються над двовимірними масивами, 
відносяться: введення – виведення масиву, обробка його елементів 
(перетворення рядків і стовпців), обчислення сум та добутків елементів рядків 
(стовпців) масиву, сортування елементів та ін. 
 
Порядок виконання 
 
1. Відповідно до варіанта індивідуального завдання розробити блок-схему і 
скласти код програми, що розв'язує задачу обробкою двовимірного масиву 
даних. У програмі передбачити введення з клавіатури вихідних даних і 
виведення на дисплей проміжних та остаточних результатів. 
2. Результати порівняти з наперед виконаними контрольними 
розрахунками (контрольним прикладом). 
3.  Налагоджену програму показати викладачу. 
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Завдання 
 
1. Задано двовимірний масив А розмірністю [NxN], а також два 
одновимірні масиви В і С із N елементів кожний. Одержати масив Q, замінивши 
в масиві А p-й рядок і q-й стовпець відповідно елементами масивів В і С. 
2. Задано числа 1021 ,...,, aaa ,  масив А [NxN].  Замінити нулями в масиві А ті 
елементи з парною сумою індексів, для яких є такі, що дорівнюють 1021 ,...,, aaa . 
3. Задано дійсні числа naaa ,...,, 21 . Утворити масив вигляду 
 
4. Задано двовимірний масив А [NxN]. Одержати масив В, переставивши 
стовпці: перший з останнім, другий з передостаннім і т.д. 
5. Із заданого двовимірного масиву А [NxN] одержати масив В, усі 
елементи якого визначаються за формулою: 



 

.,,0
;23;12,
jiзначеньіншихза
NjNіякщоa
b
ij
ij  
6. У даному масиві А переставити рядки і стовпці так, щоб максимальний 
за модулем елемент перемістився в перший стовпець першого рядка. 
7. Одержати двовимірний масив розмірністю [2Nx2N]: 
 
8. Серед елементів масиву А [NxN] знайти мінімальний за модулем 
елемент, після чого одержати масив В [N-1xN-1], з якого вилучено рядок та 
стовпець, на перетині яких у масиві А знаходився цей мінімальний елемент. 
9. Утворити двовимірний масив розмірністю А [NxN] із елементів з парним 
номером заданого одновимірного масиву розмірністю 2N2. 
10. Для масиву А [NxN] обчислити значення М-норми і L-норми, де: 
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


N
j
ijiМ
aА
1
max   ;   


N
i
ijjL
aА
1
max  
11. Задано дійсне число Х. Одержати масив розмірністю [10х10]: 
1...
0...0
...............
0...0
0...0
...1
89
8
72
8
98
ХХХ
ХХ
ХХ
ХХ
ХХХ
 
(середина заповнюється нулями). 
12. Сформувати масив А розмірністю [NхN], елементами якого є числа 1,2, 
…, 49, розміщені в ньому по спіралі: 
13141516171819
12333435363720
11324546473821
10314449483922
9304342414023
8292827262524
7654321
 
13. У заданому масиві А [NxN] упорядкувати рядки за зменшенням 
значення суми елементів у кожному з них, тобто щоб виконувалася умова: 




N
j
ji
N
j
ij aa
1
,1
1
  
де i = 1,2,3, … , N-1. 
14. Із заданого масиву A [NxN] одержати масив В, попарно переставивши 
перший і останній рядок, другий і передостанній і т.д. 
15. Задано матрицю A [NxN]. Перетворити дану матрицю за правилом: 
кожний рядок із номером і зробити стовпцем із номером j та навпаки (виконати 
операцію транспонування). 
16. Задано матрицю A [NxN]. Обчислити суму N її максимальних 
елементів. Вивести на друк суму, усі знайдені максимальні елементи та їх 
номери. 
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17. Сформувати двовимірний масив A розмірністю [NxN], елементи якого 
розташовані в такий спосіб: 
111...111
011...110
.....................
001...100
011...110
111...111
 
18. Із заданого двовимірного масиву A [NxN] сформувати одновимірний 
масив B [N2] зчитуванням його елементів по спіралі, починаючи з елемента a11. 
19. Переставляючи рядки у вихідному масиві А, домогтися, щоб 
мінімальний за модулем елемент перемістився на перетин останнього стовпця з 
останнім рядком. 
20. Використовуючи елементи даного двовимірного масиву А [NxN], 
побудувати одновимірний масив С, елементи якого знаходять за 
співвідношенням: 



N
j
iji aС
1
2)(  
де і = 1, 2, 3, … , N. 
21. Сформувати двовимірний масив А розмірністю  [NxN], що має вигляд: 
21.00000
12.00000
........
00.01210
00.00121
00.00012
 
22. Проаналізувати заданий двовимірний масив А розмірністю [NxN] і 
побудувати одновимірний масив С розмірністю N, кожний елемент якого 
дорівнює кількості однакових елементів у відповідному рядку даного масиву А. 
23. З даного двовимірного масиву А розмірністю [NxN] сформувати 
двовимірний масив В розмірністю [(N-1)x(N-1)], кожний елемент якого 
дорівнює сумі чотирьох елементів початкового масиву, розміщених поруч 
(нижче і праворуч): 
1,11,,1,   jijijiiji aaaab  
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де і=1,2,3, .. , N-1; j = 1, 2, 3, ... , N-1. 
24. Сформувати двовимірний масив А розмірністю [NxN], що має вигляд: 
000.00
.......
003.333
022.222
111.111
N
 
25. З даного двовимірного масиву А розмірністю [NxN]  сформувати 
одновимірний масив Y розмірністю N, елементи якого - це максимальні за 
модулем елементи кожного стовпця початкового масиву А. 
26. З даного двовимірного масиву А розмірністю [NxN]  сформувати 
одновимірний масив Y розмірністю N2, елементами якого - це елементи масиву 
А, розміщені в зазначеному порядку: 
 
27. Використовуючи даний двовимірний масив A [NxN], одержати масив Р 
тієї самої розмірності, усі елементи якого визначають за формулою: 
ji
ij
якщо
якщоaa
P
ijij
ij 



 

,0
,
 
 
Контрольні запитання 
 
1. Що собою являє двовимірний масив? Що таке розмірність масиву? Як 
відбувається нумерація елементів двовимірного масиву? 
2. Як відбувається введення – виведення елементів матриці? 
3. Як реалізувати алгоритм обробки елементів двовимірного масиву? 
4. Які основні дії виконують над елементами матриць? Як ці дії 
реалізувати у програмі? 
5. Які оператори використовують для організації циклічної обробки 
елементів матриці? 
6. Як реалізувати в програмі обробку елементів по рядках (по стовпцях)? 
7. Які методи сортування елементів матриць Вам відомі? 
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ЛАБОРАТОРНА РОБОТА 2.  
РОЗВ’ЯЗАННЯ ЛІНІЙНИХ І НЕЛІНІЙНИХ РІВНЯНЬ.  
ЧИСЛОВІ МЕТОДИ ЗНАХОДЖЕННЯ КОРЕНЯ РІВНЯННЯ 
 
 
Мета роботи: навчитися складати програми розв’язання лінійнийх і 
нелінійних рівнянь, дослідити вплив заданої точності знаходження коренів на 
тривалість виконання і на отриманий результат. 
 
Теоретичні відомості 
 
Розв’язання нелінійних (зокрема, трансцендентних) рівнянь вигляду 
F(x)=0 полягає в пошуку всіх коренів даного рівняння. Якщо попередньо 
виконують локалізацію кожного кореня на своєму інтервалі [a,b], то 
визначення кореня зводиться до подальшого звуження інтервалу локалізації до 
велечини ɛ, що визначає похибку обчислення. Методи звуження цього 
інтервалу різноманітні і різняться вибором методу розв’язання рівняння, але в 
будь-якому випадку ніякий числовий метод не дозволяє одержати точне 
значення коренів рівняння. Точніший результат можна одержати лише за 
рахунок зменшення величини ɛ, проте тоді процес розв’язання задачі буде 
тривати довше. 
Далі представлені деякі з числових методів знаходження кореня рівняння. 
 
Метод дотичних (Ньютона) 
 
Метод Ньютона можна використати лише в тому випадку, якщо функція 
на заданому інтервалі  монотонно зростає або монотонно спадає. Це означає, 
що знак першої похідної функції на всьому заданому інтервалі постійний. 
На першій ітерації за точку нульового наближення беруть той край 
інтервалу [a,b], на якому збігаються знаки функції і другої похідної, тобто 
F(ξ)·F"(ξ)˃0, де ξ - a або b (рис. 1). До цієї  точки проводять дотичну. Точку 
перетину з віссю х (точка А) розглядають як наступне наближення до кореня 
(х1). До точки з координатами [х1, F(х1)] проводять дотичну, і відповідно, 
наступне наближення до кореня - точка х2 і т.д., доки │xi+1 – xi│≤ Ɛ, де Ɛ – 
задана точність розрахунків. 
Отже, ітераційна формула має вигляд: 
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 де F(x1) - значення функції в передостанній точці x1; F'(x1) - значення 
похідної в тій самій точці. 
 
 
 
Рис. 1. Знаходження кореня рівняння методом дотичних 
 
Оскільки в методі дотичних поступове наближення до кореня відбувається 
з одного боку (зліва праворуч або справа ліворуч ), то цей метод належить до 
ітераційних методів з одностороннім наближенням. Коренем, обчисленим за 
допомогою такого методу, слід вважати  останнє наближення до нього, тобто 
(xi+1). 
Узагальнений алгоритм пошуку кореня рівняння методом дотичних 
представлений на рисунку 2. 
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Рис. 2. Узагальнений алгоритм пошуку кореня рівняння методом дотичних 
 
Метод Рибакова 
 
Відмінність методу Рибакова від методу дотичних (Ньютона) полягає в 
тому, що замість значення першої похідної, що обчислюють для кожного 
наближення до кореня, розраховують її максимальне значення на всьому 
заданому інтервалі. 
Тоді ітераційна формула набуває вигляду: 
 
де , застосування знаку «+» або «-» залежить 
від виконання умови вибору точки нульового наближення (див. метод 
дотичних). 
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Метод рівномірного пошуку 
 
При пошуку кореня рівняння даним методом виконують наступні дії. По-
перше, обчислюють значення функції в точці початку інтервалу (тобто в точці 
а), а по-друге, обчислюють значення функції в точці, що відстає від початкової 
на величину h=Ɛ  (де Ɛ - це точність розрахунків, h - крок наближення). Далі ці 
дані порівнюють між собою: якщо добуток значень функції (F(x)·F(x+h))<0, то 
це означає, що на цьому інтервалі знак функції змінюється, тобто існує точка 
перетину функції з віссю х. Значення кореня розраховують як середню точку, 
що належить інтервалу [x, x+h].  
Алгоритм методу представлений на рисунку 3. 
 
Рис. 3. Блок-схема до методу рівномірного пошуку 
 
Метод ділення навпіл (дихотомії) 
 
Під час пошуку кореня рівняння методом ділення навпіл знімається умова 
обов`язкової монотонності функції на заданому інтервалі. Суть методу полягає 
в зменшенні інтервалу, на якому знаходиться корінь, удвічі на кожній ітерації, 
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причому для наступної ітерації залишається та половина, на якій знаходяться 
корінь. Існування кореня перевіряють, порівнюючи знаки на кінцях інтервалу.  
Умова знаходження кореня із заданою точністю Ɛ - неперевищення її 
модулем різниці координат кінців інтервалу; значення кореня дорівнюватиме 
середині останнього інтервалу пошуку. Алгоритм цього методу представлений 
на рисунку 4. 
 
 
Рис. 4. Алгоритм методу ділення навпіл 
 
Метод порозрядного наближення 
 
Метод порозрядного наближення відрізняється від методу рівномірного 
пошуку тим, що в цьому методі крок пошуку кореня змінює своє значення 
майже на кожній ітерації, а саме: спочатку значення кроку обирають значно 
більшим за точність обчислення Ɛ, перевіряють виконання умови 
, і якщо умову  не буде виконано, то пошук 
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продовжуватиметься в обраному напрямку із заданим кроком. Якщо умову 
виконано, значення кореня ділять на коефіцієнт k (k >1), змінюють його знак і 
пошук здійснюють у протилежному напрямку. Виконання умови перевіряють 
на кожній ітерації, а обчислення завершують, коли │h│ ≤ Ɛ, значення кореня 
обчислюється як  
Узагальнений алгоритм методу зображений на рисунку 5. 
 
Початок
Введення 
a,b,ε 
x = a
h = (b-a)/k
f(x)f(x+h)<0
x = x + h
Ні
|h|<=ε 
Так
xк = x + h/2, 
F(xк)
Так
x = x + h
h = - h/k
Ні
Кінець
 
 
Рис. 5. Узагальнений алгоритм методу порозрядного наближення 
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Метод простих ітерацій 
 
Ідея полягає в тому, що рівняння вигляду  перетворюється до 
вигляду   
Наприклад, якщо  або 
. Після такого перетворення задача про знаходження 
координати точки перетину функції  з віссю x зводиться до задачі про 
знаходження координат точки перетину двох функцій:  
 
 
Рис. 6. Знаходження кореня рівняння методом простих ітерацій 
 
За початкове значення обирають будь-який край інтервалу пошуку кореня 
[a,b]. Підставляючи значення  у вираз функції  отримують 
наступне значення  і за результатом перевірки умови  
закінчують (якщо умова виконується) або продовжують обчислення (якщо – 
ні). 
Отже, ітераційна формула набуває вигляду: 
 
На рисунку 7 зображений узагальнений алгоритм методу простих ітерацій 
для пошуку кореня рівняння. 
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Початок
Введення 
a, b, ε 
xi = a
xi+1 = φ (xi)
|xi+1 - xi| ≤ ε
xi = xi+1
xк = xi+1 , 
F(xк)
Кінець
Так
Ні
 
 
Рис. 7 . Узагальнений алгоритм методу простих ітерацій 
 
Метод хорд 
 
Алгоритм знаходження кореня рівняння за цим методом такий: 
1. Згідно з умовою(див. метод дотичних) визначають початкову точку. 
2. Через дві точки a і b проводять хорду (рис. 8). 
3. Координата перетину проведеної хорди з віссю х - це координата точки 
першого наближення до кореня рівняння, координати якої дорівнюють 
. 
4. Через точку хi, і точку, обрану за початкову, проводять другу хорду і 
визначають точку наступного (другого)наближення . 
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5. Розрахунки продовжують, доки не виконається у мова , де 
Ɛ - задана точність розрахунків. 
 
 
 
Рис. 8. Знаходження кореня рівняння методом хорд 
 
Виходячи з описаного алгоритму, ітераційну формулу виводять з таких 
співвідношень. Спочатку припускають, що відстань між двома послідовними 
наближеннями дорівнює , тобто  Далі з трикутника ABC і 
DEF знаходять: , де . Звідси отримують  
 Після декількох 
перетворень отримують ітераційну формулу для визначення кореня рівняння 
методом хорд: 
 
для випадку, коли за початкову вибрано точку а, і: 
 
для випадку, коли за початкову вибрано точку b. 
Таким чином, ітераційну формулу можна записати: 
 
де х0 = а або x0 = b. 
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Алгоритм методу хорд представлений на рисунку 9. 
 
Початок
ɛ a, b , 
f(a) ·f ’’(a) > 0
х0 = a
xi = b
х0 = b
xi = a
Так Ні
|xi+1 - xi | 
xi = xi+1
xк = xi+ 1 , 
F(xк)
Кінець
Ні
Так
 
≤ ɛ 
 
 
Рис. 9. Блок-схема пошуку кореня рівняння методом хорд 
 
Метод січних 
 
За методом січних на першій ітерації краї інтервалу [a,b] з`єднають 
хордою. Точка перетинання проведеної хорди з віссю  На 
другій ітерації хорду проводять через точку  та через той з країв інтервалу, 
для якого виконується умова: , де . У результаті 
отримують точку  Отже, на кожній наступній ітерації хорда 
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проводитиметься через точки, набуті на двох останніх ітераціях: 
 
Для виведення ітераційної формули виконують декілька ітерацій пошуку 
кореня (рис. 10), у результаті яких графічного отримують точки .  
Абсцису точки х2 можна обчислити із співвідношення у трикутниках, а саме:  
 
 
 
 
Рис. 10. Знаходження кореня методом січних 
 
З останнього виразу можна отримати загальну ітераційну формулу, якщо в 
ній замінити 0, 1 та 2 відповідно на  i-1, і та i+1. Черговим наближенням до 
кореня слід вважати значення  а умовою завершення розрахунків – 
 . 
Зауважимо, що метод хорд є частковим випадком методу січних, коли 
точка х0 фіксована (х0 = a або x0 = b). 
Узагальнений алгоритм методу січних представлений на рисунку 11. 
 
22 
 
Початок
a, b, ɛ 
f(a)·f ’’(a) > 0
хi-1 = a
хi  = b
хi-1 = b
хi  = a
Так Ні
|xi+1 - xi | ≤  ɛ 
xi-1 = xi
xi  = xi+1
xк = xi+1 , 
F(xк)
Кінець
Ні
Так
 
 
Рис. 11. Узагальнений алгоритм методу січних 
 
Порядок виконання 
 
1. Відповідно до варіанта індивідуального завдання розробити блок-схему і 
скласти код програми визначення кореня нелінійного рівняння вказаним 
методом. 
2. Після налагодження програми оцінити її швидкодію (tξ), кількість 
циклів ітерацій (іξ), значення кореня (хξ) і функції в точці кореня (F(хξ)) залежно 
від заданої точності ξ  знаходження кореня рівняння (по черзі виконати 
розрахунки для ξ, що дорівнює 10-4 , 10-5, 10-6). За результатами обчислень 
побудувати таблицю, у яку занести всі отримані дані. 
3. Налагоджену програму показати викладачеві. 
23 
 
 
Примітка. У індивідуальних завданнях використано такі скорочення: МД - метод 
дотичних, МС - метод січних, МДН - метод ділення навпіл, МР - метод Рибакова, МХ -метод 
хорд, МІ - метод простих ітерацій. 
 
Завдання 
 
В
ар
іа
н
т 
Визначити корінь рівняння вказаним методом 
Рівняння  Інтервал Метод 
1  [0; 2] МДН 
2  [0; 1] МХ 
3  [0,5; 1] МД 
4  [0; 2] МІ 
5  [0; 2] МД 
6  [0; 1,5] МДН 
7  [0,5; 2] МС 
8  [0,3; 4] МІ 
9  [3; 5] МД 
10  [0; 0,5] МХ 
11  [4; 9] МР 
12  [0; 2] МІ 
13 
 
[-1; 1] МДН 
14  [-5; -3] МР 
15  [-0,5; 1,5] МД 
16  [0; 1] МС 
17  [0,8; 2] МР 
18  [-1,5; 0] МДН 
19  [-1,5; 0] МІ 
20  [-4; -2] МД 
21  [0, 10] МС 
22  [0, 3] МР 
23  [1; 2] МХ 
24  [1; 3] МІ 
25  [0; 2] МД 
26  [0,2; 2] МР 
27  [0; 2] МХ 
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Контрольні запитання 
 
1. Назвіть етапи розв’язання лінійних і нелінійних рівнянь. 
2. Що собою являє точність знаходження кореня ɛ? 
3. Поясніть графічно суть методу Ньютона для знаходження кореня 
рівняння та дайте роз’яснення його алгоритму. 
4. Поясніть графічно суть методу Рибакова для знаходження кореня 
рівняння та дайте роз’яснення його алгоритму. 
5. Поясніть графічно суть методу рівномірного пошуку для знаходження 
кореня рівняння та дайте роз’яснення його алгоритму. 
6. Поясніть графічно суть методу ділення навпіл для знаходження кореня 
рівняння та дайте роз’яснення його алгоритму. 
7. Поясніть графічно суть методу порозрядного наближення для 
знаходження кореня рівняння та дайте роз’яснення його алгоритму. 
8. Поясніть графічно суть методу простих ітерацій для знаходження 
кореня рівняння та дайте роз’яснення його алгоритму. 
9. Поясніть графічно суть методу хорд для знаходження кореня рівняння 
та дайте роз’яснення його алгоритму. 
10. Поясніть графічно суть методу січних для знаходження кореня 
рівняння та дайте роз’яснення його алгоритму. 
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ЛАБОРАТОРНА РОБОТА 3.  
РОЗВ’ЯЗАННЯ ЛІНІЙНИХ І НЕЛІНІЙНИХ РІВНЯНЬ.  
ЧИСЛОВІ МЕТОДИ ЗНАХОДЖЕННЯ ВСІХ КОРЕНІВ РІВНЯННЯ 
 
 
Мета роботи: навчитися складати програму пошуку координат 
екстремуму функції однієї змінною. 
 
Теоретичні відомості 
 
Аналіз полінома 
 
Як відомо, поліном n-го степеня має n коренів, серед яких можуть бути 
дійсні і комплексні. Якщо відомо всі n корені полінома, його можна подати у 
вигляді: 
0))()...()()(( 1321   nnn xxxxxxxxxxа  
 
Лема 1. Якщо степінь полінома - непарне число, то серед коренів рівняння 
є хоча б один дійсний корінь. 
Доведення: У рівнянні всі коефіцієнти аі (де і=0,1,2…n) - дійсні числа. 
Добуток дійсних чисел завжди дійсне число. Добуток двох комплексних чисел -
дійсне число тільки в тому випадку, якщо множники – комплексно-спряжені 
числа. Враховуючи те, що якщо серед коренів полінома є комплексні, то вони 
завжди будуть комплексно-спряжені, можна вважати лему доведеною. 
Отже, якщо степінь полінома – непарне число, то кількість пар 
комплексно-спряжених коренів дорівнює 
2
1n
 
(або менше на парне число), а 
кількість дійсних чисел дорівнює одиниці (або більше на парне число). Якщо 
степінь полінома – парне число, то кількість пар комплексно-спряжених 
коренів буде 
2
n
 
(або менше на парне число), а кількість дійсних чисел дорівнює 
нулеві (або більше на парне число). 
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Таблиця 1. Приклад аналізу полінома 
Степінь полінома n = 9 Степінь полінома n = 10 
Корені дійсні 
Корені комплексно-
спряжені 
Корені дійсні 
Корені комплексно-
спряжені 
9 0 10 0 
1 8 0 10 
3 6 2 8 
5 4 4 6 
7 2 6 4 
  8 2 
 
Лема 2.  Кожен корінь можна відобразити у вигляді точки на комплексній 
площині. Усі корені полінома розміщаються в межах кільця із зовнішнім 
радіусом R і внутрішнім радіусом r, які відповідно дорівнюють 
na
a
R
max
1 ; 
01max_
0
aa
a
r


 
де maxa   - максимальний за модулем коефіцієнт полінома, 1max_a  
- другий за 
величиною модуля коефіцієнт полінома, аn  - коефіцієнт при  x
n  
, a0 - коефіцієнт 
при x0. 
Наприклад, 6х5 + 3х4 – 8х3 + 4х2 + 7х – 4 = 0. 
;333,2
6
8
1 

R  
.364,0
47
4



r  
Лема 3. Кількість додатних коренів дорівнює кількості змін знаків 
коефіцієнтів полінома або відрізняється від нього на парне число. Кількість 
від’ємних коренів дорівнює кількості повторень знаків коефіцієнтів полінома 
або відрізняється від нього на парне число. 
  
6х5 + 3х4 - 8х3 + 4х2 + 7х - 4 = 0 
   
      +          -           -          +         + 
 
+ - - + + 
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Два корені від’ємні і три – додатні, або 0 від’ємних і 5 додатних, або 4 
від’ємні і 1 додатній. 
Далі представлені деякі з числових методів знаходження всіх коренів 
рівняння. 
 
Методи знаходження коренів рівняння 
 
Модернізований метод порозрядного наближення 
 
Пошук коренів починають з точки х0 = -R. Далі розраховують значення 
функції у двох точках х0 = -R і х0= - R+Н, де Н – наперед установлене значення 
кроку пошуку, та перевіряють умову збігу знаків значень функції, тобто 
F(x)·F(x+H) > 0.  
Якщо умову не виконано, то пошук продовжують з кроком Н, якщо 
виконано - слід зменшити величину і знак кроку, і після того, як перший корінь 
буде знайдено, ця точка стане початком пошуку наступного кореня, при цьому 
значення кроку дорівнюватиме наперед заданому значенню. Пошук 
закінчуються після досягнення правого краю інтервалу, тобто якщо х = R. 
Алгоритм методу представлений на рисунку 12. 
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Початок
R, e
a = -R
H = |2R|/k, 
k - ціле
b = a + H
f(a)f(b)<0
a = b
Ні
c = b
|H|>e
Так
a = b
H = - H / k
b = a + H
f(a)f(b)<0
a = b
Так
Ні
Так
xk = a + H/
2, f(xk)
c > R
a = c
Кінець
 
 
Рис. 12. Алгоритм модернізованого методу порозрядного наближення 
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Метод з попередньою локалізацією коренів 
 
Локалізація - розподілення інтервалу існування коренів [-R,R] на n ділянок, 
за умови, що на кожній з них знаходиться лише один корінь. На кожній ділянці 
перевіряють умову зміни знака функції: якщо кількість таких ділянок дорівнює 
n, то можна вважати задачу частково вирішеною, якщо ні -кількість ділянок 
збільшується вдвічі. Далі на кожній ділянці відомим методом знаходять один 
корінь. 
На рисунку 13 наведено блок-схему алгоритму локалізації коренів. Набуті 
дані можна зберегти у вигляді одновимірних або двохвимірних масивів даних 
для їх подальшого використання. 
 
Примітка. У блок-схемі для уточнення кореня на ділянці [a,b] використано метод 
ділення навпіл. В разі використання інших методів (таких, як метод січних, метод 
рівномірного пошуку тощо) рекомендується напочатку уточнення перевіряти умову 
наявності кореня на ділянці, а саме: f(a)·f(b)<0. 
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Початок
R, n, e
H = |2R|/n
k = 0
a = - R
b = a + H
c = b 
f(a)f((a+b)/2)<0
a = (a+b)/2 b = (a+b)/2
|b-a|<=e
Ні Так
x[k] = (a+b)/2
Ні
Так
k ++
c > R
a = c
Ні
k = n
H = |H|/m, m - 
ціле
Ні
i = 0
Так
1
Так
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i < n
x[i], 
f(x[i])
i++
Кінець
1
 
 
Рис. 13. Алгоритм методу з попередньою локалізацією коренів 
 
 
Порядок виконання 
 
1. Відповідно до варіанта індивідуального завдання розробити блок-схему і 
скласти код програми знаходження всіх коренів рівняння методом з 
попередньою локалізацією. Знаходження кожного з коренів рівняння 
здійснювати відповідно до варіанта індивідуального завдання лабораторної 
роботи 2 (знаходження кореня рівняння). У програмі передбачити виведення 
коренів і відповідних значень функції у вигляді одновимірних масивів. 
2. Проаналізувати результат виконання програми. У разі, якщо рівняння 
містить комплексні корені, зробити висновки про доцільність застосування 
методу з попередньою локалізацією. При необхідності розробити блок-схему і 
скласти програму знаходження коренів рівняння модернізованим методом 
порозрядного наближення. 
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Завдання 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Контрольні запитання 
В
ар
іа
н
т 
Визначити всі корені рівняння 
Рівняння  
1  
2  
3  
4  
5  
6  
7  
8  
9  
10  
11  
12  
13  
14  
15  
16  
17  
18  
19  
20  
21  
22  
23  
24  
25  
26  
27  
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1. Що таке поліном, і як визначити кількість коренів поліноміального 
рівняння? 
2. Як визначити кількість дійсних і комплексно-спряжених коренів 
рівняння? 
3. Як визначити кількість додатних та від’ємних коренів рівняння? 
4. Як визначається область розміщення коренів рівняння на комплексній 
площині? 
5. Поясніть графічно суть модернізованого методу порозрядного 
наближення для знаходження всіх коренів рівняння та дайте роз’яснення його 
алгоритму. 
6. Поясніть графічно суть методу з попередньою локалізацією коренів для 
знаходження всіх коренів рівняння та дайте роз’яснення його алгоритму. 
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ЛАБОРАТОРНА РОБОТА 4. 
РОЗВ’ЯЗАННЯ СИСТЕМ ЛІНІЙНИХ АЛГЕБРАЇЧНИХ РІВНЯНЬ 
 
 
Мета роботи: вивчення і практичне розв’язання систем лінійних рівнянь 
за допомогою прямих та ітераційних методів. 
 
Теоретичні відомості 
 
Розглянемо вихідну систему з N лінійних рівнянь, що має вигляд: 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
.............................................
...
N N
N N
N N NN N N
a x a x a x b
a x a x a x b
a x a x a x b
   

   


      
У матричній формі цю систему можна подати у вигляді:  
A·X = B, 
де А – квадратна матриця розміром [NxN], B – вектор-стовпець із N рядків. 
До прямих методів розв’язання систем лінійних рівнянь належать ті з них, 
що дозволяють розв’язувати систему рівнянь за фіксовану кількість ітерацій. 
Точність отриманого рішення в цьому випадку визначається тільки точністю 
виконання арифметичних дій у процесорі комп’ютера. Проте ці методи 
дозволяють розв’язати тільки системи лінійних рівнянь. 
Суттєва відмінність ітераційних методів у можливості їх застосування для 
розв’язку ітерацій визначається заданою точністю розв’язання задачі. 
 
Прямі методи розв’язання систем лінійних рівнянь 
 
Правило Крамера 
 
Змінні системи лінійних рівнянь знаходяться за співвідношенням: 
1 2
1 2, , ,
i
ix x x
 
  
  
де   - головний визначник матриці коефіцієнтів А; 
i - відповідні мінори. 
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Для знаходження визначників зручно використовувати метод тріангуляції: 
за допомогою лінійних операцій над елементами матриці коефіцієнтів вихідну 
матрицю перетворюють до трикутної, для якої далі знаходять визначник. 
Операції перетворення такі: 
1. Для кожного стовпця матриці коефіцієнтів А розраховують коефіцієнт, що 
дорівнює відношенню коефіцієнта першого рядка цього стовпця до 
коефіцієнта першого рядка першого стовпця, тобто: 
1
11
ja
a
, де j = 2, …, n. 
2. Від елементів другого стовпця відняти значення коефіцієнта першого 
стовпця, помноженого на значення знайденого коефіцієнта. 
3. Результат записати замість елементів другого стовпця: 
1312
11 12 11 13 11
11 11
1312
21 22 11 23 11
11 11
1312
1 2 1 3 1
11 11
...
...
... ... ... ...
...n n n n n
aa
a a a a a
a a
aa
a a a a a
a a
aa
a a a a a
a a
   
   
   
 
4. Такі самі дії виконують для елементів 3, 4, n-го стовпців. Отже, після 
завершення першої ітерації всі елементи першого рядка крім 11a  
дорівнюватимуть нулеві: 
11
21 22 2
1 2
0 ... 0
...
... ... ... ...
...
n
n n nn
a
a a a
a a a
 
5. На другій ітерації за опорний обирають другий стовпець: від усіх 
елементів 3, 4, n-го стовпців віднімають елементи другого стовпця, 
помножені на відповідний коефіцієнт. Як результат, у другому рядку всі 
елементи, що знаходяться праворуч 22a , дорівнюватимуть нулеві. 
6. Усього таких ітерацій буде n – 1. В результаті отримують трикутну 
матрицю: 
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11
21 22
31 32 33
1 2 3
0 0 0
0 0
0
n n n nn
a
a a
a a a
a a a a
 
Отже, розрахункова формула має вигляд: 
kj
ij ij ik
kk
a
a a a
a
  
 
де k = 1, 2, …, n ; j= k + 1, …, n; i = k, …, n. 
Як відомо, детермінант трикутної матриці – це добуток значень елементів, 
розміщених на головній діагоналі, тобто 11 22 ... nna a a     . 
На рисунках 14, 15, 16 представлені блок-схеми функцій для розв’язання 
СЛАР за допомогою правила Крамера. 
 
Примітка. Оскільки для кожного стовпця коефіцієнт множення на k-ій ітерації 
однаковий (akj / akk), то на практиці рекомендується виконувати перетворення матриці А по 
стовпцях. 
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Початок
Введення n, 
a[n][n] , b[n]
k=1
k <= n
x[k ] = det(p ) / det(a)
k ++
Виведення 
x[n]
-
Кінець
zam(k , p)
 
 
Рис. 14. Узагальнений алгоритм застосування правила Крамера для розв’язання СЛАР 
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Початок
k  = 1
j =k+1
i = k
p[i][j ] = p[i][j ] –  koef * p[i][k]
i++
i < = n +
j <=n
j++
k++
k <=n
+
koef = p[k][j ] / p[k][k]
i = 1
i <=n
j = 1
j <=n
p[i][j ] = c[i][j]
j++
+
+
i++
+
1
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i =1
i <=n
determinant = determinant * p[i][i]
i++
Кінець
+
1
 
Рис. 15. Алгоритм застосування правила Крамера для розв’язання СЛАР:  
триангуляція та розрахунок визначника матриці 
 
Початок
i  =1
i < = n
j  =1
j < = n
j != k
p[i][j ] = a[i][j]
+
+
+
j++
i++
p[i][j ] = b[i]
Кінець
 
Рис. 16. Алгоритм застосування правила Крамера для розв’язання СЛАР: заміна k-го 
стовпця матриці коефіцієнтів для розрахунку алгебраїчних доповнень 
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Метод Гаусса 
 
Головна ідея методу полягає в тому, що одночасно над рядками матриці 
коефіцієнтів і вектором правих частин виконують лінійні операції, мета яких - 
поступово звести до нуля коефіцієнти матриці А до трикутного виду з 
одночасними перетвореннями у векторі правих частин. 
У результаті матриця А і вектор В набудуть вигляду:  
111 12 13 1
222 23 2
33 3 3
0
0 0
0 0 0
n
n
n
nn n
ba a a a
ba a a
X
a a b
a b
 
 
Такі перетворення називають прямим ходом алгоритму Гаусса. Далі 
послідовно знаходять значення елементів вектора Х: xn, xn-1, …, x1 (зворотний 
хід). 
Прямий хід алгоритму Гаусса. Значення кожного елемента другого рядка 
матриці коефіцієнтів зменшують на значення елемента першого рядка, 
помноженого на коефіцієнт a21 / a11. Одночасно значення вільного члена 
2b зменшують на значення 1b , помноженого на цей самий коефіцієнт, тобто 
21
2 1
11
a
b b
a
 . Результат віднімання записують у другий рядок матриці А. 
Далі такі самі операції проводять для 3, 4, n-го рядків. У кінці першої 
ітерації всі елементи першого стовпця, крім a11, дорівнюватимуть нулю. 
Наприкінці другої ітерації всі елементи другого стовпця починаючи з третього 
рядка дорівнюватимуть нулеві. 
 
Отже, розрахункові формули мають вигляд: 
ik
ij ij kj
kk
a
a a a
a
   ,  
ik
i i k
kk
a
b b b
a
  
 
де k  = 1, 2, …, n; i  = k+1, …, n;  j = k … n.
 
 
Наприкінці другої ітерації всі елементи другого стовпця починаючи з 
третього рядка дорівнюватимуть нулеві. 
Отже, розрахункова формула має вигляд: де k = 1, …, n -1, …, n; i 
= k+1, …, n; j = k, …, n. 
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Зворотний хід алгоритму Гаусса. Після перетворень згідно з алгоритмом 
прямого ходу методу Гаусса отримують таку систему лінійних рівнянь: 
11 1 12 2 13 3 1 1
22 2 23 3 2 2
1 1 1, 1
... ;
... ;
;
.
n n
n n
n n n n n n
nn n n
a x a x a x a x b
a x a x a x b
a x a x b
a x b
   
    

   

 
 
 
Починаючи з останнього рівняння, знаходять значення змінних xi: 
 
 
 
де i = n-1, …, 1; j = i + 1, …, n. 
При цьому xn рекомендується обчислювати окремо, за наведеною вище 
формулою. 
Недоліки цього методу полягають, по-перше, у накопичуванні похибки 
від обчислення xn до хі, а по-друге, метод не можна застосовувати для 
розв’язання системи, коефіцієнти головної діагоналі якої дорівнюють нулю. 
На рисунках 17, 18 представлений алгоритм розв’язання СЛАР 
методом Гаусса. 
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Початок
k = 1
i = k+1
j = k
a[i][j] = a[i][j] – (a[i][k]/a[k][k]) * a[k][j]
j <= n
b[i] = b[i] – (a[i][k]/a[k][k]) * b[k]
j++
+
i <= n
i++
+
k <= n-1
k++
+
Кінець
 
 
Рис. 17. Блок-схема прямого ходу алгоритму Гаусса 
 
Метод Гаусса з вибором головного елемента 
 
Відмінність цього методу від методу Гауса полягає в тому, що на початку 
кожної ітерації в k-му стовпці в рядках із номерами від k до n знаходиться 
максимальний за модулем елемент. Далі рядок, що містить цей елемент, 
міняють місцем із k-м рядком. Відповідно міняють місцями елементи в матриці 
правих частин. Як результат, на головній діагоналі будуть розміщені елементи, 
значення яких не дорівнює нулю. 
На рисунку 19 представлена блок-схема вибору головного елементу.  
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Початок
i = n-1
j = i+1
sum = 0
sum = sum + a[i][j] * x[j]
j <= n
j++
+
x[i] = (b[i] - sum) / a[i][i]
Виведення 
x[i]
i >= 1
i - -
Кінець
+
x[n] = b[n] / a[n][n]
 
 
Рис. 18. Блок-схема зворотнього ходу алгоритму Гаусса 
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Початок
max = a[0][k]
k = 1
i = k
i <= n
a[i][k] > max
max = a[i][k]
p = i
i++ +
+
-
j = 1
-
j <= n
c = a[p][j]
a[p][j] = a[k][j]
a[k][j] = c
j++ +
c = b[p]
b[p] = b[k]
b[k] = c
-
k <= n-1
k++
+
Кінець
-
 
Рис. 19. Блок-схема вибору головного елемента 
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Метод обертання 
 
Метод обертання відрізняється від методу Гаусса способом перетворення 
рядків під час зведення матриці коефіцієнтів до трикутного вигляду. 
На першій ітерації для пари з першого і другого рядків розраховують два 
множники обертання: 
 
11
21
2 2
11 21
a
M
a a


  
 ;  
21
21
2 2
11 21
a
L
a a


. 
 
Далі кожний елемент другого рядка обчислюють за такими формулами:  
2 2 21 1 21 2 2 21 1 21,j j ja a M a L b b M b L        , де j = 1, …, n. 
На наступній ітерації множники обертання розраховують для пари з 
першого і третього рядків, а обчислення ведуть для елементів третього рядка. 
Отже, загальні розрахункові формули набувають вигляду: 
 
2 2
kk
ik
kk ik
a
M
a a


,  2 2
ik
ik
kk ik
a
L
a a


, 
 
,ij ij ik kj ik i i ik k ika a M a L b b M b L        , де j = 1, …, n. 
де k = 1, …, n -1, …, n; i = k+1, …, n; j = k, …, n. 
 
Спосіб обчислення саме коренів системи аналогічний зворотному ходу 
методу Гаусса. 
На рисунку 20 зображений алгоритм перетворення рядків  під час зведення 
матриці коефіцієнтів до трикутного вигляду. Після перетворення слід 
застосовувати зворотній хід алгоритму Гаусса.  
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Початок
k = 1
i = k+1
j = k
M[i][k] = a[k][k] / sqrt (a[k][k]*a[k][k] + a[i][k]*a[i][k])
L[i][k] = a[i][k] / sqrt (a[k][k]*a[k][k] + a[i][k]*a[i][k])
j <= n
b[i] = b[i]*M[i][k] – b[k]*L[i][k]
-
j++
+
i <= n
i++
+
k <= n-1
k++
+
Кінець
a[i][j] = a[i][j]*M[i][k] – a[k][j]*L[i][k]
 
 
Рис. 20. Алгоритм перетворення рядків матриці коефіцієнтів 
 
 
 
 
Метод Жордана - Гаусса 
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У методі Жордана - Гаусса використовують математичне перетворення 
відомої матричної форми запису системи лінійних рівнянь A X B  до 
вигляду 
1X A B  , тобто вектор Х дорівнюватиме добуткові оберненої 
матриці коефіцієнтів А на вектор правих частин В. 
Як відомо, для визначення елементів матриці 
1A  слід обчислити 
алгебричні доповнення для кожного елемента матриці [N–1, N–1], що пов’язано 
з багатократним обчисленням визначника матриці - мінора розмірністю [N–1,  
N–1]. Отже, усього має бути обчислено 
2N таких визначників. Крім цього, за 
алгоритмом розрахунку оберненої матриці обчислюють головний визначник 
матриці коефіцієнтів А та виконують транспонування отриманої матриці 
алгебричних доповнень. Далі матрицю А перемножують на вектор-стовпець 
правих частин В. 
На рисунках 21-26 представлені складові алгоритму застосування методу 
Жордана-Гаусса для розв’язання систем лінійних алгебраїчних рівнянь. 
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Початок
Введення 
n, A, B
i=1
i ≤ n
j=1
j ≤ n
+
x[i] = x[i] + a_1[i][j]*b[j]
+
j++
i++
Виведення x[i]
Початок
C = dop (n,A)
CT = trans (n,C)
A_1 = obern (n,A,CT)
 
 
Рис. 21. Узагальнений алгоритм методу Жордана – Гаусса (головна функція) 
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Початок
i=1
i ≤ n-1
i != u
j=1
j ≤ n-1
j != v
c[i][j] = a[i][j]
+
+
+
+
j++
i++
Кінець
res = det (n-1,c)
 
 
Рис. 22. Блок-схема обчислення додаткового мінору - визначника матриці, яку отримано з 
матриці А[n][n] шляхом викреслювання u-го рядка та v-го стовпця 
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Початок
k = 1
j =k+1
i = k
p[i][j] = p[i][j] – koef * p[i][k]
i++
i <= n +
j <=n
j++
k++
k <=n
+
koef = p[k][j] / p[k][k]
i = 1
i <=n
j = 1
j <=n
p[i][j] = c[i][j]
j++
+
+
i++
+
1
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i =1
i <=n
determinant = determinant * p[i][i]
i++
Кінець
+
1
 
Рис. 23. Триангуляція та розрахунок визначника матриці C[n][n] 
 
Початок
i = 1
i <=n
j = 1
j <=n
с[i][j] = (-1)^(i+j) * minor (i,j,n,a)
j++
i++
Кінець
+
+
 
Рис. 24. Формування алгебраїчних доповнень матриці A[n][n] 
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Початок
i = 1
i <=n
j = i
j <=n
сt[i][j] = c[j][i]
j++
i++
Кінець
+
+
 
Рис. 25. Транспонування матриці алгебраїчних доповнень C[n][n] 
 
Початок
i = 1
i <=n
j = i
j <=n
a_1[i][j] = 1 / det(a) * ct[i][j]
j++
i++
Кінець
+
+
 
Рис. 26. Обчислення оберненої матриці A[n][n] через матрицю CT[n][n] 
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Ітераційні методи розв`язання систем лінійних і нелінійних рівнянь 
 
Метод Ньютона – Рафсона 
 
В основі методу лежить розкладання функції, що  знаходиться в лівій 
частині рівняння системи, у ряд Тейлора: 
 
+… 
З усього ряду використовують тільки ті складові, які містять похідні 
першого порядку. Тоді отримують : 
  і т.д. 
На першій ітерації значення   у лівій частині рівняння - довільні 
числа. У такому випадку дійсне значення змінної можна подати виразом: 
 
Далі задача зводиться до пошуку значення , на значення якого слід 
скорегувати первісне довільне значення змінної. 
Перетворену із  використанням  розкладання в ряд Тейлора вихідну 
систему нелінійних рівнянь перетворюють на лінійну відносно . Такий 
спосіб названо лінеаризацією рівняння. 
Набуту систему записують у вигляді , що відповідає 
векторному запису AХ = B, де 𝐽 - матриця Якобі: 
 
 
 
У результаті розв`язання матриці отримують значення , які будуть 
використані для корегування первинних довільних . Однак у наслідок 
того, що похідні порядку 2 і більше не враховувалися у розкладенні рівняння  у 
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ряд Тейлора (при цьому точність розрахунків досить велика), то набуті дані 
будуть лише черговим наближенням до кореня. 
Далі отримані дані значення  знову підставляють у матрицю Якобі і в 
матрицю правих частин. Розв`язавши систему лінійних рівнянь, отримують 
нові значення . Задача вважається  розв`язаною, якщо  для всіх 
змінних  
 
Метод  мінімізації 
 
Суть методу полягає в тому, що вихідну систему рівнянь перетворюють до 
вигляду: 
 
 
Далі складають функцію  Ф( , що дорівнюють сумі абсолютних 
значень правих частин перетвореної системи рівнянь, а саме: 
 
Ф( =
 
 
Таким чином задача про розв`язання системи лінійних рівнянь зводиться 
до задачі про знаходження екстремуму типу «мінімум» будь-яким із методів 
пошуку екстремуму функції декількох змінних. 
 
Метод простих ітерацій 
 
Як і в процесі застосування методу простих ітерацій для знаходження 
кореня рівняння, кожне з рівнянь системи F(x)=0 записують  у вигляді  x=φ(x), 
тобто 
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Умову збігу системи перевіряють так: 
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Якщо умову виконано, на першому кроці в праві частини всіх рівнянь 
системи підставляють початкові значення (довільні числа)  - перші 
наближення до невідомих системи. 
Загальна ітераційна формула має вигляд: 
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Розрахунки продовжують, доки одночасно не буде виконано умову: 
 )()1( ij
i
j xх де j = 1, 2, … , n.
 
На рисунку 27 зображений алгоритм застосування методу простих ітерацій 
для розв’язання СЛАР. 
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Початок
Введення 
n,e,A,B
i = 1
i <= n
x[i][0] = b[i]
i ++
+
i = 1
i <= n
x[i][1] = b[i]
j = 1
j <= n
+
j != i
+
x[i][1] = x[i][1] - a[i][j] * x[j][0]
j ++
+
i ++
1 2
x[i][1] = x[i][1] / a[i][i]
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1
i = 1
i <= n
| x[i][1] - x[i][0] | <= e
+
i ++
+
i = 1
i <= n
x[i][0] = x[i][1]
i ++
+
2
Виведення 
x[i][1]
i = 1
i <= n
i ++
+
Кінець
 
 
Рис. 27. Узагальнений алгоритм методу простих ітерацій для розв’язання СЛАР 
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Метод  Зейделя 
 
Так само, як і в методі простих ітерацій, спочатку кожне рівняння F(x)=0  
із заданої системи перетворюють до вигляду  і перевіряють виконання 
умови збігу. 
Далі на першій ітерації всі значення змінних обирають довільними 
(  і підставляють у перше рівняння системи: 
. Набуті дані слід підставити в праву частину 
другого рівняння, решту змінних залишають такими самими за значеннями, 
тобто . Отже, значення  і  буде використано 
в розрахунках : 
; 
. 
 
На наступній (другій) ітерації  , тобто знову 
використовують усі значення  з передостанньої ітерації, але послідовно 
замінюють набутими значеннями. 
Отже,ітераційна формула має вигляд: 
 
 
 
Умова закінчення розрахунків: 
 
. 
 
На рисунку 28 представлений алгоритм методу Зейделя для розв’язання 
СЛАР. 
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Початок
Введення 
n,e,A,B
i = 1
i <= n
x[i][0] = b[i]
i ++
+
i = 1
i <= n
x[i][1] = b[i]
j = 1
j <= n
+
j != i
+
x[i][1] = x[i][1] - a[i][j] * x[j][1]
j ++
+
i ++
1 2
x[i][1] = x[i][1] / a[i][i]
\ 
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1
i = 1
i <= n
| x[i][1] - x[i][0] | <= e
+
i ++
+
i = 1
i <= n
x[i][0] = x[i][1]
i ++
+
2
Виведення 
x[i][1]
i = 1
i <= n
i ++
+
Кінець
 
Рис. 28. Узагальнений алгоритм методу Зейделя для розв’язання СЛАР 
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Порядок виконання 
 
1. Відповідно до варіанта індивідуального завдання розробити блок-схему  
і скласти код програми розв`язання системи рівнянь. Для ітераційних методів 
обрати . 
2. Після введення значень коефіцієнтів заданої системи передбачити 
виведення матриці коефіцієнтів і матриці правих частин на екран. 
3. Отримані результати розв`язанння системи треба перевірити в самій 
програмі  підстановкою в усі рівняння системи і порівняти з правою частиною 
системи рівнянь. 
4. Налагоджену програму показати викладачу. 
 
Примітка. В індивідуальних завданнях використано такі скорочення: МВГ-метод 
виключення Гаусса; МО - метод обертання; МГЕ - метод Гаусса з вибором головного 
елемента; МЗ - метод Зейделя; МПІ - метод простих ітерацій; ПК - правило Крамера; МЖГ - 
метод Жордана – Гаусса; ММ - метод мінімізації; МНР - метод Ньютона - Рафсона. 
 
 
Завдання 
 
В
ар
іа
н
т 
Система рівнянь Метод 
1 2 3 
1 
 
МВГ 
2 
 
МПІ 
3 
 
МЖГ 
4 
 
МО 
1 2 3 
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5 
 
МГЕ 
6 
 
МЗ 
7 
 
МО 
8 
 
МГЕ 
9 
 
ПК 
10 
 
МВГ 
11 
 
ПК 
12 
 
МЗ 
13 
 
ПК 
14 
 
МЖГ 
1 2 3 
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17 
 
МВГ 
18 
 
МПІ 
19 
 
МЗ 
20 
 
ПК 
21 
 
МГЕ 
22 
 
МВГ 
23 
 
ПК 
24 
 
МПІ 
25 
 
МЗ 
26 
 
МГЕ 
Контрольні запитання 
15 
 
МО 
16 
 
МГЕ 
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1. Що собою являють прямі та ітераційні методи розв’язання СЛАР? Які 
методи розв’язання СЛАР Вам відомі: прямі та ітераційні? 
2. Складіть самостійно блок-схему для розв’язання СЛАР із 
застосуванням правила Крамера. 
3. Складіть самостійно блок-схему для розв’язання СЛАР методом 
Гаусса. 
4. Складіть самостійно блок-схему для розв’язання СЛАР методом Гаусса 
з вибором головного елемента. 
5. Складіть самостійно блок-схему для розв’язання СЛАР методом 
обертання. 
6. Складіть самостійно блок-схему для розв’язання СЛАР методом 
Жордана – Гаусса. 
7. Складіть самостійно блок-схему для розв’язання СЛАР методом 
простих ітерацій. 
8. Складіть самостійно блок-схему для розв’язання СЛАР методом 
Зейделя. 
9. Складіть самостійно блок-схему для розв’язання СЛАР методом 
Ньютона – Рафсона. 
10. Складіть самостійно блок-схему для розв’язання СЛАР методом 
мінімізації. 
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ЛАБОРАТОРНА РОБОТА 5. 
ПОШУК ЕКСТРЕМУМУ ФУНКЦІЇ ОДНІЄЇ ЗМІННОЇ 
 
 
Мета роботи: навчитися складати програму пошуку координат 
екстремуму функції однієї змінної. 
 
Теоретичні відомості 
 
Розв’язуючи задачу пошуку екстремуму функції зі заданою точністю ξ, 
вважають, що F(хξ) має на заданому інтервалі [a,b] єдиний екстремум, а 
метод його пошуку полягає в тому або в тому способі зменшення 
початкового інтервалу до величини, порівняної з ξ. Тоді стає очевидним, що 
в будь-якому випадку екстремум можна знайти лише зі заданою точністю ξ, 
тобто точне значення координати екстремуму відрізняється від знайденого на 
величину, що не перевищує ξ.  При цьому спостерігається чітка 
закономірність  залежності часу пошуку екстремуму від заданої величини 
точності пошуку: чим менше ξ, тим більше часу комп’ютер виконує пошук 
екстремуму. 
Екстремум – це точка на графіку функції, кут нахилу дотичної до якої 
дорівнює нулю, або точка, у якій  значення першої похідної на інтервалі 
перевірки [x, x+R]свідчить про наявність екстремуму. 
Зважаючи на те, що 
h
xfhxf
f
h
)()(
lim'
0



 умовою перевірки  
є: 0)()( xfhxf  . Якщо )()( xfhxf  , то точка екстремуму знаходиться 
ближче до точки з координатою x+h, якщо ні - то до точки з координатою х. 
У подальшому розгляді методів пошуку екстремумів будемо вважати, що 
функція F(х) має на заданому інтервалі [a,b] екстремум типу «максимум». У 
випадку, якщо має місце екстремум типу «мінімум», слід, змінивши знак 
функції F(х) на від’ємний, звести задачу, до пошуку мінімуму, тобто 
   )(max)(min xFxF  . 
 
Числові методи пошуку екстремуму функції однієї змінної 
 
Метод рівномірного пошуку 
 
Суть методу рівномірного пошуку для знаходження екстремуму функції 
зводиться до такого: рухаючись від початку заданого інтервалу [a,b] праворуч 
зі кроком h ≤ ξ перевіряють умову )()( xfhxf  : якщо умову виконано, 
перевірку продовжують, якщо ні - пошук закінчують, за координати 
екстремуму беруть [x, f(x)]на останній ділянці перевірки. 
Далі представлений алгоритм методу (рисунок 29). 
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Початок
Введення 
a,b,e
h = e
f(x+h)>f(x)
х = a
Виведення 
x+h, f(x+h)
Кінець
+
x=x+h
 
 
Рис. 29. Узагальнений алгоритм методу рівномірного пошуку екстремуму функції однієї 
змінної 
 
 
Метод порозрядного наближення 
 
Метод  порозрядного наближення описано для пошуку екстремуму функції 
аналогічний відповідному методу розв’язання рівняння. Величину початкового 
кроку пошуку h обирають з умови ξ ≤ h ≤ b-a, де  ξ - задана точність 
розрахунків, [a,b] - інтервал пошуку. Величина k, на яку слід розділити 
початкове значення кроку в разі невиконання умови, дорівнюватиме 

ab
k

1 . Задачу вважають розв`язаною, якщо h . Координату х на цій 
(останній) ітерації вважають координатою екстремуму. 
На рисунку 30 представлений алгоритм методу порозрядного 
наближення для пошуку екстремуму функції. 
67 
 
Початок
Введення 
a,b,ε 
x = a
h = (b-a)/k
f(x+h)>f(x)
x=x+h
+
|h|<=ε 
-
Виведення 
х + h/2, f(х + h/2)
+
x=x+h
h=-h/k
-
Кінець
 
 
Рис. 30. Алгоритм пошуку екстремуму функції однієї змінної методом порозрядного 
наближення 
 
 
Метод ділення навпіл (дихотомії) 
 
На початку пошуку знаходять точку середини інтервалу х=(а+b)/2. Далі 
ліворуч і праворуч від знайденої точки на відстані, що дорівнює 
2

,  
ξ-точність 
розрахунків. 
Відкладаючи 
2
1


ba
x
 та 2
2


ba
x
 , аналізують значення функції в 
точках, перевіряючи умову: f(x2) > f(x1). Якщо умову виконано, то лівий край 
інтервалу пошуку переміщується в точку х, інакше – у точку х переміщується 
правий край інтервалу. На наступній ітерації знов знаходять середину нового 
інтервалу пошуку і виконують усі подальші розрахунки так само. Інтервал 
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пошуку зменшують доти, доки його довжина не стане меншою за точність 
розрахунків:  
 ab
 
На рисунку 31 представлена блок-схема методу. 
 
Початок
Введення 
a,b,e 
x1 = (a+b-e)/2
x2 = (a+b+e)/2
f(x2) > f(x1)
a =(a+b)/2 b =(a+b)/2
|b-a| <= e
Виведення 
(a+b)/2, f
Кінець
+ -
+
 
 
Рис. 31. Узагальнений алгоритм пошуку екстремуму функції однієї змінної методом ділення 
навпіл 
 
Метод «золотого» перерізу 
 
Метод базується на застосуванні так званої «золотої» пропорції. На 
відрізку [a,b] завжди знайдеться така точка с, яка розділить цей відрізок на 
пропорції:  
ab
cb
сb
ас
  
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Якщо ввести деяку константу (константу  «золотої» пропорції), то можна 
записати: 
,
cb
ac

ab
bc
  
звідки с2b2=ac·ab. 
 
 
 
Рис. 32. Пояснення до методу «золотого» перерізу:  
розділення відрізка згідно із «золотою» пропорцією (ліворуч); знаходження екстремуму 
функції (праворуч) 
 
 
З умови задачі виходить, що аb=ac+cb. Із «золотої» пропорції маємо: 
,
1
1







cbcb
cb
cbac
  
а з останнього рівняння отримуємо: 
.
2
51
2,1


 
Оскільки τ ˃ 0, то: 
.
2
51
2,1


 
На першій ітерації всередині відрізка знаходять точки с та с’, що ділять 
відрізок за правилом «золотої» пропорції: 
 
,acaс  ),1)(()1)(()1(   abacababac .)( abac   
 
Далі порівнюють значення досліджуваної  функції в точках с та с’. Якщо 
f(с)˃f(с’), то екстремум знаходиться на інтервалі [с’, b] і лівий край із точки а 
переміщується в точку с. На наступній ітерації новий інтервал  [a,b] ділять за 
правилом «золотої» пропорції і знаходять точки. Екстремум вважають 
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знайденим, якщо довжина інтервалу [a,b] не перевищує задану точність 
розрахунків. 
Лема. У результаті розділення нового інтервалу за правилом «золотої» 
пропорції одна з точок - с або с’ - збіжиться з точкою попереднього 
розділення. 
Доведення. Нехай у середині нового інтервалу [a1,b] (див. рис. 32, a1=с) 
згідно з правилом «золотої» пропорції знайдемо точки с1 та с1’: 
 
),1)((1  abac  ;)(1 abac   
,
1
1 

ba
bc
  .
1
11 
ba
ac
 
 
Отже, с1 ділить відрізок у пропорції с1b=a1b·τ. Зважаючи на те, що 
порівняно з попередньою системою відліку ,1 cbbа   а 
ac
cb  або  cbac , 
. cbbc  Отже, довжина відрізка ас=с1b, але в повній системі відліку 
ас=c’b. Із цього випливає, що довжина відрізка с1b в новій системі дорівнює 
довжині відрізка c’b у попередній системі відліку, у свою чергу, це означає, що 
точки с та с’ збігаються. 
Тоді на кожній з ітерацій, формуючи новий інтервал пошуку, не треба 
розраховувати дві точки (с та с’), а досить знайти одну з них (залежно від 
результату порівняння значень функції), координати другої залишаються 
такими ж.    
На рисунку 33 представлений алгоритм методу «золотого» перерізу для 
пошуку екстремуму функції однієї змінної. 
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Початок
Введення 
a,b,e 
с = a + (b-a)(1-τ)
c’ = a + (b-a)τ
τ = (-1+√5 )/2
f(c’) > f(c)
b = c’
c’ = c
с = a + (b-a)(1-τ)
a = c
c = c’
c’ = a + (b-a)τ
|b-a| <= e
Виведення 
(b-a)/2, f 
Кінець
+ -
+
 
 
Рис. 33. Узагальнений алгоритм пошуку екстремуму функції методом «золотого» перерізу 
 
 
Порядок виконання 
 
1. Попередньо визначити координату екстремуму, його тип і значення в 
ній функції F(x) аналітичним шляхом. Отримані результати використати  як 
контрольний приклад, з яким потім порівнюють результати виконання 
програми. 
2. Відповідно до варіанта індивідуального завдання розробити блок-схему 
і скласти код програми визначення координати екстремуму заданої функції 
однієї змінної F(x) зазначеним методом з точністю ξ = 10-5. 
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3.  За результатом виконання програми вивести координати екстремуму 
і значення в ньому функції F(x). 
 
Примітка.  В індивідуальних завданнях використовують такі скорочення: МРП - метод 
рівномірного пошуку; МПН - метод порозрядного наближення; МПР - метод половинного 
розподілу; МЗП - метод «золотого» перерізу. 
 
Завдання 
 
Варіант Рівняння  Інтервал Метод 
1 2 3 4 
1 min, max  [-2; 0,5] МПР 
2 max  [-1; 3] МРП 
3 max  [-2; 1] МЗП 
4 min  [-2; 0] МПН 
5 min  [-2; 0] МПР 
6 min  [0; 1] МРП 
7 min  [0; 2] МЗП 
8 min, max  [0;  МПН 
9 max  [0; 2] МПР 
10 min  [0;  МРП 
11 max )/(  [0; 2] МЗП 
12 min, max  [-2; 2] МПН 
13 min  [0; 4] МПР 
14 min  [1; 3] МРП 
15 max  [0; 3] МЗП 
16 min, max  [-1; 2] МПН 
17 max (1+ln(x))/x [0,5; 2] МПР 
18 max arctg(x)-0,5ln(1+  [0,5, 3] МРП 
19 max  [-2; 0] МЗП 
20 max  [0; 2] МПН 
21 min 5  [-2; 2] МПР 
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1 2 3 4 
22 max  [0;2] МРП 
23 max  [7; 9] МЗП 
24 min, max  [-3; 1] МПН 
25 min, max  [0; 5] МПР 
26 min  [-1; 0] МРП 
27 max  [0; 10] МЗП 
 
 
Контрольні запитання 
 
1. Що собою являє точка екстремуму функції однієї змінної, і як її 
визначити аналітично? 
2. Складіть самостійно блок-схему застосування методу рівномірного 
пошуку для визначення екстремуму функції однієї змінної. 
3. Складіть самостійно блок-схему застосування методу половинного 
розподілу для визначення екстремуму функції однієї змінної. 
4. Складіть самостійно блок-схему застосування методу порозрядного 
наближення для визначення екстремуму функції однієї змінної. 
5. Складіть самостійно блок-схему застосування методу «золотого» 
перерізу для визначення екстремуму функції однієї змінної. 
6. Від яких чинників залежить швидкодія програми пошуку екстремуму 
функції однієї змінної? 
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ПРАВИЛА БЕЗПЕКИ ПІД ЧАС ВИКОНАННЯ  
ЛАБОРАТОРНИХ РОБІТ 
 
 
1. До самостійної роботи на персональному комп'ютері допускаються 
особи, що пройшли: 
- попередній медичний огляд. До безпосередньої роботи з персональним 
комп'ютером допускаються особи, що не мають медичних протипоказань. 
Жінки з часу установлення вагітності й у період годівлі дитини грудьми до 
виконання усіх видів робіт, зв'язаних із використанням персонального 
комп'ютера, не допускаються; 
- первинний інструктаж на робочому місці і що мають І кваліфікаційну 
групу по електробезпеці. 
2. Небезпечними і шкідливими виробничими факторами при 
виконанні робіт на персональному комп'ютері є: 
а) фізичні: 
підвищені рівні електромагнітного, рентгенівського, ультрафіолетового, 
інфрачервоного випромінювання; 
- підвищений рівень статичної електрики; 
- підвищений зміст позитивних аероіонів у повітрі робочої зони; 
- знижений зміст негативних аероіонів у повітрі робочої зони; 
- знижена чи підвищена вологість повітря робочої зони; 
- знижена чи підвищена рухливість повітря робочої зони; 
- підвищений чи знижений рівень освітленості; 
- підвищений рівень прямої та відбитої блискучості; 
- підвищений рівень засліпленості; 
- нерівномірність розподілу яскравості в полі зору; 
- підвищена яскравість світлового зображення; 
- підвищене значення напруги в електричному ланцюзі, замикання якого 
може відбутися через тіло людини; 
б) хімічні: 
- підвищений зміст у повітрі робочої зони двоокису вуглецю, озону, аміаку, 
фенолу, формальдегіду; 
в) психофізіологічні: 
- напруга зору та уваги; 
- інтелектуальні навантаження; 
- емоційні навантаження; 
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- тривалі статичні навантаження; 
- монотонність праці; 
3. Площа на одне робоче місце з персональним комп'ютером для 
дорослих користувачів повинна становити не менше 6 м2, а об'єм - не менше 20 
м . 
4. Для підвищення вологості повітря в приміщеннях із персональним 
комп'ютером варто застосовувати зволожнювачі повітря, що заправляються 
щодня дистильованою чи кип'яченою питною водою. 
5. Забороняється проводити ремонт персональних комп'ютерів 
безпосередньо в робочих приміщеннях. 
6. Стосовно світлових прорізів робочі місця з персональним 
комп'ютером повинні розташовуватися так, щоб природне світло падало збоку, 
переважно ліворуч. 
7. Схеми розміщення робочих місць із персональним комп'ютером 
повинні враховувати відстані між робочими столами з відеомоніторами (у 
напрямку тилу поверхні одного відеомонітора й екрана іншого відеомонітора), 
що повинні бути не менш 2 м, а відстань між бічними поверхнями 
відеомоніторів - не менш 1,2 м. 
8. Робочий стілець (крісло) повинне бути підйомно - поворотним і 
регульованим по висоті і кутам нахилу сидіння і спинки, а також по відстані 
спинки від переднього краю сидіння, при цьому регулювання кожного 
параметра повинне бути незалежним, легко здійснюваним і мати надійну 
фіксацію. 
9. Екран монітора повинен знаходитися від очей користувача на 
оптимальній відстані 600-700 мм, але не ближче 500-мм з урахуванням розмірів 
алфавітно-цифрових знаків і символів. 
10. У приміщеннях із персональним комп'ютером щодня повинне 
проводитися вологе прибирання. 
11. Приміщення з персональним комп'ютером повинні бути оснащені 
аптечкою першої допомоги й вуглекислотними вогнегасниками. 
12. Висота робочої поверхні столу для дорослих користувачів повинна 
регулюватися в межах 680-800 мм; при відсутності такої можливості висота 
робочої поверхні столу повинна становити 725 мм. 
13. Робочий стіл повинен мати простір для ніг висотою не менш 600 
мм, шириною не менш 500 мм, глибиною на рівні колін не менш 450 мм і на 
рівні витягнутих ніг не менш 650 мм. 
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14. При можливості робоче місце з персональним комп'ютером 
повинне бути оснащене легко переміщуваним пюпітром для документів. 
15. Клавіатуру варто розташовувати на поверхні столу на відстані 100-
300 мм від краю, зверненого до користувача, чи на спеціальній регульованій по 
висоті робочої поверхні - стільниці. 
16. Тривалість безупинної роботи з персональним комп'ютером без 
регламентованих перерв не повинна перевищувати 2 год. 
17. Під час регламентованих перерв із метою зниження нервово-
емоційної напруги, стомлення зорового аналізатора, усунення впливу 
гіподинамії і гіпокінезії, запобігання розвитку стомлення доцільно виконувати 
комплекси спеціальних фізичних вправ. 
18. З метою зменшення негативного впливу монотонності доцільно 
застосовувати чергування операцій осмисленого введення тексту і числових 
даних (зміна змісту робіт), чергування редагування текстів і введення даних. 
19. У випадках виникнення зорового дискомфорту й інших 
несприятливих суб'єктивних відчуттів, незважаючи на дотримання санітарно-
гігієнічних, ергономічних вимог, режимів праці і відпочинку, варто 
застосовувати індивідуальний підхід в обмеженні часу робіт із персональним 
комп'ютером, корекцію тривалості перерв для відпочинку, або проводити зміну 
діяльності на іншу, не зв'язану з використанням персонального комп'ютера. 
 
 
