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Abstract—Indoor positioning by means of received signal
strengths has been gathering much interest since the massive
presence of wireless local area networks (WLANs) in buildings.
Theoretical approaches rely on the perfect knowledge of the APs’
positions and propagation conditions; since this is unrealistic in
real world, we estimate such knowledge as well as the building
map from data by applying Simultaneous Localization and
Mapping (SLAM).
In this paper we address the joint estimation of the path
loss parameters, namely the transmitted power and the path
loss exponent, this latter being usually approximated in the
literature by the free space value. We provide examples that
show the relevance of estimating both parameters and analyze
observability issues from the point of view of estimation theory.
The integration of the parameter estimation in a WLAN based
SLAM algorithm - WiSLAM - has been carried out and the
results are discussed.
I. INTRODUCTION
Indoor navigation and other Location Based Services in
buildings and urban areas have prompted growing demand
for reliable indoor localization techniques [1], [2]. Designs
of such systems should take into account features which are
valuable in the context of market application, such as the cost
for the user and integration of sensors in everyday objects, as
well as privacy issues. Therefore, attention has been recently
gathered by such sensors which are already available in a
mobile phone, like accelerometers, compass, magnetometers,
and radio receivers, whose data can be fused in a probabilistic
framework to perform accurate positioning [3].
Information about the topology and any feature of interest
of indoor environments turns out to be extremely valuable; for
example, inertial navigation by means of inertial measurement
units (IMUs), that are usually affected by a heavy drift in
the heading error, can be made robust by exploiting the floor
plan [4]–[6]. Furthermore, when radio receivers are employed,
information about the transmitters and the radio propagation
are needed [7].
Environmental information is easily available during su-
pervised experiments, but cannot be assumed for wide-scale
global deployments of localization techniques. One possibility
is to acquire it from data by applying the Simultaneous Local-
ization and Mapping (SLAM) approach [8]. FastSLAM is a
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Fig. 1. Path loss model: expected RSS as a function of the user-AP distance
for four couples of values {h0, α}.
Bayesian approach for SLAM based on the Rao-Blackwellized
particle filter (RBPF) that has been applied with success to
many scenarios. The user’s trajectory is sampled indepen-
dently for each particle, and the environmental information, or
map, is then inferred for each trajectory hypothesis [9], [10].
FootSLAM uses FastSLAM approach to localize pedestrians
inside buildings and at the same time to infer the building
topologic map by using inertial measurements derived from
a foot-mounted IMU [11], [12]; this algorithm makes use
of only a local sensor and does not require any dedicated
infrastructure.
Based on FootSLAM, in a previous paper we proposed
WiSLAM - a Bayesian SLAM algorithm which fuses received
signal strengths (RSSs) in wireless local networks (WLANs)
with IMU’s inertial measurements [13]. The algorithm does
not assume any initial information about the position of the
APs; in each particle the user’s trajectory is sampled sequen-
tially and the APs are tracked consequently, by multiplying the
RSS likelihood functions. This way, a probability distribution
for the AP’s position is obtained, which shrinks in time
around the right position. The evaluation of the RSS likelihood
function requires the characterization of radio propagation
and this is done according to the path loss model, whose
parameters can actually be tuned in order to add flexibility
to the algorithm [14]. In WiSLAM, the transmitted power is
added to the state space and estimated by means of the RBPF,
while the path loss exponent, which describes the decay of
power with distance, is fixed at the free space value.
Another SLAM approach based on RSS measurements
involves a representation of the radio signal across the indoor
area in terms of Gaussian process latent variable models (GP-
LVM) [15]. However, as acknowledged by the authors, in
the absence of other sensors, quite strong assumptions must
be made about the user’s trajectory and data association. A
Graph-SLAM like approach is instead exploited in [16], where
also the necessity of IMU data is stated in order to overcome
limitations imposed on the user’s movement.
The impact of a mismatch in the path loss exponent has been
explored in several papers. An empirical study based on RSS
measurements in a IEEE 802.11.b network, proposed in [17],
besides validating the path loss model with additive Gaussian
noise in an indoor scenario, shows the negative effects of
a wrong exponent on localization performance. The more
general context of wireless sensor networks is used in [18] to
develop a RSS-based localization algorithm in which the path
loss exponent is considered unknown. The authors combine
the range estimations which are yielded by the RSS by using
a spring-relaxation method: each AP-user distance is modeled
by a spring, whose elasticity coefficient is made variable with
distance in order to mitigate the path loss exponent inaccuracy.
Their claim is that such a mismatch yields an error in the
distance determination that is proportional to the distance
itself; therefore, their solution is, in practice, to increase
the variance of weak RSS measurements so that it includes
the error yielded by the parameter mismatch. A theoretical
analysis of the joint estimation of user’s position and path loss
exponent is instead presented in [19] based on the Cramer-
Rao Lower Bound (CRLB); the author focuses mainly on the
geometry impact on the estimation performance.
Joint estimation of both transmitted power and path loss
exponent is instead proposed in [20]; in that paper, authors
perform a training stage to provide a maximum likelihood
estimation of the parameters and then use Bayesian positioning
algorithms, which account also for the residual uncertainty
of parameters. Real world experiments show once again the
impact of parameter estimation on localization.
Our paper, instead, proposes a SLAM Bayesian algorithm
which includes the estimation of both path loss parameters,
AP’s positions and the user’s trajectory without any calibration
phase or prior information on the WLAN. In the first part of
the paper we analyze the observability issues arising from the
joint estimation of transmitted power and path loss exponent
by means of a theoretical framework based on estimation
theory. To do so, we approach the parameter estimation alone
by providing the CRLB for the joint estimation and the
efficient estimator, i.e. the unbiased estimator whose Mean
Squared Error (MSE) achieves the optimal value indicated
by the CRLB. We discuss the geometrical conditions which
are favorable to parameter observability and the impact of
measurement noise. In the second part of the paper we
apply estimation of both parameters to the SLAM case: we
extend the WiSLAM algorithm in order to account for both
parameters and we show the results of both simulations and
of datasets collected in two different buildings.
The paper is structured as follows: in Section II we analyze
the impact of mismatches in the path loss parameters on
distances determination and, therefore, on positioning; ob-
servability of parameters in a supervised context and their
estimation is instead subject of Section III; application of
parameter estimation to SLAM is proposed in Section IV and
the results are discussed in terms of simulations and real world
experiments in Sections VI and VII, respectively; concluding
remarks are given in Section VIII.
II. MODEL SENSITIVITY TO PARAMETERS
The path loss model describes in a compact but effective
way the power loss due to radio propagation. It is derived from
the Friis formula and states that the power P (r) received at
distance r from the transmitter is given by [14]
P (r) = P0
(
d0
r
)α
, (1)
where d0 is a reference distance, P0 is a constant representing
the transmitted power and antenna gains and α is the path
loss exponent (α = 2 in free space). This model is intended
to work only in far field condition, as for r → 0, P (r)→∞.
In this paper, we use d0 to determine the limit between near
and far field, so that we will always assume r ≥ d0. Restating
equation (1) in dB for the signal strength h (r) (square root
of power) we find:
h (r) = h0 − 20α log10 (r/d0) . (2)
In this Section we do not consider any measurement noise,
since we analyze the sensitivity of the model with regards to
the transmitted signal strength h0 and the path loss exponent
α. Figure 1 shows the expected RSS with 4 different combi-
nations of parameters. In particular, the 20 dB variation in h0
is likely when different receivers are adopted; furthermore we
address the case with α = 2, that is the free space value, often
used even in indoor positioning, and α = 1.5 which is referred
to in the literature as a likely value in indoor environments,
especially in absence of obstacles between transmitter and
receiver, i.e. line of sight (LOS) propagation [14].
Visual inspection of the curves in Fig. 1 shows that a
variation in h0 yields simply a shift in terms of expected RSS;
a variation in the path loss exponent ∆α yields a variation
in the expected RSS which is proportional to the distance
and assumes relevant values even at close distances: in this
example, with ∆α = 0.5, the expected RSS differs by 8 dB at
a distance of 10 meters and by 13 dB at 30 meters. Inverting
the perspective, the same RSS can refer to very differing
distances r: in the example highlighted in Fig. 1, ∆α = 0.5
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Fig. 2. Impact of mismatch ‖∆α‖ on the path loss exponent on the expected
RSS (in absolute value) for 4 values in the range ‖∆α‖ ∈ [0.25, 1].
yields about 7 meters of distance variation in the distance when
the RSS is -60 dB (h0 = −30 dB).
The absolute value of the difference in the expected RSS
obtained using several values ‖∆α‖ up to 1 is depicted in
Fig. 2 against the distance; it is linear with ‖∆α‖ and can
assume values of tens of dB even at quite short distances.
III. OBSERVABILITY OF THE PATH LOSS PARAMETERS
We investigate the joint estimation of the path loss param-
eters by resorting to estimation theory. To do so, we need to
introduce some more formalism.
A pedestrian walks across the area, where an arbitrary
number of APs is deployed, carrying a WLAN receiver. RSS
vectors are collected at a constant pace τ and they are assumed
independent in time given the user’s and the APs’ position;
furthermore we also assume that RSS from different APs
are conditionally independent. From now on the time will be
considered discrete, by denoting the sampling instants with
the index k = 1, 2, . . .. If xk is the pedestrian’s position at the
instant k, the RSS measurement yk in dB from one generic
AP is assumed a random variable with Gaussian distribution
yk ∼ N
(
h (rk) , σ
2
)
, (3)
where rk = ‖xk − xAP ‖ is the user-AP distance, h (rk) is the
expected RSS given by the path loss model in (2) and σ2 is the
noise variance, independent of the parameters and supposed
known throughout the paper. We notice that the parameters
h0 and α of the path loss model are present only in the mean
of the measurements.
A. Estimation of the parameters in absence of noise
We now propose considerations about parameter estimation
starting from a supervised set-up. Let the pedestrian position
xk be known, as well as the position of an AP xAP . By
denoting for simplicity
r′k = 20 log10 (‖xk − xAP ‖/d0) ,
r
k=1
k=2
...
...
...
AP
(a)
AP
k=1
k=2
. . .
(b)
Fig. 3. Geometrical primitives: the user walks on (a) a circle centered in the
AP, (b) a line radially directed w.r.t. the AP.
we can rewrite (2) as a linear function
h (‖xk − xAP ‖)→ h (r′k) = h0 − αr′k, (4)
which highlights the different roles of the parameters in the
path loss model.
We now show two examples with opposite results regarding
observability, where, for simplicity, we neglect the measure-
ment noise, i.e. σ = 0. In the framework of Fig. 3, panel (a),
the user’s path lies on a circle and a number K of RSS are
collected from the AP in the center. In this case the user-AP
distance is constant, whence r′k → r′ and h (r′k)→ h (r′), the
system of K equations (2), one per measurement, collapses
into one independent linear equation, that is not sufficient to
observe the parameters. In the second example, depicted in
the framework of Fig. 3, panel (b), the user walks straightly
away from the AP, and thus each measurement is collected
at a different distance, i.e. r′k 6= r′j if k 6= j. In this case
an arbitrary pair of measurements can be used to evaluate the
parameters, since, in absence of noise, it yields a linear system
of two equation and two variables, i.e. for k 6= j:
h0 − αr′k = yk, h0 − αr′j = yj , (5)
which admits one solution for h0 and α:
α =
yk − yj
r′j − r′k
, h0 = yk + r
′
k
yk − yj
r′j − r′k
. (6)
A plain explanation for both cases involves the model in
Fig. 1 and is based on the consideration that it should be
sampled at two different points at least, i.e. two measurements
at different distances need to be collected, in order to specify
the representation.
B. CRLB in presence of Gaussian noise
When measurement noise is considered, i.e. σ > 0, the
observability problem can be afforded from a probabilistic
point of view. We define that a vector of parameters is
observable from a set of data when a consistent estimator
exists, i.e. an estimator that tends to no bias and zero variance
when the size of data tends to infinity.
We claim that, adopting the model (2) with additive Gaus-
sian measurement noise, given user’s trajectory and AP’s
position, observability of h0 and α is guaranteed if relevant
changes in the user-AP distance are provided.
To prove our statement we first compute the Fisher Informa-
tion Matrix (FIM) and the Cramer-Rao Lower Bound (CRLB)
for the parameters and then provide the unbiased estimators
which achieve the bound [21]. Define the parameters vector
θ = [h0, α]
T
, (7)
and consider one measurement, y1, whose distribution (3) will
be denoted by p(y1;θ), with x1 and xAP known as before; the
log-likelihood function of data is, recalling (3) and (2),
log p(y1;θ) = c+− 1
2σ2
(y1 − h0 + αr′1)2 , (8)
where c is a constant, and the FIM of the parameters based
on y1 results straightforwardly following [21]
I1(θ) = σ−2
[
1 −r′1
−r′1 (r′1)2
]
.
Since the CRLB is obtained from the inverse of the FIM, we
notice that the determinant is zero, yielding undefined CRLB:
one measurement alone does not provide any information
useful to estimate the parameters. In the case of K independent
measurements {yk}, whose log-likelihood function is
log p(y1, . . . , yK ;θ) = Kc− 1
2σ2
K∑
k=1
(yk − h0 + αr′k)2 , (9)
the total FIM IK is the sum of the single ones:
IK(θ) = σ−2
[
K −∑Kk=1 r′k
−∑Kk=1 r′k ∑Kk=1(r′k)2
]
,
whose determinant, semi-definite positive, results in
det(IK(θ)) = σ−4
(
K
∑K
k=1(r
′
k)
2 −
(∑K
k=1 r
′
k
)2)
= σ−4K2
(∑
K
k=1(r
′
k)
2
K −
(∑
K
k=1 r
′
k
K
)2)
. (10)
In the second line of (10) we have isolated the difference
between the mean square value of the r′ks and their squared
mean. Realizing that the square function is convex, the ap-
plication of the Jensen inequality yields that not only the
determinant of IK(θ) is non negative, in accordance to the
FIM definition, but also that it is zero if and only if all terms
r′k are equal [21]. Conversely, when terms r′k are not equal,
det(IK(θ)) > 0, and the CRLB matrix
CK(θ) = (IK(θ))−1
is well defined. The diagonal terms of the CRLB matrix,
henceforth denoted by CK(h0) and CK(α) respectively, pro-
vide lower bounds to the variance achieved by any correspond-
ing unbiased estimator. Therefore we find for any unbiased
estimator hˆ0 of the transmitted power:
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sizes of the dataset (markers).
VAR
[
hˆ0
]
≥ CK(h0) = σ
−2∑K
k=1(r
′
k)
2
det(IK)
= σ
2
K
(
∑
K
k=1(r
′
k)
2)/K∑K
k=1
(r′
k
)2
K
−
(∑K
k=1
r′
k
K
)2 ,
and for any unbiased estimator αˆ of the path loss exponent:
VAR [αˆ] ≥ CK(α) = σ−2Kdet(IK)
= σ
2
K
1∑K
k=1
(r′
k
)2
K
−
(∑K
k=1
r′
k
K
)2 .
Both bounds tend asymptotically to zero if r′k is assumed
limited, so that the difference between mean square value
and square mean cannot diverge. This condition is widely
accomplished, since the far field condition yields r′k ≥ 0 and
the maximum range achieved by an AP is no more than 100 m
(r′k ≤ 20 log10(100/1.6) ≈ 35.9), becoming lower in practical
scenarios. Finally, we can notice in the expressions of both
bounds the absence of the true parameters.
In Fig. 4 the root CRLBs for both estimators are denoted
by dashed lines as functions of the numbers of measurements
up to N = 1000. The results have been obtained in the linear
scenario of Fig. 3, panel (b), with σ = 3, by sampling the user-
AP distances independently between 1.6 and 50 meters and
then averaging on 104 trajectories. The asymptotic behavior
of the root CRLB, proportional to 1/
√
N , is evident already
after as few as 10 measurements; the two orders of magnitude
between the CRLBs in favor of α are reasonable, since the
path loss exponent has a smaller variation range than h0.
C. MMSE unbiased estimator
We now show that the maximum likelihood (ML) estimators
for h0 and α are unbiased and achieve the CRLB, which
ensures their optimality in the minimum mean square error
(MMSE) sense [21]. By derivating the log-likelihood function
of data in (9) with regards to both parameters, we get the
system of equations:
N∑
k=1
(yk − h0 + αr′k) = 0, (11)
N∑
k=1
r′k(yk − h0 + αr′k) = 0, (12)
whose solution provides the ML estimator for α:
αˆML =
∑N
k=1 r
′
kyk − 1N
∑N
k=1 yk
∑N
k=1 r
′
k
1
N (
∑N
k=1 r
′
k)
2 −∑Nk=1(r′k)2 (13)
and, consequently, for h0:
hˆML0 =
1
N
N∑
k=1
yk +
αˆML
N
N∑
k=1
r′k. (14)
applying E[yk] = h0 − αr′k and VAR[yk] = σ2, as well as
independence between measurements, we show that
E[hˆML0 ] = h0, E[αˆML] = α, (15)
and, moreover, their variances attain the corresponding
CRLBs. This shows that ML estimators are optimal in the
MMSE sense, at least in the class of unbiased estimators,
and proves the observability of the path loss parameters when
user’s trajectory and AP position are known.
Our result is validated by simulations, whose results are
denoted by the curves with markers in Fig. 4. We compare
the root MSE (RMSE) obtained by the ML estimators of the
parameters with the root of CRLB computed in Section III-B.
For each trajectory the true values of α and h0 are drawn
randomly in the ranges [1, 4] and [−60,−30] respectively, the
user-AP distances are those being used to compute the CRLB
and again, the results are averaged over 104 independent trials.
The ML estimates are carried out for 11 values of NH chosen
between 2 and 1000, and the theoretical performance is always
achieved.
IV. ESTIMATION OF PROPAGATION PARAMETERS IN SLAM
We address the joint estimation of transmitted power and
path loss exponent in the WiSLAM framework, by augmenting
the state space of the underlying RBPF. In WiSLAM the trans-
mitted power only is estimated in a probabilistic way; we now
extend the state space by adding also the path loss exponent
and evaluating observability issues in this framework. Our
claim is that convergence of the algorithm is not prevented
by the new variable and that the observability of the path loss
parameters is also preserved. We start by deriving our extended
version of WiSLAM with particular attention to the novelty.
A. Extended WiSLAM derivation
WiSLAM is a Bayesian algorithm whose state space in-
cludes several variables: the user’s trajectory, in terms of
positions and poses, P0:k; auxiliary variables related to the ex-
ploitation of IMU measurements, i.e. the step sequence, U0:k,
and step measurement process, E0:k; the maps of interest, i.e.
Fig. 5. The DBN following [11]–[13] for our scenario showing three time
slices and two APs; for the meaning of the symbols refer to the main text.
the FootSLAM map, M [11], [12], and the WLAN map for
each of the APs, Wj for the j-th AP, consisting of its position
and parameters. The maps are both considered stationary and
initially unknown (uninformative prior). The measurements are
of two types: step measurements, ZUk and RSS measurements
ZWk in dB.
The relations among the variables are encoded in the Dy-
namic Bayesian Network (DBN) of Fig. 5, in which intention
Int and visual system Vis of the pedestrian drive her steps but
are not observable [11]. The FootSLAM map M can include
any features and information to let the pedestrian choose Int,
while each WLAN map Wj contains the position and path
loss parameters of the corresponding AP. Since the WLAN
maps and measurements are conditionally independent, from
now on we will consider for simplicity only one AP, omitting
its index.
The goal of the algorithm is to compute the posterior pdf
of the state given the measurements (and the priors when
informative):
p(P0:kU0:kE0:k,W,M|ZU1:k,ZW1:k), (16)
which can be factorized as follows:
p(M|P0:k)· p(W|P0:k,ZW1:k)· p(P0:kU0:kE0:k|ZU1:k,ZW1:k).
(17)
The first two terms relate to mapping and the last one to
localization. This latter admits a recursive formulation based
on the relationships encoded in the DBN:
p
({PUE}0:k |ZW1:k,ZU1:k) ∝
p
(
ZUk | {UE}k
) · p (ZWk |P0:k,ZW1:k−1)
· p ({Ek|Ek−1}) · p
({PU}k | {PU}0:k−1)
· p ({PUE}0:k−1 |ZU1:k−1,ZW1:k−1) . (18)
In order to compute all the factors in (18) we need to
marginalize some of the terms on the maps. The FootSLAM
map determines the term concerning the present step and
position given the past ones [11], [12]:
IMk =ˆ p
({PU}k | {PU}0:k−1) (19)
=
∫
M
p (Pk,Uk|M,Pk−1) · p (M|P0:k−1) dM.
The WLAN map determines instead the RSS likelihood func-
tion [13]:
IWk =ˆ p
(
ZWk |P0:k,ZW1:k−1
) (20)
=
∫
W
p
(
ZWk |W,Pk
) · p (W|P0:k−1,ZW1:k−1) dW.
The models which are adopted to describe and devise the step
measurements, ZUk , from IMU raw data are proposed in the
FootSLAM papers and therein references.
B. WLAN map learning anf path loss parameter estimation
The WLAN map is composed of the AP’s position xAP
and the path loss parameters h0 and α. The map distribution
(second term from left in (17)), that has an active role in (20),
can be factorized as follows:
p(W|P0:k,ZW1:k) =p(xAP |h0, α,P0:k,ZW1:k) (21)
· p(h0|α,P0:k,ZW1:k)· p(α|P0:k,ZW1:k).
The first two terms on the right hand side of (21) are equiv-
alent to the ones in former WiSLAM [13], with the formal
difference that here we make the dependency on α explicit.
The distribution of the AP’s position given the parameters h0
and α is the product of the RSS likelihood functions, each one
being a circular pdf centered on the user’s position in Pk
p
(
xAP |h0, α,P0:k,ZW1:k
) ∝p (ZWk |xAP , h0, α,Pk) (22)
· p (xAP |h0, α,P0:k−1,ZW1:k−1)
∝
k∏
s=1
p
(
ZWs |xAP , h0, α,Ps
)
.
The transmitted power is modeled as a finite discrete
random variable with 2-3 dB spaced values {hh}h=1,...,NH .
Accordingly, the statistical characterization of h0 is provided
by the probabilities of all hh, which are computed recursively
by means of the Bayes rule (uniform prior is here assumed)
Pr
(
hh|α,P0:k,ZW1:k
) ∝p (ZWk |hh, α,P0:k,ZW1:k−1)
·Pr (hh|α,P0:k−1,ZW1:k−1) , (23)
and normalization. Combining (22) and (23) we obtain for the
joint pdf of xAP and h0 a mixture of RSS likelihood products:
p
(
xAP , h0|α,P0:k,ZW1:k
)
= (24)
NH∑
h=1
{
Pr
(
hh|α,P0:k,ZW1:k,
)
· p (xAP |hh, α,P0:k,ZW1:k) · δ (h0 − hh)} ,
where δ (· ) denotes the Dirac delta function.
To perform the estimation of α, we use the same technique
as for h0: we model α in terms of a discrete random variable
with values in a finite set {αs}s=1,...,Nα and update recursively
their probabilities by applying the Bayes rule:
Pr
(
αs|P0:k,ZW1:k
) ∝p (ZWk |P0:k,ZW1:k−1)
·Pr (αs|P0:k−1,ZW1:k−1) , (25)
starting from a uniform prior and normalizing after each step.
The final expression for the WLAN map pdf is, therefore,
p
(
W|P0:k,ZW1:k
)
= (26)
Nα∑
s=1
Pr
(
αs, |P0:k,ZW1:k,
){NH∑
h=1
Pr
(
hh|αs,P0:k,ZW1:k,
)
· p (xAP |hh, αs,P0:k,ZW1:k) · δ (h0 − hh) ·} δ (α− αs) .
The complexity issues arising from the extra sum in (26)
with respect to (24) will be discussed after implementation.
V. PARTICLE FILTER IMPLEMENTATION
Implementation is similar to WiSLAM’s in [13], in which
the variable α is embedded in the WLAN map; it resorts to
the RBPF in which at time k the variables {P,U,E}0:k are
sampled according to the function [9], [11]
p
(
Uk|ZUk ,Eik
) · p (Ek|Eik−1) , (27)
from right to left, for the i − th particle. Each map provides
a multiplicative contribution to the particle weights:
wik ∝ wik−1· IM,ik · IW,ik , (28)
where IM,ik and I
W,i
k are suitable numerical approximations for
IMk in (19) and IWk in (20), respectively (further APs result in
independent terms IW,ik ). The approximation underneath IM,ik
resorts to the Markov Random Field built on a discretized grid
and it is discussed in [11]. As for the WLAN map approx-
imation, for any given couple of parameter values indexed
by (h, s), the pdf of the AP’s position in (26) undergoes a
Gaussian Mixture Model (GMM) approximation with fixed
number of components:
p
(
xAP |hh, αs,P0:k,ZW1:k
) ≈ (29)
pˆ
(
xAP |hh, αs,P0:k,ZW1:k
)
=
Npeaks∑
p=1
u˜p,k · fp,k(xAP , h, s)
where u˜p,k is a set of non-negative coefficients whose sum
over p is one and fp,k(xAP , h, s) are Gaussian distributed
components. When an AP is reliably detected for the first time,
the corresponding GMM (29) is initialized from the user’s
trajectory and the measurements according to the Maximum
Likelihood criterion [21]. The procedure is repeated for all
couples (h, s) of parameter values; the starting probabilities for
both h0 and α are set to be uniform. At any new measurement
from the same AP, model (29) is now updated by transforming
the old GMM into a new one, since it can be seen that [13]
p
(
ZWk+1|xAP , hh, αs,Pk+1
) · pˆ (xAP |hh, αs,P0:k,ZW1:k)
≈
Npeaks∑
p=1
up,k+1(h, s)fp,k+1(xAP , h, s), (30)
  
Real path
Erroneous path
AP
Fig. 6. Simulative scenario with the true trajectory (blue line with circles) and
a corrupted one (red line with crosses); the AP is denoted by a black circle,
and the measurements are collected in the points of the trajectory denoted by
markers; the arrow on the lower side indicates the direction of the walk.
where the new set of coefficients and parameters of the
Gaussian functions are computed by closed formula. Co-
efficients up,k+1(s, h) should be normalized over p to get
the new WLAN map. However, the new probabilities of
hh and αs require only sums of unnormalized coefficients
up,k+1(s, h) w.r.t. the corresponding index. The updated
Pr
(
hh|αs,P0:k+1,ZW1:k+1
)
and is proportional to (a normal-
ization is then needed):
Pr
(
hh|αs,P0:k,ZW1:k
) · NH∑
h=1
up,k+1(h, s), (31)
while for α:
Pr
(
αs|P0:k+1,ZW1:k+1
) ∝ Pr (αs|P0:k,ZW1:k)
Nα∑
s=1
up,k+1(h, s).
(32)
The WLAN contribution to the weight, IW,ik , result in
IW,ik =
Nα∑
s=1
Pr
(
αs, |P0:k,ZW1:k,
)
·
{
NH∑
h=1
Pr
(
hh|αs,P0:k,ZW1:k,
) ·up,k(h, s)
}
. (33)
We provide next a summary of extended WiSLAM.
Algorithm (Extended WiSLAM).
• Initialize all NP particles to Pi0 = (x, y, h = 0) where
x, y and h denote the pose location and heading in two
dimensions; draw Ei0 from a suitable initial distribution
for the odometry error state.
Then, for each time step increment k and any particles:
• Draw Eik, U ik from the proposal density in (27), compute
Pik by adding the vector Uik to Pik−1.
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h0 = −25, α = 2.0
h0 = −30, α = 2.0
h0 = −35, α = 2.0
h0 = −40, α = 1.5
h0 = −45, α = 1.5 True parameters
(b) Hypothesis probabilities
Fig. 7. (a) Normalized cumulative products of the WLAN weights for both
particles in function of the number of RSS measurements and (b) probability
of most likely hypotheses for the real trajectory in the simulative scenario
depicted in Fig. 6.
• For all previously initialized APs, and all components of
the corresponding GMM:
– Update peaks’ parameters as in [13, Eqs. (20)-(24)].
– Compute the unnormalized up,k(h, s) as in [13,
Eq. (25)].
• Normalize the up,k(h, s) over p to obtain u˜p,k(h, s).
• Update h0 and α distribution by means of (31) and (32),
normalizing then on h and s, respectively.
• Compute IiW as in (33).
• Update the particle weights as in (28), where IiM are
computed as in FootSLAM [11, Eq. (5)].
• Decide if any detected but not yet employed AP should
be processed and, if so, initialize new APs’ posterior.
• Update the map M as in FootSLAM [11, Eq. (4)].
• Resampling can be performed if required.
(a) Extended WiSLAM
(b) Classic WiSLAM
Fig. 8. Experiments conducted in a building with 4 APs: the most weighted trajectory is denoted by a blue line and fit in the ground truth for comparison;
the AP’s true positions are denoted by green triangles and the corresponding pdfs by contour lines, each one denoting, from the outer to the inner the points
with 1%, 10%, 50%, 75% and 99% of the maximal pdf value; extended WiSLAM results are in panel (a), classic WiSLAM in panel (b).
With respect to WiSLAM, additional complexity is due to
the fact that more GMMs have to be trained, for each particle,
to explore the α range of variation. The number of GMMs (29)
is NH × NP in WiSLAM, whereas it becomes Nα × NH ×
NP in the extended WiSLAM. As for the update step, the
increase of GMMs means effort at each new measurement but
the complexity is still linear in time. However, the effect of the
new variable is mitigated by the restricted range of variation
of α and by the consideration that, based on the simulation of
Fig. 2, the resolution of the values αs can be as coarse as 0.5,
since the standard deviation of noise measurements in the real
world usually lies between 5 and 10 dB.
VI. SIMULATIVE RESULTS
Consider the example of Fig. 6 with only two idealized
particles: the former follows the true trajectory of the user
(blue line with circles), whereas the latter’s trajectory (red
with squares) is corrupted by an angular error that is quadratic
in time and resembles a likely step measurement sequence.
A single AP is located internally to the trajectory and 80
independent measurements are generated in dB according
to the path loss model (2) and are corrupted by additive
Gaussian noise with variance σ2 = 5. The parameters are
set to h0 = −35 dB and α = 2 but are considered initially
(a) Extended WiSLAM (b) Classic WiSLAM
Fig. 9. Further experimental testbed with 4 APs as well; the graphic details are the same as in Fig. 8; extended WiSLAM results are in panel (a), classic
WiSLAM in panel (b).
unknown. Finally, we have repeated the simulation 10 times
and we present here the averaged results.
For this example we do not resort to the GMM representa-
tion, but rather we sample the functions involved in the RBPF
of Section IV, since we are using only two particles. For both
parameters we allow 5 hypotheses, i.e. NH = Nα = 5, in
which the true values are included, so that the final number
of hypotheses is 25. For the transmitted power hypotheses we
use a 5 dB step while a 0.5 step is employed for α. We have
computed the WLAN contribution (20) to the weights for both
particles and all time instants: their cumulative products
K∏
k=1
IW,ik
represent, in absence of the FootSLAM weight (19), the
complete particle weights (28) and are depicted after nor-
malization in Fig. 7, panel (a). The real trajectory attains a
clear preference after about 45 measurements and the algo-
rithm takes further 15 measurements to definitively discard
the wrong path. The initial latency corresponds to the time
needed by the algorithm to discriminate the right hypothesis
about the path loss parameters. The probability evolutions for
those hypotheses are traced in Fig. 7, panel (b); for clarity,
we have selected only the hypotheses which show higher
probabilities at some point, thus neglecting the ones that are
never considered likely by the algorithm. The true hypothesis
becomes dominant after about 40 measurements, just before
the right particle starts having a significantly higher weight,
as seen in Fig. 7, panel (a).
VII. REAL WORLD EXPERIMENTS
Extended WiSLAM has been tested in two environments
and compared with the case in which α = 2, henceforth called
classic WiSLAM. Fig. 8 refers to an office environment which
is about 65 × 20 m. A user walks for about 3 minutes back
and forth the hallways, stepping in some of the rooms; the
user equipment is composed of a foot mounted IMU which
provides inertial measurements and a hand-held smartphone
which logs the RSS measurements from 4 APs; the WLAN
standard being used is IEEE 802.11 (WiFi), version b/g; the
processing has been done off-line.
In Fig. 8, panel (a), we show the extended WiSLAM, with
estimation of h0 and α for each AP, while in panel (b) we
present the result of classic WiSLAM, both run with 5000
particles. We use 9 hypotheses for h0 in both cases, with a
2 dB spacing, while only 5 values between 1.5 and 3.5 (0.5
spacing) are selected for α estimation in the case of panel (a).
To ensure a fair comparison, we use the same computational
complexity in both cases: the number of components per
GMM is increased by a factor 5 in the case of classic WiSLAM
version, i.e. the total number of Gaussian components per
particles is the same in both cases.
The second testbed is depicted in Fig. 9 and represents
another office environment about 45 m long and 25 m wide,
with a circular hallway and 4 APs. The walk lasts about 7
minutes and corresponds to 3 turns in the hallway with visits
to some of the offices; in this case the RSS were collected
by a hand-held laptop. Fig. 9, panel (a), shows the extended
WiSLAM result while panel (b) contains results with fixed
α = 2: AP 1 is well localized by both algorithms, while the
main improvement is shown on AP 2; AP 3 and 4 do not show
any improvement and in the case of AP 4 the resulting pdf is
narrower, but centered still on the wrong position; however,
the exact AP’s position is still in the pdf’s support.
Finally, Fig. 10 shows the bivariate pdf of the parameters,
averaged over the particles, for the AP 1 of the second testbed,
Fig. 9. For this result, we increased the number of hypotheses
concerning the exponent, by setting ∆α = 0.125 and the
resulting discrete distribution has been smoothed by means of
a Gaussian kernel to improve visualization. In panel (a), after
2 minutes of the walk and a first passage close by the AP, the
bivariate pdf evolves following a line; after the second passage
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Fig. 10. Evolution of the bivariate pdf of the parameters for AP1 in the scenario of Fig. 9.
of the user in proximity of the AP (b) the pdf is narrower,
since some of the hypotheses are censored and, at the end of
the walk (c) only one hypothesis survives.
VIII. CONCLUSION
Path loss parameters in WLAN based SLAM are of interest
since a mismatch in the model can yield relevant errors in
both positioning and mapping. In this paper we discussed
the issues arising from the joint estimation of transmitted
power and path loss exponent. We present and discuss two
main results: in the first part of the paper we dealt with only
parameter estimation, by proving their joint observability in
the framework of estimation theory; to show this we computed
the theoretical bound of the estimator in terms of the CRLB,
proving that the ML estimator is optimal according to the
MMSE criterion.
In the second part of the paper we proposed an extension
of WiSLAM, a WLAN-based Bayesian SLAM algorithm,
which accounts also for both parameters and we showed its
effectiveness in practical scenarios.
Some model mismatches are still present and in future we
will consider improved path loss models, based on a sector-
ization of the parameters in different parts of the building.
Challenging three-dimensional models, far from being mere
extensions, will be developed in order to obtain a WLAN map
in realistic buildings.
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