CNV resolution does not cause NoGo anteriorisation of the P3: A failure to replicate Simson et al.
Introduction
Inhibitory processes can be examined in the Go/NoGo task, in which subjects must respond, usually with a button press, to one stimulus type (Go, usually at least 50% of trials, to ensure the Go response is prepotent), but withhold that response to stimuli of another type (NoGo, usually 50% or less trials, to ensure inhibition is rare and therefore more difficult). Eventrelated potentials (ERPs) show robust differences to these two stimulus types: on NoGo compared to Go trials, both N2 and P3 amplitudes are larger, and the P3 shows a more anterior topography (e.g., Bekker et al., 2004; Bruin & Wijers, 2002; Kok, 1986; Lavric et al., 2004; Nieuwenhuis et al., 2003; Smith et al., 2006) . The NoGo N2 is thought to be generated in the anterior cingulate cortex (e.g., Bekker et al., 2005) and to represent conflict between the competing Go and NoGo responses (e.g., Nieuwenhuis et al., 2003) , while the NoGo P3 is thought to represent the action of the inhibitory process itself, and is associated with deactivation of motor areas used to make the Go response (Smith et al., in press ).
The use of a cue to signal the identity and/or timing of an upcoming Go/NoGo stimulus allows simultaneous examination of preparatory processes, and increases the inhibitory requirements of the task, since a highly prepared response is harder to inhibit. The N2 and P3 effects are observed whether or not a cued task is used (e.g., uncued: Mathalon et al., 2003; Nieuwenhuis et al., 2003; Pfefferbaum & Ford, 1988; cued: Jodo & Kayama, 1992; Nativ et al., 1992; Roberts et al., 1994) . Thus, the cue and the accompanying response preparation are not essential to understanding the N2 and P3 in the Go/NoGo task, at least where the cue is a predictor of target timing only, and not of target identity. However, in other inhibitory tasks with a cue-target trial structure, the processing of cue identity is integral to the interpretation of results in that task. For example, in the continuous performance task, as used by Roberts et al. (1994) , subjects are required to respond to the target letter (X) only if it is preceded by a particular cue letter (A). The sequence A-X is considered a response preparation-execution (Go) sequence, while the sequence A-not-X is considered a response preparation-inhibition (NoGo) sequence. Thus, the letter A triggers preparatory processes and is important in successfully completing the task. In the Posner task (Posner et al., 1978) , a cue stimulus informs the participant validly or invalidly of the location of the upcoming target. Thus the cue triggers a shift of spatial attention, which results in a reaction time (RT) benefit to validly cued targets, and a cost to invalidly cued targets, relative to when no cue or a neutral cue is presented. Some researchers have argued that response preparation on the cued side must be inhibited in the case of invalid cues, in order to give the correct response, thus, it is considered by some to be an inhibitory task (e.g., Gehring et al., 1992) . The contingent negative variation (CNV; Walter et al., 1964) can be observed reliably in almost any task with a fixed cue-target interval. It is a slow negative shift arising between the cue and target, peaking at or just before target onset, and usually frontocentrally maximal 1 . Thus, the CNV is considered to be the electrophysiological marker of stimulus anticipation and response preparation processes.
1 At least three separate waves contribute to the CNV: an early orienting response to the cue stimulus, often frontally negative and parietally positive (e.g., Connor and Lang, 1969; Weerts and Lang, 1973) ; the stimulus preceding negativity (SPN), a negative-going parietally maximal wave occurring when the participant expects a salient stimulus and most purely observed in the absence of a motor response to the stimulus (e.g., Damen and Brunia, 1985; Van Boxtel and Bocker, 2004) ; and the readiness potential (RP), a negative-going centrally and contralaterally maximal wave time-locked to the subject's response Deecke, 1964, 1965) . The early and late waves can be separated by the use of a long cue-target interval or by use of principal components analysis (PCA). However, reliable separation and/or pure observation of the SPN and RP involves the use of vastly different experimental paradigms. In cue-target-response paradigms, stimulus anticipation and response preparation processes can never be observed alone, since the notion of preparing a response to some stimulus necessarily entails some expectancy for the stimulus. Similarly, in studies of the SPN, the expected stimulus often provides feedback about prior task performance and/or instructions about future tasks, and therefore it can be argued that SPN does have some aspect of preparation for future responses. Thus, the processes are not easily separable, and rather should be considered as "extremes on a perception-action continuum" (Van Boxtel and Bocker, 2004, p. 61 ).
However, the cued paradigm causes problems with interpretation of post-target potentials, because the decay and termination of the negative shift of the CNV ("CNV resolution") is not necessarily instantaneous with the presentation of the target. Rather, CNV resolution may overlap with post-target potentials, thus possibly changing the observed amplitudes and topographies of ERP components occurring in that time range. Historical views of this problem have concentrated on the overlap of CNV with the P3 peak. It has been argued previously that the P3 was nothing more than the positive-going resolution of the CNV, not a component in itself (e.g., Donchin & Smith, 1970; Wilkinson & Ashby, 1974; Wilkinson & Spence, 1973) . This may be due partly to the fact that the P3 and CNV were first described at around the same time (Sutton et al., 1965; Walter et al., 1964) in similar tasks (i.e., cued designs with some degree of target stimulus uncertainty and relevance to the subjects' task). Indeed, the original paper by Walter et al. (1964) shows a P3-like overshoot of baseline after the target stimulus. The similarity in tasks eliciting CNV and P3 led other researchers to suggest that CNV and P3 were separable waves, but activated by a common mechanism. That is, the mechanism that increases CNV before task-relevant, compared to irrelevant stimuli, is the same mechanism that increases post-target potentials to taskrelevant stimuli (Näätänen, 1970) . A flurry of work in the 1970s led to acceptance of the proposition that CNV and P3 are separate components, but that the positivity associated with CNV resolution may be added to the P3 positivity and hence influence the
The relative contribution of the SPN and RP to the 'late CNV' depends on the task requirements: in tasks which are primarily motoric, it is argued that the late CNV consists principally of response preparation processes, while in sensory tasks or in those which use meaningful or interesting stimuli requiring no response, the late CNV consists mostly of stimulus anticipation processes. We interpret the late CNV in this study as principally motoric; however, we do not believe this interpretation, or the possibility of separating SPN and RP, is important for the research question in this study. measurement of that component (see Donald & Goff, 1971 Hillyard et al., 1976; Karlin, 1970; Kok, 1988; Smith et al., 2007; Tueting & Sutton, 1973; but especially Donchin et al., 1975; Verleger et al., in press ). It should be noted here, as Oddy et al. (2005) have pointed out, that work has focused on the P3 despite the possibility that all post-target potentials are affected; for example, a possible relationship between the CNV and the N1 has been discussed by Jarvilehto and Fruhstorfer (1970) , and Näätänen (1970) has argued that P2 amplitude is related to arousal in the prestimulus period, rather than any poststimulus processing.
After it was accepted that the CNV and P3 were separate processes, researchers often used a pre-cue baseline to study CNV and other post-cue processes, and a pre-target baseline to study post-target potentials, as if the electrical potentials occurring after the target were completely independent of those occurring before the target. This approach allows comparison with non-cued versions of tasks, which routinely have a pre-target baseline period, but ignores the contribution of CNV resolution, partly due to the lack of a method to remove it.
In the Go/NoGo task in particular, it has been an important problem, and Simson et al. (1977b) were the first to attempt a solution. Participants performed a cued task with equiprobable Go/NoGo stimuli, and were instructed to delay their response to the Go stimuli by about 1 second. The CNV developed over the cue-target interval as participants prepared a response, and showed the typical central maximum. Simson et al. argued that, on NoGo trials, CNV resolved almost immediately, since the subjects were required to do nothing further for the trial, but on Go trials, subjects maintained their state of readiness until it was appropriate to execute the response, thus delaying CNV resolution. After the target, the usual frontocentral increase in P3 for NoGo stimuli was observed (with a pretarget baseline; compare solid red (NoGo) and green (Go) lines in the left half of Figure 1 ).
That is, a parietocentral maximum was observed for Go P3, while a central maximum was observed for NoGo P3. Simson et al. noted the similarity in central topographies for the CNV (blue lines in Figure 1 ) and NoGo P3, and argued that the immediate resolution of CNV on
NoGo trials was the cause of the observed NoGo P3 central topography. When the NoGo P3
was referred to a pre-cue baseline (so as to minimise the influence of CNV development and resolution; dashed red lines in Figure 1 ), the Go/NoGo differences were no longer apparent.
That is, when the CNV topography was removed in this fashion, the NoGo P3 amplitude was reduced and its topography was changed to a parietal maximum, similar to the Go P3 (see their results, in contrast to an inhibitory explanation (e.g., Eimer, 1993; Jodo & Inoue, 1990; Kok, 1986 Kok, , 1988 
Methods

Participants
Participants were twenty adults (1 male, 1 left-handed) with a mean age of 22.9 (SD = 8.4) years who participated in the study for partial course credit. Self-reports indicated that none were on any psychotropic medication, had ever suffered a seizure, or had any hearing problems or uncorrected vision problems. All participants provided informed consent and the protocol was approved by the University of Wollongong's Human Research Ethics
Committee before data collection began.
Stimuli and procedure
Participants completed four versions in random order of a cued Go/NoGo task, using auditory or visual stimuli, and with immediate vs. delayed response required to Go stimuli.
As far as possible, the task was designed to replicate Simson et al.'s (1976 Simson et al.'s ( , 1977a Simson et al.'s ( , 1977b methods, although in some instances information missing from those studies necessitated using modern standards (e.g., EOG correction, rejection of trials with large amplitude artefacts). On each trial a cue stimulus (S1) was followed 1000 ms later by the target stimulus (S2), which was either the same stimulus (in which case no response was required), or a different stimulus (in which case participants were required to make a button press response with the right index finger) with equal probability. The next cue stimulus appeared 7000 ms later. In each version of the task, 10 practice trials preceded 2 blocks of 40 trials.
In the auditory blocks, tones were 60 ms long (including 5 ms rise and decay times), presented binaurally through headphones at 60 dB. The cue and NoGo stimuli were a 2000
Hz tone, while the Go stimulus was a 1000 Hz tone. The screen was black during the task, although participants were instructed to keep their eyes as still as possible throughout the task. In the visual blocks, the stimuli were black rectangles within a white circle (3.4° visual angle) presented for 200 ms on a continuously black background. The cue and NoGo stimuli were vertically oriented rectangles, while the Go stimulus was a horizontally oriented rectangle. In the immediate response blocks, participants were instructed to 'press the button as quickly and accurately as possible', while in the delayed response blocks, participants were instructed to 'delay the response by about 1 second'. Hz, and sampled at 1000 Hz using Neuroscan recording software.
Electrophysiological recording
Data analysis
The EEG was re-referenced to digitally-linked ears, filtered (lowpass at 30 Hz, down 12 dB/octave, zero phase shift), and then corrected for eye movements using Neuroscan's inbuilt procedure (Semlitsch et al., 1986) . Epochs began 1000 ms before the cue and ended 2000 ms after the target (4000 ms total), with a 100 ms pre-cue baseline. Trials with amplitudes exceeding ±100 µV in any scalp channel were rejected. Averages were created to Go and NoGo stimuli in each of the four versions of the task: Auditory Delayed, Visual
Delayed, Auditory Immediate, and Visual Immediate. The CNV was measured as the mean amplitude in the last 100 ms before the target (when contributions from the early orienting wave are minimal, as shown by principal components analysis; e.g., Smith et al., 2006) , while the P3 was measured as the most positive voltage 250-450 ms after the target at Cz, and then amplitude was measured at all other sites at the same latency (Picton et al., 2000) .
P3 measures were then also referred to a 100 ms pre-S2 baseline (equivalent to the late CNV mean amplitude measurement above), giving two P3 measures: 'P3-S1' describes P3 amplitude relative to a pre-cue baseline, while 'P3-S2' describes P3 amplitude relative to a pre-target baseline.
Statistical analyses
Due to severe non-normality of error distributions, and the fact that few errors were made overall, no statistical analysis was performed on error data. For reaction time to Go stimuli, a 2 x 2 repeated measures ANOVA was performed with the factors Modality (Auditory, Visual) and Response (Delayed, Immediate). To examine the CNV elicited in each task, we ran a 2 x 2 x 2 x 5 repeated measures ANOVA with the factors Modality and Delay as above, as well as Type (before Go stimuli, before NoGo stimuli) and Site (Fz, FCz, Cz, CPz, Pz).
Orthogonal planned contrasts on the five equally spaced sites were used to examine simple Type x Site interaction when both P3s were referenced to the pre-S2 baseline, and its absence when NoGo P3 was referenced to S1, denoting similar topography between types.
As all contrasts were planned and there were no more of them than the degrees of freedom for effect, no Bonferroni-type adjustment to alpha was necessary (Tabachnick & Fidell, 1996) . Also, the single degree of freedom contrasts are not affected by violations of symmetry assumptions common in repeated measures analyses, and thus do not require
Greenhouse-Geisser-type corrections. Where there were interactions of Modality, Type or
Response with the Site factor, ERP data were submitted to vector scaling (McCarthy & Wood, 1985) and only condition x topography interactions that remained significant after this procedure are reported. All contrasts reported have (1, 19) degrees of freedom. We include the partial eta-squared (η 2 ) statistic as an indicator of effect size throughout; it denotes the proportion of the effect + error variance attributable to the effect and can sum to more than 1.00.
Results
Behavioural performance
Performance was generally good throughout the tasks. Overall, it appears that similar CNV before delayed responses was elicited in both Simson et al. (1977b) 
Are Simson et al.'s results replicable? The case of delayed responses
Inspection of the left side of Figure 1 reveals that in Simson et al.'s (1977b) data, the NoGo P3 (solid red) was larger than Go P3 (solid green) at all sites when referred to a pre-S2
baseline, particularly at central sites, similar to the CNV topography, but that when NoGo P3 was referred to a pre-S1 baseline (dashed red), there was little difference in amplitude and topography to Go P3 (still referred to a pre-S2 baseline). That is, after subtraction of the CNV topography from NoGo P3, it displayed a Go-like centroparietal maximum topography.
Inspection of the left side of Figure 3 reveals that such an effect was not replicated in our data. We observed a typical P3 NoGo effect (see Figures 4 and 5) , with larger amplitudes for NoGo than Go at frontocentral sites, and the reverse observed at posterior sites, for both auditory and visual stimuli. However, when NoGo P3 is referred to a pre-cue baseline, amplitudes are not similar to Go P3, and the topography retains its distinctive frontocentral maximum for both modalities.
This was confirmed in separate Modality x Type x Site ANOVAs comparing Go P3-S2 with
NoGo P3-S2 and with NoGo P3-S1. When both Go P3 and NoGo P3 were referred to a pre-S2 baseline, a significant centroparietal maximum was observed across types, with posterior > anterior (F = 27.421, p < .001, partial η 2 = .591) and central > anterior/posterior effects (F = 126.700, p < .001, partial η 2 = .870). P3 tended to be larger in the visual than auditory blocks (F = 3.259, p = .087, partial η 2 = .146), as well as showing a larger posterior > anterior effect (F = 7.938, p = .011, partial η 2 = .295). There was no significant main effect of Type (F < 1), but there were highly significant Type x Site interactions, confirming the more anterior focus of the NoGo compared to Go P3. That is, the NoGo > Go effect was larger anteriorly than posteriorly (F = 16.672, p = .001, partial η 2 = .467), and larger centrally than anteriorly/posteriorly (F = 7.857, p = .011, partial η 2 = .293).
When NoGo P3 was referred to a pre-S1 baseline (while Go P3 was still referred to a pre-S2 baseline, as per Simson et al., 1977b) , the centroparietal maximum was retained, with a significant posterior > anterior effect (F = 28.947, p < .001, partial η 2 = .604), and a significant central > anterior/posterior effect (F = 117.253, p < .001, partial η 2 = .861). The visual > auditory effect was now significant (F = 7.345, p = .014, partial η 2 = .279), although the topographic effects were no longer significant (F < 2.647), nor were any other interactions involving modality. A Type main effect was significant (F = 13.973, p = .001, partial η 2 = .424), indicative of globally reduced NoGo P3 amplitude when referred to a precue baseline. However, most importantly, topographic interactions with Type remained significant: NoGo P3-S1 showed a frontocentral maximum, while Go P3-S2 showed a centroparietal maximum, reflected in a strong posterior > anterior gradient for Go stimuli, and the absence of this gradient for NoGo stimuli (F = 22.921, p < .001, partial η 2 = .547).
Are Simson et al.'s results replicable? The case of immediate responses
In Simson et al.'s (1977b) 
Discussion
The overlap of CNV resolution with post-target potentials is a long-standing and important problem. It bears not only on cued Go/NoGo tasks as used here, but also on other cued tasks such as the Posner task and continuous performance task (A-X type), and indeed, on any task in which the CNV may be elicited -including any task design with a fixed interstimulus interval. There is currently no universally accepted method to deal with CNV resolution effects on Go/NoGo target potentials. Although PCA-based approaches are lately gaining ground (Oddy et al., 2005; in press), they are yet to reach wide acceptance or implementation. Simson et al.'s (1977b) method of referring Go and NoGo P3
to different baselines, and the conclusion that the Go/NoGo P3 topographic effect may be solely due to differential CNV resolution on Go and NoGo trials, has been highly cited, receiving an average of 6 citations per year in the 35 years since its publication. Other researchers have also used the method (Roberts et al., 1994; Verleger et al., 2006) We attempted to replicate the methodology of Simson et al. (1977b) as far as possible, with the addition of the immediate response condition. However, some information was missing from Simson et al. (1976 Simson et al. ( , 1977a Simson et al. ( , 1977b , which necessitated the application of arbitrary decisions or using modern standards (e.g., Picton et al., 2000) . For example, Simson et al.
did not specify which hand or finger was used to respond; we chose to use the right index finger across all participants, since this is commonly used in many cued Go/NoGo paradigms. Although the supraorbital waveform (channel 0) in their Figure 2 (Simson et al., 1977b ) is relatively flat, suggesting eye movements have not contributed substantially to the observed scalp waveform averages, they do not detail how EOG or other artefacts were dealt with; thus, we have used modern regression-based EOG correction methods and standard scalp artefact rejection criteria. We do not consider that these points of difference between methods are responsible for the differences in results reported here and in Simson et al.
We also consider it unlikely that the difference in reference electrode between studies is responsible for the changes in topographic effects. Simson et al. (1977b) used a nose reference, Roberts et al. (1994) recorded using a Cz reference and later re-referenced to the earlobes, Verleger et al. (2006) used linked mastoids, and here we recorded using a left ear reference and later re-referenced offline to digitally-linked earlobes. However, the issue at stake in this study is the topographic similarities and differences in Go P3, NoGo P3, and the CNV. Even if the earlobes are active, and show stimulus-locked activity relative to the nose, re-referencing to linked earlobes will result in the same value being subtracted from all scalp sites, producing no change in scalp topography although a change in amplitude is possible. Also, since impedances were below 5 kΩ for all recorded sites, differential noise at the left and right earlobe should not have interfered with topography, particularly since our analyses focus on midline rather than hemispheric sites. Since we did not record the activity at the tip of the nose, we cannot say for certain that a difference in reference electrode is not the cause of the different effects for our study and for Simson et al. However, we think it unlikely that the difference in reference electrode location can account for the different results we observed.
In our study we examined CNV as the mean amplitude over the last 100 ms before the target, which differs from Simson et al.'s (1977b) peak amplitude measurement at 100 ms before the target, but is similar to many other studies using this type of task. We elicited a CNV in line with expectations from previous studies, being larger (and more strongly lateralised in Figure 4) for Immediate compared to Delayed responses (compare Simson et al.'s data with Roberts et al., 1994, and Verleger et al., 2006) , and the CNV in the Delayed condition was similar in amplitude to Simson et al.' s CNV. Two points of difference arise from the CNV data of Simson et al.: First is that their Go waveforms (in their Figure 2 ) show a second negativity arising after post-target potentials, suggesting that CNV may resolve and then a second readiness potential develops before the delayed response. We saw no evidence of such a negative shift in our data, with stable amplitude maintained in the Delayed conditions at 500-1000ms post-target, when the response occurred (see Figure 5 ). Simson et al. (1977b) observed that the topography of the NoGo P3 (referenced to a pre-S2 baseline) and the CNV were similar (both being largest centrally), and proposed that the positive-going resolution of the CNV, which happens quickly on NoGo but not their delayed Go trials, might be responsible for the central maximum of the NoGo P3, compared to the parietally maximal Go P3. After subtracting the CNV, NoGo P3-S1 showed a parietal maximum, similar to the Go P3. Simson et al. concluded that the differential resolution of CNV on Go and NoGo trials was the cause of the frontocentrally maximal NoGo > Go P3 effect, and this has been highly cited in the literature as an alternative to the inhibitory explanation of this effect (e.g., Kok, 1988) . In the first attempt to reproduce this effect with delayed responding in the 35 years since its publication, we did not replicate the parietal shift in topography for the NoGo P3-S1. In our study, a distinctly frontocentrally maximal topography was retained after CNV subtraction for both Auditory Delayed and Visual Delayed conditions. We consider that Simson et al.'s atypical CNV topography may be the reason for this effect. That is, an abnormally small CNV was subtracted from NoGo P3-S2 at CPz and Pz, resulting in too much positivity being retained at those sites, and hence the NoGo P3-S1 showed a more parietally distributed topography than it should. With only two studies examining delayed responses, it is difficult to tell which reports the 'more correct' CNV topography; further research may assist in this area. The argument in this study rests on the notion that, in contrast to the pre-target baseline, the pre-cue baseline contains no contribution from CNV. This assumption would be negated by the presence of a CNV in the pre-cue period. It is possible, with the fixed 7000ms targetto-cue interval used in this study, that a CNV would arise in that interval; certainly, other researchers have observed CNV with such a long interstimulus interval (Connor & Lang, 1969; Weerts & Lang, 1973) . However, for all conditions, we note the flatness of the pre-cue period (-2000ms to -1000ms) in Figure 2 , indicating the absence of a pre-cue late CNV, as well as the absence of a frontal-negative, parietal-positive 'orienting' wave peaking around 2000ms post-target. Thus, our assumption that the pre-cue baseline contains no contribution from CNV is upheld. Simson et al.'s (1977b) conclusion that differential CNV resolution on NoGo compared to Go trials is the cause of the NoGo P3 topographic difference appears to be incorrect. The retention of the topographic effect after CNV subtraction suggests it is independent of CNV processes, and is likely due to other post-target processes. Given our previous work in the area (e.g., Smith et al., in press; Smith et al., 2008) , we consider motor or cognitive inhibition to be highly probable candidates for such post-target processes producing the NoGo P3 effect, although consideration of these theories is outside the scope of this article.
Although we argue that extension of the method to Immediate responses is unwarranted, we nonetheless wished to compare the results obtained with Immediate responses using the same subtraction method, and observed, again, that temporally different resolution of the CNV cannot account for the NoGo P3 topography. Our results suggest that CNV may affect the amplitude and measurement of the NoGo P3, but we argue that the NoGo P3 topography is not caused by CNV resolution, either for delayed or immediate responses. It follows that 'correction' of Go/NoGo P3 amplitudes by baseline subtraction has no established value and should not be implemented in future research. Figure 2. Grand mean ERP waveforms across conditions to cues prior to Go (green) and NoGo (red) targets. A long pre-cue interval is used for similarity with Simson et al. (1977b) .
Figure legends
Cue onset occurs at -1000 ms and target onset at 0 ms. Little difference is observed between Go and NoGo stimulus types, since the cue was uninformative as to target identity. 
