A technique to simultaneously extract particle image velocimetry (PIV) and synthetic schlieren (SS) information from a two-dimensional flow field is proposed and exemplified with simultaneous velocity and density measurements of the eruption of a laminar thermal line plume. The proposed experimental method employs colour separation in conjunction with two video cameras in order to unambiguously separate the conflicting requirements of both measurement techniques, PIV and SS. This allows true simultaneous measurements, in contrast to previously published approaches. In the present experiments, a precision better than 10 −3 K and 0.02 mm s −1 was obtained for temperature perturbations and velocity, respectively. The measured temperature field shows perturbations of less than 0.1 K as the induced plume first erupts, driving a vortical structure with velocities of around 2 mm s −1 that propagates out in front of the developing thermal structure. The present application of the experimental technique has provided an estimation of the critical Rayleigh number for plume eruption, with excellent agreement with previous works.
Introduction
Particle image velocimetry (PIV; Adrian 1991, Sveen and Cowen 2004) has become the most widely used, nonintrusive technique for extracting velocity information from experimental flows. More recently, the pattern matching ideas on which PIV are based were extended to develop synthetic schlieren (SS; Dalziel et al 1998 , 2000 , 2007 , Sutherland et al 1999 which provides whole-field density measurements. An almost identical approach (known as background oriented schlieren) was developed slightly later by Richard and Raffel (2001) . Researchers studying fluids with varying density (whether due to changes in the composition or temperature) typically desire both velocity and density measurements, making the simultaneous use of PIV and SS an attractive proposition. Whereas PIV typically requires a sheet of light 3 Author to whom any correspondence should be addressed.
illuminating suspended particles, the background 'texture' required for SS must be strongly illuminated to give sufficient depth of field for the optical system. Various approaches have been used for quasi-simultaneous measurements, typically interleaving PIV and SS images. Richard and Raffel (2001) (see also Meier 2002) used stroboscopic illumination of the background in a study of the compressible vortices shed behind a cylinder. In a study of two-dimensional internal gravity waves, Sveen and Dalziel (2005) back-illuminated their PIV particles using an LCD monitor that alternated between displaying a uniform illumination for PIV and a textured image for SS, using a single camera to capture both diagnostic images. The SS processing took account of the PIV particles, that otherwise contaminated the SS image.
An alternative approach was proposed in Dalziel et al (2007) and exemplified with a study to determine the gradient Richardson number in an internal solitary wave. They removed some of the limitations of the earlier technique in this twodimensional flow. In particular, they used two cameras, one of them dedicated to PIV and the other to SS. Also, they used two different light sources: one for PIV and the other for SS. The first provided a light sheet and was kept on all the time, while the second, as in the earlier study by Sveen and Dalziel (2005) , was pulsed using a fast response LCD monitor to generate an interleaved image sequence.
A further approach to simultaneous PIV and SS is proposed herein. As in Dalziel et al (2007) , two cameras and two light sources are used, one each for velocity and density fields. However, in contrast to the previous approach, a separation in colour is used rather than interleaving images in time. This colour separation permits both light sources to be maintained continuously, thus allowing true simultaneous measurement. We illustrate this new approach by considering a starting thermal plume erupting from a line heat source. For the present study a separate computer is used for each camera, although with newer frame grabbers both cameras could have been handled by the same computer.
Experimental set-up
A tank, with internal dimensions of 370 × 165 × 250 mm (length × width × height) comprising 15 mm acrylic walls and a 0.5 mm copper base, was filled with water. The heat source, consisting of a linear array of eight single stage, square Peltier devices, with sides of size d = 15 mm, working as heaters (inducing fluid temperature changes on the order of 0.1 K), was installed across the width of the tank (midway along its length) and attached to the outside of the base. Their position was fixed using an aluminium block that connected them thermally to a heat exchanger held at room temperature by a constant temperature circulator. To either side of the Peltier devices, 20 mm polystyrene foam was used to insulate the gap beneath the copper base. The tank was fitted with a 50 mm polystyrene lid to minimize the influence of evaporative cooling.
The experiments were simultaneously visualized over a 50 × 30 mm region, by the two synchronized video cameras (figure 1). The SS texture (consisting of 0.4 mm diameter clear dots randomly distributed on a black background printed on overhead transparency film) was located 167 mm behind the tank and viewed by a Jai CVM4+CL digital video camera (with a resolution of 1320 × 1024 pixels, here recorded at 8 bits) located 3 m from the tank and fitted with a 2× adapter on an Olympus 135 mm telephoto lens. Backlight for SS is provided using a 5 W cyan Luxeon V power LED from a stabilized constant-current power supply. A second, identical video camera, this time fitted with a 25 mm f0.95 Vortex lens and a red dichroic filter, was used for imaging the PIV particles. The light source for the PIV particles, a 300 W Cermax arc lamp with a parabolic reflector, illuminated 63-71 μm Pliolite S5E tracer particles with a mean concentration in the images of 78 particles cm −2 . The red filter on the PIV camera blocked the cyan light illuminating the SS texture while permitting the tracer particles to be imaged. The PIV camera CCD was aligned vertically with that of the SS camera. However, it was located at 54.5 cm from the plane of the light sheet, 70 mm to the right of the optical axis of the SS camera. This 7.3
• misalignment of the cameras was the minimum necessary to prevent the PIV camera from interfering with the view of the SS camera. (It is worth noting that the misalignment at the central plane of the tank is reduced to around 5.5
• taking into account refractive index effects.) The PIV camera distance was chosen to maximize resolution while keeping particles focused. As a result from this setup, the SS field of view magnification was 1.87 times that of the PIV. The processed measurements from both fields of view were mapped to world coordinates using a reference grid immersed in water. The positional error in our mapping procedure is estimated at less than 0.14 mm, or about 0.3% of the width of the field of view.
If no precautions were taken, ambient thermal noise in the laboratory would have rendered signal-to-noise ratio levels from the SS experimental data unacceptable. In addition to the installation of physical shielding and insulation, the experiments were automated and run overnight when the laboratory's thermal environment was most quiescent and no personnel were present to disturb the conditions. Each set of experimental runs was conducted as follows. A LabView routine retrieved the control parameters, then requested DigiFlow (Dalziel 2007) on the master computer to start the video capture. DigiFlow relayed this onto the instance of DigiFlow on the slave computer, synchronizing the start of the capture, then informed LabView it was ready to start the experiment. Complementary temperature information was measured above and below the bottom plate of the tank using thermocouples. LabView logged temperature and power supply current information while an experiment was in progress. Given the relatively low Reynolds number of the flow, all of the present experiments were recorded at a sampling rate of 8 frames per second for video and 2 samples per second for voltage, current and temperature. Monitoring of the flow features and signals was done remotely and thus did not disrupt the course of experiments. Between each run the system was cooled and mixed for 5 min with the help of a peristaltic pump that recirculated the water inside the tank, then allowed to settle for 40 min before the next experiment was started.
Inevitably, despite our efforts to achieve homogeneous, quiescent initial conditions in the tank, there was some, although slight, residual thermal stratification and motion in most of the experiments. As our SS was only able to measure the perturbation relative to this initial density gradient, and our thermocouples were only accurate to 0.5 K, we cannot be sure of the precise initial thermal stratification. However, based on our SS measurements after the start of the experiment, we believe that at t = 0 the stratification was stable with temperature differences of less than 0.03 K with a bulk temperature of 295.5 K, comparable with the ambient temperature in the laboratory. This weak stable stratification is consistent with our measurements of a weak essentially horizontal drift to the right (∼3 pixels s −1 = 0.15 mm s −1 ) prior to the commencement of heating.
PIV and SS processing were completed using DigiFlow. For PIV, an adaptive, multipass algorithm was used in conjunction with interrogation windows 25 × 25 pixels at a spacing of 12 pixels. Estimates of the precision of the velocity measurements exceed 0.3 pixels s −1 = 0.02 mm s −1 . The pattern matching algorithm, evolved from that presented in Dalziel et al (2000) and Sveen and Dalziel (2005) , largely avoids the problems of peak-locking seen in traditional PIV algorithms. Similar pattern matching algorithms optimized for SS were employed on 21 × 21 pixel windows at a 12 pixel spacing for the density measurements. Here the precision is estimated as better than 0.02 pixels (the precision of ∇ρ /ρ 0 is better than 5×10 −5 mm −1 , where ρ and ρ 0 are the perturbation and reference densities, respectively), based on measurements of the constant temperature prior to the start of the experiments. The precision estimate is consistent with that found in an earlier test using a translated static pattern (Dalziel et al 2000) . (The improvement in accuracy for SS measurements over those for PIV arises largely due to the effect of PIV particles entering and leaving the light sheet within the time interval used in the analysis, a problem that is absent in SS.) The corresponding precision achieved for the line-of-sight averaged temperature is better than 10 −3 K. Based on the analysis by Dalziel et al (2007) applied to the present geometry, the apparent displacement of the particles due to refractive index gradients in the flow is around 6% of the apparent displacement of the texture, which is itself less than around 2 pixels, giving a maximum error in the position of a vector of less than around 1% of the spacing between the vectors. As the rate of change of the density gradient is itself small compared to the frame rate, the error in the velocity due to refractive index effects is much lower again and substantially less than other sources of error. We may, therefore, safely overlook any correction of the PIV results (Elsinga et al 2005 for refractive index variation. Figure 2 shows a sequence of simultaneous measurements of velocity and temperature for a plume driven by a heat flux of q = 0.67 W m −1 . The dashed box shows the spatial extent of the SS measurements, which is smaller than the region in which PIV was performed. Within a few seconds after switching on the heater, a boundary layer begins to grow, both vertically above and at the same time horizontally away from the heater. Horizontal thermal boundary layer growth is driven primarily by the rapid thermal diffusion through the 0.5 mm copper base, effectively increasing the width of the heat source as (κ b t) 1/2 for early times, where κ b is the effective thermal diffusivity of the base. The vertical growth continues until the boundary layer reaches a critical thickness. This critical thickness marks the plume eruption, a phenomenon that has been related to a critical Rayleigh number (Howard 1966) , with the flow assuming a length scale commensurate with the thickness of the thermal boundary layer. The beginning of the eruption is shown in figure 2(a) . Surprisingly, the temperature above the heater seems to be lower than that of the ambient fluid. This is due to the relatively weak stable stratification existing initially at the base of the tank, which is forced upwards as the fluid warmed by the heater begins to swell away from the lower boundary. Fluid at this relatively cool temperature continues to exist, almost undisturbed apart from a slight movement towards the heater, close to the base to either side of the heater.
Results
The circulation visible above the heater in figure 2(a) becomes more pronounced by t = 75 s ( figure 2(b) ), where the positive temperature perturbation is beginning to be visible a few millimetres above the base of the tank. It is clear that this circulation, which must arise due to baroclinic generation of vorticity, moves out in front of the emerging thermal signature, but the core of this circulation is not marked by a stronger temperature perturbation. The measurements suggest that most of the initial 0.5 s −1 vorticity is deposited near the base of the tank. It is possible that entrainment of the slightly cooler, stably stratified fluid near the base of the tank has reduced the buoyancy. It could be argued that as the PIV measurements are for a single plane whereas the SS measurements are line-of-sight averages, the lack of a strong temperature perturbation at the core of the vortices could be due to three-dimensional motions in the plume. However, based on the subsequent development in this experiment, and on similar observations in a set of preliminary experiments, we believe this vortical structure is essentially two-dimensional and driven by inertia resulting from earlier baroclinic vorticity generation.
By t = 95 s (figure 2(c)), the rising thermal plume is clearly visible, carrying warm fluid (with temperatures elevated by around 0.1 K) away from the boundary above the heater. The circulation seen at earlier times is now outside the region in which we have SS measurements (indicated by the dashed box in figure 2) , but it appears likely that the temperature of this circulation remains essentially that of the ambient.
Due to its sensitivity, SS proves an interesting approach to measure this kind of flow, induced by subtle changes in density. Some explanation of our method for integration of the SS gradient fields to obtain the temperature perturbation is required in order to better understand the limitations of the results given by the method. The vector field of apparent displacements measured by SS will, in general, have both an irrotational and a rotational component, although the density gradient itself is irrotational, by definition. We make the projection of the measured apparent displacement field onto an irrotational space unique by minimizing the root mean square value of the rotational contribution. The solution of this least squares problem, solved using a multigrid algorithm similar to that often employed for the Poisson equation (Hazewinkel et al 2010) , then leads naturally to the density perturbation, although there is a single arbitrary constant of integration that is left unresolved. For the present results, we impose the average value of the density perturbation in a region towards the topleft corner of the SS measurement domain to remain equal to zero. We justify this by noting that the density perturbation and the flow in this region should remain small for all times with an only weak velocity from the left due to the imperfect initial condition. However, we recognize that there may be a net change in the temperature of this region as the flow develops, and such a change will offset the temperature perturbation shown here. As the background motion is much weaker than that induced by heating, such a temperature change is not expected to significantly alter the temperature gradients that are ultimately driving the flow.
Previous authors have characterized the eruption of an axisymmetric thermal plume in terms of a critical Rayleigh number based on the total heat flux Q from the source of radius R, the thermal conductivity k of the fluid and a thermal boundary layer width δ. Moses et al (1993) A thermal boundary layer thickness δ of about 2.6 mm, was observed when the plume begins to form ( figure 2(b) ). This yields a critical Ra ≈ 128, in excellent agreement with Moses et al (1993) (see also Castaing et al 1989 , Zocchi et al 1990 . The corresponding temperature scale qδ/kd ≈ 0.2 K is slightly higher than the temperatures observed in the plume in figure 2. The relatively high thermal conductivity of the 0.5 mm copper base causes the effective width of the heat source to increase beyond the d = 15 mm width of the Peltier devices (this is particularly noticeable in figure 2(a) ), and thus to decrease the induced temperature of the fluid. Of course, the total buoyancy input is unchanged by this, explaining why the critical Rayleigh number remains comparable.
Conclusions
The colour separation approach to simultaneous PIV and SS used in this study has some advantages over the interleaving approach of previous authors. Perhaps the greatest of these are the truly simultaneous sampling and avoiding the need to phase lock the capture system with the illumination. While the limited temporal response of the LCD monitors used in the earlier studies Dalziel 2005, Dalziel et al 2007) posed fairly stringent restrictions, for the present study we could easily have strobed the LED we used for illuminating the SS pattern. However, timing and stability issues derived from the latter approach are avoided using the present colour separation application.
Our selected set-up here is only one of many possibilities using the same basic idea. In the simplest variants, we could have employed a red LED with perhaps an argon-ion laser, placing suitable red and (optionally) cyan filters over the SS and PIV cameras, respectively. The present cyan LED would of course work equally well with a helium-neon or diode laser.
Other technologies are available for simultaneous measurements of velocity and density in buoyancy-driven flows. For instance, laser-induced fluorescence (LIF) is widely used in conjunction with PIV (e.g. Westerweel et al 2002) . However, LIF is unsuitable in the present thermally stratified case, as there is no method of introducing dye that will mark temperature, even before considering the differences in their relative diffusivities. Thermochromatic liquid crystals, on the other hand, have proven useful in thermally convective flows in liquids (e.g. Zocchi et al 1990 , Ciofalo et al 2003 and their use is not limited to two-dimensional flows, although there are difficulties in working at the small scale of the present experiments and the cost of the encapsulated liquid crystals is relatively high.
Although adding slightly to the complexity, the use of two video cameras substantially improves the accuracy and flexibility of the present measurements. This is mainly due to the ability to set appropriate lens apertures for both PIV (large) and SS (small).
The new approach to combining PIV and synthetic schlieren techniques using colour separation has proven a convenient and effective way of obtaining true simultaneous velocity and density measurements in this two-dimensional flow. Although this technology relies on two cameras (and here we used two computers), its simplicity and the relatively low cost of the camera make it a very attractive solution. In the present experiments, a precision of better than 10 −3 K and 0.02 mm s −1 was obtained for temperature perturbations and velocity, respectively, in a 50 × 30 mm region. Finally, the present application of the experimental technique has provided an estimation of the critical Rayleigh number for plume eruption, using the critical thermal boundary layer thickness as a length scale, with excellent agreement with previous works.
