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Abstract
The work presented in this thesis investigates energy transport in laser irradiated
solid targets containing a diagnostic buried iron layer. Energy transport in laser-
plasmas is important to inertial confinement fusion and other applications, for
example laser ablation, particle acceleration and x-ray production.
The steep temperature and density gradients between the critical density (max-
imum penetration density for the laser) and ablation surface, plus the role of
fast electron and radiation make energy transport in laser-plasmas a complex,
non-linear issue. Laser energy can be transported into a solid target by thermal
conduction, hot electron heating and radiation transport. To understand the in-
terplay between these non-linear heating processes it is important to accurately
characterise plasma conditions as the energy transport occurs. An experiment con-
ducted at the Lawrence Livermore National Laboratory, USA irradiated buried
iron layer targets using a 2 ps, 1017 Wcm−2 laser with the subsequent L-shell
iron emission recorded using a high resolution (resolving power ' 500) grating
spectrometer. The HYADES 1D hydrodynamic fluid code and the PrismSPECT
collisional-radiative code were used to simulate the plasma conditions and the
L-shell iron emission. A comparison between the simulated spectra and experi-
mentally recorded L-shell emission suggests that the iron layer is heated instanta-
neously by hot electrons and radiation transport and that this modifies thermal
electron conduction. The thermal flux limiter and laser energy-hot electron con-
version efficiency have been determined by comparing experimentally recorded
L-shell emission to simulated synthetic spectra. As the iron layer expands and
cools, the population of lower ionisation states increases. A novel technique has
been developed to characterise the electron temperature and density from L-shell
emission spectra using the Saha-Boltzmann equation and multiple line ratios of
adjacent ionisation states.
An experiment at the LASERIX facility, France used an extreme ultraviolet (EUV)
laser as a back-lighter, to probe high density laser irradiated buried iron layer
targets. The transmission through the iron layer was simulated using TOPS,
PROPACEOS, IMP and HYADES opacity models. This investigation has found
that higher opacities are required for plasmas at 20 eV and 0.3 gcm−3 in order to
account for the drop in transmission at 20 ps after laser irradiation. Radiation
transport dominates the heating of the buried iron layer when irradiated by a
well defined prepulse. The expanding coronal preplasma efficiently produces hot
electrons, however because of the larger stopping distance associated with ’su-
perthermal’ electrons, the heating due to hot electrons is negligible compared to
the radiation heating effect.
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Chapter 1
Introduction
This thesis will investigate energy transport mechanisms in high density laser
produced plasmas using buried layer targets1
The study of energy transport is important to both astrophysical (e.g stellar evolu-
tion, star and planetary formation) [1] and laboratory laser produced plasmas (e.g
inertial confinement fusion (ICF), x-ray sources, particle accelerators). Energy
transport processes can also influence laser-plasma interactions such as hydrody-
namic instabilities, x-ray production and laser ablation. Energy transport can
be a highly complex non-linear issue, due to the large temperature and density
gradients produced between the critical density and the ablation surface in laser
plasmas and the multiple heating process which occur simultaneously.
This thesis will demonstrate how the interplay between competing energy trans-
port mechanisms can be diagnosed by using buried layer targets. As the laser
propagates upto the critical density, the buried layer is heated by energy trans-
port mechanisms that subsequently ensue between the critical density and the
1A buried layer target contains a solid thin diagnostic layer and is tamped either side with
typically plastic layers. A laser irradiates the plastic and heat is transported to the buried layer
material typically before significant expansion can occur.
1
ablation surface. By probing with an EUV laser and recording the emission which
emanates from the buried layer, energy transport mechanisms can be diagnosed.
1.1 Inertial Confinement Fusion.
To understand the broader context of this thesis it is important to understand the
role of energy transport in high density plasmas such as those produced in inertial
confinement fusion.
Nuclear fusion occurs in the Sun when nuclei gain sufficient energy to overcome
electrostatic repulsion and fuse together under the strong force releasing energy.
However, without the immense gravitational forces found in the Sun, replicating
the nuclear fusion process here on Earth requires the formation of stable plasmas
with conditions2 that are difficult to achieve.
Inertial confinement fusion (ICF) seeks to demonstrate the fusion of deuterium
and tritium atoms3 in the short time required for a high density plasma to disas-
semble. Energy released could be converted to heat to power a turbine and hence
generate electricity. J. Nuckolls in 1972 predicted lasers could compress material
sufficiently for nuclear fusion [2]. Since then numerous scientific and technological
advancements have led to the culmination of the National Ignition Facility (NIF)4.
The NIF uses 192 neodymium-doped phosphate glass laser beams of energy 1.8 MJ
to investigate laser fusion. NIF has also performed experiments investigating high
energy density plasmas (HEDP) and x-ray effects as well as fundamental science
[3].
2Fusion plasmas require high temperatures so nuclei gain enough energy to overcome Coulomb
repulsion.
3Deuterium and tritium are isotopes of Hydrogen. The deuterium nucleus contains a neutron
and a proton, whereas tritium nucleus has 2 neutrons and 1 proton.
4The national ignition facility evolved from a range of predecessors including Janus, Shiva
and Nova.
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The impact of a high powered laser on an ICF capsule causes the outer layer to
ablate. By Newton’s third law, the outer layer rapidly expands and forces the
inner material to implode under the ablation pressure. At peak compression5 the
mass inertia holds the plasma together for a time interval ' 100 ps producing high
temperature and density conditions that ignite a small fraction of the fuel (hot
spot). A burn wave subsequently ignites the ’colder’ DT fuel as alpha particles
are reabsorbed. For optimum re-absorption of alpha particles, the central hot spot
should have a confinement parameter of ρR ∼ 0.3 gcm−2 at temperature, T ' 10
keV. The neutrons produced from the fusion reactions typically have a larger mean
free path and therefore escape the inner burning plasma [3].
There are numerous avenues to ICF but schemes referred to as direct and indi-
rect drive are the dominant paths which are currently being investigated6. Direct
drive occurs when lasers impinge directly onto the ICF capsule producing a coronal
plasma and ablating a shell containing deuterium and tritium [4]. The advantage
of direct drive is that a larger gain output is predicted while using lower pow-
ered incident lasers [5]. However, non-uniformities in the laser beam (imprint)
can seed large hydrodynamic instabilities and distort implosion symmetry, there-
fore reducing the output gain. To deliver the laser energy more uniformly onto
the capsule, indirect drive was developed [2]. The NIF follows the indirect drive
approach where lasers indirectly ablate the shell of a DT capsule by striking the
hohlraum7 wall, which re-radiates x-rays onto the DT capsule ablating the surface
more symmetrically compared to direct drive.
To ensure ICF is an economically viable alternative energy source substantial
improvements are required to increase the efficiency of both the laser system and
the physical processes. Currently only ∼ 5− 15% of the laser energy reaches the
5The target is compressed to a 1000 times solid density
6Fast ignition, shock ignition and Z-pinch are other alternatives.
7A hohlraum is an space or cavity with high radiation energy density
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Figure 1.1: (a) Direct drive - lasers spherically illuminate a DT capsule from
all angles compressing the target to high temperature and densities. Laser im-
print can seed large hydrodynamic instabilities leading to asymmetric implosion,
which reduces the energy output. (b) Indirect drive - lasers strike the inside of
a hohlraum capsule producing a sea of x-rays which heat the inner DT pellet
more uniformly compared to direct drive. However, larger powered lasers are
required to reach ignition conditions due to energy losses.
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capsule due to losses from scattered light, generation of low density plasmas, x-
rays escaping from the laser entrance hole (LEH) and heating of the hohlraum wall
[3]. Producing the plasma conditions required for ignition is hindered by processes
such as hot electron preheat and hydrodynamic instabilities, which are influenced
by aspects of energy transport.
1.2 Energy transport in laser produced plasmas.
A plasma can be categorised into two regions depending on whether the electron
density is less (underdense) than or above (overdense) the critical density. Laser
energy is absorbed in the underdense plasma upto the critical density by collisional
absorption processes. A mixture of transport processes transfer the energy away
from the critical density into the ’cold’ overdense solid material. The energy is
transported by mainly electrons and photons, rather than the heavier ’immobile’
ions. An introduction to energy transport mechanisms in laser produced plasmas
will be discussed in greater detail in chapter 2.
1.2.1 Energy Transport in Inertial Confinement Fusion (ICF)
plasmas
Different energy transport mechanisms are responsible for imploding ICF capsules,
for example, electron conduction is required in direct drive, whereas indirect drive
relies upon x-ray radiation transport. A physical understanding of energy trans-
port is required to optimise the hohlraum capsule design. The energy transport
mechanisms resulting in x-ray ablative drive, x-ray production and radiative en-
ergy loss in hohlraum targets emphasise the importance of understanding energy
transport schemes in inertial confinement fusion.
5
Hohlraum x-ray emission
The purpose of a hohlraum capsule is to absorb the laser energy and re-emit x-
ray radiation more uniformly onto the inner DT pellet, therefore reducing the
growth of hydrodynamic instabilities compared to direct drive. At the NIF, lasers
rapidly ionise the inside of the gold hohlraum wall, producing a highly opaque
plasma. The laser energy is absorbed predominantly by inverse bremsstrahlung
in the large coronal plasma produced by the ∼ ns laser drive pulses. Within this
highly opaque plasma x-rays are re-absorbed and re-emitted producing a relatively
uniform Planckian radiation field at a particular hohlraum temperature.
A mixture of high Z materials including uranium and gold have led to the de-
velopment of ’cocktail’ hohlraums [6] where the elements are carefully chosen to
ensure that a dip in opacity of one material overlaps with a higher opacity from
another, therefore producing a higher mean opacity. This increases the albedo8 of
the hohlraum wall.
Hohlraum wall losses
The radiative flux balance on the hohlraum wall is given by,
St = Sl + Sx = SR + Sh (1.1)
where St is the total incident flux, Sl is the absorbed laser fluence, Sx is the flux
of x-rays falling from adjacent walls, SR is the re-emitted x-rays from the wall
and Sh is the radiative flux lost to the hohlraum wall (see figure 1.2). Radiation
transport drives a diffusive thermal wave into the hohlraum wall. The use of a
high Z material such as uranium increases the mean opacity of the hohlraum,
8The fraction of x-ray power incident on the walls that is re-emitted is called the wall albedo.
6
Flux 
absorbed 
by wall
Wall
Total flux
Radiated 
flux
Cavity
X-ray conversion 
zone
nc
Figure 1.2: A diagram showing the energy flux balance of a hohlraum. The
laser energy is absorbed upto the critical density by inverse bremsstrahlung.
Energy is transported away from the x-ray conversion zone by electron con-
duction and radiative transport therefore reducing the hohlraum temperature.
Cocktail hohlraums reduce radiative energy loss to the wall because the plasma
produced has a higher mean opacity.
therefore inhibiting the flow of radiation into the ’cold’ overdense plasma wall [7].
It is important to understand opacity and the flow of radiation to limit the energy
loss through the wall.
X-ray ablative drive
X-ray ablation occurs when the x-ray radiation emitted from the hohlraum de-
posits its energy onto the surface of the capsule. The x-rays produce shock waves
which compress and heat the target. Radiative drive depends on the opacity of
the ablator material. The ablator materials are chosen so that the opacity is high
at lower temperatures to ensure efficient absorption of the incident energy. How-
ever, at higher temperatures the opacity is lower so that radiation can propagate
to the ablation front. To improve the efficiency of x-ray ablative drive, capsules
made from low Z materials which have a lower opacity are preferred, so that ra-
diation can propagate to greater depths into the target. Designs incorporated
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plastic shells and also beryllium which has increased thermal conductivity, tensile
strength, density and lower opacity [8].
Ablator shells are often doped with high Z materials to counteract fuel preheating
by M- and O- band x-ray radiation generated in beam interaction spots on the
hohlraum wall. Radiation transport will be discussed in further detail in chapter
2.
Hot electron pre-heat
Laser-plasma interactions such as resonance absorption and parametric instabili-
ties can produce a surplus of high energy (keV - MeV) hot electrons (see section
2.3). These hot electrons have a high penetration depth and therefore can pre-
heat the cold DT fuel. Hot electron pre-heat increases the entropy of the DT fuel
before the compression wave arrives, thus preventing the capsule from imploding
efficiently. The production of hot electrons is dependent on a wide range of fac-
tors including laser polarisation, intensity and incident angle. Chapter 2 further
details the theory behind hot electron transport in high density laser produced
plasmas. Chapters 5 and 6 investigate the laser energy-hot electron conversion
efficiency and the efficiency of resonance absorption using an extreme ultraviolet
(EUV) laser.
1.2.2 Energy transport in buried layer targets
A buried layer target comprises a thin layer of material which is tamped by e.g.
plastic substrate layers on either side to retard plasma expansion after laser irradi-
ation, therefore producing relatively uniform high density plasmas (see figure 2.1)
[9]. As the laser impinges onto the plastic layer it rapidly ionises and ablates. The
energy is then transported from the critical density to the buried layer typically
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Figure 1.3: A diagram of a buried layer target with an incident p polarised
laser showing the energy transport (hot electrons, thermal conduction and ra-
diative transport) from below critical density, nc to the buried layer.
by a combination of thermal conduction, hot electrons and radiation transport.
Buried layer targets have paved the way to numerous discoveries related to energy
transport in high density plasmas. For example, by varying the plastic target over-
lay thickness, the electron preheating of the buried layer was estimated [10, 11].
The irradiation of buried layer targets with short pulsed lasers offer the possibility
of producing high density and temperature plasmas with limited temporal and
spatial gradients. Ultrafast heating of buried layer targets using short pulsed
lasers have demonstrated the ability to produce highly uniform plasmas for a short
duration of time, before the onset of hydrodynamic expansion [12]. Due to the
high densities and temperatures conditions produced by ultrashort laser pulses, it
is possible that the buried layer can reach close to local thermodynamic equilibrium
conditions. Using Kirchoff’s law the opacity can be deduced from the emissivity
of the plasma at LTE conditions [13]. Previous investigations have used short
pulse lasers to measure opacity at extreme plasma conditions using buried layer
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targets [14, 15]. To accurately determine the opacity of the buried layer the plasma
conditions must be accurately diagnosed [16]. Previous experiments at AWE have
used low-Z aluminium buried layer targets and K-shell spectroscopy to infer plasma
conditions [17]. In collaboration with AWE and Lawrence Livermore National
Laboratory, chapter 5 extends this concept by investigating the heating of mid-Z
buried iron layer targets and L-shell spectroscopy to deduce plasma conditions
[18].
1.3 Summary
Energy transport is important in laser produced plasmas and relevant to inertial
confinement fusion where dominant energy transport mechanisms like radiation
transport, hot electron heating and thermal electron conduction can affect ablative
drive, hohlraum temperatures, hydrodynamic instabilities and hot electron pre-
heating of the inner capsule fuel. Due to the volatile nature of heating a solid
target to a plasma, a wealth of laser-plasma interactions ensue, resulting in a
rapidly evolving plasma with numerous energy transport mechanisms. As the
buried layer is heated by energy transport mechanisms, diagnosing the conditions
of the buried layer can provide an insight into the energy transport (heating)
processes. This thesis investigates energy transport mechanisms using buried iron
layer targets, a high resolution grating spectrometer and an extreme ultraviolet
(EUV) laser as diagnostics.
1.4 Work undertaken by author
This thesis presents measurements of energy transport in buried layer targets that
are irradiated by high powered lasers. Chapters 2 and 3 introduce the core concepts
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related to laser-plasma interactions, energy transport processes and spectroscopy.
Chapter 4 details the instrumentation and diagnostics used to support this work.
Chapter 5 develops the understanding of energy transport in high density plasmas
using L-shell emission spectra observed from the irradiation of buried iron layer
targets using a high resolution grating spectrometer. The author worked with the
COMET laser team at the Lawrence Livermore National Laboratory and recorded
L-shell iron emission spectra using a high resolution grating spectrometer. The
HYADES [19] code was operated by the author to simulate laser irradiated buried
iron layer conditions. Post-processing the HYADES simulated data into the Prism-
SPECT [20] collisional-radiative code the author simulated L-shell iron emission
spectra (see chapter 5). A novel technique was developed by the author to deter-
mine the electron temperature and density using line ratios of adjacent ionisation
states and the Saha equation. In chapter 5 the author has demonstrated that iron
L-shell emission can be used to deduce the laser energy to hot electron conversion
efficiency and the thermal electron conduction flux limiter.
The probing of plasmas using an extreme ultraviolet (EUV) laser in order to
diagnose the interplay between certain energy transport schemes is discussed in
chapter 6. The author was involved with an experiment at the LASERIX facil-
ity, which recorded the EUV transmission through buried iron layer targets that
were irradiated by short pulse lasers. The author simulated the EUV laser trans-
mission through the target using a post processor produced by L. Hobbs. The
author modified the post-processor to include HYADES simulated buried iron
layer target conditions and opacity data from PROPACEOS and IMP codes. The
EHYBRID code was operated by the author to model the LASERIX EUV laser.
The radiation absorption within the buried iron layer were calculated using TOPS,
PROPACEOS, HYADES and IMP opacity codes by the author. The IMP opacity
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was simulated by S. Rose, however the author modified the IMP opacity look-up
table to simulate the drop in transmission 20 ps after laser irradiation.
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Chapter 2
Background Theory of laser
interactions
Some of the physics underlying key aspects of laser-plasma interactions and energy
transport is discussed in this chapter. The chapter begins with an introduction to
high powered lasers. The physics of laser-plasma interactions is briefly described
in section 2.2. Laser absorption processes such as inverse bremsstrahlung and
resonance absorption are introduced in section 2.3. As this thesis focusses on
how energy is transported into buried layered targets, section 2.4 explains the
theory behind the dominant energy transport processes of thermal conduction,
hot electron transport and radiation transport. Chapters 5 and 6 further develop
an investigation of energy transport and the interplay between competing heating
processes using spectroscopy and extreme ultra-violet laser diagnostics.
2.1 High power pulsed lasers
Materials such as crystal, glass and ceramics can be used as the lasing medium for
solid state lasers. The lasers used in chapters 5 and 6 used crystals (Nd:YAG and
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Ti:sapphire respectively) as their laser oscillator gain medium. Crystal solid state
lasers have thermal conductivities (∼ 0.14 W/cmK) an order of magnitude larger
than glass (∼ 0.01 W/cmK), hence they can sustain higher pumping powers and
faster repetition rates [22]. A brief description of the laser technology used for the
experiments of this thesis is given in the following sub-sections.
2.1.1 Chirped pulse amplification
Laser amplifier chains have been used to increase the power of laser pulses em-
anating from laser oscillators up to Petawatt levels [23] by using chirped pulse
amplification (CPA). The overall concept of CPA was first envisaged in the 1960s
to increase the power available in radar [24]. A laser pulse is stretched, typically
by a pair of gratings to allow low frequency components to travel a shorter path
length compared to higher frequencies, resulting in a positively chirped pulse. The
stretched pulse can be amplified with power-remaining below the damage threshold
of the laser medium. After amplification, the pulse then passes through a compres-
sor consisting again of two large gratings resulting in a short duration high power
laser pulse. The LASERIX [25] and COMET [26] laser facilities both employed
the CPA technique to produce focussed laser pulses ∼ 1016 − 1018 Wcm−2.
2.1.2 Nd:YAG laser
Nd:YAG (Y3Al5O12) crystals are widely used in laser technologies [27, 28]. The
strongest Nd:YAG lasing line transition (4F3/2−4I11/2) produces photons with a
wavelength of 1064 nm. Nd:YAG lasers can either run continuously or in a pulsed
mode with mode-locked pulses of picosecond duration [22]. The COMET laser used
in chapter 5 employed a 4-stage Nd:phosphate glass amplifier to increase the 1064
nm, 2 ps laser pulses to an output energy of ∼ 10 J [29]. A 4 stage Nd:phosphate
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amplifier which comprised 7 mm, 16 mm, 25 mm and 50 mm diameter amplifying
rods [26] was employed. Each amplifier has a successively larger diameter to ensure
the irradiance of the amplified beam remains below the damage threshold of the
glass. After a final double pass through the 50 mm diameter rod amplifier, the
laser beam diameter has increased to 8.5 cm [26].
At low laser intensities the polarisation in a material is typically linearly pro-
portional to the electric field of the laser. However, at high laser intensities the
polarisation can behave non-linearly with the laser electric field. In chapter 5 a
KDP crystal was used to produce frequency doubled (532 nm) light. The conver-
sion efficiency from to second harmonic light was ∼ 50%. Due to the non-linear
nature of frequency doubling, the contrast of the laser pulse increases to 108 [17].
The COMET laser was focussed using a f/3.72 off-axis parabola mirror to produce
irradiances of ∼ 1017 Wcm−2.
2.1.3 Ti:Sapphire laser
The four-level Ti:sapphire (Ti:Al2O3) laser produces laser pulses with a large
bandwidth of lasing frequencies of wavelengths ranging between 660 − 1180 nm.
Ti:sapphire crystals are commonly used as mode-locked lasers and can produce
ultra-short laser pulses (∼ fs). The LASERIX laser which was used in chapter 6
operated at a wavelength centred at 800 nm with a pulse duration (τp) of ∼ 35 fs.
The pulse energy of 21 mJ was focussed using a f/8 mirror to produce irradiances
on target of ∼ 1016 Wcm−2.
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2.2 Laser plasma physics
When a focussed high intensity laser (intensity > 109 Wcm−2) strikes a solid tar-
get, a plasma is produced with the initial free electron created by multi-photon
processes [30]. The initial free electrons enable further ionisation as the incom-
ing laser pulse heats them directly. As the peak irradiance for the experiments
reported in this thesis are 1016 − 1018 Wcm−2, it is important to be aware of
plasma produced by any pre-pulse irradiation (> 109 Wcm−2) created before the
main pulse. For long pulsed laser irradiation (> ns) of solid targets it is possible
for the initial plasma to expand during the laser pulse. However, for shorter laser
pulse durations < ps the heating occurs mainly before the onset of thermodynamic
expansion.
Heated initially stationary plasma expands as a rarefaction wave at the ion acoustic
sound speed, cs which is given by,
cs =
√
Z∗kBTe
mi
(2.1)
where Z∗ is the average ionisation, kB is the Boltzmann constant, Te is the electron
temperature and mi is the mass of ion. The electron density profile in the x-
direction for a self-similar isothermal expansion can be written [31],
ne(x) = ne(0)exp
(
− x
cst
)
(2.2)
where n0 is the electron density at the solid surface (x = 0). Equation 2.2 shows
that a wide range of densities evolving rapidly in time t are produced when an
initially solid density plasma freely expands.
Employing buried layer targets, where a thin layer of material in a target is studied
can significantly reduce the density range of the material. Overlay material at the
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front of the target (towards the laser) tamps the buried layer forward expansion.
This is shown in figure 2.1 where the HYADES code has simulated plasma con-
ditions (ρ and Te) for a buried iron target and a bare iron target. The plasma
conditions within the buried iron layer are much more uniform compared to the
bare iron target.
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Figure 2.1: The HYADES 1D code was used to simulate the mass density
and electron temperature for bare foil and buried iron layer targets. Each zone
through the buried iron layer is represented as a blue curve. Figures (a) and
(b) show the ρ and Te conditions within the buried iron (50 nm) layer target.
Figures (c) and (d) show the ρ and Te conditions within the bare iron foil (50
nm) target. The laser irradiance in the HYADES code was set to 3 × 1017
Wcm−2 in a 35 fs pulse and a flux limiter of 0.06 was used.
The intensity of a laser pulse, I is related to the maximum electric field, E0 by,
I =
1
2
0c〈E2〉 (2.3)
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where 0 is the vacuum permittivity and c is the speed of light in a vacuum.
For high intensity lasers such as those used in chapters 5 and 6 with intensities
∼ 1016 − 1018 Wcm−2 the electric field (E0) ranges between ∼ 8 GVm−1 - 8
TVm−1. Such strong electric fields oscillate electrons in a quiver motion whilst
the ions remain relatively stationary due to their larger mass. Low laser intensity
pulses can also drive electrons in a quiver motion.
A dispersion relation describes the relationship between the radiation frequency
and the wave vector, k. For a plane wave solution of the electromagnetic wave
equation, the dispersion relation is given by [31],
ω2L = ω
2
pe + k
2c2 (2.4)
where ωL is the laser frequency and ωpe is the plasma frequency. As the laser
frequency approaches the plasma frequency, the plasma becomes opaque to the
incident laser light as ωL < ωpe. The laser energy propagates upto the critical
density, nc of the target where the laser energy is predominantly absorbed and
reflected. The critical density (m−3) is given by,
nc ' 1.1× 10
15
λ2
(2.5)
where λ is the wavelength of the laser in metres.
As the critical density is inversely proportional to the wavelength squared (equa-
tion 2.5) a shorter wavelength laser propagates to a greater electron density. The
LASERIX extreme ultraviolet (EUV) laser operating at 13.9 nm utilised this pen-
etration and was used to probe high density laser produced plasmas in chapter
4.
Figure 2.2 shows the temperature and density profile of a target irradiated by a
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Figure 2.2: A HYADES 1D simulation showing the mass density and electron
temperature profile as a function of distance when a frequency doubled ('
0.5µm) laser irradiates (3× 1016 Wcm−2) a solid iron target, producing a high
density plasma. The various energy transport and plasma processes that occur
in the coronal plasma and dense plasma regions of the target are shown. The
critical density, ablative flow, original surface, peak compression and shock front
are also displayed.
laser as a function of distance (normal with respect to the target). The plasma
density locally steepens at the critical density because photons reflect and exert
twice the light pressure onto the plasma as well as depositing energy locally [31]
(see figure 2.2).
19
V(x)
x
(a)
n photons
e--Eion
V(x)
x
(b)
n photons
e--Eion
e-+ Ef
Figure 2.3: An electron is bound by a potential well V(x) with a ground
state energy, −Eion. (a) The electron is ejected from its bound state into the
continuum level due to the absorption of multiple n photons - multi-photon ion-
isation. (b) If the number of photons absorbed exceeds the ionisation threshold
the electron gains kinetic energy, Ef .
2.3 Laser absorption
2.3.1 Multi-photon absorption
A photon incident on a solid target with sufficient energy to overcome the ioni-
sation potential can liberate an electron by the photoelectric effect. However, for
lasers the photon energy is usually less than the ionisation energy, and ionisation
can only occur by multi-photon and optical field ionisation. For a high power laser
this occurs within the first few cycles of the laser electric field and creates the first
free electrons with which the remainder of the pulse interacts.
Multi-photon ionisation (MPI) occurs when several low frequency photons collec-
tively exceed the ionisation energy and propel the electron into the free continuum
level (see figure 2.3). Electrons which absorb more photons than the ionisation
threshold gain kinetic energy, Ef ,
Ef = n~ω − Eion (2.6)
where n is the number of photons absorbed. The presence of an intense electric
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Figure 2.4: (a) The suppression of potential well V(x) by a strong electric field
increases the probability that a wave function can tunnel through the barrier and
ionise - tunneling ionisation. (b) Extremely intense electric fields can suppress
the barrier allowing electrons to ionise rapidly over the barrier.
field from a high intensity laser pulse can suppress the atomic potential and reduce
the energy required to ionise an electron (see figure 2.4). As a result an electron
can quantum mechanically tunnel through the potential barrier and ionise; a pro-
cess known as tunnelling ionisation. For laser intensities above 1016 Wcm−2 the
electric field (corresponding to ∼ 8 GVm−1) can remove the potential barrier to
the electron entirely, therefore ionising the electron spontaneously by ’over the
barrier’ ionisation.
For linearly polarised light the ionisation is localised at the peaks and troughs of
the electric field where the electric field magnitude is at its maximum. Keldysh
theory [32] shows that multi-photon and tunnel ionisation are two regimes of non-
linear ionisation. Keldysh investigated the laser intensity dependence on ionisation
potential and calculated the transition between multi-photon and tunnel ionisation
regimes which is given by the Keldysh parameter,
γ ∼
√
Eion
φpond
(2.7)
where the energy gained by an electron from the oscillating electric field is given
by the ponderomotive potential, φpond. For γ < 1 barrier suppression ionisation is
dominant and when γ > 1 multi-photon ionisation occurs.
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2.3.2 Inverse bremsstrahlung
Bremsstrahlung emission occurs when a free electron decelerates due to the influ-
ence of a neighbouring ion, resulting in the emission of a photon with an energy
equal to the kinetic energy lost by the free electron. When a free electron in
the field of an ion accelerates by absorbing a photon of incident radiation, this
is known as inverse bremsstrahlung. Subsequent collisions distributes the laser
energy within the plasma to other free electrons.
The rate of collisional absorption is dependent on the electron-ion collision fre-
quency in a plasma, which is given by [34],
νei =
4(2pi)1/2
3
neZfe
4
m2v3te
ln Λ (2.8)
where Zf is the number of free electrons per atom, ne is the electron density, Te is
the electron temperature, lnΛ is the Coulomb logarithm (lnΛ = bmax/bmin). The
absorption coefficient, κ due to inverse bremsstrahlung is given by [33],
κ =
√
2pi
16pi
3
(Z∗)2nenie6 ln(Λei)
c(mekTe)3/2ω20
√

(2.9)
where the average ionisation (Z∗), laser angular frequency (ω0), dielectric per-
mittivity ( = 1 − ω2pe
ω20
) are incorporated into the equation. Compared to other
processes, the total collisional absorption, AL taking into account the absorption
of laser light up to the critical density and its subsequent reflection can be calcu-
lated using,
AL = exp
(
−2
∫ 0
−∞
κ(x)dx
)
. (2.10)
The collisional nature of inverse bremsstrahlung ensures that there is an inher-
ent laser intensity dependence. The collisional absorption process is dominant
at low laser intensities I < 1014 Wcm−2. At higher laser intensities > 1015
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Figure 2.5: This figure shows a p-polarised ray incident upon a target. The
laser turning point occurs at nccos
2θ. The p-polarised light resonantly excites
electron plasma waves across the critical density leading to resonance absorp-
tion.
Wcm−2, larger plasma temperatures reduce the electron-ion collision frequency
[34], therefore the heating due to collisional absorption decreases. In chapter 5
inverse bremsstrahlung absorption is mainly responsible for heating a front plastic
tamper layer. Energy transport mechanisms subsequently heat a buried iron layer
in the target.
2.3.3 Resonance absorption
When p-polarised light is incident upon a target at oblique angles, resonance
absorption occurs. For an angle (θ) the laser pulse penetrates up to a turning
point electron density, nccos
2θ, where nc is the critical density. The laser energy
subsequently tunnels to the critical density where the electric field swells to a high
value due to the refractive index approaching zero (see figure 2.5). The driving
laser frequency causes electron plasmas waves to resonate at the critical density
so that electrons are accelerated to KeV - MeV energies [35]. The resonant waves
are damped by collisions at low intensities < 1015 Wcm−2 or by particle trapping
and wave breaking at high intensities > 1015 Wcm−2. The hot electrons produced
penetrate and heat the over-dense plasma region.
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Figure 2.6: This figure shows a measure of the resonance absorption effi-
ciency as a function of τ , where τ = (ωL/c)1/3 sin θ. The red dot indicates the
absorption efficiency for plasmas produced without a prepulse and the blue dot
indicates those which are produced with a prepulse for the conditions of chapter
6 with scale length L calculated using HYADES simulations.
A measure of the resonance absorption efficiency, φ(τ) is given by,
φ(τ) ' 2.3τexp
(−2τ 3
3
)
(2.11)
where τ = (ωL/c)1/3 sin θ [31]. The absorption, fA is given as fA ∝ φ(τ)22 . The res-
onance absorption efficiency is dependent on the incident angle, θ, laser frequency
ω and the plasma density scale length, L. The optimum resonance absorption
efficiency is approximately at τ ∼ 0.8. As τ → 0 the efficiency decreases because
of the sinθ dependence. However, at large τ the efficiency decreases because the
incident wave has to tunnel through a larger scale length plasma, L. The efficiency
of resonance absorption was calculated in chapter 6 for plasmas with long ' 1µm
and short ' 0.2µm scale length. A deliberte prepulse produces an expanding
coronal plasma with the longer scale length. Figure 2.6 shows that the resonance
absorption efficiency is comparable for plasmas which are produced with a prepulse
compared to those which are irradiated without a prepulse under the conditions
of the experiment described in chapter 6.
In chapter 6 a diode array was used to record the hot electron bremsstrahlung
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emission spectra. Filters of varying thickness were placed over four seperate diodes
to determine the bremsstrahlung emission spectra at specific spectral frequencies
chosen such that the gradient of the bremsstrahlung emission can be deduced.
At moderate laser intensities (1014 − 1018) the plasma temperature scales as ∝
I4/9 [36]. Laser intensities above > 1015 Wcm−2 ionise plasmas to high electron
temperature which subsequently behave as collisionless plasmas. This is because
the collisional absorption coefficient reduces at higher electron temperatures due
to the ∝ 1
T
3/2
e
dependence. Collisionless absorption processes such as resonance
absorption dominate at higher laser intensities.
2.3.4 Other absorption mechanisms
High laser intensities ∼ 1018 Wcm−2 can produce steep density profiles which lead
to collisionless absorption schemes such as Brunel absorption, anomalous skin
effect and j × B acceleration. The laser electric field penetrates to a skin depth,
ls = c/ωpe. Electrons within the skin depth of the laser are highly influenced by
the large electric fields and therefore oscillate with a relativistic quiver velocities.
The Brunel effect [37] also known as vacuum heating describes the absorption of
laser energy at intensities above 1018 Wcm−2 where the plasma density gradient
become very steep. At the plasma-vacuum interface the intense laser electric field
accelerates electrons into the vacuum beyond the Debye length, λD. The reversal
of the laser electric field accelerates the electrons back towards the solid target
surface. The electric field penetration is limited to the skin depth ∼ c/ωp, however
the energised electrons propagate in the polarised electric field direction.
Under the normal skin effect electrons oscillate within the skin depth, ls and
distribute the laser energy through collisions with ions (inverse bremsstrahlung).
However, the anomalous skin effect describes the absorption of the laser energy by
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electrons which have a mean free path larger than the skin depth, λe > ls. As a
result the laser energy is distributed non-locally within an enlarged skin depth, la
which is given by Weibal et al [38],
la '
(
c2vte
ωω2p
)(1/3)
(2.12)
With j × B acceleration electrons are driven by the v × B Lorentz force in the
direction of the laser beam. The j × B acceleration occurs at twice the laser
frequency and operates for all polarisations except circular and is most effective
at normal incidences [34].
2.4 Energy transport
Laser produced plasmas are complex due to the rapid transformation from solid
to plasma creating steep density and temperature gradients. The transport of
absorbed laser energy is dependent on many factors as the plasma evolves in
time. Processes including thermal conduction, radiation transport and hot electron
transport can move energy from where it is absorbed into the target. Chapter 5
will focus on using plasma emission spectroscopy to deduce the energy transport
processes that occur in buried iron layer targets. Chapter 6 diagnoses energy
transport mechanisms using a probing extreme ultra-violet laser as a diagnostic.
This section introduces energy transport methods which transfer energy from the
sub-critical electron density plasma to over dense plasmas (ne > nc). Figure 5.12
shows that an iron layer remains predominantly at solid density when irradiated by
lasers at intensities ∼ 1017 Wcm−2. The iron layer is heated by energy transport
mechanisms rather than collisional absorption effects which are localised in the
underdense region.
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2.4.1 Electron thermal conduction
Diffusive conduction of heat through a material occurs at a rate given by,
Q = −K∇T (2.13)
where the heat flow, Q is proportional to the negative thermal gradient of the
temperature, ∇T and the heat conductivity is given by K which depends mainly
on the composition of the structure and the temperature [39]. Equation 2.13 is
limited to shallow thermal gradients because for very steep temperature gradients
the heat flow can become infinite, therefore unphysical.
Spitzer-Harm conductivity
The diffusion of heat, QSH is given classically by the Spitzer-Harm (SH) transport
equation [40],
QSH = −1
3
λeνenek∇Te = −K∇Te (2.14)
where λe is the mean free path of the electrons, νe is the electron velocity, k
is the Boltzmann constant and ∇Te is the thermal gradient. The Spitzer-Harm
treatment of thermal conductivity assumes that the electron distribution function,
f is close to Maxwellian with a Maxwellian distribution fM everywhere except for
a small perturbation f1. Assuming that the electron mean free path, λe is less
than the temperature scale length, LT =
T
dT/dx
and the distribution has a weak
angular dependence, the electron distribution function, f is given by,
f(r,v, θ, t) = fM(r,v, t) + f1(r,v, t)cosθ (2.15)
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where f1 << fM . Further assumptions made for the Spitzer-Harm model include
that the plasma evolves slowly in time such that,
∂fM
∂t
= 0, (2.16)
∂f1
∂t
= 0. (2.17)
The classical Spitzer-Harm conductivity, K is given by,
K = 2× 10−4 T
5/2
e
Z ln Λ
(2.18)
where Te is the electron temperature and lnΛ =
bmin
bmax
is the Coulomb logarithm1.
The Spitzer-Harm model breaks down between the critical and ablation surfaces
for laser produced plasmas as the assumption that the mean free path is less than
the thermal scale length is no longer valid. The large thermal gradients produced
by high intensity lasers lead to a non-local energy transport regime due to the
production of high energy electrons which strongly deviate from the Maxwellian
velocity distribution.
Thermal conduction can be modified by considering the free streaming limit, Qf
which estimates the maximum heat flow that a plasma can carry [41] (see section
2.4.1). It can be shown that [42],
QSH ∝ λe
LT
Qf (2.19)
where λe is the mean free path and LT is the scale length. The validity of the
Spitzer-Harm model depends strongly on the ratio λe
LT
. When λe
LT
< 10−2 the
diffusion approximation is valid, however when λe
LT
> 10−2 the energy transport is
reduced significantly.
1bmax is often taken as the Debye length.
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The reduction of the heat flow has been investigated extensively and can be due
self generated magnetic fields [43, 44]. The flux limited approximation takes into
account this heat flow reduction by using a flux limit multiplier.
Fokker-Planck treatment
Bell et al [45] solved the Fokker-Planck equation to describe the energy transport
in high density laser produced plasmas. The Fokker-Planck equation is given as
[42],
∂f
∂t
+ v · ∂f
∂r
+
e
me
(E + v ×B) · ∂f
∂v
=
(
∂f
∂t
)
collisions
(2.20)
where the electron distribution function, f(v, r, t) describes the particle proba-
bility distribution in space (r), velocity (v) and time (t). The evolution of the
distribution function in time is represented by the first term, ∂f
∂t
. The second
and third terms arise due to changes in space. The term v · ∂f
∂r
describes ad-
vection with the effect of the Lorentz force given by e
me
(E + v ×B) · ∂f
∂v
. The
collisional term,
(
∂f
∂t
)
collisions
allows changes in time due to electron-electron and
electron-ion collisions and is usually dominated by the cumulative effect of small
angle collisions [46]. When the right term is set to zero, the equation is known as
the Vlasov equation. However, high density plasmas are very collisional systems,
hence inter-particle collisions play a large role in the transfer of energy.
The collisional term in equation 2.20 describes to what extent the Maxwellian
distribution is perturbed due to collisional effects, which alter the magnitude and
direction of the velocities of the particles. Assuming small-angle collisions are
dominant, the collisional term can be shown to be given by [31],
(
∂f
∂t
)
collisions
= − ∂
∂v
· (f〈∆v〉) + 1
2
∂
∂v
∂
∂v
: (f〈∆v∆v〉) (2.21)
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where 〈∆v〉 is the rate of advection and 〈∆v∆v〉 is the rate of diffusion. Expansion
of f using Legendre polynomials can solve the Fokker-Planck equation. At steep
thermal gradients Fokker-Planck treatments predict electron transport inhibition
whereas the Spitzer-Harm treatment overestimated the electron transport [47].
The mean free path of electrons, λe with velocity, v is proportional to v
4 and the
collision frequency is proportional to ∝ ν−3 [34]. For large temperatures, electrons
with high velocities have low cross sections, hence hot electrons fail to thermalise.
The hot electrons create a hot tail in the Maxwellian profile producing a two
temperature plasma. This phenomena is evident from the x-ray bremsstrahlung
emission due to hot electrons with measured hot electron temperature obtained in
(chapter 6).
The Fokker-Planck method to describe energy transport is extremely computa-
tionally expensive when simulating ∼ 1015 particle systems.
Flux limited diffusion
Thermal conduction is limited to the free streaming limit and so it is usually
assumed that the energy transport QFS arises due to the movement of energy
at some fraction f of the thermal velocity, where f is known as the flux limiter,
typically ranging between 0.01 - 0.15. We can write for the flux limited energy
transport,
QFS = fnekBTevth (2.22)
where vth is the thermal sound speed. The flux limiter value is chosen by compar-
ison with experimental or Fokker-Planck simulation data. The Spitzer-Harm heat
flux and the free-streaming heat flux can be harmonically combined by,
1
Q
=
1
QSH
+
1
QFS
(2.23)
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to enable a smooth transition between regimes of different gradient. Flux limited
diffusion models are relatively attractive due to their simplicity and ease of use
in hydrodynamic fluid codes. For chapter 5 spectral line ratios of iron lines were
used to determine the flux limiter value (see figure 5.9). Chapter 6 identified the
flux limiter by comparing the transmission profiles produced from varying flux
limiters to the experimentally deduced transmission of the extreme ultraviolet
laser through the iron layer.
2.4.2 Radiative energy transport
Radiation transport is highly important in stellar evolution and many planetary
atmospheres [1] and the interaction of high energy lasers by a solid target can pro-
duce highly radiative plasmas. This section will introduce how radiation emitted
in a laser plasma can transport energy into the overdense ’cold’ plasma.
The radiation field
Lasers which impinge on a solid target typically produce highly radiative plasma
sources. This is because plasma emission is proportional to electron density ne
and ion density ni with emissivity ∝ neni. Since the laser produced plasma tem-
perature rises sharply at the critical density, the high electron densities found near
the critical density (ne ≈ nc) efficiently convert the laser energy into soft x-rays.
The hot plasma typically emits photons ∼ keV energy (see figure 6.15) [48].
The emission radiation from a plasma is a combination of bound-bound, bound-
free and free-free emission processes depending on the atomic number of the target.
The radiation field is highly dependent on the atomic composition of the plasma.
X-ray photons have a larger mean free path compared to the thermal electrons,
31
so the heating of solid target material due to radiation occurs at a much greater
depth in a target than heating due to thermal conduction.
The spectral intensity, Iv describes the radiation energy in terms of spatial coor-
dinates (r), solid angle (Ω), frequency (ν) and time (t) as,
Iv(r,Ω, t)dνdΩ = hνcf(ν, r,Ω, t)dνdΩ (2.24)
where f(ν, r,Ω, t) describes the distribution of photons within a frequency interval
ν to ν+dν. For chapter 5 the solid angle comprises the projected emission onto the
diffraction grating and the CCD detector. In chapter 5 the emissivity of the iron
plasma was calculated on an absolute scale by calculating the spectral intensity of
the iron plasma source.
To simulate the wide range of photon frequencies in the radiation field it is im-
portant to introduce a multigroup diffusion model. The radiation spectrum is
considered in photon energy ’bands’ (or groups) with radiation energy transport
within a group determined by an average opacity for the group. In chapter 5 and
6 multigroup diffusion models were used in the HYADES simulations. Typically
100 groups were used ranging logarithmically from 0.1 - 40 keV. A parameter scan
showing a range of different multigroups and photon energies is shown in figure
6.11. The benefit of using a multigroup diffusion model is that departures from a
Planckian radiation distribution can be simulated.
The interaction of radiation and matter
Propagating radiation is affected by and interacts with matter through various
absorption and emission processes. A pencil-like ray of photons passing through
a plasma will lose its energy exponentially and become attenuated so that its
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intensity Iν changes such that,
Iν = I0exp
[
−
∫ x
0
κνdx
]
(2.25)
where κ is the mass absorption coefficient2 and I0 is the initial intensity. The opti-
cal depth, τν is defined as the distance at which the incident intensity is attenuated
to 1/e of the original value and is given by,
τν =
∫
κνdx (2.26)
where the reciprocal (1/τ) describes the mean distance a photon travels before it
is absorbed or scattered. A material is considered optically thin when the optical
depth is much less than 1, i.e τ << 1. Optically thick plasmas have an optical
depth much greater than 1, i.e τ >> 1. For optically thick plasmas, the radiation
is transported diffusively.
The radiation transfer equation determines how radiation is transported through
material. The radiation transfer equation can be formulated using a three dimen-
sional coordinate system and vector operators, however the following equation
describes the path of radiation in the single x direction. Consider a ray starting
at x and leaving a plasma element at x + dx. The intensity Iν change is given by,
dIν
dx
= ν − κνIν (2.27)
where ν is the emissivity and κν is the absorption coefficient.
To solve the radiation transfer equation, the opacity of the plasma must be ac-
curately known. Section 3.3 gives a brief introduction to various mean opacity
models. Laser produced plasmas contain an ensemble of ionisation states with
2also known as the extinction coefficient.
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Figure 2.7: This figure shows a ray traversing a cylindrical plasma medium.
The radiative transfer equation calculates the spectral intensity in time at each
spatial point along the x direction.
complex atomic structures, therefore atomic models are required to simulate the
opacity of many electron elements such as iron. This will be discussed in section
3.1.
2.4.3 Hot electron transport
Laser-plasma interactions such as resonance absorption (discussed in section 2.3)
and parametric instabilities can produce hot electrons [34].
Stimulated Raman scattering (SRS), stimulated Brillouin scattering (SBS) and two
plasmon decay (TPD) are all examples of parametric instabilities. Such processes
occur below the critical density in the underdense plasma region where the laser
electromagnetic field can directly interact with the plasma. Therefore, for chapters
5 and 6 parametric instabilities are not responsible for the direct heating of the
buried iron layer.
SBS occurs when an incident electromagnetic wave interacts with the fluctuation
in the ion density to produce a scattered electromagnetic wave and an ion acoustic
wave. However, SRS occurs due to the interaction between the incident laser elec-
tromagnetic wave and the fluctuations in the electron plasma density to produce
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an scattered electromagnetic wave and high energy electron plasma wave. TPD
is a process when the incident laser electromagnetic wave decays into two plasma
waves.
Parametric instabilities typically dominate at higher laser irradiance (> 1015 Wcm−2).
However, because short duration laser pulses (¡ 100 fs) avoid significant ion mo-
tion, hydrodynamic instabilities and certain parametric instabilities (SBS) can be
negligible.
The hot electron temperature scales as,
Thot =
mec
2
2e
a
2/3
0 ∼ (I18λ2µm)1/3 (2.28)
with respect to laser intensity I and wavelength λ [49]. Plasmas which produce
hot electrons are often described using a two-temperature Maxwellian distribution
(see figure 2.8) because the high energy hot electrons perturb the Maxwellian
profile and produce a hot temperature tail. The hot electrons temperature can be
diagnosed from their bremsstrahlung radiation, Kα emission [50] or an electron
spectrometer [51].
The absorption of hot electrons into a solid target is typically small because they
weakly couple with the surrounding plasma. The electron interaction cross sec-
tion with matter decreases with a 1/p2 momentum dependence, where p is the
momentum. The average absorption coefficient for an electron distribution with
an electron temperature, T (in units of 10 keV) is given by [52],
σav(T ) =
∫ ∞
0
σ0
exp(−E/T )
E2
dE = 6.5
σ0
T
(2.29)
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where σ0 is the absorption coefficient per unit mass. The absorption, A is given
by,
A = 1− exp(−σav(T )ρ∆x) (2.30)
where ρ and ∆x is the density and thickness of the layer. Figure 6.15(a) shows
the absorption, A of hot electrons within the 50 nm iron layer. It is noted that the
hot electron absorption is relatively small compared to the absorption of radiation
(see figure 6.15).
The propagation of hot electrons leads to a higher concentration of electrons at
the rear-side of the target, therefore producing an electric field between the rel-
atively immobile positively charged ions [34]. This electric field slows down the
hot electrons and produces a return current which further heats the buried layer
target due to ohmic heating effects. The strength of the electric field is given by
Ohm’s law,
jc ≈ −jH = σeE (2.31)
where the cold current, jc balances the hot electron current jH due to charge
neutrality, σe is the electrical conductivity and E is the electric field.
In chapter 6 the hot electron temperature was detected using a four-channel diode
array [53]. Filters were placed over the four diodes and each recorded the hot
electron bremsstrahlung emission within a narrow spectral region. The four filters
which were used in chapter 6 were 75 um Al, 150 um Al, 75 um Ti and 100 um
Cu. Therefore, the hot electron temperature ∼ 30 KeV was deduced directly from
the gradient of the hot Maxwellian electron distribution tail.
The fraction of laser energy which is converted into hot electrons varies upto
40% [54] The conversion efficiency has a wide range because it depends on many
parameters such as laser spot size, spot quality, laser prepulse, laser polarisation,
target characteristics and laser intensity. Key et al [54] investigated the laser
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(A)
(B)
Figure 2.8: Electron energy spectrum shown produced from the EPOCH PIC
simulation code for conditions where the laser incident intensity is 3 × 1016
Wcm−2. The two-temperature Maxwellian profile shows the thermal electrons
as line (A) and the hot electron tail is represented by (B). This image is taken
from Culfa et al [51].
energy-hot electron conversion efficiency as a function of laser intensity (see figure
2.9).
HYADES simulations enable the incorporation of hot electron heating of the target
by adding energy to the simulation cells. Chapter 5 shows how hot electron heating
can be estimated using the emission spectra from iron buried layer targets. For
chapter 6 the hot electron fraction was chosen as 10%, a value based on the Key
et al scaling (figure 2.9) of hot electron efficiency with respect to laser intensity.
2.5 Conclusion
In summary, Nd:YAG and Ti:Sapphire laser crystals can be used to produce short
pulse lasers (∼ ps) to irradiate buried layer targets. Using CPA and multi-pass
glass amplifiers high intensity short pulsed lasers can be used to produce uniform
high density and temperature plasmas. The laser energy is absorbed mainly by
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Figure 2.9: The conversion efficiency of laser energy into hot electrons as a
function of laser intensity I. This figure is taken from Key et al [54].
inverse bremsstrahlung upto the critical density. Resonance absorption processes
can produce hot electrons which subsequently propagate into the overdense plasma
region. The dominant energy transport methods that ensue between the critical
density and the ablation surface are radiation transport, hot electron heating and
thermal electron conduction.
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Chapter 3
Background theory of plasma
spectroscopy
To investigate the energy transport mechanisms described in the previous chapter,
plasma spectroscopy and an extreme ultraviolet (EUV) laser were used in chap-
ters 5 and 6 to diagnose the buried iron layer conditions. This chapter introduces
important aspects of plasma spectroscopy such as ionisation models, ionisation
potential depression, types of radiation emission, line broadening effects and opac-
ity.
3.1 Plasma ionisation
Figure 3.1 shows the increase in ionisation energy for iron as a function of atomic
charge, Z. The impact of a laser pulse onto an iron target produces an ensemble of
ionisation species because the higher ionisation stage can exist before the complete
ionisation of the previous stage. The average degree of ionisation Z∗ is given by,
Z∗ = ne/Σini (3.1)
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where ne is the electron density and ni is the ion density. The average ionisation is
central to many plasma processes including energy transport, where the electron
thermal conductivity is proportional to (Z∗)−2 and the bremsstrahlung radiation
emission rate is proportional to (Z∗)2 [33]. An example of the distribution of
ionisation species as a function of time is shown in figure 5.12.
An ionising plasma occurs when the rate of ionisation is greater than the recom-
bination rate. However, when recombination is greater than the ionisation rate a
recombining plasma is produced. The balance between ionisation and recombina-
tion determines the average ionisation, Z∗. Consequently, the ionisation balance
of a plasma is dependent on the plasma temperature, density and the ionisation
energies of the atom [33].
Figure 3.1: The ionisation energy as a function of atomic charge, Z for Iron
taken from the NIST database.
3.1.1 Local thermodynamic equilibrium (LTE)
In complete thermal equilibrium, ions, electrons and photons are all in equilibrium
with radiative and collisional processes balanced such that the electrons behave
as a Maxwellian distribution and the radiation field is Planckian. With optically
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thin plasmas photons can escape the plasma and the radiation field departs from
a Planckian distribution. However, if collisional processes dominate over radiative
processes a plasma can be at a local thermodynamic equilibrium (LTE) where the
electrons, ions and ionisation balance are in equilibrium, but the radiation field
is not in equilibrium. This will occur at high densities when collisional proce-
ses dominate over radiation processes in determining the populations of quantum
states. The time it takes to reach local thermodynamic equilibrium conditions is
typically ∼ ps in the high density plasmas considered in chapters 4 and 5 [55].
3.1.2 Saha ionisation model
The Saha LTE model applies to ionized non-degenerate plasmas in thermal equi-
librium [33]. The Boltzmann equation describes the ratio of upper and lower levels
within the same ionisation state by,
Nz+1
NZ
=
gz+1
g1
exp
(
∆E
kTe
)
(3.2)
where z + 1 represents the upper level and z is the lower level. ∆E is the energy
difference between upper and lower levels and g represents the degeneracy of each
level. The Saha-Boltzmann equation extends this concept and gives the ratio of
population densities for successive ionisation states as [56],
Nz+1(g)
Nz
= 2
(
gz+1(p)
gz(q)ne
)(
mekBTe
2pi~2
)3/2
exp
(−Ez,q
kBTe
)
(3.3)
where, g is the degeneracy, me is the electron mass, Te is the electron temperature,
ne is the plasma electron density and Ez,q = Ez(∞)−Ez(q) is the ionisation energy
of the level q. Chapter 4 uses the Saha-Boltzmann equation to predict the electron
temperature and density by using spectral line-ratios of adjacent ionisation states.
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3.1.3 Continuum lowering
Depression of the ionisation potential well which is also known as continuum low-
ering can reduce the energy required to ionise bound electrons. The Stewart-Pyatt
(SP) and the Ecker-Kroll (EK) models are used in chapter 4 to describe the effect
of continuum lowering.
The Stewart-Pyatt model interpolates between the Debye-Huckel theory1 and the
ion-sphere model [57]. The Ecker-Kroll model determined the mean distance be-
tween the total number of particles. The continuum lowering according to the
Stewart-Pyatt model, ∆ESP is given by,
∆ESP =
kBT
2(z∗ + 1)
[(
3(z∗ + 1)ze2
4pi0λDkBT
+ 1
)2/3
− 1
]
(3.4)
where λD is the Debye length including both electrons and ions. The continuum
lowering according to the Ecker-Kroll model is given by,
∆EEK =
ze2
4pi0rEK
. (3.5)
where r3EK =
3
4pi(ne+ni)
. The validity of SP and EK models are being questioned
after an experiment using x-ray free electron laser (XFEL) diagnosed continuum
lowering effects using spectral analysis of K-shell fluorescence and the binding en-
ergy. This experiment suggested that SP disagrees significantly and predictions
are best described using the EK model [57]. However an experiment carried out
using the Orion laser facility suggested that SP models were more accurate in
simulating ionisation potential depression [15]. The EK models was initially de-
veloped for strongly coupled plasmas and was later extended to weakly coupled
models using the Stewart-Pyatt model [58].
1Debye-Huckel theory describes ionisation potential depression at low plasma densities and
high temperatures, however breaks down at high densities.
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3.1.4 Collisional-radiative ionisation model
In a collisional-radiative (CR) ionisation model the population distribution is de-
termined by the balance between radiative and collisional processes. Collisional
processes depend on the local plasma conditions whereas radiative processes can
require knowledge of the radiation field emanating from the whole plasma. The
spectra we observe is a combination of bound-bound, bound-free and free-free
transitions which all depend on the distribution of electrons in their respective
atomic levels.
Population kinetics can determine the ionisation and atomic level population for
a given electron temperature and density. In a steady state the rate of population
and depopulation are equal [59]. At high electron densities (ne ∼ 1024 cm−3), LTE
conditions can be assumed because collisional processes dominate and the popula-
tion distribution is governed by the Saha equation [56]. The population kinetics for
low density coronal plasmas (ne ∼ 1010 cm−3) can be found using rate equations
to simulate the transitions from a ground state to an excited level. Collisional-
radiative plasmas can be used for intermediary plasma densities (ne ∼ 1019 cm−3)
where populations are calculated using rate equations for collisional and radia-
tive processes. These rate equations typically include rate coefficients for electron
impact ionisation, three-body recombination, electron impact excitation, electrom
impact de-excitation, radiative recombination and dielectronic recombination pro-
cesses [59].
Einstein’s description of an atom interacting with a radiation field is described in
terms of the rate equation, which describes how the electron population density
for level Nj changes in time due to radiation processes alone i.e
dNj
dt
= NiBijρ(ωij)−NjBjiρ(ωij)−NjAji (3.6)
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where Bij, Bji and Aij are known as Einstein A and B coefficients. The population
of a given level is dependent on absorption (NiBijρ(ωij)), stimulated emission
(NjBjiρ(ωij)) and spontaneous emission (NjAji) processes. It is important to
note that these Einstein relations,
Aji
Bji
=
~ω3ji
pi2c3
(3.7)
giBij = gjBji (3.8)
although derived under thermal equilibrium conditions can be applied to non-
thermal plasmas. They are also independent of the blackbody radiation field.
3.1.5 Hydrogenic average atom model
The average atom model [60–63] describes a fictitious atom where the average
number of electrons are distributed among shells, therefore describing the average
occupation of each shell in the plasma [62]. The model assumes a Thomas-Fermi
electrostatic potential in conjunction with the ion sphere model, from which the
average number of electrons are distributed amongst shells according to Fermi-
Dirac statistics [59].
The ionised material package (IMP) opacity model uses the average atom model to
simulate the atomic data of iron at a range of different temperatures and densities
(see figure 4.16). Due to the simplifications of the average atom model the opacity
effect which arises from resonance transitions and forbidden ∆n = 0 lines are
not taken into account. Chapter 5 highlights the importance of including these
transitions in the atomic model as they can significantly contribute to the mean
opacity.
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Figure 3.2: Figure showing three radiative processes between energy level i
and j. The probability of spontaneous, stimulated and absorption transitions
are given by the Einstein A and B coefficients, Aji, Bji and Bij respectively. The
absorption and stimulated radiative processes are dependent on the radiation
energy density whereas spontaneous emission is independent.
3.2 Spectroscopy
The formation of spectra depends on emission and absorption atomic processes.
Spectroscopy has been extensively used to diagnose plasmas, both astrophysi-
cal and in the laboratory [18, 64, 65]. Radiation emission from atoms, ions or
molecules within a plasma can deliver local information such as temperature, den-
sity and ionisation. Plasmas produced by laser irradiation typically reach hundreds
of eV and therefore emit short (> 0.1 nm) wavelength x-ray spectra.
3.2.1 Radiative processes
Bound-bound emission
Radiative processes cause electrons to transition between an excited upper level
and a lower level and therefore introduce emission and absorption lines into the
spectra. This may occur by spontaneous emission or stimulated emission. Spon-
taneous emission, (j → i) is dependent on the electron population density in the
upper level (Nj) and the atomic transition probability, A(j → i). The spontaneous
electron transition from upper excited level, (Nj) to a lower level (Ni), releases a
photon with a characteristic energy, E(j)− E(i) = hνji. Stimulated emission oc-
curs when an incident photon interacts with an atom in the upper level stimulating
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Figure 3.3: This figure shows the K, L and M shells and associate transitions
labels. The maximum number of electrons per shell is given by the degeneracy
of each shell (2n2) rule, where n is the principal quantum number.
the decay into a lower level, thus releasing a photon into the same mode with the
identical frequency, direction and polarisation as the incident photon. Absorption
of a photon with energy Eij can excite an electron to the upper excited level Nj.
The strength of a particular line transition is dependent on the atomic structure
and the surrounding plasma conditions. Oscillator strengths, f ′ measure the in-
trinsic strength of an atomic transition and are given by [66],
f ′ij =
i
8pi2cre
g(i)
g(j)
(λij)
2Aji (3.9)
where g is the degeneracy of each level and re is the classical electron radius
( e
2
4pi0mec2
). The Thomas-Reche-Kuhn sum rule states,
∑
j
f ′ij = N (3.10)
where summation of the f ′-value for all possible transitions from the upper level
must be equal to the total number of electrons, N involved in the transitions. The
transitions probabilities used in chapter 4 were taken from the NIST database
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Figure 3.4: PrismSPECT simulated spectra for hydrogen at electron temper-
ature 10 eV, ion density 1× 1019cm−3 and thickness 1 mm. The bound-bound,
bound-free and free-free emission is shown with the total emission overlaid.
[67]. The NIST database is produced through comparison between theory and
experimental data to accurately determine the transition probability.
At thermal equilibrium conditions the principle of detailed balance states that the
rate of radiative processes from an upper excited level (Nj) to a lower level (Ni)
is equal to its inverse process. For this dynamic equilibrium Einstein postulated
that,
NiBijρ(ν) = NjBjiρ(ν) +NjAjiρ(ν) (3.11)
where stimulated (NjBjiρ(ν)), spontaneous (NjAji) and absorption (NiBijρ(ν))
rates are balanced. The Einstein A and B coefficients represent transition prob-
abilities. Using these relations and rate equations it is possible to simulate the
emission spectra from a plasma (see chapter 4). Figure 3.4 for example, used the
collisional-radiative PrismSPECT code to simulate spectra for hydrogen showing
bound-bound, bound-free and free-free emission.
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For multi-electron atoms such as iron, emission can arise from multiple energy
levels. This thesis focusses on emission spectral lines which originate from the
M-shell iron level. L-shell emission occurs due to electron transitions from the
principle quantum number, n = 3 to n = 2. The occupancy of electron states
depends on the quantisation of variables such as energy and momentum with their
associated quantum numbers: principal quantum number (n), orbital quantum
number (l) and magnetic quantum number (ml). The L-shell level can be specified
with the following quantum numbers,
L− shell : n = 2, l = 0, 1,ml = 0,±1,ms = ±1
2
(3.12)
L-shell spectra can be complex because electrons can follow multiple decay paths
therefore producing numerous spectral lines. In chapter 4 the COMET laser was
used to ionise buried iron layer targets to electronic configurations which were
Li-like to Ne-like with ground states,
[l = 0,ml = 0]→ 1s22s1(Li), 1s22s2(Be),
[l = 1,ml = 0,±1]→ (1s22s2) + 2p1(B),+2p2(C),
→ +2p3(N),+2p4(O),+2p5(F ),+2p6(Ne).
(3.13)
Free-bound emission
Radiative recombination also known as free-bound emission occurs when a free
electron with an initial energy, Eke is captured into a bound state (q). As a result,
a photon with energy, hν, is emitted,
hν = Eke + (ER − E(q)) (3.14)
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where, ER is the ionisation energy and E(q) is the energy of the bound state. As
the electron can have an infinite continuum of initial energies, Eke the bound-free
emission spectra is also continuous except for discontinuities at the absorption
edge. Here the incident photon with an energy slightly above the binding en-
ergy of the electron shell (K,L,M, etc.) will more likely be absorbed. Radiation
recombination and its inverse process photo-ionisation are shown as,
A(z+1)+(g) + e−1 
 Az+(q) + hν (3.15)
where z denotes the charge of the atoms and g represents the ground state. The
rate of recombination can be determined using the principle of detailed balance
for plasmas at thermodynamic equilibrium. The spectral free-bound emission
coefficient is [66],
fbv (ν) =
64
√
pi(αa0)
3ER
3
√
3
× nZneZ4
(
ER
kBTe
)3/2
× exp
(
− hν
kBTe
)
×
∑
nq≥nqmin
1
n3q
exp
(
Z2ER
n2qkBTe
)
Gbfnq(ν)
(3.16)
where the multiplicative correction Gaunt factor, Gbfnq(ν) introduces quantum me-
chanical effects [59].
Free-free emission
Free-free emission also known as bremsstrahlung emission also contributes to the
total continuum emission of a plasma. Under the classical description bremsstrahlung
emission occurs when electrons are accelerated in an electric or magnetic field.
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Quantum mechanically this is described as a free-free transition between contin-
uum states [1]. The free-free emission coefficient is given by [59],
ff (ν) =
32
√
pi(αa0)
3ER
3
√
3
× nZneZ2
(
ER
kBTe
)1/2
×exp
(
− hν
kBTe
)
Gff (ν)
(3.17)
where Gff is the free-free Gaunt factor. At short wavelengths the the free-free
emission coefficient is dominated by the exp(−hν/kBTe) term. The plasma tem-
perature can be determined from the slope of the continuum. Using this technique
the thermal plasma temperature is calculated to be ∼ 500 eV in chapter 4.
Due the presence of hot electrons a bi-Maxwellian distribution best describes
laser produced plasmas. The bi-Maxwellian distribution has a thermal compo-
nent which describes the bulk of the plasma electrons and follows a Maxwellian
distribution. However, the small fraction of hot electrons found in the ’hot tail’ of
the electron distribution, have a secondary Maxwellian profile at a higher temper-
ature. The diode array used in chapter 5 recorded the bremsstrahlung (free-free)
x-ray emission from the hot electrons.
3.2.2 Collisional processes
Laser produced plasmas are typically highly collisional regimes. At extreme den-
sities and temperatures, similar to those found in chapter 4 collisions between
electron-electron and electron-ions become highly frequent. Collisional excitation
occurs when an electron undergoes inelastic collisions and subsequently is excited
to higher energy state. The inverse process is known as collisional de-excitation.
When the collisional processes are more dominant than the radiative processes it
is possible to assume the plasma is in local thermodynamic equilibrium (LTE).
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3.2.3 Line broadening
The spectral line shape and width is dependent on the atomic transition and the
plasma environment. The plasma conditions strongly affect the plasma line shape
due to natural, Doppler, collisional and Stark broadening effects. The line shape
function, L uses for example Gaussian, Lorentzian or Voigt profiles to describe the
shape of a spectral line. Typically the line shape function,L is normalised such
that, ∫
line
L(ω)dω = 1 (3.18)
where ω is the angular frequency.
Natural broadening
The Heisenberg uncertainty principle states that for particles with life time ∆t
(e.g. excited electrons) the energy level is smeared by ∆E due to an uncertainty
in the measured energy, where
∆E∆t ≥ ~
2
. (3.19)
As a result line transitions are recorded with a minimum linewidth given by ∆E.
The transition probability, Aji is inversely proportional to the mean life time of
the upper level, Nj (assuming the lower energy level has a much longer lifetime).
For the principal iron Li-like (Fe XXIV) line transition identified at 11.171A˚ the
transition probability is 2.18 × 1013 s−1 [67], thus corresponding to an energy
uncertainty of ' 1.5×10−3 eV. However, a more accurate description includes the
lifetime of both upper and lower levels. Therefore the energy uncertainty is given
by,
∆Etotal = ∆Eupper + ∆Elower = ~
(∑
i
Aui +
∑
j
Alj
)
(3.20)
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The line shape function which best describes the natural broadening effects is
given by a Lorentzian profile, I(ω),
I(ω) =
γ/2pi
[(ω − ω0)2 + γ2/4] (3.21)
where γ =
∑
Aij =
∆Etotal
~ . The natural broadening contribution to the total line
width of a spectral line is typically small. Therefore the resolution limit for atomic
spectroscopy is often dependent on other broadening mechanisms such as Doppler
broadening.
Doppler broadening
The spectral line shape is affected by the bulk plasma motion and thermal Doppler
broadening effects. Thermal Doppler broadening occurs in plasmas due to the
thermal motion of radiation emitting plasma ions. For plasmas with a Maxwellian
velocity distribution a Gaussian line shape function can be used to describe thermal
Doppler broadening effects. The thermal Doppler broadened width is given by,
∆λ
λ
=
1
c
√
2kBT
M
(3.22)
where the velocity of the ion is given by
√
2kBT
M
and M is the atomic mass of
iron. For peak emission conditions in the iron layer (∼ 700 eV) the Li-like 11.171
A˚ line is Doppler broadened by 1.82 mA˚. The Voigt line profile function which in-
cludes Gaussian and Lorentzian characteristics is typically used to model Doppler
broadened spectra [66].
In chapter 4 the bulk plasma expansion occurs predominantly normal to the target.
The central frequency of the emitted radiation is often blue or red shifted in
laser produced plasmas due to the plasma expansion towards or away from the
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observer. As a result bulk Doppler broadening is minimised in the direction of the
spectrometer viewing angle (5◦ from the target surface). The wavelength Doppler
shift due to the plasma expansion can be calculated using [68],
λ = λ0(1 +
vi
c
cos(θ)) (3.23)
where λ is the shifted wavelength, λ0 is the wavelength in the rest frame, vi is the
velocity of the emitting ion, θ is the viewing angle measured from target normal
(85◦) and c is the speed of light. Using equation 2.1 the emitting velocity can be
estimated at ∼ 2×107 cm−1 for the conditions of the experiment of chapter 5. For
the FeXXIV Li-like iron transition at 11.171 A˚ the wavelength is blue shifted by
-0.65 mA˚. This Doppler shift due to bulk plasma motion is negligible compared to
the spectral resolution (' 0.02 A˚).
Collisional and Stark broadening
The irradiance of high powered laser on a solid target can lead to highly collisional
plasmas. Collisional broadening occurs due to interactions between electrons and
ions neighbouring ions which perturb the energy levels. As the collision frequency
is dependent on the plasma pressure this type of broadening is also known as
pressure broadening. To a first approximation, collisionally broadened spectral
lines have a Lorentzian line profile with spectral width determined by the time
between electron collisions with the ions.
Broadening in ions with different m sub-levels such as He-like and H-like ions is
called Stark broadening as the m sub-levels shift in energy according to the local
electric field in the plasma. In chapter 4 Stark broadening effects were taken into
account when simulating synthetic spectra using the PrismSPECT code. Figure
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Figure 3.5: PrismSPECT collisional-radiative code simulation of time-
dependent streaked spectra from the buried iron layer target. The HYADES
simulation data was post-processed into PrismSPECT and the L-shell time de-
pendent emission was simulated showing broadening effects. Spectral lines are
broadened initially due to the high electron density, however at later times ∼ 20
ps the electron density is lower due to plasma expansion, thus spectral lines are
more narrow.
3.5 shows PrismSPECT simulated streaked spectra for the laser irradiated buried
iron layer target (see chapter 5).
3.3 Opacity
The opacity of a material determines the attenuation of transmitted radiation in
a material [69]. The opacity (σ) of a material is often measured in units of cm2g−1
so that the transmitted intensity I varies with distance x as,
I(x) = I(0)exp(−
∫
σρdx) (3.24)
where ρ is the material density. Opacity (σ) is dependent on several parameters
such as temperature, density, frequency and elemental composition.
54
The propagation of radiation is determined by the total absorption coefficient (κν),
such that κν = σρ. We can write
κν = κ
ff
ν + κ
bf
ν + κ
bb
ν (3.25)
which combines free-free (κffν ), bound-free (κ
bf
ν ) and bound-bound (κ
bb
ν ) absorption
coefficients. Frequency averaged opacities are often used in calculations of energy
transport due to radiation used. The Rosseland mean opacity (σR) which governs
radiation flow in plasmas, harmonically combines the opacity for all frequencies
and is given by,
1
σR
=
∫∞
0
1
σν
dBν
dT
dν∫∞
0
dBν
dT
dν
(3.26)
where σν is the opacity at frequency, ν. Bν is the Planck radiation distribution
and T is the temperature. As the opacity is harmonically combined the smallest
opacities found in frequency ’windows’ will contribute most to the Rosseland mean
opacity. This is because the Rosseland mean opacity predicts when the radiation
flow is the greatest, i.e when dBν
dT
is a maxima [1]. The Rosseland mean opacity is
typically used to describe radiation flow in stellar interiors and ICF plasmas.
The Planck mean opacity, σP which is given by,
σP =
∫∞
0
σνBνdν∫∞
0
Bνdν
(3.27)
To simulate the transport of radiation energy over a wide range of photon frequen-
cies a multigroup diffusion model is often required. The radiation spectrum is split
into several groups (bins) and within each group the radiation energy transport is
calculated using an average opacity for the group. The investigation in chapters 5
and 6 both used a multigroup diffusion model in the HYADES code. This measure
of frequency averaged opacity is applied to radiation absorption in optically thin
plasmas. The Rosseland mean opacity incorporates scattering effects whilst the
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Planck mean opacity does not. The opacity due to scattering effects (Thomspon
scattering) becomes significant only when the density of free electrons is very high.
Opacity is important in inertial confinement fusion where for example, cocktail
hohlraums are doped with high Z materials which increase the mean opacity of
the hohlraum wall, therefore reduce the radiative losses to the wall. Opacity
is important in solar and stellar modelling. The depth of the solar convection
boundary is partly determined by the total mean opacity [70]. Impurities in the
hydrogen and helium solar plasma are important. For example iron accounts for
approximately a quarter of the solar opacity at the base of the solar convection
zone [70]. Using recent photosphere spectral analysis the elemental abundance
of iron and other impurity elements has been predicted to be lower by 30 - 50
% compared to earlier assumed values [71, 72]. Helioseismology uses acoustic
oscillations to determine the internal structure of the sun [73]. The standard
solar models with the revised elemental abundance disagrees with helioseismic
observations. It is possible that the opacity of solar materials such as iron must
be higher to account for this discrepancy [73].
Producing laboratory plasmas with conditions similar to those found in stellar
interiors is difficult. There has been a large reliance on opacity models to simulate
opacities under extreme plasma conditions. Recently, Bailey et al [73] used the
Sandia Z-pinch facility to produce high density and temperature plasmas (1.9−2.3
million Kelvin and 0.7− 4.0× 1022 cm−3) which were similar to conditions found
in the solar convection boundary. The experiment measured opacities 50− 300%
higher than opacity models (OP, SCRAM, OPAS, ATOMIC and SCO-RCG). The
investigation in chapter 5 also predicts a factor of 2 increase in iron opacity for
plasmas at 20 eV and 0.3 gcm−3 (see figure 6.19).
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3.4 Conclusion
Local thermodynamic equilibrium can be reached when the collisional processes
are dominant compared to the radiative processes. Previous investigations have
shown that heating buried layer targets with short pulse lasers similar to those
used in chapter 5 can produce high density and temperature plasmas close to LTE
conditions [14–17]. The Saha LTE model described in this chapter will be used
in chapter 5 to deduce the temperature and density conditions within the iron
layer. L-shell emission spectroscopy can be highly complex due to the numerous
possible decay paths from the M-shell. Using the collisional-radiative ionisation
model described in this chapter the PrismSPECT code will be used in chapter 5
to produce synthetic L-shell spectra of iron.
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Chapter 4
Diagnostics and instruments
To measure energy transport in buried layer targets various diagnostics have been
used to characterise the high density plasma conditions. X-ray imaging and x-ray
spectroscopy have previously been extensively used to study high density plasmas
[17, 18, 74–77]. The key instruments used for this thesis include a soft x-ray high
resolution grating spectrometer (HRGS) and a probing extreme ultraviolet (EUV)
laser. This chapter introduces key aspects of spectroscopic instrumentation such
as dispersing elements, filters and detectors. A brief introduction to EUV lasers
and their applications is also presented.
4.1 Spectrometers
4.1.1 Dispersive element
To undertake qualitative x-ray spectroscopy, some spectral resolution is required
so that for example, spectral lines can be resolved. A spectrometer typically
requires an entrance slit, a dispersive element and a detector. Refracting prisms,
diffraction gratings and crystals are examples of dispersive elements which spread
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the emitted radiation in space as a function of wavelength. Diffraction gratings
and crystals can have a higher resolving power and dispersion compared to prisms
and are chosen for measuring short wavelength (< 200 nm) emission spectra as the
radiation absorption in a refracting prism is high [66]. Diffracting crystals require
a crystal lattice plane spacing dl such that 2dl is greater than the wavelength of the
radiation. For soft x-ray and extreme ultra-violet (EUV) radiation at wavelengths
> 1 nm, diffraction gratings are usually employed.
Diffraction gratings can be divided into two categories depending on how they are
manufactured: ruled or holographic. Ruled gratings mechanically burnish grooves
into malleable material with a stylus usually made from diamond [66]. When the
interference fringe pattern produced by the overlap of two lasers is exposed upon
a photosensitive material holographic grating grooves can be created. The groove
profiles for holographic gratings are sinusoidal, but ruled gratings typically have a
saw tooth profile.
The general diffraction grating equation is given by,
mλ = d (sinα + sinβ) (4.1)
where m is the diffraction order and d is the groove spacing, α is the incident
angle and β is the diffraction angle. The high resolution grating spectrometer
(HRGS) used in chapter 5 employed a 2400 lines/mm variable spaced line grating
manufactured by Hitachi. The grating is placed at a small grazing incident angle
in order to increase the reflectivity [66] of iron L-shell emission radiation. Figure
4.1 shows the layout of the HRGS in relation to the target chamber.
Figure 4.2 shows schematic for a concave grating with equally spaced rulings and
some sample wavelength focussed onto a Rowland circle. Placing the concave grat-
ing with radius of curvature equal to the Rowland circle diameter on the Rowland
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Figure 4.1: A detailed schematic of the high resolution grating spectrome-
ter built by Lawrence Livermore National Laboratory. This spectrometer was
used to record the L-shell spectral emission of iron buried layers irradiated by
the COMET laser. The Hitachi variable line spaced (VLS) grating with 2400
lines/mm and a radius of 44.3 m was used to produce a flat field image onto
the liquid nitrogen cooled CCD detector. The slits were removed to increase
the exposure onto the grating. This image has been taken from Dunn et al [68]
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Figure 4.2: A Rowland circle spectrograph. The concave equally spaced
diffraction grating will disperse all wavelengths onto the Rowland circle and
will be free from defocus and primary coma.
circle produces spectra free from defocus and primary coma at all wavelengths
[78]. Initially photographic plates were bent along the circular arc of the Rowland
circle. A curved detection surface is a problem for flat detectors such as charge
coupled devices (CCD’s) or streak cameras which cannot conform to the curva-
ture of the Rowland circle. Cornu [79, 80] realised that variations in the groove
spacing can modify the curvature of the diffracted wavefront. A uniform variation
in groove spacing can change the tangential focus curve of the spectrum such that
a flat field focussed image is produced. Such variable line spaced (VLS) gratings
have the ability to diffract and focus an image upon a flat field detector.
Diffraction gratings need to also efficiently reflect emission lines onto the detec-
tor plane. At very short wavelengths the reflectivity of metal surfaces reduces
significantly at normal incidences. However, at glancing angles the reflectivity of
EUV and x-rays can be high, so for the EUV wavelength investigated in chapter 5
the spectrometer operated with a grazing-incidence angle of 3.4◦ into the grating
surface.
For EUV and soft x-ray radiation (SXR) the refractive index of the radiation in a
metal or semiconductor is smaller than unity because quasi-free conduction band
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electrons act in a similar way to free electrons in a plasma. Angles of incidence
above the critical angle (θc =sin
−1(n2/n1)) are total internally reflected. When
intersecting a surface with higher refractive index n1 from a lower refractive index
n2 the critical angle for reflection of radiation from a surface, θc can be written as,
θc =
√
2δ (4.2)
where
δ =
nareλ
2f 01 (λ)
2pi
. (4.3)
Here na is the atomic density, re is the electron radius, λ is the wavelength and f
0
1 =∑
s gs
(
ω2
ω2+γ2
)
is the real part of the dimensionless scattering form factor. As the
atomic density varies slowly in elements the critical angle is mainly proportional to
the wavelength and the square-root of the material’s atomic number, θc ∝ λ
√
Z,
where the first order f 01 is approximated by Z [81]. Due to the large critical angle
associated with high Z materials, x-ray optics are often coated with gold, platinum
or iridium. A gold Hitachi diffraction grating was used in chapter 5 and was placed
at a small grazing angle 3.4◦ [18].
4.1.2 Calibration of the high resolution grating spectrom-
eter.
The oxygen K-shell spectral lines emitted from thin mylar foils were used to cali-
brate the dispersion of the HRGS. Figure 4.3 shows a mylar spectrum with several
dominant features comprising hydrogen-like and helium-like oxygen lines. Irra-
diating an iron buried layer targets with the COMET laser also produces two
prominent Li-like Fe lines. These oxygen and iron emission lines are well docu-
mented in the NIST database [82] and their wavelengths are accurately known
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Figure 4.3: Calibrated mylar (1.5µm) spectrum produced using the COMET
laser (∼ 1017 Wcm−2) and recorded with the high resolution grating spectrom-
eter at a shallow viewing angle of 5◦.
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Figure 4.4: The linear dispersion relation between wavelength and pixel loca-
tion with the best fit line shown (red) for the HRGS. The equation of best fit
is used to calibrate the wavelength scale.
[83, 84]. Using these key oxygen spectral features a linear dispersion relation
between wavelength and pixel location of a CCD detector is found (see figure 4.4).
Grating efficiency measures the power diffracted into a particular direction com-
pared to the power incident on the diffraction grating. A higher grating efficiency
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Figure 4.5: The high resolution grating spectrometer efficiency is defined as
the grating efficiency × quantum detection efficiency. The grating reflectivity
is expected to be close to the above values. This image is taken from Magee et
al [85]
ensures that weaker line transitions can be detected. The grating efficiency de-
pends on the groove profile and the incident angle and is often shown as an ef-
ficiency curve (see figure 4.5). The HRGS can be calibrated by recording the
response to a well characterised x-ray source. This was provided by using the
SuperEBIT device which produces x-rays from trapped highly charged ions [85].
Neutral CO2, Kr, Ne and SF6 were injected and collisionally ionised by the electron
beam. Intense magnetic fields ∼ 3 T subsequently trap the charged ions [85].
When a high powered laser irradiates a target, the material expands into the
vacuum. Exposing the diffraction grating to ablated material over a long period
can result in the formation of thin impurity layers on the grating which can reduce
the grating reflectivity [85]. The efficiency of the CCD detector can also be reduced
by ablation and deposition of target material [86]. This is not expected to be
important for the HRGS because the CCD is placed a long distance away from
the source. The small aperture (' 10 cm) between the target chamber and the
HRGS (see figure 4.1), the shallow spectrometer viewing angle (pointed away from
target normal) and the HRGS turbo vacuum pump reduced potential debris that
may fall onto the CCD chip and VLS grating.
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4.2 Extreme ultra-violet lasers
Short wavelength extreme ultraviolet (EUV) lasers are particularly useful com-
pared to optical lasers for probing warm dense matter because the critical density
is much higher at shorter wavelengths (nc ∝ 1/λ2). Inverse bremsstrahlung for
optical light also becomes significantly high for electron densities greater than 1020
Wcm−2. Other difficulties associated with use of optical probes include adverse
refraction effects, which can affect spatial resolution and data interpretation [74].
Previously, interferometry using soft x-ray lasers probed the structure of expanding
plasmas [87]. Transmission measurements using x-ray lasers have also provided in-
formation on opacity [88] and ablation rates. In Chapter 5 an extreme ultra-violet
(EUV) x-ray laser has been used as a back-lighter to diagnose energy transport in
buried iron layer targets.
4.2.1 General features of extreme ultra-violet lasers
Optical lasers typically use solid cavities made from Nd:YAG or Ti:sapphire as the
gain medium. However, in order to produce intense x-ray lasing the gain medium
must sustain high temperature (∼ 100 eV) and density (∼ 1020 cm−3) conditions
where large populations of upper level excited states can exist. These conditions
required that the lasing medium is a plasma. The ratio between the Einstein
stimulated and spontaneous emission rates scales with wavelength as,
Bji
Aji
=
λ3
8pi~
(4.4)
where Aji and Bji are the Einstein spontaneous and stimulated coefficients re-
spectively. Shorter wavelength lasing demands more rapid and intense pumping
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schemes [89] as the lifetime of the excited upper levels typically lasts ∼ ps [81],
short pulsed lasers are used to deliver the energy. A short laser pulse ' 3 ps was
used to produce lasing at 13.9 nm at the LASERIX facility, Paris for the work of
this thesis.
Laser produced plasmas acting as the gain medium for soft x-ray lasers were first
demonstrated by Matthews et al [90]. X-ray lasers initially were produced us-
ing a single pulse which ionised the material and also pumped the gain medium.
However, as the ionisation rate is slower (∼ 100 ps) than the population inversion
lifetime (∼ 10 ps) [91] the laser energy is wasted in heating the plasma rather than
creating population inversion. Using a prepulse can ionise the lasent to the re-
quired Ni-like or Ne-like configuration and after a time delay a second short intense
laser pulse cause a spike in collisional-excitation which subsequently produces a
transient population inversion.
Optical lasers typically use a bright flash lamp to create population inversion.
However, due to the absence of a bright x-ray source which can photo-pump, the
high density and temperature conditions in the plasma facilitate collisions between
free-electrons and ions with large collisional-excitation rates [91]. Collisionally
pumped x-ray lasers has been demonstrated in this way [90, 92–94].
At high temperatures, low Z materials are easily stripped of their electrons, hence
the number of bound-bound transitions required for x-ray lasing is negligible.
High-Z materials such as silver and samarium are preferred as the lasent material
because they ionise to Ne-like and Ni-like ion configurations, which are stable
over a broad range of temperatures and densities found in laser-produced plasmas
[91, 95]. As a result the total energy output of the x-ray laser is higher because of
the larger relative abundance of lasing ions in the plasma. Figure 4.6 shows the
population inversion schemes for Ne-like ions and Ni-like ions.
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Figure 4.6: Grotrian diagram for (a) Ne-like and (b) Ni-like ion configurations.
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Figure 4.7: Line focus x-ray laser
Lasing occurs between excited sub-shells 2p53p → 2p53s (neon-like) or 3d94d →
3d94p (nickel-like) [96]. The abundance of multi-stable ions such as Ne-like and
Ni-like ions is relatively high over a wide range of parameters compared to ions
with no closed outer shells. This is beneficial for x-ray laser systems because a
gain medium with a larger population of lasing ions will produce a higher intensity
x-ray laser [81].
The ionisation, density profile and absorption coefficient of the lasent material are
factors which can be optimised to efficiently produce an x-ray laser. A number of
improvements can be made such as the use of a prepulse, which not only ionises the
material but also creates density gradients shallow enough so that x-rays amplify
across the entire gain region without significant refraction [95]. Implementation of
a prepulse has reduced the pump energy to as low as 1 J [97–99]. Recalling chapter
2 we find that high-Z materials have the added advantage that they absorb the
incident laser energy more efficiently via inverse bremsstrahlung compared to low-
Z materials. The delay between the prepulse and mainpulse determines the final
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density distribution and the ionisation. By using a two colour pumping scheme,
a frequency doubled mainpulse can increase the critical density fourfold, therefore
creating a larger gain region.
Optical lasers are amplified by passing the laser pulse through the gain medium
several times. However due to rapid cooling, the short lived plasma gain medium
only allows amplification through a single pass. The propagation time for an EUV
beam in the plasma is ∼ 33 ps/cm whereas the population inversion time is ∼ 10
ps [99]. A travelling wave can further enhance x-ray emission by synchronising the
population inversion and propagation timescales. This is achieved by tilting the
incident laser wavefront using a stepped mirror. Diffraction gratings optics have
also been used to create a further shear in the wavefront [99].
4.2.2 Properties of the EUV LASERIX laser
For back-lighter experiments, the probing laser beam must be brighter than the
plasma self emission. Collisionally pumped EUV lasers can achieve high peak
brilliance ∼ 1024 photons s−1 mm−2 mrad−2 compared to other table top con-
figurations1 at saturated conditions [91]. The EUV laser pulse at the LASERIX
facility, Paris is produced in two steps. First, a long ' 9 ns prepulse laser is line
focussed onto a silver target at normal incidence, producing an expanding pre-
plasma which ionises the silver to the Ni-like ionisation level. After a delay of ∼ 5
ns a frequency doubled short pulsed ' 3 ps laser irradiates the preformed plasma
at a grazing incident angle of 20◦. The tilted wavefront of the pump laser creates
a travelling which initiates amplification. Silver was chosen as the lasent material
because the lasing 4d−4p line at 89 eV is ideally placed within the sharp reflection
peak for Mo:Si multi-layered mirrors (see figure 4.9).
1Solid HHG, gas HHG etc.
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Figure 4.8: Experimental setup showing the two pulse laser (GRIP) scheme
to generate the extreme ultraviolet laser probing pulse.
4.2.3 EUV optics
Multilayer mirrors
A multi-layered mirror is made by coating a substrate with alternating layers of
differing refractive index. The contrasting high and low refractive index of the
two materials maximises the reflection of radiation at the boundaries between
the layers [81]. Single layered optics typically have poor reflectivity except at
glancing incidence angles. However, weak reflections from multiple layers can
constructively interfere and permit large reflectivity of EUV wavelengths at normal
incidences. Multi-layer x-ray optics are usually optimised for a specific wavelength
[66]. The experimental investigation in chapter 6 used a Mo-Si multi-layered mirror
to efficiently reflect (reflection ∼ 75%) the 89 eV EUV photons (see figure 4.9).
The poor reflectivity outside the narrow bandwidth peak (see figure 4.9) ensures
that the CCD does not detect the x-ray self-emission from the probed plasma.
The CXRO database was used to calculate the reflectivity of the Mo-Si multilayer
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mirror by using the Fresnel equations and the analytic formula given by Kohn et
al [100] (see figure 4.9).
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Figure 4.9: The reflectivity of a Molybdenum-Silicon multi-layered mirror
with an angle of incidence of 90◦ is shown (green) for a range of photon ener-
gies. The multi-layered mirror has a sharp peak reflectivity is ' 0.7 for photon
energies ' 89eV . The transmission as a function of photon energy (blue) is
shown for 0.3µm of zirconium [101]. The low filter transmission within the 250
- 400 photon energy range and the poor reflectivity of the multi-layered mirror
at these energies can effectively filter out the iron self emission that falls onto
the CCD detector.
4.3 Detectors
4.3.1 Charge coupled device (CCD) detectors
The development of the charge coupled device (CCD) in 1969 has paved the way
to numerous applications [102]. A CCD camera detects photons when they ex-
cite electrons from the valence to the conduction band in a silicon wafer. The
photo-excited free electrons are localised into potential wells (pixels) using exter-
nal electrodes. The number of electrons are sequentially recorded by moving them
through a charge amplifier. Scientific CCD sensors often operate at different gain
levels in the charge amplifier, but they produce a digital count proportional to the
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number of electrons. The number of counts is thus proportional to the number of
photons that entered the pixel. Spectral emission of L-shell plasmas (see chapter
5) and the transmission of the EUV laser both were recorded using CCD cameras
(see chapter 6).
The quantum efficiency, QE of a CCD detector is the number of free electrons pro-
duced per incident photon. The QE was taken into consideration when calculating
the emissivity of the iron plasma at the source using equation 5.3. The energy
required to produce an electron-hole pair in silicon is 3.6 eV [103].
Blooming of the CCD signal occurs when electrons overfill their designated po-
tential wells and overflow into neighbouring wells therefore producing saturated
pixels. This blooming effect can reduce image resolution. To counter this effect
filters are used to reduce the exposure onto the CCD. For chapter 6 a zirconium
filter of thickness 0.3 µm was placed infront of the CCD chip. The transmission
of radiation through the Zr filter is shown in figure 4.9.
For chapter 5 no filters or slits were used because the L-shell emission was con-
siderably weaker due largely to the shallow angle that the CCD was placed with
respect to the source (see figure 5.1).
Thermal heat can also liberate an electron from the CCD valence band to the
conduction band. This phenomena causes a dark current (present without radia-
tion) and is heavily dependent on the temperature. As a result a liquid nitrogen
cooled CCD camera operating at -110 ◦C was used in chapter 5 to minimise the
dark count. Additional effects such as exposure to cosmic rays can also effect the
CCD background radiation signal. The background count was measured by plac-
ing the camera behind the shutter to prevent any light leaking onto the sensor and
a background image was recorded. This background image was then subtracted
from CCD images recording the spectra.
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4.4 Codes
Since the beginning of ICF research, numerical simulations have played an impor-
tant part in the study of high energy density plasmas (HEDP) [2]. HYADES
[19], PrismSPECT [20], EHYBRID [21], Prism opacity and equation of state
(PROPACEOS) [20], IMP [62] and TOPS [104] codes have been used to simulate a
wide range of problems related to HEDP for this thesis. The high complexity, non-
linearity and inter-dependancy of the many processes occurring in HEDP make
an analytic approach difficult. Simulations with small time steps can predict the
evolution of variables and therefore build a picture of the complex laser produced
plasma.
The 1D hydrodynamic HYADES code simulated plasma conditions such as tem-
perature, density and ionisation. The collisional-radiative code, PrismSPECT
was used to simulate the L-shell emission spectra from buried iron layers. The
hydrodynamic-atomic code EHYBRID simulated the delay in x-ray generation
from the pumping laser. The following sections give an overview of each code.
4.4.1 Hydrodynamic fluid code HYADES
High density laser produced plasmas can be simulated by particle in cell (PIC)
and fluid codes. Solving for the plasma temperature and density using mass,
momentum and energy conservation equations, the fluid dynamic approach can
accurately model the macroscopic evolution of laser produced plasmas.
HYADES is a one-dimensional Lagrangian radiation hydrodynamic fluid code. A
Lagrangian coordinate system maintains constant mass in each cell. The code
computes particle properties within each cell following their motion in time. Eule-
rian codes calculate fluid properties as particles pass through a fixed mesh grid. At
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early times the laser produced density profile rapidly changes, therefore evolving
Lagrangian grids are preferred. In HYADES the position and velocity variables
are defined at mesh points and the density and pressure variables are defined at
zone centres [19]. The HYADES simulations shown in chapter 4 and 5 used a
planar mesh geometry for the buried layer target.
The HYADES code incorporates a three fluid description for electron, ions and the
radiation field with each having its own temperature. Each fluid is assumed to be
in local equilibrium and their velocities are calculated using Maxwell-Boltzmann
statistics. The radiation field can be simulated using a Planckian distribution.
However, a more accurate method where multi-group diffusion is employed en-
ables departures from the Plankian distribution to be simulated. HYADES uses a
flux limited diffusion approximation to describe the thermal energy transport for
electrons and ions.
An equation of state for a material describes the thermodynamic properties of
a material by interlinking the density, pressure, temperature and internal energy
[30]. HYADES incorporates the equation of state and opacity from the Sesame
database [105]. HYADES can run with different ionisation models including Saha,
Thomas-Fermi, full ionisation, average atom LTE and NLTE. This thesis used
LTE and NLTE average atom ionisation models. In NLTE, rate equations are
used to evaluate the ionisation in each cell.
In chapter 5 HYADES was used to simulate the buried iron layer temperature and
density conditions. The mesh grid was split into three regions, each describing
one of the layers in the target. The simulated temperature and density conditions
were post-processed into the collisional-radiative code PrismSPECT to simulate
the L-shell iron emission spectra. Chapter 6 used the HYADES mass densities and
electron temperature with IMP opacities to simulate EUV transmission through
the target.
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The HYADES code is designed to simulate laser-plasma interactions at moderate
laser intensities ∼ 1014 Wcm−2 where hot electron heating is not significant. At
higher laser irradiances (> 1014 Wcm−2) hot electron heating can influence many
laser-plasma interactions and therefore make codes such as HYADES unstable. To
accurately simulate hot electrons PIC codes such as EPOCH can be used, however,
due to the nature of PIC codes these simulations can not accurately describe
the macroscopic behaviour of laser produced plasma. Although the HYADES
code cannot directly simulate hot electrons the energy distributed per unit mass
throughout the target due to hot electrons can be estimated using Key et al scaling,
which predicts the laser-hot electron conversion efficiency (see figure 2.9).
As flux inhibition is caused by a range of different factors2 using flux limiters in
numerical simulations can be a crude method to simulate the unphysical large
heat fluxes at steep thermal fronts. The correct flux limiter value can be inferred
by comparison with experimental data or by comparison between Fokker-Planck
simulations. In chapter 6 a range of flux limiter values are used to simulate the
temporal change in transmission within the buried iron layer. Subsequent compar-
ison with the experimentally recorded iron transmission can provide an estimate
of the flux limiter value (see figure 6.7). Although the iron transmission is depen-
dent on energy transport processes such radiation transport, hot electron heating
and thermal conduction. It is found that hot electron heating is negligible (see
figure 6.7). To simulate the radiation transport multi-group diffusion is used in the
HYADES code. Varying the number of multi groups in the code did not greatly
affect the iron transmission (see figure 6.11). Therefore, the transmission can be
used to infer the thermal flux limiter value.
2self generated magnetic fields, ion acoustic turbulence etc.
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4.4.2 Collisional-radiative codes
To simulate and reproduce experimentally recorded spectra, collisional-radiative
(CR) codes are used to simulate the quantum state populations for a range of
plasma conditions. The emissivity is subsequently calculated using the simulated
population distribution and taking into account plasma opacity and line broaden-
ing effects.
Collisional radiative (CR) codes have also been used in radiation-hydrodynamics
models [33] to compute plasma parameters such as internal energy, partition func-
tion and equation of state. In this thesis a collisional-radiative code, PrismSPECT
was used to model synthetic spectral data with input densities and temperatures
simulated by HYADES code. By comparing experimentally recorded spectra and
simulated spectra the plasma conditions can be inferred [18].
CR modelling of K-shell spectroscopy usually involves one or two bound elec-
trons. In order to simulate L-shell spectroscopy a more complex atomic model
is required due to the larger number of possible transitions (see equation 3.13).
However, taking into account every possible atomic transition is computationally
expensive. To overcome this, the atomic structure of atoms is often simplified
using average-atom, unresolved transition arrays (UTA), super-configurations and
detailed configuration accounting (DCA) techniques.
For low Z elements with a few bound electrons, the line spectra is relatively sim-
ple. However, high Z materials such as iron have many possible bound-bound
transitions which can lead to spectra with many closely packed spectral lines. It
is possible that the number of bound-bound transitions is so great that the line
width of each spectral line is greater than the spacing between each line [59]. As
a result the line spectra becomes an unresolved transition array (UTA) [106]. The
shape of the UTA can be modelled using band structures which averages the total
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intensity and collectively describes a number of lines, therefore simplifying the
atomic modelling. Detailed configuration accounting (DCA) includes atomic data
upto LS coupling, but does not include term splitting.
A DCA atomic model was used in PrismSPECT to simulate the L-shell emission
spectra as shown in figure 5.5. Average atom models calculate shell populations
and usually assume equilibrium population within a shell. The number of electrons
calculated in the shells in an ’average’ atom determines the degree of ionisation.
PrismSPECT
PrismSPECT is a collisional-radiative code made by Prism computational sciences
Inc. In chapter 5 PrismSPECT was used as a post-processing code where the
plasma hydrodynamics were incorporated from HYADES. The ATBASE atomic
code provides PrismSPECT with atomic data including photo-ionisation cross sec-
tions, oscillator strengths, collisional ionisation and excitation cross sections, and
atomic energy levels for a range of different materials. The atomic model can
simulate more than one material by specifying the fraction of different elements.
This feature was used to estimate the level of iron oxide present in the iron layer.
Previous collisional radiative codes such as FLYCHK used only screened hydro-
genic n-levels. To simulate L-shell spectra, PrismSPECT uses a more accurate
detailed account configurations method. The simulated spectra shown in figure
5.5 used ∼ 30000 line transitions. Time-dependent rate equations were calculated
using the time varied temperature and density conditions from HYADES. The
ionisation dynamics also included continuum lowering effects. The PrismSPECT
code computes atomic populations under LTE using Saha-Boltzmann equations
and for non-LTE plasma populations time-dependent and steady state equations
can be used. To generate the bound-free, bound-bound and free-free synthetic
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spectra, PrismPLOT computes the emissivity and opacity of the plasma as a func-
tion of frequency. The PrismPLOT spectral modelling takes into account various
line broadening effects, such as Stark broadening. PrismSPECT incorporates hot
electron populations by assuming a value for the hot electron temperature. For
chapter 5 Begs scaling law provided an estimate of the hot electron temperature
whereas in chapter 6 the temperature detected by the diode array was used in the
PrismSPECT calculations.
EHYBRID
EHYBRID is a Lagrangian hydrodynamic code which aims to model detailed
atomic interactions and hydrodynamics in x-ray lasers. EHYBRID uses a planar
Lagrangian mesh and the fluid is modelled in the direction parallel to the driving
laser. To determine the time dependent ionisation state and the abundance of Ni-
like or Ne-like ions a collisional-radiative model is also used. Collisional excitation,
de-excitation, radiative decay and many other atomic processes are included in the
rate equation. A detailed atomic model is used, for example the Ni-like ionisa-
tion stage is modelled with 272 excited levels. EHYBRID implements a Chart-D
equation of state (EOS) model.
The data simulated from EHYBRID can be postprocessed using RAYTRACE to
calculate the amplified spontaneous emission along the ray paths including re-
fraction effects, therefore calculating the total output x-ray laser intensity. The
refractive index is continuous and the gradient is constant within a given RAY-
TRACE element. Each ray has an assumed parabolic path and the path is in-
terpolated between each element. Saturation of a ray is included by a switch to
linear amplification at a set gain length product value.
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Figure 4.10: Flow diagram showing how the EHYBRID code operates.
The EHYBRID hydrodynamic code was used to simulate the delay in x-ray gen-
eration for the silver EUV laser at the LASERIX facility. The gain-length prod-
uct was calculated using EHYBRID and was then post-processed into the RAY-
TRACE code which calculated the output x-ray laser intensity. The delay in x-ray
generation is simulated from the time of the main pulse.
When the flux limiter is set to 0.01 the output intensity is ∼ 107 Wcm−2 and the
x-ray pulse delayed by 100 ps from the peak of the pumping laser pulse. Increasing
the flux limiter to 0.06 reduces the x-ray generation delay to 40 ps and increases the
output intensity to ∼ ×1010Wcm−2. Although increasing the flux limiter from 0.06
to 0.1 does not increase the x-ray laser output intensity or the delay, the x-ray laser
pulse duration reduces to 10 ps. A flux limiter of 0.15 simulates a x-ray generation
delay of 35 ps, x-ray laser intensity ∼ ×1011Wcm−2 and a pulse duration of 3 ps.
Therefore, when the flux limited thermal conductivity is increased the x-ray laser
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Figure 4.11: The EHYBRID simulations were post-processed using RAY-
TRACE code to calculate the output x-ray laser intensity as a function of time.
Simulations shows the output x-ray laser intensity for a range of flux limiter
values (a) 0.01, (b) 0.06, (c) 0.1 and (d) 0.15.
pulse has a shorter delay, shorter pulse duration and increased intensity output.
Due to the nature of 1D codes, EHYBRID cannot simulate the affect of lateral
energy transport, and a large short temporal spike in electron temperatures ∼ 104
eV is simulated (see figure 4.12). Higher flux limiter values do not increase the
peak electron temperatures but do predict faster cooling rates within the heated
silver target.
The gain length product is simulated for three characteristic silver x-ray lines: 131
A˚, 139 A˚ and 144 A˚. EHYBRID predicts that under the simulated conditions the
139 A˚ x-ray line is dominant.
The simulated x-ray laser pulse for the condition of the EUV laser used in chapter
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Figure 4.12: Simulated electron temperatures as a function of time with flux
limiter values set to (a) 0.01, (b)0.06, (c) 0.1 and (d) 0.15
6 predicts a FWHM duration 3 ps comparable to the incident infra-red laser pump
pulse duration.
4.4.3 Opacity codes
The PROPACEOS, IMP and TOPS codes have been used in this thesis to simulate
opacities over a wide a range of plasma temperature and densities. The following
section introduces these opacity codes which were used in chapter 6 to simulate
the radiation absorption and transmission through buried iron layer targets. The
TOPS code was used in chapter 5 to simulate the transmission of the rearside
plastic layer (figure 5.8).
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Figure 4.13: Simulated electron density as a function of time with flux limiter
values set to (a) 0.01, (b)0.06, (c) 0.1 and (d) 0.15
PROPACEOS
The PROPACEOS (Prism Opacity and Equation of State) was produced by Prism
Computational Sciences, Inc and is part of a cohort of codes3 which are tailored
to simulating laser-plasma interactions. The code can generate equation of state
(EOS) and multi-frequency opacity data for a grid of temperature and density
plasma conditions for either a single element of a mixture. Boltzmann statis-
tics and the Saha equation are used to compute EOS and opacity for LTE plas-
mas, whereas steady state solutions to rate equations are used for NLTE plasmas.
PROPACEOS can calculate Planck absorption, Planck emission and Rosseland
mean group opacities (i.e frequency binned). For non-LTE plasmas the Planck
absorption opacity no longer equates to the Planck emission opacity due to the
3PrismSPECT, HELIOS, Spect3D, VisRad, Atomic Data, PROPACEOS and PrismPLOT.
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Figure 4.14: Gain length product as a function of time for x-ray lines 131A˚,
139A˚and 144A˚.
Kirchoff’s relation. Figure 4.15 shows the opacity of iron for 89 eV EUV photons
at a range of temperature and density values.
The PROPACEOS code was used in chapter 6 to simulate the radiation absorption
and the transmission of the iron layer at a range of photon energies, temperatures
and densities.
TOPS
The Los Alamos opacity database encompasses the original astrophysical opacity
library [107] and the improved light element detailed configuration opacity (LED-
COP) codes [108]. The TOPS opacity code which was produced by the Los Alamos
group allows access to these opacities online [104]. The code can be used to find
group mean opacities (Rosseland or Planck) for a range of temperature, density
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Figure 4.15: PROPACEOS opacity look-up table for iron at 89 eV photon
radiation.
and frequencies. The astrophysical opacity library focusses on stellar calculations
and contains tables for elements upto iron [5]. LEDCOP uses a Hartree-Fock code
to simulate detailed LS terms and average configuration terms to calculate opaci-
ties for elements Z < 31. LTE conditions are assumed and only radiative processes
are included. The equation of state (EOS) is based upon the Saha equation. The
line profiles for bound-bound transitions are simulated by using Voigt, Gaussian
(Doppler) and Lorentzian functions .
IMP
The ionised material package (IMP) code calculates radiative opacity for open L
and M shell high-power laser produced plasmas in local thermodynamic equilib-
rium (LTE). Detailed configuration accounting was used in an open shell for line
and photoelectric absorption. Term-splitting effects are also included by using
an unresolved transition array (UTA). The opacity due to satellite lines is taken
into account by using a statistical methods. The Thomas-Fermi model is used to
model the ionic potentials. A Gaussian profile for the distribution of transitions
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Figure 4.16: IMP opacity look-up table for iron at 89 eV photon radiation.
is assumed by the IMP code. Figure 4.16 shows the opacity look-up table for iron
at 89 eV photon energy for a wide range of density and temperature values.
Due to the averaging nature of many opacity codes resonance and forbidden tran-
sitions ∆n = 0 are often poorly modelled. Chapter 6 highlights the importance of
including such transitions as they can significantly increase the opacity particularly
within the 70 - 90 eV photon range.
4.5 Conclusion
This chapter has described diagnostics, instruments and simulation (HYADES,
PrismSPECT, EHYBRID, PROPACEOS, IMP and TOPS) codes which were used
in this thesis to investigate energy transport in high density laser produced plas-
mas.
A description of the high resolution grating spectrometer (HRGS) which recorded
L-shell iron emission in chapter 5 is presented in this chapter. The HRGS was
calibrated using oxygen emission lines from laser irradiated mylar targets. General
features of the extreme ultraviolet (EUV) laser that was used in chapter 6 is also
described in this chapter. The collisional-radiative EHYBRID code was used to
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simulate the LASERIX EUV laser generation delay (' 35 ps) and the FWHM
pulse duration (' 3 ps). An overview of opacity codes (IMP, PROPACEOS and
TOPS) which were used in chapter 6 are also presented here.
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Chapter 5
Investigating energy transport
using emission spectroscopy from
buried iron layered targets.
Uniform high density plasmas of different materials with properties relevant to
the interior of stars and to inertial fusion can be created by laser irradiation of
targets containing a buried layer of the material. Buried layer targets also enable
the diagnosis of hot and thermal electron, x-ray and ion heating of targets. In
this chapter, an experiment where L-emission spectroscopy from an iron layer
(thickness 77 nm) encased in an otherwise plastic target (of thickness 240 nm −
1.36 µm on the laser side) is irradiated by 0.53 µm wavelength, 2 ps duration laser
pulses at irradiances of 1017−1018 Wcm−2 is described. The spectrometer is placed
at a shallow viewing angle of 5◦ to ensure that the source size is small, therefore
reducing the effect of source broadening. The relative iron L-emission from Li-
like Fe XXIV to Ne-like Fe XVII is used to diagnose the plasma conditions of
temperature and density in the iron layer. As the upper quantum states of the L-
emission lines are in local thermodynamic equilibrium (LTE), line intensity ratios
87
depend on both electron temperature and density, which enables the simultaneous
measurement of both electron temperature and density by considering several line
intensity ratios. Energy transport mechanisms including hot electron heating and
thermal conduction have been deduced from the electron temperature and density
measurements.
5.1 Introduction
Experiments using high power lasers focussed onto solid targets enable an un-
derstanding of some of the properties of the high density plasmas found in stars
and in inertial fusion. Targets with a buried layer of a signature material have
been used to measure plasma conditions of the buried material at densities above
solid using shock wave compression [11, 17]. High energy density plasmas created
using buried layer targets can act as sensitive indicators of energy transport into
the targets [10, 75] with particular relevance to fast igniter fusion where hot elec-
trons from laser irradiation locally heat partially compressed deuterium-tritium
fuel causing fusion ignition [109]. It is important to be able to diagnose plasma
conditions in buried layer targets.
Time-resolved measurements of buried layer emission with picosecond resolution
before penetration of a refraction wave explodes the target enable the diagnosis
of the plasma conditions and properties. However, often time-integrated spec-
tral measurements are sufficient as radiation emission is dominated by the peak
temperature, peak density conditions achieved before plasma expansion [110]. Ex-
periments measuring emission from buried layer laser-plasma targets have been
used to determine plasma opacities at high density and temperature as the emis-
sivity of the plasma is directly related to the opacity for high density plasmas in
local thermodynamic equilibrium (LTE) [13, 16]. The plasma conditions in the
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buried layer of the target are also often deduced spectroscopically using line in-
tensity ratios and the slope of continuum emission to measure temperatures and
spectral line widths to measure densities [111].
The relative ease of measuring and identifying K-emission from low to medium
atomic number elements has resulted in the widespread use of K-alpha radiation for
elements from aluminium to iron for the diagnosis of the conditions in the buried
layer targets [36, 112]. Thermal emission from hot plasma results in H- to Li-like
resonance lines and dielectronic satellites, while at lower temperatures the emitted
radiation comprises photons close to the solid K-alpha photon energy. L-shell
emission from laser-plasmas results in significantly more complex spectra involving
many excited quantum states. Calculating the populations of the quantum states
involves the evaluation of energies and radiative transition probabilities for many
states and transitions plus significant collisional-radiative population evaluations.
Consequently, even comprehensive spectral calculations often fail to fully describe
observed spectra because of missing spectral line transitions [73].
The heating of buried layer targets can arise from thermal electron transport,
hot electrons and radiation. These heating mechanisms can combine non-linearly
making independent simulations without experimental benchmarking unreliable.
Principal uncertainties resolve around the value of flux-limited thermal conduction
[113] and target heating by hot electrons.
In this chapter, it is demonstrated that it is possible to improve the accuracy of
the determination of the plasma conditions in buried layer targets by considering
several bright L-emission lines provided the lines are individually identified (not
broadened into a quasi-continuum) and the plasma ionisation is in LTE. By using
the time-integrated intensity ratios of lines in different adjacent ionisations in
LTE, we have measured densities and temperatures in a signature layer of a laser-
irradiated target as the target material heats and explodes.
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Figure 5.1: Schematic of the experiment showing the orientation of a high
resolution grating spectrometer viewing the backside of a buried layer target at
5◦ to the target plane.
We find good agreement between experiment and simulation in the absolute inten-
sities of the iron L-emission provided we allow for the heating of a plastic substrate
in the targets by hot electrons. The comparison of experimental and simulated
spectra is shown to enable a measure of target hot electron heating and the value
of the flux limiter for thermal conduction.
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5.2 Experiment
The L-shell time-integrated spectra have been recorded using a high resolution
grating spectrometer at the COMET laser facility, Lawrence Livermore National
Laboratory. The COMET laser is a Ti:Sapphire short pulse (1 - 4 ps) laser with a
4 stage Nd:Phosphate amplifier. A 4J frequency doubled (λ = 527 nm) laser with a
pulse duration of 2 ps was used to irradiate a range of iron buried layered targets at
intensities of the order ∼ 1017 Wcm−2 at an angle of 30 ◦ from target normal (figure
5.1). The focal spot diameter of ' 20µm was measured using an x-ray pinhole
camera. The laser beam was s-polarised and frequency doubled using a KDP
crystal. Frequency doubling ensures a high (∼ 108) contrast laser irradiation on
the target [17]. Targets were composed of a 77 nm iron layer sandwiched between
a 240 nm - 1.36 µm Parylene-N layers. The iron layer is tamped on both sides by
the plastic to increase the uniformity and density of the iron layer after irradiation.
Parylene-N was chosen as the tamping material as upon heating it is transparent
in the 700 - 1200 eV photon energy range (see figure 5.8). The spectrometer was
aligned at 5 ◦ to the target rear surface and hence potentially recorded the emitted
iron spectra through upto 8.5 µm of cold solid Parylene-N which transmits 0.01 -
0.31 of 700 - 1200 eV energy photons.
Time integrated emission was recorded (e.g. see figure 5.2) from the rearside of
the targets using a 2400 lines/mm variable spaced high resolution grating spec-
trometer (HRGS) with a liquid nitrogen cooled (temperature −110◦C) Princeton
PI-SX 1300 CCD camera with 1340 × 1300 pixels (pixel size 20 × 20 µm2). The
spectrometer slits were removed in order to increase the emission recorded onto the
CCD, but spectral resolution remained high (' 500) due to the small source size
' 20µm in the dispersing direction (measured with a pin hole camera). Position-
ing the spectrometer at the shallow viewing angle of 5◦ to the back of the target
surface minimised Doppler shift effects on the spectral linewidths. Using equation
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Figure 5.2: This figure shows the emission spectra as recorded using the high
resolution grating spectrometer (HRGS) and the Princeton PI-SX 1300 CCD
camera when a laser of irradiance ∼ 3× 1017 Wcm−2 is incident upon a buried
iron layer target at 30◦ from target normal. The buried iron layer (77 nm) was
tamped with a frontside plastic layer of 240 nm and rearside 740 nm parylene-N
layer. Emission lines are grouped in ionisation stages as labelled.
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3.23 the spectral lines are estimated to be blue shifted by −0.65 mA˚(see chapter
3.2.3). The spectrometer grating of radius of curvature 44.3 m was inclined at a
grazing angle of 3.4◦ to the incoming radiation.
The buried iron layered targets were irradiated by the COMET laser with intensity
ranging between 1017 − 1018 Wcm−2. When high intensities irradiated the target,
Li-like iron emission was stronger, while lower laser intensities produced spectra
which was dominated by emission lines from lower ionisation states (see figure 5.3).
The irradiance of the COMET laser was dependent mainly on the focal width of
the laser pulse rather than the energy of the pulse, which remained relatively
constant ' 4 J. Therefore, high intensity laser pulses irradiate a smaller volume
of the buried iron target resulting in a lower absolute emissivity. However, low
intensity pulses irradiate a larger volume of iron, hence the iron emissivity is higher
(see figure 5.3).
10 12 14 160.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Wavelength (Angstrom)
In
te
ns
ity
 (a
.u
)
 
 
7.4× 1016 Wcm−2
1.9× 1017 Wcm−2
1.6× 1017 Wcm−2
3.2× 1017 Wcm−2
2.9× 1017 Wcm−2
2.3× 1017 Wcm−2
4.4× 1017 Wcm−2
Figure 5.3: Emission spectra from a buried iron layered target comprising
77 nm iron and tamped with 240 nm (frontside) and 740 nm (backside) of
parylene-N for laser irradiances 1016 − 1017Wcm−2
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The time-integrated emissivity (λ) of radiation emitted from the targets in J/m2/sr/
A˚ is given by [66],
(λ) =
φ
∆As∆Ω
(5.1)
where φ is a measure of the recorded time-integrated intensity. ∆As is the area of
emitting surface and ∆Ω is the solid angle collected by the spectrometer.
Using the Jacobian transformation [114] the emissivity (Eν) per unit photon
energy, per unit area, per unit solid angle is given by,
(Eν) = −d(λ)
dλ
(
hc
E2ν
)
, (5.2)
after the calibrated wavelength dispersion is converted to an energy scale. The time
integrated spectral emissivity (Eν) from the target was measured in absolute units
(ergs/cm2/ster/eV) to an accuracy of ± 20% taking into account the spectrometer
filtering (147 nm of Al) transmission (TAl), the quantum efficiency of the CCD
detector (QE) [115], the spectrometer grating reflectivity (R) [85] and the source
size (As). Using equations 5.1 and 5.2 the target emissivity (Eν) can be written,
(Eν) =
(
NEν
∆λ
) (
12.39
E2ν
)
3.6RAD
As
(
lgsin(θ)
Dsg
)(
ld
Dsd
)
TAlQERTCH
(5.3)
where N is the time and spatially integrated number of counts recorded by the
CCD detector within a spectral range ∆λ and Eν is the photon energy in ergs. The
source size (As (cm
−2)) was measured using the x-ray pinhole camera (see figure
5.1). The solid angle (∆Ω (ster)) is a combination of the emission projected onto
the grating and the integration length on the CCD detector in the non-dispersing
direction. The solid angle is given by the term ∆Ω = lgsin(θ)
∆Dsg
ld
∆Dsd
, where lg is
the length of the diffraction grating (5 cm), θ is the diffraction grating grazing
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Figure 5.4: Emission from the heated buried iron layer target recorded using
a pinhole. The pinhole camera was placed in front of the target 35◦ from the
target normal and at an azimuthal of 51◦ (see figure 5.1).
incidence angle (3.4◦), Dsg is the distance from the source to the grating, ld is the
distance of integrated pixels and Dsd is the distance between the source and the
detector. The average energy required to produce a single electron-hole pair for a
silicon CCD detector is 3.6 eV [103]. The number of electrons required to produced
a count is given by the analogue to digital converter (ADC) value, RAD. During
the experiment the Princeton PI-SX CCD camera operated at a high gain ADC
value of RAD = 1. The error in the measurements of the target emissivity (Eν)
is dominated by the source size error (20%) and the uncertainty in the number of
CCD counts (10%) giving an absolute error of 20% in measured emissivity and a
relative error for spectral line ratios of 10%. The total emissivity error calculated
in quadrature is found to be 22%.
The L-shell emission of iron was recorded over the spectral range 700 - 1200 eV
(figure 5.5). The spectrometer dispersion was calibrated using mylar target emis-
sion of oxygen Ly-α (1s2S 1
2
− 2p2P 3
2
) and He-α (1s1S0 − 1s2p1P1) lines. Key
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features of the iron emission include Li-like Fe XXIV ionization lines at 1112.81
eV and 1127.04 eV and successive ionizations states observed in grouped bands
from Be-like (Fe XXIII) to Ne-like (Fe XVII) states (figure 5.5).
5.3 Results and analysis
The recorded spectra were simulated using a time-dependent collisional radiative
code, PrismSPECT [20]. Sample simulated spectrum are superimposed on figure
5.5. The HYADES one dimensional hydrodynamic Lagrangian fluid code [19]
was used to simulate the spatial and temporal variation of electron temperature
and density in the iron layer of the target and these results post-processed with
PrismSPECT to generate simulated spectra (Eν) on an absolute scale which can
be compared to absolute measured emissivity (see section 5.2).
The HYADES code modelled laser light absorption by inverse bremsstrahlung and
resonance absorption with hot electron heating of the iron layer taken into ac-
count by having a specified percentage (0 - 10%) of the laser energy absorbed per
unit mass in the target due to hot electrons. The recorded relative line intensities
are sensitive to the hot electron heating in the plastic substrate (see figure 5.10).
Although there is no unique combination that gives the measure line ratio, incor-
porating some hot electron heating (≥ 1%) can reproduce the experimental iron
line intensity ratios.
The effect of the variation of the thermal electron energy flux limiter on the sim-
ulated spectra is shown in figure 5.9. A flux limiter, f of the free streaming limit
flux QFS is combined harmonically with Spitzer-Harm flux QSH in the HYADES
code, such that the total heat flux Q is given by,
Q−1 = (QFS)−1 + (QSH)−1. (5.4)
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Figure 5.5: Spectra showing L-shell emission from two superimposed shots
within the 600 - 1200 eV spectral range recorded from a buried layer target at
incident irradiance of 3×1017 Wcm−2. Simulations of the spectra are shown as-
suming LTE(green) and NLTE(red) spectral evaluations using the PismSPECT
code post processing HYADES fluid code results.
Figure 5.8 shows that hot electron heating changes the 700 - 1200 eV photon
energy transmission in the plastic substrate enabling the hot electron heating to
be evaluated, while variation in the flux limiter strongly affects the iron emission
lines present, enabling the flux limiter controlling heat flow to the iron layer to
be evaluated. From figure 5.10, it is apparent that a flux limiter value of 0.04 ±
0.003 is appropriate for a broad range (> 1%) of hot electron heating. Some hot
electron heating (≥ 1%), however, is required for the simulations to reproduce the
experimental iron line intensity ratios.
For figure 5.8 the plastic opacity is taken from the TOPS opacity code [104] with
the transmission evaluated using the HYADES predicted temperatures. The iron
layer L-emission is optically thin with optical depth ranging between 0.02 - 0.31 at
700 eV and ρ ' 2.4 - 8.6 gcm−3 respectively, calculated from HYADES predicted
electron densities and temperatures and TOPS opacities.
The presence of oxygen emission lines (eg figure 5.5) indicates that the buried
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Figure 5.6: Iron spectra with identified lines of interest ranging from 1020 -
1140 eV. Spectral lines shaded here are used in equation 5.8.
Figure 5.7: Contour plot showing the function < presenting the difference
between LTE evaluated line intensities and experimental measurement. The
cross indicates when < is at a minimum. This is the optimum plasma condition
from which lithium & beryllium line emission arises.
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Figure 5.8: Calculated transmission of the rearside plastic layer of initial
thickness 1.36µm at a 5o grazing angle as a function of the hot electron energy
absorbed for iron L-shell spectral emission in the range 700 - 1200 eV at the
time of peak iron emission (3ps). The solid lines show the transmission for
photons with energy 700 eV, whilst the dashed lines show transmission for 1200
eV photons. Results are shown for different HYADES values with flux limiter
(0.02 (blue), 0.04 (red) and 0.06 (black)).
Figure 5.9: Simulated spectra with 3% hot electron heating assumed with
different values of the flux limiter as labelled superimposed on an experimental
spectrum.
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Figure 5.10: The simulated intensity ratio of the Li-like Fe line at 1113 eV
(2p2P1/2−3d2D5/2) and the Ne-like Fe line at 740 eV (2p6 1S0−2p5(2P1/2)3s1/2)
as a function of the thermal conduction flux limiter for different values of as-
sumed hot electron heating. The experimentally measured line ratio is shown
as a horizontal broken line.
iron layer is oxidised. In our modelling with PrismSPECT this was taken into
account by incorporating a 10% fraction of oxygen. Using PrismSPECT, this
percentage of oxygen produced oxygen emission lines of intensity in the observed
ratio to the intensity of the iron lines. Figure 5.11 shows the Ly-α and He-α
impurity emission lines. From line ratios of Ly-α and He-α impurity oxygen lines,
an electron temperature ' 360 eV in the iron layer was deduced using the Saha-
Boltzmann equation (with Stewart-Pyatt continuum lowering). At the time of
peak iron emissivity, HYADES predicts that the iron layer has an approximate
temperature of Te ' 400 eV.
5.3.1 Detailed evaluation of electron temperature
Electron temperatures, Te and densities, ne in the iron layer of the targets were
measured using the emission ratio of different Be-like spectral lines to the strong
Li-like line (2p2P1/2 − 3d2D5/2) at 1112.81 eV. As the density in the iron layer is
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Figure 5.11: Figure shows the oxygen Ly-α and He-α impurity emission lines
with PrismSPECT simulations overlaid for a range (1-10%) of assumed oxygen
impurity percentages. The laser (3×1017 Wcm−2) irradiated a buried iron layer
(77 nm) encased in parylene-N frontside (240 nm) and backside (740 nm) thick
plastic layers.
high (ne ∼ 1024 cm−3) at the time of peak emission and the times for LTE to
be achieved are less than 1 ps, LTE can be assumed [116]. Simulations with the
PrismSPECT code also show little difference between LTE and NLTE evaluations
in the intensity ratio of the six lines employed for the Te and ne evaluation (see
figure 5.5).
The relative intensity of spectral lines in adjacent ionisation stage is calculated
using the Saha-Boltzmann equation to determine the quantum state populations
associated with the upper levels of the emitted lines. The relative intensity of such
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lines is thus given by
Rth =
Iλ′
Iλ
=
(
f ′g′λ3
fgλ′3
)(
4pi3/2a0ne
)−1(kBTe
EH
)3/2
× exp
(
−E
′
gp′ + Ep∞ −∆E
kBTe
)
(5.5)
where the higher ionization state is primed, f and g represent the oscillator
strength and degeneracy of atomic levels, a0 is the Bohr radius and EH is the
ionization energy of the hydrogen atom. The term which is exponentiated repre-
sents the energy difference between the upper levels of adjacent ionization states.
This can be represented as the energy difference between the ground state and up-
per quantum state (p′) of the higher ionization stage, E ′gp′ and the energy difference
between the ionization energy and the upper level (p) of the lower ionization stage,
Ep∞. The ionization potential depression (IPD) of the lower ionization stage, ∆E
has been calculated using the Stewart-Pyatt (SP) and the Ecker-Kroll (EK) model
[117], using
∆ESP =
kBT
2(z∗ + 1)
[(
3(z∗ + 1)ze2
4pi0λDkBT
+ 1
)2/3
− 1
]
(5.6)
∆EEK =
ze2
4pi0rEK
. (5.7)
where λD is the Debye length, z∗ is the degree of ionization, z is the charge state
and r3EK =
3
4pi(ne+ni)
. The SP model deduced IPD values ' 120 eV, whereas the
Ecker-Kroll model produced IPD ' 700 eV for the peak (∼ 700 eV and 1024 cm−3)
temperature and density in the iron layer. Figure 5.14 shows the effect of assuming
the Stewart-Pyatt or Ecker-Kroll models on the deduced temperature.
By considering a wide array of temperatures and densities (see figure 5.7), nu-
merous theoretical line ratios
Iλ′
Iλ
can be found for different plasma condition and
evaluated using equation 5.5. The difference in the calculated line ratio and that
observed experimentally are evaluated for several spectral line ratios using the
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value < given by,
< =
∑
5 lines
[(
Iλ′
Iλ
)
theoretical
−
(
Iλ′
Iλ
)
experimental
]2
.
(5.8)
A minima in < is found when
(
Iλ′
Iλ
)
theoretical
approaches
(
Iλ′
Iλ
)
experimental
at the
plasma conditions of density and temperature corresponding to where the spec-
tral lines are emitted. The summation over multiple line ratios (see figure 5.6)
increases the accuracy of this technique. Taking line ratios for Li-like Fe to Be-
like Fe, the deduced temperature agrees with HYADES simulations of the peak
temperature produced in the iron layer (figure 5.12) Post processing HYADES
data with PrismSPECT shows the ionization fraction created in the iron layer as
a function of time (see figure 5.12). Li-like emission arises at the leading edge of
the laser pulse when the temperature reaches ∼ 700 eV and a density of ∼ 1024
cm−3. As the plasma cools further, successively lower ionization states increase
in population and emissivity giving rise to the band structure seen in the time
integrated spectra.
5.3.2 Detailed comparison to simulations
Figure 5.13 shows the abundance of Li-like iron when hot electron heating and
radiation transport is turned on or off calculated by the HYADES code. When
both heating mechanisms are turned on (see figure 5.12) the rapid heating of the
iron layer produces a large population of Fe XXIV (Li-like) ions. The energy
transport mechanisms subsequently distribute the energy throughout the target
and the iron layer eventually adiabatically cools. When both hot electron heating
and radiation transport is turned off in the HYADES simulations (see figure 5.13)
the initial iron zone rapidly heats up to an unrealistic electron temperature of
∼ 2 keV. As thermal conduction is a relatively slower process compared to hot
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(a)
(b)
Figure 5.12: (a) Electron density (blue), ion density (red), electron temper-
ature (green) and (b) ionization level within the iron layer as a function of
time. HYADES simulations are shown for a second harmonic 2 ps laser pulse
with irradiance 3× 1017 Wcm−2 incident at time 10 ps on a buried layer target
compromising 240nm CH overlay with a 77 nm Fe buried layer and another
740 nm CH layer, with the laser incident on the 740nm CH side. The deduced
density and temperature using the ratio of Li-like to a Be-like line are shown
as circles. A similar analysis using the intensity ratio of boron-like to a carbon-
like line is superimposed as squares. The fractional ionization was calculated
with HYADES and post processed using PrismSPECT. The experimental data
points in 5.12(a) are placed at the time of maximum abundance (as shown in
5.12(b)) of both Li- and Be-like or B- and C-like iron.
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Figure 5.13: HYADES 1D hydrodynamic code was used to simulate the Te
and ne of the buried iron layer when lasers irradiated (3 × 1017 Wcm−2, 2 ps
pulse duration, frequency doubled ' 0.5µm light) buried layer targets com-
prised 240 nm (frontside) plastic layer, buried 77 nm iron layer and backside
740 nm plastic layer. The PrismSPECT collisional-radiative code was used to
postprocess HYADES data to produce the ionisation fraction as a function of
time. The abundance of Fe-like, Be-like etc ions were investigated as a func-
tion of time when certain energy transport mechanisms were turned on or off.
Figures (a) and (b) show the Te and ne as a function of time when radiation
transport and hot electron heating is turned off in the HYADES code. Figures
(c) and (d) show the Te and ne as a function of time when hot electron heating
is turned off but radiation transport is turned on. The laser is incident upon
the buried iron layer target at 10 ps.
electron heating and radiation transport, the rate of energy transfer through the
iron layer is significantly lower. Therefore a large abundance of Li-like ions exist
over a longer timescale ∼ 15 ps. Figures 5.13(c) and 5.13(d) show the fractional
ionisation with the Te and Ne profiles overlaid when hot electron heating is turned
off and radiation transport is turned on. In the absence of hot electron heating the
population abundance of Li-like ions is low ≈ 0.08. This suggests that the level of
hot electron heating can be measured from the intensity of the Li-like iron lines.
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The time to reach peak conditions is ≈ 1 ps when both radiation transport and
hot electron heating is turned on. However, when one or both heating mechanisms
are turned off the time to reach peak conditions increases to ≈ 3 ps (see figure
5.13 and 5.12).
(a)
(b)
Figure 5.14: (a) Electron temperature as a function of laser irradiance de-
duced from equation 5.8 using 6 spectral lines for a range of different Parylene-
N overlay thicknesses. Squares represent the ratio, < calculated using the
Stewart-Pyatt model and circles represent ratios determined using the Ecker-
Kroll model. The solid curve shows a fit of the plasma temperature scaling with
the Stewart-Pyatt model. The dashed curve shows the same but for the Ecker-
Kroll model. (b) A graph showing the relative uniformity of electron density as
a function of laser irradiance. (Overlay thickness: 240 nm - red, 360 nm - blue,
740 nm - green and 1.36 µm - black).
The technique of deducing the plasma conditions of density and temperature from
several emitted spectral lines was further implemented to analyse spectra recorded
106
from a range of different buried layer targets with varied CH overlay thickness.
The COMET laser intensity was also varied in the 1017− 1018 Wcm−2 range. The
measured electron density within the iron layer was approximately constant at
∼ 1024 cm−3 independent of the overlay thickness for these conditions indicat-
ing that emission occurs before significant plasma expansion (see figure 5.14(b)).
The electron density of solid iron ionised to Li-like ionisation at 2 × 1024 cm−3
is only slightly above the spectroscopically measured densities (figure 5.14(b)),
indicating that the expansion of the buried iron layer is small when the Be-like
and Li-like emission occurs. Figure 5.14(a) shows a plasma temperature scaling of
Te ∝ I0.2−0.4 for both Ecker-Kroll and Stewart-Pyatt ionization potential depres-
sion models with the Stewart-Pyatt model predicting slightly higher temperatures
and densities. Fournier et al [36], for example, deduced a plasma temperature
scaling of Te ∝ (Iabs)4/9.
5.4 Conclusion
Using the COMET laser at Lawrence Livermore National Laboratory iron spectra
have been recorded with a high resolution grating spectrometer from targets with a
thin layer of iron buried in plastic. Analysis using the 1D hydrodynamic fluid code,
HYADES and collisional radiative code, PrismSPECT have shown L-shell iron
emission of successively lower ionization states as the plasma expands and cools.
Comparison between NLTE and LTE models have shown the iron plasma is close
to local thermodynamic equilibrium. A novel technique using Saha-Boltzmann
relations has predicted peak electron density and temperature conditions for the
buried iron layered targets of different overlay thickness. By comparing simulated
and experimental spectra, the effect of hot electrons on target heating and the
value of the flux limiter has been deduced. The plasma conditions deduced from
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Saha-Boltzmann relations are found to be insensitive to variations in laser intensity
in the 1016− 1017 Wcm−2 range and target overlay thickness in the 240 nm - 1.36
µm range.
108
Chapter 6
Diagnosing energy transport in
buried layered targets using an
extreme ultraviolet (EUV) laser
This chapter demonstrates the use of extreme ultra-violet (EUV) laboratory lasers
in probing energy transport in laser irradiated solid targets. EUV transmission
through targets containing a thin layer of iron (50 nm) encased in plastic (CH)
after irradiation by a short pulse (35fs) laser focussed to irradiances 3 × 1016
Wcm−2 is measured. Heating of the iron layer gives rise to a rapid decrease in
EUV opacity and an increase in the transmission of the 13.9 nm laser radiation
as the iron ionizes to Fe5+ and above where the ion ionisation energy is greater
than the EUV probe photon energy (89 eV). A one dimensional hydrodynamic
fluid code HYADES has been used to simulate the temporal variation in EUV
transmission (wavelength 13.9 nm) using IMP opacity values for the iron layer,
and the simulated transmissions are compared to measured transmission values.
When a deliberate pre-pulse is used to preform an expanding plastic plasma, it
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is found that radiation is important in the heating of the iron layer, while for
pre-pulse free irradiation, radiation transport is not significant.
6.1 Introduction
When a high power laser pulse of duration > 100 fs irradiates a solid target, most
of the laser energy is directly absorbed in expanding plasma at densities typically
10−2−10−3 gcm−3 as the laser light only penetrates up to the critical electron den-
sity (see figure 2.2). With ultra-short duration (< 100 fs) laser pulses, deliberate or
inadvertent pre-pulses (ie laser pedestal) create a similar expanding plasma with
which most of the laser energy interacts. In laser-produced plasmas, the absorbed
energy generally needs to be transported to the solid surface through expanding
plasma of rapidly increasing density in order to contribute to heating and ablation
of the remaining solid target. The energy can move via hot electrons produced
in the interaction process, thermal electron conduction, and by the absorption of
radiation emission from the hot sub-critical density plasma. As the laser absorp-
tion, thermal conduction, radiation emission and absorption all depend on electron
temperature, energy transport mechanisms interact together creating a non-linear
problem with many uncertain parameters, such as the rate of flux-limited thermal
conduction [31, 118–120] and the radiative opacity of material [3, 5, 121].
Thermal energy conduction in near-uniform plasmas where the mean free path
between collisions is much smaller than changes in the plasma density or tem-
perature are modelled well using Spitzer-Harm conductivity [40]. However, be-
tween the critical density surface and ablation surface in a laser-produced plasma,
gradients are steep and the Spitzer conductivity significantly over-estimates heat
conduction. An upper limit on the heat transport flux Q is often estimated by
assuming that the flow rate Qf of thermal energy nekTe occurs at rate fnekTevth,
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where ne is the electron density, kTe is the electron temperature, vth is the average
thermal velocity and f is known as the flux limiter (see section 2.4.1). In many
simulations, f is a free parameter with values of typically 0.03− 0.15 and is used
to obtain agreement of experimentally measured quantities such as ablation rates
with simulations. Fokker-Planck codes calculating electron distribution functions
in steep gradients have shown that flux limiter f values of approximately 0.1 are
often appropriate [122]. The total flux of heat transport (Q) is usually obtained
in simulations using equation 2.23.
Solid targets with a buried layer of a signature material have been used to measure
plasma conditions of the buried material [9, 123, 124]. Similarly, the heating of
the buried layer enables measurement of the energy transport into the target [10].
Emission spectroscopy (see chapter 4) or impurity absorption spectroscopy can
deduce the temperatures and densities of the buried layer [18, 110]. Probing a
target with a thin layer of iron in an otherwise plastic target with an extreme
ultra violet (EUV) laser backlighter enables a sensitive measurement of the heat
flow to the iron [75]. Un-ionised iron is highly opaque to EUV light, but ionised
iron becomes transparent when significant populations of Fe5+ irons are present
where the ionisation energy (99 eV) is greater than the EUV photon energy (89
eV in our case, see figure 6.1).
This chapter presents EUV transmission measurements where the target was ir-
radiated with a controlled pre-pulse causing production of a large coronal plasma
soft x-ray emission and a controlled density profile for interaction of a short pulse
(35 fs) at irradiances 3× 1016 Wcm−2. With a pre-pulse, comparisons of our EUV
transmission results with simulation show that radiation heating dominates the
target energy transport and hot electron heating has little effect, while similar
experiments without a pre-pulse show that hot electron heating is important (see
figure 6.13) [75].
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Figure 6.1: When the heated iron layer reaches Fe5+ the bound-free energy
gap (∆Eij = 99 eV) becomes larger than the incident EUV photon energy (89
eV). This switch in transparency can be utilised to diagnose the heated buried
iron layer.
6.2 Experiment
The targets were irradiated by a high contrast (∼ 109) p-polarized laser of pulse
duration 35 fs at 3× 1016 Wcm−2 and a 35 fs pre-pulse of 3× 1015 Wcm−2 20 ps
before the main pulse. The laser of wavelength 0.8 µm was focussed to a focal
spot diameter of ' 40 µm at a range of angles of incidence 18◦− 33◦. The targets
comprised 39 nm frontside and 207 nm rearside parylene-N layers encasing a buried
50nm thick iron layer.
The LASERIX extreme ultraviolet (EUV) laser [25] was produced using the tran-
sient collisional pumping scheme [97] (see chapter 4). Initially a ' 6 ns frequency
doubled pre-pulse (4× 109 Wcm−2) is line-focussed onto a silver target producing
an expanding coronal plasma. After a ' 5 ns delay a shorter ' 3 ps laser irradiates
(4×1012 Wcm−2) the preplasma at a 20◦ grazing-incidence angle. The EHYBRID
and RAYTRACE codes were used to simulate the x-ray generation delay between
the pumping laser and the peak output x-ray laser intensity, which was found to be
≈ 30 ps. The EHYBRID and RAYTRACE simulations (see figure 6.2) predict a
≈ 3 ps pulse duration for the EUV laser, which is similar to the temporal duration
of the pumping laser.
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Figure 6.2: A RAYTRACE code was used to post-process the simulated EHY-
BRID gain length product to calculate the output x-ray intensity ' 109 Wcm−2.
The x-ray laser pulse has a duration of ' 3 ps and a generation delay of ' 30
ps after the main pulse.
The EUV laser was timed to probe the irradiated target at various times before and
after the 35 fs main pulse was incident. An EUV imaging system (see figure 6.3)
recorded the spatial variation of the transmitted 13.9 nm laser radiation, enabling
the extra transmission occurring due to the iron heating in the 35 fs laser focal
region to be measured (see figure 6.4).
Figure 6.4 shows a speckle pattern which appears in the far field image of the EUV
laser. The speckle features are randomly distributed and vary in size and shape.
Each speckle arises from the amplification of on initial spontaneously emitted
photon [125]. We have undertaken EUV laser transmission measurements using
an individual speckle as the speckle size at the probed target was larger than the
irradiated focal area. Some shots were eliminated from our analysis as the laser
focal area at the target did not correspond to an EUV laser speckle.
113
Multilayer 
imaging 
mirror
EUV X-Ray 13.9 nm
 Laser
Diode Array
CC
D
IR Laser
 39 nm CH Parylene-N
50 nm Iron
 207 nm CH Parylene-N
0.3 µm Zr Filter
Figure 6.3: Experiment layout with a 3×1016 Wcm−2 laser and 10% prepulse
incident upon a buried 50 nm iron layer encased in 39 - 207 nm parylene-N
layers. Transmission through the iron layer was measured using an EUV laser
back-lighter. A filtered x-ray diode array was used to determine hot electron
temperatures.
Figure 6.5 shows a comparison between the cold solid iron CXRO transmission
(black line) and the heated iron layer as a function of photon energy.
The transmission, T of the 13.9 nm x-ray laser through the buried layer is related
by Beer’s law to density ρ and opacity σ in the target by,
T =
I
I0
= exp
(
−
∫
ρσdx
)
(6.1)
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Figure 6.4: Transmission image of the EUV laser with the heating laser in-
cident through the buried layer target (as labelled). The EUV laser coherance
caused speckle on the focussed EUV beam at the target. The solid white line
out across the focal spot shows an increased EUV transmission, T from the
heated iron plasma with Ib representing the transmission through the unheated
solid target).
(a) (b)
Figure 6.5: (a) EUV transmission through the cold buried iron layer target.
(b) EUV transmission when no target placed. Both images are set to the same
contrast and brightness for comparison.
where I is the intensity of the EUV laser pulse that has passed through the buried
layer target and I0 is the EUV intensity incident onto the target deduced from the
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transmission through an area of unheated target. The integration with respect
to x is through the target thickness. Examples of the experimentally measured
transmission of the target at 13.9 nm as a function of time are shown in figure 6.7
for a laser angle of incidence of 18◦. Similar temporal variations of transmission
were found to occur at varying laser angles of incidences from 18◦ to 33◦ (see
figures 6.7, 6.8 and 6.9).
A diode array placed at angle of 35◦ from the target normal housed 4 diodes
with filters of varied thickness, each recording a spectral region of the hot electron
bremsstrahlung emission. Hot electron temperatures ' 20−30 keV were measured
[51, 52] (see figure 6.6). To investigate whether the iron buried layer is heated by
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Figure 6.6: The hot electron temperature as a function of the laser incident
angle measured using the four channel diode array (diamonds) and found using
EPOCH PIC simulations with a scale length 0.65 µm (black circles). This image
is taken from Culfa et al [51].
the EUV laser, a target was sequentially irradiated by 50 EUV laser shots without
any infra-red laser irradiation. The transmitted EUV laser radiation remained
approximately constant at a value consistent with the solid transmission of the
target at 13.9 nm and there was no evidence of target damage.
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6.3 Analysis and results
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Figure 6.7: Experimentally measured transmitted EUV laser light through
irradiated targets as a function of time (relative to the peak of the irradiating
pule) overlaid with HYADES transmission simulations such that (a) radiation
and hot electron heating are turned off, (b) radiation heating is turned off but
hot electron heating is turned on, (c) radiation heating is turned on, hot electron
heating is turned off, (d) radiation and hot electron heating are turned on for
a range of flux limiter values as labelled. The heating laser irradiation peaking
at 3 × 1016 Wcm−2 was incident at 18◦ with respect to the target normal and
10% of the laser energy is assumed absorbed as hot electron heating.
The one dimensional Lagrangian hydrodynamic fluid code HYADES [33] was used
to simulate the infra-red laser interaction with the buried layer target. Hot electron
heating, radiation transport, flux limited thermal conduction (see equation 2.23)
and resonance absorption heating were modelled in the code.
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Figure 6.8: Same as figure 6.7 however the laser incidence angle is 28◦ from
target normal. Higher flux limiter values predict a larger transmission through
the iron layer.
The predicted laser energy-hot electron conversion efficiency for the s-polarised
COMET laser (≈ 3%) was lower (chapter 4) than the p-polarised LASERIX heat-
ing laser (≈ 10%) which was used in this chapter. In chapter 4 the conversion
efficiency was deduced using emission spectroscopy. However, in this chapter the
hot electron heating of the target was taken into account by using the Key et al
scaling efficiency [54] (see section 2.4.3). A nominal (typically 10%) fraction of the
laser energy was deposited into the target and was distributed according to the
mass density of the target (see figure 2.9).
The HYADES code simulates radiation transport by using a multigroup diffu-
sion method (see section 4.4). The simulations shown in figure 6.10 incorporated
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Figure 6.9: Same as figure 6.7 however the laser incidence is at and angle of
is 33◦ from target normal.
100 multigroups with photon energies ranging logarithmically between 0.01 - 40
keV. To simulate electron heat conduction, the code uses the flux limited dif-
fusion approach and a parameter scan was employed for a range of flux limiter
values. The HYADES predictions for density and temperature (see figure 6.10)
were post-processed using IMP opacities [62] to deduce the transmission of the
13.9 nm radiation through the target [75] (see figure 6.7). When thermal energy
transport mechanisms are turned off the front mesh zone of the iron buried layer
reaches electron temperatures ' 200 eV (see figure 6.10(b)). However, when radi-
ation transport and hot electron heating are turned on HYADES predicts a lower
electron temperature of ' 55 eV (see figure 6.10(a)).
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In figures 6.7, 6.8 and 6.9 the HYADES code simulates lower transmission in the
buried iron layer target when low flux limiter values are used. However, when the
flux limiter is set to 0.01 the HYADES code predicts a much larger transmission
compared to the experimentally recorded transmission. This phenomena may
occur in the HYADES code due to the poor thermal conduction away from the
critical density leading to very high temperatures in the front iron simulated zone
of the buried iron target. Therefore the predicted transmission for the flux limiter
when set to 0.01 is higher due to the initial high plasma temperatures. The IMP
opacity code predicts lower opacities at higher thermal temperatures (see figure
4.16).
(a) (b)
(c) (d)
Figure 6.10: HYADES simulated electron temperatures, Te and mass densities
ρ as a function of time for the front (red) and rear (blue) mesh zones of the buried
iron layer. The simulation used a flux limiter of 0.05 and the angle of incidence
was set to 18◦ with respect to target normal. In the HYADES simulations the
prepulse arrives 20 ps prior to the mainpulse (100 ps). Figures (a) and (c)
show temperature and density conditions for the iron buried layer when energy
transport mechanisms are turned on. Figures (b) and (d) show temperature and
density profiles when radiation transport and hot electron heating is turned off.
120
The simulations best fit the experimentally measured 13.9 nm transmission when
radiation transport is switched on, but hot electron heating (with energy fraction
10% as envisaged to be feasible) has a negligible effect on the simulated trans-
mission (see figure 6.7). Simulations with a flux limiter of approximately 0.05
were found to produce EUV transmission through the targets comparable to the
experimental transmission profiles (see figure 6.7(d)).
The upper limit of the multigroup photon energy was varied between (1 - 100
keV) to simulate a range of transmission profiles as a function of time through
the buried iron target (see figure 6.11. The peak transmission through the iron
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Figure 6.11: The transmission through the buried iron layered target was
simulated using the HYADES code by varying the maximum photon energy of
the multi-grouped radiation field (1 - 100 keV).
target ranged between 0.14 - 0.18 when varying the maximum photon energy of
the multigroup radiation field (1 - 100 keV). The simulations show that radiation
heating due to higher photon energies > 40 keV does not affect the transmission
through the buried iron layer.
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6.3.1 The role of a pedestal prepulse on energy transport
mechanisms.
The presence of an inadvertent laser pedestal which precedes a high contrast laser
pulse (∼ 108) similar to those found by Wilson et al [75] can preheat the buried
iron layer target. The origin of a laser pedestal is related to the finite bandwidth
of the laser system and incomplete compression in CPA [30, 126] (see chapter 2).
Figure 6.12 compares the transmission of the EUV laser probing through the
heated buried iron layered target, when the target is irradiated by a deliberate
Gaussian prepulse of pulse duration 35 fs at time 20 ps before the 35 fs main pulse,
and a laser pedestal which precedes a single high contrast laser pulse (measured
using an auto-correlator). At 40 ps before the main pulse the laser pedestal has a
contrast of 10−7 which then increases to 10−4 contrast 1 ps before the 35 fs main
pulse. When the iron layer is irradiated with a deliberate prepulse the transmission
is relatively low compared to when only a laser pedestal is present.
Figure 6.13 shows that when buried iron layered targets are irradiated by a single
high contrast laser pulse the transmission through the iron layer is dependent on
hot electron heating. However, when the deliberate 10% prepulse is used the hot
electron heating is negligible (see figures 6.7,6.8,6.9) compared to the effect of radi-
ation heating. Without a deliberate pre-pulse, the experimentally measured EUV
transmissions show that the radiation transport has a less significant effect on the
buried iron layer transmission (see figure 6.14). The production of hot electrons
is dependent on parametric instabilities and resonance absorption absorption pro-
cesses (see chapter 2). Chapter 2 showed that the resonance absorption efficiency
proportional to φ(τ)) was dependent on the laser incident angle, θ (see figure 2.6).
The relative resonance absorption efficiency φ(τ) for the pedestal prepulse (scale
length ≈ 0.2µm) and deliberate prepulse (scale length ≈ 1µm) was ' 0.4 and
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Figure 6.12: The temporal change in transmission of the EUV laser beam
through the heated iron layer when using a deliberate prepulse of 10% of the
laser energy (blue curve) or a pedastal (red curve) prepulse with 5% of the laser
energy. The simulations were produced for a laser incident on the target at
33◦ from target normal. When a pedestal prepulse ramp is present the peak
transmission is higher ('0.3) compared to when a deliberate prepulse is used
('0.2). The experimental results shown were produced when the laser (3×1016
Wcm−2) irradiated the buried layer target at an incident angle of 33◦ from
target normal. The buried layer target contained a 50 nm iron layer and a
frontside 39 nm and rearside 207 nm plastic layers. A flux limiter of 0.05 was
used in the HYADES code.
' 0.6 respectively (see section 2.3.3), so we expect similar hot electron production
With a deliberate pre-pulse, the larger expanding coronal plasma produced more
radiation heating which can, however dominate the hot electron heating.
For hot electron temperatures > 10 keV, hot electron absorption within the iron
layer is low (≤ 0.01, see figure 6.15(a)) while radiation absorption is high (see
figure 6.15(b)). The absorption, A of electron kinetic energy, E in figure 6.15(a)
is calculated for solid, room temperatures iron using,
A = 1− exp(−σav(Te)ρ∆x) (6.2)
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Figure 6.13: The transmission through the iron layer recorded by the CCD
camera is shown in blue. Figure shows the transmission through the target
when a single highly coherent laser pulse irradiates a buried iron target. Using
HYADES the transmission was simulated when the hot electron heating was
turned on (solid) and off (dashed). This figure shows that the buried iron layer
is susceptible to hot electron heating when no prepulse is used.
where σav(Te) is the photon averaged solid iron absorption coefficient for temper-
ature Te. Hot electrons deposit their energy during the 35 fs main laser pulse, so
the iron layer is solid and cold during the hot electron heating.
Figure 6.15(b) shows values of radiation absorption within the 50 nm iron layer
calculated using the IMP [62], TOPS [104] and PROPACEOS [20] codes for con-
ditions (see figure 6.10) when the iron layer has been heated to a maximum tem-
perature ≈ 30 eV and some expansion of the iron layer has occurred so the density
ρ ≈ 2 gcm−3. For comparison, the solid, room temperature absorption in the iron
layer and the values of the opacity assumed in the HYADES radiation hydrody-
namics code are also plotted in figure 6.15(b). Due to the multigroup diffusion
model of radiation transport in HYADES, the opacity at photon energies < 100
eV is assumed constant and underestimates the opacities for photon energies < 30
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Figure 6.14: The transmission of the EUV laser through the buried iron layer
without a prepulse. In the superimposed HYADES simulations the blue curve
indicates radiation transport is off and hot electron is on, the black curve shows
radiation transport and hot electron heating are both on, the green curve shows
radiation transport and hot electron heating are both off, while the red curve
shows radiation transport is on and hot electron transport is off. The flux limiter
is set at 0.05.
eV (see figure 6.15(b)). This does not affect modelling of the radiation heating of
the iron layer as the parylene-N overlay strongly absorbs photons of energy < 30
eV and the radiation does not penetrate to the iron layer.
The large expanding coronal plasma produced with the pre-pulse incident 20 ps
before the main pulse reaches peak temperatures of ≈ 25 eV and consequently ra-
diates significant radiation in the 50 - 200 eV photon energy range. Figure 6.15(b)
shows that this radiation is absorbed strongly in the buried iron layer and acts to
heat the iron alongside thermal conduction. Our simulations (figure 6.7) show that
turning off radiation transfer in the HYADES code makes it impossible to obtain
simulated EUV laser transmission values in agreement with the experimentally
measured values. However, without a pre-pulse, the expanding coronal plasma
size is much smaller and has a much smaller heating effect on the iron layer with
a consequent much smaller effect on the EUV laser transmission (figure 6.14).
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6.3.2 The accuracy of the iron opacity and the effects of
oxygen impurity in the iron layer.
Figures 6.15(b) and 6.15(c) show that at the probing radiation photon energy
(89eV), different opacity models agree reasonably well with the IMP opacity used
for the evaluation of the EUV transmission. However, there are absorption lines
centred at nearby photon energies arising from Fe6+ and Fe7+ ions (90− 100 eV)
[127, 128] and Fe7+ (70− 85 eV) [129] which may affect the absorption at 89 eV.
Potential broadening of the ∆n = 0 transitions found within the photon range
(70− 85 eV) could also increase the opacity for the 89 eV EUV photons [128].
A 70−85 eV absorption peak can be clearly seen on figure 6.15(c) for the Propaceos
and TOPS opacities, but is not seen as prominently in the IMP or the HYADES
code opacities. Increasing the opacity for the plasma conditions found at time 20
ps (i.e temperatures close to 20 eV and densities close to ρ ≈ 0.3 gcm−3, see figure
6.10) in post-processor modelling of the transmission of the 89 eV radiation from
' 6× 104 cm2g−1 to ' 1.1× 105 cm2g−1 gives a significantly better agreement of
the modelled transmission with our experimental transmissions (figure 6.19). The
opacity increase was implemented by increasing the 20 eV, 0.3 gcm−3 opacity value
in a look-up table (see figure 6.17) used to post-process the 89 eV transmission to
' 1.1× 105 cm2g−1 and leaving other IMP opacity values spaced at 10eV and 0.1
gcm−3 intervals unaffected. There is recent evidence that opacity values for iron
may be systematically underestimated in opacity simulations [73].
Although the buried iron targets are tamped with plastic layers, oxygen can seep
through the plastic over time and form iron oxide. Iron accounts for a quarter of
the total opacity in the solar convection zone. Elements such as hydrogen, helium
nitrogen, oxygen and carbon significantly contribute to the overall opacity of the
sun [70]. In chapter 4 the emissivity of oxygen Ly-α and He-α lines were used to
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predict the level of iron oxide. The targets used in chapter 4 were tamped with
a frontside plastic layer of similar thickness (' 77 nm) compared to the targets
used in this chapter (' 39 nm). Assuming a 10% fraction of iron oxide is present,
as envisaged by the emission spectroscopy analysis in chapter 4, the radiation
absorption due to oxygen is shown as a function of photon energy in figure 6.16 as
calculated by the PROPACEOS code. The radiation absorption due to oxygen at
89 eV is negligible compared to the iron absorption for our measured 10% fraction1
of oxygen in the iron layer.
The transmission through the buried iron target was investigated using an opacity
look-up table calculated using the prism opacity and equation of state (PROPACEOS)
code. A comparison of the opacity of the 89 eV EUV laser calculated using IMP
and PROPACEOS opacity look up tables is shown in figures 4.16 and 4.15. ,
and figure 4.15 shows the transmission through the iron layer simulated using the
PROPACEOS opacity look-up table. The iron opacity simulated by PROPACEOS
is typically higher overall than the IMP opacity. As both IMP and PROPACEOS
use statistical atomic models ∆n = 0 transitions are not incorporated into the
opacity model, therefore the transmission dip located ≈ 20 ps is not simulated
accurately. However, overall IMP opacity better predicts the temporal change
in transmission of the 89 eV EUV photons through the 50 nm thick iron layer
compared to PROPACEOS.
1The measured fraction of oxygen is quoted as the mass percentage
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Figure 6.15: (a) Hot electron absorption as a function of hot electron tem-
perature in the iron layer, (b) and (c) show radiation absorption as a function
of photon energy for the 50 nm thick iron layer utilised in the experiments.
The radiation absorption is calculated using IMP, TOPS, Propaceos and the
HYADES in-line opacity models for iron at an electron temperature and den-
sity of (b) 30 eV and 2 gcm−3 and (c) 20 eV and 0.3 gcm−3. The black line in
(b) indicates the absorption of the 50 nm iron layer at solid density and room
temperature using the CXRO filter transmission data.
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Figure 6.16: The radiation absorption due to iron (blue) and oxygen (black)
for a 50 nm thick iron layer calculated using the PROPACEOS code. Assumed
plasma conditions are 20 eV and 0.3 gcm−3 as found in the buried iron layer
20 ps after laser irradiation for the experiments described in this chapter. The
iron is assumed to contain 10% oxygen (by weight) as found in chapter 4.
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Figure 6.17: (a) Ionised material package (IMP) iron opacity as a function
of mass density and electron temperature, Te. (b) Modified IMP opacity look
up table representing higher iron opacities at 20 eV, 0.3 gcm−3. Values are
calculated for 89 eV photon energy.
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Figure 6.18: The transmission through the buried iron layered target is simu-
lated using HYADES and PROPACEOS opacity. The overall larger iron opac-
ities predicted by PROPACEOS do not accurately simulate the experimentally
recorded transmission.
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Figure 6.19: Simulated transmission of 89 eV radiation through the buried
iron layer targets as a function of time superimposed with the experimentally
measured values. Results using IMP opacities (solid black curve) and a modified
opacity (dashed blue curve) are shown. The modified opacity increased opacity
for iron conditions close to 20 eV and 0.3 gcm−3 from ' 6 × 104 cm2g−1 to
' 1.1× 105 cm2g−1. The transmission profiles are simulated with a flux limiter
value of 0.05 and hot electron energy dump of 10% with the infra-red laser
incident at 18◦ to target normal.
131
−50 0 50 100 1500
0.1
0.2
0.3
0.4
Time Delay(ps)
Tr
an
sm
iss
ion
Figure 6.20: Same as figure 6.19 except the laser incident angle is 28◦ from
target normal.
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Figure 6.21: Same as figure 6.19 except the laser incident angle is 33◦ from
target normal.
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6.4 Conclusion
Targets containing a thin layer of iron (50 nm thick) encased in plastic have been
irradiated by a short pulse (35 fs) laser focussed to irradiances 3 × 1016 Wcm−2.
Probing by an extreme ultraviolet (EUV) laser at wavelength 13.9 nm has enabled
a measurement of the transmission of the targets which is dominated by the trans-
mission of the iron layer. The iron layer opacity drops significantly when iron is
heated and ionized to Fe5+ and above, where the ionisation energy is greater than
the photon energy of radiation (89 eV). One dimensional fluid modelling with an
opacity post-processor has shown that with a pre-pulse at level of 10% of the irra-
diance timed 20 ps before the main pulse, radiation heating from the emission of
coronal plasma dominates the energy transport to the buried iron layer. Without
a pre-pulse, radiation heating of the target is not significant. Our work illustrates
the complex interplay between radiation, hot electrons and thermal electrons in
heat transfer into solid targets during laser irradiation and shows that it is impor-
tant to benchmark simulation codes with experimental measurements to enable
the contributions from different energy transport mechanisms to be evaluated. Our
work suggests that the opacity of iron at 89 eV for electron temperature 20 eV
and 0.3 gcm−3 is higher than calculated by some models with a value ' 1.1× 105
cm2g−1.
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Chapter 7
Conclusion
This thesis has investigated energy transport in high density laser produced plas-
mas using buried iron layer targets with a high resolution grating spectrometer
(HRGS) and an extreme ultraviolet (EUV) laser as diagnostic tools. As optical
lasers propagates upto the critical density, the buried iron layer is heated by en-
ergy transport mechanisms that subsequently ensue between the critical density
and the ablation surface. By probing with an EUV laser and recording the char-
acteristic L-shell emission of the iron layer, the energy transport mechanisms of
radiation transport, hot electron heating and thermal electron conduction have
been diagnosed.
The irradiation of buried layer targets with short pulsed lasers offer the possibility
of producing high density and temperature plasmas with limited temporal and
spatial gradients. Using Kirchoff’s law plasma opacity can be inferred from the
emissivity of the plasma when at local thermodynamic equilibrium [13]. Prior to
the development of short pulsed lasers opacity experiments were limited to plasma
temperatures in the range 50 - 150 eV [16]. The Atomic Weapons Establishment
(AWE) has investigated the heating of buried layer targets using a short pulse
laser and buried layer targets in order to benchmark opacity data at much higher
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temperature (Te > 500 eV) and density (∼ 1024 cm−3) conditions [14, 15]. An
investigation by AWE irradiated aluminium buried layer targets using a frequency
doubled laser, and K-shell spectroscopy was used to deduce plasma conditions
(∼ 450 eV) [17]. As part of a collaboration with AWE, this thesis extended this
concept to higher Z buried iron layers and used L-shell spectroscopy to characterise
temperature and density conditions [18].
Chapters 2 and 3 introduced concepts related to laser-plasma interactions, energy
transport, plasma ionisation, spectroscopy and opacity. Chapter 4 detailed how
the high resolution grating spectrometer was calibrated for measuring L-shell iron
emission spectra. The general features and properties of the extreme ultraviolet
laser, which was used to probe the buried iron layer was also discussed. The
HYADES one-dimensional hydrodynamic fluid code and the collisional-radiative
PrismSPECT code have been introduced. A description of the opacity codes
(TOPS, PROPACEOS and IMP) which have been used to simulate the radiation
absorption and transmission of the buried iron layer target are also given in chapter
4.
Chapter 5 describes the investigation at the Lawrence Livermore National Labora-
tory where buried iron layer targets were irradiated by 2 ps, ∼ 1017−1018 Wcm−2,
0.5µm laser pulses to record time-integrated L-shell iron spectra, using a high res-
olution 1400 lines/mm variable line-spaced grating spectrometer. The HYADES
code simulated the iron layer conditions and this data was post-processed by the
collisional-radiative PrismSPECT code to produce synthetic L-shell spectra. Sim-
ulations have shown that the iron layer rapidly ionises to the Li-like state, but as
the iron layer cools the emission of lower ionisation states increases. Simulations
have shown that the population abundance of Li-like iron is directly dependent
on hot electron heating. Therefore, the intensity of Li-like lines can be used to
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diagnose the laser energy-hot electron conversion efficiency. A comparison be-
tween experimental and simulated L-shell spectra has shown that the iron layer
reaches local thermodynamic equilibrium conditions. The Saha equation was used
to deduce the peak electron temperature (∼ 700 eV) and density (1024 cm−3) con-
ditions of the iron layer by taking multiple line ratios of adjacent ionisation states.
To improve on the work presented in this chapter a streak camera could be used
to benchmark the simulations performed in this thesis, by recording L-shell iron
emission as a function of time.
Chapter 6 investigated the interplay between non-linear energy transport mecha-
nisms by probing the buried iron layer target using an extreme ultraviolet laser.
A switch in opacity in the iron layer as it is heated to Fe5+ or higher ionisation
allows the EUV laser to use the temporal change in transmission of the iron layer
as a probe of ionisation and temperature. This investigation has shown that irra-
diating buried iron layer targets with a deliberate prepulse produces a radiation
dominated energy transport regime, compared to when an inadvertent pedestal
prepulse is present. This work has shown the importance of benchmarking sim-
ulation codes to experimental measurements so that the contribution of different
energy transport mechanisms can be accurately modelled.
A source of error in the simulated EUV laser transmission is the iron opacity.
Simulating opacities for high Z materials like iron is particularly challenging be-
cause of the difficulty in formulating an atomic model which includes a sufficient
number of electronic transitions to model opacity accurately, but also is compu-
tationally fast for everyday use. In this thesis, the radiation absorption in the
iron layer was simulated using a wide range of opacity codes (IMP, PROPACEOS,
TOPS and HYADES). A comparison between them has shown the importance of
including ∆n = 0 and resonant transitions, which can considerably increase the
opacity in the iron layer, within the 70 - 90 eV spectral photon region. Recently,
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experimental measurements have predicted iron opacities to be 50 - 300 % higher
than previously measured [73]. This thesis also supports this claim as the drop
in iron transmission at 20 ps was simulated when the iron opacity was artificially
increased (in a look up table) by 100% at plasma conditions (20 eV and 0.3 gcm−3)
which correspond to the iron layer 20 ps after laser irradiation.
For plasmas which are produced with laser intensities below ∼ 1014 Wcm−2, energy
transport is dominated by radiation and thermal electron conduction. However,
as lasers have became increasingly more powerful, other transport mechanisms
become important, such as hot electron heating. As laser technology improves it
is expected that lasers could reach intensities greater than ∼ 1025 Wcm−2, which
may produce quantum electrodynamic (QED) plasmas. Under such extreme laser
intensities radiation transport will still play a significant role in the transfer of
energy. Some of the techniques developed in this thesis could be used to diag-
nose energy transport in such high irradiance experiments. It is also lately that
more comprehensive models of thermal energy transport will be developed and in-
corporated in radiation-hydrodyanmic codes. Examples of code development may
include embedded Fokker-Planck modelling of thermal energy transport which will
eliminate the need for flux limiter estimates. Such codes will need experimental
verification using, for example the methods developed in this thesis.
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