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A CANONICAL FORM FOR POSITIVE DEFINITE MATRICES
MATHIEU DUTOUR SIKIRIC´, ANNA HAENSCH, JOHN VOIGHT,
AND WESSEL P.J. VAN WOERDEN
Abstract. We exhibit an algorithm for finding a canonical form for a positive
definite matrix under unimodular integral transformations. The method uses
characteristic sets of short vectors and partition-backtracking graph software,
and it is much more efficient than canonical forms based on Minkowski reduc-
tion. We present an extension of this formalism to the symplectic group as
well as finite index subgroups. We then present applications to a database of
lattices, genus enumeration, algebraic modular forms, and perfect form enu-
meration.
1. Introduction
1.1. Motivation. For n a positive integer, let Sn denote the R-vector space of
symmetric real n × n-matrices and Sn>0 ⊂ Sn denote the cone of positive definite
symmetric n × n-matrices. For A ∈ Sn>0, the map x 7→ xTAx (where T denotes
transpose) defines a positive definite quadratic form, with A its Gram matrix in
the standard basis; for brevity, we refer to A ∈ Sn>0 as a form. The group GLn(Z)
of unimodular matrices acts on Sn>0 by the action (U,A) 7→ UTAU ; the stabilizer
of a form A under this action is the finite group
(1.1.1) Stab(A) := {U ∈ GLn(Z) : UTAU = A}.
Two forms A,B ∈ Sn>0 are said to be (arithmetically) equivalent if there exists a
unimodular matrix U ∈ GLn(Z) such that
(1.1.2) A = UTBU.
In the Geometry of Numbers [38], forms arise naturally as Gram matrices of Eu-
clidean lattices under a choice of basis; in this context, two forms are arithmetically
equivalent if and only if they correspond to isometric lattices.
Plesken–Souvignier [33] exhibited algorithms to compute stabilizers and test for
arithmetic equivalence among forms, and these have been used widely in practice
[5, 12, 15, 23, 36]. In a more theoretical direction, Haviv–Regev [18] proposed
algorithms based on the Shortest Vector Problem and an isolation lemma for these
purposes as well, with a time complexity of nO(n).
While these algorithms have been sufficient for many tasks, they suffer from an
unfortunate deficiency. Suppose we have many forms A1, . . . , Am ∈ Sn>0 and we
wish to identify them up to equivalence. A naive application of the equivalence
algorithms requires O(m2) equivalence tests (in the worst case). The number of
tests can be somewhat mitigated if useful invariants are available, which might not
be the case.
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Our approach in this article is to compute a canonical form CanGLn(Z)(A) for
A ∈ Sn>0. This canonical form should satisfy the following two basic requirements:
(i) For every A ∈ Sn>0, CanGLn(Z)(A) is equivalent to A; and
(ii) For every A ∈ Sn>0 and U ∈ GLn(Z), CanGLn(Z)(UTAU) = CanGLn(Z)(A).
Combining a canonical form with a hash table, the identification of equivalence
classes in a list of m forms takes only m canonical form computations (and m hash
table lookups) and so has the potential to be much faster.
1.2. Minkowski reduction and characteristic sets. The theory of Minkowski
reduction provides one possible approach to obtaining a canonical form. The
Minkowski reduction domain [31] is a polyhedral domain Pn ⊂ Sn>0 with the prop-
erty that there exists an algorithm for Minkowski reduction, taking as input a form
A and returning as output an equivalent form in Pn. For example, for the special
case n = 2 we recover the familiar Gaussian reduction of binary quadratic forms.
An implementation of Minkowski reduction is available [7, 34, 35]; however, this
reduction is quite slow in practice, and it is unsuitable for forms of large dimension
n (say, n ≥ 12).
For those forms whose Minkowski reduction lies in the interior of the domain
Pn, the Minkowski reduction is unique [11, p. 203; 9, Chapter 12; 43], thereby
providing a canonical form. Otherwise, when the reduction lies on the boundary of
Pn, there are finitely many possible Minkowski reduced forms; one can then order
the facets of the polyhedral domain Pn to choose a canonical form among them.
This approach was carried out explicitly by Seeber [39] for n = 3 and possibly
Zassenhaus [46] for n = 4. An extension to n = 5, 6, 7 is possible at least in
principle, since the Minkowski domains are known in these cases [38]. However, the
problem of determining the facets of the Minkowski reduction domain is hard in
itself and so this strategy is not realistic in higher dimensions.
In contrast, the approach taken by Plesken–Souvignier [33] for computing the
stabilizer and checking for equivalence of a form A uses the notion of characteristic
vector sets.
Definition 1.2.1. A characteristic vector set function is a map that assigns to every
form A ∈ Sn>0 a finite subset of vectors V(A) ⊆ Zn such that:
(i) V(A) generates Zn (as a Z-module); and
(ii) For all U ∈ GLn(Z), we have U−1V(A) = V(UTAU).
The basic idea is then to define an edge-weighted graph on a characteristic vector
set V ; using this graph, equivalence and automorphisms of forms becomes a problem
about isomorphism and automorphisms of graphs (see Lemma 3.1.1).
The graph isomorphism problem has recently been proved to be solvable in
quasi-polynomial time by Babai [4]; however, the current approaches to computing
characteristic vector sets use the Shortest Vector Problem which is known to be
NP-hard [30], so it is difficult to take advantage of this complexity result in the
general case. Nevertheless, we may hope to leverage some practical advantage from
this approach.
1.3. Our approach. In this article, we adopt the approach of characteristic vector
sets, using very efficient programs [19, 29] that compute a canonical form of a graph
using partition backtrack.
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Theorem 1.3.1. There exists an explicit algorithm that, on input a (positive defi-
nite) form A ∈ Sn>0 with entries in a computable subfield of R, computes a canonical
form for A. For fixed n ≥ 1, this algorithm runs in deterministic polynomial time
in the input size.
This theorem is proven by combining Proposition 3.3.3 for the first statement
and Corollary 4.1.2 for the running time analysis. A subfield of R is computable if
it comes equipped with a way of encoding elements in bits along with deterministic
algorithms to perform field operations: see e.g. Stoltenberg-Hansen–Tucker [40]. In
light of the comments about Minkowski reduction in the previous section, the con-
tent of Theorem 1.3.1 is in the word explicit. We also find this algorithm performs
fairly well in practice in many (but not all) cases: an implementation is available
online [1].
1.4. Contents. We begin in section 2 by presenting the construction of some char-
acteristic vector set functions. In section 3, we present how to construct a canonical
form from a given characteristic set function. In section 4 we consider the time
complexity of our algorithm. We then consider several extensions of this canonical
form approach in other settings in section 5. In section 6, we conclude by presenting
applications of our canonical form.
1.5. Acknowledgments. This work was advanced during the conference Compu-
tational Challenges in the Theory of Lattices at the Institute for Computational
and Experimental Research in Mathematics (ICERM) in April 2018 by Haensch,
Dutour Sikiric´, and Voight. Further advancements where made during a visit to the
Simons Institute for the Theory of Computing in February 2020 by Dutour Sikiric´,
Voight and van Woerden. The authors would like to thank ICERM and Simons
for their hospitality and support. Voight was supported by a Simons Collabora-
tion grant (550029) and Van Woerden was supported by the ERC Advanced Grant
740972 (ALGSTRONGCRYPTO). We also thank Achill Schu¨rmann and Rainer
Schulze-Pillot for help on Minkowski reduction theory.
2. Construction of characteristic vector sets
In this section we build two characteristic vector set functions that can be used
for the computation of the stabilizer, canonical form, and equivalence of forms.
2.1. Some vector sets. The sets of vectors that we use throughout this work are
based on shortest or short vectors. Thus it is important to first consider some
important properties of those sets of vectors.
Given a set of vectors V ⊆ Zn we define span(V) to be the (not necessarily full)
lattice spanned over Z by V . For A ∈ Sn and x ∈ Rn, we write
(2.1.1) A[x] := xTAx ∈ R.
For a form A ∈ Sn>0 we define the minimum
(2.1.2) min(A) := min
x∈Znr{0}
A[x],
the set of shortest (or minimal) vectors
(2.1.3) Min(A) := {v ∈ Zn : A[v] = min(A)} ,
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and its span
(2.1.4) Lmin(A) := span(Min(A)).
The set of shortest vectors satisfies the desirable transformation property
(2.1.5) Min(UTAU) = U−1Min(A)
for all U ∈ GLn(Z). If Min(A) is full-dimensional, then A is called a well-rounded
(quadratic) form.
However, two obstacles remain:
PB1. If n ≥ 2, then span(Min(A)) may not have rank n.
PB2. If n ≥ 5 and span(Min(A)) has rank n, then span(Min(A)) may not be all
of Zn.
Thus we have to consider other vector sets.
For λ > 0, let
MinA(λ) := {v ∈ Zn r {0} : A[v] ≤ λ} .
The vector set used for computing the stabilizer and automorphisms in the
AUTO/ISOM programs of Plesken–Souvignier [33] is:
(2.1.6) VPS(A) := MinA(maxdiag(A)),
where maxdiag(A) := max{Aii : 1 ≤ i ≤ n} is the maximum of the diagonal ele-
ments of A. The vector set VPS(A) contains the standard basis as a subset and as a
result is adequate for computing the stabilizer. Typically LLL-reduction [27] is used,
leading to a decrease in maxdiag(A), to prevent large sets. However, when comput-
ing equivalence we have a potential problem since two forms A and B can be equiv-
alent but satisfy maxdiag(A) 6= maxdiag(B). This is a limitation of ISOM, which for
equivalence can be resolved by taking the bound max{maxdiag(A),maxdiag(B)}
(something we cannot do for our canonical form).
To prevent this problem we can use a more reliable vector set that consists of
those vectors whose length is at most the minimal spanning length:
Vms(A) := MinA(λmin), where(2.1.7)
λmin := min{λ > 0 : span(MinA(λ)) = Zn}.(2.1.8)
This vector set Vms(A) is a characteristic vector set. However, Vms(A) can still be
very large, making it impractical to use.
Example 2.1.9. For example, the matrix Aλ =
(
1 0
0 λ
)
for λ ≥ 1 gives
Vms(Aλ) = {±e2} ∪ {±e1,±2e1, . . . ,±⌊
√
λ⌋e1}.
while {±e1,±e2} would be adequate. This problem is related to PB1.
2.2. An inductive characteristic vector set, using closest vectors. Building
on the observations made in the previous section, we now present a construction
that deals with PB1 and allows us to build a suitable characteristic vector set.
For a set of vectors V ⊆ Zn, the saturated sublattice (of Zn) spanned by V is
(2.2.1) satspan(V) := QV ∩ Zn.
Beyond shortest vectors, we use the closest vector problem: for v ∈ Qn, we define
(2.2.2) cvp(A, v) = min
x∈Zn
A[x− v]
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as the minimum distance of the target to the form and
(2.2.3) CVP(A, v) := {x ∈ Zn : A[x − v] = cvp(A, v)}
the set of closest vectors achieving this minimum.
Before we give our construction, we prove a short lemma.
Lemma 2.2.4. Let V be a characteristic vector set, A ∈ Sn>0 a form, and L ⊂ Rn
a lattice of rank r. For a Z-basis B of L and c in the real span of L, the sets
BV(BtAB); and(2.2.5)
B CVP(BtAB,B−1c)(2.2.6)
are independent of the choice of basis B.
Proof. Every basis is given by BU for some U ∈ GLr(Z) and thus the result fol-
lows immediately from property (ii) of the characteristic vector set and the similar
property
(2.2.7) CVP(U tArU,U
−1cr) = U
−1CVP(Ar, cr)
of the closest vector set for Ar ∈ Sr>0 and cr ∈ Rr. 
Suppose that A is well-rounded. Let v1, . . . , vn be a Z-basis of the full rank
lattice Lmin(A) spanned by Min(A) and let B ∈ Mn×n(Z) be the matrix with
columns v1, . . . , vn. We then define
(2.2.8) Vwr-cvp(A) := Min(A) ∪
⋃
c∈Zn/Lmin(A)
(
c−B CVP(BtAB,B−1c)) .
The set Vwr-cvp(A) consists of the union of the shortest vectors together with the
set of points in each coset closest to the origin. By Lemma 2.2.4 the definition
Vwr-cvp(A) is well-defined, independent of the choice of basis. Furthermore it satis-
fies the necessary transformation property and spans Zn (as a Z-module) because
it contains at least one point from each coset in Zn/Lmin(A).
For a general form A, in geometrical terms we follow the filtration defined from
the minimum [8]. We define a set of vectors Vcvp(A) inductively (described in an
algorithmic fashion), as follows:
1. Compute the set Min(A) of vectors of minimal length and compute the
saturated sublattice L1 := satspan(Min(A)) spanned by these vectors.
2. Compute a Z-basis v1, . . . , vr of L1, where r is its rank. Let B1 ∈Mn,r(R)
be the matrix with columns v1, . . . , vr, and let A1 := B
T
1AB1 ∈ Sr>0. Note
that A1 is well-rounded by construction.
3. Let
proj: Zn → Rn
be the orthogonal projection with respect to A away from L1.
4. Compute a basis w1, . . . , wn−r of L2 := proj(Z
n) and let B2 ∈Mn,(n−r)(R)
the matrix with columns w1, . . . , wn−r. Let A2 = B
t
2A2B2.
5. If r = n, let Vcvp(A2) := ∅; otherwise, compute Vcvp(A2) recursively and
then define
(2.2.9) Vcvp(A) := B1Vwr-cvp(A1) ∪
⋃
v∈B2Vcvp(A2)
CVP(A, v).
Theorem 2.2.10. The following statements hold.
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(a) The set Vcvp(A) is well-defined (independent of the choices of bases).
(b) The association A 7→ Vcvp(A) is a characteristic vector set function.
(c) We have #Vcvp(A) = nO(n).
(d) Given input A, the set Vcvp(A) is effectively computable with running time
nO(n)sO(1) where s is the input size.
Proof. We prove by induction in the dimension n that Vcvp is a characteristic vector
set. The base case n = 0 is trivial if we set Vcvp(A) := ∅. For n > 0 note that A1
is well rounded and A2 has dimension at most n− 1 and thus B1Vwr−cvp(A1) and
B2Vcvp(A2) are independent of the choice of basis by induction and Lemma 2.2.4.
The lattice L2 is uniquely defined by the projection.
What remains to be checked is if the transformation property remains. By the
previous note we can choose the bases ourself to ease the proof. Running the
algorithm for A and A′ = U tAU we can assume that v′i = U
−1vi and w
′
i = U
−1wi
by using the transformation property of Min(A). Then A′i = Ai and B
′
i = U
−1Bi
for i = 1, 2. We can now conclude by noting that CVP also has the compatible
transformation property:
(2.2.11) CVP(U tAU,U−1v) = U−1CVP(A, v).
By Keller–Martinet–Schu¨rmann [22, Proposition 2.1] for a well-rounded lattice
the index of the sublattice determined by the shortest vectors is at most ⌊γn/2n ⌋
with γn the Hermite constant satisfying γ
n/2
n ≤ (2/pi)n/2 ·Γ(2+n/2) = nO(n). The
upper bound on Vcvp follows by combining this with exponential upper bounds on
the kissing number [20] and the trivial upper bound 2n on #CVP
The running time estimate follows by combining exponential upper estimates on
the computation of CVP and SVP problems. 
Although the cost of computing many closest vector problems may make it quite
expensive to compute Vcvp(A) in the worst case, we find in many cases that it gives
a substantial improvement in comparison to other characteristic vector sets.
Example 2.2.12. Returning to Example 2.1.9, we find that
Vcvp(Aλ) = {±e1,±e2}.
The construction of Vcvp addresses PB1, but PB2 remains as even for well
rounded lattices #(Zn/Lmin(A)) can possibly be very large. There are some lattices
for which this problem is especially acute.
Example 2.2.13. For example, the self-dual Niemeier lattice N23 [10, Chapter
18], whose root diagram is 24A1 has minimum 2 and 48 shortest vectors, has
#Vms(N23) = 194352. Since the index of the lattice spanned by the shortest vectors
in N23 is 2
24, the size of Vcvp(N23) is at least 48 + 224.
We do not see how to resolve PB2 efficiently in general within the framework of
characteristic vector sets.
Remark 2.2.14. It may be possible to deal with some cases (but still not Example
2.2.13) by working with characteristic vector sets on forms attached in a canonical
way to A: for example, one could work with the dual form attached to A, for it may
sometimes happen that the dual does not have a large number of minimal vectors
(even though A does).
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3. Construction of a canonical form
In this section, we suppose that we have chosen a characteristic vector set func-
tion V , such as the one defined in section 2.2. From this, we will construct a
canonical form in a manner that depends on V . We first review the computation
of a stabilizer and how to do equivalence tests by using V .
3.1. Graph construction. Given a form A, let V(A) = {v1, . . . , vp}. We define
GA to be the edge- and vertex-weighted complete (undirected) graph on p vertices
1, . . . , p such that vertex i has weight wi,i = A[vi] and the edge between i and j has
weight wi,j = v
T
i Avj = wj,i. In other words, GA is the weighted complete graph
whose adjacency matrix is BTAB, where B ∈ Mp(R) is the matrix whose columns
are vi. (The graph GA depends on V , but we do not include in the notation as we
consider V fixed in this section.)
Lemma 3.1.1. For a form A ∈ Sn>0 and the graph GA constructed from a charac-
teristic vector set V(A) we have a group isomorphism
(3.1.2) Stab(A) ≃ Stab(GA) := {σ ∈ Sp : wi,j = wσ(i),σ(j) for all 1 ≤ i, j ≤ p}.
Proof. We first define the map Stab(A) → Stab(GA). Let U ∈ Stab(A). Then by
property (ii) of a characteristic vector set, we have UV(A) = V(U−TAU−1) = V(A);
therefore, U permutes the set V(A), giving a permutation σU ∈ Sp characterized
by σU (i) = j if and only if Uvi = vj . Accordingly, we have
(3.1.3) wi,j = v
T
i Avj = v
T
i U
TAUvj = vσU (i)AvσU (j)
so moreover σU ∈ Stab(GA). It is then straightforward to see that this map defines
a group homomorphism. To show this map is an isomorphism, we use property (i)
that V(A) spans Zn. Indeed, the map is injective because if σU is the identity, then
Uvi = vi for all i so U is the identity. Similarly, it is surjective: any σ ∈ Stab(GA)
fixes pairwise inner products with respect to A, so we obtain a unique Q-stabilizer
U ∈ SLn(Q) such that UTAU = A; however, because V(A) spans Zn, we obtain
UZn = Zn so U ∈ Stab(A). 
3.2. Canonical graph. The existing programs only work with vertex weighted
graphs. The vertex and edge weighted complete graph can be translated into a
vertex weighted graphs by using graph transformations that were introduced in the
manual of nauty [29].
Let us take a complete (undirected) graph G on p vertices of vertex weight wi,i
and edge weight wi,j . We construct a complete (undirected) graph T1(G) on p+ 2
vertices which is only edge weighted, as follows. Let a and b be two distinct weights
that do not occur as wi,j . We define the new edge weight w
′ to be
(3.2.1) w′i,j :=


wi,j , if i < j ≤ p;
wi,i, if i ≤ p and j = p+ 1;
a, if i ≤ p and j = p+ 2;
b, if i = p+ 1 and j = p+ 2; and
w′j,i, if j > i.
Visibly, any automorphism preserving T1(G) will preserve the vertices p + 1 and
p+ 2; and the automorphisms of T1(G) correspond to the automorphisms of G.
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The next transformation takes a complete graph G with edge weights wi,j and
returns a vertex weighted graph T2(G). Let us take S the set of possible edge
weights and w the smallest integer such that #S ≤ 2w. For an edge weight s ∈ S,
denote lk(s) the k-th value in the binary expansion of the position of s in S. If G
has p vertices then T2(G) will have pw vertices of the form (i, k) with 1 ≤ i ≤ p
and 0 ≤ k ≤ w − 1. The vertex (i, k) is set to the vertex weight k. Two vertices
(i, k) and (i′, k′) are adjacent in the following cases:
(1) i = i′ so that vertices of G correspond to cliques in T2(G); or
(2) k = k′ and lk(wi,i′ ) = 1.
3.3. Canonical form. The software nauty [29] and bliss [19] allow to find the
automorphism group and test equivalence of vertex weighted graphs. They also
allow to find a canonical form of those graphs. From the automorphism group of
the edge weighted graph T2(T1(GA)) we can get back the automorphism group of
GA and thus of the form A. The equivalence works similarly.
Computation of the canonical form of A requires more work. The canonical
form is computed for T2(G), which means that we have a canonical ordering of the
vertices of G. A vertex in G correspond to a set Si of w points in T2(G). If i, j are
two vertices in G then we say that i < j if the smallest element of Si is smaller than
the smallest element of Sj . This gives a canonical ordering of the vertices of G. So,
there is a canonical ordering of the vertices of T1(GA). Vertices in GA correspond
to vertices in T1(GA). For two vertices i, j of GA we say that i < j if the image of
i in T1(GA) is smaller than the image of j. Thus the vertices of GA are canonically
ordered.
So, we obtain an ordering of the characteristic vector set V(A), which we write as
{v1, . . . , vp}. Note that there are #Stab(A) valid bijections between the canonically
ordered vertices of GA and the vectors of the characteristic vector set V(A). So the
obtained ordering is only canonical up to Stab(A), i.e. we obtain some ordering of
the form {Sv1, . . . , Svp} with S ∈ Stab(A). We need to derive a canonical form
from the vectors vi.
The Hermite Normal Form (HNF) of a matrix A ∈Mm,n(Z) is the unique matrix
H ∈ Mm,n(Z) for which there exists U ∈ GLm(Z) such that A = UH and moreover:
(i) H is upper triangular with Hij = 0 for i > j;
(ii) Every pivot of H , the leading coefficient a row, is strictly to the right of
the pivots above; and
(iii) The elements below pivots are zero and elements above pivots are nonneg-
ative and strictly smaller than the pivot.
In the cases that interest us, the matrix QA with columns v1, . . . , vp defined by the
characteristic vector set V(A) is of full rank and so the matrix U , obtained from
the Hermite normal form QA = UH , is uniquely defined as well. Note that any
other ordering Sv1, . . . , Svp would lead to the matrix SU for some S ∈ Stab(A).
We denote the obtained representative by UV(A) ∈ GLn(Z)/ Stab(A).
We now define
(3.3.1) CanGLn(Z)(A) := U
T
V(A)AUV(A) ∈ Sn>0
and
(3.3.2) RedGLn(Z)(A) := UV(A) ∈ GLn(Z)/ Stab(A).
Proposition 3.3.3. The matrix CanGLn(Z)(A) is a canonical form for A.
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Proof. Property (i) is clear by definition. For (ii), given P ∈ GLn(Z), we have
(3.3.4) UV(PTAP ) ≡ UP−1V(A) ≡ P−1UV(A) ∈ GLn(Z)/ Stab(P tAP ).
Thus CanGLn(Z)(P
TAP ) = CanGLn(Z)(A), as desired. 
Proposition 3.3.3 proves the first statement of our main result, Theorem 1.3.1
(for any characteristic vector set function V).
4. Analysis
4.1. Time complexity. We now analyze the complexity of our algorithm to com-
pute a canonical form, with the characteristic vector set defined in section 2.2.
Theorem 4.1.1. Given as input a positive definite symmetric matrix A and a
corresponding characteristic vector set V(A) we can compute a canonical form for
A in time exp(O(log(N)c)) · sO(1) where N is the input size of V(A), s is the input
size of A and c > 1 is some fixed constant.
Proof. Given the characteristic vector set V(A) the corresponding graph can clearly
be computed in time polynomial in the size of A and V(A) as this part is mostly
dominated by the computation of vtiAvj for i, j ∈ {1, . . . ,#V(A)}. Computing a
hermite normal form can be done in time polynomial in the matrix size which is
the same as the size of V(A) [21, 41]. As the constructed graph is of polynomial
size in V(A) and A we can conclude if we have a quasi-polynomial algorithm to find
a canonical form of a graph. We refer to a recent report by Babai on this [3]. 
Corollary 4.1.2. For all n ≥ 1 and A ∈ Sn>0 we can compute a canonical form in
time at most nO(n
c) · sO(1) where s is the input size of A and c > 1 is some fixed
constant.
Proof. We combine Theorem 2.2.10 and Theorem 4.1.1. 
5. Extensions
In this section we list some extensions of the formalism to other settings.
5.1. Extension to symplectic groups. Let M2n(Z)alt the set (2n)×(2n) integral
alternating (or skew-symmetric) matrices. By a result due originally to Frobenius
(see e.g. Lang [26, Lemma 1, p. 90]), for any A ∈ M2n(Z)alt, there exists U ∈
GL2n(Z) and unique a1, . . . , an ∈ Z≥0 with a1 | a2 | · · · | an such that
(5.1.1) UTAU =
(
0 D(a1, . . . , an)
−D(a1, . . . , an) 0
)
=: F (a1, . . . , an).
where D(a1, . . . , an) is the diagonal n × n matrix with ai on the diagonal, called
the Frobenius normal form. The Frobenius normal form can be computed using a
deterministic algorithm (see e.g. Veblen–Franklin [45, paragraph 14]), using simul-
taneous row and column operations.
Let Jn = F (1, . . . , 1) represent the standard alternating pairing and
(5.1.2) Sp2n(Z) :=
{
Q ∈ GL2n(Z) : QTJnQ = Jn
}
.
The group Sp2n(Z) acts on S
2n
>0 and this action was used by MacPherson–McConnell
[28] to get a reduction theory for Sp4(Z).
A canonical representative under this action can also be computed using our
canonical form as follows:
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1. Compute the reduction matrix U := RedGLn(Z)(A), from (3.3.2).
2. Compute the product B := UTJnU .
3. Compute U ′ ∈ GL2n(Z) be such that (U ′)TBU ′ = F (1, . . . , 1) = Jn is in
Frobenius normal form (5.1.1). Let Q := UU ′ ∈ Sp2n(Z).
4. The canonical form is then CanSp2n(Z)(A) := Q
TAQ, with reduction matrix
RedSp2n(Z)(A) := Q.
The proof that this is a canonical form follows in a similar manner as in Propo-
sition 3.3.3.
5.2. Extension to finite index subgroups. In many applications, there is inter-
est in using finite index subgroups of GLn(Z) in order to study number theoretic
questions computationally [2].
For a finite index subgroup Γ of GLn(Z), we indicate a method for finding the
canonical form of the action on positive definite matrices. Consider the decompo-
sition into cosets
GLn(Z) =
m⊔
i=1
ΓUi,
then the canonical form can be computed in following way:
1. Compute the reduction matrix U := RedGLn(Z)(A).
2. Find the index i and a matrix Q ∈ Γ such that U = QUi.
3. The canonical form is then CanΓ(A) := Q
TAQ, with reduction matrix
RedΓ(A) := Q.
This algorithm requires having explicit cosets and an efficient method to identify the
coset to which a unimodular matrix belongs—this is possible by the Todd–Coxeter
algorithm, but for some groups Γ this may be computationally expensive.
5.3. Extension to non-generating minimal vector sets. As noted in section
2, one significant problem with characteristic vector sets is that the restriction of
spanning Zn is very strong and can force large vector sets. It is interesting to
weaken this constraint by considering vector sets V for which the saturation spans
Zn (i.e., contains a basis for Qn). Such a set V will span a sublattice of Zn and will
be typically much smaller than a Zn spanning subset.
The computation of the graph GA and then T2(T1(GA)) works for those sets and
we can get the automorphisms of GA. The problem is that the corresponding linear
transformations a priori belong to GLn(Q) and so the stabilizer problem cannot be
resolved by this.
Fortunately, there is an algorithm [6, Section 3.1] for computing the integral
subgroup of such a group, based on partition backtrack algorithms for group actions.
This allows to check automorphism and do equivalence test of positive definite
quadratic forms even if the vector sets is not a Z-basis.
Unfortunately, the existing implementations of partition backtrack for permu-
tation groups [17] do not implement a canonical representation, so at the present
time, one cannot have a canonical representation in case V is not a Z-basis.
6. Applications
6.1. Lattice databases. A current project of interest in number theory is an
extension of the L-functions and Modular Forms DataBase (LMFDB) [42] to include
lattices. The goal of the database is to store computationally expensive lattice
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data such as information about its local structure, theta series, minimal vectors,
and other invariants. One current shortcoming of the database has been the lack
of a deterministic naming scheme for lattices. Of course lattices can be narrowed
down by a listing of dimension, determinant, level, class number but beyond that
point many genera of such lattices can exits, and each genus can potentially contain
multiple classes.
Finding a canonical form for lattices would be a way to establish a deterministic
labeling. This has long been known to be a challenge: for example, it is exactly the
problem of the boundary of a fundamental domain in Minkowski reduction (men-
tioned in the introduction) that is at issue. Up until now, an ad hoc enumeration
has been applied to differentiate among the lattices with a shared dimension, de-
terminant, level, and class number. This of course presents a challenge, since a
crash in the database could result in a new and different enumeration. Therefore it
has been of interest for some time to establish a canonical naming mechanism for
lattices, and the algorithm in this paper does precisely that, returning canonical
forms on a subcollection of 3 654 lattices.
6.2. Application to genera enumeration. Over the years, several efforts have
been undertaken with the goal of enumerating lattice genera of either bounded
discriminant or satisfying some arithmetic conditions such as small class number
or spinor class number. For example, the Brandt–Intrau tables of reduced ternary
forms with discriminant up to 1000 [13], Nipp’s tables of positive definite primitive
quaternary quadratic forms with discriminant up to 1732 [32] and more recently
the complete table of lattices with class number one due to Kirschmer–Lorch [24],
to name a few.
The general strategy for generating these tables can take several forms. For
example, a list of isometry class candidates can be generated by extending lattices
of lower rank in some systematic way [14, 32]. Or, as in the algorithm of Schulze-
Pillot [37], classes can be generated by Kneser’s method of neighboring lattices (for
more on this, see section 6.4). In all instances, the completeness of the list of genus
representatives can be verified using the Minkowski–Siegel mass formula, or some
derivation thereof. However, one critical bottleneck in most of these schemes is
eliminating redundancy in the lists generated. For lattices of small dimension and
discriminant or lattices with small class number this obstruction can be overcome
reasonably quickly by using existing isometry testing, but for lattices with high
rank and class number this becomes quite difficult—it is here where we profit from
a canonical form.
6.3. Application to enumeration of perfect forms. A canonical form really
shows its strength compared to pairwise equivalence checks when the number of
forms to be classified becomes very large. This is certainly the case during the
enumeration of perfect forms using Voronoi’s algorithm in dimension 9 or higher.
In dimension 9 already more than 20 million (inequivalent) perfect forms are found
and the total number could be on the order of half a billion [44]. Even though there
are some useful invariants such as the number of miminal vectors, the determinant
and the size of the automorphism group, the number of remaining candidates for
equivalence for each found perfect form can become quite large.
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Removing equivalent forms is a large part of the computational cost during the
enumeration. Efficiently finding a canonical form therefore seems to be a neces-
sity in completing the full enumeration in dimensions 9 or higher. Luckily by the
definition of a perfect form we always have that Min(A) is full dimensional. Fur-
thermore for all perfect forms found so far Min(A) also spans Zn and therefore the
function Vms seems to be an efficient way to obtain a small characteristic vector
set. In practice computing a canonical perfect form in dimension 9 takes just a few
milliseconds.
A canonical form is also useful when scaling the enumeration algorithm to a
computational system with lots of nodes. One can do the computation of a canonical
form on the node that found the form and then do an inexpensive database lookup
to check for equivalence. This makes the computational and communication load
on the storage nodes negligible, which is highly preferable for these systems.
6.4. Application to algebraic modular forms. Finally, we present an applica-
tion to speed up computations of orthogonal modular forms.
Up until now, we have worked with the fixed lattice Zn and considered the matrix
A as the Gram matrix in the standard basis of a (positive definite) quadratic form.
We now shift our perspective slightly, varying lattices in a (fixed) quadratic space.
Let A be a form, and suppose that the entries of A belong to Z—we then call
A an integral form. Then Zn is a lattice in V := Qn. More generally, let L ⊂ V
be a (full) lattice, the Z-span of a Q-basis for V . (For purposes of exposition,
we restrict our attention to lattices in Qn, leaving aside for example the case of
positive definite lattices over the ring of integers of a totally real field.) We say L
is integral if xTAy ∈ Z for all x, y ∈ L. We represent a lattice in bits by a basis
L = Zv1 · · ·+Zvn; letting UL be the change of basis matrix, we obtain a new form
AL := (v
T
i Avj)1≤i,j≤n = U
T
LAUL.
(It is not necessarily the case that AL is arithmetically equivalent to A: indeed,
the change of basis of V from the standard basis to v1, . . . , vn need not belong to
GLn(Z), only to GLn(Q).) Associated to L is its discriminant
disc(L) := det(AL)/2
n mod 2 ∈ Z>0.
In order to organize these lattices, we define the orthogonal group
(6.4.1) O(V ) := {P ∈ GLn(Q) : PTAP = A}
(thought of as isometries of Rn under the metric provided by A). Lattices L,L′ ⊂ V
are isometric, written L ≃ L′, if there exists P ∈ O(V ) such that PTALP = AL′ .
We repeat these definitions replacing Q (and Z) by Qp (and Zp) for a prime p,
abbreviating Lp := L⊗Z Zp. Then the genus of L is
(6.4.2) Gen(L) := {L′ ⊂ V : Lp ≃ L′p for all primes p}.
(the set of lattices that look locally like L). Finally, we define the class set
(6.4.3) Cls(L) := Gen(L)/≃
as the set of (global) isometry classes in Gen(L). By the geometry of numbers, we
have #Cls(L) <∞.
The theory of p-neighbors, due originally to Kneser [25], gives an effective method
to compute representatives of the class set Cls(L), as follows. Let p ∤ disc(L) be
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prime (allowing p = 2). We say that a lattice L′ < V is a p-neighbor of L, and
write L′ ∼p L, if L′ is integral and
(6.4.4) [L : L ∩ L′] = [L′ : L ∩ L′] = p
(index as abelian groups). If L ∼p L′, then disc(L) = disc(L′) and L′ ∈ Gen(L).
There are as many p-neighbors as their are isotropic Zp-lines in Lp: accordingly, the
number of p-neighbors is O(pm) where m is the Witt index of L/pL over Fp, i.e., the
maximum dimension of a totally isotropic Fp-subspace (so n = 2m, 2m+1, 2m+2).
The set of p-neighbors can be computed in time O(pm+ǫHn(s)) where s is the in-
put size and Hn is a polynomial depending on n (keeping track of the bit operations
in computing a Hermite normal form). Moreover, there is an effectively computable
finite set S of primes such that every [L′] ∈ Cls(L) is an iterated S-neighbor
L ∼p1 L1 ∼p2 · · · ∼pr Lr ≃ L′
with pi ∈ S. Typically (when there is only one spinor genus in the genus) we
may take S = {p} for any p ∤ disc(L). In this way, we may compute a set of
representatives for Cls(L) from iterated S-neighbors.
The space of orthogonal modular forms for L (with trivial weight) is
M(O(L)) := Map(Cls(L),C).
In the basis of characteristic functions for L we have M(O(L)) ≃ Ch where h =
#Cls(L). For p ∤ disc(L), define the Hecke operator
Tp : M(O(L))→M(O(L))
f 7→ Tp(f)
where
(6.4.5) Tp(f)([M ]) :=
∑
M ′∼p M
f([M ′]).
The operators Tp commute and are self-adjoint with respect to a natural inner
product. So there is a basis of simultaneous eigenvectors, called eigenforms. This is
case of the orthogonal group for the theory of algebraic modular forms, as defined
by Gross [16].
In this way, to compute the matrix representing the Hecke operator Tp, for each
[M ] ∈ Cls(L), we need to identify the isometry classes of the p-neighbors of M .
Here is where our canonical form algorithm applies, as we originally motivated in
section 1.1: after computing canonical forms for Cls(L), for each p-neighbor, we
compute their canonical forms and then a hash table look up on Cls(L). This
reduces our computation from O(h2) isometry tests to O(h) hash table lookups.
For medium-sized values of n, we hope that the use of canonical forms will allow
us to peer more deeply into the world of automorphic forms on orthogonal groups.
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