In this paper, a class of linear parabolic systems of singularly perturbed second order differential equations of reaction-diffusion type with initial and Robin boundary conditions is considered. The components of the solution u of this system exhibit parabolic boundary layers with sublayers. A numerical method composed of a classical finite difference scheme on a piecewise uniform Shishkin mesh is suggested. This method is proved to be first order convergent in time and essentially first order convergent in the space variable in the maximum norm uniformly in the perturbation parameters.
Introduction
A differential equation in which small parameters multiply the highest order derivative and some or none of the lower order derivatives is known as a singularly perturbed differential equation. In this paper, a class of linear parabolic singularly perturbed second order differential equation of reactiondiffusion type with initial and Robin boundary conditions is considered.
For a general introduction to parameter-uniform numerical methods for singular perturbation problems, see [1] , [2] , [8] and [9] . In [3] , a Dirichlet boundary value problem for a linear parabolic singularly perturbed differential equation is studied and a numerical method comprising of a standard finite difference operator on a fitted piecewise uniform mesh is considered and it is proved to be uniform with respect to the small parameter in the maximum norm. In [4] , a boundary-value problem for a singularly perturbed parabolic PDE with convection is considered on an interval in the case of the singularly perturbed Robin boundary condition is considered and using a defect correction technique, an -uniformly convergent schemes of high-order time-accuracy is constructed. The efficiency of the new defect-correction schemes is confirmed by numerical experiments. In [5] , a one-dimensional steady-state convection dominated convection-diffusion problem with Robin boundary conditions is considered and the numerical solutions obtained using an upwind finite difference scheme on Shishkin meshes are uniformly convergent with respect to the diffusion cofficient.
Consider the following parabolic initial-boundary value problem for a singularly perturbed linear system of second order differential equations ∂ u ∂t (x, t) − E ∂ 2 u ∂x 2 (x, t) + A(x, t) u(x, t) = f (x, t), on Ω,
with u(0, t) − E * ∂ u ∂x (0, t) = φ L (t), u(1, t) + E * ∂ u ∂x (1, t) = φ R (t), 0 ≤ t ≤ T,
where Ω = {(x, t) : 0 < x < 1, 0 < t ≤ T },Ω = Ω ∪ Γ, Γ = Γ L ∪ Γ B ∪ Γ R with Γ L = {(0, t) : 0 ≤ t ≤ T }, Γ R = {(1, t) : 0 ≤ t ≤ T } and Γ B = {(x, 0) : 0 < x < 1}. Here, for all (x, t) ∈Ω, u(x, t) and f (x, t) are column n−vectors, E, E * and A are n × n matrices, E = diag( ε), ε = (ε 1 , ..., ε n ),
.., √ ε n ) with 0 < ε i < 1 for all i = 1, ..., n. The parameters ε i are assumed to be distinct and for convenience, to have the ordering ε 1 < ... < ε n . The problem (1), (2) can also be written in the operator form L u = f on Ω, β 0 u(0, t) = φ L (t), β 1 u(1, t) = φ R (t), u(x, 0) = φ B (x), where the operators L, β 0 , β 1 are defined by
where I is the identity operator. The reduced problem corresponding to (1) , (2) is defined by
The problem (1) , (2) is said to be singularly perturbed in the following sense. Each component u i , i = 1, ..., n of the solution u of (1), (2) is expected to exhibit twin layers of width O( √ ε n ) at x = 0 and x = 1 while the components u i , i = 1, ..., n − 1 have additional twin layers of width O( √ ε n−1 ), the components u i , i = 1, ..., n−2 have additional twin layers of width O( √ ε n−2 ) and so on.
Solution of the continuous problem
Standard theoretical results on the existence of the solution of (1), (2) are stated, without proof, in this section. See [6] and [7] for more details. For all (x, t) ∈Ω, it is assumed that the components a ij (x, t) of A(x, t) satisfy the inequalities
|a ij (x, t)| for 1 ≤ i ≤ n, and a ij (x, t) ≤ 0 for i = j (4) and for some α,
It is also assumed, without loss of generality, that
Sufficient conditions for the existence, uniqueness and regularity of a solution of (1), (2) are given in the following theorem.
Theorem 2.1. Assume that A and f are sufficiently smooth. Also assume
and the following compatibility conditions are fulfilled at the corners (0, 0) and (1, 0) of Γ.
and
(10) Then there exists a unique solution u of (1), (2) satisfying u i ∈ C (4) λ (Ω).
Analytical results
The operator L satisfies the following maximum principle:
Lemma 3.2. Let the assumptions (4) -(6) hold. If ψ is any vector-valued function in the domain of L, then, for each i, 1 ≤ i ≤ n and (x, t) ∈Ω,
A standard estimate of the solution u of the problem (1), (2) and its derivatives is contained in the following lemma.
Lemma 3.3. Let the assumptions (4) -(6) hold and let u be the solution of (1), (2) . Then, for all (x, t) ∈Ω and each i = 1, ..., n,
. The Shishkin decomposition of the solution u of the problem (1), (2) is
where v and w are the smooth and singular components of the solution u respectively. Taking into consideration, the sublayers that appear for the components, the smooth component v is subjected to further decomposition.
as all the components have ε n layers. Since components except u n have ε n−1 sublayers, the components v n−1 , ..., v 1 takes the form,
Further, u n−2 , u n−3 , ..., u 2 , u 1 have ε n−2 sublayers and hence that leads to the decomposition,
Proceeding like this, it is not hard to see that 
where
, ......, v i,n ). Then using (11) and (15) in (1), (2), it is found that the smooth component v of the solution u satisfies
and the singular component w of the solution u satisfies
with
(20) Consider the following parabolic initial-boundary value problem for a singularly perturbed linear system of second order differential equations
witĥ
whereÊ is a n × n matrix,Ê = diag(0, 0, ..., 0, ε n ) with 0 < ε n < 1. The problem (21), (22) can also be written in the operator form
where the operatorsL, b 0 , b 1 are defined bŷ
where I is the identity operator. The reduced problem corresponding to (21), (22) is defined by
The operatorL satisfies the following maximum principle:
T is any vector-valued function in the domain ofL, then, for each i = 1, ..., n and (x, t) ∈Ω,
A standard estimate of the solution û of the problem (21), (22) and its derivatives is contained in the following lemma.
Lemma 3.6. Let the assumptions (4) -(6) hold and let û be the solution of (21), (22). Then, for all (x, t) ∈Ω and each i = 1, ..., n,
Bounds on the smooth component v of u and its derivatives are contained in Lemma 3.7. Let the assumptions (4) -(6) hold. Then there exists a constant C, such that, for each (x, t) ∈Ω and i = 1, ..., n,
Proof. From (12) - (14) it is observed that the components v i,j , i = 1, ..., n, j = i, i + 1, ..., n satisfy the following systems of equations:
where u 0,i , i = 1, ..., n is the solution of the reduced problem (3).
and so on. Lastly,
From the expressions (23)-(30) and using Lemma (3.6) for v, it is found that for i = 1, ..., n, j
(31) From (15), (16) and (31), the following bounds for v i , i = 1, 2, ..., n hold:
. . , n, associated with the solution u, are defined onΩ by
The following elementary properties of these layer functions, for all 0 ≤ x < y ≤ 1, should be noted:
The interesting points x (s) i,j are now defined.
It is remarked that
In the next lemma, the existence, uniqueness and ordering of the points x (s) i,j are established. Sufficient conditions for them to lie in the domainΩ are also provided.
Lemma 3.8. For all i, j such that 1 ≤ i < j ≤ n and 0 < s ≤ 3/2, the points x (s) i,j exist, are uniquely defined and satisfy the following inequalities
In addition, the following ordering holds
Also,
Analogous results hold for B i,j . Proof. The proof is as given in [11] . Bounds on the singular component w of u and its derivatives are contained in Lemma 3.9. Let the assumptions (4) -(6) hold. Then there exists a constant C, such that, for each (x, t) ∈Ω and i = 1, ..., n,
Proof. To derive the bound of w, define ψ ± (x, t) = (ψ 1 , ..., ψ n ) T , where
For a proper choice of C, β 0 ψ ± (0, t) ≥ 0, β 1 ψ ± (1, t) ≥ 0 and ψ ± (x, 0) ≥ 0. Also, for (x, t) ∈ Ω, L ψ ± (x, t) ≥ 0. By Lemma 3.1, ψ ± ≥ 0 onΩ and it follows that
Differentiating the homogeneous equation satisfied by w i , partially with respect to 't', and using Lemma 3.1, it is not hard to see that
Note that,
Thus,
Similarly,
As before, using suitable barrier functions, it is not hard to verify that
Differentiating the equation satified by w i partially with respect to 't' once and rearranging, yields
The bounds on ∂ l w i ∂x l , l = 1, 2, 3, 4 and i = 1, . . . , n are now derived by induction on n. For n = 1, the result follows from . It is then assumed that the required bounds on 4 hold for all systems up to order n − 1. Define w = (w 1 , . . . , w n−1 ), then w satisfies the system
Here,Ẽ andÃ are the matrices obtained by deleting the last row and last column from E, A respectively, the components of g are g i = −a in w n for 1 ≤ i ≤ n−1 and ṽ = ũ 0 + γ is the corresponding component decomposition of ṽ similar to (15) of v. Now decompose w into smooth and singular components to get w = p + q, where
Consider the equation of the system satisfied by w i ,
a ij w j = 0.
By using mean-value theorem, the bound on ∂w i ∂x , for each (x, t) is determined as follows:
. Rearranging the equation of the system satisfied by w i , yields
Differentiating the equation satisfied by w i with respect to 'x' once and twice and rearranging, the following bounds are derived
Using the bounds on w n , ∂w n ∂x , ∂ 2 w n ∂x 2 , ∂ 3 w n ∂x 3 and ∂ 4 w n ∂x 4 , it is seen that the function g in (32) and its derivatives ∂ g ∂x , B r (x) ε r respectively. Introducing the functions ψ ± (x, t) = Ce αt B n (x) e ± p(x, t), it is easy to see that β 0 ψ ± (0, t) = Ce αt B n (0) e ± β 0 p(0, t) ≥ 0,
Applying Lemma 3.1, it follows that p(x, t) ≤ CB n (x).
Defining the barrier functions through θ ± (x, t) = Cε
n e αt B n (x) e ± ∂ l p ∂x l , l = 1, 2 and using Lemma 3.1 for the problem satisfied by p and the bounds of the derivatives of g, the bounds of ∂ p ∂x and ∂ 2 p ∂x 2 are derived.
The bounds for ∂ l p ∂x l , l = 3, 4 follow from the defining equation of p. By induction, the following bounds for q hold for i = 1, . . . , n − 1,
Combining the bounds for the derivatives of p i and q i , it follows that, for i = 1, 2, . . . , n − 1,
Using the above bounds along with the bounds of w i and its derivatives, the proof of the lemma for the system of n equations gets completed.
The Shishkin mesh
A piecewise uniform Shishkin mesh is now constructed. Let Ω 
The parameters σ 1 and σ 2 which determine the points separating the uniform meshes, are defined by
Also, σ 0 = 0, 
Thus, for r = 1, 2, the change in the mesh-size at the point x j = σ r is h 
It follows from (34) and (35) that for r = 1,
Lemma 4.1. Assume that d r > 0 for some r, 1 ≤ r ≤ n. Then the following inequalities hold
Analogous results hold for B R r .
Proof. The proof is as given in [11] .
The discrete problem
In this section a classical finite difference operator with an appropriate Shishkin mesh is used to construct a numerical method for the problem (1), (2) which is shown later to be first order parameter-uniform convergent in time and essentially first order parameter-uniform convergent in the space variable.
The discrete initial-boundary value problem is now defined by the finite difference scheme on the Shishkin meshΩ N,M , defined in the previous section.
(37) The problem (36), (37) can also be written in the operator form
The following discrete results are analogues to those for the continuous case.
Lemma 5.1. Let the assumptions (4) -(6) hold. Then, for any vectorvalued mesh function Ψ, the inequalities β
An immediate consequence of this is the following discrete stability result.
Lemma 5.2. Let the assumptions (4) -(6) hold. Then, for any vector-valued mesh function Ψ defined onΩ N,M and i = 1, . . . , n,
The following comparison principle will be used in the proof of the error estimate.
Lemma 5.3. Assume that, for the vector-valued mesh functions Φ and Z satisfy |β
The local truncation error
From Lemma 5.2, it is seen that in order to bound the error U − u, it suffices to bound β
where v and w are the solutions of (17), (18) and (19), (20) respectively. Therefore, the local truncation error of the smooth and singular components can be treated separately. Note that, for any smooth function ψ and for each (x j , t k ) ∈ Ω N,M , the following distinct estimates of the local truncation error hold:
Here I j = [x j−1 , x j+1 ].
Error estimate
The proof of the theorem on the error estimate is broken into two parts. First, a theorem concerning the error in the smooth component is established. Then the error in the singular component is estimated. Define the barrier function through
where C is sufficiently large and θ r is a piecewise linear polynomial for each
, if x j ∈ J.
Then, on Ω N,M , the components Φ i of Φ satisfy
and, for x j ∈ J, it is not hard to see that,
The following theorem gives the estimate of the error in the smooth component V . 
In order to estimate the error in the singular component W , the following lemmas are required.
and (b1) Since σ 1 = σ 2 2 and the mesh is uniform in (0, σ 2 ) it follows that x j / ∈ J, and x j+1 − x j−1 ≤ C √ ε 1 N −1 ln N. Then Lemma 7.1 and expression (45) give (53). (48) (c1) Since the mesh is uniform in (0, σ m+1 ), it follows that x j / ∈ J and (45) give (53). 
. Then Lemma 7.4 and expression (45) give (53). Similar arguments hold for the case (e). By using comparision principle, the required result is established from (52) and (53).
The following theorem gives a parameter uniform bound which is first order in time and essentially first order in space for the convergence of the discrete solution.
Theorem 7.3. Let the assumptions (4) -(6) hold. Let u denote the solution of the problem (1), (2) and U denote the solution of the problem (36), (37).
Proof. An application of the triangular inequality and the results of Theorem 7.1 and Theorem 7.2 lead to the required result.
Numerical Illustration
The numerical method proposed above is illustrated through the example presented in this section. The method proposed above is applied to solve the problem and the parameter-uniform order of convergence and the parameter-uniform error constants are computed. To get the order of convergence in the variable t seperately, a Shishkin mesh is considered for x and the resulting problem is solved for various uniform meshes with respect to t. In order to get the order of convergence in the variable x seperately, a uniform mesh is considered for t and the resulting problem is solved for various piecewise uniform Shishkin meshes with respect to x. The two-mesh algorithm for a vector problem which is a variant of the one found in [2] is applied to get parameter-uniform order of convergence and the error constants. The numerical results are presented in Tables 1 and Table 2 . For various values of ε 1 and ε 2 , the maximum errors, the ε-uniform order of convergence and the ε-uniform error constant are computed. Fixing a Shishkin mesh on [0, 1] with 128 points horizontally, the problem is solved by the method suggested above. The order of convergence and the error constant for u are calculated for t using two-mesh algorithm and the results are presented in Table 1 . A uniform mesh on [0, 1] with 32 points vertically is considered and the order of convergence and the error constant for u in the variable x using two-mesh algorithm are calculated and the results are presented in Table 2 . It is evident from the Figures 1 and 2 that the solution u exhibits parabolic twin boundary layers at (0, t) and (1, t), 0 ≤ t ≤ 1. Further, the t-order of convergence and the x-order of convergence of the numerical method presented in Table 1 and Table 2 agree with the theoretical result. 
