(1.1) " := fx 2 R N : jxj > "g; for N = 2 and N = 3 to model the porous medium, e.g. the soil or aquifer. Here x m] is a point in space and @ " = fx 2 R N : jxj = "g models the surface of the well, i.e. the source with radius " > 0. kg=m 3 ] is the bulk density of the soil and D m 2 =s] a matrix, the sum of the molecular di usion and mechanical dispersion (see e.g. Bear B] ).
Often the adsorption reaction is fast compared to the water ow, such that a quasistationary approach is feasible, describing the reaction to be in equilibrium, i.e. (1.5) (C) = k 1 C p ; k 1 > 0; 0 < p < 1 (Freundlich) ; (C) = k 2 C 1 + k 3 C ; k 2 ; k 3 > 0 (Langmuir) : The example of the Freundlich isotherm shows that (1.3) is not only a nonlinear di usionconvection equation in general, but may even be degenerate, since need not be di erentiable at C = 0. We will include these cases in our subsequent analysis.
Due to the injection of water at @ " the normal mass ux is given as a convective ux with the concentration C e of the chemical dissolved in the injected water, i.e.
(1.6) (Cq ? Drc) = C e q for x 2 @ " ; t > 0;
where is the unit outward normal of " . Here = ?e x , with e x := x=jxj being the unit vector in radial direction. Equations (1.3), (1.4), (1.6) have to supplemented with an initial condition (1.7) C( ; 0) = C 0 in " Throughout this paper we shall consider C e and C 0 to be constant. The description of a contamination event leads to the property (1.8) C e > C 0 :
One could also think of the reverse case (1.9) C 0 > C e ; corresponding e.g. to a remediation event by ushing with clean water. As the analysis of both cases is substantially di erent, we will restrict here to (1.8) and postpone the investigation of (1.9). Our concern is a detailed analysis of the concentration pro les in the vicinity of the well. To this end we assume some further simpli cations. We consider the porous medium as homogeneous and either saturated or the water ow to be stationary. This leads to (1.10) > 0; > 0 are constants ;
and thus from (1.2) (1.11) r q = 0 for x 2 " ; t > 0:
If we assume the normal water ux at the well surface @ " to be uniform with a prescribed total rate Q m N =s], possibly depending on time, then (1.12)
q(x;t) = Q(t) ! N r N?1 e x ; where r = jxj is the radial coordinate and ! N the surface area of the unit ball in R N , i.e. ! N = 2(N ? 1) .
We are in particular interested in the dynamics near the well for small well radius ".
The conventional dispersion theories, relating D to q, would lead to unbounded dispersion coe cients for " ! 0 (cf. Bear B] ). On the other hand we consider a homogeneous medium and thus expect that the dispersion and molecular di usion coe cients are of the same order of magnitude. We describe this situation by assuming (1.13) D > 0 is scalar and constant :
We non-dimensionalize the dependent variables in the following way: Set (1.14)
u : = C ? C 0 C ; C := C e ? C 0 ; (u) : = u + C ( ( Cu + C 0 ) ? (C 0 )): Then u = u(x; t) satis es (1.15) 8 > > < > > : @ t (u) + r u (t) jxj N?1 e x ? Dru = 0 for x 2 " ; t > 0; ?Dru = (t) " N?1 (u ? 1) for x 2 @ " ; t > 0; u(x; 0) = 0 for x 2 " : Here (1.16) (t) := Q(t) ! N :
Due to the radial symmetric ow eld and the boundary conditions, we expect u also to be radial symmetric and to satisfy (1.17) (P " ) 8 > < > :
r N?1 @ r ( (t)u ? Dr N?1 @ r u) = 0 for r > "; t > 0; D@ r u("; t) = (t) " N?1 (u("; t) ? 1) for t > 0; u(r; 0) = 0 for r > ": To emphasize the role of " we denote its solutions by u " = u " (r; t). With respect to we assume H 1 : 2 C 1 (0; 1) \ C( 0; 1)); H 2 : (0) = 0; 0 (u) > 0 and 00 (u) 0 for u > 0:
These properties are in particular implied when using examples (1.5) for .
To study Problem (P " ) for small well radius ", it is reasonable to consider the limit " ! 0. We conjecture the convergence, in a sense to be speci ed, of the solutions u " to the solution u = u(r; t) of (1.18) (P 0 ) 8 > < > :
r N?1 @ r ( (t)u ? Dr N?1 @ r u) = 0 for r > 0; t > 0; u(0; t) = 1 for t > 0; u(r; 0) = 0 for r > 0: This will be made rigorous, including rates of convergence, in a subsequent paper for two special cases of injection rates Q(t), namely those for which the solution of (P 0 ) exists in the form of a self-similar solution, i.e. only depending on the variable := rt with To study the existence of solutions of (SD) and their properties is the purpose of this paper.
In particular to investigate the limiting behaviour of the solution pro les for D ! 0 we use the form (SD) and also for the outline of a numerical algorithm for the approximation of f. In those cases, where we consider a xed dispersion coe cient D, we prefer a fully nondimensional form for the boundary value problem. We use tD m 2 ] instead of t. In this section we study the existence, uniqueness and qualitative properties of solutions of the boundary value problem (S). Except for some introductory observations, the cases N = 2 and N = 3 are treated separately. However only for N = 2 the details of the proofs are given. The results for N = 3 are summarized in Section 4.
We start with the de nition of a solution. For this we introduce the negative ux function (ii) f 0 < 0 on P;
Proof. (i) The continuity of F and f imply f 2 C 1 ((0; 1)) and P open. Further, the boundary condition f(0) = 1 gives that P is non-empty. Thus each point 0 2 P has a neighborhood N P such that f is strictly positive on N. This implies (f) 2 C 1 (N) and, from equation (2.2), also F 2 C 1 (N). Using this in (2.1) results in f 2 C 2 (N).
Continuing this process leads to the desired result. 
Whether L < 1 or L = 1 occurs, depends on the properties of the nonlinear term (f) near f = 0. We will investigate this in the next section. Another point that requires attention concerns the behaviour of the solution near the origin, because there the equation has a singularity. We consider in detail the case N = 2.
Structure of solution.
Throughout this section we suppose that f is a solution of Problem (S) for N = 2. With respect to the behaviour near = 0 we have which implies the existence of the limit ( x 2 > 0 and let 1 # 0).
Before we consider the behaviour of the solution near = L, we rst give the necessary and su cient condition for which L is nite; see also van Duijn & Knabner vDK1, vDK2] where similar questions for travelling waves were considered. Using the monotonicity of (f( )) we estimate
for every > 0. Now x 0 > 0. Integrating (2.6) from 0 to > 0 yields
Since is concave we have
Letting ! 1, contradicts the integrability of 1= . Next suppose L < 1 and 1= = 2 L 1 (0; ). Now we integrate equation (2.2) from some 0 < < L to L and obtain (2.7)
In this expression we estimate for every 0 < < L
Letting % L in this expression, contradicts the non-integrability of 1= .
To describe the behaviour of f( ) near = L < 1 we introduce the function
Then we have
Proof. From (2.7) we obtain for every 0 < < L
This equality implies
The concavity of gives 0 (0 + ) 1. But 0 (0 + ) < 1 implies 1= = 2 L 1 (0; ). Hence 0 (0 + ) = 1, which yields the result.
Example 2.6. When considering a Freundlich isotherm we have, see also (1.5), (f) = f + Kf p with K > 0 and 0 < p < 1:
Clearly 1= 2 L 1 (0; ). For the behaviour of the solution near L we nd from
In case of a Langmuir isotherm we have
Hence 0 (0 + ) < 1 and consequently L = 1. 2.2 Existence, uniqueness and monotonicity.
In view of the behaviour of the solution near = 0 we introduce here the transformation s = 1 and g(s) = f( ):
Then by Proposition 2.3, g is di erentiable up to s = 0. Using this we study for g the initial value problem (2.9) (IV P) g 00 + C( )s To prove local existence for Problem (IV P) we rst integrate (2.9) to obtain the integral representation To show that S ? is non-empty we construct on upper bound which intersects the s-axis for A su ciently large. We obtain this bound by introducing the scaling t = As and h(A; t) = g(A; s) and by considering for h the resulting problem Applying once more the monotonicity argument, it follows that the value of A is uniquely determined. Extending g by zero in case (II) we obtain Theorem 2.8. Problem (S) has a unique solution f, given by f( ) = g(A ; 1 ) for 0.
Problem (S) can be solved explicitly when = 2. We work out the details in the next example.
Example 2.9. Taking = 2, reduces equation ( By equicontinuity, g n ! z in C(K); along some subsequence n % 1. In fact, since g z 1 on 0; 1), we obtain z 2 C( 0; 1)) and z(0) = 1. The monotonicity of the sequence fz n g gives z(1) = 0 and g n ! z in C( 0; 1)); for the entire sequence n % 1 (apply Dini's Theorem to fz n g and use the asymptotic behaviour (upperbound in (2.18)). Passing to the limit in expressing (2.23) gives z 2 C 1 ((0; 1)) and for all s > 0 (2.24)
Since z decays exponentially fast at in nity, we obtain from (2.24) that lim The same identity holds for g. Then we conclude from z g, that in fact z = g on 0; 1).
This completes the proof of the theorem.
3. The hyperbolic limit.
To study the limit D & 0, we cannot use the scaling of the variables as was done to obtain Problem (S). Instead we return to the non-dimensionless formulation leading to Problem (SD), which we give here for N = 2: The monotonicity of the functions in the approximating sequence implies thatf, possibly rede ned on a set of measure zero, is monotone on (0; 1). Further it follows from (3.3)
andf 0 that
Hencef(1) = 0. To obtain an equation for the limitf, we introduce the weak form of (3.1), i.e. Now supposef has a jump discontinuity for some s > 0, witĥ
Then the continuity of the right-hand side in (3.6) gives the relation ; which is the well-known Rankine-Hugoniot shock condition, e.g. see Whitham W] . The concavity of , applied to condition (3.8), yields that there exists at most one value of where a discontinuity or shock can occur. By the monotonicity off and (3.7) there are two possibilities. Eitherf 2 C( 0; 1)) or there exists s > 0 such thatf 2 C( 0; s ) ( s ; 1)) withf + >f ? at s . Now suppose that for some interval I 2 (0; 1) we havê f > 0 and strictly decreasing on I;f 2 C(I):
Then from (3.6) 5. Numerical Approximation.
In this section we describe an algorithm to approximate the solutions of Problem (SD) and indicate some examples. We only consider here N = 2. Based on Section 4 an analogous algorithm for N = 3 can be designed. The numerical procedure is strongly related to the existence proof from Section 2.2. It is shown there (by means of the transformation s = 1 ) that the situation is as follows.
The The shooting algorithm could also be based on Problem (IV P). If we then interpret the numerical procedure in terms of the original variable , this amounts to a grading of the mesh f i g. For a=D < 1 this way may be preferable, but not for a=D 1.
In Figures 2{4 we show 
