In this work, we introduce a new framework for unifying and systematizing the performance analysis of first-order black-box optimization algorithms for unconstrained convex minimization over finite-dimensional Euclidean spaces. The low-cost iteration complexity enjoyed by this class of algorithms renders them particularly relevant for applications in machine learning and large-scale data analysis. However, existing proofs of convergence of such optimization algorithms consist mostly of ad-hoc arguments and case-by-case analyses. On the other hand, our approach is based on sum-of-squares optimization and puts forward a promising framework for unifying the convergence analyses of optimization algorithms. Illustrating the usefulness of our approach, we recover several known convergence bounds for four widely-used first-order algorithms in a unified manner, and also derive one new convergence result for gradient descent with Armijo-terminated line search.
Introduction
The pervasiveness of machine learning and big-data analytics throughout most academic fields and industrial domains has triggered renewed interest in convex optimization, the subfield of mathematical optimization that is concerned with minimizing a convex objective function over a convex set of decision variables. Of particular relevance for solving large-scale convex optimization problems with low accuracy requirements are first-order algorithms, defined as iterative algorithms that only use (sub)gradient information.
There exists extensive literature on the convergence analysis of first-order optimization algorithms with respect to various performance metrics; see, e.g., [5, [7] [8] [9] and the references therein. However, existing convengence results typically rely on ad-hoc arguments and case-by-case analyses. In this paper, through the use of sum-of-squares (SOS) optimization, we introduce a unified framework for deriving worst-case upper bounds over a certain class of functions on the convergence rates of optimization algorithms.
SOS optimization is an active research area with important practical applications; see, e.g., [6, 17, 18, 24, 25] . The key idea underlying SOS optimization is to use tractable relaxations for certifying the nonnegativity of a polynomial over a set defined by polynomial (in)equalities, which may be verified using semidefinite programming (SDP). This allows to construct hierarchies of SDPs that approximate the optimal value of arbitrary polynomial optimization problems.
To illustrate the main ingredients of our approach, consider the problem of minimizing a convex function f : R n → R over R n , i.e.,
and let x * be a global minimizer. Solving problem (1) entails choosing a black-box algorithm A that generates a sequence of iterates {x k } k≥1 . Our goal is then to estimate the worst-case convergence rate of A with respect to a fixed family of functions F and an appropriate measure of performance (e.g., distance to optimality x k − x * or objective function accuracy f (x k ) − f (x * )). For concreteness, using as performance metric the objective function accuracy and a first-order algorithm A that does not increase the objective function value at each step, we seek to solve the following optimization problem:
t * = minimize t subject to f k+1 − f * ≤ t(f k − f * ),
x k+1 = A (x 0 , . . . , x k ; f 0 , . . . , f k ; g 0 , . . . , g k ) ,
where we set f k = f (x k ) and g k ∈ ∂f (x k ) for all k ≥ 1. As the optimization problem (2) is hard in general, we relax it into a tractable convex program (in fact, an SDP), in two steps.
In the first step, we derive necessary conditions that are expressed as polynomial inequalities h 1 (z) ≥ 0, . . . , h m (z) ≥ 0 and equalities v 1 (z) = 0, . . . , v m (z) = 0, in terms of the variables in z = (f * , f k , f k+1 , x * , x k , x k+1 , g * , g k , g k+1 ), which are dictated by the choice of the algorithm and the corresponding class of functions. Having identified these necessary polynomial constraints, the first relaxation of the optimization problem (2) is to find the minimum t ∈ (0, 1) such that the polynomial t(f k − f * ) − (f k+1 − f * ) is nonnegative over the semi-algebraic set K = {z : h i (z) ≥ 0, i ∈ [m], v j (z) = 0, j ∈ [m ]}, where here and throughout we use the notation [m] = {1, . . . , m}. Nevertheless, as this second problem is also hard in general, in the second step we further relax this constraint by demanding that the nonnegativity of the polynomial t(f k − f * ) − (f k+1 − f * ) over K is certified by an SOS decomposition, or explicilty,
where the σ i (z)'s are SOS polynomials and the θ j (z)'s are arbitrary polynomials. Clearly, expression (3) certifies that t(f k − f * ) − (f k+1 − f * ) is nonnegative over the semi-algebraic set K. Furthermore, once the degree of the σ i 's and the θ j 's has been fixed, the problem of finding the least t ∈ (0, 1) such that (3) holds is an instance of an SDP, and thus, it can be solved efficiently.
Summary of results.
To demonstrate the value of our approach we derive and recover, in a unified manner, upper bounds on the worst-case rate t * , for various first-order algorithms, functions classes, and choices of the step size γ. Our results are summarized in Table 1 below:
Method
Step size γ Performance metric Rate bound
Armijo-terminated line search Table 1 : Summary of results derived in this paper.
In Table 1 and throughout, we set ρ γ := max{|1 − γµ| , |1 − γL|}. The parameters and η defining the Armijo rule are given in (16) , and the vector g k denotes a (sub)gradient of f at x k .
In terms of function classes under consideration, the Gradient Descent (GD) method is applied to L-smooth, µ-strongly convex functions while the Proximal Gradient Method (PGM) is applied to composite functions of the form f (x) = a(x) + b(x), where a(x) is L-smooth and µ-strongly convex and b(x) is convex, closed, and proper.
Furthermore, in Table 2 below, we summarize the SOS certificates that we identified in this work, which should be interpreted as SOS-proofs of all results stated in Table 1 .
GD with constant step size:
GD with exact line search:
where q 1 and q 2 , defined in (36), are linear functions of
GD with Armijo-terminated line search:
where ∈ (0, 1), η > 1 are the parameters of the method.
PGM with constant step size:
where
is the subgradient arising from the optimality condition corresponding to the proximal operation.
PGM with exact line search:
where Q * is a (symbolic) PSD matrix defined in (75). Furthermore, out of the SOS certificates presented in Table 2 , the certificates for GD with exact line search and PGM with constant step size coincide with those derived by de Klerk et al. [10] and Taylor et al. [30] respectively. The remaining three SOS certificates are to the best of our knowledge new, and constitute important by-products of our proofs.
The interested reader may find the code for numerically and symbolically verifying the results at https://github.com/sandratsy/SumsOfSquares.
Related work. There are several works aiming to unify the convergence analyses of optimization algorithms. Our work was largely motivated by a recent approach proposed by Drori and Teboulle [11] . Specifically, the authors developed a framework that casts the search for these bounds as an optimization problem they call the Performance Estimation Problem (PEP) which is given by
i.e., the PEP captures the worst-case objective function accuracy over all functions within F, after N iterations of the algorithm A from any starting point x 0 , which is within distance R from some minimizer. Note that the PEP is infinite-dimensional, as its search space includes the set of all functions in F. To estimate the value of the PEP in [11] , the functional constraint f ∈ F is first discretized by introducing 2(N + 1) additional variables capturing the value and the gradient of the function at the points x 0 , x 1 , . . . , x N . The resulting program is an instance of a quadratic matrix program (see [3] ), which the authors of [11] then further relax to an SDP. Based on this SDP relaxation (and its dual) they analyze important first-order algorithms, in some cases analytically, but in most cases numerically. As an example, they show that GD with step size γ ∈ (0, 1) for L-smooth functions satisfies f (
4N γ+2 . Additionally, the authors provide numerical results for the heavy-ball and the accelerated gradient methods.
Building on the work of Drori and Teboulle [11] , the usefulness of the PEP was further illustrated in a series of recent works [10, 29, 30] . Specifically, de Klerk et al. show in [10] that for an L-smooth, µ-strongly convex function, GD with exact line search generates a sequence of iterates that satisfy f (
). This bound is tight for quadratic L-smooth, µ-strongly convex functions, whereas for non-quadratic functions only the weaker bound f (x k+1 ) − f (x * ) ≤ where s k is an arbitrary subgradient of b at x k ands k+1 :=
) is the subgradient arising from the optimality condition corresponding to the proximal operation x k+1 = prox γb (x k −γ∇a(x k )). As the relative interior of the domains of a(x) and b(x) intersect, we have that that ∂f (x k ) = {∇a(x k ) + s k : s k ∈ ∂b(x k )}, see, e.g., [27, Theorem 23.8] . Thus, the right-hand-side of (4) runs over all subgradients of f at x k , whereas the left-hand-side corresponds to a specific subgradient of f at x k+1 .
In many works [10, 29, 30] in which the PEP framework was applied, close inspection of the proofs of the analytic worst-case bounds reveals that they can be reinterpreted as SOS certificates; see, e.g., [30, Appendix A] , [29, Section 3.6] , and [10, Section 4.1]. This observation is the point of departure for our work, whose aim is to unify the aforementioned results, and additionally, to make the search for the underlying SOS certificates explicit.
Another principled approach for analyzing iterative optimization algorithms was introduced in the recent work of Lessard et al. [19] . In that work, the minimizers of the function of interest are mapped to the fixed points of a discrete-time linear dynamical system with a nonlinear feedback law, whose convergence is then analyzed using integral quadartic constraints. This approach allows the authors to derive numerical upper bounds on convergence rates for the gradient method, the heavy-ball method, Nesterov's accelerated method (and related variants) applied to smooth and strongly convex functions, by solving small, simple SDPs.
The line of research initiated in [19] has been generalized further in various directions. Some notable examples include the convergence analysis of the ADMM method [23] , the case of nonstrongly convex objective functions [13] , the generalization to stochastic algorithms [16] , and the design of first-order optimization algorithms [12] .
Lastly, another interesting approach was introduced recently by Bansal and Gupta in [2] , in which the authors give convergence arguments for many commonly-studied versions of first-order methods using potential-function arguments.
Paper organization. The paper is organized as follows: Section 2 introduces the SOS technique, explains how it is applied to derive worst-case bounds and describes the function class and algorithms we examine within this work. Examples shown in Sections 3 and 4 work out the derivation of bounds for specific algorithms. Finally, Section 5 contains concluding remarks and suggests avenues for future work.
Note. This paper will be presented in part at the Signal Processing with Adaptive Sparse Structured Representations (SPARS) workshop in Toulouse, France in July 2019 [28] .
2 Description of our approach
Sum-of-Squares background
Before we provide the details of our approach, we need to introduce some necessary notation and definitions. For any a ∈ N n , where N is the set of nonnegative integers, we denote by z a the monomial z a 1 1 . . . z an n . The degree of the monomial z a is defined to be
denote the set of polynomials in n variables z 1 , . . . , z n , of degree at most d. Any polynomial p(z) ∈ R[z] n,d can be written as a linear combination of monomials of degree at most d, i.e.,
An (even-degree) polynomial p(z) is called a sum-of-squares (SOS) if there exist polynomials
Note that if the degree of p(z) is equal to 2b, any polynomial in {q i (z)} m i=1 satisfying (5) will necessarily have degree at most b. It is instructive to think of the existence of an SOS decomposition as in (5) as a tractable certificate for the global nonnegativity of p(z). Indeed, it is evident from (5) that any SOS polynomial p(z) is also globally nonnegative, i.e., p(z) ≥ 0 for all z ∈ R n . Furthermore, although less obvious, it is well-known that checking the existence of an SOS decomposition can be done efficiently using SDPs [25] . Concretely, an even-degree polynomial p(z) = a p a z a admits an SOS decomposition where q 1 , . . . , q m have degree d, if and only if there exists a positive semidefinite (PSD) matrix Q indexed by {a ∈ N n : | a | ≤ d} such that
where 
gives the set of affine constraints given in (6) . Thus, deciding whether p(z) is an SOS is an SDP with matrix variables of size n+d d . Moving beyond the problem of certifying global nonnegativity, a more general problem is to certify the nonnegativity of a polynomial p(z) over a (basic) closed semi-algebraic set
i.e., to certify that p(z) ≥ 0 for all z ∈ K. Analogously to the case of global nonnegativity, we look for certificates that can be found efficiently using SDPs. One such choice are Putinar-type certificates [26] , given by:
where the σ i 's are themselves SOS polynomials and the θ j 's are arbitrary (i.e., not necessarily SOS) polynomials. Clearly, the expression (7) serves as a certificate that p(z) ≥ 0 for all z ∈ K and moreover, the existence of such a representation (for a fixed degree d) can be done using SDPs. Indeed, it is well-known (see [25] ) that p(z) admits an SOS decomposition as in (7) if and only if there exist m + 1 PSD matrices Q 0 , Q 1 , . . . , Q m such that
Again, these affine constraints (8) are obtained by expressing each SOS term in its convex quadratic form and matching coefficients of the monomials in z. The problem of finding PSD matrices Q 0 , Q 1 , . . . , Q m and unconstrained scalars θ j,b satisfying the affine constraints (8) is a feasibility SDP. Lastly, we note that Putinar-type certificates are also necessary for strict nonnegativity over a semi-algebraic set under fairly general assumptions, which are, for example, satisfied when the underlying set K is compact (e.g., see [26] or [18, Theorem 3.20] ). On the negative side, the only general bounds on the degrees of the certificates in (7) are exponential.
Algorithm analysis using SOS certificates
Fixing a family of functions F and a first-order algorithm A-one that uses only (sub)gradient information-our goal is to find the best (smallest) contraction factor t ∈ (0, 1) that is valid over all functions in F and all sequences of iterates that can be generated using the algorithm A. Concretely, for any fixed k, we want to estimate the minimum t ∈ (0, 1) satisfying
We address this question using SOS certificates. To employ an SOS approach, we first need to identify polynomial inequalities h i (z) ≥ 0 and polynomial equalities v j (z) = 0 in the variables
that should be necessarily satisfied following the choice of the class of functions F and the firstorder algorithm A. Setting K to be the semi-algebraic set defined by the identified polynomial equalities and inequalities, i.e.,
it follows immediately that if the polynomial
is nonnegative over the set K for some t ∈ (0, 1), then t also serves as an upper bound on the worst-case rate t * , or, in other words, t * is upper bounded by the value of the following optimization problem
where the decision variable is the scalar t. As the optimization problem (10) involves a polynomial nonnegativity constraint (over a semi-algebraic set) it is in general hard-in fact, strongly NP-hard [1] . To obtain a tractable relaxation, we further relax the constraint that p(z) is nonnegative over K with the SOS certificate introduced in (7). Concretely, for any d ≥ 0 and n ≥ 1, this leads to the SDP:
where z ∈ R 6n+3 . For any fixed integer d ≥ 0 and n ≥ 1, the optimization problem (11) is an SDP, and consequently, it can be solved (approximately) in polynomial-time to any desired accuracy. Furthermore, for a fixed n, it follows immediately from the definitions that
In other words, as d increases, the SDPs given in (11) give increasingly better-more precisely, no worse-upper bounds on the worst-case ratio t * . On the negative size, the sizes of these SDPs grow as O(n d ), so in practice, working with large values of d is computationally prohibitive.
Summarizing, our strategy for estimating the worst-case rate consists of the following steps:
1. Identify polynomial inequality and equality constraints h i (z) ≥ 0, v j (z) = 0 in the variable z (recall (9) ) that are implied by choosing a function class and an algorithm.
2. Fix a degree d ∈ N for the SOS certificate, i.e., for the degrees of the polynomials σ i 's and θ j 's. Higher degree certificates allow for tighter bounds but are more difficult to find due to the increase in size of the corresponding SDP.
3. Numerically solve the SDP in (11) using degree-d SOS certificates multiple times, varying the parameters corresponding to the algorithm and the function class. This allows us to "guess" the analytic form of the optimal variables for (11).
4. Lastly, we verify that the identified solution is indeed feasible for (11) , which leads to an upper bound on the best contraction factor t d that can certified using degree-d SOS certificates.
Implementation details. Throughout this paper, we restrict our attention to degree-1 SOS certificates for reasons that are discussed in detail in Section 2.3. The derivation of the affine constraints defining the feasible region of the SDP (11) was done by hand, by matching coefficients in (7) . While this process was tedious, it allowed for more flexibility in constructing the SDPs; see e.g., Section 3.3 where we constructed a second SDP (44) out of (11) by adding an additional constraint that enforces the sparsity of the SOS decomposition. The SDP (11) was solved with CVX [14, 15] , using the supported SDP solver SDPT3 [31, 32] . If the flexibility in SDP construction is not required, e.g., if only the numerical value of the optimal contraction factor t * in (11) is needed, an SDP solver like YALMIP [20] could be used instead. YALMIP automates the process of matching coefficients and constructing the corresponding SDP. One notable difference between CVX and YALMIP is that the latter can only check for the existence of an SOS decomposition. In other words, YALMIP can check whether or not (11) is feasible for a fixed t, but not minimize over t directly. This issue is easily circumvented by performing bisection in the interval (0, 1) for t. For the interested reader, we have implementations of this paper's work in CVX and YALMIP; the codes can be found at https://github.com/sandratsy/SumsOfSquares.
Finally, verification of the identified solution was done through MATLAB's Symbolic Math Toolbox and Mathematica [33] . Mathematica was used to first verify that the optimal Q matrices in (8) are PSD, before we found their corresponding SOS decompositions analytically.
Choices specific to this work
Function class of interest. Consider parameters 0 ≤ µ < L < +∞. In this work, we only consider the class of L-smooth, µ-strongly convex functions-also known as (µ, L)-smooth functions-taking values in R n , which we denote by
and µ-strongly convex if the function
where · denotes the usual Euclidean norm. Extending this notation, we denote by F 0,∞ the class of proper, closed and convex functions. Throughout this work, we use the following set of necessary and sufficient conditions developed in [29] for the existence of a function in
and g i ∈ ∂f (x i ) for all i ∈ I, if and only if,
Applying Theorem 1 to the data triples (
and (x * , f * , g * ) we get the following six F µ,L -interpolability conditions, where we set for convenience α :=
Throughout this paper, we refer to these six polynomial constraints as
Algorithms under consideration. In this work we study several important and ubiquitous first-order optimization algorithms for solving (1) . Here, we only include a brief discussion and refer the interested reader to standard textbooks [5, 7, 22] for additional details and references. First, in the case where f is differentiable, setting g k = ∇f (x k ), we consider the usual fixed step size GD algorithm:
and also GD with exact line search:
A popular alternative to performing exact line search is GD with Armijo-terminated line search, where the Armijo rule successively adjusts step size at each iteration, such that it is large enough to result in a sufficient decrease in the objective value but small enough such that convergence is ensured. Concretely, at each iteration, we choose a step size γ k that satisfies
where ∈ (0, 1) and η > 1 are the parameters of the method. Note that the assumption that f is differentiable is necessary as any arbitrary negative subgradient is not necessarily a descent direction. Additionally, we also consider the case of unconstrained composite minimization, i.e., the case where the function f (x) to be minimized in (1) is the sum of two terms
be the proximal operator of b with parameter γ > 0, the PGM with constant step size γ generates iterates as follows:
while the updates for PGM with exact line search are given by:
Form of SOS certificates under consideration. In this work we restrict our attention to degree-1 SOS certificates (recall (11)). Thus, σ 0 (z) is an SOS of linear polynomials and, since the polynomials h i (z) and v j (z) we consider are degree-2, the σ i (z)'s need to be degree-0 SOS polynomials and the θ j (z)'s degree-0 polynomials. The SOS certificate can be thus expressed as:
where σ i ∈ R + and θ j ∈ R. We claim that the form of the polynomials p t (z), h i (z)'s and v j (z)'s, combined with the specific choice of SOS certificates under consideration (i.e., degree-1 certificates) allow us to only consider the univariate case n = 1. Concretely, we show in the rest of this section that an SOS certificate for some contraction factor t ∈ (0, 1) in the univariate case, induces an SOS certificate for the same contraction factor in the multivariate case (n > 1).
To see this, first we rearrange the variable
where x * ( ) denotes the th coordinate of x * for ∈ [n]. All the performance measure polynomials (e.g.,
and the constraint functions we use in this work have the form:
for some polynomials p 0 t , p 1 t , h 0 i , h 1 i , v 0 j and v 1 j . Formally, the polynomials p t , h i , and v j have the following three properties: First, they are separable with respect to the blocks of variables z 0 , z 1 , . . . , z n ; second, they are invariant with respect to permutations of the blocks of variables z 1 , . . . , z n ; and third, they do not contain constant terms.
A certificate {Q, {σ i } i , {θ j } j } in which Q is a PSD matrix, {σ i } i ⊆ R + and {θ j } j ⊆ R for a rate t ∈ (0, 1) in the case n > 1 has the following form:
As the polynomials have no constant terms, it follows immediately that Q 11 = 0. Furthermore, since the polynomials are separable with respect to the blocks of variables (z 0 , z 1 , . . . , z n ), Q is block diagonal. Using these two observations, (22) and (23) imply that:
Lastly, assume there exists an SOS certificate for a rate t ∈ (0, 1) in the univariate case, i.e., a PSD matrixQ and scalars {σ i } i ⊆ R + , {θ j } j ⊆ R such that
As before, this may be decomposed into
Comparing equation (24) with (26) and equation (25) with (27), we see that
is a valid certificate for the multivariate case. However, for higher-degree SOS certificates (beyond degree-1), we have not been able to verify that a certificate for the univariate case induces one for the multivariate case.
3 Gradient descent
Exact line search & objective function accuracy
In this section we study the performance of GD with exact line search for the class of L-smooth, µ-strongly convex functions, where we use as our performance measure the objective function accuracy. It follows by the definition of GD with exact line search (recall (14) ) that:
Lastly, combining (15) and (28) we get
As our polynomials in the search of SOS certificates we use:
• Six F µ,L -interpolability inequality constraints from (12), h 1 (z) ≥ 0, . . . , h 6 (z) ≥ 0.
• Two algorithmic equality constraints (28) and (29), denoted by v 1 (z) = v 2 (z) = 0.
We note that the same family of polynomials was used in [10] . Since g * = 0, we remove this variable from z and set any term containing g * in the other constraints to 0. Hence, the updated z is given by
. We search for a degree-1 SOS certificate as defined in (21) . Specifically, we are looking for the minimum t ∈ (0, 1) for which there exist nonnegative scalars {σ i } 6 i=1 , unconstrained scalars θ 1 , θ 2 , and a PSD matrix Q (of size 5n + 4) satisfying:
As explained in Section 2.3, since we are searching only for a degree-1 SOS certificate, it suffices to consider the case n = 1. Then, matching the coefficients of all monomials appearing in (30), we obtain the following set of affine constraints:
This leads to the following SDP in the variables t,
where S k + denotes the set of k × k PSD matrices. Due to the constraints Q 1,1 = Q 2,2 = Q 3,3 = Q 4,4 = 0 included in (31), the only nonzero entries of Q appear in bottom right 5 × 5 block. After solving (32) numerically multiple times, we provide the following guess (in analytic form) of the optimal solution of (32), i.e.,
where Q * 5×5 is a 5 × 5 (symbolic) PSD symmetric matrix, as we verified using Mathematica.
Since Q * is PSD, the term 1 z Q * 1 z of (30) may be expressed as an SOS as follows:
where κ = L/µ and
We note that this SOS certificate coincides with that derived by de Klerk et al. [10] . Summarizing the preceding discussions, we arrive at the following result.
Theorem 2.
Given an (µ, L)-smooth function f : R n → R and iterates {x k } k≥1 generated using gradient descent with exact line search, the bound
admits an SOS certificate of degree-1.
Proof. By the definitions of t * , σ * 1 , . . . , σ * 6 , θ * 1 , θ * 2 , Q * given in (33)-(35), we have:
As already discussed, any sequence of iterates {x k } k≥1 generated by GD with exact line search for minimizing a function f ∈ F µ,L (R n ) satisfy
Lastly, equation (38) combined with the fact that Q * is PSD and σ * i ≥ 0 imply that the righthand-side of (37) is nonnegative. Consequently, the left-hand-side of equation (37) is also nonnegative, which concludes the proof.
Armijo rule & objective function accuracy
When GD with Armijo-terminated line search, given in (16) , is applied to a function is continuously differentiable with Lipschitz continuous gradient, Nemirovski [22, Equation (3.3.9) ] showed the validity of the following inequality:
The polynomials we use in the search of an SOS certificate are h 1 (z) ≥ 0, . . . , h 6 (z) ≥ 0 given in (12) combined with (39), denoted by h 7 (z) ≥ 0. Using the fact that g * = 0, our vector of variables z is given by (f * , f k , f k+1 , x * , x k , x k+1 , g k , g k+1 ) ∈ R 5n+3 . We search for the minimum t ∈ (0, 1) for which there exist nonnegative scalars {σ i } 7 i=1 and a PSD matrix Q (of size 5n + 4) satisfying:
Taking n = 1, we match the coefficients in (40) to obtain a set of affine constraints given in (61) in Appendix A. Solving the SDP given in (62) and guessing the analytic form of the optimal variables σ i 's and t (details in Appendix A), we arrive at the following result.
Theorem 3. For any ∈ (0, 1) and η > 1, given an (µ, L)-smooth function f : R n → R and any sequence of iterates {x k } k≥1 generated using GD with Armijo-terminated line search, the bound
Proof. By the definitions of t * , (σ * 1 , . . . , σ * 7 ), Q * (see (63), (64), and (65) respectively) we have that
Any sequence of iterates {x k } k≥1 generated by GD with the Armijo rule for minimizing a function f ∈ F µ,L (R n ) satisfies h 1 (z) ≥ 0, . . . , h 7 (z) ≥ 0. Furthermore, as Q * is PSD and the scalars σ * 1 , . . . , σ * 7 are nonnegative, the right-hand-side of equation (41) is nonnegative. As a consequence, the left-hand-side of (41) is nonnegative, concluding the proof.
As a consequence of Theorem 3, we have for all N ≥ 1,
where κ = L/µ is the condition number of f . To the best of our knowledge, the best bounds for a function f ∈ F µ,L (R n ) minimized by GD with Armijo rule were given by Luenberger and Ye [ 
while for any ≥ 0.5 and η ≥ 1, Nemirovski showed that
To compare these convergence rates, we consider the three contraction factors
Since Luenberger and Ye's bound only holds for ∈ (0, 0.5) whereas ours hold for ∈ (0, 1), we compare t new and t LY within the common range 0 < < 0.5. On the other hand, Nemirovski's bound only holds for ∈ [0.5, 1), hence we compare t new and t nemi within this range. By simple algebra as shown in Appendix B, it can be shown that t new < t LY and t new ≤ t nemi within each range of comparison. Thus, our contraction factor is no larger than those of Luenberger and Ye's, and Nemirovski's. Figures 1 and 2 compare t new with t LY and t nemi respectively for various values of κ and η. We note that when η → 1 + and κ → 1 + and = 0.5, our contraction factor t new tends to 0, whereas Nemirovski's contraction factor t nemi tends to 0.5. In fact, when κ → 1 + , the function f behaves roughly as a quadratic. Combining this with the fact that η → 1 + and the updates as shown in (16), it can be verified that GD with Armijo rule takes only a single step to attain the optimal solution. Hence, the contraction factor we derived, i.e., t new = 0, is tight in this limiting scenario.
Conversely, Nemirovski's contraction factor t nemi = 0 is loose. The looseness of Nemirovski's analysis can be attributed to the fact that he only applies the condition
to select iterates (i.e., discretizing the condition), which is not sufficient to guarantee F µ,Linterpolability. On the other hand, we make use of Taylor et al.'s condition [29] in Theorem 1, which constitutes a necessary and sufficient condition for a function to be F µ,L -interpolable.
Constant step size & distance to optimality
In this section, we study the performance of GD with constant step size γ ∈ (0, 2 L ) for the same function class-the class of L-smooth, µ-strongly convex functions-but with respect to a different performance metric, the (squared) distance to optimality:
The polynomials constraints we use in the search for an SOS certificate are h 1 (z) ≥ 0, . . . , h 6 (z) ≥ 0 from (12) where we substitute x k+1 from (13) and g * = 0. The updated vector of variables z is given by
. We search for a degree-1 certificate of the form given in (21) . We aim to find the minimum t ∈ (0, 1) for which there exists a PSD matrix Q of size 4n + 3 and nonnegative scalars {σ i } 6 i=1 satisfying:
Taking n = 1 and matching coefficients of the monomials in z in (42), we obtain a set of affine constraints given in (66) in Appendix C. We first solve the following SDP:
However, in this example, the optimal values of the σ i 's do not have an analytic form that is easy to guess. Since the SOS decomposition is not necessarily unique, our aim is to find a decomposition where the number of nonzero σ i 's in (42) should be as small as possible while maintaining the same contraction factor t. This would translate to fewer variables for which we need to guess the analytic form of. To find such a decomposition, we solve a second SDP:
where t * refers to the optimal value of the SDP in (43). The second SDP (44) is guaranteed to be feasible since any solution for (43) is also a solution for (44). However, the new objectiveminimizing the 1 norm of the vector of σ i 's-produces our desired decomposition with a small number of nonzero σ i 's. We then guess the analytic forms of the optimal variables of (44), which are given in Appendix C, and arrive at the following result.
Theorem 4.
Given an (µ, L)-smooth function f : R n → R and any sequence of iterates {x k } k≥1 generated using GD with constant step size γ ∈ (0, 2 L ), the bound
Proof. By the definitions of t * , σ * 1 , . . . , σ * 6 , Q * (see (67) and (68)) we have that
We first note that any sequence of iterates {x k } k≥1 generated by GD with constant step size that minimizes a function f ∈ F µ,L (R n ) necessarily satisfies h 1 (z) ≥ 0, . . . , h 6 (z) ≥ 0. This fact, as well as the fact that Q * is PSD and σ * 1 , . . . , σ * 6 is nonnegative, imply that the right-hand-side of (45) is nonnegative. This implies that the left-hand-side of (45) is similarly nonnegative, concluding the proof.
Proximal gradient method

Constant step size & gradient norm
In this section, we examine the performance of the PGM with constant step size [4] for the class of composite functions defined in (17) , with respect to the (squared) gradient norm. Using the following equivalent characterization of the proximal operator
it follows that (18) is equivalent to:
which is in turn equivalent to:
We use the following polynomial constraints in the search of an SOS certificate: Six F µ,Linterpolability inequality constraints on a(z) from (12), denoted by
and six F 0,∞ -interpolability inequality constraints on b(z), denoted by
from which we eliminate x k+1 using (47) and s * using the (necessary) optimality condition s * + r * = 0. In the constraints in (48) and (49), we set the subgradient of b at x k to be an arbitrary subgradient s k but set the subgradient of b at x k+1 to be specificallys k+1 , as defined in (46). Refer to (69) in Appendix D for the full list of constraints. In this setting, the vector of variables z is (a * , a k , a k+1 , b
, where a i = a(x i ), r i = ∇a(x i ), and b i = b(x i ) for all i ∈ { * , k, k + 1}, and s k ∈ ∂b(x k ).
We search for a degree-1 SOS certificate as defined in (21) . Concretely, we look for the minimum t ∈ (0, 1) for which there exist nonnegative scalars {σ i } 12 i=1 and a PSD matrix Q (of size 7n + 7) satisfying:
Taking n = 1, we match the coefficients of all monomials appearing in (50), obtaining a set of affine constraints given in (70) in Appendix D. We then construct and solve the appropriate SDP as in (11) . Finally, we guess the analytic form of the SDP's optimal variables, given in (71)- (72) in Appendix D. In summary, the main result of this subsection may be stated as follows.
Theorem 5. Given an composite convex minimization problem as defined in (17) and any sequence of iterates {x k } k≥1 generated using PGM with constant step size γ ∈ (0, 2 L ), the bound
, admits an SOS certificate of degree-1.
Proof. By the definitions of t * , σ * 1 , . . . , σ * 12 , Q * in (71)-(72), it holds that
In addition, any sequence of iterates {x k } k≥1 generated by PGM with constant step size on a composite convex minimization problem satisfies h 1 (z) ≥ 0, . . . , h 12 (z) ≥ 0. Since Q * is PSD and σ * 1 , . . . , σ * 12 is nonnegative, overall, the right-hand-side of (51) is nonnegative. Consequently, the left-hand-side of (51) is also nonnegative, concluding the proof.
Exact line search & objective function accuracy
Finally, we consider the performance-in terms of the objective function accuracy-of the PGM with exact line search for the class of composite functions as defined in (17) . The optimal contraction factor for this method was derived by Taylor et al. [30] , although only as a corollary of their bound for PGM with constant step size. This contraction factor was shown to be tight/optimal. We aim to recover this bound by analyzing the algorithm directly.
In the same way (18) was written as (47) in PGM with constant step size, we can rewrite equations (19) and (20) as
wheres k+1 was defined in (46). Taking the subgradient of the affine composition in (52) with respect to γ [27, Theorem 23.9] and setting it to 0, we obtaiñ
where∇f (x) ∈ ∂f (x). Substituting γ = γ k into (54), we obtaiñ
Setting∇f (x k+1 ) = r k+1 +s k+1 in (55), we have that (r k+1 +s k+1 ) (r k +s k+1 ) = 0.
Substituting (53) into (56), we obtain
We use (56) and (57) as our algorithmic constraints in the SOS decomposition problem. Overall, besides the 12 F µ,L -interpolability inequality constraints on a(z) and b(z) given in (48) and (49), we use (56), (57) and r * + s * 2 = 0 as polynomial constraints in our search for an SOS certificate, where
. The additional three (equality) polynomial constraints are denoted as v 1 (z) = 0, v 2 (z) = 0, and v 3 (z) = 0.
Again, we search for a degree-1 SOS certificate as defined in (21) . Thus, we are looking for the minimum t ∈ (0, 1) for which there exist nonnegative scalars {σ i } 12 i=1 , unconstrained scalars θ 1 , θ 2 , θ 3 , and a PSD matrix Q (of size 9n + 7) satisfying:
We similarly take n = 1 and match the coefficients of all monomials appearing in (58), producing the set of affine constraints given in (73) in Appendix E. We construct and solve the appropriate SDP as in (11) , with the guesses for the analytic form of its optimal solution given in (74)-(76).
The following theorem presents our result.
Theorem 6. Consider a function f (x) = a(x) + b(x), where a : R n → R is (µ, L)-smooth and b : R n → R is proper, closed and convex. Given any sequence of iterates {x k } k≥1 generated using the PGM with exact line search minimizing such a function f , the bound
Proof. By the definitions of t * , σ
Any sequence of iterates {x k } k≥1 generated by PGM with exact line search, minimizing a function within the aforementioned class satisfies
Considering (60) and the fact that Q * is PSD and σ * 1 ≥ 0, . . . σ * 12 ≥ 0, the right-hand-side of (59) is nonnegative. The left-hand-side of the same equation is hence also nonnegative, completing the proof.
In [28] , we showed that the bound in Theorem 6 (i.e., with the objective function accuracy as its performance measure) also holds for any sequence of iterates generated by PGM with constant step size γ = 2 L+µ minimizing a composite function of the form given in (17) . That is, PGM with exact line search, does not guarantee a better convergence rate than PGM with constant step size when γ = 
Conclusion and future work
This paper proposes a new technique for bounding the convergence rates for various algorithmsnamely, by searching for SOS certificates. Our approach allows the problem to be formulated as an SDP. With this technique, we recover previously-known bounds and derive a new bound for various first-order optimization algorithms in a unified manner.
However, our technique does not necessarily produce tight bounds, since it entails two relaxation steps. For one, the constraints characterizing the function class or algorithm may be relaxed. Secondly, we relax the constraint that p(z) be nonnegative to the constraint that p(z) is an SOS. Recall that while SOS implies nonnegativity, the converse is not necessarily true. Proving the tightness of the derived bounds will have to be done via other means.
In terms of future work, the techniques developed in this work may be applied to other algorithms and function classes for which convergence rates may not be known. In addition, we have focused on the class of functions that are L-smooth and µ-strongly convex, a property that does not hold in most practical applications. It would be useful to search for SOS certificates for more general function classes. This technique could also be extended to second-order methods, i.e., those that involve second-order derivative information (e.g., Newton's method). Finally, in the instances where SOS certificates cannot be found, it would be desirable to examine why the technique fails to better understand the scope for which this approach may be applied.
A Full details for GD with the Armijo rule
The set of affine constraints obtained from matching coefficients are
The SDP to be solved is
After solving the SDP (62) numerically multiple times, we are able to provide the following guess for the analytic form of its optimal solution:
and
where Q * 5×5 is a 5 × 5 (symbolic) PSD matrix. The SOS decomposition for Table 2 .
B Comparison of contraction factors
Comparing t new with t LY : Since < 0.5, we have
Comparing t new with t nemi : Since 0.5 ≤ , we have
Since η > 1, κ > 1 and 1 − > 0, this implies
Since 4 (1 − ) 2 > 0, we can subtract it from the right-hand side:
and add (ηκ) 2 to each side and factorize:
Rearranging the equation, we obtain
C Full details for GD with constant step size
After solving (43) and (44) numerically multiple times, we are able to provide a guess for the analytic form of its optimal solution. Recalling that ρ γ = max{|1 − γµ| , |1 − γL|}, the solution is
where Q * 4×4 is a 4 × 4 symbolic PSD matrix. The SOS decomposition for Table 2 .
D Full details for PGM with constant step size
The constraints characterizing the function class and algorithm are given by:
L+µ and r i = ∇a(r i ) for all i. Substituting v 1 and v 2 into the other constraints, we eliminate variables x k+1 and s * . Taking n = 1, the affine constraints obtained from matching coefficients in (50) are
x k s k : 0 = 2Q 9,13 + σ 11
s ksk+1 : 0 = 2Q 13,14 + γσ 9
Recall that ρ γ = max{|1 − γµ| , |1 − γL|} (where the subscript γ is occasionally dropped for clarity). The optimal values of the variables of the SDP correspond to 
where Q * 4×4 is a 4 × 4 symbolic PSD matrix. The SOS decomposition for 1 z Q * 1 z is given in Table 2 .
E Full details for PGM with exact line search
The set of affine constraints obtained from matching coefficients are: 
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The analytic forms of the optimal solutions are given as follows: 
where Q * 9×9 is a 9 × 9 (symbolic) symmetric matrix, whose upper triangular part is given by: Using Mathematica, we determined that the three nonzero eigenvalues of Q * 9×9 are the roots of the univariate cubic polynomial q(x) := ax 3 + bx 2 + cx + d, where
where we used that 0 ≤ µ < L ≤ +∞ to evaluate the signs of the expressions in (77); see Section 2.3. To show that q(x) has no negative roots we use Descartes' rule of signs: For a real univariate polynomial whose coefficients are ordered by descending variable exponent, the number of strictly positive roots is either equal to the number of sign differences between consecutive nonzero coefficients, or is less than it by an even number. Since the negative roots of q(x) correspond to positive roots of q(−x) = −ax 3 + bx 2 − cx + d, applying Descartes' rule of signs to q(−x), it follows by (77) that all the roots of q(x) are nonnegative. Thus, the nonzero eigenvalues of Q * 9×9 are nonnegative, implying that Q * 9×9 is PSD.
