Abstract. We prove that the inhomogeneous estimate of vector fields u ∈ C ∞ (B, R N )
Introduction
Let A be a linear, homogeneous differential operator with constant coefficients on R n from V to W , i.e.,
where A α ∈ L (V, W ) are fixed linear mappings between two finite dimensional real vector spaces V and W . In this respect, we recall the (Fourier) symbol map
defined for ξ ∈ R n , v ∈ V . It is a well-known fact that a Korn-type inequality in full-space, by which we mean that for all u ∈ C
c Au L 1 (R n ,W ) (1. 2) for u ∈ C ∞ c (R n , V ) holds if and only if A is elliptic and cancelling (EC). The latter condition states that the intersection of A[ξ](V ) for all non-zero ξ is trivial. This sharp result generalizes the proof of (1.2) for a large class of operators A given by Bourgain and Brezis in [5, Thm. 25] , building on their fundamental work on critical case estimates in [2, 3, 4, 5] . We remark that in the case p = 1, the critical estimate (1.2) cannot be achieved by standard potential estimates. With such means, only weak-type estimates can be obtained (see [27, Ch. V.1]), and, in turn, one needs to employ the vectorial structure of A.
The aim of this paper is to give precise conditions on A under which a Sobolev-type embedding holds on bounded domains, for which we consider the unit ball B ⊂ R n , thereby generalizing the well-known Gagliardo-Nirenberg-Sobolev inequality
for u ∈ C ∞ (B, V ) to arbitrary differential operators A. Our result also covers the KornSobolev inequality
proved by Strang and Temam in [28, Prop. 1.2] , building on the homogeneous inequality of Strauss [29] . Our local version of Van Schaftingen's Theorem is particularly relevant to variational problems of minimizing energy functionals of the type, e.g.,
over Dirichlet classes of mappings u : B → V , for f : W → R of linear growth, i.e., there exist constants c, C > 0 such that c|w| f (w) C(1 + |w|) for w ∈ W . Such problems arise for example in plasticity theory ([14, Ch. 1-2]), which is the original motivation for the study in [28] . In this respect, we mention the connection with the recent paper [6] , where existence of generalized minimizers of (1.4) was established for first order operators A. To be precise, we introduce the spaces W A,1 (B) (resp. BV A (B)) as the space of u ∈ L 1 (B, V ) such that the distribution Au is an integrable function (resp. a Radon measure) on B, which are complete with respect to the obvious norms. Assuming k = 1, it is proved in [6, Thm. 1.1] that the trace embedding BV A (B) ֒→ L 1 (∂ B, V ) holds if and only if A has finite dimensional null-space (FDN). Under this assumption, it is shown that the infimum of F over a Dirichlet class in W A,1 (B) is attained in BV A (B) by a minimizer of the lower-semicontinuous envelopeF of F (see [6, Thm. 5.3] , cp. [1, 15] ).
The main result of this paper complements the study of (1.4) by showing that FDN is also equivalent with the critical Sobolev-type embedding W A,1 (B) ֒→ L The same holds true with W A,1 being replaced by BV A and for bounded domains that are star-shaped with respect to a ball. The compact embedding (d) generalizes the wellknown result for BD (i.e., for A = E; see [14, 28, 30] ). In Theorem 1.3 below, we remove the restriction k = 1, which we temporarily keep for simplicity of exposition. The novelty of Theorems 1.1 and 1.3 comes from the fact that, up to our knowledge, except for a few examples of operators A, in the literature there are no similar L 1 -estimates on bounded domains (without additional assumptions of zero or periodic boundary values). We do not include the case n = 1, which is not covered by our methods, but turns out to be a simple exercise.
We pause to compare the embedding (b) in Theorem 1.1 with Van Schaftingen's
(see Lemma 5.7 for a scaling argument), and it can easily be shown that, in the absence of cancellation, we can still prove by means of a Green's formula and boundedness of Riesz potentials that W 
fails, then no uniform higher integrability estimate is possible. The difference can be even sharper: in Section 3, we give an example of first order differential operator A of the form (1.1) that is elliptic but does not have FDN such that there is a map in W A,1 (B) that has no higher integrability. Moreover, this operator can be chosen such that it satisfies the cancelling condition and even the more particular condition of [5, Thm. 25] , so the homogeneous embedding (1.5) can hold even if the inhomogeneous (1.6) fails. We remark that the main difference between W A,1 (B) and W
A,1
0 (B) lies in the traces, which are integrable if and only if A has FDN [6] . Another way to look at this discrepancy is to note that, for elliptic A, the only solution of Au = 0 in W A,1 0 (B) is the trivial one, which can be seen, e.g., from (2.1). In the case of (1.6), if A is elliptic but does not have FDN, the space {u ∈ W A,1 (B) : Au = 0} contains maps that are not integrable at the boundary (see [6, Sec. 4.3] ) and maps that are not L n/(n−1) -integrable (see Section 3) . Both examples use the lack of boundary regularity of the solutions of Au = 0 in the absence of FDN, a phenomenon which is not relevant for (1.5), where zero boundary data is implicit. If, in turn, A has FDN, all solutions of Au = 0 are polynomials. From this point of view, we can heuristically say that FDN is a canonical condition for Dirichlet problems/inhomogeneous estimates on bounded domains, whereas EC is a canonical condition for problems/homogeneous estimates in full-space.
In this respect, it is of particular interest to compare the conditions EC and FDN. We will prove in Lemma 3.2 that FDN implies EC. In Section 3, we complete the comparison of these conditions, showing that the implication is strict in general. We write N := dim V and summarize our findings in the table below:
The streamline is that for first order operators acting on scalar fields, ellipticity is equivalent to both conditions, whereas for large values of n, N, k, the implication of EC by FDN is strict. Interestingly, two cases remain, which match the case of the canonical elliptic, non-FDN operators∂ and ∂ . In these cases, we show that EC and FDN are equivalent. Our comparison is completely elementary and we hope that it will have some impact in understanding the nature of and the differences between W A,1 (B) and W A,1 (R n ) or its homogeneous version. We move on to briefly describing the proof of Theorem 1.1. As mentioned above, we show that the FDN assumption (strictly) implies the cancelling condition. This is coupled with the construction of a suitable extension operator to full-space which enables us to use [33, Thm. 1.3] . To prove these, we rely on the known fact that a homogeneous operator A has FDN if and only it is C-elliptic, i.e., the map A[ξ] ∈ L (V + i V, W + i W ) is injective for any ξ ∈ C n \ {0}. This was noticed in [6] for first order operators. We recently became aware of the work [26] , where the case of operators of arbitrary order is proved. We record these auxiliary facts below: Theorem 1.2. Let A be as in (1.1), n > 1. Then A has FDN if and only if A is Celliptic. Moreover, if A has FDN, then A is cancelling and there exists a bounded, linear extension operator
We remark that the same holds true for any 1 p ∞. To construct the extension operator we use the technique introduced by Jones in [17] . Although introduced to deal with rough domains, our reason for resorting to this rather involved method is that we could not otherwise circumvent lack of boundedness of singular integrals on L 1 (see Lemma 5.5 for a simple proof if 1 < p < ∞). Of the modifications required to adapt Jones' technique, we single out as a novelty the Poincaré-type inequality for FDN operators (Proposition 4.2), namely that for 1 l < k, 1 p ∞ we have
for u ∈ C ∞ (B, V ). Interestingly, A having FDN is not necessary for the estimate (1.7) to hold, as can be seen from [13] . We believe that ellipticity alone is sufficient for the estimate to hold and intend to pursue this in future work.
Using the tools from Theorem 1.2, we can refine our result on fractional scales, thereby obtaining the local versions of the embeddings in [33, Thm. 8.1, Thm. 8.4]:
. Then A has FDN if and only if there exists c > 0 such that
We obtain the embeddings 
, and q ↓ 1, (1.8) using standard trace theory for Besov spaces. The optimal embedding for A = ∇ k was only recently proved by Mironescu and Russ in [23] , building on the k = 2 case proved by Uspenskiȋ in [32] . They proved that the trace operator is continuous onto B k−1, 1 1 , which is in general strictly smaller than the quick guess W k−1,1 (see [8, Rk. A.1] ). Coupling this with the trace theorem in [6] , it is natural to make the following: 
(∂ B, V ).
A few remarks are in order. Necessity of FDN can be proved by a modification of the arguments in [6, Sec. 4.3] . Surjectivity is obvious, using [23, and
. The difficulty stems from proving boundedness (hence, welldefinedness) of the trace operator, which cannot be reduced to the situation in [23] by Ornstein's Non-inequality, or to (1.8) by strict inclusion of Besov spaces. We do not see a way to merge the techniques in [6, 23] and intend to tackle the problem in the future. This paper is organized as follows: In Section 2 we collect preliminaries on function spaces, multi-linear algebra, harmonic analysis and give examples of operators. In Section 3 we give the proof of the first two statements in Theorem 1.2 and complete the comparison between EC and FDN. In Section 4 we construct the Jones-type extension and prove Theorems 1.1 and 1.3.
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Preliminaries
Throughout this paper we assume that n > 1.
2.1. Function spaces. We define, reminiscent of [21] 
and the homogeneous spacesẆ A,p as the closure of 
It is well-known that these are Banach spaces under the L p wα -norm for 1 p < ∞ and −1 < α < ∞. We also recall, for s > 0, 1 p, q < ∞, the Besov space
q (Ω) < ∞}, with an obvious choice of norm. Here, the Besov semi-norm is defined (see, e.g., [10,
where the r-th finite difference ∆ r h u is defined to be zero if undefined, i.e., if at least one of x + jh, j = 1 . . . r, falls outside Ω. We also define the homogeneous spaceḂ
in the Besov semi-norm. We also collect the assumptions on our operators. As in Section 1, we say that A is (C-)elliptic if and only if the linear map
Trivially, C-elliptic operators are elliptic. We say that A has FDN (finite dimensional null-space) if and only if the vector space {u ∈ D ′ (R n , V ) : Au = 0} is finite dimensional. Finally, A is cancelling if and only if ξ∈S n−1 A[ξ](V ) = {0}.
2.2.
Multi-linear Algebra. Let U, V be finite dimensional vector spaces and l ∈ N. We write L (U, V ) for the space of linear maps U → V and V ⊙ l U for the space of V -valued symmetric l-linear maps on U , a subspace of V ⊗ l U , the V -valued l-linear maps on U . This is naturally the space of the l-th gradients, i.e.,
For more detail, see [11, Ch. 1] . We also write a ⊗ b = (a i b j ) (the usual tensor product) and ⊗ l a := a ⊗ a ⊗ . . . ⊗ a, where a appears l times on the right hand side. We
We recall the pairing introduced in [6] , v ⊗ A ξ := A[ξ]v, which is reminiscent of the tensor product notation, i.e., if A = D, we have ⊗ A = ⊗. We have the following calculus rules if k = 1:
The above can easily be checked by direct computation and will be used without mention.
2.3. Harmonic Analysis. Let A as in (1.1) be elliptic and u ∈ S (R n , V ). We Fourier transform Au and apply the one-sided inverse m A (ξ) :
we omitted the complex multiplicative constant arising from Fourier transforming, as it can be absorbed in the definition of m A ). We define the (k − n)-homogeneous map G A as the inverse Fourier transform of the k-homogeneous map m A . Thus we have the Green's function representation u = G A * Au. Moreover, we can extrapolate the following:
We also record standard facts regarding Riesz potentials and singular integrals (see [27, Ch. II.4, Ch. V.1] and [16, Lem. 7.2]), which we define by
for α ∈ [0, n) and measurable f . If α = 0, the convolution is understood in the sense of a principal value integral.
Theorem 2.2. We have that
for all u ∈ L p (Ω).
Examples.
We give examples of operators arising in conductivity, elasticity, plasticity and fluid mechanics ( [12, 14, 22] ). Let A be as in (1.1). The facts that we use without mention are the main Theorems 1.1, 1.2, and 1.3.
V , so A has FDN, hence is EC. This, of course, corresponds to the case of classical Sobolev spaces, but we highlight it here to stress that our generalization brings a new perspective on their study.
T )/2 is the symmetrized gradient, it is easy to see that ker A is the space of rigid motions, i.e., affine maps of anti-symmetric gradient, so A has FDN, hence is EC. In this case, we recover the inequality in (1.3). (c) Let Au = E D u := Eu − (div u/n)I, where n ≥ 2 and I is the identity n × n matrix. If n ≥ 3, we have from [25] that ker A is the space of conformal Killing vectors, so A has FDN, hence is EC. If n = 2, we show in Counterexample 3.4 that A is elliptic. However, under the canonical identification R 2 ∼ = C, we can also identify E D with the anti-holomorphic derivative∂, so that we can further identify ker A with the space of holomorphic functions, so A does not have FDN. Neither is A cancelling: by ellipticity, we have that
. By (c), if n ≥ 3 we can simplify and extend the embedding, whereas if n = 2 the intersection is necessary. (e) If A = ∆, which is clearly elliptic, we have that ker A is the space of all harmonic functions, so A does not have FDN and since
One can use Lemma 3.2 to prove non-rigidity. If A is elliptic, one can consider minimizers of the A-Dirichlet energy u → B |Au| 2 dx, which has Euler-Lagrange system A * Au = 0. Then
where the last inequality follows from |A[ξ]v| > 0 on {|ξ| = 1, |v| = 1} and homogeneity. Therefore (A * A)[ξ](V ) = V for all ξ = 0, so the Euler-Lagrange system above has infinite dimensional solution space.
EC Versus FDN
We begin by proving the first two statements in Theorem 1.2. Throughout, n > 1. Proposition 3.1. Let A be as in (1.1). Then A has FDN if and only if A is C-elliptic.
Proof. From Theorem 5.3, we have that if A is C-elliptic, then ker A consists of polynomials of fixed maximal degree. Suppose now that A is not C-elliptic, so that there exist non-
It can be shown by direct real differentiation of real and imaginary parts and use of the Cauchy-Riemann equations for
We make the simple observation that there exists a linear map
, so that by standard properties of the Fourier transform we get
In light of this result, we we will henceforth use FDN and C-ellipticity interchangeably. We next proceed to an instrumental ingredient for proving sufficiency of FDN for the embedding Theorem. 
In particular, we have Au = 0 in each B j , so by Theorem 5.3, u must be a polynomial of degree at most d(A) in each B j . Since the pairs of balls overlap on a set of positive measure, we get that u equals a polynomial P in B c such that AP = 0 in R n . To conclude, we elaborate on the notation introduced in the proof of Proposition 3.1. Put m := dim W , so that we can write
where ν denotes the unit normal to ∂ B. The proof is complete.
The converse of Lemma 3.2, however, is not true in general. In what follows, we complete the comparison of the FDN condition and Van Schaftingen's EC condition. We write N := dim V . The streamline here is that for N = k = 1, ellipticity alone implies FDN (rendering these cases rather uninteresting), whereas in high dimensions, there are EC operators that are not FDN. Somewhat surprisingly, there are also a few instances in which ellipticity and C-ellipticity differ, but EC implies FDN. We give the details below.
Proof. Since N = 1, it is clear that A is F-elliptic, F ∈ {R, C}, if and only if the polynomials (A[ξ] ) l , l = 1 . . . m, have no common non-trivial zeroes in F. Since we also assume k = 1, we have A[ξ] = Aξ for some A ∈ R m×n . It is clear that all roots of the polynomials thus arising are real (in fact, A is elliptic if and only if A ∈ GL n ).
If n ≥ 3, EC turns out to be insufficient for FDN, even for scalar fields or first order operators.
Counterexample 3.4 (EC does not imply FDN). Consider the operators
If n ≥ 3 or k ≥ 2, then A k,n is elliptic and cancelling, but has infinite dimensional null-space. The same is true of B k,n if n ≥ 3 or k ≥ 3.
Proof. The failure of FDN is clear: simply take
for holomorphic f and (scalar) harmonic g. We next show that A k,n = ∇ k−1 A 1,n is elliptic if n, N ≥ 2. We can reduce to ellipticity of A 1,n , since for non-zero ξ, we have that
The two specific cases that are not covered by Lemma 3.3 and Counterexample 3.4 reveal that the classes EC and FDN can coincide even if they are strictly smaller than the class of elliptic operators. 
We also have that any ζ ∈ R 2 can be written as ζ = aξ + bη. We put v ζ := av + bw. It follows that
We remark that we can append the proof above by taking w ζ := bv − aw and obtain
w}. Therefore, if n = 2, k = 1, and A is elliptic but not cancelling, then dim ζ =0 A[ζ](V ) ≥ 2. We do not know of any elliptic, non-cancelling, first order operator in higher dimensions for which this intersection is one-dimensional.
3.1. Insufficiency of EC. We next give examples of first order EC operators and domains Ω ⊂ R n for which the Sobolev-type embedding fails. This follows from Counterexample 3.4 above and from the next lemma, which is a strengthened version of the strict inclusion of (weighted) Bergman spaces in the language of non-FDN operators. 
Proof. We write ξ = η 1 + i η 2 , and write D for the unit disc in span{η 1 , η 2 }. We stress that each η j must be non-zero by ellipticity of A, so D is indeed a non-degenerate disc. We also know from the proof of Proposition 3.1 that there exist non-zero v ∈ V + i V such that A[ξ]v = 0, and one can show by direct computation that for any holomorphic function f we can define u f (x) := f (x · ξ)v, for which Aℜu f = 0 = Aℑu f . We have that
We now make the case distinction. Assume (a) holds, so
where c(n) denotes the volume of the (n − 2)-dimensional ball. By Lemma 3.7 below, we can choose
for α = 0 and α = (n − 2)/2 respectively, so that both ℜu f and ℑu f are in L 1 (B, V ), but one of them is in not in any other L p . This proves the claim.
The following Lemma is also feasible by direct computation, but we prefer to give an abstract argument for the sake of brevity. 
3.2.
Comparison to the Bourgain-Brezis condition. We recall here the assumptions on A (sufficient for EC) under which a general inequality of the type (1.2) was first proved in [5] , in the case k = 1 and V = R n . In their notation, we write (Au) s = L By the reasoning in Section 3.1, with A = A 1,n , we have thatẆ 
To prove this result we use Jones' method of extension developed in the celebrated paper [17] . Recall that Jones's original idea was to decompose a small neighbourhood of ∂Ω into small cubes and assign suitable polynomials of degree at most k − 1 to each cube. Inspired by [6, Sec. 4.1-2], we assign polynomials in ker A on such cubes, as explained below. With this crucial modification, the streamlined proof that we include below mostly follows the same lines as in [17, , where all the details we omit can be found. What deserves some special attention is a Poincaré-type inequality, which is interesting in its own right. We present it below and mention that it is a generalization of the results in [6, Sec. 3] . We extend the notation presented in Theorem 5.3 by π Ω u := ΠPu, where 
Proof. We start with
,Ω , and estimate both terms. We have by the growth conditions on K from Theorem 5.3 that
and we obtain the estimate by standard boundedness of Riesz potentials (see Theorem 2.2(c) for the precise scaling if n + l − k > 0; the case n + l − k 0 follows by Hölder's Inequality). We then note that p → p − Πp p,Ω and p → Ap p,Ω respectively define a semi-norm and a norm on the finite dimensional vector space
, with a domain dependent constant. We recall from the original proof of Theorem 5.3 that Pu is the averaged Taylor polynomial
where the weight w is a smooth map supported in the ball with respect to which Ω is star-shaped such that w = 1. One can show by direct computation that averaged Taylor polynomials "commute" with derivatives, in the sense that
It is then obvious that APu p,Ω Au p,Ω . The precise dependence of the constant on the domain follows by standard scaling arguments.
We next introduce the framework required to prove Theorem 4.1. We use the same Whitney coverings as in [17] , which we recall for the reader's convenience. Firstly recall the Decomposition Lemma introduced in [34] , that any open subset Ω ⊂ R n can be covered with a countable collection W 1 := {S j } of closed dyadic cubes satisfying
for all j, where ℓ(Q) denotes the side-length of a cube Q. We henceforth assume that Ω is as in the statement of Theorem 4.1, so in particular Ω is an (ε, δ)-domain. We also consider a Whitney decomposition W 2 := {Q l } of R n \Ω, and further define W 3 := {Q ∈ W 2 : ℓ(Q) εδ/(16n)}. We reflect each cube Q ∈ W 3 to a non-unique interior cube
where above and in the following C denotes a constant depending on k, p, n, ε, δ only; additional dependencies will be specified. The non-uniqueness causes no issues, as one can show that (R 3 ) For any two choices S 1 , S 2 of Q * , we have dist(S 1 , S 2 ) Cℓ(Q), (R 4 ) For any S ∈ W 1 , there are at most C cubes Q ∈ W 3 such that S = Q * , (R 5 ) For any adjacent Q 1 , Q 2 ∈ W 3 , we have dist(Q * We proceed to define the extension operator
where
is a partition of unity such that for all Q ∈ W 3 we have
, where λQ denotes the homothety of Q by λ about its centre,
Our proof mostly follows the lines of the original proof. We first prove an estimate on chains in W 1 , then suitably bound the norms of the derivatives in the exterior domains, and we conclude by showing that the extension has weak derivatives in full-space. We warn the reader that in the remainder of this section we may use the properties of the decomposition, reflection and partition of unity without mention. 
Proof. We remark that L p -norms of polynomials of degree at most d on adjacent cubes in W 1 are comparable (see, e.g., [17, Lem. 2.1]). We get
and we can use the Poincaré-type inequality, Proposition 4.2, to conclude.
Proof. We estimate on each cube in W 2 , distinguishing between small and large cubes. We also distinguish between A and the derivatives of order less than k. Let Q 0 ∈ W 3 . Then, since ϕ Q sum to one in Q 0 and Aπ Q * 0 u ≡ 0, we have
where the last inequality follows from Lemma 4.4. With a similar reasoning we obtain, for 0 l k − 1, that
We move on to the case
As, above, we similarly show that
. There is no loss in assuming that ℓ(Q 0 ) 1 for any Q 0 ∈ W 2 , so that we can collect the estimates to obtain
It remains to use local finiteness of the partition of unity (see, e.g., [17, Eqn. (3.1-4)]) and Lemma 5.4 to conclude.
Proof of Theorem 4.1. It remains to show that E Ω u has weak derivatives in R n , for which it suffices to show that E Ω maps V k,∞ (Ω, V ) functions to V k,∞ (R n , V ) functions. This we do in two steps. First, we show that the obvious candidate (∇ l u)χΩ + (∇ l E Ω u)χ R n \Ω is bounded for all 0 l k. We need only prove this for l = k, the other cases being dealt with in Lemma 4.5 for p = ∞. As before, we first take Q 0 ∈ W 3 , where
, where the latter inequality is given by stability of averaged Taylor polynomials. Now consider the other case, whence Q 0 ∈ W 2 \ W 3 , and recall that then ℓ(Q 0 ) ≥ C. We have
so we can conclude as in the previous step. The second and final step is to show that ∇ l u is continuous for 0 l < k. The proof of this fact can be found in [17, Lem. 
where the last estimate follows from Poincaré's Inequality with zero boundary values. We conclude by [33, Thm. 1.3, Thm. 8.4 ] and boundedness of E B .
We will complete the proof of Theorem 1.3 at the end of this section. Returning to Theorem 1.1, to see that (b) implies (d), we prove the following: Theorem 4.6. Let A be as in (1.1) with k = 1.
The proof of Theorem 4.6 relies on the Riesz-Kolmogorov criterion and the following Nikolskiȋ-type estimate: Lemma 4.7 (Nikolskiȋ-type Estimate). Let A be an elliptic operator of the form (1.1), k = 1. Fix R > 0. Then for every 0 < s < 1 there exists a constant c = c(s, R) > 0 such that if u ∈ W A,1 (R n ) vanishes identically outside B(0, R), then there holds
whenever p < n/(n − 1 + s).
Note that by Ornstein's Non-Inequality, s = 1 is not allowed in the lemma. A more general version, showing in addition that ellipticity is also necessary for the estimate, can be found in [33, Prop. 8.22] . We include an elementary proof.
Proof. Fix 0 < s < 1. By smooth approximation (see [6] ), it is no loss of generality to assume that u ∈ C ∞ c (R n , V ) and spt(u) ⊂ B(0, R). Let x ∈ R n be arbitrary but fixed and note that there exists a constant c = c(s) > 0 such that for all z, z ′ , z ′′ ∈ R n with z = z ′ , z = z ′′ there holds
Since A is elliptic, the representation formula (2.1) yields by use of (4.1)
and since for every y ∈ R n by Young's convolution inequality 0,3R) ) , we conclude with the observation that 
and (ii) for all ε > 0 there exists δ > 0 such that for all f ∈ F and all y ∈ R n with |y| < δ there holds
where f is the trivial extension of f ∈ F to R n . Let 1 q < 1 * and F be the unit ball in W A,1 (B). The embedding 
and put ρ ̺ (x) := ρ ̺ (|x|), x ∈ R n , and finally set, for given f ∈ F , f ̺ := ρ ̺ f . Denoting B t := B(0, t) for t > 0, we note that if |y| < ̺, then f (· + y) − f (·) and f ̺ (· + y) − f ̺ (·) coincide on B 1−3̺ . Let f ∈ W A,1 (B) be arbitrary. We split
with an obvious definition of I ̺ and II ̺ .
Ad I ̺ . As |y| < ̺, if x ∈ R n \ B 1−3̺ , then x + y ∈ R n \ B 1−4̺ . Therefore, we obtain with a constant c > 0 independent of f ∈ F
n−q(n−1) n and we may hence record that there exists δ 1 > 0 such that if 0 < ̺ < δ 1 , then I ̺ < ε/3. Ad II ̺ . Firstly, since 1 q < n/(n − 1), we find and fix 0 < s < 1 such that q < n/(n − 1 + s). By Lemma 5.6,
we are in position to suitably apply Lemma 4.7. Since f (·+y)−f (·) equals f ̺ (·+y)−f ̺ (·) on B 1−3̺ and f ̺ is compactly supported in R n with supports in a sufficiently large fixed ball, we find with a constant c > 0 independent of f ∈ F
and so, by W A,1 (B) ֒→ L 1 * (B, V ) and since 0 < ̺ 1,
and from here it is evident that there exists
|y| sq < ε/3 and so, by (4.3), II δ < 2ε/3 for all f ∈ F . Now let 0 < δ < ̺ := min{δ 1 , δ 2 , δ 3 }. Collecting estimates, we see that (ii) is satisfied and thus
With an inexpensive modification of the proof of Theorem 4.6, one can show that (c) implies that W A,1 (B) ֒→֒→ L q (B, V ) for all 1 q < p, which trivially then implies (e).
Proof of Theorem 1.1. It remains to see that (e) implies (a), which is now a simple consequence of the Equivalence Lemma 5.2. We choose
It is then clear that u W A,1 (B) = u * , so the equivalence lemma yields that A has finite dimensional null-space.
Proof of Theorem 1.3 (necessity of FDN). Assume that the embedding holds. By standard embeddings of Besov spaces, we have that W A,1 (B) ֒→ W k−1,p (B, V ) for some p > 1. If k = 1, we use Theorem 1.1, (c) implies (a), to see that A has FDN. Otherwise, we give the following simple argument: assume that A is not FDN, so that the maps u j (x) = exp(jx · ξ)v lie in ker A for some non-zero complex ξ, v. We traced this example back to [26] , but it was likely known before. The assumed embedding and Hölder's Inequality give
, which leads to a contradiction. Here constants depend on diam B, p, n only. . Let E 1 be a Banach space and let E 2 , E 3 be two normed spaces (with corresponding norms · i , i ∈ {1, 2, 3}) and let A ∈ L (E 1 , E 2 ) and B ∈ L (E 1 , E 3 ) be two bounded linear operators such that B is compact and the norms · 1 and · * := A · 2 + B · 3 are equivalent on E 1 . Then dim(ker A)) < ∞. 
5.2.
Other facts about W A,p . We collect some complementary results that explain, e.g., our choice of definition for the A-Sobolev spaces and of extension technique for p = 1. 
The first term can easily be controlled by the L p -norm of Au by Theorem 2.2(c). The latter term defines a semi-norm on the space of polynomials of degree at most d(A), so it can be controlled by the L p -norm. We get
which concludes the proof. Here constants depend on the domain.
Lemma 5.5. Let A as in (1.1) have FDN, 1 < p < ∞, and Ω ⊂ R n be a star-shaped domain with respect to a ball. Then there exists a bounded, linear extension operator
Proof. We use the extension suggested in [19] , namely, in the notation of Theorem 5.3,
E Ω u(x) := η(x) Pu(x) + Ω K(x − y)Au(y) dy for u ∈ C ∞ (Ω, V ) and x ∈ R n . Here η ∈ C ∞ c (R n ) is a smooth cut-off that equals 1 in a neighbourhood of Ω. We abbreviate Ku := K * (Auχ Ω ). Let 0 l k, and let B be a ball containing the support of η. Then, with domain dependent constants, Proof. The proof is similar to that of Lemma 3.6. Suppose A is not elliptic, such that there exist ξ ∈ S n−1 , v ∈ V \ {0} such that A[ξ]v = 0. We put u(x) = f (x · ξ)v for some measurable f : (−1, 1) → R. We have that Proof. Necessity of ellipticity follows via Lemma 5.6 for k = 1 or via simplifying the arguments for necessity of C-ellipticity in the proof of Theorem 1.3 for k > 1. We leave the details to the interested reader.
We next show that our assumed embedding impliesẆ A,1 (R n ) ֒→Ẇ k−1,n/(n−1) (R n , V ) by a scaling argument and use the necessity part of [33, Thm. 1.3] . Let u ∈ C ∞ c (R n , V ) be such that spt u ⊂ B r := B(0, r). Then u r (x) := u(rx) for x ∈ R n is also a test function, with spt u r ⊂ B := B(0, 1). We estimate, with constants independent of r: 
