Abstract In 1996, Bertoin and Werner [5] demonstrated a functional limit theorem, characterising the windings of planar isotropic stable processes around the origin for large times, thereby complementing known results for planar Brownian motion. The question of windings at small times can be handled using scaling. Nonetheless we examine the case of windings at the the origin using new techniques from the theory of self-similar Markov processes. This allows us to understand upcrossings of (not necessarily symmetric) stable processes over the origin for large and small times in the one-dimensional setting.
1. Introduction. Any planar stochastic process may be written in polar coordinates, say (r t exp(iϑ t ), t ≥ 0). The angular part ϑ t , t ≥ 0, is often referred to as its winding number, as its value modulo 2π tells us the number of times the process has wound (and unwound) around the origin. Windings of 2-dimensional (planar) processes is a classical topic that has attracted the attention of several researchers over the last decades. The starting point is the case of planar Brownian motion where the conformal invariance property plays an important role in the analysis of windings. For a planar Brownian motion B starting from a point different from the origin, its continuous winding process is well-defined for large times. It was initially proven by Spitzer [31] the following convergence in distribution:
where C 1 is a standard Cauchy variable. Note that this result for planar Brownian motion can be extended to the finite dimensional distributions but not in the sense of functional weak convergence. Other subsequent important contributions related to Spitzer's classical result can also be found in [19, 18, 28, 25, 4, 32, 34] .
Aside from its intrinsic interest, the issue of Brownian windings appear in various applications. For example in considering the rotation of a planar polymer [35] and other applications in neuroscience (see e.g. [15] ). In turn, this has motivated further developments in the Brownian setting, see e.g. [32, 34] , as well as in the setting of complex-valued Ornstein-Uhlenbeck processes [33] .
A natural development in the theory of windings of stochastic processes pertains to the mathematical exploration of planar stable processes, whenever the winding process is welldefined. More recent work in this direction has considered the stable Kolmogorov process. That is to say, a 2-dimensional Markov process having as one of its coordinates a onedimensional stable Lévy process and the second coordinate as the primitive of the first; see [29] . However, the classical analogue of Spitzer's original winding result deals with the isotropic planar stable process. This was originally treated by Bertoin and Werner [5] . Their main result is stated below. Theorem 1.1 (Planar stable windings at ∞). Suppose that (X t , t ≥ 0) is an isotropic planar α-stable process, with α ∈ (0, 2), that is issued from a point different from the origin. Write its polar decomposition as X t = |X t | exp(iθ t ), t ≥ 0 Then there exists a constant c ∈ (0, ∞) such that the process (|r| −1/2 θ exp(rt) , t ≥ 0) converges weakly in the Skorohod topology on D([0, ∞), R) to ( √ cB t , t ≥ 0) as r → ∞, where (B t , t ≥ 0) is a standard onedimensional Brownian motion issued from the origin.
A fundamental aspect of their approach was the representation of such processes, not as Lévy processes, but as self-similar Markov processes. In particular, their analysis was driven by the so-called Lamperti representation of self-similar Markov processes; cf [1] . In the same setting, recent work of Doney and Vakeroudis [17] gives a different approach by invoking the continuity, with respect to the Skorohod topology, of the composition function (cf. [36] ). They obtain the results of [5] as well as providing asymptotic winding results for small times, in the form of a functional limit theorem, when the stable process is issued from a point different from the origin and as a distributional limit when the stable process is issued from the origin.
What appears to be missing from this ensemble of results is a functional limit theorem in the spirit of Theorem 1.1 at time zero when the stable process is issued from the origin. In order to discuss this further, we need to be a little careful with the notation θ := (θ t , t ≥ 0). Indeed, whilst θ is a real-valued stochastic process, the quantity exp(iθ t ) = X t /|X t |, t ≥ 0, only defines its value modulo 2π. In fact, (θ t , t ≥ 0) no longer makes sense when the process is issued from the origin as, by time t, the process has already undergone an infinite number of windings around the origin in both directions. Instead we need to talk about angular displacements in relative, rather than absolute, terms. To this end, we shall henceforth work with θ [a,b] , 0 < a ≤ b < ∞, which is well defined as the rotational displacement of X over the time interval [a, b] . Of course in the setting that X is issued from a point other than the origin, we can continue to write θ t = θ (0,t] .
Self-similarity informs us that, for all c > 0, (
α , for r > 0, and s = e ur , for u ∈ [0, 1], we find (θ [e ru ,e r ] , 0 ≤ u ≤ 1) is equal in law to (θ [e r(u−1) ,1] , 0 ≤ u ≤ 1). As a consequence, Theorem 1.1 tells us that, in the sense of weak convergence with respect to the Skorohod topology,
With additional work, one can in principle piecewise extend the Skorohod convergence from the interval u ∈ [0, 1] to u ≥ 0 and this would result in the following theorem. Theorem 1.2 (Planar stable windings at 0). Suppose that (X t , t ≥ 0) is an isotropic planar α-stable process, with α ∈ (0, 2), that is issued from the origin. The process (r
where (B t , t ≥ 0) is a standard one-dimensional Brownian motion issued from the origin and c is the same constant appearing in Theorem 1.1.
In this article, we would like to explore a completely new approach to stable windings that appeals to the intuition of Markov duality. In particular we want to understand the behaviour of stable processes as they wind out of the origin, as they wind in towards the origin (when conditioned to approach the origin continuously) and the pathwise relationship between the two. Although we start our analysis with planar stable processes, we see this familiar domain as a training ground from which we can learn how to transplant the technology of Markov dualtiy in two-dimensions into an analogous setting for one-dimension stable processes. Specifically, we would like to understand upcrossings of the origin in onedimension.
To see the intimate connection, we note that a stable process X in d-dimensions can always be expressed in the form
. What amounts to a single winding of X around the origin for d = 2, or equivalently a single winding of (Arg(X t ), t ≥ 0) around S 1 , corresponds to a sojourn −1 → 1 → −1 in S 0 for (Arg(X t ), t ≥ 0) when d = 1. Noting that, for every upcrossing of the origin, there is a subsequent downcrossing, it becomes clear that windings in two-dimensions is extremely closely related to upcrossings in one-dimension. Winding behaviour into and out of the origin for the two-dimensional stable process is of particular interest in relation to the setting of upcrossings in the one-dimensional case on account of the fact that, for the latter, the origin is no longer polar when α ∈ (1, 2). Moreover, as we shall shortly see, understanding a way of relating windings at ∞ to windings at 0, other than appealing to the distributional scaling exploited in (1.2), affords us the opportunity to work more directly with the almost sure results that naturally appear in one dimensional upcrossings, rather than functional distributional convergence.
Let us be technically more precise about some of the objects referred to in the previous paragraph. In the planar setting, let G t := σ(X u : u ≤ t), t ≥ 0, and, for all t ≥ 0, A ∈ G t ,
where τ (0,ǫ) := inf{s > 0 : |X s | < ǫ} and τ {0} = inf{t > 0 : X t = 0}. The process (X, P 
• ) have the same Markov transitions and, hence, have the same asymptotic behaviour as t ↓ 0. Moreover, (r −1/2 θ
The last part of the above theorem can be seen as a corollary to Theorem 1.2. However, we shall prove the aforesaid statement directly (not as a matter of folly, but because we need instruction for part (ii) of the next theorem in the one-dimensional case) and hence, as far as this article is concerned, Theorem 1.2 is a corollary to Theorem 1.3. Now suppose that X is a one-dimensional stable process with two-sided jumps and with
We write U t = U (0,t] , t ≥ 0, when it is appropriately defined. (The reader will again note that when X 0 = 0, there are infinite crossings of the origin and hence this would be an example of where the notation U t does not make sense.) We are interested in upcrossings both as time tends to zero and to infinity in the case α ∈ (0, 1] (in which regime the origin is polar) and as time tends to zero and to the first hitting time of the origin when α ∈ (1, 2) (in which regime the origin is visited almost surely). We prove strong laws of large numbers for the upcrossing count, which are reminiscent of the scaling that appears in planar windings of stable processes and Brownian motion.
Theorem 1.4 (Stable upcrossings).
Suppose that X is a one-dimensional stable process with two-sided jumps and with index α ∈ (0, 2).
, then there exists a constant c α ∈ (0, ∞) such that, when X is issued from a point other than the origin, lim t→∞ U t /log t = c α almost surely and, when X is issued from the origin,
, then there exists a constant c α ∈ (0, ∞) such that, when X is issued from a point other than the origin, lim t→0 U τ {0} −t /log(1/t) = c α almost surely, where
In the above theorem, when α ∈ (1, 2) and X is issued from the origin, the reader may expect to see a result for U [t,1] as t → 0. However, the question of counting upcrossings does not make sense any more. For this parameter regime, because X is issued from the origin,τ {0} = 0 almost surely. Moreover, over each time horizon [0, ε), ε > 0, X enjoys a countable infinity of excursions from the origin; and within each excursion there are a countable infinity of upcrossings.
Our computations appeal to three different path transformations to represent the entrance law of the stable process when issued from the origin. The first is the so-called Riesz-BogdanŻak transform introduced in [7] which gives the law of the stable process when passed through the spatial Kelvin transform and an additional time change. The latter is equivalent to the second transformation that we use, which is the Doob h-transform of X that corresponds to conditioning the stable process to continuously absorb at the origin; cf [23] . The third path transformation appeals to Markov duality in the sense of Nagasawa [26] . In particular we use that the stable process emerging from the origin is dual, in the appropriate sense, to the aforementioned case of a stable process conditioned to absorb continuously at the origin.
The rest of the paper is organised as following. In the next section, we discuss the three path decompositions that we use as the key novelty in our analysis. In Section 3 we give the proof of Theorem 1.2 by passing first through the proof of Theorem 1.3. This establishes the line of reasoning that allows us in Section 4 to prove Theorem 1.4.
Stable processes.
We consider an isotropic planar stable Lévy process X = (X t , t ≥ 0) with stability index α ∈ (0, 2) and probabilities P x , x ∈ R 2 . For more details on Lévy and stable processes see e.g. [2, 16, 21] . Recall that, following Lamperti [24] , in general we say that a Markov process X taking values in R , with semigroup P t , t ≥ 0, is isotropic if its transition satisfies
for any φ in the group of orthogonal transformations on R
2
. If ·, · stands for the Euclidean inner product, then an isotropic planar stable process has characteristic exponent given by the relation
Recall also that, as Lévy processes, isotropic planar stable processes are transient, meaning that, almost surely, lim
Moreover, they are polar in R
, in the sense that, for all x ∈ R 2 , P 0 (X t = x for some t > 0) = 0.
Planar stable processes are also self-similar Markov processes, i.e. for all c > 0 and x = 0, (2.2) (cX c −α t , t ≥ 0) under P is equal in law to (X, P cx ).
As such, they may also be represented via a space-time transformation of a Markov additive process.
To be more precise, it can be shown (see e.g. [5, 13, 17] and the references therein) that
where
and (ξ, ρ) = ((ξ t , ρ t ) : t ≥ 0) is such that ρ is a symmetric Lévy process and ξ is a Lévy process modulated by ρ. This means that (ξ, ρ) is a strong Markov process with probabilities P x,y , x, y ∈ R 2 such that, given ρ t = y, (ρ t+s − ρ t , X t+s − X t ), s ≥ 0 is independent of σ((ξ u , ρ u ) : u ≤ s) and equal in law to (ξ, ρ) under P 0,y . See for example [5] or [1] .
The isotropic property of X implies that (|X t |, t ≥ 0) is a positive self-similar Markov process (pssMp); see for example Chapter 13 of [21] . In particular, when one considers ξ as a lone process, without information about ρ, then it is a Lévy process. With an abuse of notation, we denote its probabilities by P x , x ∈ R. The fact that lim t→∞ |X t | = ∞ (due to transience) implies that lim t→∞ ξ t = ∞ almost surely. In Theorem 7.1 of Caballero et al. [9] , the characteristic exponent of ξ is derived. Indeed, for z ∈ R,
.
It is straightforward to see that this exponent can be analytically extended to the Laplace exponent ψ ξ (u) := −Ψ(−iu) for −2 < u < α, which is convex, having roots at u = 0 and u = α − 2 and exploding at u = −2 and α.
In this article, the technique we will develop predominantly concerns the relationship between (X, P 0 ) and the singular law of X conditioned to be continuously absorbed at the origin as defined in (1.3). The latter was constructed in Theorem 16 of [12] . Note that ψ ξ (α − 2) = 0, which is needed to apply the aforesaid Theorem.
As well as being described through the limiting procedure (1.3), it is also the case that the law of a stable process conditioned to continuously absorb at the origin can also be captured by a Doob h-transform. For all t ≥ 0, x = 0, we have (2.5) dP
See [23, Theorem 2.1] for related computations. This change of measure ensures that (X, P
is again an isotropic self-similar Markov process and therefore has a decomposition in the spirit of (2.3); cf. [1] . Let us write
. Moreover, we shall write its polar decomposition as
where 
for z ∈ R. That is to say, ξ
• is equal in law to −ξ. In fact, one can go a little further than this observation as the next result confirms.
is equal in law to the pair (−ξ, ρ).
Before turning to the proof of this lemma, we must cite the recent and beautiful result of Bogdan and Żak [7] (building on earlier work of Riesz, see the discussion in Section 3 of [6] ), which is based on the Kelvin transform. Recall that the Kelvin transform in two dimensions is a conformal mapping K : R 2 \{0} → R 2 \{0} which inverts space through the unit circle.
Theorem 2.2 (Riesz-Bogdan-Żak transform). Let
The process (KX ηt , t ≥ 0) under P x is equal in law to X
• issued from X
• 0 = Kx. Our objective here, however, is to establish a different connection between (X, P 0 ) to the process X • (see Lemma 2.3 below), the proof of which will use the above result.
Proof of Lemma 2.1. From the Riesz-Bogdan-Żak representation of X • , we can say that (X
where ξ 0 = − log x and I ∞ = 
Now comparing (2.9), (2.10) and (2.7) with (2.6) one deduces that (ξ • , ρ • ) is equal in law to the pair (−ξ, ρ).
As alluded to above, we somehow want to relate the process (X, P 0 ) to the process X • ) has the temporally homogeneous Markov property with semi-group equal to that of X.
Proof. For each a > 0, define ℓ a = sup{s ≥ 0 : |X s | ≤ a}. We prove the following equivalent statement to the theorem: Conditionally on the event {X ℓa− = x}, the process (X (ℓa−t)− , t ≤ ℓ a ) under P 0 is equal in law to X • issued from X • 0 = x, where |x| < a. We appeal to a line of reasoning that resonates with the proof of Proposition 1 of [11] and Theorem 2 of [3] . Like the aforementioned proofs, our proof is fundamentally based on Nagasawa's theory of time reversal for Markov processes; see [26] . Specifically, Theorem 3.5 of Nagasawa [26] tells us that the time-reversion of (X, P 0 ) from its last passage time ℓ a is that of a time-homogenous Markov process and, moreover, its semigroup agrees with that of X • . However, this conclusion only holds subject to certain conditions which must first be checked and we dedicate the remainder of the proof to verifying what is needed.
It turns out that, once we have verified one of the main conditions stipulated amongst those listed in A.3.1-A.3.3 in Nagasawa [26] , the rest are trivial to verify. To deal with this principal condition, let us introduce some notation. For x, y ∈ R 2 , we shall write R(x, dy) for the resolvent of X. It has been known for a long time (see for example p. 543 of [6] ), that
where C(α) is a constant depending on the index of stability α that is of no interest here. Paraphrasing, the principle condition of Nagasawa [26] that we need to check is that, with ν(dx) = δ 0 (dx), and with
Here, p t (x, dy) and p
• t (y, dx) represent the transition semigroups of X and X
•
. Note however that
We now see that (2.12) requires us to check that
Hence, we require that p t (x, dy)dx = p t (y, dx)dy, x, y ∈ R
2
. However, this is nothing more than the classical duality property for Lévy process semi-groups (and in particular for isotropic stable process semi-groups). 8
The consequence of this last theorem is that we can study the windings of X as t ↓ 0 by alternatively studying the windings of X • as t ↑ τ {0} and vice versa. Indeed at this point, we may note that Theorem 1.3 is a consequence of Theorem 1.2. Nonetheless, for the purpose of instruction, with a view to proving Theorem 1.4, we derive instead Theorem 1.4 by making use of the known asymptotic behaviour of ρ t as t ↑ ∞ as this will inform the proof of Theorem 1.4. We continue to pursue these objectives in the next two sections.
3. The winding process. We turn now our interest to the study of the windings of the processes introduced previously and more precisely of X. Lemma 2.3 tells us that studying winding backwards to the origin, θ [t,1] as t ↓ 0, is equivalent to studying the forward winding θ
• τ • −s as s ↓ 0. We are therefore interested in a functional limit theorem for (θ
From the representation (2.6) we have that, on {s < τ
, where
For convenience, let us write ϕ
Differentiating, we see that, on {s < τ
and hence, after integrating, since ϕ
Next, we recall from Lemma 2.3 that (X
is a temporally homogeneous Markov process with the same semigroup as (X, P 0 ). It therefore follows that (X
We note thatX v = e v/α X e −v , v ∈ R, is a stationary ergodic Markov process (cf. [8] ), with distribution at each time equal to that of X 1 . Similar reasoning to that found in Corollary 1 of [5] , which is fundamentally based on the Ergodic Theorem for stationary processes (c.f. Theorem 6.28 of [8] ), gives us that, almost surely,
We are now in a position to prove our main theorem, giving an exact result for the windings of the stable process at the origin.
Proofs of Theorems 1.2 and 1.3. Lemma 2.3 gives us the first statement in Theorem 1.3. In order to deduce Theorem 1.2 as a corollary as we proof of the second statement in Theorem 1.3, we focus our attention on the windings of (θ
For the latter process, we recall from (3.1) that θ
We know from Theorem 1.1 of Bertoin and Werner that (r −1/2 ρ H exp(rt) , t ≥ 0) converges in the Skorohod topology to ( √ cB t , t ≥ 0) as r → ∞. We also know from Corollary 1 of Bertoin and Werner [5] that
Taking account of the conclusion of Lemma 2.1 and (3.3), we thus have that (r −1/2 θ
as r → ∞. That is to say, (r −1/2 θ exp(−rt) , t ≥ 0) converges in the Skorohod topology to ( √ cB t , t ≥ 0) as r → ∞.
Upcrossings of one-dimensional stable processes.
In this Section we turn our interest to the one-dimensional case. Hereafter, X = (X t , t ≥ 0) will denote a one-dimensional stable process with stability index α ∈ (0, 2) and probabilities P x , x ∈ R. Note in particular that we do not insist that X is symmetric. To be more precise, X is a one-dimensional Lévy process which respects the scaling property (2.2). We take the normalisation of X such that its characteristic exponent satisfies
whereq = 1 − q and q = P 0 (X t > 0). Note that q does not depend on t ≥ 0 thanks to the scaling property (2.2) of |X|. We henceforth assume that αq and αq belong to (0, 1). This is equivalent to ensuring that X has jumps of both signs. The long term behaviour of X can differ from its two-dimensional counter part depending on the value of α. When α ∈ (0, 1), we know that lim t→∞ |X t | = ∞ and P x (τ {0} = ∞) = 1, x = 0, where τ {0} = inf{s > 0 : X s = 0}. When α = 1, we have lim sup t→∞ |X t | = ∞ and lim inf t→∞ |X t | = 0 and P x (τ {0} = ∞) = 1, x = 0. Finally, when α ∈ (1, 2), we have lim t→∞ |X t | = 0 and P x (τ {0} < ∞) = 1, x = 0. On account of the fact that X is a self-similar Markov process, it follows that, when X 0 = 0, there exists a (càdlàg) Markov additive process (MAP), (ξ, J) = ((ξ t , J t ), t ≥ 0), taking values in R × {−1, 1} such that, for X 0 = 0,
Recall that, when α ∈ [1, 2), τ {0} = ∞ almost surely so the decomposition holds for all times, otherwise, when α ∈ (0, 1), it only gives a pathwise decomposition up until first hitting of the origin. The representation in (4.1) is known as the Lamperti-Kiu transform and holds for all real valued self-similar Markov processes up to first absorption at the origin. The Lamperti-Kiu transform can be thought of as the analogue of the polar decomposition (2.3) for planar stable processes. The MAP (ξ, J) is characterised by a matrix exponent which plays a similar role to the characteristic exponent of Lévy processes. Specifically, if we denote by P x,i , for x ∈ R and i ∈ {−1, 1}, the probabilities of (ξ, J), then
for Re(z) ∈ (−1, α); see e.g. [10, 22] . Note that the above matrix is indexed F (z) 1,1 in the top left-hand corner. Note, moreovoer, that the Q-matrix of J is equal to F (0). Now let N := (N t , t ≥ 0) be the counting process of the number of jumps of the process J from -1 to 1 in the time interval [0, t] when X is issued from a point other than the origin. That is to say,
We also define U := (U t , 0 ≤ t ≤ τ {0} ) to be the counting process of the number of upcrossings from (−∞, 0) to (0, ∞) up to time t. (Note that, under the assumptions we have made on the class of stable processes we consider, X cannot creep upwards, or indeed downwards, and hence upcrossings into the positive half-line will always be by a jump.) The processes N and U are related by the time change U t = N ςt , 0 ≤ t ≤ τ
{0}
. For every n ∈ N, we define
The random time between two consecutive upcrossings is distributed as the sum of two independent exponential variables, the holding times of J between the transitions 1 → −1 and −1 → 1, with respective rates F (0) 1,−1 and F (0) −1,1 . Standard Markov chain theory tells us that, for all x ∈ R and i ∈ {−1, 1}, we have P x,i -almost surely,
We prove Theorem 1.4 by splitting it into two propositions, which correspond to the first and second part of the theorem, respectively. We consider first the case that α ∈ (0, 1], where we know that lim sup t→∞ |X t | = ∞ almost surely. First, we can get easily a large time asymptotic result. 11
Proposition 4.1. Suppose that α ∈ (0, 1], then there exists a constant c α ∈ (0, ∞) such that, when X is issued from a point other than the origin,
almost surely and, when X is issued from the orgin,
Proof. Recalling that U t = N ςt , t ≥ 0, on account of (4.4), it suffices to prove that ς t grows like log t, at least in an almost sure sense. The method we use is similar to the analysis of the clock H for planar stable processes in [5] . In particular, it is straightforward to see that X v = e −α/v X e v , v ≥ 0 is a stationary ergodic Markov process with stationary distribution equal to that of X 1 and hence, from (4.2) we have
As in the case of planar stable processes, we can compute explicitly the expectation E 0 [|X 1 | −α ] using a similar technique to the one employed in [5] , however, for all intents and purpose, it suffices to note here that this expectation is finite. The almost sure limit (4.5) now follows by combining the two strong laws of large numbers in (4.4) and (4.7). Now suppose that X 0 = 0 and we consider the upcrossings of X as t → 0. Appealing to a similar method as for the planar case, we will make use of the Riesz-Bogdan-Żak transform that was proved in [22] . As X is no longer isotropic (meaning symmetric in the one-dimensional case), it is slightly more complicated to state.
To this end, define as before,
Then, for all x ∈ R\{0}, (−1/X η(t) ) t≥0 under P x a rssMp with underlying MAP via the Lamperti-Kiu transform given by , 1) . Moreover, for all x ∈ R\{0}, (−1/X η(t) ) t≥0 under P x is equal in law to (X, P
• −1/x ), where (4.9) dP
and F t := σ(X s : s ≤ t), t ≥ 0. It was shown in [10] that when α ∈ (1, 2), the change of measure in (4.9) corresponds to conditioning X to avoid the origin and in [23] it was shown that, when α ∈ (0, 1), it corresponds to conditioning X to continuously absorb at the origin. Appealing to Nagasawa's method of duality we can also show that the analogue of Lemma 2.3 also holds here. Indeed, the analogue of (2.12) can be easily checked, recalling, in particular, that the resolvent R(x, dy), x, y ∈ R is known to satisfy R(x, dy) = h(y − x)dy up to a multiplicative constant.
If we write X
• as a canonical version of the real-valued self-similar Markov process (X, P
• · ), it is now the case that understanding U [t,1] as t → 0 is equivalent to understanding U Combining the strong law of large numbers for N • with the above almost sure limit, we find that (4.6) holds.
Examining the proof above for the limit as t → 0, one also sees the composition of the proof for the upcrossings as t → τ {0} in the case α ∈ (1, 2) . Specifically, we note that U τ {0} −s = N σs where, for s ≤ τ −α ], thereby showing that it is finite, we can appal to reasoning in [30] and [27] ; see also Section 4.4. of [20] . Specifically, following the computations in both of these papers, for which some simple facts in Lemma 12 of [14] concerning the construction of P • 0 will be useful, we easily conclude that, up to a multiplicative constant K ∈ (0, ∞), exp{αξ u }du. It is important to note here that, as P
• 0 corresponds to the law of X conditioned to avoid the origin, the MAP (ξ, J) has the property that ξ t → ∞ as t → ∞ almost surely under P 0,i . Therefore, underP 0,i we have that ξ t → −∞ almost surely, and this is sufficient to conclude that I < ∞ almost surely. For the special case that f (x) = |x| 
