Deep-AIR: A Hybrid CNN-LSTM Framework forFine-Grained Air Pollution
  Forecast by Zhang, Qi et al.
1Deep-AIR: A Hybrid CNN-LSTM Framework for
Fine-Grained Air Pollution Forecast
Qi Zhang*, Victor OK Li, Fellow, IEEE , Jacqueline CK Lam*, Member, IEEE , Yang Han
Abstract—Poor air quality has become an increasingly critical challenge for many metropolitan cities, which carries many catastrophic
physical and mental consequences on human health and quality of life. However, accurately monitoring and forecasting air quality
remains a highly challenging endeavour. Limited by geographically sparse data, traditional statistical models and newly emerging
data-driven methods of air quality forecasting mainly focused on the temporal correlation between the historical temporal datasets of air
pollutants. However, in reality, both distribution and dispersion of air pollutants are highly location-dependant. In this paper, we propose
a novel hybrid deep learning model that combines Convolutional Neural Networks (CNN) and Long Short Term Memory (LSTM)
together to forecast air quality at high-resolution. Our model can utilize the spatial correlation characteristic of our air pollutant datasets
to achieve higher forecasting accuracy than existing deep learning models of air pollution forecast.
Index Terms—Air pollution forecasting, deep learning, CNN, LSTM
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1 INTRODUCTION
A S the world’s greatest developing country, China hasexperienced rapid economic development over the last
three decades. Such development has brought about rapid
deterioration in air quality, resulting in catastrophic human
health consequences including respiratory and cardiovascu-
lar diseases. Hence, accurately monitoring and forecasting
the concentration of PM2.5 (particulates smaller than 2.5
micrometers in diameter) and other harming pollutants will
positively impact human health and dictate the quality of
life of our citizens, especially the future generations.
1.1 Related Work
Previous air pollution-related studies focused on urban air
pollution forecasting via different modelling methodologies.
Generally, we can divide the methods of air quality fore-
casting into two major modelling approaches: the physical-
based modelling approach and the data-driven modelling
approach.
Physical-based models are based on computational fluid
dynamics and chemical reactions. Research was conducted
based on pollutant emissions such as fuel consumption,
transportation, etc. [1], [2], [3], [4]. Air pollution forecast was
conducted based on certain theoretical hypotheses. These
models are computationally complex and difficult to be
applied in a large geographical scale, such as the entire city.
Data-driven models avoided complicated physical mod-
els and theoretical hypotheses. They inferred the future
air pollution based on patterns learned from existing data.
Traditional statistical inference models applied in air quality
forecast included linear regression [5], support vector re-
gression [6], and autoregressive integrated moving average
[7]. [8] proposed a Granger Causality model to identify
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spatial-temporal causalities among air pollutants, which
outperformed other baseline causality learning models. As
a newly emerging technique, deep learning approach made
full use of the large amount of historical data and outper-
forms traditional statistical inference methods [9], [10], [11],
[12]. [10] proposed a recurrent neural network for air pollu-
tion forecasting in Tokyo, with pre-trained auto-encoder to
pre-process the input data. [12] proposed an LSTM neural
network that used urban proxy data to facilitate air qual-
ity forecast. [11] extended the LSTM model by combining
historical air pollution data with auxiliary data where input
data were used to predict air quality in Beijing, and achieved
state-of-the-art single-model performance. However, exist-
ing data-driven air quality forecasting methods mainly took
into account the temporal correlation of the time series data,
with limited forecasting accuracy given the loss of spatial
information.
Apart from air pollution forecast, another challenging
research topic is the geographically fine-grained estimation
of air pollution. The models mentioned above were only
trained for the points (grids) where air pollution data had
been provided by monitoring stations, and they were not
able to forecast on the points (grids) where air pollution
data were unavailable, that is, where monitoring stations
were unavailable. To address this challenge, one might
use portable ancillary sensors. In [13], the author used
an ELM-based neural network to process the data gener-
ated by wireless sensor networks (WSNs). [14] deployed
programmable on-ground sensors as well as unmanned-
aerial-vehicle (UAV) to perform 3D air quality monitoring.
These methods had achieved some satisfactory results for
geographically fine-grained air pollution estimation, but in-
frastructure deployment could be highly costly. Zheng et al.
[15] used a hybrid model with separate temporal predictor
and spatial predictor to provide a relatively fine-grained
forecast of air quality, but prediction still remained too low
a resolution. A more complex deep learning framework
that provides high-resolution forecast of air pollution at low
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2Fig. 1. Temporal and spatial correlation of urban dynamics data
deployment cost is much needed for highly populated and
highly polluted juristictions, such as China and India.
1.2 Research Significance
Air pollution, together with other urban dynamics data, are
both temporally and spatially correlated. The correlation
of different dimensions is shown in Fig 1. Firstly, the air
pollution at a specific area has been correlated with its
historical value, for air quality changes continuously in the
real world. Secondly, due to the dispersion of air pollutants,
air pollution at a particular location is highly dependent on
the air quality of its neighborhood locations. In addition,
the meteorology information of any nearby places has to be
considered as the dispersion process is significantly affected
by wind speed, temperature, pressure, etc.
As mentioned in the previous section, existing research
mainly took into account the temporal correlation of air
quality data. In some related work [10], [15], [16], [17], the
authors attempted to incorporate the spatial information in
air pollution forecasting. However, they simply added the
data of nearest stations as the input of their model, without
considering the relative location of the data.
In this paper, we design Deep-AIR, a hybrid deep learn-
ing framework for air pollution forecast. It incorporates a
convolutional neural network (CNN) component to extract
the spatial feature of the data, and a recurrent neural net-
work (RNN) component to learn the temporal feature. The
contributions of our work include:
• This is the first deep learning model that includes
CNN network in learning the spatial feature of air
pollution data. With the specially designed structure,
we can handle the spatial effect of different urban
dynamics of air pollution.
• Our framework is the first deep learning model
that can generate a geographically fine-grained air
pollution forecast without the help of any ancillary
sensors.
• With the incorporation of spatial features, our pro-
posed hybrid CNN+LSTM model achieves a better
forecasting performance than the existing baseline
models including ARIMA and pure LSTM.
2 METHODOLOGY
We design Deep-AIR, a deep learning framework based
on the unique spatio-temporal characteristics of urban dy-
namics data. Our deep learning structure consists of three
components. A data pre-processing component uses inter-
polation methods to deal with the missing data. A residual
convolutional neural network component (AirRes) is then
used for spatial feature extraction. The top structure consists
of two Long Short Term Memory (LSTM) layers, which are
used to learn the temporal features of historical air pollution
data and generate forecasting results. The overall structure
of Deep-AIR is shown in Fig. 2
Fig. 2. Overview of Deep-AIR, our novel hybrid CNN-LSTM deep learn-
ing framework
2.1 Data Pre-processing Component
We divide the city of Beijing into 3km×3km grids. Each grid
has its own air pollution data, plus other urban dynamics
data as proxy input data. Hence, for each time slot, the
3input data of the whole city can be seen as an n-channel
image. Each pixel corresponds to a grid of the map, and
each channel corresponds to one kind of air pollution or
other proxy data. Since deep learning models require fixed
size of input data, the data pre-processing component is nec-
essary to solve two major challenges brought by the special
characteristics of urban dynamics data: the incompleteness
of historical records and the geographical sparsity of air
pollution monitoring stations.
One commonly used method to overcome missing val-
ues is to directly omit the missing values, filling the missing
data with zeros or randomly generated values, another
method is to fill in the missing values with the latest
valid observation or linear interpolation. The first approach
creates a huge noise to the dataset since the missing part of
the dataset contains necessary information in air pollution
forecast. The second method alleviates the loss of informa-
tion to a certain extent. However, simple linear interpolation
can not be used to generate a geographically fine-grained
distribution of urban dynamics data since the observed
points are sparse.
Our model incorporates a two-step pre-processing com-
ponent to handle data incompleteness in temporal and
spatial dimensions separately. We first conduct a linear
interpolation of historical data for a short period in the
temporal dimension. A Kriging interpolation is then applied
to generate a grid dataset for the whole city. To verify the
validation of the spatial interpolation, we analyze the spatial
correlation of different urban dynamics data between the
different stations using Pearson’s correlation coefficient:
ry =
∑n
=1( − )(y − y)Ç∑n
=1( − )2(y − y)2
(1)
The results are shown in Table 1. All air pollution data
and part of the meteorology data of different stations are
strongly correlated. Following the correlation test, we per-
form Kriging interpolation for the dynamics that have a
strong correlation (R > 0.6) across stations, and fill in the
missing values of other dynamics with zeros. The strong
spatial correlation of air pollution concentration of different
points also supports the use of the same model for the
forecasts of all grids on the map, instead of training a
different model for each grid.
2.2 Deep Residual Component
Convolutional neural network (CNN) has been widely ac-
knowledged as the best tool for spatial feature extraction,
and has been utilized in state-of-the-art Computer Vision
studies. However, CNN has hardly been employed in the
field of air pollution forecast. [18] applied CNN in air pollu-
tion forecast, but only one-dimensional convolutional layers
were used, and were only applied on the temporal dimen-
sion. [19] used a CNN component in its air pollution forecast
framework, but the component was used to process photos.
In our framework, after the interpolation component, we
obtain a city-wide ”picture” of urban dynamics. Hence our
model is capable of utilizing the powerful characteristics of
CNN in extracting spatial information.
Deep Residual Network In order to let the model learn
as large a scope of information as possible, a CNN with
Fig. 3. Residual unit
Fig. 4. The inner structure of Deep Residual Component
deep structure is needed. For this purpose, we employ Deep
residual network (ResNet) in our framework. ResNet [20]
is a type of CNN that has very deep structure due to its
internal residual units. A typical residual unit consists of a
few convolutional layers and an identity mapping, as shown
below:
X(+1) = X() + F(X()) (2)
where X() and X(+1) denote the input and output matrix of
the th unit. F denotes the mapping function conducted by
the convolutional layers. The residual units create shortcut
for the information flow, and benefit the training process of
very deep networks [20]. It is also used in other scenarios of
urban computing such as traffic flow prediction [21].
1×1 convolution Although the input data of our model
is ”picture” like, the structure of ResNet in our framework
need to be modified to adapt to the special characteristics
of urban dynamics. As mentioned in the first section, the
dispersion of air pollutants is strongly dependent on the
meteorology status such as pressure and wind speed of
4TABLE 1
Pearson’s Coefficients of Urban Dynamics across All Stations
Data Type AQI TrafficPM2.5 PM10 NO2 CO O3 Status Speed Count
Value 0.84 0.76 0.67 0.70 0.88 0.31 0.43 0.24
Data Type MeteorologyPressure Temperature Wind direction Precipitation Wind speed Humidity
Value 0.99 0.98 0.91 0.25 0.56 0.19
Fig. 5. Structure of an LSTM block
nearby grids. Therefore, we need to facilitate the infor-
mation exchange of different channels of input data. To
address this challenge, we propose the AirRes structure,
as shown in Fig. 4. In this structure, 1×1 convolutional
layers are inserted between the 3×3 convolutional layers
of residual units. 1×1 convolution is widely known for its
capability to reduce the number of channels in GoogLeNet
architecture [22]. However, it can also facilitate information
interflow across channels [23] because the output of a 1×1
convolutional layer is equivalent to a linear combination of
different feature maps. Results in Table 3 show that the 1×1
convolution layer improves the performance of ResNet in
air pollution forecasting.
To further facilitate the forecast accuracy, we add ex-
ternal auxiliary input data apart from urban dynamics in-
cluding day of the week and hour of the day. Since these
data are of categorical value, they are first provided in the
form of one-hot vector and then sent to an embedding layer
to be transformed into real-valued vectors. The embedding
layer before the AirRes unit can reduce the dimension of
the auxiliary data, and hence reduce the parameters and
enhance learning efficiency.
2.3 LSTM Layers
After the Deep Residual Component has extracted high-
level spatial features of each time step, the feature matrix of
each time step is sent to a Long Short Term Memory (LSTM)
structure as input. LSTM neural network is a special kind
of Recurrent Neural Network (RNN) characterized by more
complex memory blocks than simple neurons at each time
step. A memory block consists of several gates to control the
information flow of the internal memory cells. The structure
is shown in Fig 5. Due to the carefully designed gates, LSTM
networks avoid the problem of gradient vanish/explosion
that often occurs in RNN. It can remember long term tem-
poral features and works well on time series data.
The LSTM layers in our framework take the feature
matrix generated by the Deep Residual Component, and
output a vector for each grid as the predicted air pollution
value.
3 EXPERIMENTAL SETTING AND RESULTS
3.1 Experiment Setting
TABLE 2
Urban Dynamics Data Collected in Beijing from Jan, 2017 to Jul, 2018
Air Quality Meteorology Traffic
Available Points 35 18 227
Data Type 5 6 3
Update Frequency 1 hour 3 minutes 10 minutes
We test the accuracy of the fine-grained air pollution
forecast on the dataset we collect in Beijing for 19 months
(Jan, 2017- Jul, 2018). Three kinds of urban dynamics data
are used as input of the model, as shown in Table 2. The
5Algorithm 1 Patch Training for Deep-AIR
Require: urban dynamics map D = {DT}, air pollution
data map Q = {QT}, temporal range T , temporal
window length W, station location range L, network
structure ƒ , network parameters θ
1: Temporal interpolation for D and Q
2: repeat
3: for t = 1,2...T do
4: Obtain urban dynamics map {Dt′}t−W<t′<t
5: Sample  from {1,2...L}
6: for t′ ∈ (t −W, t) do
7: Crop the input patch dt
′
 from Dt
′
8: Spatial interpolation for dt
′
 without data of grid

9: end for
10: Obtain air pollution forecast for grid  at time t:
yt = ƒθ(d
t−W+1
 , ..., d
t−1
 )
11: Collect the ground-truth air pollution value qt from
Q
12: Calculate the loss L = ‖qt − yt ‖2
13: BP: θ← θ − λ∂L/∂θ
14: end for
15: until stopping criteria is met
air pollution data are collected from 35 public air quality
monitoring stations, and the meteorology data are collected
from 18 meteorology monitoring stations in Beijing. The
traffic data are collected via the web API provided by Gaode
Map, and traffic information of 227 major roads of Beijing
are used as input. For the data updated more frequently
than once per hour, we average them for each hour so that
the time-stamps of every kind of data are aligned to 1 hour.
We use 80% of data as training set, 10% as validation set,
and the last 10% as testing set. The three different sets of
data are divided in chronological order.
We divide the city of Beijing into 3km×3km grids, so
that the training and testing data of each time step is a
50×55 map with 16 channels (14 urban dynamics channels
and two auxiliary channels). The historical data of all of
the stations except for a randomly picked one are used as
input. The output is the concentration value of five different
air pollutants of that particular station in the coming hour.
The output is compared to the ground truth air quality data
provided by the chosen monitoring station. We use mean
average percentage error (MAPE) as metric to measure the
forecasting error as follows:
MAPE =
|y − y∗ |
y
× 100% (3)
The missing values of all time series are filled by lin-
ear interpolation in the temporal dimension. For the grids
without urban dynamics data, the data are filled by Krig-
ging interpolation in spatial dimension. The two channels
of categorical auxiliary channels are first processed by an
embedding layer, and then sent to the AirRes component
together with the urban dynamics channels. The effective
scope of the AirRes component is 15×15, and we use a
patch training algorithm to train the model, as illustrated in
Algorithm 1. For each iteration, a 15 × 15 patch of the map
with the selected station at the center is used as the input of
the proposed Deep-AIR model, and the output of the model
is the air pollution concentration value of the center grid.
As the patch move through the whole map, the model can
generate a fine-grained forecasting of the whole city.
The AirRes component consists of 4 residual units, and
each residual unit has two 3×3 convolution layers with
batch normalization and ReLU activation function. 1×1 con-
volution layer is added between each two of the Residual
units. For the LSTM component, the hidden size is set to
128, and the window length is set to 48. We use stochastic
gradient decent to train the model, and the training process
is stopped when the validation error is not improved in the
latest 5 epochs.
3.2 Results
After choosing the best hyper-parameters based on the
performance on the validation set, a test set is utilized to
evaluate the forecast error of the model. Fig. 6 is a scatter
diagram of the forecast values and ground truth values of
PM2.5 concentration. The scatters are distributed around the
line of the identity mapping, and the R2 value between
the forecast values and ground truth values is 0.82. If we
evaluate the forecast values using the air quality levels
according to the ambient air quality standards (GB 2095-
2012) released by the Chinese government, the accuracy of
the prediction is 80.0%. It shows that the forecast values are
generally consistent with the ground truth values.
Fig. 6. Forecast and ground truth values of PM2.5 on the test set
TABLE 3
Error Rates of Different Models in Percentage
Model Training Error Testing Error
LSTM 20.1 35.6
ConvLSTM 18.9 32.7
ResNet-LSTM 17.5 28.5
Deep-AIR 15.7 27.1
Table 3 compares the average error rate of our model
and baseline models. Our proposed Deep-AIR model has
the best performance in providing a fine-grained forecast of
air pollution across the city. With the AirRes componet, our
model can learn the spatial information and achieves better
6TABLE 4
Error Rate of Separate Pollutants
Pollutant PM2.5 PM10 NO2 CO O3
Training Error 17.0 17.7 16.5 14.3 18.9
Testing Error 31.9 25.5 26.2 16.9 37.2
result than a LSTM model. We also compare our model
with ConvLSTM, which is a typical structure for spatio-
temporal data processing that combines CNN with LSTM.
Experiment results show that our model with separate
components for spatial and temporal correlations performs
better. In addition, compared to a ResNet component with-
out 1×1 convolution, our AirRes structure achieves higher
forecasting accuracy.
Table 4 shows the forecast errors of different kinds of
air pollutants. It can be seen that the model gives the best
performance in forecasting the concentration of CO, while
it can not forecast O3 with a satisfactory accuracy. This
means that the variation trend of O3 concentration is not
as disciplinary as that of other pollutants. The huge gap
between the forecast error on the training set and testing set
implies that irregular sudden changes of O3 occur from time
to time, and the neural network fails to accurately model the
pattern.
4 CONCLUSIONS
In this study, we have proposed a hybrid deep learning
structure (Deep-AIR) for fine-grained air quality forecast.
This is the first study that utilizes a Convolutional Neural
Network to capture the spatial information of air pollution
related data. Experimental results have shown that our
hybrid deep learning framework outperforms other existing
baseline models in generating fine-grained air pollution
forecasts. The improvement of air quality forecast accuracy
will carry significant positive impacts on public health
and environmental policy making. Our novel methodology
taking into account of the unique characteristics of spatio-
temporal data can potentially contribute to a wide variety of
urban applications, such as crowd flows prediction, traffic
control, and related socio-economic research topic at the
district and the city level of any highly populated and
developing countries, such as China.
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