In this paper, we present and discuss a deep mixture model with online knowledge distillation (MOD) for largescale video temporal concept localization, which is ranked 3rd in the 3rd YouTube-8M Video Understanding Challenge. Specifically, we find that by enabling knowledge sharing with online distillation, fintuning a mixture model on a smaller dataset can achieve better evaluation performance. Based on this observation, in our final solution, we trained and fintuned 12 NeXtVLAD models in parallel with a 2-layer online distillation structure. The experimental results show that the proposed distillation structure can effectively avoid overfitting and shows superior generalization performance. The code is publicly available at: https://github.com/linrongc/solution_ youtube8m_v3
Introduction
Temporal concept localization within videos, which aims at automatically recognizing/retrieving topic related video segments, is one of critical and challenging problems to enable real world applications, including video search, video summarization, action recognition and video content safety etc. To accelerate the pace of research in this area, Google Research launched the 3rd YouTube-8M video understanding challenge and released 237K human-verified segment labels in addition to the about 6M noisy video-level labels. The goal is to retrieve related video segments from an unlabeled testing set for each of the 1000 classes. How to effectively leverage the large but noisy video-level labels for temporal localization is the main challenge.
One of the straightforward ideas is to pretrain models on the video-level dataset and then finetune the models using the smaller segment-level dataset. This approach turns out to be very effective in solving the problem. Also, we find that increasing parameter number of models by making the model wider can further improve the performance.
But the marginal gains quickly diminish as the model are more likely to overfit the training dataset. Another way to increase the complexity of prediction system is to combine multiple models. Techniques to combine a set of weaker learners to create a strong learner, including bagging and boosting, are widely used in solving traditional machine learning problems. It is capable of reducing model variance and avoiding overfitting. However, in the era of deep learning, with millions even billions of parameters, single neural network could easily overfit the whole training dataset. The marginal gains from naive ensemble of multiple similar models also quickly diminish.
In this work, we propose a new approach by training a mixture of multiple base models in parallel with online knowledge distillation. With similar parameter number, a mixture model with online knowledge distillation can generalize better in the finetuning task than the wider model or the naive mixture. One possible explanation is that the online distillation part give each of the base models a holistic view of the similarity space and avoid the mixture model to overfit the smaller dataset. Based on this assumption, we built a 2-layer mixture model, which is a mixture of 4 MixNeXtVLAD models. And each of the MixNeXtVLAD model is a mixture of 3 base NeXtVLAD models [16] . In summary, we trained 12 NeXtVLAD models in parallel and enabled a 2-layer online distillation structure. Experimental results show the superior generalization performance in the finetuning task, compared to simple mixture models or wider models.
Related Work

Deep Neural Network for Video Classification
With the availability of large-scale video dataset, researchers proposed many deep neural networks and achieved remarkable advances in the field of video classification. In general, these approaches can be roughly summarized into 4 categories: (a) Spatiotemporal network [13] [12] [25] . By regarding the temporal dimension as the extension of spatial dimensions, these models mainly [26] . Use other information or methods to generate features for video representation and classification.
Learnable Pooling Methods
In the field of computer vision, aggregating multiple features into a single compact feature vector has been a long-standing research problem. Techniques, including BoW(Bag of visual Words) [23] , FV(Fisher Vector) [19] and VLAD(Vector of Locally Aggregated Descriptors) [11] , are widely used in computer vision systems [14] [21], including image/video retrieval, classification and localization. Recently, inspired by the work of VLAD, a learnable pooling network, NetVLAD, is firstly introduced in [3] to solve the problem of place recognition. In the task of video understanding with pre-extracted frame level features, NetVLAD shows superior performance [3] [17] . Several other variants, including NeXtVLAD [16] and Non-local NetVLAD [24] etc, were proposed to further improve the parameter efficiency and generalization performance.
Knowledge Distillation
Knowledge distillation [10] is an effective and popular approach for model compression by distilling a complex teacher model to a simpler student model. The success of transferring the dark knowledge between networks has inspired many novel research work in com-puter vision [15] [20] [7] . Recently, researchers find that, rather than the one-way knowledge transfer, enabling collaborative learning of several simple student models with a two-way knowledge sharing can achieve superior results [30] [29] and can be efficiently trained within a distributed training system [2] .
Solution
Solution Overview
The overall structure of the solution to generate video segments for each of the 1000 topics is illustrated in Figure 1. The system is comprised of three phases: (1) candidate generation via a video level classifier. Only the top 20 topics are considered to be existed in the video. An offline analysis demonstrate that those candidates cover over 97% of the positive samples(recall) in the segment training dataset. This step significantly reduce the search space. (2) a segment level classifier is used as a ranker to assign probabilities to each of the 5s segments in the video. The segment level classifier is directly finetuned from the video level classifier. (3)we combine the video topic scores P vid (K)and segment topic score P seg (K) via a value model:
And finally, for each of the 1000 topics, we retrieve the top 10K video segments ranked by the combined score. The whole system relied heavily on the performance of video and segment level classifier. How to build a accurate and robust classifier is the essential part of the solution.
NeXtVLAD Model
The base model used in our classifier is NeXtVLAD model, which achieved the best single model performance in the 2nd YouTue-8M video understanding challenge. Before diving into the final solution, we will first briefly review the NeXtVLAD pooling network and NeXtVLAD model for video classification.
A NeXtVLAD pooling network, as shown in Figure 2 , is a variant of NetVLAD, which is a differentiable network inspired by traditional Vector of Locally Aggregated Descriptors(VLAD). Considering a video input x with M frames and each of the frame is represented as N-dimension feature, a NeXtVLAD expand the input dimension by a factor of λ at first via a linear projection to beẋ with a shape of (M, λN ). Thenẋ is splitted into G groups, each of which is represented asx g . The NeXtVLAD pooling is a mixture of group-level NetVLAD aggregations into K clusters:
and v g jk is the output of group level NetVLAD aggregation:
Finally, a l 2 normalization, a.k.a. intra-normalization, is applied to the aggregated features for each of the clusters:
The l 2 normalization is one of essential parts to make features extracted from different videos or video segments are comparable. And it is also one of the reasons why finetuning a video-level model can work well as a segment level classifier. As illustrated in Figure 5 , in the NeXtVLAD model designed for video classification, video and audio features are aggregated by two NeXtVLAD pooling networks separately. Then the aggregated features are concatenated and fed into a dropout layer before a FC layer is applied to reduce the dimension of the encoded features. After the dropout layer, a context gating layer is appended to capture the dependency among topics. Finally, a logistic model is used as the final classifier.
MixNeXtVLAD Model
Training multiple base models in parallel and distill knowledge from the mixture predictions to sub-models via a distillation loss is firstly introduced in [29] and applied to the video classification problem in [16] where L bce is the binary cross entropy and KL(Sof t(p e , T ) Sof t(p m , T )) represents distillation loss, which is the KL divergence between the soften predictions:
Sof t(p, T ) = Sof tmax(z/T ) (7) in which z is the logits of prediction p. A larger T value will emphasize more on the smaller values in the prediction and thus share more knowledge about the learned similarity in the task space. One of the main assumptions is that the online distillation loss will provide a holistic view for sub-models to the task space during training. If we dive closer to the binary cross entropy loss of the mixture prediction L bce (y, p e ), we can find the loss capture the remaining part which is not covered by the predictions from all the sub-models. In other word, if one sub-model capture part of the true prediction, then the information will be ignored by the loss for other sub-models. As a result, the predictions of sub-models are diversified during training. The distillation loss between mixture prediction and individual prediction will ensure the sub-models have the holistic view of the whole task space. Figure 3 shows one example of the online distillation loss of a MixNeXtVLAD Model during training. The distillation loss is optimized(decreasing) at the beginning then increasing steadily as we further minimize the whole objective function (Figure 4 ). The increase of the distillation loss at later stage of training is a implicit proof of our assumption.
Deep Mixture of NeXtVLAD Models with Online Distillation
A deep mixture of NeXtVLAD models with online distillation (MODNeXtVLAD thereafter), which is the model used as our final solution, is a intuitive extension of the MixNeXtVLAD Model. As shown in Figure 7 , MOD-NeXtVLAD is a mixture of 4 MixNeXtVLAD models, each of which is a mixture of 3 base NeXtVLAD Models. So in total, in MODNeXtVLAD, 12 NeXtVLAD models are trained and finetuned simultaneously. As for the knowledge distillation part, knowledge is firstly distilled from the final prediction to each of the mixture models, then from mixture prediction to each of the NeXtVLAD models. For simplicity, we apply the same parameter(T in this case) in the two-stage knowledge distillation.
To be general, the MOD structure forms a simple 2-layer model-level hierarchy, where each sub-tree is an independent mixture model and knowledge is distilled from root to leaves one layer at a time. One advantage of the MOD structure is its suitability for distributed training. Except for knowledge distillation loss and mixture of logits, models in different subtrees can be trained independently and thus can be located in different physical devices and the communication(network) overhead is negligible. So in our implementation, we applied model parallel distributed training strategy instead of data parallel to improve the training efficiency. With data parallel strategy, the training speed of one NeXtVLAD model in 2 Nvidia 1080TI GPUs is about 400 examples per second. By enabling model parallel in training 12 same NeXtVLAD models with MOD structure and model parallel strategy, we can achieve a training speed of 140+ examples per second using 4 Nvidia 1080 TI GPUs. are generated by an annotation machine from a vocabulary of 3862 visual entities. These video-level labels is not verified by human and thus noisy in terms of label quality. For every second of the videos, frame-level features, including a 1024-dimensional visual feature and a 128-dimensional audio feature, are precomputed and provided for model training.
Experimental Results
Dataset and Evaluation Metrics
Youtube-8M Segment Dataset
As an extension of the original YouTube-8M dataset, the segement dataset contains 237K human-verified segment labels on 1000 classes. These segments are sampled from the validation set of the Youtube-8M video dataset and contains exactly 5 frames. Each segment label indicates whether the 5s segments contains objects of the target class. Compared Table 1 . Performance comparison of single models trained on frame-level features. The parameters inside the parenthesis represents (group number G, cluster number K, expansion factor λ, hidden size H).
Model
Parameter to the video dataset, this segment dataset is clean but much smaller. How to leverage the large amount but noisy video level labels is one of the main challenges.
Evaluation Metrics
In the 3rd Youtube-8M video understanding challendge, submissions are evaluated using Mean Average Precision at K (MAP@K):
where C is the number of classes, N c is the total positive samples in the class, P (k) is the precision at cutoff k and rel(k) is an indicator function to represent whether the k th items belong to class c. The metric is an approximate of the area under Precision-Recall curve.
Implementation Details
Our implementation is based on the TensorFlow starter code provided by the organizer. All the models are run at a machine with 4 Nvidia GPUs. We follows the same settings in [] to train video level models. For a fair comparison, each model is trained for about 500K steps to guarantee the convergence. As for larger models, including our final model, we use a batch size of 80 to avoid out of memory in GPUs.
In the finetuning stage, all the models are trained with a batch size of 512. The dropout rate and the l2-normalization penalty are increased to 0.75 and 1e-4 respectively aiming to prevent overfitting. Models are trained for 10 epochs on the segment dataset using the Adam optimizer with a intial learning rate of 0.0002. The learning rate is decayed by a factor of 0. Generally speaking, models which are pretrained on the larger video dataset outperform models without pretrain. While a larger NeXtVLAD model with more parameters can achieve better MAP score, one single and small NeXtVLAD model used in 2-layer mixture with online knowledge distillation shows superior performance.
Mixture Model Comparison
We evaluate the one-layer MixNeXtVLAD model (Figure 6) with different settings and one two-layer mixture of NeXtVLAD model, which is the model used in our final submission.
As illustrated in Table 2 , the MixNeXtVLAD model without knowledge distillation(T=0) shows the similar performance with the larger NeXtVLAD model(NeXtVLAD large). By gradually increasing the value of T, the generalization performance is improved accordingly. The results indicates that, with higher value of temperature(T), more knowledge are distilled from the mixture model to each single model. The knowledge distillation part can effectively avoid model overfitting.
Also, a two-layer mixture model, MODNeXtVLAD, can easily outperform one-layer mixture model even with less number of parameters. The results directly prove the parameter efficiency and better generalization performance of the proposed deep mixture structure with online distillation.
Conclusion and Future Work
In this paper, we proposed a novel deep mixture model with online knowledge distillation and evaluated the model performance in the 3rd YouTube-8M video understanding challenge. The model can be efficiently trained in a distributed training system because of the low communication cost between the base models. The experimental results shows that, in a finetune task, online knowledge distillation can effectively improve the generalization performance of the mixture model.
Due to the resource limit, only a 2-layer mixture model with online distillation is included in the experiment. Whether a deeper mixture model with online knowledge distillation can further improve the generalization performance still need to be verified.
