Abstract: How can we harness nature's power for computations? Our society comprises a collection of individuals, each of whom handles decision-making tasks that are abstracted as computational problems of finding the most profitable option from a set of options that stochastically provide rewards. Society is expected to maximize the total rewards, while the individuals compete for common rewards. Such collective decision making is formulated as the "competitive multi-armed bandit problem (CBP)." Herein, we demonstrate an analog computing device that uses numerous fluids in coupled cylinders to efficiently solve CBP for the maximization of social rewards, without paying the conventionally-required huge computational cost. The fluids estimate the reward probabilities of the options for the exploitation of past knowledge, and generate random fluctuations for the exploration of new knowledge for which the utilization of the fluid-derived fluctuations is more advantageous than applying artificial fluctuations. The fluid-derived fluctuations, which require exponentially-many combinatorial efforts when they are emulated using conventional digital computers, would exhibit their maximal computational power when tackling classes of problems that are more complex than CBP. Extending the current configuration of the device would trigger further studies related to harnessing the huge computational power of natural phenomena to solve a wide variety of complex societal problems.
Introduction
The benefits to an organization (the whole) and those to its constituent members (parts) sometimes conflict. For example, let us consider a situation wherein traffic congestion is caused by a driver making a selfish decision to pursue his/her individual benefit to quickly arrive at a destination. In a situation wherein a car bound from south to north approaches an intersection where preceding vehicles are stalled while the signal is about to turn red, the driver must refrain from selfishly deciding to enter the intersection. Otherwise, the car would obstruct other vehicles' paths in the west and east directions, stalled in the intersection after the signal turned red. Thus, the whole's benefit can be spoiled by that of a part.
The conflict between the whole's benefit and that of the parts frequently arises in a wide variety of situations in modern society. Confrontations between communities and wars between nations can be seen as caused by collisions of global and local interests. Is it extremely visionary to think that human For simplicity, we consider here the minimum CBP, i.e., two players (1 and 2) and two machines (A and B), as shown in Figure 1 . It is supposed that a player playing a machine can obtain some reward, a coin for example, with the probability P i . Figure 1c shows the payoff matrix for players 1 and 2. If a collision occurs, i.e., two players select the same machine, the reward is evenly split between those players. We seek an algorithm that can obtain the maximum total rewards (scores) of all players. To acquire the maximum total rewards, the algorithm must contain a mechanism that can avoid the "Nash equilibrium" states, which are the natural consequence for a group of independent selfish players, and can determine the "social maximum [9, 10] " states. Here, the "social maximum" is defined as the state of decisions of all players that can obtain maximum total rewards of all players in a payoff tensor. When dealing with CBP in this study, there are cases where the social maximum gives the Pareto optimality. However, the former does not always coincide with the latter in a more general context. In our previous studies [11] [12] [13] [14] , we showed that our proposed algorithm called "tug-of-war (TOW) dynamics" is more efficient than other well-known algorithms such as the modified -greedy and softmax algorithms, and is comparable to the "upper confidence bound1-tuned (UCB1T) algorithm", which is known as the best among parameter-free algorithms [15] . Moreover, TOW dynamics effectively adapt to a changing environment wherein the reward probabilities dynamically switch. Algorithms for solving CBP are applicable to various fields such as Monte Carlo tree search, which is used in algorithms for the "game of GO" [16, 17] , cognitive radio [18, 19] , and web advertising [20] .
Herein, by applying TOW dynamics that exploit the volume conservation law, we propose a physical device that efficiently computes the optimal machine assignments of all players in a centralized control. The proposed device consists of two kinds of fluids in cylinders: one representing "decision making by a player" and the other representing the "interaction between players (collision avoider)". We call the physical device the "TOW bombe" owing to its similarity to the "Turing bombe" invented by Alan Turing, the analog electric circuit used by the British army for decoding the German army's "enigma code" of the during World War II [21] . The assignment problem for M players and N machines can be automatically solved simply by repeatedly operating (up-and-down operation of the fluid interface in a cylinder) M times at every iteration in the TOW bombe without calculating the evaluation values of O(N M ). This suggests that an analog computer is more advantageous than a digital computer, if we appropriately use the natural phenomena. Although the problems considered here are not really nondeterministic-polynomial-time (NP) problems, we can show advantages of natural fluctuations generated in the device and suggest a possibility to extend the device to apply to NP problems. The randomness of fluctuations generated automatically in the real TOW bombe might not be high, but there are ways to enhance randomness. For example, turbulence occurs if we move an adjuster rapidly in an up-and-down operation. Using the TOW bombe, we can automatically achieve the social maximum assignments by entrusting the huge amount of computations for evaluation values to the physical processes of fluids.
TOW Dynamics
Consider an incompressible fluid in a cylinder, as shown in Figure 2a . Here, X k corresponds to the displacement of terminal k from an initial position, where k ∈ {A, B}. If X k is greater than 0, we consider that the liquid selects machine k.
We used the following estimate Q k (k ∈ {A, B}):
Here, ∆Q k (t) is +1 or −ω according to the result (rewarded or not). Otherwise, it is 0. ω is a weighting parameter (see Method).
The displacement X A (= −X B ) is determined by the following difference equation:
Here, δ(t) is an arbitrary fluctuation to which the liquid is subject. Consequently, the TOW dynamics evolve according to a particularly simple rule: in addition to the fluctuation, if machine k is played at each time t, +1 and −ω are added to X k (t) when rewarded and non-rewarded, respectively (Figure 2a) . The authors have shown that these simple dynamics gain more rewards (coins or packet transmissions in cognitive radio) than those obtained by other popular algorithms for solving the BP [11] [12] [13] [14] . Many algorithms for the BP estimate the reward probability of each machine. In most cases, this "estimate" is updated only when the corresponding machine is selected. In contrast, TOW dynamics uses a unique learning method which is equivalent to updating both estimates simultaneously owing to the volume conservation law. TOW dynamics can imitate the system that determines its next moves at time t + 1 in referring to the estimate of each machine, even if it was not selected at time t, as if the two machines were simultaneously selected at time t. This unique feature is one of the sources of the TOW's high performance [14] . We call this the "TOW principle." This principle is also applicable to a more general BP (see Method).
The TOW Bombe
The TOW bombe for three players (1, 2 and 3) and five machines (A, B, C, D and E) is illustrated in Figure 2b . Two kinds of incompressible fluids (blue and yellow) fill coupled cylinders. The blue (bottom) fluid handles a player's decisions made, while the yellow (upper) one handles interaction among players. Machine selection of each player at each iteration is determined by the height of a red adjuster (a fluid interface level), and the highest machine is chosen. When the movements of blue and yellow adjusters stabilize to reach equilibrium, the TOW principle in the blue fluid holds for each player. In other words, when one interface rises, the other four interfaces fall, resulting in efficient machine selections. Simultaneously, the action-reaction law holds for the yellow fluid (i.e., if the interface level of player 1 rises, the interface levels of players 2 and 3 fall), contributing collision avoidance, and the TOW bombe can search for an overall optimization solution accurately and quickly. In normal use, however, blue and yellow adjusters must have fixed positions not to move.
The dynamics of the TOW bombe are expressed as follows:
Here, X (i,k) (t) is the height of the interface of player i and machine k at iteration step t. If machine k is chosen for player i at time t, ∆Q (i,k) (t) is +1 or −ω according to the result (rewarded or not). Otherwise, it is 0. δ(t) (i,k) is an arbitrary fluctuation (see Method) .
In addition to the above-mentioned dynamics, some fluctuations or external oscillations are added to X (i,k) . These added fluctuations or oscillations are sensitive to the TOW bombe's performance, because fluctuations represent exploration patterns in the early stage.
Thus, the TOW bombe operates only by adding an operation which raises or lowers the interface level (+1 or −ω) according to the result (success or failure of coin gain) for each player (total M times) at each time. After these operations, the interface levels move according to the volume conservation law, calculating the next selection for each player. In each player's selection, an efficient search is achieved as a result of the TOW principle, which can obtain a solution accurately and quickly for trial-and-error tasks. Moreover, through the interaction among players via yellow fluid, the Nash equilibrium can be avoided, thereby achieving the social maximum [9, 10] .
Results for CBP
To show that the TOW bombe avoids the Nash equilibrium and regularly achieves an overall optimization, we consider a case wherein (P A , P B , P C , P D , P E ) = (0.03, 0.05, 0.1, 0.2, 0.9) as a typical example. For simplicity, part of the payoff tensor that has 125 (=5 3 ) elements is described as follows; only matrix elements for which each player does not choose low-ranking A and B are shown (Tables 1-3) . For each matrix element, the reward probabilities are given in the order of players 1, 2 and 3.
Social maximum (SM) is a state in which the maximum amount of total reward is obtained by all the players. In this problem, the social maximum corresponds to a segregation state in which the players choose the top three distinct machines (C, D, E), respectively; there are six segregation states indicated by SM in the Tables. In contrast, the Nash equilibrium (NE) is a state in which all the players choose machine E independent of others' decisions; machine E gives the reward with the highest probability, when each player behaves selfishly. Table 2 . Payoff matrix of the case where (P C , P D , P E ) = (0.1, 0.2, 0.9), player 3 chooses D. Table 3 . Payoff matrix of the case where (P C , P D , P E ) = (0.1, 0.2, 0.9), player 3 chooses E. The performance of the TOW bombe was evaluated using a score: the number of rewards (coins) a player obtained in his/her 1000 plays. In cognitive radio communication, the score corresponds to the number of packets that have successfully transmitted [18, 19] . Figure 3a shows the TOW bombe scores in the typical example wherein (P A , P B , P C , P D , P E ) = (0.03, 0.05, 0.1, 0.2, 0.9). Since 1000 samples were used, there are 1000 circles. Each circle indicates the score obtained by player i (horizontal axis) and player j (vertical axis) for one sample. There are six clusters in Figure 3a corresponding to the two-dimensional projections of the six segregation states, implying the overall optimization. The social maximum points are given as follows: (the score of player 1, the score of player 2, the score of player 3) = (100, 200, 900), (100, 900, 200), (200, 100, 900), (200, 900, 100), (900, 100, 200) and (900, 200, 100). The TOW bombe did not reach the Nash equilibrium state (300, 300, 300).
In our simulations, we used "adaptive" weighting parameter ω, meaning that the parameter is estimated by using its own variables (see Method). Owing to this estimation cost, clusters of circles are not located exactly at the social maximum points. If we set weighting parameter ω at 0.08, which are calculated as γ = P B + P C (see Method), those clusters are located exactly on the social maximum points (see Figure 4 in Ref. [22] ). Figure 3b shows TOW bombe performance, sample averages of the total scores of all players up to 1000 plays, for three different types of fluctuation, respectively. The black, red and blue lines denote the cases of internal random fluctuations, internal fixed fluctuations and external oscillations, respectively (see Method). The horizontal axis denotes the sample averages of maximum fluctuation. In the maximal case, the average total score has gained nearly 1200 (=100 + 200 + 900), which is the value of the social maximum, although there are some gaps resulting from estimation costs. Average of maximal uct. Average of maximal uct. We can conclude that only the internal random fluctuations, which are supposed to be generated automatically in the real TOW bombe, exhibit higher performance and fairness. This conclusion is consistent even in cases where we set weighting parameter ω at 0.08. This indicates the construction of a novel analog computing scheme which exploits nature's power in terms of automatic generation of random fluctuations, simultaneous computations using a conservation law and intrinsic efficiency.
Results for the Extended Prisoner's Dilemma Game
Although the payoff tensor has N M elements, the TOW bombe need not hold N M evaluation values. It is noted that the congestion effects, where each reward probability is divided by the number of players due to the collisions, appeared only in the diagonal elements of the payoff tensor. If we ignore the diagonal elements, N evaluation values are sufficient for each player's estimation of which machine is the best because the problem becomes independent of the three BPs. Therefore, using the TOW bombe, the CBP is reducible to an O(N M) problem when implementing a collision-avoiding mechanism handled by yellow fluid, although, in a strict sense, the computational cost must include the cost for providing random fluctuations generated by the fluids' physical dynamics. In Figure 3b However, this is not the cases if we focus on more complex problems, such as the "Extended Prisoner's Dilemma Game"; we must prepare more than N M evaluation values because a player's reward is drastically changed according to the selections of other players in this problem.
Consider a situation wherein three people are arrested by the police and are required to choose from the following five options: in what follows, P, R, R1, R2, S1, S2, S3, T1, T2, and T3 are reward probabilities that specify the problem for players (prisoners). The notation was borrowed from Ref. [23] ):
• the set of reward probabilities for the charges (0, 0, 0) is (R2, R2, R2);
: the social maximum; • the (2, 2, 2) → (P,P,P): the Nash equilibrium.
Otherwise, each difference between his or her degree and the minimum degree of the pattern determines a reward probability. If his/her degree is the same as the minimum degree, the reward probability is "T," otherwise "S." Moreover, the difference between his or her degree and the minimum degree of the pattern is added to it. For example, the (1, 1, 0) → (S1,S1,T1), the (2, 2, 1) → (S1,S1,T1), the (3, 1, 1) → (S2,T2,T2). Here, we set T3 = 0.79, T2 = 0.76, T1 = 0.73, R = 0.70, R1 = 0.60, R2 = 0.55, P = 0.50, S1 = 0.40, S2 = 0.30 and S3 = 0.20. Therefore, the social maximum is (R,R,R). Here, charges (2, 1, 1), (1, 2, 1), and (1, 1, 2) are special states from which the police cannot extract any information because it is assumed that the police know in advance that there are one main suspect and two accomplices in the problem setting. We treat as exceptional states those where the same R is assigned to all the prisoners, although their charges are different. The complete list of reward probabilities is shown in Table 4 . Table 4 . Cont.
Selection Pattern Degree of Charges Probability

Discussion
Introducing the TOW bombe, we extracted a method to harness the computational power of nature from fluid dynamics; the TOW bombe exploits (1) the physical generation of random fluctuations; (2) simultaneous (concurrent) computations via the conservation law; and (3) its intrinsic efficiency [14] . Another significant aspect of fluids from which we tried to exploit computational power is their capacity to produce "genuine randomness", which is generated through the fluctuating movements of the massive number of molecules of which they are comprised. We represented the fluid-derived fluctuations as "M-random fluctuations" by making exponentially-many combinatorial efforts. However, we were unable to satisfactorily exploit the power of M-random fluctuations. This is because, as long as we use the current configuration of the TOW bombe, we cannot accommodate a class of problems whose complexity cannot be reduced to O(N M). Therefore, we need to extend the configuration of the TOW bombe so that it can be applied to solving more complex classes of problems, such as the "Extended Prisoner's Dilemma Game" and others with O(N M ) complexity.
Unfortunately, it is difficult to solve the "Extended Prisoner's Dilemma Game" type of complex problem using the TOW bombe in general. We have some ideas regarding TOW bombe extension using some fluid compressibility, local inflow and outflow, a reservoir for blue or yellow fluid, a time order of fluctuations and quantum effects such as non-locality and entanglement. If we assume the relaxation processes of fluids, we can extend our model so that it can exploit more flexible dynamical effects from the movements of fluids, such as those originating from velocity-dependent reaction, delay, dissipation and synchronization. If we successfully extend the TOW bombe, all possible multiplayer decision-making problems in our framework could be solved. We will also investigate whether our approach confronts some of the fundamental difficulties considered in "Arrow's impossibility theorem [24] ". The TOW bombe can also be implemented on the basis of quantum physics. In fact, the authors have exploited optical energy transfer dynamics between quantum dots and single photons to design decision-making devices [25] [26] [27] [28] . Our method might be applicable to a class of problems derived from CBP and broader varieties of game payoff tensors, implying that wider applications can be expected. We will report these observations and results elsewhere in the future.
Methods
The Weighting Parameter ω TOW dynamics involves the parameter ω which is sensitive to its performance. From analytical calculations, it is known that the following ω 0 is sub-optimal in the BP (see [14] ):
where it is assumed that P A is the largest reward probability and P B is the second largest. In the CBP cases (M-player and N-machine), the following ω 0 is sub-optimal:
where P (M) is the top Mth reward probability. Players must estimate ω 0 using its variables because information regarding reward probabilities is not given to players. We call this an "adaptive" weighting parameter. There are many estimate methods, such as Bayesian inference, but we simply use "direct substitution" herein. Direct substitution uses R j (t)/N j (t) for P j , where R j (t) is the number of reward gains from machine j through time t and N j (t) is the number of plays of machine j through time t.
TOW Dynamics for General BP
In this paper, we use TOW dynamics only for the Bernoulli type of BP in which the reward r is 1 or 0. Another type of TOW dynamics can also be constructed for general BP in which the reward r is a real value from an interval [0, R]. Here, R is arbitrary positive value, and the reward r is selected according to given probability distribution whose mean and variance are µ and σ 2 , respectively.
In this case, the following estimate Q k (k ∈ {A, B}) is used instead of Equation (1):
Here, N k is the number of playing machine k until time t and r k (j) is the reward in k at time j, where γ * is the following parameter:
If machine k is played at each time t, the reward r k (t) and −γ * are added to X k (t − 1).
Generating Methods of Fluctuations
Internal Fixed Fluctuations
First, we define fixed moves O k (k = 0, · · · , 4), as follows:
where A is an amplitude parameter. Note that ∑ 
Here, t is a time. For each machine k (k = 1, · · · , 5), we use the following set of fluctuations, respectively:
osc (2,k) 
osc (3,k) 
if num = 0;
if num = 1;
if num = 2;
if num = 3;
if num = 4. It always holds that ∑ 3 i=1 osc (i,k) (t) = 0 and ∑ 5 k=1 osc (i,k) (t) = 0. These conditions mean that added fluctuations to X (i,k) can be cancelled in total. In other words, the total volume of blue or yellow fluid does not change. As a result, we create artificial "internal" fluctuations.
Internal Random Fluctuations
First, a matrix sheet of random fluctuations (Sheet (i,k) ) is prepared. Here, i = 1, · · · , 3 and k = 1, · · · , 5.
7. The matrix sheet is summed up in a summation matrix Sum (i,k) . 8. Repeat from two to seven for D times. Here, D is a parameter.
We used the following set of fluctuations:
where A is an amplitude parameter. It always holds that ∑ 3 i=1 osc (i,k) (t) = 0 and ∑ 5 k=1 osc (i,k) (t) = 0 as well as the internal fixed or random fluctuations. The total volume of blue or yellow fluid does not change. As a result, we create "internal" M-random fluctuations naturally. At every time step, this procedure costs exponential computations of O(N M ) with a digital computer.
External Oscillations
Herein, we used completely synchronised oscillations osc (i,k) (t) added to every player's X (i,k) , osc (i,k) (t) = A sin(2πt/5 + 2π(k − 1)/5),
where i = 1, · · · , 3 and k = 1, · · · , 5. A is an amplitude parameter. These oscillations are externally provided by appropriately controlling the blue and yellow adjusters.
