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ABSTRACT




Chair: Prof. Tamas Gombosi
Alfven waves emanating from the chromosphere have been suggested as a possible
driver of coronal heating and solar wind acceleration. Here, we explore whether
Alfven waves can simultaneously predict the observed extreme ultraviolet (EUV)
emission from the lower corona and the in-situ measurements of the solar wind.
For the rst time, a global magnetohydrodynamics (MHD) model driven by wave
turbulence was developed. This model, the Alfven Wave Solar Model (AWSoM), ex-
tends from the top of the chromosphere up to 2 AU. It solves the two-temperature
MHD equations coupled to wave transport equations. Wave pressure gradients ac-
celerate the wind, while wave dissipation due to a turbulent cascade is the only
heating mechanism. The strength of this new model is in the unied approach for
describing wave dissipation in both open and closed eld lines. The three-dimensional
distribution of heating and acceleration rates that can explain both EUV and in-situ
observations emerges naturally and self-consistently from this approach.
We explored the transport of wave energy in the corona by producing synthetic
emission lines from the model results. The line proles, whose widths depend on
xx
the wave amplitude, were compared to spectral observations. We demonstrated that
turbulent dissipation can simultaneously explain the observed heating rates and wave
amplitudes in the lower corona.
Wind acceleration was studied by simulating the ionization of heavy elements as
they ow along open eld lines. The emission due to the predicted charge states was
calculated and compared to spectral observations up to a height of 1.16Rs above the
limb. We found that the model cannot explain all the spectral observations at these
heights; however, it can qualitatively reproduce and explain the large-scale variations
in charge state composition observed in the slow and fast wind. Finally, the possible
presence of supra-thermal electrons was shown to improve the agreement with both
remote and in-situ observations.
This work shows that turbulent Alfven waves can explain the large-scale structure
of the corona, solar wind, and charge-state composition. The AWSoM model consti-
tutes a major step toward a physics-based global solar model, and can improve our




The "empty" space in the solar system is lled by a rareed ionized gas, or plasma,
which originates in the solar atmosphere. The plasma is carried from the Sun in all
directions in an ever-present ow called the solar wind. The solar wind is embedded
with a magnetic eld, originally generated by the Sun, and carried away by the
wind ow. The solar wind can interact with the space environment of other solar
system bodies. Solar storms and other disturbances in the solar atmosphere release
matter and energy into the solar wind, which propagate into interplanetary space
and interact with the ambient solar wind. If these disturbances reach the near-
Earth space environment, they may trigger various phenomena such as distortions of
the geomagnetic eld, enhancement of electrical currents in the magnetosphere and
ionosphere, auroral activity, precipitation of energetic particles and so forth. These
phenomena may cause disruptions to electrical systems both in space and on the
ground, and pose a hazard to astronaut safety. The conditions of the plasma and the
magnetic eld in interplanetary space are collectively referred to as Space Weather.
As society becomes increasingly dependent on space technology, there is a greater
need to better understand and predict space weather. Understanding the processes
dominating the solar atmosphere and the solar wind is thus a crucial part of the study
of space weather.
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The solar environment allows us to study how plasmas behave under conditions
that cannot be recreated in the laboratory, and to explore plasma processes over a
large range of spatial and temporal scales. Many naturally occurring phenomena in
the solar environment present us with challenging scientic problems.
In the last few decades, considerable eort was made to better understand this
system, with an increasing availability of observations and the development of com-
plex computational models. This allowed for signicant progress to be made, but a
number of questions still remain unanswered. Two of the main outstanding problems
in solar physics concern the heating of the solar corona and the formation and accel-
eration of the solar wind. This work aims to build on previous eorts, and explore
these questions using large-scale sophisticated numerical simulations, complemented
by observations of the solar corona and solar wind.
1.1 The Solar Corona
The solar corona is the hot extension of the Sun's atmosphere, lled with solar
material that has been fully-ionized due to high temperatures of 1-2 million degrees.
The corona cannot be seen by the naked eye, since the much larger brightness of
the solar disk prevents the emission from the corona to be discerned. Solar eclipses,
during which the solar disk is occulted by the moon, have provided humankind with
spectacular views of the corona. Contrary to planetary atmospheres, which are sim-
ple spherical shells around the body, the solar corona exhibits signicant structure,
with bright, petal-like features extending outward up to 2-4 times the solar radius,
interspersed by darker regions. The corona, which stands for "crown" in Latin, owes
its name to this formation.
The solar corona can be imaged by an instrument called a coronagraph - which
imitates a solar eclipse by occulting the solar disk from the imager. Figure 1.1 shows
composite white-light images of the corona taken during two solar eclipses, from 1998
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and 2001. The outer part of each composite was taken by the LASCO C-2 coronagraph
on board the Solar and Heliospheric Observatory (SoHO) satellite, which has been
monitoring the solar environment since 1995.
Figure 1.1: Eclipse and SOHO/LASCO C-2 composite of the solar corona, credit: S.
Koutchmy. The left images were taken during a solar eclipse in 1998 (dur-
ing solar minimum). The right images were taken during a solar eclipse in
2001 (during solar maximum). .
The coronal plasma is organized into observed structures by the solar magnetic
eld, which is generated by a magnetic dynamo process in the solar interior. The
magnetic eld lines penetrate through the solar surface and extend into the corona.
The coronal magnetic eld lines can be either "closed", i.e. both ends of the eld lines
connect back to the surface, or "open" i.e. they are attached to the Sun at only one
end, while the other end is stretched into interplanetary space (theoretically, these
eld lines close at innity). The corona is made up of ionized plasma and the charged
particles move along magnetic eld lines while gyrating around them. This causes
the plasma to be "trapped" along closed magnetic eld lines, known as coronal loops,
which appear in X-ray images of the lower corona (e.g. Orrall , 1981). The largest
closed-eld structures appear as the bright regions in white-light coronagraph images,
where the increased brightness is due to their higher densities. These structures are
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commonly called helmet streamers. Along open magnetic eld lines, the hot coronal
plasma can escape into interplanetary space. This causes open eld regions to have
lower densities, and to appear darker in images of the corona (e.g. Zirker , 1977).
Because of this, open eld regions are often called coronal holes.
The large scale topology of the corona slowly changes throughout the 11-year
long solar activity cycle, due to changes in the intrinsic solar magnetic eld. During
solar minimum, the solar magnetic eld is close to a dipole conguration; the helmet
streamers are centered in a belt around the solar magnetic equator, while coronal
holes are mostly conned to the magnetic poles (see left panel of Figure 1.1). During
solar maximum the corona is much less organized, with a patchier streamer belt and
coronal holes appearing at all latitudes (see right panel of Figure 1.1).
1.2 The Solar Wind
Away from the Sun, coronal plasma is accelerated radially outward, eventually
forming the solar wind, which becomes supersonic beyond about 10 solar radii. Since
the solar wind is invisible due its low density, its existence was only revealed in the
20th century. Before the advent of the space-age, when spacecraft rst detected the
solar wind particles, it was only through indirect deduction that the concept of a
solar wind was developed. Carrington was the rst to relate a solar are event to a
geomagnetic storm occurring a day later, as early as 1859. However, it was only in
1916 that Birkeland suggested that continual auroral activity could be explained by
a continuous ow of both negative and positive charged particles. A continuous ow
of particle was also suggested by Biermann in 1951 from his study of the direction of
comet tails.
Nowadays, the solar wind is routinely detected and analyzed by spacecraft, which
has supplied us with a wealth of information about the wind speed, density, temper-
ature, magnetic eld and composition. Figure 1.2 shows Ulysses observations of the
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solar wind speed during solar minimum (left) and maximum (right). The sunspot
number is shown in the bottom panel, which indicates the variation of solar activity
during the cycle. Ulysses's orbit around the Sun was close to polar and provided
measurements from almost all latitudes. The plots reveal that the solar wind con-
sists of two distinct types: the fast (  700km=s) and slow ( 400km=s) solar wind.
During solar minimum, the slow wind is concentrated around the equator, more or
less aligned with the streamer belt in the corona. During solar maximum fast and
slow wind ows are mixed together at all latitudes. These two wind types dier not
only in their speed but also in their temperature, density and heavy element and ion
composition. Furthermore, the slow wind shows high temporal variability in all these
quantities, while the fast wind is more steady in nature, as will be discussed further
below.
1.3 Early Theoretical Models of the Corona and Solar Wind
The idea of a continuous ow from the solar atmosphere was not easily accepted
since it was believed that the solar atmosphere has to be in hydrostatic equilibrium
due to the large gravitational force of the Sun. As pointed out in Parker (1958), the
thermal speed of hydrogen ions in a coronal plasma of 3MK will be  260 km/s,
while escape from the solar gravitational eld would require a minimum speed of 500
km/s.
However, motivated by Biermann's observations of comet tails mentioned above,
Parker was the rst to show that a hydrostatic corona cannot exist, and established
the rst theoretical picture of the solar wind. Using the Euler equations for a spherical
atmosphere, he showed that a static solution will lead to a nite plasma pressure at
innity. He concluded that the solar atmosphere must expand into interplanetary
space, and that the plasma ow becomes super-sonic away from the Sun. The Parker
hydrodynamic solution is a corner-stone of solar physics; however, the wind speeds it
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Figure 1.2: Ulysses measurements of the solar wind speed as a function of heliolatitude
for solar minimum (left) and for solar maximum (right). The curve is colored
by the radial polarity of the magnetic eld: red and blue indicate an outward
and inward pointing magnetic eld vectors, respectively. The bottom panel
shows the sunspot number variation with time, which indicates the level of
solar activity. The white vertical line marks the periods over which the wind
speed data was gathered. The wind speed plots are overlaid on top of composite
images of the solar disk and the corona typical of each period. Each composite
is made of three images: the innermost is an EUV image taken by the Extreme-
ultraviolet Imaging Telescope (EIT) on board SoHO, blended into the Mauna
Loa K coronameter image, and the outermost taken by the LASCO-C2 white
light coronagraph on board SoHO. The left composite was taken on 8/17/1996
and the right composite was taken on 12/07/2000.(Taken from: McComas
et al., 2003).
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predicts are too low, suggesting there is an additional energy source missing from the
description.
The Parker solution is purely hydrodynamic, and the magnetic eld does not
play a part in determining the wind ow properties. Since the solar atmosphere is
made of an ionized quasi-neutral plasma, its evolution will be coupled to the mag-
netic eld evolution. The simplest approximation for describing this system is the
equations of ideal Magnetohydrodynamics (MHD). The MHD equations are obtained
from coupling the Euler equations to the Maxwell equations for electromagnetic elds,
resulting in a self-consistent description of both the plasma and the magnetic eld.
In ideal MHD the plasma is assumed to be fully ionized and to have innite electric
conductivity; in addition, the plasma is assumed to behave as a single uid, i.e the
negatively and positively charged particles are moving with the same velocity.
One of the interesting features stemming from ideal MHD, is the concept of frozen-
in magnetic ux - the magnetic ux in a volume of plasma must be conserved as the
plasma is convected. This means that as the wind is accelerated away from the Sun,
it continuously carries away the magnetic eld embedded within it. This explains
the open eld lines stretching from the corona into interplanetary space. As the
Sun rotates, consecutive parcels of plasma that ow radially outward are released
from dierent azimuthal angles. As a result, the eld lines frozen into the ow
will develop spiral shapes in the heliopshere. This is the well-known Parker Spiral,
depicted schematically in Figure 1.3.
The solar corona and solar wind are both highly structured, with a bi-modal (fast
and slow) wind, and open and closed eld line regions in the corona. The rst ideal
MHD model of the solar corona that takes these structures into acount was presented
by Pneuman and Kopp (1971). They assumed the corona is axi-symmetric, and that
the intrinsic magnetic eld can be described by an ideal dipole. This conguration is
an idealization of a solar minimum corona. Their work demonstrated the eects the
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outward ow has on the magnetic eld, and vice versa. By advancing the solution
iteratively, they were able to solve for the steady-state conguration of the magnetic
eld and the wind ow. Figure 1.4 shows the results, where dashed curves represent
the initial dipole magnetic eld, while solid curves represent the nal steady state
conguration. Several important eects can be learned from this result. First, mag-
netic eld lines from higher latitudes are stretched outward by the ow and become
"open", thus forming the coronal holes. The closed eld lines around the equator re-
main closed, but their shape is stretched compared to the dipole eld. The material
along these lines is trapped by the magnetic loops and remains in static equilibrium.
This closed eld region can be identied as the streamer belt. Further, one can note
that open eld lines expand super-radially, with the largest expansion occurring for
eld lines coming from mid-latitude regions. The rst open eld lines just outside the
streamer legs reach the magnetic equator at a heliocentric distance of  2:5R. This
leads to the formation of a current layer at the equatorial plane, since the eld lines
lying on each side of the equator are coming dierent hemispheres and have opposite
magnetic polarities. This layer is known as the Heliospheric Current Sheet, and is
observed in the solar wind throughout the heliosphere.
1.4 The Coronal Heating Problem
The solar corona has provided us with one of the most fascinating mysteries of
space research. Although it is much dimmer than the Sun in the visible light range, the
solar corona is actually about 200 times hotter than the solar surface. This means that
thermal energy transport from the solar surface into the corona due to either radiation,
convection or conduction, cannot supply the required heating. In particular, thermal
conduction will cause heat from the corona to ow back down toward the Sun, and
not the other way around. Thus heating the corona requires non-thermal energy to
be transported from the solar surface into the corona. The challenge of identifying
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Figure 1.3: The Parker Spiral shown for open eld lines rooted in dierent latitudes on the
solar surface.
Figure 1.4: MHD solution for an axi-symmetric corona with an ideal dipole magnetic eld.
The dashed lines denote an initial dipole magnetic eld lines, while the solid
curves show the magnetic eld due to the interaction with a steady outward
ow of the solar wind. (Taken from Pneuman and Kopp, 1971).
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the non-thermal heating mechanism is referred to as the "coronal heating problem",
and has been the focus of numerous theoretical and observational studies over the
last few decades. Despite this considerable eort, a conclusive theoretical model of
coronal heating has not yet been achieved.
The thermal structure of the dierent layers of the solar atmosphere are depicted
in Figure 1.5, which also lists their respective temperatures. The innermost layer is
called the photosphere. This is the solar surface as viewed in the visible range. The
solar radiation reaching Earth mainly originates in this layer, which has a temperature
of  5000 K. The layer just above it is the chromosphere, named after its red color
(which can only be seen with the naked eye during total eclipses). The chromosphere
contains dynamic features such as laments and spicules. It is separated from the
corona by a thin layer called the transition region. Across this region, the density
sharply drops, and the temperature rises by two orders of magnitude. The density
and temperature proles from the photosphere and up to the corona are shown in
Figure 1.6.
Necessary Ingredients of a Coronal Heating Theory
The main requirements of any coronal heating theory are that it must identify and
describe:
1. the energy source for the heating.
2. the mechanism by which this energy is transported into the corona.
3. how this energy is converted into thermal energy.
4. quantitative predictions that can be directly compared to observations.
Several theories have been developed which satisfy these requirements, usually invok-
ing either wave phenomena or magnetic reconnection as the driver of coronal heating
(c.f. Karachik and Pevtsov , 2011). However a further complication of the coronal
heating problem is that dierent parts of the corona have very dierent temperatures.
The challenge of explaining the observed global distribution of coronal heating rates
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is still not fully addressed.
Figure 1.5: The dierent layers of the solar atmosphere, visible at dierent wavelength
due to their dierent temperatures, as observed by SDO. Image credit:
NASA/SDO.
1.5 The Basic Wind Acceleration Problem
The processes responsible for the formation and acceleration of the fast and slow
solar wind are still not well understood. The rst question to arise regards the
magnitude of the wind speed in the heliosphere (as observed e.g. by Ulysses, see
Figure 1.2). The thermal energy of coronal plasmas is much smaller than the energy
required for the wind to overcome the gravitational pull of the Sun and reach the
kinetic energy found in the other end of the wind trajectory, both for slow and fast
wind ows (see, e.g., Parker (1958)). This suggest that there are additional sources
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Figure 1.6: Density and temperature as function of distance, from inside the photosphere
up to the corona.
of momentum and energy that need to be identied and taken into account.
Since the introduction of these rst models, considerable eort has been made to
improve our understanding of the processes responsible for solar wind acceleration. A
robust theory of the solar wind formation must not only explain the wind speeds, but
also their three-dimensional distribution, and how this distribution varies during the
solar cycle. Since the wind is organized by the solar magnetic eld, models that aim
to describe the global structure of the solar atmosphere often rely on the observed
photospheric magnetic eld as an inner boundary condition. The eorts to develop
such global models, and their successes and shortcomings are described below.
1.6 Global Models of the Solar Environment
Whatever the mechanisms responsible for coronal heating and wind acceleration
are, it is clear that both problems are closely related, as the dynamical processes in the
corona are feeding and driving the solar wind. Thus any rst-principles model should
attempt to self-consistently describe the entire system, and be able to reproduce
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observed properties in the corona, as well as in the inner heliosphere, where the solar
wind reaches its nal speed and the fast and slow solar wind ows should be clearly
identied.
Current state of the art models of the solar environment can be divided into two
major types:
1. Idealized models which prescribe the magnetic eld topology (usually that of
an ideal polar coronal hole) - this allows a detailed description of the small-scale
physical processes involved in coronal heating or wind acceleration.
2. Realistic global (3D) models which use the measured photospheric magnetic
eld as input. These usually use a more simplied approach, often invoking empirically-
motivated heating functions.
Although models of the rst type can be used to gain a deeper physical insight
into the dynamics of ideal structures, global models allow us to test our theories
against specic observations of realistic congurations of the system. For example,
the shape, location and plasma properties of coronal holes and streamers change over
time; with a global model driven by the measured photospheric magnetic eld, we can
compare the model predictions to remote and in-situ observations taken at the same
time. Furthermore, the study of space weather prediction relies on the development
of robust and validated models, which are capable of reproducing as large a range
of observables as possible. These include the density and temperature distributions
in the solar corona, as well as the ow properties of the solar wind. As these are
organized by the magnetic eld, such models should be able to treat any magnetic
topology self-consistently. Models with idealized and prescribed magnetic elds are
therefore less suited for space weather prediction eorts.
Early 3D models of the corona were based on a potential eld extrapolation of
the measured photospheric magnetic eld (e.g. Altschuler and Newkirk , 1969). In
this picture, the magnetic potential, M , is assumed to obey the Laplace Equation,
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r2M = 0, which holds only when no currents are present. These models were
successful in predicting the location of major topological features of the corona, such
as helmet streamers and coronal holes, but their assumptions were restrictive and
known to be physically invalid in the corona, where a variety of current systems
occur. In addition, potential eld models are inherently not self-consistent, as they
do not take into account the eect of the plasma on the magnetic eld.
First attempts at a self-consistent 3D model were based on ideal magnetohydro-
dynamics (MHD). The rst global numerical model that solved the MHD equations
using the photospheric magnetic eld as an inner boundary condition was presented
in Usmanov (1993). This model included a self-consistent description based on rst
principles, and solved the MHD equations from the bottom of the corona up to 1AU.
Although it was successful in qualitatively reproducing the observed wind properties
at 1AU close to the ecliptic plane, it did not fully capture the bi-modal distribution
of wind speeds, as speeds higher than 600km/s were not obtained.
Later models (Linker et al., 1999; Mikic et al., 1999; Riley et al., 2006) have
employed a modied energy equation, in which the polytropic index of the plasma
was reduced, in order to reproduce the observed density and temperature proles
in the corona. This suggests that thermodynamic processes, probably related to
coronal heating, are missing from the standard MHD equations. These models were
able to reproduce the large-scale morphology of coronal holes and helmet streamers,
and showed good agreement with full disk and coronagraph images. However, they
extended only to 30R and therefore could not predict the wind speeds at 1AU.
The rst global models that were able to reproduce the large scale bi-modal struc-
ture of wind speeds were presented by Roussev et al. (2003); Cohen et al. (2007).
These models extend from the base of the corona up to 1-2AU, and the polytropic
index was varied everywhere in the domain in order to account for the dierent heat-
ing and acceleration rates. In addition, the inner boundary conditions at the base
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of the corona were determined empirically, so that the 1MK corona already exhibits
a three-dimensional structure. Although they capture the overall solar wind struc-
ture, the modied polytropic index may produce unphysical results in the presence
of CMEs and shocks.
The main limitation of the models discussed above is that the inner boundary is set
at the bottom of the corona with temperatures in the 1MK range, thus avoiding the
problem of the formation of the hot corona from the much cooler chromosphere. Other
models have addressed coronal heating more directly by setting the lower boundary at
the top of the chromosphere (Lionello et al., 2009; Downs et al., 2010), and employing
a more sophisticated physical description of the system by including thermodynamic
processes such as coronal heating, heat conduction and radiative cooling in the MHD
equations. These models were the rst to include the transition region in a global 3D
model and produce simulated EUV images of the lower corona. By comparing the
simulated EUV emission to observations one could test the temperature and density
distributions predicted by the model. Although successful in reproducing key features
in the observations, they were restricted by the use of geometric heating functions in
order to describe coronal heating. Thus the heating mechanism was not described self-
consistently, as it did not evolve with the plasma. Furthermore, dierent geometric
heating functions had to be introduced in order to account for the dierent heating
rates observed in coronal holes, streamer belts and active regions. It should also be
noted that these eorts were focused on reproducing the observed emission from the
lower corona, and did not attempt to predict the distribution of solar wind properties
in the heliosphere.
The discussion above points to two main issues that need to be addressed in
order to develop a self-consistent global model which is capable of addressing both
coronal heating and wind acceleration. First, in order to gain a meaningful physical
understanding of the processes dominating the corona and solar wind, the use of
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geometric heating functions and empirical boundary conditions must be avoided as
much as possible. Second, the model must explain both the formation of the 1MK
corona from the cooler underlying chromosphere, as well as the bi-modal distribution
of wind speeds. In order to achieve this, the computational domain must extend
from the top of the chromosphere out to the solar wind at 1AU. This will enable us
to test whether the model can describe and reproduce observations of both remote
observations of the lower corona, and in-situ observations in the solar wind. The aim
of the work presented in this thesis is to develop such a global model, and compare
its predictions to as wide a range of observations as possible. For this purpose, we
need to not only explain the global distribution of densities, temperatures and speeds
of the plasma, but also address the well-known variations in chemical composition
observed in the corona and the solar wind. These are described in the next Section.
1.7 Distinct Properties of the Fast and Slow Wind
The solar wind has been measured and analyzed extensively over the last few
decades, and considerable amounts of data have been gathered. This has led to the
identication of several properties that are distinctly dierent when measured either
in the fast or slow wind. The main dierences are summarized in Table 1.1, and
described below.
The rst three rows of Table 1.1 show typical values of wind speed, proton density
and temperature measured by Ulysses (Ebert et al., 2009). The ow properties of
the fast wind are relatively steady (e.g. McComas et al., 2008), while those mea-
sured in the slow wind are highly variable (Schwenn and Marsch, 1990; Gosling , 1997;
McComas et al., 2000). The two wind types dier in their heavy element and ion com-
position. The abundances of elements heavier than helium in the solar atmosphere
are low. The photospheric abundances of the most abundant elements are listed in
the second column of Table 1.2, based on Feldman et al. (1992). For each of the
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heavy elements, the photospheric abundance is less than 0.001 relative to the hydro-
gen abundance. Although the abundances obtained using dierent observations and
diagnostic techniques may vary (see, for example, Asplund et al., 2009; Caau et al.,
2011), these variations amount to less than 4% of the values reported in Table 1.2.
In the corona, the abundances of certain elements are higher than the photospheric
values, but these are usually enhanced by only a factor of 3-4 (as discussed in more
detail in Section 1.7.1). Thus, heavy element abundances are very low compared to
the main components of the plasma, and therefore their contribution to the overall
dynamics of the solar atmosphere is negligible.
The importance of the heavy elements in the solar atmosphere lies in their re-
sponse to the state of the plasma in which they are embedded, making them impor-
tant tracers of the evolution of the corona and solar wind. Indeed, both the elemental
abundances and the ionization states of the heavy ions vary between dierent coronal
structures, such as coronal holes, closed-eld structures, and active regions, as dis-
cussed in Sections 1.7.1 and 1.7.2. These dierences are reected in the fast and slow
solar wind, as summarized in Table 1.1. The fast wind exhibits abundances char-
acteristic of the photosphere and coronal holes (von Steiger et al., 2001; Zurbuchen
et al., 1999, 2002), while the slow wind exhibits abundances similar to that of the
closed-eld corona (Feldman and Widing , 2003).
In addition, the charge state composition of the fast and slow wind are markedly
dierent. The ionization status of dierent ions measured in-situ in the solar wind
can supply us with information about the electron temperature and density in the
region at which these ions were formed. This process is described at length in Section
1.7.2. Here we briey mention that the charge states measured in the fast wind are
compatible with a coronal electron temperature of 1.0MK, similar to that occurring
in coronal holes (e.g. Gloeckler et al., 2003; Zurbuchen, 2007), while the charge states
in the slow wind are compatible with coronal electron temperatures of 1.5MK, sim-
17
Value at 1AU Slow Wind Fast Wind
Speed [km/s] a 392 (variable) 745 (steady)
Proton Density [cm 3] a 5.55 2.12
Proton Temperature [105 K] a 0.80 2.46
Charge States b Consistent with coronal Consistent with coronal
Te  1 106K Te  1:5 106K
Elemental Abundances Coronal (FIP Bias) Photospheric
a as reported in Ebert et al. (2009) based on Ulysses measurements.
b based on estimations by Gloeckler et al. (2003), who used the O7+/O6+ ratios measured by
Ulysses to calculate the coronal electron temperature using the equilibrium model of Ko et al.
(1997).
Table 1.1: Summary of fast and slow solar wind properties. Details are in the text.
ilar to the temperature of closed-eld regions (e.g. Gloeckler et al., 2003; Zurbuchen
et al., 2002).
Finally, we note that similar to the ow properties, the chemical composition of the
fast wind is relatively steady (Geiss et al., 1995; von Steiger et al., 1995; Zurbuchen,
2007), while that of the slow wind is highly variable (Zurbuchen and von Steiger ,
2006; Zurbuchen, 2007).
1.7.1 Elemental Abundances
Abundances in the quiet Sun and in active regions are modied compared to their
abundances in the photosphere depending on their First Ionization Potential (FIP)
The FIP of the most abundant elements in the solar atmosphere are listed in the third
column of Table 1.2. Meyer (1985) reviewed the abundances data available at the
time, which included both in-situ observations in the solar wind as well as spectro-
scopic observations in the solar corona, and demonstrated that all abundances showed
the same pattern: elements with FIP larger than 11eV ("high-FIP") were about 4
times more abundant in the corona and wind compared to photospheric abundances,
while those with FIP lower than 9eV ("low-FIP") maintained their photospheric
abundances. This eect is referred to as the FIP bias.
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Element log10 Abundances FIP [eV]
1 H 12.00 13.6
2 He 10.99 24.6
6 C 8.604 11.3
7 N 8.0O5 14.5
8 0 8.93 13.6
10 Ne 8.11 21.6
11 Na 6.33 5.1
12 Mg 7.58 7.6
13 Al 6.47 6.0
14 Si 7.55 8.2
16 S 7.21 10.4
18 Ar 6.65 15.8
20 Ca 6.36 6.1
26 Fe 7.51 7.9
28 Ni 6.25 7.6
Table 1.2: Summary of the most abundant elements in the photosphere, and their First
Ionization Potential. The abundances are shown on a log10 scale, relative to a
hydrogen abundance set arbitrarily at 12 (adapted from Feldman et al. (1992)).
Feldman and Widing (2003) showed that the observed abundances above coronal
holes are close to photospheric abundances, while those found above closed eld re-
gions exhibit a FIP bias of about 4 (see Figure 1.7). The FIP bias increases the longer
the plasma is conned in a closed magnetic structure. The largest FIP bias (15) is
observed in old active regions (Feldman and Widing , 2003; Phillips et al., 2008).
The dependence of elemental abundances on the ionization potential has led Geiss
(1982) to suggest that some electric or magnetic mechanism is responsible for sepa-
rating the ions from the neutrals at the base of the atmosphere . If such a mechanism
exist, then the high-FIP elements, which are not yet ionized in the cooler photosphere,
will not be aected by it, leading to a relative enhancement in low-FIP elements reach-
ing the corona. To date, there is still no clear and conclusive picture that explains the
observed FIP bias in the corona, but several promising theories are being developed
(see Laming (2009, 2012) for a review of this active research area). As mentioned
above, the elemental abundances found in the slow wind exhibit a FIP bias similar
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to that of the closed-eld corona, while those found in the fast wind are similar to
that of the photosphere. Thus the elemental abundances measured in the solar wind,
together with their high variability in the slow wind, impose an important constraint
of theories aiming to explain the formation and acceleration of the fast and slow solar
wind, as we will discuss in Section 1.7.3.
1.7.2 Heavy Ion Charge States
1.7.2.1 Observed Properties
Heavy ion charge state distributions measured in-situ at 1AU and beyond are
known to be signicantly dierent when measured in either the fast or slow solar
wind. The most commonly used charge state indicators of wind type are the average
charge state of iron (< Q >Fe) and the charge state ratios for carbon C
6+/C5+
and oxygen O7+/O6+ (where Xm+ stands for the element X that has lost m of its
electrons). Figure 1.8 shows the variation of these quantities as measured by the
Solar Wind Ion Composition Spectrometer (SWICS, Gloeckler et al., 1992) on board
Ulysses from 1990 to 2010. This period covers two solar minima (centered around
the years 1996 and 2007), separated by a solar maximum, where solar activity peaked
around 2001. The gure shows, from top to bottom: the solar wind speed, the average
charge state of iron, the charge state ratios C6+/C5+ and oxygen O7+/O6+ (overlaid),
and the bottom panel shows the heliocentric distance (black curve) and latitude (red
curve) of the spacecraft. The data reveal two important properties of the charge
state indicators. First, both the C6+/C5+ and oxygen O7+/O6+ ratios are about 1-2
orders of magnitude higher when measured in the slow wind. Dierences in the mean
value of < Q >Fe between the slow and fast wind are more subtle. The mean value
of < Q >Fe in the fast wind is very close to that in the slow wind, although the
range of observed values is wider in the slow wind (this behavior is also reported in
Lepri et al., 2001). Second, all three charge state indicators exhibit high levels of
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Figure 1.7: Elemental abundances vs. First Ionization Potential above polar coronal holes
(top) and above equitorial quiet regions (bottom). Taken from Feldman and
Widing (2003).
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Figure 1.8: Changes in charge state composition in the fast and slow solar wind. From
top to bottom: the solar wind speed, the average charge state of iron, the
charge state ratios C6+/C5+ and oxygen O7+/O6+ (overlaid). The bottom
panel shows the heliocentric distance (black curve) and latitude (red curve) of
the spacecraft. Data courtesy of the ESA/Ulysses Data Service.
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variability in the slow wind, and are steady in the fast wind. This behavior is easily
seen during the solar minima, but the pattern is less clear during solar maximum,
when the wind speed is not organized into a clear bi-modal distribution over latitude
as it does during solar minimum.
1.7.2.2 Charge State Evolution
In contrast to elemental abundances, the charge state evolution along a ow line
can be fully described as long as the ow properties (electron density, temperature,
the ion speed) are known. As the ions propagate away from the Sun, they undergo
ionization and recombination due to collisions with electrons. This leads to an evo-
lution of the charge state distribution, i.e. the fraction of the ions of an element X
at charge state m changes with time depending on the local plasma conditions. A
change in electron density will eectively change the rate at which collisions occur,
while the electron temperature will aect the ionization and recombination rate coef-
cients (which can be determined from atomic physics). Finally, the speed at which
the ions travel will determine the length of time they spend at a given plasma volume
with given electron density and temperature.
At a certain distance from the Sun the plasma becomes colisionless due to the decrease
in density. At this point the charge state evolution is said to "freeze-in", which oc-
curs at distances between 1.5 to 4 R, depending on the element (Hundhausen et al.,
1968). The charge state distribution measured in the solar wind therefore supplies
information about the conditions in the wind source regions in the corona. As such,
heavy ion charge states have played an important role in testing the various theories
concerning the mechanisms responsible for the acceleration of the fast and slow wind,
and in determining the source regions of the slow solar wind.
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1.7.3 The Source Region of the Slow Wind
While it is generally accepted that the fast wind originates from coronal holes,
the markedly dierent heavy element and ion composition of the slow and fast wind
has led to an on-going and vigorous debate regarding the source region of the slow
wind (Kohl et al., 2006; Suess et al., 2009; Abbo et al., 2010; Antiochos et al., 2011;
Antonucci et al., 2012; Antiochos et al., 2012).
Several models explain the distribution of wind speeds by relating the wind accel-
eration rate to the expansion of ux tubes (Suess , 1979; Kovalenko, 1981; Withbroe,
1988; Wang and Sheeley , 1990; Cranmer and van Ballegooijen, 2005; Cranmer et al.,
2007). In this picture, the slow wind originates from the boundary region between
coronal holes and closed eld lines. As the ux tubes rooted in these regions undergo
a larger expansion compared to deeper inside the coronal holes, they lead to smaller
acceleration rates and thus to a slower wind. However, these models do not directly
address the observed dierences in heavy element and ion composition observed in
the fast and slow wind (c.f. Antiochos et al., 2012, and references therein.).
The similarities between the heavy element abundances in the closed-eld corona
and the slow wind, as well as the higher freeze-in temperatures of the slow wind
charge states (see Section 1.7), has led several authors to hypothesize that the slow
wind material originates in the hotter and denser closed eld region in the corona.
Such theoretical models invoke some kind of dynamic release of this material due to
reconnection between open and closed eld lines, although the details of the release
process and the location where it occurs vary (e.g. the Interchange Reconnection
Model, (Fisk et al., 1998; Fisk , 2003; Fisk and Zhao, 2009); the Streamer-Top Model,
(Wang et al., 2000); the S-web Model, (Antiochos et al., 2007, 2011, 2012)). The
idea of dynamic release is also related to the observed variability in the slow wind, in
which not only the wind speed, but also the composition can vary rapidly (Zurbuchen
and von Steiger , 2006; Zurbuchen, 2007), compared to the more steady nature of the
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fast wind.
1.8 Coronal Heating andWind Acceleration by AlfvenWaves
1.8.1 Motivation: Why Alfven Waves?
Existing theoretical models of coronal heating can be broadly classied into AC
and DCmodels (named after AC and DC electric currents). In ACmodels, the heating
and acceleration mechanism is due to some type of continuous wave eld interacting
with the plasma. DC models invoke a series of reconnection events or nano-ares
that impulsively release energy into the plasma. In both cases, the energy source
can be linked back to the mechanical energy of turbulent motions of the eld lines in
the photosphere and chromosphere (although the connection is not always explicitly
described). It is important to note that AC and DC models do not fundamentally
contradict each other. The processes they invoke as the source of heating can co-
exist, although their relative contribution to coronal heating has not been conclusively
determined.
DC models are based on the observation that turbulent convective motions cause
ux tubes to twist and bend around each other. When a critical tilt angle between
adjacent ux tubes is reached, magnetic reconnection will release thermal energy into
the system (e.g. Yeates et al., 2014). From the point of view of global modeling, this
approach presents several important diculties. First, the magnetic energy of the
braided eld lines has to build-up until the structure becomes unstable. As pointed
out in Klimchuk (2006), if this happens too early or too late, the amount of energy
that can be released will be too small or too large, considerably aecting the resulting
heating rate. Second, magnetic reconnection releases the energy impulsively into thin
ux tubes called strands which make up the larger structure (e.g. a magnetic loop),
with dierent strands being heated at dierent times even for the same reconnection
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event. For a global model of the entire 3D corona, resolving this evolution in both
space and time presents a signicant computational challenge. Furthermore, infor-
mation about the convective motions of individual structures is not known. Thus
the basic picture presented here has to be adapted in order to describe the energy
build-up and release process in a more approximate way, while still capturing the
physics.
AC models are based on the fact that the turbulent convective motions at the
solar surface will generate waves that will propagate upward. Their energy can then
heat the corona through wave dissipation. A variety of wave modes exist in the
photosphere and chromosphere, for example: acoustic waves, Alfven waves, and fast
and slow magnetosonic plane waves. However, the sharp density and temperature
gradient in the transition region acts as a lter to most wave modes, limiting the
energy ux that makes it through to the corona. Alfven waves, including the so-
called Alfven-like torsional and kink tube waves, are the most likely to pass through
the transition region with sucient ux.
The advantage of incorporating Alfven waves in a model of the solar atmosphere
is that they can also accelerate the plasma and thus can address the problem of solar
wind acceleration. Turbulent Alfven waves emanating from the chromosphere were
rst suggested as a possible mechanism to both accelerate the solar wind and heat
the plasma in the solar corona by Alazraki and Couturier (1971) and Belcher (1971).
In this picture, the waves exchange energy and momentum with the uid, providing
both the heating and the acceleration necessary to sustain both the corona and the
solar wind. This idea is an attractive choice for global modeling in particular. Since
the waves follow magnetic eld lines, the ux of waves reaching dierent parts of the
corona will be dierent. Thus, in a 3D conguration of the magnetic eld, with open
and closed eld lines, Alfven waves will automatically produce dierent heating and
acceleration rates in dierent regions.
26
1.8.2 Basic Properties of Alfven Waves
Figure 1.9: Schematic view of Alfen waves. Left: direction of the perturbations carried by
the Alfven wave. The background magnetic eld (B0) is in the z directions. The
perturbation in the magnetic eld and velocity are perpendicular to B0, and
have opposite directions along the y direction. An electric eld perturbation
is in the x direction. Right: illustration of the total magnetic eld due to the
propagating wave.
In 1942, Hannes Alfven hypothesized the existence of "electrodynamic-hydrodynamic
waves" (now simply called MHD waves). Alfven realized that any motion of a con-
ducting uid in the presence of a magnetic eld will result in the magnetic eld acting
back on the uid, through the Lorentz force (Alfven, 1942). In the context of MHD,
this interaction is referred to as magnetic tension, by which a magnetized uid will
resist any bending of the magnetic eld lines. If a uid element is displaced perpen-
dicular to the background magnetic eld, B0, it will drag the magnetic eld line with
it, creating a magnetic eld component B in the perpendicular direction, causing a
bending of the eld line. Magnetic tension will act to straighten the magnetic eld
lines, and move the uid element in the opposite direction with velocity u. Thus
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magnetic tension acts as a restoring force, and will cause the disturbance to prop-
agate along the magnetic eld line, much like a wave on a string. This behavior is





where  is the mass density of the uid and 0 is the magnetic permeability of free





where the plus or minus sign depends on the wave polarity, i.e. whether the wave
propagates parallel or anti-parallel to the magnetic eld. It is easy to show that this
relation is equivalent to equipartition of energy, i.e. the magnetic energy and kinetic
energy of the wave are equal at any given moment. The total wave energy density,









hB2i = hu2i (1.3)
where <  > denotes an average over the wave period.
1.8.3 Deriving the Wave Energy Flux
The energy ux of Alfven waves emanating from the chromosphere determines
the energy available for coronal heating and wind acceleration by these waves. Since







where E and B are the total electric eld and magnetic eld vectors, respectively.
For a frozen-in plasma with bulk velocity u, we have E =  uB and S becomes:
S =   1
0
B (B u): (1.5)
We can express the magnetic eld and velocity vectors as a sum of a background state
and an oscillating part: B = B0 + B and u = u0 + u. The oscillatory component
means that in order to get a physically meaningful energy ux we must average the
expression above over a full period. Thus we get:
S =   1
0
h(B0 + B) [(B0 + B) (u0 + u)]i: (1.6)
This expression can be simplied by expanding it and considering the individual
terms. Note that by denition hBi = hui = 0 and hB0i = B0 , hu0i = u0. As
a result, all the terms that are rst-order in the perturbation will drop out. Since
Bjju, the term involving B  u will drop out as well. We recall that for Alfven
waves we have:





Using the last relation we can eliminate u and after some manipulations we get:
S =   1
0
[B0  (B0  u0)] + 1
0
(u0  VAb)hB2i; (1.9)
where b is a unit vector in the magnetic eld direction. The rst term on the RHS
is the ux of electromagnetic energy solely due to the convection of the background
magnetic eld with the plasma ow due to the frozen-in regime, while the second term
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is a purely Alfven waves energy ux. The sign in front of the Alfven speed depends on
whether we consider waves propagating parallel or anti-parallel to the magnetic eld
direction b. We can relate the Poynting ux to the wave energy density w, dened
in Eq. 1.3, to nally get:
Sw = (u0  VAb)w (1.10)
where Sw denotes the Poynting vector arising from the waves alone. This result can
be interpreted as an energy density w propagating at speed u0VAb; i.e. the energy
is carried at a speed which is the sum of the wave phase speed in the rest frame, and
the bulk motion of the magnetized uid. In the chromosphere and very low in the
corona, the wind speed along eld lines is still very low, and the contribution from
the bulk velocity is often neglected.
1.8.4 Estimating the Energy Flux of Alfven Waves in the Solar Atmo-
sphere
The source of Alfven waves in the solar atmosphere is assumed to be the turbulent
uid motions in the photosphere and the constant reconguration of the magnetic eld
in the chromosphere. Regardless of the exact formation mechanism, these rapid and
small scale events create perturbations at the base of the magnetic ux tubes, which
are then propagated outward in the form of Alfven waves. This scenario is depicted
schematically in Figure 1.10. The black arrows show the main magnetic eld (in
the z direction), while the red curves show the magnetic eld due to the wave. The
perturbations due to the wave (which are exaggerated in size for clarity) are in the
y direction, perpendicular to the main eld. The waves propagate along the main
magnetic eld in the z direction.
In a ground breaking paper, De Pontieu et al. (2007) reported on observations of
Alfven waves in the chromosphere and estimated their energy ux. This was made
possible by analyzing the motions of spicules, which are short-lived nger-like jets of
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chromospheric material extending into the corona. Figure 1.11 shows an image of
chromospheric spicules (left panel) and a schematic illustration (right). The eect
of Alfven waves on spicules and other chromospheric plasmas is illustrated in Figure
1.10. The thick orange curve at the bottom of the eld line at the front of the
gure represents the density enhancement due to the spicule. The spicule material
(as well as other chromospheric plasma) will move in a direction transverse to the
magnetic eld due to the Alfven wave propagating through it. De Pontieu et al. (2007)
analyzed Hinode observations of spicule motions and estimated the frequencies and
the amplitudes of the waves traveling through them. This important work was the
rst to quantify the Poynting ux of Alfven waves emitted by the chromosphere,
which can then be carried into the transition region and the corona. With wave
amplitudes ranging between u = 12   15 km/s, the Poynting ux can supply the
energy required for coronal heating and wind acceleration.
Once they reach the corona, Alfven waves propagate along the magnetic eld
lines with velocity VA = VAb. In the complex magnetic topology of the corona,
some of the waves will propagate away into the solar wind along open magnetic
eld lines while those emitted at the foot points of closed eld lines, or loops, are
conned to the corona. This situation is depicted schematically in the top panel
of Figure 1.12. The bottom panel shows an image of a collection of coronal loops,
taken by NASA's Transition Region And Coronal Explorer (TRACE). Two magnetic
ux concentrations (appearing as brownish circles on the solar surface) have opposite
magnetic polarity; the loop is formed by magnetic eld lines (thick blue curves)
connecting these two regions. The thin wavy blue lines represent the magnetic eld
due to Alfen waves propagating along both open and closed eld lines (in a direction
indicated by blue arrows). Along open magnetic eld lines both the plasma and the
waves can escape upward into the solar wind. On coronal loops, waves from the two
foot points will propagate in opposite directions along the loop axis (only a single
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Figure 1.10: Alfvenic perturbations along magnetic eld lines in the chromosphere. The
background magnetic eld is depicted by the black vertical arrows (z direc-
tion). The perturbations associated with the wave are in the y direction, i.e.
perpendicular to the background eld. The waves propagate along the eld
lines (z direction). The orange coloring at the bottom represents a chromo-
spheric feature with enhanced density (such as a spicule or a prominence)
that follows the eld lines as the wave propagates through it. (Taken from
Erdelyi and Fedun, 2007).
Figure 1.11: Left: Ca II image of spicules obtained with the SOT instrument ob board
Hinode (taken from Judge and Carlsson (2010). Right: artist conception
of spicules, seen as protrusion of the chromosphere into the corona. The
Earth's size is shown for comparison (taken from: www:ualberta:ca= 
pogosyan=teaching=ASTRO122=lect9=lecture9:html).
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polarity is shown in the Figure). The shading around the loop represent the density
of the plasma trapped along the loop. The oscillating transverse displacements of the
loop material is represented by the red lines and arrows.
The transverse displacement of the loop material allowed McIntosh et al. (2011)
to identify Alfven waves in coronal loop and estimate their amplitude as u  20
km/s, which leads to a Poynting ux sucient to drive coronal heating and wind
acceleration.
1.8.5 Heating and Acceleration by Alfven Waves
1.8.5.1 Heating
The concept of wave-driven coronal heating satises the requirements for a coronal
heating theory as outlined in Section 1.4:
1. Energy Source: Alfven waves are created in the photosphere and chromo-
sphere due to the constant small-scale reconguration of the magnetic eld; as seen in
Section 1.8.4, the observed wave Poynting ux in the chromosphere and lower corona
is sucient to supply the required energy.
2. Energy Transport: Alfven waves can transport energy from the chromo-
sphere into the solar corona and wind, i.e. in the direction opposite to that of heat
conduction. The waves will undergo damping in the partially ionized chromosphere
due to the nite resistivity (De Pontieu et al., 2001), while the steep density gradient
in the transition region will cause a signicant amount of the wave energy to be re-
ected. However, radiative-MHD simulations by De Pontieu et al. (2007) have shown
that between 3% to 15% of the chromospheric wave energy will be transmitted into
the corona, with a resulting energy ux that is sucient to sustain the corona and
solar wind. Indeed, Alfvenic perturbations are ubiquitous in the solar environment,
and have been observed in the photosphere, chromosphere, in coronal structures, and
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Figure 1.12: Top: Alfven wave propagation in the corona along open eld lines and a
coronal loop. The solid lines blue curves represent magnetic eld lines. The
wavy blue lines show the magnetic eld line due to an upward-propagating
Alfven waves. The solid arrows indicate direction of propagation. The shaded
orange region represents the plasma density along the loop. Red lines and
arrows illustrate the transverse displacements of the plasma due to the waves
(taken from Cargill and de Moortel, 2011). Bottom: An image of coronal
loops in an active region, oriented in dierent directions. The Earth is shown
for size comparison (image courtesy of NASA/TRACE).
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in the solar wind at Earth's orbit (c.f. Banerjee et al., 2011; McIntosh et al., 2011).
3. Energy Conversion: In order to account for coronal heating, these waves
must undergo some sort of dissipation, which will convert the wave energy into ther-
mal energy of the plasma. Several theoretical models of Alfven wave dissipation have
been suggested. These include phase mixing (Heyvaerts and Priest , 1983), turbulent
cascade (Matthaeus et al., 1999), and resonant absorption (Goossens et al., 2011).
4. Observable Predictions: EUV spectroscopy of the lower corona can be used
to:
 test the heating rate by comparing predicted and observed emission rates (which
depend on the electron density and temperature).
 nd evidence of Alfvenic velocity perturbations and estimate their amplitude
using the Doppler-broadening of emission lines.
From all of the above, it is the energy conversion mechanism that is still not well
dened. Although several wave dissipation mechanisms stand on sound theoretical
arguments, it is not clear whether and by how much they contribute to the actual
heating processes in the corona. Direct and conclusive observational evidence to
support these theories is hard to obtain, due in part to the inherent uncertainty in
remote sensing measurements. In this work, we aim to explore whether the turbulent
cascade is a viable candidate to explain coronal heating, and therefore we will discuss
this mechanism in more detail in Section 1.9.
1.8.5.2 Acceleration due to Alfven Waves
Acceleration of the plasma due to Alfen waves is created by gradients in the wave
amplitude. To understand this process we start with the concept of magnetic pressure,
35
which is related to the magnetic eld magnitude by pM = B
2=20. Similar to thermal
pressure, magnetic pressure can be best visualized as the force per unit area that a
magnetic eld exerts on charged particles impinging on the boundary between regions
with and without a magnetic eld (e.g. in the Earth's magnetopause). This force acts
in a direction perpendicular to the discontinuity and the magnetic eld direction. If
we consider a continuous medium lled by a magnetized plasma, any gradients in the
magnetic eld will cause a bulk motion of the uid along the gradient direction, unless
the magnetic eld gradient is exactly balanced by a gradient in thermal pressure (this
can be readily obtained from the MHD momentum equation, presented in Eq. (2.2)).
In Alfven waves, the oscillating magnetic eld component will give rise to an average





where pw is commonly referred to as wave pressure. A gradient in < B
2 > will act
on the uid just like a gradient in the static magnetic eld as discussed above; that is,
a bulk motion will develop along the gradient direction. This is equivalent to saying
that gradients in the wave pressure will accelerate the plasma.
1.9 Wave Dissipation due to the Turbulent Cascade
1.9.1 Turbulent Wave Spectrum
The concept of turbulence is closely related to the theory of unstable ows. Insta-
bility occurs in hydrodynamic ows having a Reynolds number (Re) which is larger
than some critical value Rcr. This value is problem-specic. Above the critical value,
the ow becomes unstable - an initial perturbation introduced to the system will
grow, depending on its frequency and the Reynolds number of the ow. As the in-
stabilities grow with time, their contribution to the background state in no longer
negligible and non-linear eects will become important. In such a ow non-linear
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wave-wave interactions will create waves at new frequencies, which themselves may
become unstable. If this process is allowed to continue, it will ultimately result in a
continuous spectrum of perturbations, often referred to as a turbulent spectrum.
A fully developed turbulence means that the system exhibits perturbations in
a wide range of temporal and spatial scales. Locally, all quantities will uctuate
in an unpredictable manner. That is, the solution is not fully determined by the
boundary conditions, but rather has many degrees of freedom (each degree of freedom
is associated with a degree of instability, i.e, for a secondary instability only, we have
2 degrees of freedom etc.).
1.9.2 Energy Cascade and Wave Dissipation
In a turbulent regime, the energy of the system is associated with eddies of variable
scale. The distribution of turbulent energy over the dierent scales is often represented
in Fourier space, which describes the energy of the uctuations as a function of wave
number, k. A turbulent energy spectrum is depicted schematically in Figure 1.13.
The turbulent energy is injected into the system on the large eddies scale (also called
the integral scale, which is associated with small wave numbers). On the other edge
of the spectrum, the eddies with scales comparable to the thermal motions of the uid
will dissipate and their energy will be converted into heat. The corresponding wave
number range is called the dissipation scale; at this scale energy is removed from the
turbulent eld and the wave spectrum will show a cut-o at the corresponding wave
number.
In quasi steady-state, the energy injected into the large eddies must be removed at
the same rate at the dissipation scale. As proposed by Kolmogorov (1941), it follows
that the turbulent energy must be passed from the large eddies to successively smaller
eddies, until the eddies are small enough such that the dissipation scale is reached
and the eddies are dispersed. From Kolmogorov's second assumption of similarity, the
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statistical behavior of the turbulence is uniquely determined by the energy dissipation
rate.
The energy cascade from the large eddies to the smaller eddies occurs at a range of
wave numbers called the inertial range, shown in Figure 1.13. The energy spectrum of
the inertial range can be found from dimensional arguments (and some phenomeno-
logical assumptions). The Kolmogorov spectrum was derived in such a way and agrees
very well with observed hydrodynamic turbulence. The energy E of a wave is related
to the wave number k and to the dissipation rate of small eddies  by:
E(k) / 2=3k 5=3 (1.12)
Several analytical models for the turbulent wave spectrum were developed, and dif-
ferent powers of k were found (Iroshnikov , 1964; Kraichnan, 1965; Marsch and Tu,
1990). The dierences stem from dierent assumptions regarding the energy cascade
time scale. However, solar wind observations and numerical simulations favor the
Kolmogorov spectrum for the solar environment.
1.9.3 Turbulent Dissipation in the Corona
Inhomogeneities in the magnetic eld and plasma parameters can cause Alfven
waves to undergo reections, giving rise to counter-propagating waves. Counter-
propagating waves will also naturally occur independently of reections along closed-
eld lines, where outgoing waves of opposite polarities are launched from the two
foot points. Regardless of their formation mechanism, counter-propagating waves
will undergo non-linear wave-wave interactions and subsequent evolution of the wave
spectrum. In a turbulent regime, this scenario will lead to an energy cascade into
smaller and smaller wave lengths, a process that must eventually result in the con-
version of wave energy into plasma thermal energy. The cut-o in the spectrum is
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Figure 1.13: Turbulent wave spectrum, showing the distribution of wave energies as a
function of wave number. Energy is injected into the system at the inte-
gral rage, associated with the largest eddies. The energy cascades through
the inertial range, and is converted into heat at the dissipation scale, cor-
responding to eddies with dscales comparable to the thermal scale. Figure
taken from Jonathan Pietarila Graham's itVery brief primer on turbulence
(http://www.ams.jhu.edu/ jgraha39/Primer.html).
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assumed to occur at scales near the ion cyclotron radius.
1.10 Wave-Driven Solar Models
The key element of any wave driven model is the exchange of momentum and en-
ergy between the plasma and the Alfven wave eld. This interaction can be described
self-consistently by the coupled system of the MHD and a wave kinetic equation for
Alfven waves. The latter can be derived under the Wentzel-Kramers-Brillouin (WKB)
approximation (Jacques , 1977), which is valid for wave-lengths shorter than the length
scale of variations in the background. This description is justied if one wishes to
describe the large scale dynamics of the system, rather than the detailed conversion
of wave energy into thermal energy.
The coupled system of MHD equations and a wave kinetic equation were rst
solved for an axisymmetric solar wind model in Usmanov et al. (2000), and later in
Usmanov and Goldstein (2003), assuming an ideal dipole magnetic eld. The model
results were in general good agreement with Ulysses observations of the fast and slow
solar wind. However, this model did not address the problem of coronal heating, since
the inner boundary was already at the 1MK range. In addition, the description only
accounted for Alfven waves of a single polarity, and their dissipation was described
by a simple linear loss term.
Previous works have simulated this process directly by describing wave reec-
tions and frequency-dependent wave-wave interactions in idealized open ux tubes
(e.g. Cranmer and van Ballegooijen (2005), Cranmer et al. (2007), Verdini and Velli
(2007)). While this approach is instructive for prescribed magnetic elds, its ap-
plication to a 3D model with a realistic and self-consistent magnetic eld is quite
involved.
An alternative to this approach was proposed in Hollweg (1986), who calculated a
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Kolmogorov-type energy dissipation rate. In this approach, the cascade process due to
the presence of counter-propagating waves was assumed to be fast enough, such that
the reected wave energy is totally dissipated before it can propagate away. Under
this assumption one can relate the dissipation rate to the macroscopic properties of
the system. This property of the Kolmogorov-type treatment makes it especially
attractive for global MHD modeling, since it does not require directly describing
wave reections and spectral evolution. However, it does require us to make some
assumptions about the eciency of the cascade process, as we will discuss in Section
2.2.2.
The dissipation rate proposed in Hollweg (1986) was applied to a magnetogram-
driven coronal model in van der Holst et al. (2010), which also included separate
electron and proton temperatures. The model results were validated against observa-
tions at 1AU in Jin et al. (2012). In Evans et al. (2012), this model was extended to
include the contribution of surface Alfven waves to the dissipated energy. However,
Hollweg's approach was developed for the case where outgoing waves of a single po-
larity are injected into the base an expending ux tube. Thus it could not be applied
to closed eld lines, and consequently no wave energy was injected at the foot points
of coronal loops. It should be noted that the van der Holst et al. (2010); Evans et al.
(2012) model did not aim to create the global structure of the corona starting from
the rather uniform underlying chromosphere. Instead, it derived the temperature
and density distribution at the inner boundary from tomographic data of the 1MK
coronal plasma.
1.11 The Purpose of this Work
In our eorts to develop a self-consistent and physics-based description of the
solar atmosphere, we must be able to reproduce at least the large scale distribution
of the various solar wind properties. As our understanding of this system develops,
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increasingly sophisticated models are being created, and their results can be compared
to a widening range of observations.
Previous observational and theoretical eorts have suggested the turbulent Alfven
waves can supply the energy required to heat the corona and accelerate the solar wind.
However, a single unied model that explains these processes at all locations in the
corona and the solar wind simultaneously was not developed prior to this work. We
therefore develop a global numerical model which describes Alfven wave propagation
and dissipation throughout the solar corona and wind. The coronal heating problem
will be addressed by starting the model from the top of the chromosphere, with the
expectation that the waves will create the required heating to form the 1 million
degrees observed in the corona.
The model will then be used to analyze the large scale structure and the details
of the wave dissipation mechanism in idealized conditions. This will lead the way to
simulating the corona and wind using the magnetic eld measured in the photosphere,
which will enable us to compare model results to a wide range of observations. This
step is crucial in benchmarking any global model.
The viability of the wave dissipation mechanism proposed in this model will be
tested against independent estimations of both the heating proles and the wave
amplitudes from spectroscopic observations of the lower corona. This will allow us to
gain insight into the strengths and weaknesses of our description.
The model predictions will be used to predict the charge state composition in the
fast and slow solar wind. Comparison of the predicted composition to observations
will enable us to make a step forward in understanding the acceleration and source
regions of the fast and slow wind.
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CHAPTER II
Global Model of the Solar Corona and Solar Wind
2.1 Introduction
In this Chapter, the computational model developed for this work is described,
and the wave dissipation mechanism assumed in the model is presented and analyzed
in detail. The goal of this chapter is to demonstrate that the model is capable of
reproducing the large-scale distributions of density and temperature in the corona,
and the wind speeds in the heliosphere. The results are validated against remote and
in-situ observations.
The Alfven Wave driven Solar Model (AWSoM) is a rst-principles global model
extending from the top of the chromosphere out to the solar wind, based on a wave
kinetic / extended MHD framework. The model is driven by a Poynting ux of Alfven
waves that is injected at all magnetic eld foot points, and its magnitude is related to
the local radial magnetic eld. The wave energy is then transported along magnetic
eld lines into the corona and the solar wind.
In order to reproduce the observed three-dimensional distributions of temperature
and density in the corona without invoking geometric heating function, we require a
heating mechanism that depends on the magnetic eld topology. At the same time,
the open and closed eld line regions should emerge naturally and self-consistently,
without the need to a-priori determine their locations. In Sokolov et al. (2013),
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the Kolmogorov-type approach presented in Hollweg (1986) for calculating the wave
dissipation in open ux tubes was generalized such that it can also be applied to
closed magnetic eld lines, where counter propagating waves naturally arise from the
topology.
In order to complete the description of a wave driven model, one must also specify
the Poynting ux injected into the system. Suzuki (2006) showed that the required
ux can be determined by considering energy conservation along expanding ux tubes
in the solar wind, i.e. by relating the energy ux at the foot-point of a eld line to
the nal wind speed along the same eld line. One clear limitation of this approach
is that it can only be applied to open eld lines. Furthermore, complete information
about the nal wind speed even for all open eld lines is not available, and the
terminal wind speed at a spherical surface at 1AU has to be taken from some semi-
empirical model, e.g. the Wang-Sheeley-Arge (WSA) model (Arge and Pizzo, 2000).
In this work, we wish to take a dierent approach, and specify a wave Poynting ux
that is independent of conditions at 1AU and only constrained by observations of
chromospheric Alfven waves.
This Chapter is organized as follows. The AWSoM model equations and the
physical processes included in the model, as well as the constraints on the adjustable
input parameters, are described in Section 2.2. The numerical model is described in
Section 2.3, where we discuss the choice of computational grid and the inner boundary
conditions. We then present results from idealized simulations in Section 2.4, where
we focus on analyzing the validity and implications of our choice of wave dissipation.
Model validation for a real magnetogram eld for a solar minimum case is presented
in Section 2.5. We compare our model prediction to remote observations of the solar
corona (line-of-sight EUV and X ray images) and in situ observations made by the
Ulysses spacecraft. This enables us to test how well the model reproduces both
coronal structures and the fast and slow solar wind distribution. Conclusions and
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discussion of the results and future work are given in Section 2.6.
2.2 Model Description
2.2.1 Governing Equations
The macroscopic evolution of the coronal and the solar wind plasma can be ade-
quately described by the equations of non-resistive MHD. Although this approxima-
tion breaks down in the partially ionized chromosphere, by setting the inner boundary
of the model at the top of the chromosphere, resistive eects can be neglected. To
account for the dierent thermodynamic processes acting on electrons and protons,
we start from the two-temperature MHD equations derived in Braginskii (1965). We
assume that the Hall eect can be neglected, and that the electrons and protons ow
with the same velocity. Together with the assumption of quasi-neutrality this leads
to single-uid continuity and momentum equations. The electrons and protons obey
separate energy equations. Non ideal-MHD processes such as heating, electron heat
conduction and radiative cooling become important at certain regions and should
be included as source terms in the energy equations. Finally, the modied MHD
equations are coupled to wave kinetic equations for parallel and anti-parallel waves,
as described in Sokolov et al. (2009), van der Holst et al. (2010) and Sokolov et al.
(2013). The governing equations then become:
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The basic state variables are the mass density, , the bulk ow velocity, u, the
magnetic eld, B, and the proton and electron thermal pressures, pp and pe, re-
spectively. w is the energy density of Alfven waves propagating parallel(+) or anti
parallel(-) to the magnetic eld. Next, G is the gravitational constant,M is the solar
mass, 0 is the magnetic permeability, and  the polytropic index set to be constant
at 5=3. The Alfven velocity is given by VA = B=
p
0. For the wave pressure tensor,
we use the derivation by Jacques (1977), who found it to be isotropic and given by
pw = (w
+ + w )=2.
Eqs. (2.1)-(2.2) describe the conservation of mass and momentum. Eq. (2.2)
includes acceleration due to solar gravity, gradients in the electron, proton and wave
pressures and the Lorentz force. Eq. (2.3) is the induction equation for the magnetic
eld in the non-resistive limit. The wave kinetic equations are given in Eq. (2.4),
which represents two separate equations, for waves traveling parallel (+) and anti-
parallel (-) to the magnetic eld. The wave energy density dissipation rate for each
wave polarity is denoted by Qw . The total wave energy density dissipation rate is




w . The explicit form of the dissipation term will be discussed
in Section 2.2.2.
The pressure equations for protons and electrons are given in Eqs. (2.5) and (2.6).
Both equations include electrons-protons heat exchange and the total wave dissipation
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rate, Qw. The radiative cooling rate, Qrad, is calculated from the CHIANTI 7.1
atomic database (Dere et al., 1997; Landi et al., 2013), assuming coronal elemental
abundances (taken from Feldman et al. (1992)) and each ion's radiative emission is
calculated by solving the equations for statistical equilibrium and obtaining the ion's
level populations assuming ionization equilibrium (obtained from the local electron
density and temperature and the ionization and recombination rates appearing in
Landi et al. (2013)).
The total dissipated wave energy heats both protons and electrons, with the frac-
tion of heating going into the protons denoted by the constant fp = 0:6 (see Breech
et al. (2009), Cranmer et al. (2009) for more details). Heat exchange due to Coulomb
collisions between electrons and protons enters the energy equations through the sec-
ond term on the right hand side of both equations. The collisional heat exchange
results in temperature equilibration on a time scale pe, which is given by (Goedbloed










wheremp andme are the proton and electron masses, respectively, e is the elementary
charge, k is the Boltzmann constant, Te is the electron temperature, 0 is the permit-
tivity of free space, n is the plasma number density (under the assumption of quasi-
neutrality) and ln is the Coulomb logarithm, taken to be uniform with ln = 20.
Since the heat exchange between the protons and the electrons is proportional to the
plasma number density, n (where the plasma is assumed to be quasi-neutral), the
thermal coupling between the two species is only important close to the Sun, and be-
comes negligible at larger distances as the density drops o and the plasma becomes
collisionless. The electron energy equation, Eq. (2.6), also includes eld-aligned elec-
tron heat conduction term, which depends on the electron heat conduction tensor qe,
given by the Spitzer form:





with  = 9:2  10 12Wm 1K 7=2 (calculated by assuming a uniform ln = 20, as
before).
2.2.2 Turbulent Wave Dissipation
The coupling of the wave eld to the background MHD plasma, as described by
equations (2.2) and (2.4) - (2.6), allows us to account for the conversion of wave energy
into plasma thermal energy. However, these equations do not explicitly describe the
dissipation mechanism itself. In order to complete our description and close the set
of equations, we must specify the total wave energy density dissipation rate, Qw.
The nature of the wave dissipation mechanism depends on the local conditions
of the plasma in which the waves propagate. In the chromosphere, the plasma is
partially ionized and Alfven waves are damped due to nite resistivity / magnetic
diusion eects (c.f. De Pontieu et al., 2001). By setting the model's inner boundary
at the top of the chromosphere, we can reasonably avoid treating these eects, and
only describe the dissipation due to turbulent cascade of Alfven wave energy in the
fully ionized corona, where most of the heating takes place. In order to calculate
the dissipation rate for any arbitrary magnetic eld topology, we apply the unied
approach we presented in Sokolov et al. (2013), where open and closed eld regions
are treated on the same footing. The generalized dissipation term will be discussed
below.
2.2.2.1 Dissipation due to Counter-Propagating Waves
The non-linear interaction of Alfvenic perturbations can be directly derived from
the MHD equations, by separating the magnetic eld and velocity vectors into a
background component and a turbulent perturbation component, B = ~B + B and
u = ~u + u. The wave energy densities, w, are related to these perturbations
by w = juj2 = jBj2=0 (which follows from the equipartition of kinetic and
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thermal energies of Alfven waves). Substituting these into Eqs. (2.1) - (2.3) results
in several terms which are second order in the perturbation, essentially describing the
evolution of the turbulent energy eld due to non-linear wave-wave interactions. The
basic derivation can be found in Sokolov et al. (2013). Here we only briey mention
that the dissipation rate due to turbulent cascade will be proportional to the term
r(zw), where z are the Elsasser variables, dened as z = u B=p0. The
Elsasser variables are related to the wave energy densities w = z2=4. We can











Here L? is a length scale associated with the transverse correlation length of the
turbulent eld. Following Hollweg (1986), L? is assumed to be proportional to the
width of the magnetic ux tube, which implies that L? / 1=
p
B. The total dissipation
rate (and therefore the heating rate) can be found by summing the contributions from
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where the factor of 2 was absorbed into L? for simplicity. The value of L? is not
well-known, but can be constrained by comparison to observations (see Section (2.2.3)
for more details).
It is useful to compare Eq. (2.10) to the phenomenological dissipation term ap-
pearing in previous works developed in the framework of Elsasser variables (c.f. Hos-
sain et al. (1995), Zhou and Matthaeus (1990), Matthaeus et al. (1999), Dmitruk et al.
(2001, 2002), Cranmer et al. (2007), Chandran and Hollweg (2009)), wherein the total
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where turb is a constant specifying the eciency of the turbulent dissipation (i.e. the
ratio of dissipated energy to the injected energy). In the last step we have written this
expression in terms of the wave energy densities and absorbed a factor of 2 into L? for
consistency with Eq. (2.10). It can be easily seen that Eq. (2.11) is almost identical to
the total dissipation rate given by Eq. (2.10), diering only by the additional factor
of turb. In Dmitruk and Matthaeus (2003), it was shown that turb will in general
depend on the relative magnitude of the Alfven travel time, A, and the reection
time scale, R (as well as on the time scales associated with the driving wave eld).
Simply stated, the eciency of turbulent heating depends on whether the cascade
process has sucient time to develop and heat the plasma before the wave energy
is propagated away. Dmitruk and Matthaeus (2003) found that turb can take values
between 13   60% for a set of numerical simulations, where the eciency increases
as the reections become stronger. In the limit of a fully developed cascade where
R << A, the eciency, turb, will approach unity, and therefore Qw  Qw. Thus the
dissipation rate presented in Eq. (2.10) is consistent with that derived in previous
works, if a fully-developed turbulent cascade is assumed. Even if this assumption is
relaxed, Eq. (2.10) will only dier by a factor of order unity from Eq. (2.11).
2.2.2.2 Dissipation due to Wave Reections in Open Flux Tubes
On closed-eld lines, waves of opposite polarities are launched from the two foot-
points, and Eq. (2.10) gives an adequate description. On the other hand, if only
one wave polarity is present, Qw will reduce to zero. In the real solar atmosphere
both wave polarities will also be present on open eld lines, to some degree, due to
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reections. If the local reection coecient is given by Crefl, then the energy density
of the reected wave, wrefl, is related to the energy density of the outgoing wave,
wout, by wrefl = C2reflw
out. However, since our model does not explicitly describes
reections, an important distinction has to be made between the theoretical wave
energies wout, wrefl and the model variables w. For a ux tube with Br > 0, for
example, the variable w+ can be associated with the energy density of the outgoing
wave, and we can set w+ = wout. However, we cannot associate the variable w  with
wrefl, since the actual wave reection was not calculated. In fact, the variable w 
will be equal to zero in this region (up to a round-o error). The opposite will be
true in regions where Br < 0. In order to properly calculate the dissipation rate in
open ux tubes, we must consider a "virtual" reected wave. This wave will have an
energy density equal to w = C
2
reflw
, and the energy density dissipation rate of the

















This expression gives the correct energy dissipation rate along open eld lines, by
taking into account local reections, without directly simulating the reections them-
selves. Note that the above dissipation rate has a similar form as the one derived
in Hollweg (1986) for open ux tubes, namely Qw = (1=L?
p
)w3=2, where w was
dened there as the wave energy density of a single polarity. However, the two forms
dier by the factor Crefl, which in the solar corona is estimated to have values between
0.01 and 0.1 (see Section 2.2.3 for more details).
2.2.2.3 Generalized Wave Dissipation Rate
The next step is to combine the counter-propagating wave dissipation with the re-
ected wave dissipation into a single dissipation term that can be applied everywhere.
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To do so, we note that at any given location either of these mechanisms will be the
dominant one, depending on the level of imbalance between the two wave polarities.









This form ensures that in regions where both wave polarities have energies within the
same order of magnitude (which will occur in closed eld line regions), the counter-
propagating wave dissipation as it appears in Eq. (2.10) will be taken into account,
while in open eld regions or very close to the inner boundary, Eq. (2.13) will reduce
to Eq. (2.12). The advantage of this form is both practical and conceptual. First,
the magnetic topology does not have to be determined a-priori in order to "select"
a dissipation mechanism (thus making the computational implementation more e-
cient). More importantly, our form of wave dissipation will cause the distribution of
coronal temperatures and wind speeds to emerge naturally and self-consistently with
the magnetic topology. This can be understood as follows. The dissipation rate in
closed eld lines will be larger than that in coronal holes, due to the presence of two
wave polarities. This will result in higher heating rates in helmet streamers compared
to coronal holes. At the same time, the lower heating rates within coronal holes will
lead to more wave energy being available to accelerate the plasma, resulting in a
faster solar wind. Any excess of thermal energy will be transported by electron heat
conduction down to the chromosphere, where is can be eciently removed from the
system through radiative cooling. The combination of wave dissipation, heat conduc-
tion and radiative cooling will then allow the system to reach a steady-state. This
process is depicted schematically in Figure 2.1. Another consequence of Eq. (2.13) is
that the heating rate in active regions will be higher than in the quiet Sun. To see
this, we recall that the transverse correlation length, L?, is inversely proportional to
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Figure 2.1: A schematic picture of the physical processes included in the AWSoM model.
Black curves represent magnetic eld lines. The chromosphere is represented
by the light red region above the photosphere.
p
B. Consequently, regions with higher magnetic eld will have a shorter dissipation
length scale, and larger dissipation rates. All in all, our choice of the wave dissipation
term is capable of self-consistently reproducing the large scale properties of the solar
corona and solar wind without invoking geometric heating functions. The only free
parameters in this description are the transverse correlation length, L?,and the re-
ection coecient, Crefl. We will discuss how we can constrain their numerical values
in Section (2.2.3).
2.2.3 Constraints on Adjustable Input Parameters
The adjustable input parameters used in this model are:
 The transverse correlation length at the inner boundary, L?;0.
 The pseudo-reection coecient, Crefl, which is assumed to be uniform every-
where.
 The Alfven waves Poynting ux at the inner boundary.
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2.2.3.1 Transverse Correlation Length, L?;0
This parameter is used to determine the local correlation length, L?, everywhere
in the computational domain. Following Hollweg (1986), we assume that L? is pro-
portional to the width of the magnetic ux tube. Due to the conservation of magnetic
ux the local correlation length will scale with the magnetic eld as L? = L?;0=
p
B[T ]
(where B[T ] stands for B measured in units of Tesla). In the present work we found
that a value of L?;0 = 25 km gives the proper heating and acceleration rates for solar
minimum, by comparing model results to observations. We next compare this value
with that employed in other models, and give a general constraint on the choice of
L?;0 for future applications. Hollweg (1986), which solved the problem for idealized
coronal hole ux tubes, has estimated L?;0 to be 75 km. Note, however, that in
this latter work, the reection coecient was in eect absorbed into the dissipation
length. Thus in comparing our formulation (as in Eq. (2.13)) to the Hollweg one, we
have Crefl=L?;0 = 1=75 km. With a choice of a reection coecient between 0.4-0.6
used in this work, we get L?;0 between 40km to 62.5km, so the discrepancy with
the Hollweg (1986) value is not signicant. Other models which incorporated a more
sophisticated description of the turbulent eld were found to be in good agreement
with observations using values such as 28:76 km (Cranmer et al., 2007) and 115:5
km (Cranmer and van Ballegooijen, 2005). More recently, Cranmer (2010) has de-
termined L?;0 to be around 60 km, while Sokolov et al. (2013) estimated that the
correlation length should be in the range 20   100 km, which more or less overlaps
the values of previous works. Thus we conclude that our choice of the dissipation
length is within the range of previous works. A smaller dissipation length will lead to
excessive heating close to the inner boundary, and less wave energy will be available
for solar wind acceleration farther away.
54
2.2.3.2 Pseudo-Reection Coecient
The reection coecient of Alfven waves traveling in an inhomogeneous medium
will depend both on the wave frequency, as well as on the gradients in the density and
magnetic eld. In the present work, we consider, as a rst approximation, a uniform
reection coecient, which can be thought of as an average over the spectrum and
over the spatial variance of the plasma. In order to be consistent with previous
estimations of the reection coecient (c.f. Velli (1993)), we restrict Crefl to take
values between 0:01 and 0:1. The actual value chosen for specic simulations will
appear in the relevant sections. A more realistic description of the corona should be
based on a self-consistent and therefore a spatially-varying reection coecient. The
assumption of a uniform reection coecient can be justied for a global model if
one compares the predicted and observed of Alfven wave amplitude in the heliosphere
(see 2.4.3), as well as compare the resultant solution to that obtained from a more
rigorous treatment of wave reections. Such a comparison will be presented in Landi
et al. (2014, in preparation).
2.2.3.3 Poynting Flux
The Poynting ux from the chromosphere to the corona determines the energy
input to the model. Detailed observation of perturbations in the chromosphere have
suggested that they are likely Alfvenic in nature, and their power spectrum was
estimated (De Pontieu et al., 2007; McIntosh and De Pontieu, 2012). The Poynting
ux associated with Alfven waves is given by:
S = (uVA)u; (2.14)
where we dene the time averaged velocity amplitude as u =
p
< u2 >. At an inner
boundary at the top of the chromosphere, the ow speed is negligible and we may set
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where B = jBj. The numerical value of Sjj at each point on the inner boundary is
therefore completely specied if the plasma density, wave amplitude and magnetic
eld magnitude are known. The local magnetic eld at the inner boundary is derived
from either a synoptic magnetic map or an imposed dipole eld. For lack of similar
global observations of chromospheric Alfven waves, we set u to be uniform at the
inner boundary, and constrain its value using the observations reported in De Pontieu
et al. (2007), which found u to be in the range of 12   15 km s 1 at the altitude
where the number density is n = 2 1016 m 3.
We wish to examine the validity of our approximation by comparing the resulting
Poynting ux to other models and observational constraints. Inserting the values
given above into Eq. (2.15), we get: Sjj  (0:74  1:16) 102B Wm 2. Note that the
lower limit agrees well with the Poynting ux assumed in the Suzuki (2006) model
(0:7  102B Wm 2), while the upper limit is comparable to that employed by the
unsigned ux heating model (Abbett , 2007), estimated at S = 1:1 102B Wm 2.
2.3 Numerical Model
The model is implemented within the SpaceWeather Modeling Framework (SWMF),
and is based on the BATS-R-US code, a versatile, massively parallel MHD code de-
veloped at the University of Michigan. Detailed description of the BATS-R-US code
and the SWMF can be found in Toth et al. (2012) and references therein. BATS-R-
US provides a variety of schemes and solvers designed for nite-volume cell-centered
numerical methods. In the present implementation, the model equations are solved
by a second-order numerical scheme. We found that best results are achieved for this
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specic model by using an explicit scheme. However, the heat conduction term in Eq.
(2.6) requires the calculation of second-order derivatives in space, and may constitute
a sti source term, especially in regions of sharp temperature gradients (which will
occur near the inner boundary). This may lead to a signicant slowing down of the
calculation when solved explicitly. In order to overcome this diculty, we use oper-
ator splitting to rst solve the hyperbolic operators and non-sti source terms using
an explicit time step, followed by a step which updates the heat conduction term
implicitly.
Stability is guaranteed by setting the Courant number at 0:8 (Courant et al., 1928).
Although this ensures stability for the hyperbolic terms in the model equations, the
inclusion of source/loss terms such as wave dissipation, radiative cooling and heat
conduction, may lead to negative thermal and/or wave energies. We therefore must
further limit the time step by requiring that the loss accrued during a time-step due
to any of these processes, and at any given cell, will not exceed the available energy.
This is done automatically at runtime, and separately for each of the thermal and
wave energy variables.
2.3.1 Computational Grid
The use of the SWMF allows us to separate the solar wind model into two coupled
physical components - the Solar Corona (SC) component, and the Inner Heliosphere
(IH) component. This allows us to optimize our choice of physics, grid geometry
and numerical scheme in each domain. The inner boundary of the SC component
is located at the top of the chromosphere (which we set at r = 1Rs), and the outer
boundary can be anywhere in the heliosphere, provided that the ow speed at that
distance exceeds the fast magnetosonic speed, in order to allow for outow boundary
conditions. Nominally, we set the outer boundary at r = 24Rs. The inner boundary
of the IH components is set at r = 16Rs, while the outer boundary is set at a distance
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of a few AU, depending on the application. The coupling between the two components
is performed such that the IH component derives its inner boundary conditions from
the overlapping cells in the SC domain. The coupling is performed such that second
order accuracy in space is maintained.
The model equations are solved on a three dimensional logically Cartesian spatial
grid. The computational cells are organized in a block tree, such that each block is
composed of the same cell structure. The SC component uses a spherical grid with
a block structure of 6x4x4 cells, corresponding to the number of cells in the (r; ; )
direction. The IH component uses a Cartesian grid with a block stricture of 4x4x4,
corresponding to the number of cells in the (x; y; z) directions. The capabilities of the
BATS-R-US code also include a solution adaptive mesh renement (AMR), in which
blocks are rened by dividing each block into 8 daughter blocks with the same cell
structure. The renement level of neighboring blocks can dier by up to one level of
renement, such that resolution jumps are limited to a factor of 2 in each direction.
For the steady-state solutions presented in this work, AMR is used to automatically
resolve current sheets, as we describe in Section (2.3.1.2). The resulting grid typically
has 3 million cells in the SC domain and 10 million cells in the IH domain.
2.3.1.1 Resolving the Transition Region
In order to allocate sucient resolution to the transition region and lower corona,
while minimizing the number of cells at larger heliocentric distances, we use non-
uniform grid spacings in the radial direction. Building on the work presented in
Downs et al. (2010), we construct the radial spacings such that more grid points are
concentrated close to the Sun. The magnitude of the radial spacings r is a smooth
function of ln(r), becoming uniform in ln(r) beyond r = 1:7Rs. The resulting grid is
depicted in the left panel of Figure 2.2.
The smallest radial spacing, occurring near the inner boundary and inside the
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transition region, is r = 0:001Rs  700 km. However, the typical length scales of
the dynamic processes in the transition region can be as small as a few kilometers.
Resolving the transition region to these scales is impractical in the framework of a
global model extending to the solar wind. We therefore use the method presented in
Lionello et al. (2009), in which the following transformation is applied to the model
equations:
Qw ! Qw=f Qrad = Qrad=f 0 ! f0 ds! fds; (2.16)








where Tm is some constant reference temperature, and Te is the local electron temper-
ature. This transformation essentially rescales the energy equation. For Te < Tm we
will have f > 1, eectively increasing the characteristic length scale of the processes
participating in the energy balance, thus widening the temperature prole in the tran-
sition region. We must choose Tm such that the length scale in the transition region
will be increased so as to accommodate several grid points. As estimated in Sokolov
et al. (2013), this condition will be satised for Tm = 220; 000K. We must also re-
quire that this transformation will not aect the coronal solution, which is suciently
resolved, and so the transformation is only applied in the range T0 < Te < Tm where
T0 is the temperature at the inner boundary, T0 = 50; 000K. Note that f smoothly
approaches unity at Te = Tm, thus ensuring the widened temperature prole at the
transition region will smoothly connect to the coronal temperature prole. In the
simulations presented in this work, a value of Tm = 220; 000K was chosen, which
allows for a minimal grid spacing of 0.001 R at the inner boundary.
Although this transformation will not aect the solution in the corona and solar
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Figure 2.2: The computational grid structure for a pure dipole simulation, with the dipole
axis tilted at 15 degrees from the Z axis. Left: The SC (Solar Corona) compo-
nent grid, near the inner boundary, where the transition region renement is
applied. Center: The entire SC grid, extending up to 24 Rs. Right: The IH (In-
ner Heliosphere) component grid. In both the SC and IH components, a ner
grid is automatically created by AMR due to the presence of the heliospheric
current sheet (in blocks where the radial magnetic eld changes sign).
wind, care has to be taken when comparing our model results to observations in the
lower corona. In this case we must map modeled proles back into realistic scales,
by applying the inverse transformation. An example of this procedure is given in
Figure 2.3, showing the temperature prole along a streamer belt eld line in an
ideal dipole simulation. The blue curve shows the model result, and the red curve
shows the remapped prole. One can see how the modeled temperature prole is
gradually compressed by the mapping, restoring the sharp temperature gradient in
the transition region. This procedure should be repeated when calculating line-of-
sight integrals as well (as is done, for example, when creating synthesized images).
In what follows, we will show original model results, without the remapping, unless
otherwise specied.
2.3.1.2 Other Geometric Considerations
The spherical nature of the problem makes a spherical grid a natural choice for
the SC component. However, the simple spherical grid introduced here will give rise
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Figure 2.3: Temperature prole taken along a closed eld line in the streamer belt, from
an ideal dipole simulation. The blue curve shows the modeled prole. The red
curve shows the temperature prole after remapping it using the inverse scale
transformation.
to a singularity along the polar axis, where cell faces touching the pole will have a
zero area. This means that uxes cannot move across the pole. In order to overcome
this, we use the super-cell algorithm described in Toth et al. (2012). We apply the
super-cell algorithm to a single layer of cells surrounding the pole, from the inner
boundary and up to the edge of the SC domain.
In both SC and IH components, we use adaptive mesh renement in order to re-
solve current sheets. The criterion for rening a block is whether the radial component
of the magnetic eld changes sign inside the block. The largest current sheet is the
heliospheric current sheet, a thin current layer originating from coronal hole bound-
aries and extending over the entire heliosphere. Although its topology is wrapped
by solar rotation, it remains a rather thin layer throughout the heliosphere. Since
cell sizes increase with radial distance in a spherical grid, a Cartesian grid is a more
suitable choice for the IH component. The current sheet renement is excluded from
regions with r < 1:7 Rs, so as to avoid over-renement in the transition region grid.
Figure 2.2 shows the resulting renement for the case of a pure dipole that is tilted
by 15 degrees from the Z axis.
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2.3.2 Inner Boundary Conditions
Synoptic magnetograms of the photospheric magnetic eld are routinely obtained
by several solar observatories, and their use in global coronal models is widespread.
Here, we use synoptic magnetograms to specify the radial component of the magnetic
eld at the inner boundary.
The temperature and density are assumed to be uniform at the inner boundary.
The proton and electron temperatures are set to Te = Tp = 50; 000K. The particle
number density can take values in the range n = ne = np = 2  1016  2  1017
m 3. The mean velocity amplitude of the Alfven waves, u, is uniform at the inner
boundary as well. Under these assumptions, the Poynting ux dened in Eq. (2.15),
will vary with the surface magnetic eld according to Sjj = CSB Wm 2 where CS is
a scalar coecient which is uniform over the solar surface. As discussed in Section
2.2.3, we constrain the wave amplitude to take values in the range u = 12  15 km
s 1 at the altitude where the density is n = 2  1016 m 3, leading to a Poynting
ux per unit magnetic eld in the range CS = 0:74   1:16  102 Wm 2G 1. If the
simulation is to start at a lower altitude with higher number density, the Poynting
ux at the inner boundary should be increased such that the desired ux is obtained
at the altitude where n = 2 1016 m 3.
Once the Poynting ux at each point on the inner boundary is known, we calculate
the wave energy density according to w = u. At each location on the inner
boundary, we use the polarity of the magnetic eld to determine which wave mode
carries the Poynting ux, such that it is only carried by an outgoing wave. The energy
density of the in-going wave is set to zero, so that if any in-going wave reaches the
inner boundary (as in closed magnetic loops) then it will be perfectly absorbed.
The radial bulk speed at the solar surface is theoretically zero. However, this
implies a null mass ux coming from the inner boundary, and can create unwanted
artifacts in the solution. We therefore avoid explicitly specifying the velocity at the
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inner boundary. Rather, we require a zero electric eld, which in the frozen-in regime
implies that ujjB in the frame rotating with the Sun. We thus simply impose eld-
aligned ow at the inner boundary. The resulting solutions show that this choice leads
to very small bulk speeds close to the surface (up to a few kilometers per second),
which are later accelerated as expected.
2.4 Model Results for Idealized Magnetic Fields
Ideal cases with simple magnetic topology will help us test the model and gain
physical insight into the resulting steady-state solutions. For this purpose, we assume
the Sun's intrinsic magnetic eld is an ideal dipole eld, with a polar eld strength of
5:6 G (which is comparable to the observed polar eld during solar minimum). The
idealized eld is used to dene the radial magnetic eld at the inner boundary, and
the total magnetic eld is allowed to evolve self-consistently. In this simulation the
adjustable input parameters are set to Crefl = 0:4, L?;0 = 25km and u = 12 km/s.
2.4.1 Coronal and Solar Wind Structure
Figure 2.4 shows the distribution of radial speeds in the meridional plane up to
24Rs, taken from steady-state solutions (in a co-rotating frame) of ideal dipole elds.
In the left panel the dipole axis is aligned with the solar rotation axis (Z-axis) while in
the right panel the dipole axis is tilted by 15 degrees with respect to the Z-axis. The
black curve in each panel shows the location of the Alfvenic surface, where ur = VA;r.
As can be seen, the model produces a velocity distribution of fast and slow solar wind
ows. The aperture of the slow solar wind in about 20 degrees from the equatorial
plane. The location of the Alfvenic surface, at about 8Rs, is consistent with previous
studies.
As mentioned in Section (2.3.1.2), the singularity at the Z axis of the spherical
grid may constitute a numerical challenge, since numerical uxes are inhibited there
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Figure 2.4: Radial velocity in a meridional plane for a two-temperature, ideal dipole sim-
ulation. The black curve shows the location of the Alfvnenic surface. Left:
dipole axis aligned with solar rotation (Z) axis. Right: dipole axis tilted by 15
degrees with respect to the rotation axis.
Figure 2.5: Results of a the tilted dipole simulation in the inner heliosphere, up to 250
Rs. Left: 3D structure. Green surface shows the location of the current sheet
(where Br = 0). Stream lines show the magnetic eld, colored by the radial
speed (using the same color scale as in Figure 2.4). Right: Plasma beta in the
y=0 plane.
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and a special treatment of the pole is required. Comparing the cases of the tilted and
non-tilted dipole, we have veried that the model produces the expected results even
when the symmetry axis of the problem is not aligned with the symmetry axis of the
grid. No numerical artifacts seem to be created by the pole singularity.
In the non-tilted dipole case, the problem is azimuthally symmetric. However,
when there is a tilt angle between the rotation axis and magnetic axis, the helio-
spheric current sheet will warp and bend, producing the well-known "Ballerina skirt"
further away from the Sun. Figure 2.5 shows the steady state solution for the tilted
dipole case, up to a heliocentric distance of 250Rs. The left panel shows the three-
dimensional structure of the current sheet (green surface), and the magnetic eld lines
(colored by radial speed). The right panel shows the plasma beta (ratio of thermal
to magnetic pressures). The region of high plasma beta (red) signies a null mag-
netic eld. This gure demonstrates that the heliospheric current sheet remains thin
throughout the simulation domain.
2.4.2 Two-Temperature Eects
Figure 2.6 shows the electron (left panel) and proton (right panel) temperature
distribution in a meridional plane. This result demonstrates the combined eects of
electron heat conduction and electron-proton thermal decoupling. First, the eld-
aligned electron heat conduction causes the electron temperature to be almost uni-
form along closed magnetic eld lines. For protons, a clear maximum occurs at the
tip of the helmet streamer, where wave dissipation due to counter-propagating waves
is largest (see below). Due to the low coronal density, the second term on the right
hand side of Eqs. (2.5)-(2.6), which gives the electron-proton thermal coupling, be-
comes negligible at these altitudes. In the absence of a mechanism for the protons
to lose their energy, the proton thermal energy remains "trapped" locally. Overall,
the protons are about two times hotter than the electrons. This can be understood
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as follows. Electrons can eciently conduct excessive heat from the hot corona down
to the much cooler transition region and chromosphere, where the radiative cooling
rate is considerably higher due to high plasma densities and low temperatures. Since
we assume the radiated energy does not interact with the plasma (which is a rea-
sonable approximation for the corona), the transition region can be viewed as a heat
sink for electrons. At lower altitudes this mechanism also cools the protons due to
thermal coupling between the two species, but this process becomes inecient above
the transition region.
The importance of a two-temperature description can be further demonstrated
if we compare the above result to that obtained in a single temperature simulation.
This is achieved by setting pp = pe in Eqs. (2.2), (2.5), and (2.6). All other free
parameters are kept the same as the two-temperature simulation. Figure 2.7 shows
the resulting plasma temperature (left) and velocity eld (right) in a meridional plane.
This should be compared to the corresponding quantities obtained from the two-
temperature simulation shown in Figure 2.4 (velocity) and Figure 2.6 (electron and
proton temperature). One can see that in the single-temperature case, the corona is
cooler and the solar wind is slower than in the two-temperature case, even though the
Poynting ux injected into the system is the same. A single temperature description
is equivalent to the assumption that the electrons and protons are in thermodynamic
equilibrium, so that wave dissipation and heat conduction aect the plasma as a
whole. In the absence of electron-proton decoupling, less thermal energy can be
retained by the protons. This causes more thermal energy to be removed from the
system by heat conduction and subsequent radiative cooling. The resulting steady
state must therefore be less energetic as a whole for a single-temperature case.
We conclude that a two-temperature description is more realistic than a single-
temperature one. The eects of decoupled protons may become more important when
describing solar eruptions, where the ejecta can be magnetically connected to the Sun,
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allowing for thermal energy to ow back to the Sun, thus producing unrealistic shock
structures. This is further discussed in Jin et al. (2013).
2.4.3 The Role of Wave Dissipation
The AWSoM model is the rst global model to unify the treatment of open and
closed eld lines. This is a direct result of Eq. (2.13), which describes a wave energy
dissipation rate that automatically adjusts to the magnetic eld topology, allowing
either reected-wave dissipation or counter-propagating wave dissipation to dominate.
The interplay between the two types of dissipation mechanisms can be best studied
by examining the evolution of the wave energy and its coupling to the plasma along
typical magnetic structures, like helmet streamers and coronal holes. Figure 2.8 shows
the electron and proton temperature, as well as the plasma density, extracted along a
magnetic loop in the helmet streamer (marked by the blue eld line in Figure 2.6). We
note that our model reproduces suciently well the sharp density and temperature
gradients known to exist in the transition region. The temperature prole of the
electrons (top panel) is almost at in the corona, while the protons become hotter at
the top of the streamer. In order to study in more detail how this peak is created, we
must examine the wave energy density and dissipation rates of both wave polarities.
These are shown in Figure 2.9. The top panel shows the energy densities of the
parallel and anti-parallel waves along the same eld line. The two wave modes have
their maximum energy at opposite foot points of the streamer loop, since only a
single wave mode is launched from each point on the inner boundary. One can see
that the energy density sharply decreases at the middle of the loop, reaching negligible
amounts at the other foot point. The energy density dissipation rate (bottom panel),
is largest in the transition region. Above the transition region, the dissipation rate
of each wave mode smoothly decreases from its maximal value at its respective foot
point due to the reected wave dissipation term in Eq. (2.13). At the top of the loop,
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Figure 2.6: Electron temperature (left) and proton temperature (right) in a meridional
plane for an ideal dipole simulation. The black curves show the magnetic eld.
The blue curve denotes the closed eld line used for extracting the data used
in gures (2.8) and (2.9).
Figure 2.7: Steady-state solution in a meridional plane for the single-temperature, ideal
dipole simulation. Left: plasma temperature. Right: Radial speed and mag-
netic eld lines.
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Figure 2.8: Plasma properties extracted along a loop in the streamer belt of an ideal dipole
solution. Top: electron and proton temperatures. Bottom: density. Data was
extracted from the loop shown in purple in gure (2.6).
Figure 2.9: Wave energy densities (top) and energy density dissipation rates (bottom) for
both wave polarities, extracted along a loop in the streamer belt of an ideal









Figure 2.10: Velocity perturbation vs. heliocentric distance from model results and obser-
vations. The gure shows AWSoM model results (red curve) overlaid on a
compilation of measurements of the wave amplitude, adapted from Figure 9
from Cranmer and van Ballegooijen (2005). Blue symbols represent observed
values, while the black solid curves show the Cranmer and van Ballegooi-
jen (2005) model results. The AWSoM results were extracted along a polar
coronal hole eld line, for an ideal dipole simulation. The numbers (1) - (7)
indicate observation sources, see Cranmer and van Ballegooijen (2005).
the wave energies of the two modes become comparable, and the counter-propagating
term kicks in. This produces a local maximum in the total dissipation rate, and the
peak in proton temperature.
The electron temperature in the streamer belt is about 70% higher than that in
the coronal holes (see Figure 2.6). This can be understood if we notice that wave
dissipation rates will be higher in closed-eld regions, where two wave modes are
injected into a single eld line, while in coronal holes dissipation is only due to re-
ections. As a result, more wave energy will be available in coronal hole ux tubes,
enabling higher acceleration rates due to the action of wave pressure. Thus the tem-
perature distribution is closely related to the velocity eld distribution. Examining
Figure 2.4, we can immediately recognize that the regions of lower temperatures in
the coronal holes correspond to the source region of fast solar wind ows, while the
hotter streamer is embedded in a region of slow solar wind. Thus, our choice of wave
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mechanism automatically produces the observed large-scale temperature and velocity
structure of the solar corona and wind.
In order to complete the discussion of wave dissipation, and to further justify
our proposed turbulent wave dissipation mechanism, we must examine whether the
resulting wave eld is consistent with observations. Figure 2.10 shows the amplitude
of the velocity perturbation, u, associated with the outgoing wave, as a function of
radial distance, calculated along a polar coronal hole. At lower altitudes, where Te <
220; 000K, the prole was rescaled in order to compensate for the articial transition
region broadening, as discussed in Section 2.3.1.1. This prole is qualitatively in good
agreement with the observations compiled in Cranmer and van Ballegooijen (2005)
(see Figures 7 and 15 therein). In particular, the sharp gradient in wave amplitude
close to the inner boundary occurs at roughly the same altitude (10 2Rs), and reaches
a similar magnitude ( 40 km s 1) in both the model and the observations. The second
local maximum occurs around 2Rs, where the wave amplitude reaches 150 km s
 1.
Finally, the wave amplitude at 1 AU is about 30 km s 1. These fall within the range
of observed values. It should be noted that modeled values will be somewhat dierent
in a steady state solution corresponding to a specic Carrington rotation. Since the
available observations span several rotations, we regard the steady-state solution of
an ideal dipole eld as a proxy for a generic solar minimum conguration.
2.5 Model-Data Comparison for Solar Minimum
In order to directly compare our model results with the variety of available observa-
tions, we simulate a steady-state solution for Carrington Rotation CR2063 (11/4/2007
- 12/2/2007), which took place during solar minimum. We compare our results to
remote observations in the lower corona, as well as in-situ observations in the solar
wind. We can thus test whether the model can simultaneously reproduce observations
at these highly dierent environments, while the entire system is driven only by the
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Figure 2.11: Boundary condition for the radial magnetic eld for CR2063, obtained from
an MDI magnetogram with polar interpolation. Note that the color scale was
modied so that the large scale distribution can be seen. However magnetic
eld intensity can reach up to 500 G in the small regions in the vicinity of
active regions.
rather simple boundary conditions described in Section 2.3.2.
2.5.1 Model Input and Limitations
As an input to the model, we set L?;0 = 25km=
p
T , Crefl = 0:06 and u =
15 km s 1. For the magnetic eld, we use a line-of-sight synoptic magnetogram
obtained by the Michelson-Doppler Interferometer (MDI) instrument on board the
Solar and Heliospheric Observatory (SOHO) spacecraft (Scherrer et al., 1995). The
magnetogram radial eld is used to determine the inner boundary condition for the
model.
Line-of-sight magnetograms possess an inherent uncertainty at the polar regions,
since the line-of-sight to these regions is almost perpendicular to the radial direction.
We therefore use a polar-interpolated synoptic magnetogram, provided by the Solar
Oscillations Investigation (SOI) team (Sun et al., 2011). Synoptic magnetograms are
also known to possess uncertainties in the magnetic eld intensity over the entire disk.
Several studies have shown that the intensity derived from magnetograms may vary
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depending on spatial and temporal resolutions, location on the disk, instrument noise
and zero-oset bias, and level of solar activity (c.f. Pietarila et al. (2012)). Although
some of these diculties are mitigated by proper calibrations, synoptic magnetograms
from dierent instruments may still give dierent results. MDI data have been found
to scale by a factor of 0.6 - 1.4 compared to other instruments (Liu et al., 2012;
Pietarila et al., 2012). Since the "true" magnetic eld intensity is not known, we
increased the magnetogram eld for CR2063 by a factor of 2, which we estimated
by comparing modeled and observed coronal hole boundaries. We note that without
scaling, the magnetogram leads to unrealistically large coronal holes in the model,
suggesting that the input eld is too weak to contain the plasma and eld lines that
should be closed are opened up by the plasma ow. The resulting boundary condition
for the radial magnetic eld is shown in Figure 2.11.
It should be noted that the use of synoptic magnetograms, which are collected
over a period of a full solar rotation (about 27 days), limits our ability to capture
short-lived magnetic structures. The steady-state solution we obtain should therefore
be considered as simulating the average state of the system over the period covered
by the magnetogram.
2.5.2 Coronal Density and Temperatures Proles
Figure 2.12 shows the three-dimensional steady-state solution. The solar surface is
colored by the radial magnetic eld. Streamlines denote magnetic eld lines, colored
by radial speed. Also shown are temperature iso-surfaces for electron and protons
(left and right panels, respectively). As expected for a solar minimum conguration,
the coronal holes are mostly concentrated around the poles, with some open eld lines
emerging from lower latitudes. Proton temperatures reach about 3 MK, while the
electron reach 1.5 MK, consistent with our previous analysis for the ideal dipole case.
In order to compare the predicted temperature and density proles in the corona
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Figure 2.12: Results for CR2063. Solar surface colored by radial magnetic eld strength.
Field lines are colored by radial speed. The left panel shows a temperature
iso-surfaces for electrons at 1.3MK. The right panel shows a temperature iso-
surface for protons at 3MK.
Figure 2.13: Left panel: Location of the EIS slit used to observe coronal hole spectra for
electron temperature and density diagnostics. The slit is overlaid on an EUV
image from the Extreme ultraviolet Imaging Telescope (EIT) on board SOHO,
taken on November 16, 2007. The SUMER slit was at the same E-W location
as the EIS slit, but stretched into higher altitudes, up to 1.3R. Right panel:
positions of the STEREO-A, STEREO-B and Hinode (Solar-B) spacecraft for
November 17, 2007, projected on the x=0 plane of the Heliographic Inertial
(HGI) coordintate system.
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Figure 2.14: Observed vs. predicted electron temperature (top panel) and density (bottom
panel) radial proles. The electron temperature was calculated using two
methods: from the Mg IX line intensity ratio (blue symbols) measured by
SUMER, and the EM loci method (black symbols) using EIS spectral lines.
The density was calculated from the EIS Fe VIII line intensity ratio.
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to observations, we use spectral line intensities measured by the EUV Imaging Spec-
trometer (EIS) on-board the Hinode (Solar-B) spacecraft (Culhane et al., 2007) and
the Solar Ultraviolet Measurements of Emitted Radiation (SUMER) instrument on
board SOHO (Wilhelm et al., 1995). EIS observations were performed with the slit
pointed as shown in Figure 2.13 during November 16, 2007. The SUMER slit was
placed at the same position as the EIS slit in the east-west directions, but stretched
radially from 1:0 to 1:3Rs. The density was calculated using the EIS Fe VIII line
intensity ratio. The electron temperature was calculated using two methods: the line
intensity ratio between two Mg IX lines at 694.0A and 706.0A observed by SUMER,
and the EM loci method applied to EIS lines, as described in Landi (2008). It should
be noted that the spectral line intensities used in these measurements are integrals
along the line-of-sight. In order to recover the density and temperature proles re-
sponsible for the emission it was assumed that the coronal hole plasma is optically
thin in these wavelengths. Observational data below 1:02Rs was discarded due to
the presence of cold spicule plasma, which is not optically thin. The model results
were extracted along a magnetic eld line passing through the center of the coronal
hole and overlapping the slit. The prole was remapped in order to account for the
articial broadening of the transition region, as we described in Section (2.3.1.2). The
transition region broadening aected results up to 1:02Rs. Comparison of the obser-
vations to model results is shown in Figure 2.14. The top panel shows the density,
while the bottom panel shows the electron temperature. As can be seen, the mod-
eled electron density agrees rather well with the measured density at all heights (and
are within the uncertainties of the measured values), while the modeled temperature
agrees with the data above a distance of 1:05Rs. The apparent disagreement between
measured and modeled electron temperatures at altitudes lower than 1:05Rs can be
due to line of sight eects. In fact, the line of sight at those altitudes crosses eld lines
at very dierent distances from their footpoints. The eld lines closest to the plane of
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the sky are crossed at distances where their plasma is still too cold to emit the Mg IX
lines; thus the observed Mg IX emission is coming from eld lines whose footpoints
are located at lower latitudes and are crossed by the line of sight at positions where
their plasma is hot. At higher altitudes, this geometrical eect is diminished and
the comparison of the modeled temperature at the center of the coronal whole to the
observations is more appropriate. In Chapter 3, a more careful comparison of model
results to line of sight temperature measurements is performed, by considering the
contribution of plasma all along the line of sight (see Section 3.7.5).
2.5.3 Multi-Point EUV and Soft X-Ray Images
Full-disk emission images of the lower corona serve as an important diagnostic
tool for global models. The photon ux in a given spectral line will in general depend
on the electron density and temperature distribution along the line of sight to the de-
tector, and therefore comparing model results to full-disk images in dierent spectral
bands will allow us to test how well the predicted three-dimensional temperature and
density distributions agree with the observations. In order to make the comparison,
we must create synthetic line-of-sight images from the model results. In the most
general case, this requires solving the full radiative transfer problem, which can be
rather complex. For a rst-approximation comparison, however, it is sucient to
assume the plasma is optically thin in the wavelengths under consideration. In this
limit, the number of photons in a spectral band i, detected in a unit time at a given





where dl is a path length along the line-of-sight, ne and Te are the electron density and
temperature, respectively, and fi(ne; T ) is the instrument response function in that
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band. i is measured in units of number of photons per second, dNs
 1. The procedure
used to calculate the synthetic full-disk images is identical to that presented in Downs
et al. (2010). Since our model does not simulate the wind-induced departures from
ionization equilibrium for the entire computational domain, the response functions
fi are constructed from the CHIANTI 7.1 atomic database (Dere et al., 1997; Landi
et al., 2013), based on coronal elemental abundances (Feldman et al., 1992), and
assuming ionization equilibrium obtained from the ionization and recombination rates
appearing in Landi et al. (2013). The assumption of ionization equilibrium can be
relaxed if one can calculate the ionization status of the emission ions, as is done for
selected eld lines in Chapter 4.
We here compare our model results to both EUV and soft X-ray images. We
use EUV images obtained by the Extreme Ultraviolet Imager (EUVI) on board the
two STEREO spacecraft (Howard et al., 2008). For soft X-ray images, we use the
X-ray Telescope (XRT) on board the Hinode (Solar-B) mission (Kano et al., 2008;
Matsuzaki et al., 2007). Both observed and synthesized images were taken around
2007-11-17, 01:00:00 UTC, which is approximately at the middle of the Carrington
rotation, making the comparison to a steady-state solution most appropriate. At the
time of observation, STEREO-A and STEREO-B were separated by about 40.5 in
heliographic longitudes, with Hinode's position roughly in between them, along the
Sun-Earth line. This set-up allows for a multi point-of-view model-data comparison.
The respective locations of the spacecraft are shown in Figure 2.13. In preparing
the observed images from the raw data, including calibration, noise reduction and
normalization of the photon ux by the exposure time, we used the SolarSoft (SSW)
package written in IDL (Freeland and Handy , 1998).
For EUVI-A and EUVI-B comparison, we use the 171A, 195A and 284A wave-
lengths, which are dominated by the ions Fe IX, Fe XII, and Fe XV, respectively.
The corresponding temperature ranges are 1MK, 1:4MK, and 2:2MK. The images
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Figure 2.15: STEREO/EUVI images vs. synthesized images in three dierent bands us-
ing the S1 lter. Top two panels: observations and synthesized images for
EUVI-A (STEREO Ahead). Bottom two panels: observation and synthe-
sized images for EUVI-B (STEREO Behind). The spacecraft location at the
time of observation is shown in the right panel of gure (2.13).
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Figure 2.16: Observed (left panel) and synthesized (right panel) images for the Hin-
ode/XRT instrument, using the Al-Poly lter. The location of the Hinode
spacecraft at the time of observation is shown in the right panel of gure
(2.13).
were obtained using the S1 lter, and the response tables for the synthesized images
were calculated accordingly. The comparison is shown in Figure 2.15. Each col-
umn corresponds to a dierent spectral band, with temperature increasing from left
to right. The top two rows show observed and predicted emission for STEREO-A,
while the two bottom rows show a comparison for STEREO-B. Figure 2.16 shows the
comparison of model results to the XRT soft X-ray image, taken using the thin Al-
poly lter, which is most sensitive to temperatures between 2MK and 10MK (Golub
et al., 2007). The left panel shows the observed image, while the right panel shows
the synthesized image.
We marked the location of the active region and other bright features on the
solar disk in both observed and synthesized images. Note that there is only a single
active region with a NOAA designation for that time period. Although some traces
of the active region appear in all synthesized images, the model best captures the
intensity of this region in the 284A band. In all bands, the active region is fainter
compared with the observations. This suggests that in the modeled active regions,
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the material possessing the corresponding temperatures is not dense enough and/or
hot enough to produce sucient radiative power. This discrepancy between observed
and modeled active regions can be attributed to the xed boundary conditions used
in this simulation. First, the magnetic eld at the inner boundary was derived from
a synoptic magnetic map, constructed from disk-center observations acquired over an
entire Carrington rotation. Such a map might not reect the instantaneous magnetic
eld strength that exists at the moment of the observations, especially in the highly
variable active regions. In addition, in the real corona and chromosphere, the high
heating rates in the active region will lead to heat being conducted down to the
chromosphere, resulting in chromosphere evaporation, which will cause more plasma
to ow up into the active region loops (c.f. Klimchuk (2006)). Such a process is
completely absent from our model, since we have a xed density at the inner boundary.
A dynamic boundary condition should be considered if one wants to more realistically
simulate active regions in a global model.
In order to see how well the model reproduces the overall topology, we manually
trace the coronal hole boundaries on the observed images, and overlay the resulting
contour on the synthesized images. As can be seen, the model correctly reproduced
the location and approximate shape of the coronal holes. Although the overall topol-
ogy agrees quite well, there are some discrepancies between the predicted coronal
hole boundaries and the observed ones. It is important to note all EUV imagers
suer from some degree of stray light scattering into the imaging plane. The stray
light contribution to the detected intensity is negligible in the brighter regions of the
image, but can contribute signicantly in the fainter regions. Shearer et al. (2012)
found that stray light contamination in EUVI can reach up to 70% for the EUVI
instrument, resulting in observed coronal holes that are likely brighter than in reality.
The topology is best captured by the soft X-ray case, which reveals the hotter, and
therefore higher, layers of the corona. A possible interpretation is that the model
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better predicts the temperature structure at these higher altitudes than closer to the
inner boundary.
Finally, we note that some of the smaller scale details are not captured by the
model, which can be attributed to the following: 1. Magnetogram accuracy and
resolution: since the magnetogram eld is the only external input to the model,
information that is not well captured in the magnetogram will not be passed to the
model. 2. A steady-state solution with xed magnetic eld boundary conditions
cannot capture transient phenomena. 3. The MHD model cannot resolve small-scale
physical processes.
2.5.4 Solar Wind Structure up to 2AU and Comparison to In-situ Mea-
surements
By coupling the solution in the SC component discussed in the previous sections
to the IH component, we obtained a steady-state solution for CR2063 up to 2AU.
Figure 2.17 shows the 3D structure of the solution, with magnetic eld lines and the
current sheet surface (where Br = 0) colored by the radial speed. The presence of
interaction regions between the fast and slow streams is apparent.
One of the most important features of the solar wind is the latitudinal distribution
of fast and slow solar wind streams, most comprehensively observed by the Ulysses
spacecraft, orbiting the Sun in a nearly polar orbit. In order to examine how well
the model reproduces these structures, we wish to compare our results to Ulysses
measurements covering as wide a latitudinal range as possible. This requires an ob-
servation period much larger than a single Carrington Rotation, but since CR2063
took place within solar minimum, the latitudinal distribution of fast and slow wind
streams does not change considerably from one Carrington Rotation to another. We
therefore compare our model results to measurements taken from June 2007 to June
2008 (i.e. during a period of a year centered around the simulation time). Ulysses
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covered a latitude range between -55 to +80 degrees and heliocentric distances be-
tween 1.4 to 2 AU. Comparison of modeled wind speed, proton density, and dynamic
pressure are shown in Figure 2.18. The shaded region shows the period for which the
magnetogram used as boundary condition was obtained. Note that this is a compari-
son between a steady state solution and a year worth of measurements, and therefore
we do not expect to capture small scale or transient features. We also expect the
agreement between the simulation and the observations to worsen as we move further
away from the magnetogram time. What most concerns us here is to obtain the cor-
rect average properties of both the fast (high latitude) and slow (low latitude) wind.
As can be seen from the top panel, the model has correctly captured the fast ( 800
km s 1) and slow ( 300 km s 1) wind speeds. The modeled proton density, shown in
the middle panel, is only slightly higher than the observed one, and they are in very
good agreement by order of magnitude. The bottom panel shows the wind dynamic
pressure carried by the protons. At the heliocentric distances under consideration,
this is the dominant energy component. As can be seen, here again the model and
observations agree quite well.
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Figure 2.17: Results for CR2063 up to a heliocentric distance of 2AU. Surface shows the
location of the current sheet (where Br = 0), colored by the radial speed.




























Figure 2.18: Model-Data Comparison for CR2063 along Ulysses's orbit. Blue curves show
Ulysses data and red curves show model data extracted along Ulysses's orbit.
The shaded region denotes the period covered by the input magnetogram
which was used to obtain the steady-state solution. The top panel shows the
solar wind radial speed. The middle panel shows the proton density, while
the bottom panel shows the proton dynamic pressure.
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Thus, we have shown that our simulation has correctly predicted the distribution
of wind acceleration in the inner heliosphere for CR2063, a solar minimum congu-
ration. To complete this discussion, it would be instructive to examine the energy
associated with the Alfven waves at these distances. We refer back to the results
shown in Figure 2.10, which has shown that the wave amplitude obtained for so-
lar minimum (ideal dipole) case is consistent with the results obtained by several
observation campaigns.
2.6 Conclusions
In this Chapter, we presented and analyzed the AWSoM model, which is aimed
at simulating the solar and heliospheric environment from the upper chromosphere to
deep in the heliosphere within the extended-MHD approximation. In this model, a sin-
gle heating mechanism is assumed: turbulent dissipation of Alfven waves. This mech-
anism is controlled by a simple set of three adjustable parameters, namely the chro-
mospheric Poynting ux, the transverse correlation length, and a pseudo-reection
coecient.
Compared to previous global models, the wave dissipation mechanism assumed
here is capable of treating both open and closed eld line regions, and we do not need
to a-priori determine whether a eld line is open or closed. Rather, the open and
closed magnetic structures emerge naturally and self-consistently with the distribution
of solar wind speeds and coronal heating rates. This eliminates the need for empirical
boundary conditions or ad-hoc geometric heating functions.
We analyzed our choice of wave dissipation and adjustable parameters by simulat-
ing a steady-state solution for an ideal dipole conguration. We demonstrated that
the sharp gradients in temperature and density between the chromosphere and the
corona are reproduced, as well as the thermal dierences between the polar coronal
holes and the streamer belt. As a further validation, we compared the predicted ra-
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dial prole of wave energy to a large number of observations, ranging from the solar
surface and up to 1AU. We found the predicted and observed proles to be in good
agreement.
Model-data comparison for CR2063 shows that the model simultaneously predicts
the thermal structure near the Sun, as well as the ow properties of the solar wind
at distances of 1-2 AU. This capability is a major step forward in global modeling
of the entire chromosphere-to-wind system. We demonstrated this by comparing: 1.
modeled electron density and temperature proles to EIS and SUMER measurements
2. synthesized EUV and X-ray full disk images to observed ones, and 3. predicted
solar wind properties to in-situ measurements obtained by Ulysses.
The two-temperature / extended MHD description better describes the energet-
ics of the system compared to a single-temperature description. For the latter case,
a higher Poynting ux would be required in order to suciently accelerate the fast
wind to observed values. In the two-temperature case, the combined action of elec-
tron heat conduction and electron-proton thermal decoupling will modify the spatial
distribution of heating and acceleration rates. The two-temperature description has
the advantage of allowing us to extend model-data comparisons to a wider set of
observables. In the present work, we tested the predicted electron properties against
remote observations of the lower corona, and found them to be in good agreement at
altitudes above 1.05 Rs. Predicted proton properties were compared to in-situ mea-
surements in the solar wind. These were found to agree reasonably well, although a
more complete thermodynamic description, such as the inclusion of collisionless heat
conduction, might improve the results.
A robust model of the ambient solar corona and solar wind is a crucial building
block in space weather prediction. The AWSoM model can be used to simulate
eruptive events such as CMEs (Jin et al., 2013), as well as to predict the location
and properties of co-rotational interaction regions (CIR's) in the inner heliosphere.
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The small set of adjustable parameters can also provide a testing ground for various
coronal heating models based on turbulent dissipation.
Finally, we mention possible ways to improve the present model. First, our model
does not directly simulate wave reections, and we assume a uniform reection coef-
cient throughout the system. A more detailed and physics-based description of the
wave dynamics is required to self-consistently determine the reection coecient from
the local state of the plasma. Such a treatment is included in van der Holst et al.
(2014). Second, the extended MHD description cannot account for the supra-thermal
electron population. These electrons can carry a signicant fraction of the thermal
energy of the plasma, and aect the dynamics through the action of collisionless heat
conduction (which becomes important at distances above 10 Rs).
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CHAPTER III
Alfven Wave Transport and Heating in the Lower
Corona
3.1 Introduction
Direct and conclusive observational evidence to support the dierent mechanisms
invoked for Alfven wave dissipation in the solar corona is hard to obtain, due in part
to the inherent uncertainty in remote sensing measurements. In this Chapter, we
examine whether heating due to a turbulent cascade of Alfven waves, as described
by the AWSoM model, is a viable candidate for coronal heating by performing in-
dependent observational tests. Apart from comparing the predicted electron density
and temperature to observations, we must produce from the model an observable
that is related to the Alfven wave amplitude, in order to verify that the wave energy
distribution is consistent with observations.
Extreme Ultraviolet (EUV) emission by heavy ions provides us with critical tools
to study the physical properties and dynamic processes of coronal plasma. Coronal
abundances of ions heavier than Helium are low, and therefore these elements do
not aect the overall dynamics, but nevertheless their emission in selected spectral
lines is routinely observed by spaceborne observatories. While the total line ux
depends mainly on the electron density and temperature, the line width is related to
89
the dynamical state of the ion responsible for the emission. Specically, unresolved
motions will give rise to Doppler broadening of the spectral line. There are two
mechanisms that dominate line broadening in the solar corona: thermal ion motions
(due to their nite temperature), and non-thermal ion motions. Non-thermal motions
of coronal ions have been suggested to be due to transverse Alfven waves (e.g Hassler
et al., 1990; Banerjee et al., 1998; Doyle et al., 1998; Moran, 2001; Banerjee et al.,
2009). Recently, McIntosh and De Pontieu (2012) have reported on observational
evidence that non-thermal line broadenings are correlated with Alfvenic oscillations.
Non-thermal line broadening may also be associated with high speed ows taking
place in nano-ares (Patsourakos and Klimchuk , 2006). In this work we study spectral
lines formed in the quiet Sun, and therefore we do not address the contribution of
nano-ares to the line width. Measuring non-thermal mass motions is a dicult
endeavor, since both ion temperatures and the non-thermal motions contribute to the
observed line width and therefore some assumptions need to be made on the former
in order to measure the latter (see Phillips et al., 2008, and references therein). Hahn
et al. (2012); Hahn and Savin (2013) studied the observed line broadening in a coronal
hole, and found evidence of wave damping. Despite many eorts, direct observational
evidence of wave damping in the equatorial corona remain inconclusive. This may be
attributed to line-of-sight eects, whereby dierent spectral lines are actually emitted
from dierent regions.
Several numerical models were aimed at simulating Alfvenic perturbations in the
solar corona and predicting the observed non-thermal motions. Ofman and Davila
(1997) generated Alfven waves in a 2.5D resistive magnetohydrodynamics (MHD)
model of an idealized coronal hole. In Ofman and Davila (2001) and Ofman (2004)
this work was extended to a multi-uid description in order to directly simulate the
motions of the emitting ion species due to a broad band Alfven wave spectrum injected
at the base. They directly calculated the resulting line-broadening and found it to
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agree well with observations. Recently, Dong and Singh (2013) have presented results
from test-particle simulations showing that a Maxwellian distribution of ion speeds
will be broadened when subjected to Alfven waves. They found that the Maxwellian
shape is more likely to be preserved during this process when acted on by a wave-
spectrum, compared to a monochromatic wave. While these eorts allowed for a
detailed description of wave-induced motions, they were restricted to prescribed and
idealized magnetic elds. In this work, we wish to extend these eorts to a global
model, in which the magnetic eld evolves self-consistently with the plasma and wave
eld, and whose topology can be derived from synoptic maps of the photospheric
magnetic eld. This allows us to predict EUV line widths and compare them to
observations at any location in the lower corona and along any line of sight.
The wave energy in the AWSoM model description represents the time-average
of the perturbations due to a turbulent spectrum of Alfven waves. By relating this
energy to the non-thermal line broadening, and combining the 3D model results with
a spectroscopic database, we are able to calculate synthetic emission line proles in-
tegrated along the entire line-of-sight. The synthetic spectra are used in two ways.
First, we compare the synthetic line widths to observations in order to test the ac-
curacy of the model predictions of the Alfven wave amplitude and ion temperatures.
Second, the synthetic and observed total line uxes are compared, in order to test the
accuracy of the model predictions of electron density and temperature distributions
along the line of sight. In addition, we directly compare the model electron density
and temperature to remote measurements based on line intensity ratios. For this
purpose, we perform a careful analysis of the emission along the SUMER line of sight
as predicted by the model, in order to locate the region that is responsible for the
relevant line emission.
This series of independent observational tests allows us to examine whether we
can simultaneously account for the coronal plasma heating rate, together with the
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amount of remaining (non-dissipated) wave energy. Such a comparison provides a
vital benchmark for the scenario where coronal heating is due to Alfven wave dissi-
pation. To the best of our knowledge, this is the rst time that observed non-thermal
mass motions are used to test the heating mechanism in a three-dimensional global
model. In the particular case of the AWSoM model, an agreement between the model
results and observations would suggest that both the amount of wave energy injected
into the system (i.e. the Poynting ux from the chromosphere) and the rate at which
the wave energy dissipates at higher altitudes, are consistent with observations.
In order to make meaningful comparisons to observations, we require high quality,
high spatial and high spectral resolution data. We selected a set of observations
carried out by the Solar Ultraviolet Measurements of Emitted Radiation (SUMER)
instrument on board SoHO (Wilhelm et al., 1995) during 21-22 November, 1996,
in which the SUMER slit was oriented along the solar east-west direction and the
SUMER eld of view stretched radially from 1.04 to 1.34 solar radii outside the west
limb. The AWSoM model was used to create a steady-state simulation for Carrington
Rotation 1916 ( 11 Nov. - 9 Dec. 1996), from which we produced synthetic spectra
in selected SUMER lines. The radial orientation of the slit allows us to compare
predicted and observed quantities as a function of distance from the limb.
3.2 Thermal and Non-thermal Line Broadening
Unresolved thermal and non-thermal motions of ions will cause emission lines
associated with these ions to exhibit Doppler broadening. Outside active regions, the
resulting line prole can be approximated by a Gaussian, whose width depends on
both the thermal and non-thermal speeds. In the most general case where the non-
thermal motions are assumed to be random, the observed full width half maximum
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where inst is the instrumental broadening, 0 is the rest wavelength, c the speed
of light, kB the Boltzmann constant, Ti and Mi are the temperature and atomic
mass of ion i, respectively, and vnt is the non-thermal speed along the line-of-sight.
It is evident from Eq. (3.1) that one cannot determine the separate contributions
of thermal and non-thermal motions from the observed FWHM alone. Instead, one
must either make some assumption about the ion temperatures or use some model
that describes and predicts the magnitude of vnt. In this work, we take a dierent
approach, in which we predict both the ion temperatures, Ti, and the non-thermal
speed, vnt at every location along the line of sight from AWSoM global model of the
solar atmosphere, and compare the resulting spectra to observations. For this purpose
we assume that the non-thermal motions of coronal ions are due to transverse Alfven
waves, which cause the ions to move with a velocity equal to the waves velocity
perturbation, u. In this case the non-thermal speed can be determined according to





< u2 >j cosj; (3.2)
where <  > denotes an average over time scales much larger than the wave period,
and  is the angle that the plane perpendicular to the magnetic eld makes with the
line of sight vector. Eq. (3.2) shows that the non-thermal speed is related to the
root mean square (rms) of the velocity perturbation rather than to the instantaneous
vector. This is due to the fact that line broadening is associated with unresolved
motions whose periods are much smaller than the integration time of the detector.
The dependence on  reects the fact that the non-thermal motions due to Alfven
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waves are inherently anisotropic. The vector u lies in a plane perpendicular to the
background magnetic eld, and only its component along the line-of-sight contributes
to the Doppler broadening of the emission. This dependence on the magnetic eld
direction is often neglected in works involving coronal holes, which might be a rea-
sonable approximation fro coronal holes, but its eects are far more dramatic in the
equatorial solar corona, where the magnetic eld is more complex, and the eld lines
can be anywhere between perpendicular to parallel to the line of sight.
The quantity < u2 > can be calculated from a wave-driven model of the solar
corona which describes the evolution of the wave eld coupled to an MHD plasma
self-consistently. In order to calculate the ion temperatures in detail, one in principle
should use a multi-species / multi-uid MHD description (e.g. Ofman and Davila,
2001; Ofman, 2004). Such an approach to a global model of the solar atmosphere is
quite involved and is beyond the scope of the present work. However, an extended-
MHD description which includes separate electron and proton temperatures might be
sucient, if one assumes that the ions are in thermodynamic equilibrium with the
protons. This assumption can be reasonable in the equatorial lower corona due to the
high density. Thus, a model that allows the calculation of both the wave amplitude
and the proton temperature should be capable of predicting the line broadening under
the assumptions we just stated.
3.3 Relating the Non-thermal Speed to the Modeled Wave
Energy
In the AWSoM model the wave energy evolves under the WKB approximation.
The perturbations due to Alfven waves propagating parallel and anti-parallel to the
background magnetic eld can be conveniently described by the Elsasser variables,
dened as z = u  B=p0, where u and B are the velocity and magnetic
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eld perturbations, respectively, and 0 is the permeability of free space. The wave
energy densities can be expressed as w = z2=4, while the square of the velocity







  + 2z+  z 
4
: (3.3)
On open eld lines, only one wave polarity should dominate if the reection is neg-
ligible so that the product z+  z  will be zero. On closed eld lines, opposite wave
polarities are injected at the two foot points of the eld line, giving rise to counter-
propagating waves. However, in the balanced turbulent regime near the top of the
closed eld lines these perturbations are presumed to be uncorrelated: < z+ z  >= 0.
Thus the last term on the right hand side of Eq. (3.3) will drop out in any magnetic



















Note that under the WKB approximation, the wave energy density is already an
average over time scales much larger than the wave period and there is no need for
averaging.
3.4 Steady-State Simulation for Carrington Rotation 1916
In order to produce a realistic steady-state solution for the period during which
the SUMER observations were taken, we derive the inner boundary conditions of the
model using a synoptic line-of-sight magnetogram of the photospheric radial magnetic
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eld, acquired during Carrington Rotation (CR) 1916 (lasting from 11-Nov-1996 to
9-Dec-1996). The magnetogram was obtained by the Michelson-Doppler Interfer-
ometer (MDI) instrument on board the Solar and Heliospheric Observatory (SoHO)
spacecraft (Scherrer et al., 1995). In order to compensate for the reduced accuracy
at polar regions, we use a polar-interpolated synoptic magnetogram, provided by the
Solar Oscillations Investigation (SOI) team (Sun et al., 2011). The resulting radial
magnetic eld is shown in Figure 3.1.
The values used for the model's adjustable parameters and inner boundary condi-
tions for this simulation are in accordance with those used in Chapter 2 for CR2063.
The use of the same values for CR1916 is reasonable since both rotations took place
during solar minimum. Nonetheless, we verify the validity of the global solution used
here by comparing model results to full-disk images in Section 3.7.1.
Figure 3.1: Boundary condition for the radial magnetic eld for CR1916, obtained from
an MDI magnetogram with polar interpolation. Although the magnetic eld
magnitude can reach up to 2000 G in the vicinity of active regions, the color
scale was modied so that the large scale distribution can be seen.
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3.5 Observations
The observations we used in this work were taken by SUMER instrument on
board SoHO on 21{22 November 1996. During this time, SoHO was rolled 90 degrees
so that the SUMER slit was oriented along the East-West direction. The center
of the SUMER 4"300" slit was pointed at (0",1160") so that the eld of view
stretched almost radially from 1.04 to 1.34 Rs lying outside the west solar limb at
the solar equator. The entire 660-1500 A wavelength range of SUMER detector B
was telemetered down; given the particular instrumental conguration, this range was
divided into 61 sections of 43 A, each shifted from the previous one by 13 A. Each
section was observed for 300 s. More details on these observations can be found in
Landi et al. (2002).
From the available spectral range, we chose a set of bright and isolated spectral
lines (listed in Table 3.1), which allow accurate measurements of both line uxes
and line widths up to high altitudes. We note that the very bright O VI doublet at
the 1031-1037 A range was not selected because these lines are partially formed by
instrumental scattering of disk radiation, and thus their theoretical FWHM is more
complex than given in Eq. (3.1), making them inadequate for our purposes.
Ion Name Wavelength [A] Rmax [RS]
Fe XII 1242.0 1.275
S X 1196.2 1.265
Mg IX 706.0 1.245
Na IX 681.7 1.285
Ne VIII 770.4 1.255
Table 3.1: Selected emission lines used in this study. Rmax indicates the highest altitude at
which the observed ux is at least 2 times larger than the instrument-scattered
ux (see Section 3.5.2).
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3.5.1 Data Reduction
The data were reduced using the standard SUMER software made available by
the SUMER team through the SolarSoft IDL package (Freeland and Handy , 1998);
each original frame was at-elded, corrected for geometrical distortions, and aligned
with all other frames. In order to increase the signal-to-noise ratio, the data were
averaged along the slit direction in 30 bins, each 0.01 Rs wide. Spectral line proles
were tted with a Gaussian curve removing a linear background. The resulting count
rates were then calibrated using the standard SUMER calibration also available in
SolarSoft. The accuracy of the spectral ux calibration of SUMER detector B before
June 1998 is 20% (Wilhelm, 2006, and references therein).
3.5.2 Scattered Light Evaluation
The micro-roughness of the SUMER optics causes the instrument to scatter the
radiation coming from the solar disk into the detector, even when the instrument is
pointing outside the limb. The scattered light forms a ghost spectrum of the solar
disk at rest wavelength superimposed onto the actual spectrum emitted by the region
imaged by the SUMER slit.
This ghost spectrum can provide important, though undesired, contributions to
measured line uxes when the local emission of the Sun is weak; these contributions
need to be evaluated and, when necessary, removed. Unfortunately, the strength of
the ghost spectrum depends on a number of factors (slit pointing, strength of the
disk spectrum etc.) which make it impossible to devise a procedure to automatically
remove it from the observations; its estimation needs to be performed on a case-by-
case basis.
In the case of the present observations, the almost radial pointing of the SUMER
slit allows us to use the rate of decrease of spectral line intensities with distance
from the limb in order to determine an upper limit on the contributions of the ghost
98
spectrum. Since emission line intensities depend on the square of the electron density,
the rapid decrease of the latter with height causes the coronal line intensities to
decrease by almost two orders of magnitude from the closest to the farthest end of
the slit in the present observation; on the contrary, the scattered light intensity, which
is not emitted by the plasma in the observed region, is only reduced by a factor . 2
over the same range.
Landi (2007) devised a two-step method to determine an upper limit of the scat-
tered light contribution to any spectral line for o-disk observations stretching over a
large range of distances from the limb. First, the rate of decrease of the scattered light
intensity with height is determined, based on several lines that are not emitted by the
corona and whose o-disk intensity is entirely due to scattering. Second, the rate of
decrease of scattered light intensity is used to get an upper limit on its contribution
to a specic coronal line as follows. We measure the intensity of the coronal line
at the location farthest from the limb in the instrument's eld of view, and assume
that this intensity is entirely due to scattered light. The radial rate of decrease of
the scattered light intensity is then normalized to match that coronal line intensity
at the farthest height, giving an upper limit to the scattered light contribution at
all other heights. Note that this method actually overestimates the scattered light
contribution to coronal lines.
To estimate the radial rate of decrease of scattered light intensity, we have used
the intensity of the continuum at 1475 A, and of the following lines: He I 584 A, C
II 1335 A, C III 977 A, O I 1032 A, 1304 A and 1306 A, O III 835 A, and Si III
1206 A. These lines and continuum are emitted by the solar chromosphere, so that
they are expected to be too weak to be observed at the heights covered by the SUMER
eld of view: their observed intensity is entirely due to scattered light. The rate of
decrease of each of these lines and continuum have been normalized to the value of the
intensity at the largest distance from the limb and averaged together to provide the
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Figure 3.2: Intensity vs. distance for the spectral lines in Table 3.1, normalized to the
scattered light intensity measured at r = 1:34 Rs (the farthest point of the
SUMER slit). The orange curve shows the averaged scattered light rate of
decrease, while the dashed line indicated an intensity level of two times the
scattered light intensity at the farthest edge of the slit.
nal scattered light intensity vs. height curve. This curve appears as the solid black
curve in Figure 3.2. The normalized intensity vs. height curve for the coronal lines
in Table 3.1 are also shown for comparison. We veried that all of them decreased at
a rate much larger than the scattered light intensity: this suggests that the latter is
at best a minor contributor to the intensity of each of the lines in Table 3.1 at almost
the entire range of heights. We also determined the maximum heliocentric distance
Rmax below which our estimate of the scattered light contribution to the coronal line
intensity is less than 50%. We take this arbitrary limit as an indication of the range
of heights where we can safely neglect the scattered light. This height is reported in
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the third column of Table 3.1. We note that all the emission lines considered here
possessed a clear Gaussian line shape that could be separated from the background
up to distances larger than Rmax.
3.6 Synthesizing EUV Emission Line Proles from 3D Model
Results
The synthetic line proles have been calculated by combining the AWSoM model
predictions of the plasma properties and wave energy with the spectral emissivity
calculated from the CHIANTI 7.1 atomic database. CHIANTI takes into account
known line formation mechanisms and is capable of calculating the total emission of a
spectral line, given the electron density and temperature. The calculations included in
this work were carried out assuming that the plasma is optically thin and in ionization
equilibrium. Photo-excitation was neglected as a line formation mechanism.
3.6.1 Total Flux of Ion Emission Lines
The total line emission in a plasma volume, dV , having electron temperature Te
and density Ne is given by:
ji = Gji(Ne; Te)N
2
e dV; (3.6)
where Gji(Ne; Te) is the contribution function for a spectral line associated with an
electronic transition from an upper level j to a lower level i, dened as:













where Gji is measured in units of photons cm
3 s 1. X+m denotes the ion of the




+m)=N(X+m) is the relative level population of X+m ions at level j, and
depends on the electron density and temperature ;
2. N(X+m)=N(X) is the abundance of the ion X+m relative to the abundance of
the element X, and depends on the electron temperature ;
3. N(X)=N(H) is the abundance of the element X relative to hydrogen ;
4. N(H)=Ne is the hydrogen abundance relative to the electron density (0.83
for a fully ionized plasmas); and
5. Aji is the Einstein coecient for spontaneous emission for the transition j ! i.
As Te and Ne are known from the model solution, the contribution function in
any computational volume element can be calculated. In this work we used coro-
nal element abundances as given in Feldman et al. (1992), and the latest ionization
equilibrium computation available in CHIANTI.
Once the contribution function is calculated at every point along the line-of-sight,
the total observed ux in the optically thin limit is given by integrating the emissivity








where d is the distance of the instrument from the emitting volume dV . Ftot is
measured in units of photons cm 2 s 1. This volume integral can be replaced by
a line integral by observing that dV = Adl, where A is the area observed by the
instrument and dl is the path length along the line of sight (LOS). In the case of
the present observations, the area covered by the instrument is 4"1". In order to
calculate the LOS integral from the 3D model results, we interpolate Gji and Ne from
the AWSoM non-uniform spherical computational grid onto a uniformly spaced set
of points along each observed LOS. The spacing used for the interpolation was set
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to match the nest grid resolution of the model. This procedure ensures that the
integration is second-order accurate.
3.6.2 Synthetic LOS-integrated Line Proles
Knowledge of the magnitude of thermal and non-thermal ion motions allows us
to calculate a synthetic spectrum, which explicitly includes their eects on the line
prole. Thus instead of merely predicting the total ux of an emission line, we can
predict the full spectral line prole, to be compared with the observed spectrum.
For each location along the line of sight, the local spectral ux can be calculated
by imposing a Gaussian line prole characterized by the predicted total ux, Ftot, the
rest wavelength 0, and line width, , determined from the ion temperature and the
magnitude of non-thermal motions. The spectral ux, measured in units of photons
cm 2 s 1 A 1, can be written as:
F () = Ftot(); (3.9)





















The non-thermal speed, vnt, can be calculated from the AWSoM model through Eq.
(3.5). The emitting region in our case is a three-dimensional non-uniform plasma,
where each plasma element along the line-of-sight gives rise to dierent values of the
total ux and the line width. In order to synthesize the line prole from the model,
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we must perform the line-of-sight integration for each wavelength separately, i.e. we








The spectral ux is calculated over a wavelength grid identical to the SUMER spectral
bins. In order to compare the synthetic spectra with observations, we must also take
into account the SUMER instrumental broadening. For this purpose, we convolve the
LOS-integrated spectral ux with the wavelength-dependent instrumental broadening
for SUMER detector-B, as given by the standard SUMER reduction software available
through the SolarSoft package.
3.6.3 Uncertainties in Atomic Data and Line Flux Calculations
Atomic data uncertainties directly aect the line uxes calculated from the AW-
SoM simulation results. It is therefore necessary to discuss the accuracy of the data
available for the emission lines for which we wish to produce synthetic spectra. Table
3.1 lists the ve spectral lines that were used for detailed line prole calculations.
They were chosen mainly because they are bright and clearly isolated from neigh-
boring lines, so that their prole could be resolved accurately to as large a height as
possible.
3.6.3.1 Ne VIII 770.4A and Na IX 681.7A
These two lines belong to the Li-like iso-electronic sequence, i.e. they possess one
bound electron in their outer shell. Their atomic structure is relatively simple and
the theoretical calculation of their collisional and radiative rates is expected to be
accurate. Landi et al. (2002) veried the accuracy of this calculation for all lines
belonging to this sequence by comparing the uxes calculated from CHIANTI to
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those measured in the 1.04 Rs section of the observations used here. The authors
used the electron density and temperature measured in that section as input to CHI-
ANTI. They found excellent agreement among all lines of the sequence, indicating
that the collisional and radiative rates are indeed accurate. However, they found
a systematic factor-2 overestimation of the abundance of all ions of this sequence,
which they ascribed to inaccuracies in the ionization and recombination rates used in
their work (from Mazzotta et al., 1998). However, more recent assessments of ioniza-
tion and recombination rates made by Bryans et al. (2006, 2009) largely solved this
discrepancy, as shown by Bryans et al. (2009). Since we are using ion abundances
that take into account the new electron impact ionization by Bryans et al. (2009), the
uxes of these two lines are expected to be reasonably free of atomic physics problems.
3.6.3.2 Mg IX 706.0A
The CHIANTI calculation of the ux of this line was found to be in agreement with
other lines from the same sequence by Landi et al. (2002); however some problems
were found with some other Mg IX line observed by SUMER, making this ion a
candidate for uncertainties in atomic data. However, the radiative and collisional
transition rates used in the present work (from CHIANTI 7.1) have been improved
from those used by Landi et al. (2002), which used CHIANTI 3 (Dere et al., 2001).
The new calculations now available in CHIANTI, from Del Zanna et al. (2008), solved
the problems so that the atomic data for this ion should be accurate.
3.6.3.3 S X 1196.2A
The atomic data of the S X 1196.2A line were also benchmarked by Landi et al.
(2002), who showed that while all the data in the N-like iso-electronic sequence were
in agreement with each other, they all indicated a larger plasma electron temperature
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than the other sequences, suggesting that improvements in this sequence were needed.
Subsequent releases of CHIANTI adopted larger and more sophisticated calculations
for this ion, so that the accuracy of the predicted ux for S X 1196.2A should be
relatively good. However, this line is emitted by metastable levels in the ground
conguration, and its ux is strongly density sensitive. Thus, any inaccuracies in the
predicted electron density may result in large errors in the calculated line ux.
3.6.3.4 Fe XII 1242A
The Fe XII has a complex electronic structure and therefore large atomic models
are required to fully describe its wave functions. For example, when EUV lines emitted
by this ion are used to measure the electron density, they are known to overestimate
it relative to the values measured from many other ions (Binello et al., 2001; Young
et al., 2009; Watanabe et al., 2009). The atomic data from Del Zanna et al. (2012)
in CHIANTI 7.1 include improved atomic data for this ion, but inaccuracies in the
predicted ux of this line may still be expected; in particular, Landi et al. (2002) found
that the atomic data in CHIANTI 3 underestimated the predicted ux by '30% while
the CHIANTI 7.1 predicted uxes are decreased by a factor 1.5-2 compared to Version
3 levels. Thus we still expect a factor  2 underestimation of the total ux of the Fe
XII 1242A line.
3.7 Results
3.7.1 Model Validation for CR1916: EUV Full Disk Images
Comparing observed full disk images to those synthesized from model results al-
lows us to test how well the global, three-dimensional solution, and specically the
temperature and density distributions, can reproduce the observations. Such a com-
parison also tests the model's prediction of the location and shape of the boundaries
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between open and closed magnetic eld regions, as the coronal holes appear much
darker than closed eld regions in EUV images.
Figure 3.3: SoHO/EIT images vs. synthesized images in the 284 A band. Top row shows
the observations while the bottom row shows images synthesized from AWSoM.
The left column shows images for Nov. 16, 1996 (i.e. a week prior to the
observation time), and the white arrow points to the approximate location of
the intersection between the SUMER slit and the plane of the sky. The right
column shows images for Nov. 22, 1996. The approximate location of the
SUMER slit is superimposed on the observed image.
We compare our model results for CR1916 to images recorded by the EUV Imaging
Telescope (EIT; Delaboudiniere et al., 1995) on board SoHO. In preparing instrument-
specic response tables, as well as observed images from the raw data, including
calibration, noise reduction and normalization of the photon ux by the exposure
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time, we used the SolarSoft IDL package.
Figure 3.3 shows observed vs. synthesized images of the 284 A band, which is
dominated by the Fe XV ion, corresponding to an electron temperature of  2:2 MK.
We present images taken at two dierent times: the top image shows the solar disk
as viewed by SoHO at the time of the SUMER observations, while the bottom gure
shows the emission from the solar disk a week earlier, so that the region containing the
plane of the sky during the SUMER observation can be viewed close to disk center.
As can be seen, the large scale features of the corona, such as coronal hole boundaries
and active region locations, are reproduced by the simulation.
3.7.2 Comparison of Synthetic and SUMER Spectra
In order to perform 3D line-of-sight analysis, we begin with extracting model
results, such as electron and proton densities and temperatures, as well as the Alfven
waves energy density, along the line of sight to the SUMER slit. The geometry of
the problem is illustrated in Figure 3.4, where the SUMER line-of-sight for the entire
slit width is traced within the three-dimensional space of the model solution. The
gure shows the solar surface, colored by the radial magnetic eld magnitude, the
horizontal plane containing the SUMER slit, colored by the electron density, and the
plane of the sky for the time of SUMER observations.
Using the model results and the CHIANTI database, we calculated the spectral
ux LOS integral according to Eq. (3.12) for each of the lines in Table 3.1 at each of
the 30 radial sections of the SUMER slit. The resulting spectra are compared to the
observed spectra in Figures 3.5 - 3.9. The two panels on the left of each gure show
color contour plots of the synthetic and observed line spectra at all heights covered
by the SUMER slit. The middle panel compares the line prole in absolute units at
two dierent distances above the limb: 1.04 Rs and 1.14 Rs. The blue symbols and
error bars show the observed ux and the associated uncertainty, which takes into
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account a calibration error of 20% for SUMER detector-B (Wilhelm, 2006), and the
statistical error in the photon count. The blue curve shows the t to a Gaussian of
the measured ux. The red curve shows the model result. On the right, we show the
normalized line prole in each of these heights, using the same color coding as before.
The normalized line prole allows us to examine the accuracy of the model prediction
of the line width, independent of the absolute value of the predicted total ux. The
rst thing to notice is that for all lines the observed and predicted line widths are in
good agreement at both heights. These results imply that the combination of thermal
and non-thermal motions predicted by the AWSoM model is accurate. The predicted
and observed spectral line uxes are in good agreement for Mg IX and Na IX ions,
while the model under predicts their magnitude in the S X, Fe XII and Ne VIII ions.
We discuss possible causes of these discrepancies in Section 3.7.3.
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Figure 3.4: 3D model results, location of the plane of the sky, and SUMER line of sight.
The plane containing the SUMER slit is colored by the electron density. The
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Figure 3.5: Comparison of synthetic and observed spectra for Fe XII 1242 A. Left two
panels: color plots of synthetic and observed spectra at distances r = 1:04  
1:34Rs. Middle: Selected line proles extracted at r = 1:04Rs (top) and at
r = 1:14Rs (bottom). Blue symbols with error bars show the SUMER data,
the blue solid curve shows the t to a Gaussian, and the red curve shows the
line prole synthesized from the model. Right: Normalized line proles for the
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Figure 3.6: Comparison of synthetic and observed spectra for Mg IX 706 A. See Figure 3.5
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Figure 3.7: Comparison of synthetic and observed spectra for Na IX 681 A. See Figure 3.5
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Figure 3.8: Comparison of synthetic and observed spectra for Ne VIII 770 A. See Figure
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Figure 3.9: Comparison of synthetic and observed spectra for S X 1196 A. See Figure 3.5
for the full description.
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3.7.3 Comparison of Total Flux vs. Height
The total ux predicted by the model depends on the distribution of electron
density and temperature along the line of sight. In turn, the radial proles of the
electron density and temperature depend on the heating rate, which in our case is a
result of turbulent dissipation of Alfven waves. Thus comparing the radial proles of
the total ux to the observations allows us to verify that the large scale distribution
of heating rates predicted by the model give realistic results.
Figure 3.10 shows a comparison of the radial proles of the total ux for all the
lines listed in Table 3.1. The left panels display the predicted and observed total ux,
Ftot, at all heights covered by the SUMER slit. The panels on the right side of Figure
(3.10) display the ratio between observed and predicted total line uxes, as a measure
to determine the agreement or disagreement between model and observations. The
discrepancies between the model and the observations seem to decrease with radial
distance, as all ions show agreement above 1.2 solar radii. However, this improvement
is due in part to the increase with height of the uncertainties of the observed uxes.
The regions shaded by an orange color correspond to heights where the error in the
measured ux is larger than the measured value itself. For these cases, the ratio
between predicted and observed total ux becomes meaningless, and these points are
excluded from the ratio calculation. The regions shaded in blue correspond to the
height above the limb where the scattered light contribution may reach up to 50% of
the observed line ux, as discussed in Section 3.5.2. These heights are summarized
in the third column of Table 3.1. We next discuss the results for the separate lines in
more detail.
Mg IX and Na IX - The successful comparison for Mg IX and Na IX is very
important. Since no atomic physics problems were expected for these lines (see Section
3.6.2), the agreement indicates that the overall temperature and density distributions
predicted by the AWSoM model along the line of sight are realistic, although line of
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sight eects might compensate for local inaccuracies.
Fe XII - The total ux of the Fe XII line is underestimated, but it is important to
note that the factor of 2 to 3 discrepancy we nd is similar to the underestimation we
expected from this line (see Section 3.6.2) so that the disagreement could be largely
due to atomic data inaccuracies.
Ne VIII and S X - The synthetic uxes for Ne VIII are underestimated by
a factor  1:5, which is slightly larger than the experimental uncertainties. One
possible cause for such a disagreement could be radiation scattering for the Ne VIII
line, which we neglected in the present emission calculation. However, Landi (2007)
showed that radiative scattering is not a signicant source of line excitation for Ne
VIII below 1.5 Rs. The S X line ux is also underestimated by the AWSoM model
by a factor  2, although the uncertainties on the observed ux are rather large.
An overestimation of the electron density along the line of sight might account for
part of the disagreement, as the 1196 A line contribution function, G(Ne; Te), dened
by Eq. (3.7), decreases as the density increases beyond Ne = 10
8 cm 3. However,
the discrepancy between the predicted and observed uxes of both Ne VIII and S X
could also be due to an inaccurate estimation of their abundances. Coronal element
abundances are aected by the fractionation processes active in the corona known as
the \FIP eect" (Feldman and Laming , 2000, and references therein). It has been
observed that the abundances ratio of elements with a low (< 10 eV) First Ionization
Potential (FIP) to elements with a high FIP is larger in the corona compared to the
photosphere, by a factor known as the \FIP bias". The coronal abundances used in
the present calculation (from Feldman et al., 1992) adopt a FIP bias of 4. However,
the FIP bias of S is not known with accuracy: Feldman et al. (1992) report a FIP
bias of 1.15, while, for example, Feldman et al. (1998) indicate a FIP bias between
1.2 and 2.0, which is large enough to account for the disagreement we nd. The
FIP bias of Ne has never been measured, since the photospheric abundance of Ne is
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unknown. Theoretical models of the FIP eect suggest that Ne is also aected by
this process (Laming , 2012, and references therein), so that the absolute abundance
of this element in the corona is also subject to uncertainty. These uncertainties might
be causing the discrepancies we nd in the total uxes of these two lines.
3.7.4 Comparison of Line Width vs. Height
The comparison of the radial variation of the line width in the synthetic spectra to
that found in the observations allows us to determine how well the predicted plasma
and wave properties are able to account for the observed line broadening in the inner
(1:04  1:34Rs) part of the equatorial solar atmosphere.
Figure 3.11 compares the radial proles of the synthetic and observed line widths
for each of the spectral lines in Table 3.1. The regions where the scattered light ux
may contribute up to 50% to the line ux are shaded in blue. These radial distances
are reported in Table 3.1. The panels on the left hand side show the model and
observed width cast in units of speed using Width(km s 1) = (=0)c, where c is
the speed of light in km s 1. This quantity is often referred to as the eective speed.
The blue curve with error bars shows the observations, while the red dashed line shows
the model results. In order to examine the relative contribution from the thermal and
non-thermal speeds, we repeated the calculation of the line widths while ignoring the
non-thermal speed as a line broadening mechanism. The results are shown as the
green curves on the left panels. The panels on the right hand side show the ratio of
the observed to synthetic line width (blue curve). The solid black line denotes a ratio
of one, i.e. a perfect agreement. The rst thing we note is that the ratios for all lines
are all very close to unity, with a discrepancy of less than 10% at most heights. This
implies that the combination of ion temperatures and non-thermal speeds predicted
by AWSoM can produce synthetic line widths whose magnitudes are very close to the
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Figure 3.10: Total ux comparison. Left column: Observed (blue) and predicted (red)
total uxes. Right column: Ratio of observed to modeled total uxes (blue
curve). The black curve shows a ratio of 1, for convenience. The regions
shaded in orange correspond to heights where the uncertainty in the observed
ux becomes larger than the measured value. In this case the uncertainty in
the ratio leads to a lower bound that is negative, and therefore, meaningless.
The regions shaded in blue corresponds to heights above which the stray light
contribution might reach up to 50% of the observed ux, as reported in Table
2.
117
total ux comparisons, we note that line-of-sight eects may compensate for any local
inaccuracy in the AWSoM prediction. The removal of the non-thermal speed from the
calculation of the synthetic proles greatly reduces the agreement between the model
and the observations. This implies that the non-thermal motions induced by the
waves are necessary for predicting line widths which are consistent with observations.
While the line width due to thermal motions alone does not change considerably with
radial distance, the total line width which includes the wave-induced motions shows a
clear radial dependence. This dependence is due in part to the eects of the magnetic
topology, as we will discuss in Section 3.7.6.
The comparison also sheds some light on the validity of our assumption that all
the ions have the same temperature. Under this assumption, the thermal contribution
to the line broadening at a given location (as given in Eq. (3.11)) will be inversely
proportional to the ion's mass. On the other hand, the non-thermal contribution to
the line width will be the same for all ions. In other words, the synthetic widths of each
of the lines in Figure 3.11 are obtained by combining dierent thermal contributions
(since each line is emitted by an ion of a dierent element) and equal non-thermal
contributions. A simultaneous agreement of the synthetic widths of all ions with
observations is therefore consistent with our assumptions that all the ions have the
same temperature and that they all have the same non-thermal speed.
We note that for Fe XII, the agreement between the synthetic and observed line
width decreases with height. This discrepancy may be due to the uncertainty in the
observations, but it is also possible that our assumption that this ion, which has
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Figure 3.11: Model - SUMER comparison of FWHM. Blue curves with error bars show the
measured FWHM. Red curved show the AWSoM predicted FWHM. Green
curves show the AWSoM prediction if the non thermal speed is not be taken
into account.
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3.7.5 Comparison of Electron Properties
In the previous sections, we showed that the modeled wave amplitude is consistent
with observed line-widths of several dierent ions, suggesting that the model correctly
predicts the amount of wave energy propagating in the corona. To complete this dis-
cussion, we wish to verify that the observed coronal heating rate, which depends on the
wave dissipation rate, is also reproduced. Since the heating rate impacts the electron
density and temperature, comparing the modeled and measured electron properties
along the SUMER slit serves as an independent check on the dissipation mechanism
assumed in the model. Oran et al. (2013) found that the AWSoM model's prediction
of electron properties in a polar coronal hole during solar minimum were in good
agreement with measurements. The simple geometry of the coronal hole allowed the
authors to compare the line-of-sight measurements to model results extracted along
the coronal hole axis. However, in the present case of observations of the equato-
rial quiet corona, which exhibits a more complex magnetic topology, it becomes less
clear which region along the line-of-sight should be compared to the measurements.
We therefore adopt a more detailed approach, which takes into account the variable
emission from dierent magnetic structures crossing the line-of-sight.
3.7.5.1 Overcoming Line-of-Sight Eects: 3D Emission Analysis
The advantage of a three-dimensional model is that it enables us, when com-
bined with the CHIANTI atomic database, to calculate the relative contribution of
each emitting volume along the line-of-sight to the total observed emission using the
calculations presented in Section 3.6. This allows us to assess the amount of contam-
ination to a given coronal structure from emission in the background and foreground,
as well as guide us in the interpretation of diagnostic results. We here concentrate on
electron density and temperature diagnostics; the electron density along the SUMER
slit was measured using the line ux ratio of S X 1196A and S X 1212A, while the
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electron temperature was measured using the line ux ratio of Mg IX 706A and Mg
IX 749A. If a single, well-dened magnetic structure can be identied as a major
source of the emission in these lines, then the corresponding modeled quantity in that
structure may be compared to the measurement results. We must also require that
the relative contribution of this region to the total emission is the same for each of
the lines used in the ux ratio calculation. In this way, the ratio of the line uxes
integrated over the selected region will be equal to the ratio of line uxes integrated
over the entire line-of-sight, making the comparison to the observations appropri-
ate. The procedure is somewhat dierent in case of electron density and temperature
measurements, and we discuss these separately.
3.7.5.2 Region of Maximum Emission for Electron Density Measurements
The electron density along the SUMER slit was obtained from the line ux ratio
of the S X 1196A and S X 1212A lines. Figure 3.12 shows the relative contribution of
each location along the line of sight to the total emission, calculated using the AWSoM
results and the CHIANTI database. The top row shows the fractional contribution
to the total emission along each of the lines of sight. The bottom panels show the
cumulative normalized LOS integral of the emission for these lines, which ranges from
0 to 1 (corresponding to the two edges of the line of sight). It can be seen that for
both lines, the strongest emission comes from a narrow region around the plane of
the sky (where we set the path length to 0). At lower altitudes, there is a signicant
contribution coming from an additional region behind the central region. We have
found that  24% of the total emission of both lines comes from a region that is less
than 0:2Rs wide, marked by the black and purple curves. The black curves show the
bounds of the 24% region for S X 1196A , while the purple curves show the same for
S X 1212A . Since the two regions more or less overlap, the density modeled in this
region is suitable for comparison with the density measurement.
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We next locate this region in the model's three-dimensional magnetic topology.
Figure 3.13 shows the MHD solution in an equatorial plane. Color contours show
the radial speed while black curves show the magnetic eld. The boundaries of the
24% region for S X 1196A are marked by the white squares (corresponding to the
purple curves in Figure 3.12). Interestingly enough, we see that a large part of the
emission is coming from a distinct magnetic structure of a pseudo-streamer, i.e. a
loop structure topped by open eld lines of a single polarity. The ow speed above
the streamer is slower than the surrounding regions.
3.7.5.3 Region of Maximum Emission for Electron Temperature Mea-
surements
The electron temperature along the SUMER slit was obtained from the line ux
ratio of Mg IX 706A and Mg IX 749A. As for the S X line pair, we wish to verify that
both lines give similar relative contribution to the line-of-sight emission in the pseudo-
streamer region. The cumulative contribution along the line of sight is shown in Figure
3.14. The overlaid curves represent the region where the relative contributions of the
two lines are similar, and account for 36% of the total line-of-sight emission. The
black and purple curves correspond to the 706A and the 749A lines, respectively.
As can be seen, these regions almost entirely overlap. Calculating the temperature
from the observed line ux ratio also requires us to know the electron density, which
we take from the measurement discussed in the previous section. We therefore wish
to compare the location of the region of equal contribution of the Mg IX lines to
the region of equal contribution of the S X lines, i.e. the pseudo-streamer region
selected in the previous section. The comparison is shown in Figure 3.15. The panels
show the fractional contribution for Mg IX 749A (left) and for S X 1212A (right).
The purple curves represent the region of equal contribution of the S X line pair
(as in Figures 3.12 and 3.13), while the black curves represent the region of equal
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Figure 3.12: Emissivity line of sight integral for S X 1196A(left column) and S X
1212A(right column). The top row shows the fractional contribution to the
total line of sight integral, along all 30 SUMER lines of sight used in this
study. The bottom row shows the cumulative contribution to the LOS inte-
gral. The purple curves represent the ranges along the LOS that account for
24% of the total emission of S X 1196A , while the black curve represents the
region that accounts for 24% of the total emission in the S X 1212A line.
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Figure 3.13: Location of maximum emission for the S X 1196 A. The color contours show
the radial ow speed in the equatorial plane containing the SUMER lines-of-
sight (marked by the two white lines). The gray line denotes the plane of the
sky for the day the observations. Black stream lines show the magnetic eld.
White squares show the bounds of line of sight segments corresponding to the
purple curves in Figure 3.12.
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contribution of the Mg IX line pair (as in Figure 3.14). As can be seen, the spatial
distributions of the emission are quite dierent, mostly at low altitudes. The regions
of equal contribution more or less overlap above an heliocentric distance of 1.15 Rs.
We therefore restrict the comparison of measured and predicted electron temperature
to these altitudes only, where we can safely assume that the density and temperature
measurements apply to the same region. Examining Figure 3.13, we can see that
this altitude corresponds to the purely open eld line region of the pseudo-streamer,
while at lower altitudes the lines of sight intersects both open and closed eld line
structures.
3.7.5.4 Electron Density and Temperature in a Pseudo-Streamer
We located a distinct and narrow region which accounts for signicant and equal
parts of the total uxes used in the electron density and temperature measurements.
For each line of sight, we average the predicted quantity over the segment bounded
by the white squares in Figure 3.13, to obtain a radial prole along the SUMER slit.
Figure 3.16 shows the comparison of the predicted electron density in the pseudo
streamer with the SUMER measurement. The blue curve with error bars shows the
measured electron density while the dashed red line shows the model results. The
error bars in the model indicate the minimum and maximum electron density found
along the line of sight segments over which we take the average. The shaded region
represent the altitude where the observed ux of the lines used for this measurement
has decreased to below twice the scattered light ux, making the measurement less
reliable at these heights. As can be seen, the model and measurements are in very
good agreement, although the uncertainty in the electron density measurement is
quite large.
The predicted electron temperature along the SUMER slit and its comparison to
observations is shown in Figure 3.17. The color coding, as well as the role of the error
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Figure 3.14: Emissivity normalized line of sight integral for Mg IX 706A (left) and Mg
IX 749A (right). The purple curves represent the ranges along the LOS that
account for 36% of the total emission of the 706A line, while the black curves
represent the same range for the 749A line.







































Figure 3.15: Fractional contribution to the line of sight integral for Mg IX 749A (left)
and S X 1212A (right). The purple curves represent the ranges along the
LOS that the S X line pair has similar contribution (same region as in Figure
3.12), while the black curves represent the region where the Mg IX line pair
has similar contribution (same region as in Figure 3.14).
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bars, is the same as in Figure 3.16. The comparison starts at r = 1:15 Rs since below
that height the lines used in the temperature measurement are not emitted from
the same region as the lines used for the density measurement. The shaded region
corresponds to altitudes where the observed ux of the lines used for this measurement
has decreased to below twice the scattered light ux, making the measurement less
reliable at these heights. The measured temperature exhibits large uncertainties and
variations with height, with no clear radial trend. The predicted electron temperature
falls within the range of observed values, suggesting that the heating supplied by the
heating mechanism is sucient to achieve the observed coronal temperatures in the
quiet corona.





















Figure 3.16: Model / SUMER comparison of electron density. The blue curve shows the
density measured using the SUMER S X 1196A and S X 1212A line ux ratio.
The red curve shows the modeled density, averaged over the line of sight
segments bounded by white squares in Figure 3.13. The model uncertainty
is calculated given the minimum and maximum density along each segment.
The shaded region represents the altitude above which the observed line uxes
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Figure 3.17: Model / SUMER comparison of electron temperature. The blue curve shows
the temperature measured using the SUMER Mg IX 706A and Mg IX
749A line ux ratio. The red curve shows the modeled electron temperature,
averaged over the line of sight segments bounded by white squares in Figure
3.13. The model uncertainty is calculated given the minimum and maximum
density along each segment. The shaded region represents the altitude above
which the observed line uxes decreased to below twice the scattered light
ux (see Table 3.1).
3.7.6 Wave Dissipation in the Pseudo-Streamer
The three-dimensional, magnetogram-driven solution allows us to study not only
the synthetic line of sight line width, but also the variation of the wave amplitude
along selected eld lines. We recall that the line width observed from a particular
direction depends on both the wave energy and the magnetic topology, as is clear from
Eq. (3.2). Examining Figure 3.13, we can see that the magnetic eld in the region
of largest emission is composed of a closed loop structure up to a radial distance of
 1:1Rs, above which all eld lines are open. In the closed loop region, the magnetic
eld direction changes from approximately perpendicular to parallel to the line of
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sight. Thus while the wave amplitude is expected to increase with height in this
region (due to the sharp decrease in the plasma density), the fraction of it that lies
along the SUMER line of sight will decrease. Above the closed loop structure the
magnetic eld direction is very close to perpendicular to the line of sight, and thus
a larger share of the wave induced motions will contribute to the line width. This
dependence on the line of sight and magnetic eld geometry is illustrated in the radial
variation of the line widths in Figure 3.11, where an evident change in the synthetic
line widths of all ions occurs around r = 1:1Rs.
In order to study the actual variation of the wave amplitude, we extracted the
model results along three open eld lines inside the region of largest emission. This
will enable us to remove the eects of the line of sight geometry and directly study
the wave dissipation taking place in this region. We calculate the rms of the wave
velocity amplitude, u =
p
< u2 >, using Eq. (3.4). Hassler et al. (1990) and Moran
(2001) have shown that if no wave damping is taking place, the rms wave amplitude
would vary as u /  1=4 as a result of energy conservation along a magnetic ux
tube. Thus we would expect the rms wave amplitude predicted by the model to be
lower than the undamped values. The results are shown in Figure 3.18. The location
of the selected eld lines is shown in the inset. Line 1, colored in blue, is an open
eld line on the edge of the pseudo-streamer, while line 3, colored in red, in the
rst open eld line straddling the closed loop structure. Line 2, colored in green,
lies in between the other two lines. The solid curves show the rms wave amplitude
as a function of the path length S along each of the eld lines, while the dashed
curves show hypothetical curves for undamped waves, normalized to the value of the
modeled curve at S = 0:05Rs. As expected, the rms wave amplitude sharply increases
close to the inner boundary due to the sharp drop in density. Departures from the
undamped curve become prominent above S = 0:05   0:1Rs, although each of the
eld lines exhibit a dierent dissipation rate. It is interesting to compare the damped
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and undamped curves to a similar analysis presented in Hahn et al. (2012) for a polar
coronal hole. In Figure 5 therein, the observed eective speeds of several emission
lines are compared to undamped values. Departures from the undamped curves start
above heights of 0:1Rs and 0:2Rs above the limb, depending on the ion. Of the three
eld lines in Figure 3.18, line 1 most resembles a coronal hole eld line, with minimal
bending around the closed loop structure. The wave amplitude along line 1 shows
very similar behavior to the one reported in Hahn et al. (2012). In the case of line
2 and line 3, larger departures from energy conservation occur at lower heights near
the closed loop region. This is most prominent for line 3, where the wave amplitude
is signicantly reduced near the tip of the loop structure. In this location, higher
dissipation is expected to occur due to the presence of counter-propagating waves,
and the rst term under the square root in Eq. (2.13) will be taken into account.
Above that point, the rms wave amplitude increases at a rate similar to that of line 1,
consistent with the fact that the dissipation rate is now dominated by reections, i.e.
the second term under the square root in Eq. (2.13). Line 2 also exhibits a signature
of this behavior, although it is less pronounced.
3.8 Conclusions
In this work, we have examined whether the dissipation of Alfven waves due to a
turbulent cascade is a likely candidate to explain the observed large-scale distribution
of coronal heating rates. By combining results from an Alfven wave-driven MHD
model with the CHIANTI atomic database, we were able to produce, for the rst
time, synthetic EUV spectra that include thermal and non-thermal broadening from
a global model.
The ability to predict non-thermal line broadening in a wave-driven global model
is an important step in testing the validity of the underlying wave heating mechanism,










































Figure 3.18: Model results of the rms velocity amplitude of Alfen waves along selected
open eld lines. The inset shows the eld lines in an equatorial plane. White
squares denote the region of maximum emission as described in Section 3.7.5.1.
The solid curves show the rms velocity amplitude extracted from the AWSoM
model, while the dashed curves show hypothetical wave amplitudes for un-
damped waves. The hypothetical curves were normalized to the corresponding
modeled value at S = 0:05Rs.
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modeled amplitude of the Alfven waves. The advantage of a global model is that the
predicted emission is integrated over the line of sight using the full three-dimensional
solution, without invoking simplifying assumption about the geometry of the system.
Comparing the synthetic spectra to detailed SUMER observation between r=1.03
- 1.43Rs, we tested whether the AWSoM model can predict plasma properties and
wave energies that are simultaneously consistent with observations. The predicted
total ux in selected emission lines depends on the electron density and temperature,
while the line width depends on the ion temperature and wave amplitude. We have
found good agreement between predicted and observed line width, and reasonable
agreement of the total ux, given the uncertainties in atomic data.
By taking advantage of the three-dimensional nature of the solution, we could
calculate the relative contribution of dierent regions along the line of sight to the
observed emission. We found that a signicant fraction of the emission of several lines
comes from a narrow, well dened magnetic structure: an equatorial pseudo-streamer.
The electron density and temperature predicted by the model are in good agreement
with the measurements performed using the emission of these lines, suggesting that
this region is indeed the source of the relevant radiation detected by SUMER. This
type of three-dimensional line of sight analysis is important to the interpretation of
any remote observation.
In summary, we have shown that the treatment of Alfvenic energy as described
in the AWSoM model simultaneously produces electron densities, temperatures, total
line uxes and line broadening that are consistent with observations. This suggests
that the model correctly describes the amount of wave energy injected into the system,
and the fraction of it that is deposited as heat.
Finally, we mention possible improvements and future work. First, the synthetic
proles can be calculated more accurately. The line uxes calculations used here
were based on the assumption of ionization equilibrium. This assumption may break
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down, as wind-induced departures from equilibrium may occur. A more accurate
calculation should be based on solving the charge state evolution in the region under
question, which will be the basis of a more accurate calculation of the line uxes.
Such a calculation is presented and performed in Chapter 4. Second, as mention in
the Conclusions for Chapter 2, the model's treatment of wave propagation and dissi-
pation can be improved to describe wave reections self-consistently, as the reection
coecient should depend on the magnetic topology.
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CHAPTER IV
Solar Wind Acceleration and Heavy-Ion Charge
States
4.1 Introduction
In this Chapter, we examine whether a solar wind model in which the wind is
accelerated by Alfven waves can explain the observed charge state distributions, both
in the solar corona and in the fast and slow solar wind.
As mentioned in Section 1.7.1, the fast and slow wind dier not only in their
charge states, but also in the elemental abundances: the slow wind exhibits a FIP
bias, while the fast wind does not. Describing elemental abundances is beyond the
scope of this work, as it requires:
 1. a multi-uid description to describe the evolution of each element. The AW-
SoMmodel is implemented within the framework of single-uid, two-temperature
MHD.
 2. the inclusion of an elemental fractionation mechanism responsible for the FIP
bias; such a mechanism has not been clearly identied (Laming , 2009, 2012).
 3. the FIP bias is most likely related to the time-dependent evolution of the
plasma. This is motivated by the fact that the FIP bias observed in coronal
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loops depends on the "age" of the loop , i.e. the time elapsed since its emergence
from the chromosphere (e.g. Feldman and Widing , 2003).
We have seen in Chapter 2 that the AWSoM model is capable of reproducing the
large scale structure of the fast and slow solar wind in the heliosphere, and that the
resulting wind speeds at 1-2 AU are consistent with Ulysses observations. It was
also shown that the thermodynamic structure of the lower corona is consistent with
observed EUV emission. The wave dissipation mechanism and the heating rates in
the lower corona were examined in detail in Chapter 3. Here, we wish to verify
that the modeled wind acceleration rates and ow properties in the extended corona
are also consistent with observations. The largest acceleration rates occur close to
the Sun and below the Alfvenic point. Direct measurements of the wind speeds in
this region are not available; however, by modeling the charge state evolution using
the wind properties given by AWSoM, we can compare the resulting charge states
distributions to observations. This then serves as an indirect test of the conditions
along the wind trajectory, from its source region and up to the freeze-in height.
We adopt the diagnostic approach proposed in Landi et al. (2012a), where co-
ordinated observations at both ends of the wind trajectory, i.e. in-situ solar wind
observations and the emission from the lower corona, are used to test model predic-
tions. In Landi et al. (2014, under review), this diagnostic approach was used to test
predictions of three theoretical models, including the AWSoM model. That study was
limited to the center of an idealized polar coronal hole. Here this work is extended to
a realistic magnetic eld, and covering the entire latitudinal range, so that the charge
states in both the fast and slow wind are simulated.
It is important to emphasize that both the fast and the slow wind captured by the
ASWoMmodel (see Chapter 2) originate from the open eld lines region in the corona.
Moreover, the steady-state simulations used in this work do not allow us to describe
dynamic release of material from the closed eld line region into the wind. Therefore
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this work does not aim to examine which of the theories invoking dynamic release
are best suited to explain the observations. However, the steady-state picture of the
solar wind does not necessarily contradict the dynamic release models. Antiochos
et al. (2012) suggested that the solar wind be classied into quasi-steady and non-
steady ow types rather than into the traditional fast and slow wind; in this picture,
the non-steady wind is the variable slow wind, which is formed by dynamic release of
material, while the quasi-steady wind is made of both fast and slow wind ows that
have similar compositional and temporal characteristics. The quasi-steady wind is not
formed by dynamic release; Antiochos et al. (2012) associated it with low latitudes
coronal holes. By modeling the wind along open eld lines in the AWSoM model,
we in fact describe a steady fast and slow wind, without attempting to describe the
uctuations in the non-steady slow wind properties or its causes. Instead, we explore
whether the steady slow wind can carry dierent charge state composition compared
to the fast wind, due to the dierent plasma conditions along the wind trajectory.
It remains to describe how one can predict the charge states using a two tem-
perature MHD model, which does not include heavy ion species. As the abundances
of elements heavier than helium are very low, they do not aect the global MHD
solution. We can therefore use the electron density, temperature and speed from the
AWSoM model to drive a charge state evolution model (Michigan Ionization Code
(MIC), Landi et al., 2012b) which calculates the ionization status of an element at
any point along the wind trajectory. The modeled freeze-in distributions for O, C,
and Fe are directly compared to in-situ measurements performed by the SWICS in-
strument on board Ulysses at 1-2AU. In the corona, on the other hand, information
about the ionization state can only be gained from the observed emission associated
with the dierent ions. As in Chapter 3, we calculate synthetic line-of-sight emission
from the model and compare it to remote observations. However, the assumption of
ionization equilibrium made in Chapter 3 is here relaxed, and the actual ion fractions
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predicted by MIC are used instead. The synthetic line of sight emission is compared
to spectral line intensities from S, Si and Fe observed in the lower corona by the EUV
Imaging Spectrometer (EIS, Culhane et al., 2007) instrument on board Hinode. Sev-
eral spectral lines corresponding to dierent ionization stages are used, which allows
us to examine the modeled ionization rates in detail.
This Chapter is organized as follows. The charge state evolution model is described
in Section 4.2. The coupling of this model to AWSoM results is described in Section
4.3. The synthetic emission calculation using the predicted charge states is described
in Section 4.4. Details on the in-situ and remote observations used in this work are
described in Section 4.5. The model results and their comparison to the observations
are presented in Section 4.6. Section 4.7 discusses the higher charge states modeled
in the slow wind and presents a possible connection between those increases and
a region of higher plasma density in the corona, located near the boundary of the
coronal holes. We show that this density enhancement as predicted by the model is
consistent with EUV tomographic reconstructions of the lower corona. Section 4.8
summarizes the results and discusses their possible interpretations and implications
to understanding the solar wind formation.
4.2 Charge State Evolution Model
4.2.1 Evolution Along Field Lines
As heavy ions are accelerated away from the Sun, they undergo ionization and
recombination due to collisions with the electrons, at rates that depend on the local
electron density and temperature. The wind speed along the eld lines determines
how much time the ions spend at a given location; if the speed is suciently high,
the ions do not have enough time to achieve ionization equilibrium. A model that
takes into account the ow properties along the wind trajectory can fully describe
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such departures from equilibrium.
The MIC code calculates the charge state evolution in the rest frame of the plasma




= ne [ym 1Cm 1(Te) + ym+1Rm+1(Te)  ymCm(Te)  ymRm(Te)]
mym = 1; (4.1)
where ym is the fraction of element y in charge state m, while Ri and Ci are recom-
bination and ionization rate coecients. The rst two terms on the right hand side
describe creation of ions with charge state m due to ionization from a lower charge
state and recombination from a higher charge state, while the last two terms describe
losses due to ionization and recombination of ions with charge m into higher and
lower charge states, respectively. Eq. (4.1) constitutes a system of coupled continuity
equations for each element. These are solved numerically using a fourth-order Runge-
Kutta method with an adaptive step size which limits the change in any charge state
fraction to a maximum of 10%.
The MIC model requires information about the electron density and temperature
in order to solve Eq. (4.1). These are extracted from the AWSoM model along open
eld lines as described in Section (4.3.2). Since we are interested in the large-scale
steady-state solution, the temperature and density at any point are constant in time.
The wind speed parallel to the eld line (in the co-rotating frame) is used to determine
how much time the plasma spends at a given location in order to integrate dym=dt. It
follows that the wind acceleration rate will impact the results, and dierent freeze-in
distributions are generally expected for fast and slow solar wind ows. In addition,
the freeze-in charge states strongly depend on the electron temperature and density
up to the freeze-in height.
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The temperature-dependent ionization and recombination rate coecients are cal-
culated using the CHIANTI 7.1 Atomic Database (Dere et al., 1997; Landi et al.,
2013), which includes the ionization rates compiled by Dere (2007) and the recombi-
nation rates reviewed by Dere et al. (2009). Finally, we need to specify the boundary
conditions for Eq. (4.1). The electron density and temperature at the base of each
eld line are taken directly from the AWSoM model. These quantities are also used
to calculate ym at the base by solving Eq. (4.1) assuming ionization equilibrium.
4.2.2 Role of Supra-Thermal Electrons
Due to the charge state freeze-in eect, the coronal electron temperature can in
principle be estimated from the charge states observed at 1AU. This can be achieved
by solving Eq. (4.1) using an assumed wind evolution proles, and comparing the
resulting frozen-in distributions to available in-situ observations. This procedure is
then repeated iteratively while changing the parameters governing the wind evolution
prole (e.g. Ko et al. (1997)) until a minimal deviation between the observations
and the data is achieved simultaneously for as many ions as possible. This leads to
an empirical determination of the wind parameters below the freeze-in height, from
which the coronal temperature can be estimated. Previous work has shown that
there is a discrepancy between the freeze-in temperature derived from in-situ charge
state ratios and that derived from remote observations of the wind source region
(e.g. Ko et al., 1997), with the temperature required to explain the charge states
in the heliosphere being generally higher than the observed coronal temperature. It
has been shown that this discrepancy can be resolved if an additional population
of supra-thermal electrons is assumed to be present below the freeze-in height (e.g.
Esser and Edgar , 2000). As of yet, there is no direct observational evidence of coronal
supra-thermal electrons. Laming and Lepri (2007) have shown that electrons obeying
a kappa distribution function can explain the ionization states observed in the wind,
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and that such a distribution can be created by parallel heating due to lower hybrid
wave damping. Feldman et al. (2007) estimated the energy content of supra-thermal
electrons in an active region, and found that less than 5% of the electron population
can have energies above 0.91keV and less than 2% can have energies above 1.34keV
in active regions.
In this work we consider the charge state evolution due to a single temperature
plasma as well as a plasma with an additional hotter electron population. The ad-
ditional electron population is modeled by assuming that 2% of the electrons belong
to a second Maxwellian distribution at 3MK  0:25keV . The second Maxwellian
produces a supra-thermal tail on top of the main electron population. This value was
chosen empirically as we describe in Section (4.6), and is smaller than that estimated
in Feldman et al. (2007). Ideally, a full parametric study of these values should be
performed, guided by observations. Such a study is beyond the scope of this work.
Incorporating the supra-thermal electrons in the simulation serves as a proof of con-
cept only, to determine whether they can at the same time:
1. aect charge state composition to solve the discrepancy between remote and
in-situ observations; and
2. provide observable signatures in remote observations (to our knowledge, such
signatures were not found in coronal emission to date), and that their eect on the
emission is consistent with observed spectra.
In order to accomplish this, two sets of ionization rate coecients need to be calcu-
lated in order to solve Eq. (4.1): one in which only the thermal electron population
is taken into account, and another where both the thermal and supra-thermal popu-
lations are considered. In addition, the presence of supra-thermal electrons will also
impact the emissivity of the plasma, which will require us to modify the standard
calculation of synthetic emission, as we describe in Section 4.4.
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4.3 Combining AWSoM Results with the Evolution Model
4.3.1 Deriving Wind Parameters from AWSoM
The MIC code was used to solve for the charge state evolution using the ASWoM
simulation for CR2063 described in Chapter 2. The charge state evolution model
requires as input the electron density, temperature, and speed along the wind trajec-
tory. Since the wind ows parallel to the magnetic eld in the co-rotating frame, we
trace the magnetic eld lines in the 3D AWSoM solution and extract these quantities
along them. The AWSoM model equations do not describe the ion motion, and it
is therefore assumed that the ions move with the same speed as the electrons and
protons. This assumption does not strictly hold at all locations in the solar atmo-
sphere, and future work may take dierential ion speeds into account by extending
the AWSoM model to a multi-uid MHD description.
As explained in Chapter 2, the transition region in the AWSoMmodel is articially
broadened and the energy equation is rescaled accordingly in order to resolve the
processes in that region. This will cause the eld lines extracted from the model to
be longer in that region, which will introduce undesired eects as the ions will spend
a longer time at a given temperature and density. It is therefore necessary to remap
the eld lines in order to undo this broadening, as was described in Chapter 2.
4.3.2 Field Line Selection for Coordinated Observations
Modeling the charge state evolution for all ions and all eld lines in the 3D do-
main of the global model is computationally expensive, and therefore the number of
eld lines should be minimized as much as possible. On the other hand, the eld
lines should be chosen such that the model results can be compared to Ulysses in-
situ measurements covering both the fast and slow solar wind, and remote spectral
observations of the lower corona.
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We take advantage of high resolution observations performed by the EIS instru-
ment on board Hinode taken during CR2063 on November 16, 2007 at 11:47:57,
observing the north polar coronal hole. In the same period, Ulysses was performing
its third and last polar scan, covering almost all latitudes in a period of a little over a
year. This particular set of EIS observations was chosen since it includes bright and
isolated emission lines from several charge states of Fe, two charge states of Si and
one charge state of S. We extracted the AWSoM solution along the eld lines that
intersect the EIS line of sight for that date. The full latitudinal range of available
Ulysses measurements (taken during a period of a year around the time of CR2063)
was covered by extracting the eld lines at all latitudes at 1 degree spacings. The
geometry is shown schematically in Figure 4.1. The black streamlines are the selected
magnetic eld lines. Note that only the open eld lines were used to obtain a solu-
tion from MIC, and closed eld lines are shown here for clarity. The solar surface is
colored by the radial magnetic eld and the gray surface represents the location of
the current sheet. The direction of the EIS line of sight and the general direction of
Ulysses are marked by the labeled arrows.
As explained in Chapter 2, the AWSoM solution used here was obtained using
a synoptic magnetogram for CR2063, thus the changes in the solar magnetic eld
during the year-long Ulysses polar scan are not taken into account in the simulation.
The comparison of the model results to Ulysses observations should be regarded as
a qualitative comparison of the large-scale structure of the solar wind charge states,
and we do not attempt to track the model solution along Ulysses's trajectory. In this
sense, the set of eld lines shown in Figure 4.1 allow us to obtain a "snapshot" of the
predicted charge states in the fast and slow solar wind during solar minimum.
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Figure 4.1: Geometry used for comparing model results with Ulysses and EIS coordinated
observations. Black stream lines show the magnetic eld lines extracted from
the AWSoM simulation for CR2063. Wind parameters along the open eld
lines were used as input to MIC. Labeled arrows mark the direction of the EIS
line of sight and the general direction of Ulysses. The solar surface is colored
by the radial magnetic eld obtained from a synoptic GONG magnetogram.
The gray surface represents the heliospheric current sheet, where the radial
magnetic eld is zero.
4.4 Modied Non-Equilibrium Contribution Function for Syn-
thetic Emission
Calculating the synthetic emission of a given spectral line requires knowledge of
the contribution function, Gji(Ne; Te), of the associated electronic transition from an
upper level j to a lower level i. The contribution function was dened in Eq. (3.7).
143
4.4.1 Ion Fractions
For a spectral line emitted by an ion of element X at charge state +m, Gji(Ne; Te)
is proportional to the ratio N(X+m)=N(X), i.e. the abundance of the ion X+m
relative to the total abundance of the element X. This ratio is usually found by
assuming ionization equilibrium at the local electron temperature. In the case of the
combined AWSoM-MIC simulation, the ions may not have sucient time to reach
ionization equilibrium due to their ow speed. These departures from equilibrium are
taken into account in calculating the synthetic emission by replacing the equilibrium
value of N(X+m)=N(X) with the ion fractions predicted by MIC.
In this Chapter two cases of charge state evolution models are considered: with
and without supra-thermal electrons. As discussed in Section 4.2.2, the additional
electron population will change the ionization and recombination coecients due to
their higher energies, resulting in dierent ion fractions.
4.4.2 Level Population
The contribution function also depends on the relative level population of ions of
type X+m at level j, appearing as the Nj(X
+m)=N(X+m) term in Eq. (3.7). Supra-
thermal electrons will impact the level population, since their presence will aect the
collisional excitation/de-excitation rates. This eect was taken into account when
calculating the emission from the MIC simulation in the case where supra-thermal
electrons were included.
4.4.3 Line of Sight Emission
The AWSoM and MIC results along the eld lines described in Section 4.3.2 were
interpolated onto a uniform grid along the EIS line of sight and the results were used to
calculate the emission at each point. The contribution function at any given point was
obtained from the CHIANTI atomic database using the AWSoM electron temperature
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and density, assuming elemental abundances given in Caau et al. (2011), the ion
fractions calculated from MIC, and the level populations predicted either with and
without the additional supra-thermal electron population. The synthetic line of sight
ux was obtained by integrating the emission according to Eq. (3.8).
4.5 Observations
4.5.1 Ulysses in-situ Charge States
The in-situ charge state measurements were obtained by the Solar Wind Ion Com-
position Spectrometer (SWICS, Gloeckler et al., 1992) on board Ulysses during June
2007 to June 2008 (i.e. during a period of a year centered around the simulation
time). The charge states ratios of O7+/O6+ and C6+/C5+ and the average charge
state of Fe, < Q >Fe are publicly available through NASA's CDAweb. The oxygen
and carbon charge state ratios are sensitive to the electron temperature in the inner
corona (up to the freeze-in height of 1.5-2R), and they are often used to distinguish
between dierent solar wind types and to study their source regions (e.g., Zurbuchen
et al., 2002; Zhao et al., 2009). The average charge state of Fe is also known to vary
between dierent solar wind regimes and was used to study the wind evolution in the
outer corona (e.g., Lepri et al., 2001; Lepri and Zurbuchen, 2004; Gruesbeck et al.,
2011), since it is sensitive to the electron temperature up to a freeze-in height of
 4R.
4.5.2 Emission from the Lower Corona
The observations we used in this work were taken by the EIS instrument on 16
November 2007. During this time, the EIS 2"512" slit was oriented along the North-
South direction and was pointed at 7 adjacent position along the solar E-W direction
to cover a total eld of view of 14"x512" whose center was located at (0",866"). The
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eld of view extended from 0.61 R from the Sun center inside the disk and up to a
height of 1.15 R above the limb in the north coronal hole. At each location of the
raster, the spectral range covered was 171   211A and 245   291A (with a spectral
pixel size of 0.022A per pixel) and the exposure time was 300s. From the available
spectral range, we chose a set of bright and isolated spectral lines (listed in Table
4.1), which includes as wide a range of charge states belonging to the same element
as possible. More details on these observations can be found in Hahn et al. (2010).
Ion Name Wavelength Fscatt Rmax
[A] [erg cm 2 s 1 sr 1] [R]
Fe VIII 185.213 29.349 1.115
Fe IX 188.497 22.357 1.136
Fe IX 197.862 9.505 1.136
Fe X 184.537 78.007 1.136
Fe XI 188.217 101.171 1.125
Fe XI 188.299 78.057 1.125
Fe XII 195.119 121.752 1.106
Fe XIII 202.044 52.229 1.025
Si VII 275.361 14.792 1.136
Si X 261.057 15.664 1.136
S X 264.231 15.677 1.115
Table 4.1: Selected EIS emission lines. Fscatt indicates the instrument-scattered light ux
and Rmax is the highest altitude at which the scattered ux is less than 20% of
the observed ux (see Section 4.5.2.2).
4.5.2.1 Data Reduction and Selection
The data were reduced using the standard EIS software made available by the
EIS team through the SolarSoft IDL package (Freeland and Handy , 1998). Each
original frame was at-elded, the dark current and CCD bias were subtracted, the
cosmic ray hits were removed, and the defective pixels were agged. Also, residual
wavelength-dependent osets and the tilt of the detectors were also removed. Data
were calibrated in wavelength and intensity; the most recent EIS intensity calibration
from Warren et al. 2014 was applied. This updated intensity calibration improves
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the calibration of the long-wavelength channel (246-292 A) and also allows to account
for the degradation occurred during the EIS mission. The accuracy of the calibration
is 25%.
In order to increase the signal-to-noise ratio, the data were averaged along the
E-W direction and re-binned along the slit direction (N-S) in bins of 0.01 R.
Only 14 bins extending from 1.025R to 1.155 above the limb were used for
comparison with the model. Pixels between 1.00 - 1.025R were excluded since they
might be aected by limb brightening (Hahn et al., 2010). The portion of the slit
pointed inside the solar disk was only used for evaluating the instrument-scattered
light, as we describe in Section 4.5.2.2.
Spectral line proles were tted with a Gaussian curve removing a linear back-
ground. At a certain height above the limb the line emission becomes too weak,
and a clear Gaussian cannot be discerned; these measurement are omitted from the
analysis. The overall uncertainty in the line uxes is obtained by taking into account
the calibration error, the tting error in the Gaussian, and the statistical error in the
measurement itself.
4.5.2.2 Scattered Light Evaluation
The EIS optics causes the instrument to scatter the radiation coming from the
solar disk into the detector, which can contaminate the observations even in the o-
limb section of the slit. This contribution depends on the specic conguration of
the instrument and on its pointing at the time of the observations and it cannot be
removed a-priori. The method used for SUMER in Chapter 3 allows us to estimate
the scattered light contribution in a particular set of observations, but it requires
concurrent observations of chromospheric lines or continuum emission that can be
used to derive the rate of decrease of the scattered light. In the case of the EIS
spectrometer there is no continuum emission available. The only chromospheric line
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Figure 4.2: Intensity vs. distance for the spectral lines in Table 4.1, over the EIS eld of
view between 0.93R and the farthest end of the slit at 1.16R (solid curves).
The dashed lines show the estimated scattered light intensity for each line. The
observed intensities and the scattered light level are color-coded in the same
way. For clarity of presentation, the Si X intensity is multiplied by 10, S X by
12, and Fe XI 188.2 by 0.6.
is from He II. Hahn et al. (2012) showed that the emission by this line in the o-limb
section is actually real coronal emission, so this line cannot be used. EIS measured
some transition region lines from O IV and O V which can potentially be used,
but they are too weak. Instead, we evaluate the scattered light contribution based
on EIS observations performed during a partial lunar eclipse. Using the ux ratio
from the occulted and non-occulted portions of the disk, the EIS scattered light was
found to be around 2% of the disk emission (Ugarte Urra 2010, EIS Software Note
No. 12). We evaluate the scattered light ux for each of the lines in Table 4.1
by averaging their emission in the portion of the slit that covered the disk in the
0:61   0:97R range. The scattered light intensity is then taken to be 2% of the
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average value. The line intensities over the EIS eld of view from 0:93R to the end
of the slit are shown in Figure 4.2. For clarity of presentation, the Si X intensity is
multiplied by 10, S X by 12, and Fe XI 188.2 by 0.6. It can be seen the intensity drops
sharply in the o-limb portion of the slit for the lines belonging to the lower ionization
stages. This is consistent with having a small contribution from scattered light: in
fact, the local coronal emission decreases very rapidly as  N2e , while scattered light
usually decreases very slowly with height above the limb. The scattered light levels
for each line are shown as dashed horizontal lines, and their values are reported in
the third column of Table 4.1. The actual contribution is probably lower, since the
EIS conguration here is very dierent than the one used during the eclipse; in the
present observations part of the slit pointed o the limb and therefore the telescope
is less illuminated by the disk emission. To exclude any signicant contamination by
scattered light from this analysis, we conservatively use only observations where the
scattered light level is less than 20% of the observed ux to compare the observations
to model results. The maximum height at which this occurs for each line, Rmax, is
reported in the last column of Table 4.1.
4.6 Results
4.6.1 Solar Wind: Frozen-in Charge States
The frozen-in distribution predicted by AWSoM/MIC for the eld lines described
in Section 4.3.2 are compared to Ulysses observations taken between June 2007 and
June 2008. The wind speed and density measured by Ulysses at the same period
were compared to the simulation results in Figure 2.18, which demonstrated that the
predicted values are in good agreement with the observations. Figures 4.3 - 4.4 show
Ulysses observations (left panels) and the AWSoM / MIC results (right panels) for
O7+=O6+ and C6+=C5+ plotted against heliographic latitude for the case of a single
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temperature electron population. The rst thing of note is that the charge state ratios
in the region covered by the slow solar wind around the equatorial plane are higher
than those outside this region, in line with observations. The overall magnitude of the
modeled O7+=O6+ and C6+=C5+ ratios is about an order of magnitude lower than
the observed values at all latitudes. However the qualitative behavior is markedly
similar. Figure 4.5 shows Ulysses and model predictions of the average frozen-in
charge state of Fe, < Q >Fe, at all latitudes. The dierences between the charge
state distributions of Fe measured in the fast and slow solar wind are more subtle
than for O and C ions (Lepri et al., 2001). The predicted values of the average charge
state of Fe are very close, but smaller, than the observed values, with a slight increase
in the low latitude slow wind. In summary, the modeled charge states exhibit the
well-known large scale behavior of higher charge states at low latitudes around the
heliospheric current sheet, and lower charge states at high latitudes associated with
polar coronal holes (von Steiger et al., 2000).
In all the cases presented above, the observed charge states exhibit temporal
variability, which is signicantly higher in the slow wind. Since the AWSoM-MIC
results are obtained from a steady-state model, the predicted charge states are not
expected to capture this variability. In addition, the charge state evolution was only
solved for selected eld lines, intersecting a single meridional plane close to the Sun.
Thus the latitudinal behavior of the predicted charge states constitutes a qualitative
"snapshot" of the heliosphere, and the smaller-scale variations seen in the model are
not to be directly compared to specic structures seen in the observations.
These results demonstrate that the wind proles predicted by AWSoM solely along
open magnetic eld lines can lead to distinctly dierent charge states in the fast and
slow solar wind, with higher ionization states occurring in the slow wind. However, the
results for the charge state ratios for O and C suggests that their modeled ionization
rates are insucient for reproducing the absolute observed values in both the slow
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Figure 4.3: O+7=O+6 ratio measured by Ulysses (left) and predicted by AWSoM / MIC
(right).
Figure 4.4: C+6=C+5 ratio measured by Ulysses (left) and predicted by AWSoM / MIC
(right).
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Figure 4.5: Average charge state of Fe measured by Ulysses (left) and predicted by AWSoM
/ MIC (right).
and fast wind. From Eq. (4.1), the low ionization rates can be due to several factors:
1. The AWSoM electron density is too low, inhibiting the collisions necessary for
ionization to the higher charge states (C6+ and O7+). 2. The predicted ionization
rate coecients are too small. We will explore these factors separately.
As will be shown in Section 4.7.2.1, the predicted electron density and temper-
ature are within a factor 2 of the values predicted from independent tomographic
reconstruction at most locations in the lower corona. We also showed in Chapter
2 that the 3D thermal structure predicted for CR2063 leads to synthetic EUV and
soft X-ray emission that is consistent with full-disk observations of the lower corona.
Even though the discrepancy between the model and these observations may be large
at certain localized regions, the under-prediction of the charge state ratios occurs for
eld lines at all latitudes. It is therefore unlikely that the modeled wind properties
along particular eld lines are the cause of the low ionization; rather, the cause of the
under-prediction should be present globally.
The low charge state ratios may be due to an under-prediction of the ionization
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rate coecients, which depend on the thermal energy of the electrons. This can
occur even in the ideal case where the electron temperature is predicted accurately.
As discussed in Section 4.2.2, it has been suggested that an additional population
of supra-thermal electrons may be present in the corona and below the freeze-in
height. Even a small population of supra-thermal electrons can increase the ionization
rate coecients signicantly. We therefore repeat the charge state calculations using
ionization and recombination coecients based on a main electron population obeying
a Maxwellian at the local electron temperature, and an additional Maxwellian at
3MK, which constitutes 2% of the entire electron population. Further details about
the MIC simulation for this case are given in Section 4.2.2.
The results are shown in Figures 4.6 - 4.8. The agreement between the observed
and predicted charge state ratios for O and C are signicantly improved compared to
the case without supra-thermal electrons, with values in both the slow and fast wind
being in good agreement with the observations. This result is consistent with pre-
vious studies (e.g., Esser and Edgar , 2000; Laming and Lepri , 2007) which showed
that supra-thermal electrons can resolve the apparent discrepancy between the tem-
perature required to explain the charge states observed in the solar wind and the
temperature observed in the wind source region in the corona. It is important to note
that even though the supra-thermal electrons were required to obtain a good agree-
ment with the overall magnitude of the observed charge state ratios, they play no role
in determining the latitudinal structure of these observables. In fact, the increased
ionization occurs at the same latitudes with and without including the supra-thermal
electrons, and the factor by which the slow wind values are increased relative to the
fast wind is similar in both cases. This suggests that the modeled increase in ioniza-
tion in the slow wind is related to how the wind proles along open eld lines vary
with latitude. This will be analyzed in detail in Section 4.7.
The results for < Q >Fe assuming supra-thermal electrons are shown in Figure 4.8.
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They are qualitatively similar to the values predicted without taking supra-thermal
electrons into account. It is possible that the average charge state is not sensitive
to the presence of supra-thermal electrons, although individual ions fractions may
indeed be. This will be further discussed in Section 4.6.2, where emission lines from
several Fe ions are examined.
4.6.2 Lower Corona: Emission by Heavy Ions in a Polar Coronal Hole
We calculated the synthetic LOS uxes for all the lines in Table 4.1 and compared
them to their corresponding EIS observations. As explained above, the Fe XIII line
had a scattered light contribution of more than 20% of the observed ux at all available
heights, and was therefore removed from the analysis below. The magnitude of the
synthetic emission from each point along the LOS will depend on the abundance of
the ion responsible for the emission, in other words, on the ratio N(X+m)=N(X).
This ratio enters in the contribution function Gji(Te) dened in Eq. (3.7). For each
spectral line, four dierent types of ion fractions were considered:
1. ion fractions due to charge state evolution in a single-temperature electron
thermal core population.
2. ion fractions due to ionization equilibrium in a single-temperature electron
thermal core population.
3. ion fractions due to charge state evolution in an electron population with an
additional supra-thermal electron population.
4. ion fractions due to ionization equilibrium in an electron population with an
additional supra-thermal electron population.
The presence of the supra-thermal electrons impacts the ionization and recombination
rate coecients and will lead to dierent ion fractions. Thus two set of rate coecients
were used: one for cases 1-2 (assuming a single-temperature electron thermal core
population), and a second set for cases 3-4 (including supra-thermal electrons). The
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Figure 4.6: O+7=O+6 ratio measured by Ulysses (left) and predicted by AWSoM / MIC
(right) assuming an additional population of supra-thermal electrons.
Figure 4.7: C+6=C+5 ratio measured by Ulysses (left) and predicted by AWSoM / MIC
(right) assuming an additional population of supra-thermal electrons.
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Figure 4.8: Average charge state of Fe measured by Ulysses (left) and predicted by AWSoM
/ MIC (right) assuming an additional population of supra-thermal electrons.
ion fractions in each of the cases will also depend on whether the charge state are
allowed to evolve according to Eq. (4.1), as in cases 1 and 3, or whether ionization
equilibrium is assumed, as in cases 2 and 4. In what follows, we refer to the evolved
charge states as MIC ion fractions. Supra-thermal electrons also impact the excitation
and de-excitation rates as explained in Section 4.2.2, thus their eect was also taken
into account when calculating the contribution function in cases 3 and 4.
Figures 4.9 - 4.18 show the comparison of the synthetic and EIS uxes as a function
of height for each of the lines considered here. The black curve in each gure shows the
EIS observations and their uncertainties. The two blue curves show the synthetic ux
for a single-temperature electron population, while the red curves show the synthetic
emission including the supra-thermal electron population. In each pair, the solid
curve was obtained using the MIC ion fraction in the contribution function, while
the dashed curves were obtained using the ionization equilibrium ion fractions. The
heights at which the scattered light contribution may be higher than 20% of the
observed ux are shaded in orange. These heights are reported in Table 4.1.
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There are 7 lines covering dierent charge states of Fe, from VIII to XII. As can be
seen, the synthetic emission is over-predicted for charge states 8 and 9, while it is under
predicted for charge states 10-12, for all four types of predicted ion fractions. The
best agreement is achieved for spectral lines belonging to Fe IX, where the synthetic
emission is within the uncertainty of the measured ux at most heights.
The fact that the synthetic uxes are either larger of smaller than the observed
uxes for dierent emission lines of same element, removes the possibility that these
dierences can be explained by uncertainties in elemental abundances, as these will
shift the predicted uxes in the same direction. Another source for the discrepancy
could be contamination from streamer material that might cross the line of sight and
contribute to the observed uxes of the hotter lines, i.e. the ones emitted by the
higher charge state ions. This contribution is hard to quantify from line of sight
observations alone; however, the magnetic eld conguration obtained by the model
shows that no closed eld lines cross the line of sight. The physical interpretation of
these discrepancies is that in the model Fe is not ionized rapidly enough, leading to an
exceedingly large population (and emission) of low charge states and an insucient
population of high charge states. This phenomena is referred to as the "delay eect"
(Landi et al., 2014, , under review), which found similar behavior when analyzing
synthetic emission from several models. It is still possible that the model achieves
the correct ionization status at altitudes higher than the EIS eld of view. First,
the charge states of Fe only freeze in around 4R, and thus they still have sucient
time to further ionize. Second, we have seen in the previous Section that a better
agreement is found when the frozen-in values of < Q >Fe are compared to in-situ
solar wind observations.
The delay eect can also be seen in the two lines belonging to Si, where the Si
VII line ux is over-predicted and that from Si X is under predicted. Unfortunately
there are no publicly available data of Si charge states from Ulysses at the time of this
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publication. The agreement between the predicted and observed ux for the S X line
is very good. But since only a single line is used here, it cannot reveal information
about the delayed ionization.
Figure 4.9: Observed and synthetic line of sight ux vs. radial distance for Fe VIII 185A .
The black curve shows EIS observations and their uncertainties. The two blue
curves show the synthetic ux for a single-temperature electron population.
The two red curves show the synthetic emission including supra-thermal elec-
trons. In each pair, the solid curve was obtained using the MIC ion fractions
in the contribution function, while the dashed curves were obtained using ion
fractions determined from ionization equilibrium. The shaded area represents
heights at which the scattered light may contribute more than 20% to the
observed ux.
4.6.2.1 The Eect of Supra-thermal Electrons
The inclusion of supra-thermal electrons improves the agreement between pre-
dicted and observed values in all lines. For over-predicted uxes in the lower ion-
ization stages, the synthetic emission in the supra-thermal case is lower than in the
single temperature electrons case, making it closer to the observed values. This can
be explained by the fact that the supra-thermal electrons increase the ionization rate
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Figure 4.10: Observed and synthetic line of sight ux vs. radial distance for Fe IX 188A .
The color coding is similar to Figure 4.9.
Figure 4.11: Observed and synthetic line of sight ux vs. radial distance for Fe IX 197A .
The color coding is similar to Figure 4.9.
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Figure 4.12: Observed and synthetic line of sight ux vs. radial distance for Fe X 184A .
The color coding is similar to Figure 4.9.
Figure 4.13: Observed and synthetic line of sight ux vs. radial distance for Fe XI 188.21A .
The color coding is similar to Figure 4.9.
160
Figure 4.14: Observed and synthetic line of sight ux vs. radial distance for Fe XI
188.299A . The color coding is similar to Figure 4.9.
Figure 4.15: Observed and synthetic line of sight ux vs. radial distance for Fe XII 195A .
The color coding is similar to Figure 4.9.
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Figure 4.16: Observed and synthetic line of sight ux vs. radial distance for Si VII 275A .
The color coding is similar to Figure 4.9.
Figure 4.17: Observed and synthetic line of sight ux vs. radial distance for Si X 261A .
The color coding is similar to Figure 4.9.
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Figure 4.18: Observed and synthetic line of sight ux vs. radial distance for S X 264A .
The color coding is similar to Figure 4.9.
coecients; in this case a larger portion of the element is ionized to a higher charge
state, resulting in a smaller ion fraction in the lower charge states responsible for the
over-predicted line emission. The reverse occurs for the under-predicted uxes from
the higher charge states: the increased ionization rates result in more ions reaching
the desired charge states. This result, taken in conjunction with the comparison
of modeled charge states to in-situ observations discussed in Section 4.6.1, demon-
strates that the presence of supra-thermal electrons below the freeze-in height may
lead to a better agreement with observations in both ends of the wind trajectory. This
serves as a proof of concept that supra-thermal electrons can resolve the discrepan-
cies between the main electron temperature observed in the corona and the frozen-in
charge state values. A better agreement with the observations can be achieved by
empirically adjusting the parameters of the supra-thermal electron populations, i.e.
their relative portion of the entire population, and their energy. Such a procedure
can help in pinning-down the properites of supra-thermal electrons and should be
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performed while increasing the number of lines and ions included in the compari-
son, using, where possible, dierent instruments. However, the spatial distribution
of supra-thermal electrons may not be uniform below the freeze-in height, as pointed
out in Laming and Lepri (2007). This introduces a further degree of freedom in any
parametric study aiming to determine the properties of supra-thermal electrons.
4.6.2.2 Departure from Equilibrium and Wind Acceleration
The dierences between the synthetic emission calculated using equilibrium ion
fraction and MIC ion fractions can be large in some of the lines. It follows that
the wind proles predicted by AWSoM may give rise to signicant departures from
equilibrium. The synthetic emission calculated using equilibrium ion fractions agrees
better with the observations compared to the MIC ion fractions, both with and with-
out supra-thermal electrons. In other words, the model over-estimates the departures
from equilibrium. It is possible that the wind speed predicted for the coronal hole
at these heights is too large, not allowing the ions sucient time to achieve a charge
state distribution that is closer to the equilibrium distribution for the local tempera-
ture. An over-estimation of the wind speed can also explain the delay eect seen at
all ion charge states of Fe and Si examined here. We have seen in Chapter 2 that the
wind speed at 1-2 AU is in good agreement with observations at all latitudes, espe-
cially above the coronal holes. Thus although the wind eventually reaches expected
values, the acceleration rate below the freeze-in point may be too large, at least in the
polar coronal hole. Thus the details of the wind acceleration process assumed in the
model might need to be further rened. The wave reection coecient has a large
impact on the wind acceleration rate, as it directly aects the wave pressure gradient
which accelerates the wind. In this work, we have assumed the reection coecient
is uniform everywhere. In reality, the reection coecient depends on the gradients
in the Alfven speed, and thus it will vary at dierent heights in the ux tube. A
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self-consistent description of the reection coecient was introduced to the AWSoM
model in van der Holst et al. (2014). It will therefore be instructive to explore the
charge state formation rates using this more physical description.
4.7 The Open-Closed Boundary as a Source Region of the
Quasi-Steady Slow Wind
The main result of Section 4.6.1 is that the well-known increase in the charge state
ratios O7+=O6+ and C6+=C5+ in the slow wind can be reproduced by a steady-state
model where the slow wind comes from open eld lines rooted near the boundary
with the closed eld region (which we henceforth refer to as the O-C boundary).
This region was invoked as the source region of the slow wind by several authors,
who considered the larger expansion of ux tubes in this region as the mechanism
responsible for the low wind speeds (Suess , 1979; Kovalenko, 1981; Withbroe, 1988;
Wang and Sheeley , 1990; Cranmer and van Ballegooijen, 2005; Cranmer et al., 2007).
However, in this work we have directly simulated the charge state evolution in all
latitudes, and veried that the observed charge state ratios can also be reproduced,
at least in their large scale behavior. This is an important result, since charge state
composition often serves as observational support to the idea that the non-steady
slow wind must originates from closed eld structures, and not from coronal holes.
The steady state model cannot describe any transient phenomena, and cannot
address the high and sudden uctuations of the charge states observed in the slow
wind; these are probably caused by dynamic release due to reconnection between
open and closed eld lines (see a summary of several theoretical models of dynamic
release appears in Antiochos et al., 2012). Such a reconnection process may also
explain the elemental abundances observed in the slow wind Zurbuchen et al. (e.g.
2002), which exhibit a FIP bias similar to that found in the closed-eld regions of the
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corona (Feldman and Widing , 2003). The AWSoM model cannot address the heavy
element fractionation. Therefore the formation of high charge states slow wind in
the AWSoM-MIC simulation is independent of any process responsible for the FIP-
bias. Thus the theoretical picture put forth in this work does not contradict dynamic
release models. Rather, it oers a complementary picture to the origin of the slow
wind. It is possible that the slow wind as described by the model is actually a sub-set
of the slow wind that does not come from coronal loops. If this is indeed the case, this
type of wind ow will be steady, exhibit photospheric abundances, and high charge
states. This picture should be tested using available data.
The Ulysses observations presented here (see, for example, Figure 4.6) show that
the mean value of the charge state ratios is higher in the slow wind than in the fast
wind. Furthermore, we can see that charge state ratios as low as those found in the
fast wind are not found in the slow wind observations covered in this data set. This
pronounced increase in charge states is consistent with a scenario where the observed
slow wind is in fact a mixture of material from closed eld regions and material from
the open eld lines rooted in the O-C boundary region, if these already carry charge
state ratios that are higher than those observed in the fast wind. Thus it is possible
that the slow wind simulated by the model can play a role in forming the variable
charge state composition observed in the non-steady slow wind.
This result motivates us to explore the properties of the source region of the slow
wind as described by the model, and to pin down the physical processes responsible
for the increase in charge state ratios.
4.7.1 What Causes the Higher Charge States Ratios in the Steady Slow
Wind?
The dierences in charge state composition in the fast and slow wind seen in the
AWSoM/MIC results suggests that the open eld lines carrying these two wind types
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undergo dierent evolution below the freeze-in height. In order to characterize these
dierences, we examine the maximum electron temperature occurring along each of
the eld lines used as input to the charge state evolution model. The result is shown
in Figure 4.19, where the maximum temperature is plotted against the latitude of the
end point of the eld line at 2AU. As can be seen, the temperature in the latitude
range 30 corresponding to the slow wind is higher than just outside it, but similar
temperatures also occur at the high latitude eld lines above the coronal holes. Thus
the temperature alone cannot explain the higher charge state ratios.












Figure 4.19: Maximum electron temperature along each eld line used in the simulation,
vs. the latitude the eld line reaches at 2AU.
Figures 4.20 and 4.21 show the electron density at the location of maximum elec-
tron temperature, Ne(Te;max), along each eld line, and the height above the Sun
where the maximum occurs. It can be seen that Ne(Te;max) is higher in the slow
wind/high charge state region (roughly between 30 degrees) than just outside it,
and it increases as we move closer to the equator. In the fast wind, Ne(Te;max) is
almost the same at all latitudes. Comparing Figure 4.20 to Figure 4.19, it is clear
that although the maximum electron temperature of fast wind open eld lines can
reach values as high as those in the slow wind, this maximum occurs where the den-
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Density at Height of Electron Temperature Maximum
Figure 4.20: Electron density at the height where the electron temperature reached its
maximum value along the eld line, vs. the eld line latitude as it reaches
2AU.









Height of Electron Temperature Maximum
Figure 4.21: Height where the electron temperature reached its maximum value along the
eld line, vs. the eld line latitude as it reaches 2AU.
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sity is lower. This lower density will limit the fraction of the ions reaching higher
charge states, since the ionization rate is linearly proportional to the electron density,
as seen in Eq. (4.1). The height at which the maximum electron temperature occurs
is larger in the high latitude eld lines compared to lower latitudes, although the
transition is not as sharp as the transition between low and high Ne(Te;max) regions;
in fact, the temperature maximum occurs at similar heights across the latitude range
of 50 degrees. Thus the higher values of Ne(Te;max) between 30 degrees cannot
be explained by the height at which the maximum occurs. It follows that open
eld lines carrying higher charge state ratios are characterized by higher
electron densities at their lower edge, allowing for sucient collisions to
occur. The magnitude of Ne(Te;max) density increases as we get closer to edge of
the coronal hole, which maps closer to the equatorial plane in the heliosphere. These
slow wind/high charge state ratio eld lines originate from the Open-Closed (O-C)
boundary region. In order to complete this picture, we should nd observational sup-
port that the O-C region exhibits higher densities, and to theoretically explain the
formation of this density enhancement in the corona and in the simulations.
4.7.2 Electron Density Enhancement Near the Open-Closed Boundary
4.7.2.1 Observational Evidence using EUV Tomographic Reconstruction
Electron density and temperature in the lower corona are usually determined us-
ing remote spectral observation. This type of measurement is complicated by line of
sight eects, since the emission from dierent regions crossing the line of sight con-
tribute to the measured intensity. Frazin et al. (2005, 2009) and Vasquez et al. (2010)
have developed a dierential emission measure tomographic reconstruction method
(DEMT), that can recover the 3D distributions of electron density and temperature
in the corona, using multi-wavelength images taken from dierent points of view,
which can be obtained by imaging the solar disk as the Sun rotates. The temperature
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obtained from DEMT is the average electron temperature < Te > of a given volume
of multi-temperature plasma. Since DEMT uses as input images from dierent times
during a solar rotation, it can only recover steady structures; in regions where the
magnetic topology or thermodynamic properties varies signicantly during the rota-
tion, the tomographic method fails, as a single structure cannot be reconstructed.
These regions should be excluded from the analysis. However, the global, large scale
distribution can be reliably recovered.
We use a tomographic reconstruction performed for CR2063 using STEREO/EUVI
images in order to determine whether the O-C region exhibits the higher densities
required to explain the charge state ratios as described in the previous section. EUV
tomography allows us to determine the 3D distribution of Ne and < Te > between
heliocentric distances of 1:035  1:135R. Figures 4.22 and 4.23 compare the model
and tomography results at r = 1:075R for electron temperature and density, re-
spectively. The data are plotted as a longitude-latitude map over the sphere. The
black curves show the boundary of the polar coronal holes. White regions in the
tomography maps correspond to regions where the tomography method fails, which
occurs mostly around regions with high variability. The agreement between the model
and tomography temperature maps is very good, in both magnitude and structure,
although some smaller scale features are not reproduced in the model. The density
comparison shows larger dierences between the model and tomography, with the
model over-predicting the density in the closed eld region, and under predicting it
in the polar coronal holes, but overall the model is within a factor of 2 of the recon-
structed density. We also note that the coronal hole boundary predicted by AWSoM
follows the contours of increased density and temperatures of the helmet streamer
very closely, with small (up to 2-3 degrees) departures at certain regions. Other
closed eld regions appear as islands of higher density and temperature outside the
main streamer belt. This suggests that the magnetic eld topology derived from the
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MHD solution at this height is realistic. The discrepancies between the boundaries
may be attributed to the fact that both the synoptic magnetogram used as a bound-
ary condition to the model, and the tomographic reconstruction, were obtained from
observations taken over the entire Carrington rotation, and small scale and dynamic
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Figure 4.22: AWSoM electron temperature Te (top panel) and average electron tempera-
ture < Te > from DEMT (bottom panel) maps for CR2063, extracted a height
of 1.075R. Black curves show the coronal hole boundaries extracted from
the AWSoM solution. The white regions in the tomography map correspond
to regions which could not be reconstructed by DEMT.
The electron density maps in both the model and the tomography show regions
of higher density near the coronal hole boundaries. In order to demonstrate this
clearly, we perform a statistical analysis of the electron density in the entire open
eld region. For each longitude, we extract from the maps the electron density as
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Figure 4.23: Electron density map from AWSoM (top panel) and from DEMT (bottom
panel) for CR2063, extracted a height of 1.075R. Black curves show the
coronal hole boundaries extracted from the AWSoM solution. The white
regions in the tomography map correspond to regions which could not be
reconstructed by DEMT.
For each angular distance, the density from all longitudes are averaged together.
A box in the longitude range of [50, 260] and latitude [-90,30] was excluded from
the analysis, since this region exhibits a large extension of the coronal hole into lower
latitudes, embedded with several islands of closed eld regions. The results are shown
in Figures 4.24 and 4.25 for the north and south coronal holes, respectively. The black
curve in each plot shows the density prole extracted from the tomography, while
the red curve shows that extracted from the modeled density map. The error bars
represent the standard deviation calculated for all longitudes. The modeled density is
lower than the reconstructed density, by a factor of 2-3, which is expected since this
discrepancy exists in the maps. However, in both the model and the tomography the
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longitude-averaged density is highest at the edge of the coronal hole, and smoothly
decreases until it reaches an almost constant value by 10-15 degrees away from the
outer edge. The rate of decrease vs. angular distance is similar in both the model and
the tomography. It follows that the O-C boundary region has a higher density than
deeper in the coronal holes, and that the density increases as we move out toward the
edge of the hole. In the previous section, we showed that such a density enhancement
in the lower corona can explain the increase in charge state ratios in open eld lines
coming from the O-C boundary region. The result from the tomography validate that
such an enhancement also exist on the Sun. In the previous section, we showed that
the model predicted the density enhancement for eld lines lying in a single meridional
plane close to the Sun. The statistical analysis performed here for all longitudes shows
that this behavior is characteristic of the entire O-C boundary region, both in the
model and in the tomography.
4.7.2.2 Theoretical Considerations
The increase in electron density in the O-C boundary region can be understood
from a theoretical point of view if we consider the thermal energy balance along
magnetic ux tubes. Field-aligned electron heat conduction will transport heat from
the hotter corona toward the cooler chromosphere. This will cause the heated chro-
mospheric plasma to advect upward, supplying the coronal portion of the ux tube
with denser material. This phenomena is known as a chromospheric evaporation (c.f.
Klimchuk , 2006), and it can explain why the foot points of ux tubes become denser
due to heating events occurring at larger heights. Chromospheric evaporation can
be linked to the increased density at the edges of coronal holes as follows. If we
consider two ux tubes of equal cross sectional area at the chromosphere, with one
tube rooted in the O-C boundary region and the other rooted closer to the pole, then
the O-C tube will map to a larger cross section at a given heliocentric distance R.
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Figure 4.24: Electron density vs. angular distance in the north coronal hole for CR2063,
extracted from the model and tomography density maps at r = 1:075R.
Angular distance is measured from the streamer leg (0o) toward the pole
(30o). The density is averaged over all longitudes. The black and red curves
shows data extracted from tomography and the model, respectively. Error
bars show the standard deviation from the averaged values taken from all
longitudes.






















Figure 4.25: Same as Figure 4.24, but for the south polar corona hole.
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Figure 4.26: Schematic picture of heating, radiative cooling and heat conduction in open
ux tubes. Blue curves represent magnetic eld lines. Grey ellipses represent
the cross sectional area of the ux tubes at the height marked by the black
circle. The ux tube rooted in lower latitudes maps to a larger cross section
at that height, compared to the polar ux tube.
This is depicted schematically in Figure 4.26. The O-C tube is therefore magnetically
connected to a larger volume of the hot corona compared to the polar ux tube, and
eld-aligned electron heat conduction will then be able to transport larger amounts
of thermal energy. As a result, the energy per unit area reaching the foot point of
the O-C tube will be higher compared to the polar tube. This will lead to larger
chromospheric evaporation per unit area, and as a consequence, to higher densities
in the lower corona portion of the ux tube.
Chromospheric evaporation cannot be directly described by the AWSoM model,
since the density at the top of the chromosphere is xed, and thus the inner boundary
cannot dynamically respond to the heat conducted from the corona. However, the
model can mimic the eects of chromospheric evaporation as follows. In steady-state,
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Figure 4.27: Modeled electron density in the open eld region of the corona during CR2063.
The black stream lines show a selection of the eld lines used in the AW-
SoM/MIC simulation, superimposed on the modeled electron density in the
same plane. The solar surface is colored by the electron density as well.
the energy balance near the inner boundary can be described by the electron pressure
equation, Eq. (2.6), which in this case takes the form:
Qrad +Qw;e  r  qe = 0; (4.2)
where Qrad is the radiative cooling rate, Qw;e is the electron heating rate due to
wave dissipation, and qe is the electron heat conduction tensor. Terms related to the
plasma velocity appearing in Eq. (2.6) were neglected, due to the small speeds near
the inner boundary. Eq. (4.2) shows that an excess of thermal energy due to heat
conduction can only be balanced by a corresponding increase in the radiative cooling
rate. As Qrad is proportional to the square of the electron density, the model equations
will force the electron density to rise in order to achieve a steady state. With a xed
and uniform density at the inner boundary, this will result in a lower drop-o with
distance of the electron density compared in regions that are more aected by heat
conduction.
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The conceptual picture outlined above can be veried by examining the modeled
electron density along the open ux tubes. Figure 4.27 shows a selection of the
open eld lines used in the AWSoM/MIC simulation in the northern hemisphere,
superimposed on the electron density in the same plane. The solar surface is colored
by the electron density as well. The north coronal hole can be identied as the almost
circular green region on the solar surface around the pole. We observe that the eld
lines rooted near the edge of the polar coronal hole expand super-radially, while those
rooted near the hole center do not. The density drop-o with distance for the super-
expanding eld lines is clearly smaller than it is in the center of the coronal hole, and
the density at a given height will be larger for these eld lines.
4.8 Conclusions
The work presented in this Chapter has combined, for the rst time, results from
a global 3D model of the solar atmosphere with a heavy ion evolution model, in or-
der to simulate the large scale latitudinal structure of charge states in the corona
and solar wind. Charge states have long been a key element in theories aiming to
explain the processes responsible for the formation and acceleration of the fast and
slow solar wind. Any such theory should also explain the observed variations in ele-
mental abundances between the fast and slow solar wind, namely the appearance of
the FIP bias in the slow wind abundances. The AWSoM-MIC simulation presented
here cannot address the FIP bias, as the AWSoM model does not describe the sep-
arate evolution of the dierent species, and does not incorporate any fractionation
mechanism. In addition, the steady-state simulation presented here cannot capture
the observed variability in the slow wind properties. However, although the work
presented in this Chapter cannot solve all the open question regarding the origin of
the slow wind, understanding the large scale structure of charge states in the fast and
slow solar wind provides an important piece of the puzzle. The capability to predict
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charge states from a global model using a realistic magnetic conguration is a major
step forward in developing tools to test our understanding of solar wind formation
and acceleration, and to ultimately predict space weather.
The main result of this work is that we were able to produce higher levels of the
frozen-in charge state ratios O7+=O6+ and C6+=C5+ in the slow wind, compared to
those in the fast wind. Both the slow and fast wind in this model are carried by
open magnetic eld lines, and thus the increase in charge states was achieved without
invoking release of material from the closed eld region. We have shown that open ux
tubes carrying higher charge state ratios are characterized by larger electron densities
in the lower corona where the electron temperature reaches its maximum. Even
though open eld lines carrying the fast wind may reach similar electron temperature
maxima, these occur where the density is too low to allow sucient ionization to take
place. Furthermore, we found that the eld lined carrying higher charge states have
higher densities at a given height near their base, compared to those carrying lower
charge state ratios. The slow wind/high charge state eld lines are rooted in the
boundary region between coronal holes and closed eld line structures in the corona
and are mapped to latitudes between 30 in the heliosphere. This means that the
boundary region in the model has a higher density compared to deeper inside the
coronal hole.
The formation of the density enhancement in the boundary region was explained
theoretically to be due to the interplay between ux tube geometry and eld aligned
electron heat conduction. The density enhancement was shown to be a global fea-
ture of coronal holes in the Carrington Rotation under question. This behavior was
demonstrated from the global model results, and supported by data from a tomo-
graphic reconstruction of the lower corona.
The conclusions that can be drawn from the AWSoM/MIC results are limited by
the fact that they are based on a steady-state simulation, and thus cannot address any
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dynamical feature in the non-steady slow wind. The fact that this model can predict
the charge state increases in a steady slow wind does not contradict dynamic release
models of slow wind formation, but rather complements them. A possible prediction
from the work presented here is that the O-C boundary is the source region of a sub-
set of the slow wind, which is steady and carries high charge states. The theoretical
picture explaining the formation of this wind type can be unied with a dynamic
release model. The O-C lines in our steady-state simulation already carry charge
state ratios that are consistent with the average level observed in the non-steady slow
wind; however, the charge state ratio in the slow wind uctuates rapidly and can
reach values that were not captured by the simulation. Thus these larger charge state
ratios can be due to reconnection of O-C lines with closed eld lines at the edges of
the streamer belt (a scenario similar to the S-web model presented in Antiochos et al.
(2011, 2012)).
The charge state distributions for Fe, Si and S below the freeze-in height were used
to calculate synthetic emission that was compared to EIS observations in the lower
corona, up to 1:115R above the limb of a polar coronal hole. Comparing the results
for 10 spectral lines suggests that the overall plasma ionization at this height range is
too low; emission from low charge state ions was over-predicted while emission from
higher charge states of the same ion was under-predicted. This "delay eect" suggest
that the AWSoM wind proles, and most probably the wind speed below the freeze-in
height, need to be improved in order to reach a better agreement.
We have explored the possible role that supra-thermal electrons can play in charge
state evolution. Such an electron population has been hypothesized to be present in
the corona, but no direct observational evidence of their existence has been found.
We have shown that supra-thermal electrons at 3MK making up 2% of the entire
electron population can greatly improve the agreement between the predicted and
observed charge state levels in the solar wind, consistent with previous work (Ko
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et al., 1997; Esser and Edgar , 2000, e.g. ).
The addition of supra-thermal electrons has reduced the discrepancies between
the observed and synthetic spectral for all lines, and whether ionization equilibrium
was assumed or not. To the best of our knowledge, this is the rst time a possible
observational signature of the presence of supra-thermal electrons was found in remote
spectral observations. This serves as a proof of concept of such a procedure. Future
work should include a parametric study, guided by observations at both ends of the
wind trajectory, in order to pin down their properties (e.g. population size and
energies).
The AWSoM/MIC predictions can be improved by using a more sophisticated
description of the solar atmosphere. For example, the wind speed below the freeze-in
height can be improved by including a physics-based description of wave reections.
Such a description was introduced to a newer version of the AWSoM model (van der
Holst et al., 2014). In addition, the eect of dierential speeds of the heavy ions




Conclusions and Future Work
5.1 Summary of This Work
This dissertation presents a comprehensive numerical and observational explo-
ration of the scenario in which Alfven wave turbulence is responsible for coronal
heating and solar wind acceleration. The work is comprised of three major parts:
 Global MHD model of the solar atmosphere driven by Alfven waves.
I developed a numerical model of the solar atmosphere, in which the two-temperature
MHD equations are coupled to kinetic wave equations for parallel and anti-parallel
low-frequency Alfven waves. This is the rst global model that includes the entire
domain from the top of the chromosphere to 2AU; as such it was the rst to simulta-
neously predict the wind properties at 1-2AU as well as the EUV and X-ray emission
from the lower corona. The model predictions were found to be in good agreement
with the corresponding observations.
The model, named the Alfven Wave Solar Model (AWSoM), constitutes a major
step forward in global modeling, since: 1. Alfven wave dissipation is the only heat-
ing mechanism; no ad-hoc geometric heating functions were included. 2. A unied
approach for treating wave dissipation in both open and closed eld line regions is
adopted. This eliminates the need to apply empirical boundary conditions in order
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to reproduce the 3D distribution of temperature and density in the corona, and wind
speeds in the heliosphere. These structures emerge naturally and self-consistently
with the magnetic eld topology. 3. The wave dissipation mechanism is controlled
by only three adjustable parameters which are constrained by observations. 4. The
wave dissipation mechanism can produce a non-uniform 1-2MK corona from a uni-
form underlying chromosphere at 50,000 K.
 Observational and Numerical Study of Alfven Wave Dissipation in
the Lower Corona. The AWSoM prediction of the wave amplitude and electron
temperature and density in the equatorial lower corona were tested against high-
resolution spectral EUV observations. For this purpose, a new observable was devel-
oped, namely, the emission line broadening due to thermal and non-thermal (wave-
induced) heavy ion motions. This is the rst time this observable was synthesized
from a global model. The resulting line widths, which depend on the wave amplitude,
were consistent with observed line widths. The same set of observations was used to
test the model prediction of electron temperature and density, which were found to
be in good agreement with measured values. Thus it was shown that the wave dis-
sipation mechanism is a viable candidate for describing both the rate at which the
coronal plasma is heated, and predicting the amount of non-dissipated wave energy.
 Solar Wind Acceleration and Charge State Distributions. The AWSoM
model was combined with a charge state evolution code, which calculates the ion-
ization status of an element due to the local electron temperature and density, and
the plasma bulk speed. The resulting charge state distributions, which depend on
how these properties vary along the wind trajectory, were compared to coordinated
observations at both edges of the wind ow: in-situ observations of ion composition
at 1-2AU, and remote spectral observations in the lower corona. This is the rst
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time charge state distributions are predicted at all heliographic latitudes using wind
proles derived from a global model with a realistic magnetic eld.
The results reproduced the well-known increase in charge state ratios in the slow
wind compared to the fast wind. I developed a theoretical picture which explains this
increase and links it to the interplay between ux tube expansion and electron heat
conduction. Observational support for this theory was found in an EUV tomographic
reconstruction of the lower corona.
I calculated the synthetic emission using the predicted ion fractions and compared
them to observations in the lower corona. The resulting intensity proles showed that
very close to the Sun, the model does not lead to sucient ionization, which may
suggest that the wind speed prole in this region is inadequately described.
The question of whether super-thermal electrons are present in the solar corona
was also explored, and a possible observational signature was found in spectral ob-
servations that paves the way for pinning down the properties of such a population.
5.2 Outcomes
The main result of this research is that heating and acceleration by turbulent
Alfven waves can explain the large scale structure of both the solar corona and the
solar wind. The wave energy ux assumed in the model, which was determined based
on observations, is sucient to drive the solar wind and to create the hot corona from
the much cooler chromosphere. This was veried by using a series of independent
observational tests of the various properties of both the plasma and the waves. It
follows that the wave dissipation mechanism proposed here is a viable candidate for
a realistic description of these processes.
The development of new observables has paved the way to further investigation
of these processes in the framework of global modeling. Although theoretical models
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that use idealized magnetic congurations can explore the micro-physical processes in
great detail, they are limited in their ability to be compared to observations without
making further assumptions. A global model that is based on the observed photo-
spheric magnetic eld, and in which the magnetic topology evolves self-consistently
with the plasma and the waves, can be compared in detail to observations taken con-
currently with the magnetogram. This work extended the range of global data-model
comparisons commonly used in the solar physics community.
5.3 Future Work
One of the limitation of the governing equations used in the AWSoM model is
the empirical determination of the reection coecient and dissipation length, which
control the wave dissipation mechanism. Furthermore, the reection coecient was
assumed to be uniform throughout the simulation domain, an assumption that does
not hold for the solar atmosphere. A natural extension of this work would be to
employ a self-consistent description of these parameters based on the local properties
of the plasma. This may resolve some of the discrepancies found between the model
predictions and observations, especially those that are related to wind speed.
The transport of wave dissipation in the lower corona is the focus of several ded-
icated ground-based and space-bourne observatories currently operated or planned.
This will provide the scientic community with a wealth of new measurements of the
wave properties in the solar corona. The wave amplitude predictions tested in this
work were limited to a very localized set of observations, both in time and in space.
We can take advantage of the data supplied by these observatories to further explore
the role waves play in coronal heating, and to test and rene our description of this
process.
Although the large scale structure of the solar corona and the solar wind seems to
be steady over periods of days or weeks, several studies have suggested that important
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properties of these structures cannot be explained by a strictly steady-state descrip-
tion. An exciting venue for global modeling of the ambient corona and wind is the
inclusion of time dependent processes such as chromospheric evaporation, open-closed
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