Abstract-A three-layer neural network (NN) with novel adaptive architecture has been developed. The hidden layer of the network consists of slabs of single neuron models, where neurons within a slab-but not between slabs-have the same type of activation function. The network activation functions in all three layers have adaptable parameters. The network was trained using a biologically inspired, guided-annealing learning rule on a variety of medical data. Good training/testing classification performance was obtained on all data sets tested. The performance achieved was comparable to that of SVM classifiers. It was shown that the adaptive network architecture, inspired from the modular organization often encountered in the mammalian cerebral cortex, can benefit classification performance.
I. INTRODUCTION
T HE ability of the brain to learn, store, and retrieve huge amounts of information has been a source of inspiration for the connectionist society for many decades. Although the mechanisms of neural learning are still under investigation, part of this learning capacity could be attributed to very efficient learning rules implemented by the brain and part to the elegant structural organization of neural tissue. It has been suggested that neural structures have evolved to maximize rapid and efficient learning, while at the same time enabling a system to better generalize its learned behavior to new instances [16] . In brain areas with high connectivity and processing power such as the ones involved in vision, this organization takes the form of well-defined columnar modules, to which the high information processing capacity of these regions could be partially attributed.
Cortical columns are vertically arrayed modules in which neurons share a common physiology. Physiological properties change relatively sharply at the boundary between adjacent columns. There are at least two intensively studied columnar systems in the mammalian brain: the visual cortex of cats and primates, and the barrel cortex of rodents. In 1975, Mountcastle [31] and coworkers discovered a tendency for somatosensory neurons that respond to skin stimulation (hair, light touch) to alternate with those specializing in joint and muscle receptors about every 0.5 mm. It was shown later that there is a similar mosaic organization within each macrocolumn where adjacent neurons have receptive fields optimized for the same patch of body surface [10] , [11] . Parallel work by Hubel and Wiesel in the 1970s in the monkey visual cortex, revealed curtainlike clusters ("ocular dominance columns") which specialized in the left eye, with an adjacent cluster about 0.4 mm away specializing in the right eye. The authors also described cells, which responded to the image of oriented bars and edges and found that neurons selective to a continuous range of different orientations were grouped together in a smaller cortical column [24] , termed the orientation column [51] . There are many such minicolumns, (with cell-sparse gaps of ) each specializing in a different angle, within an ocular dominance macrocolumn [24] . Such minicolumns found in various neural systems have been proposed to serve as the basic functional modular unit of the cerebral cortex [8] , [31] , [47] by cooperating in the execution of cortical functions [2] . The more suitable candidate for a true module however was the "hypercolumn" [24] : two adjacent ocular dominance columns, each containing a complete set of orientation columns, suggested similar internal wiring, whatever the patch of visual field being represented.
Given the topographic and functional specialization of neuronal elements in the aforementioned brain regions, one wonders what is the role of such an architecture. Why does the brain evolve into these functionally distinct modules? Is it possible that such an architecture maximizes the learning capacity of these systems while at the same time minimizing the time and energy expenditure required for memory storage or memory retrieval? It has been suggested that the modular organization of the brain might form the necessary neural substrate for decomposing tasks and the independent processing of subtasks, as well as allow for specific interactions between these subprocesses [16] . If we were to accept such a hypothesis, then one should explore how the various cell types differ in the form of their inputs, the patterning of their outputs, and the transformations they perform from one column to another. How the diversity of cell types and synapses in the cortex contributes to computation within a column. Furthermore, what are the learning rules that facilitate the information capacity of such a modular neural structure.
In addition to the neural architecture that may play a crucial role in information processing in these brain regions, the learning rules employed by such powerful systems should be at least of equal importance. Perhaps the most popular learning theory to this day, was expressed by Donald Hebb in the 1940s [18] :
"When an axon of cell A is near enough to excite a cell B and repeatedly persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased." In other words, Hebb suggested that information is stored in the strength of synaptic connections between neurons, which are modified based on locally available signals. Recent findings however, suggest that synaptic strength modifications could also be partially stochastic and partially regulated by feedback messages sent from the cell body to the modifiable sites [44] , [46] .
Previous computational work has shown that such a complex learning mechanism could significantly boost the memory capacity of a biologically inspired neural network (NN) [37] .
The present paper investigates mainly two important questions via the use of computational models that try to mimic the columnar architecture and implement biologically plausible learning rules. Specifically, we are interested in investigating the effects of: 1) using a modular structure composed of neurons with different activation functions between hidden layer slabs and 2) using a biologically motivated guided annealing learning rule, on the classification performance of an artificial NN (ANN). Furthermore, by using adaptivity of not only the network weights, but also some important characteristics of the different activation functions, the procedure extends previous work as reported by Trentin [49] . Though explicit modeling of columnar organization and functionality is not the purpose of this paper, we hope that this brain-derived approach may lead to the development of more powerful machine learning tools by stressing the possible benefits of adopting neural architectures and training rules on classification performance.
A modular NN architecture composed of multiple hidden layer slabs is introduced. Each slab consists of neurons with the same type of activation function, reflecting the similarity of neurons within a cortical column. Neurons belonging to different slabs have a different type of activation function, reflecting the different physiological properties between cortical columns. Note that the term "modular" refers to subdivisions of hidden layer neurons into groups and not to classical definitions of modular NNs where systems of NN modules cooperate with each other to complete a global task [12] , [19] . The main goals of this paper are first to develop a novel ANN implementing a biologically inspired modular architecture and learning rule and second to explore the performance of such a model on pattern recognition problems. Our efforts also aim in shedding some light on the developmental reasons behind the columnar organization of cortical structures. Toward these goals, we study information capacity via the analysis of the classification performance of the aforementioned NN model on a variety of medical data. In Section II we discuss the network architecture and implemented training rules while in Section III we describe the public medical data sets used to validate the proposed model. In Section IV we analyze the performance of the NN classifier and in Section V we discuss the advantages and limitations of the proposed model.
II. ARTIFICIAL NEURAL NETWORK

A. Architecture
The model architecture follows a columnar organization inspired by the neuronal organization of the visual and somatosensory cortices of cats [23] and rodents [31] respectively. Previous computational studies suggested that the columnar structure of the visual system serves the purpose of achieving efficient coding of sensory information [25] , [26] . This approach was based on ideas of optimal coding from information theory, for example, decorrelation of sensory inputs to make statistically independent representations. The functional differentiation of macrocolumns and minicolumns has been suggested to enhance associative learning and pattern recognition by promoting decorrelation of the information learned by different parts of the physical network [6] , [7] . Based on this evidence, this paper investigates the classification performance of an alternative NN architecture, where the network hidden layer is organized into groups of different single neuron models. Earlier work on a similar concept of the multislab architecture was found to yield high classification scores in different applications [33] , [38] .
The proposed model shown in Fig. 1 is a three-layer feedforward NN that consists of • 1) an input layer where input features are pre-processed with the use of generalized Gaussian activation functions; • 2) a hidden layer where neurons are divided into slabs each with a different type of single neuron activation function; • 3) an output layer with neurons activated by logistic functions.
1) Input Layer:
The first layer of preprocessing neurons is inspired from the functionality of receptive fields (RF) of the retinal ganglion cells and lateral geniculate cells found early in the visual processing system [3] . These receptive fields have a Gaussian-like (center-surround) shape where stimuli that lie in the center of the receptive field excite the cell while stimuli in the periphery of the RF do not cause neuron firing. Such RFs were successfully modeled as difference of Gaussian filters [30] about two decades ago. In a similar concept, the preprocessing layer of the proposed network is composed of generalized Gaussian filters as shown in (1) , that lie on the one-dimensional (1-D) line covering the range of input feature values. The general form of the Gaussian activation functions as applied to a training pattern (observation) is given by (1) where , , are adaptable parameters. is the amplitude of the filter, is a measure of the steepness of the Gaussian, and is the center. is the value of the th feature in the training pattern and is the index for the filters used. Thus, the vector is the postprocessed vector after passed (element-wise) though the Gaussian filter . For every training pattern , the postprocessed patterns , form the combined vector which is used as the input to the hidden layer neurons.
To illustrate this windowing effect, imagine the following case where is a training pattern and are three Gaussian filters with centers at , 0 and 6, amplitudes and steepness . Then the combined output vector after passed from the three filters will be where "," is used to separate the three filter outputs. The combined feature has small nonzero values at the locations nearby the most important features, 1s at the most important features and 0s everywhere else.
The aim of this layer is to selectively enhance the effect of the important or most discriminant features in the training set while at the same time suppressing the unimportant ones. The Gaussian filters are initially centered in equal intervals covering the entire range of input feature values. Their adaptive parameters are initiated to unitary amplitude and steepness equal to of the length of their in-between interval . As learning proceeds, the filters shift along the input space and adapt their shape (center, amplitude, and steepness) so as to apply the window effects on the most important feature region. The idea behind the adaptable design of the preprocessing Gaussians is to allow each hidden layer neuron to focus on a specific subset of the data, thus promoting the decorrelation of patterns learned by different parts of the network and enhancing information learning [26] . This is achieved by promoting the development of highly dissimilar preprocessing filters each of which focuses on a different region in feature space, thus zooming in on different important features. As the number of input features increases, and the magnitude of most important features is amplified versus that of unimportant ones, the discriminability of the input data is greatly enhanced. At the same time, the number of connection weights between the input and hidden layer is also growing, thus increasing the network flexibility although this can sometimes have a negative effect on the network's generalization performance.
2) Hidden Layer: The hidden layer of the network consists of neurons grouped in slabs based on the form of their activation functions. The biological analogy of this layer corresponds to the simple cells in the primary visual cortex which are oriented and have characteristic spatial frequencies. Cells with similar orientation preference respond to stimuli that lie along similar orientations in the visual field. These cells are localized within the same minicolumn and fire only at specific stimuli orientation and width -which defines their characteristic spatial frequency. Previous work by Daugman [4] proposed that these cells could be modeled as complex 2-D Gabor filters. Based on the same concept of similar cell functionality within a minicolumn, neurons within a slab share the same form of activation function, which is different for each slab. All activation functions have adaptive parameters and their form was selected based on the findings of previous work [33] , [38] . The idea of adaptive activation functions in NN models is not new. It was previously shown that ANN performance can be improved when the parameters of activation functions are adaptive [32] - [34] , [49] . However, the idea of using completely different activation functions organized in separate groups of neurons, with adaptive parameters was inspired by the results of earlier work [33] , [38] and is investigated and validated further in the present study, in combination with a biologically inspired learning rule.
Following the preprocessing performed at the first layer of the network, the combined pattern is weighted by connection weights and used as input to the hidden layer neurons. More explicitly, for any given training pattern , the input to the hidden layer neurons is given by the weighted sum of the post processed pattern (2) where is the weight matrix between the input and hidden layers.
The outputs of the hidden layer neurons (where is the number of neurons in slab and is the number of slabs used) are given by the following activation functions I) Generalized logistic form
The adaptable parameters and their initial values are: , , ,
Generalized Gaussian form (4) The adaptable parameters and their initial values are , , , , , . III) Generalized second-degree polynomial form (5) The adaptable parameters and their initial values are , , , , , . IV) Threshold function (6) The adaptable parameters and their initial values are: , , . The output of the entire hidden layer for pattern is thus given by the vector which combines all slab outputs.
3) Output Layer: The output layer could be thought of as a complex cell in the visual system that combines the outputs of simple cells in order to derive a decision about a given input pattern . The activation functions for the neurons in the output layer are given by generalized logistic activation functions, the parameters of which are also adapted during learning (7) The adaptable parameters and their initial values are , , , where the vector with subtotals of linearly combined hidden layer outputs given by (8) with as the hidden layer output and being the weight matrix between the hidden and output layers.
B. Learning
Activation function parameters in all three layers are modified during learning by a change in their magnitude as suggested by [20] , [21] , [28] , [35] . Specifically, one neuron in the preprocessing layer, one neuron in each hidden layer slab and one neuron in the output layer are randomly selected in each epoch. For each selected neuron, one of its activation function parameters is then selected at random and increased or decreased by 10% of its value. The direction of the change is again defined at random. For each of the selected neurons, a parameter modification is kept only if it leads to a lower sum of squared errors (SSE) over the entire NN performance, as defined in (9) . Otherwise, the old parameter value is restored. (9) where is the matrix with the network outputs for all training patterns and is the matrix with the respective class labels (i.e., 0s and 1s).
In each training epoch, activation parameter changes are preceded by changes in the values of both connection weight matrices as defined by two different learning rules: 1) a random modifications [20] , [21] , [28] , [33] , [35] , [38] or 2) a novel enhanced guided annealing rule.
Random Modifications Rule (RM):
The random modifications rule consists of the following steps:
• initial weight values are drawn from a normal distribution ; • one neuron in each of the hidden and output layers is randomly selected; • for each selected neuron, one of its connection weights is randomly selected and modified by a random change in its magnitude; • for each single weight change, the new SSE over all patterns is calculated and if the new error is lower than the old one the change is kept, otherwise the old weight value is restored. Enhanced Guided Annealing Rule (EGA): The enhanced guided annealing rule consists of the following steps.
• Initial weight values are drawn from a Normal distribution .
• One neuron in each of the hidden and output layers is randomly selected.
• For each selected neuron in the hidden layer, 10% of its input weights are selected at random. For each selected neuron in the output layer, 50% of its input weights are selected at random. The increased percentage is used to ensure selection of adequate number of candidate weights given the much smaller size of the weight matrix between hidden and output layers as compared to that of input and hidden layers. A score is calculated for each of these weights, which measures a correlation coefficient as shown in (11) . The correlation coefficient between two vector variables and used here is given by (10) where denotes the mean and the dot product. The weight scoring function [36] is shown in the following: (11) where is the input to a given neuron in the network layer associated to the selected weight, is the vector with the class labels (0s and 1s) and is an index used to identify all misclassified patterns. Thus, and indicate that the correlation is measured only over the patterns that were misclassified in the previous epoch. An example of the estimation of and for weights in the input-hidden layer matrix is shown in Fig. 2 . In an analogous way, the calculations are carried out for weights in the hidden-output layer matrix . Training on the misclassified subset of the input data was previously shown to accelerate the convergence of the algorithm [36] , [37] as compared to using the entire data set, since the number of patterns used by the scoring algorithm decreases steeply with convergence.
• The weight with the smallest score is selected and its magnitude is modified by a random change. The change is kept or rejected based on a Boltzman equation (12) A change is kept if the new SSE is smaller or equal to the one prior to the weight modification or a random number is smaller than .
• A temperature variable shown in (12) is lowered by a scaling factor over the course of learning such that fewer changes that cause an increase in SSE are accepted as the algorithm converges to a minimum.
• To avoid local minima, if the error rate is unchanged for 400 consecutive weight changes, is increased by: i) a factor of if the number of epochs is less that 2000 or ii) a factor of if the number of epochs is larger. For the experiments reported here, the initial temperature 20 and the temperature reduction factor . Learning was terminated after a maximum number of epochs (10,000) or when no further improvement in the SSE was observed after 1500 consecutive epochs.
The Enhanced Guided Annealing rule combines the properties of a Delta rule (by incorporating an error reduction procedure, i.e., a feedback signal based on the network's output) with the stochastic nature of simulated annealing. The biological inspiration for this learning rule comes from evidence regarding backpropagating action potentials in various types of neurons, which are thought to provide a feedback signal to dendritic synapses about the output of the cell [44] - [46] . This feedback signal could, potentially, be incorporated into the plasticity rules that govern synapse potentiation and depression thus eliminating the locality of the (so called) Hebbian rules, which form the most popular theory for synaptic plasticity. In addition to a biologically inspired delta signal, the EGA rule also implements the stochastic nature of synaptic plasticity, which besides neuronal excitation frequency, it depends heavily on the probability of vesicle docking and neurotransmitter release at the synaptic terminal [5] , [39] , [40] .
C. Pruning of Redundant Hidden Layer Neurons
Due to the adaptivity of preprocessing and activation function parameters, the proposed network has an inherent capacity to force hidden layer neurons to become redundant when their contribution to performance is diminishable. This is achieved by learning function parameters such that the neuron output is identical (but not necessarily zero) over all training and test patterns, irrespectively of their class labels. Such redundant neurons can thus be deleted without affecting the network performance. This is done by looking at the output of each hidden layer neuron over the test set after learning the following.
• Hidden layer neurons with identical response for all training patterns are considered to be redundant since they offer no information for the correct categorization of input patterns into their respective classes. Their only contribution to the network output is an additive shift of the hidden layer output range to the one that maximized classification performance as a result of activation function parameter tuning (see Section IV-A for a detailed explanation).
• All redundant neurons and associated hidden-output layer weights are pruned. To ensure maintenance of the classification score, a constant is added to the reduced hidden layer output (which is calculated using only nonredundant neurons) that linearly shifts its range to that of the entire hidden layer output (which is calculated using all hidden layer neurons) (13) where the constant is simply given by the difference of the means between the reduced and the entire hidden layer outputs over the training set (14) In other words, the contribution of the pruned hidden layer neurons is replaced with an additive constant that shifts the mean of the reduced hidden layer response to be the same as that of the entire hidden layer response. Classification score was verified to remain unchanged after redundant neuron pruning, for all data sets presented here. This additional step reduces the complexity of the proposed model significantly since, on average in this application, 75% of the hidden layer neurons appear to be redundant at the end of training.
III. MEDICAL DATA SETS
The NN model is used for the classification of four medical data sets from the University of California at Irvine Machine Learning Repository (http://www.uci.edu) and its performance is compared to that of a Support Vector Machine Classifier. Two of the data sets contain data related to heart disease diagnosis, one set contains breast cancer data related to the disease recurrence and the last set contains echocardiogram data related to the survival of patients who experienced heart attacks. A more detailed description of each data set used in this paper follows.
The Veterans Administration heart rate data set was donated by the V.A. Medical Center, Long Beach, CA and the Cleveland Clinic Foundation, Cleveland, OH. The database was created by Dr. R. Detrano in 1988 and it consists of 200 patients, with (149) and without (51) heart disease. The H heart rate data set was created by Dr. A. Janosi in 1988 at the Hungarian Institute of Cardiology, Budapest, and it contains data from 294 patients, with (106) and without (188) heart disease. Both data sets have the same set of 14 attributes for each patient record, which are shown in Table I .
The breast cancer data set was provided by Dr. M. Zwitter and Dr. M. Soklicfrom from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia, in 1988. The database contains a total of 286 patients, 85 of which had disease recurrence while the remaining 201 were cancer-free at the end of the testing period. The data set has nine attributes, which are shown in Table II .
The echocardiogram data set was donated by Dr. S. Salzberg (salzberg@cs.jhu.edu) in 1989 and collected by Dr. E. Kinney at the Reed Institute, Miami. The database contains patients who suffered heart attacks at some point in the past (132) with some of them being still alive (24) and some not (108). The survival and still-alive variables, when taken together, indicate whether a patient survived for at least one year following the heart attack. The problem addressed here is to predict whether or not the patient will survive for at least one year. The data set has 12 attributes, which are shown in Table III .
Due to the rather limited number of patients (observations) in some of the data sets and in order to verify the correctness of the classification results, a bootstrapping procedure was used. For each data set, the system was trained and evaluated using ten different bootstrap runs. In each run, a set of observations was first selected at random, with repetition, to be used for evaluation. From the remaining patterns, another set was selected at random, with repetition and used for training. Details for the bootstrapping partitioning in each data set are shown in Table IV . All bootstrap runs are performed on the same partition of the data sets, with connection weights initialized at random. The TABLE III  ECHOCARDIOGRAM DATA SET ATTRIBUTES   TABLE IV DATASETS USED FROM UCI REPOSITORY AND 2 10 BOOTSTRAPPING PARTITIONING OF EACH SET NN classifiers are trained for a maximum of 10 000 epochs or until no improvement in the classification error was seen over 1500 consecutive epochs.
In the following experiments, the network architecture consists of three preprocessing neurons , four hidden layer slabs , and one output neuron , since all data sets tested are two-class classification problems.
IV. RESULTS
A. Significance of Network Architecture
To assess the importance of the different activation functions used in the proposed NN model, we performed a series of experiments using different combinations of the available choices on the Breast Cancer data set. The selection of the specific data set was based on its size which was significantly larger than the remaining data sets used in this study. Table V shows the performance of the proposed network, in terms of misclassification error, when trained with the enhanced guided annealing rule for different model architectures. In order to explore the effect of each activation function on classification performance, a homogeneous NN with 20 hidden layer neurons was formed and trained over 10 bootstrap runs for each of the four types of activation functions. The results shown in Table V indicated that the most important activation functions were the generalized logistic (row 1), the polynomial (row 3), and the Gaussian types (row 2), the use of which led to small classification errors. On the contrary, the step function (row 4) was found to be the least important with respect to training and classification errors. The next question addressed the effect of various combinations of these activation functions on the network performance.
When a combination of the generalized Gaussian, logistic and polynomial functions (Table V, row 5) was tested, the network performance was not different than the performance of the networks utilizing the functions individually. A paired -test performed between the three-activation-functions network and each of the single-activation-function networks verified that the resulting values were not statistically significant.
A combination of only logistic and Gaussian activation functions (Table V, row 7) was subsequently tested. The performance (both learning and testing) of the combined network appeared to be slightly worse but was again not statistically different than that of the single-activation function networks. Interestingly, the use of the step function-which performed badly in a singleactivation-function network-in combination with generalized logistic and Gaussian functions (Table V, row 6) led to a network performance comparable to that of all other "good" combinations (Table V, rows 5 and 7). To investigate this further, the network was trained using all four activation functions (Table V, rows 8 and 9) with a total of 16 (Table V, row 8) or a total of 20 (Table V, row 9) hidden layer neurons. The generalization performance of this latter classifier was significantly better than all previous combinations as verified by a paired -test.
Toward a deeper exploration of the possible reasons for this result, the outputs of the preprocessing and hidden layer units were analyzed under two conditions: when a) a single type or b) all four types of activation function were used in the hidden layer. Results for neuron responses in different layers of a network implementing all four activation functions (hereby termed "modular network") and a network with second degree polynomial functions (termed "polynomial-only network") on the H-heart rate data set are shown in Figs. 3-5 . The polynomial-only network was selected because the difference of its generalization performance from that of the modular network was statistically significant in the previous experiment ( in a paired -test using the breast cancer data set). Both networks are trained with a set of 200 patterns and tested on an unseen set of 94 patterns from the H-heart rate data set. Results are shown for the test set, as results for the training set were very similar. The four-slab architecture was maintained in both networks to show that modularity in network performance is not a result of physical slab separation. Similar results were obtained for all four data sets and the different types of single neuron activation functions used in this paper. Fig. 3 shows the average response and standard deviation over 94 patterns of the three preprocessing layer functions ( -axis) for each of the 13 input features ( -axis). Circles show filter responses for patients belonging to class 1 (36) while stars show filter responses for patients belonging to class 2 (58). The preprocessing filter response curves for the modular network [ Fig. 3(a) ] develop into relatively different curvy shapes over the range of input features. A curvy shape indicates that the filter transforms input features differently, thus suggesting it succeeds in differentiating between important and unimportant features. Furthermore, different response curves between the three filters suggest that each one of them focuses on a different subset of input features. An additional point can be made by comparing the response of any given filter to observations in each of the two classes (circles versus stars). In the modular network, all three filters show differential responses for class 1 versus class 2 for a small number of features. These features, which are different for each of the filters, are presumably the most important ones for discrimination. More specifically, if the average response of a filter for a given feature is clearly different between the two classes, it suggests that the filter was able to identify and enhance an important feature by increasing its magnitude discrepancy between the two classes. Taken together, these findings suggest that each preprocessing Fig. 4(a) ] give a single response over all 94 test patterns while only neurons 4 and 9 have variability in their responses over the test set. This suggests that after training, only a few hidden layer neurons which can discriminate between the two classes are needed to ensure high classification performance. This was verified by pruning redundant hidden layer neurons after training and showing that classification score remains unchanged for this and all other runs and data sets. However, when pruning the same number of neurons before training, the network performance was significantly worse both in terms of training and generalization. A possible explanation for these findings entails that hidden layer neurons may be needed to assist in tuning the preprocessing Gaussians to find the most discriminative features and as the algorithm converges, their contribution weakens incrementally. Future work could explore progressive pruning of hidden layer neurons as their responses converge to a single value over training, but this is not explicitly addressed in the present study.
To further explore the role of preprocessing in the hidden layer's redundancy degree and the network's performance, we performed a series of experiments using the modular network with and without preprocessing on the Breast Cancer data set. We found that the use of preprocessing filters had no effect on the modular network's learning or generalization performance, as verified by a -test comparison. However, what was different between these cases was the number of resulting redundant hidden layer neurons. When all three preprocessing Gaussian filters were used, the mean and STD of the number of redundant neurons over ten bootstrap runs was . With just one preprocessing filter this number was and without any preprocessing filters the number climbed to . These results further support the notion that the preprocessing layer serves the purpose of locating and effectively boosting the most important input features while at the same time suppressing the unimportant ones. Consequently, once the input features are nonlinearly transformed in this manner, the network requires a smaller number of hidden layer neurons to achieve the same performance as a network without any preprocessing.
An additional finding in Fig. 4 refers to the correlation coefficients between the pair-wise outputs of nonredundant hidden layer neurons. In the modular network these coefficients were found to be slightly negative or near-zero over multiple runs, a behavior that indicates the modularity achieved by the system. More specifically, most nonredundant neurons in the modular network were found to learn different subsets of the input data, thus achieving the decorrelation of information learned by different parts of the network. On the contrary, using a single activation function, despite the flexibility provided by its adaptivity, seems to prevent the network from fully developing its modular function, as suggested by the correlated responses of multiple hidden layer neurons. Fig. 5 shows the classification performance for both network models. A modular network is shown to have a lower classification error and a clear separation of network class predictions as seen in Fig. 5(a) . On the contrary, a polynomial-only network [ Fig. 5(b) ] has poorer classification performance and a more uniform distribution of class predictions.
In summary, the results of Figs. 3-5 suggest that the utilization of different types of activation functions for the different hidden layer slabs may promote the network's modular function by enhancing the decorrelation of input data and forcing different parts of the network to learn different information. This hypothesis is supported by three main differences in the training and testing behavior of the two models:
1) preprocessing filters in the polynomial-only network have relatively flat response curves over most input features which are very similar for observations belonging to either class, suggesting a limitation of the model to effectively focus on different input features. On the contrary, when all four activation functions are implemented, preprocessing filter responses appear more curvy, transform certain features differently for each class and focus on different subsets of input features. Furthermore, when the modular network is trained without any preprocessing, the number of nonredundant hidden layer neurons increases dramatically (more than doubles on the Breast Cancer data set) indicating a synergy between preprocessing and hidden layer neurons. 2) more neurons remain nonredundant after training in the polynomial-only network, possibly in an attempt to compensate for the poor preprocessing which does not enhance discriminability of the data. Furthermore, in a polynomial-only network, more hidden layer neurons are needed to achieve a generalization performance which is lower than the one achieved by the modular network. This behavior further suggests that when the important features in the input data set are successfully amplified, the number of hidden layer neurons that can distinguish between patterns belonging to different classes and can ensure high classification performance becomes very small (2 out of 20 for the case presented here). This hypothesis is also supported by the findings regarding the role of preprocessing in the modular network. It was shown that while performance per se is not affected by the use or lack of preprocessing, these filters seems to play a significant role in reducing the number of hidden layer neurons needed to achieve maximum performance. 3) in the polynomial-only network, multiple nonredundant neurons have correlated responses over the entire test set suggesting that they learn similar information about the input patterns. The correlations between outputs of nonredundant hidden layer neurons in the modular network however, was found to be very small on average, a behavior that further indicates that different neurons learn different subsets of the input data. As suggested from the previous experiments the multi-slab model architecture which promotes modular learning (Figs. 3  and 4) and minimizes both the classification error and its deviation from the mean over ten bootstrap experiments (Table V) consists of 20 hidden layer neurons organized into four equally sized slabs. Each slab in the modular network utilizes a distinct type of neuron activation function, the form of which is shown in (3)-(6) . Thus, the above architecture is used in the remaining classification problems addressed in this paper. The random modifications rule was not used in the assays shown in Table V since its performance in the aforementioned modular network was significantly worse than that of the EGA rule and thus there was no need to explore alternative architectures for this rule.
B. Learning and Classification Performance
Representative error curves for the proposed modular NN, implementing both RM and EGA learning rules and trained on all four data sets are shown in Fig. 6 . Experimental results on all medical data sets show that the EGA algorithm speeds up the convergence and modifies the search path in the parameter space possibly reaching deeper minima and therefore improving generalization performance. The proposed network performance is compared to an SVM classifier with Gaussian radial basis function (RBF) kernels and Exponential Radial Basis Function (ERBF) kernels. Details about the implementation of the SVM algorithm used can be found in [15] . The mean and standard deviation of the misclassification scores, i.e., diagnostic yield, for the 10 bootstrap sets for each method and data set are tabulated in Table VI . Results show that the enhanced guided annealing rule outperforms the random modifications rule in all cases. Both the training and evaluation performance of the biologically inspired learning rule is significantly better than the RM rule. Moreover, the mean classification error as well as standard deviation in all data sets are consistently lower for the EGA as opposed to the RM rule. Finally, the generalization performance of the EGA rule shows no statistically significant difference at from that of either type of SVM classifiers. However, it should be emphasized that the SVM classifier used on average 60 (RBF) or 61 (ERBF) activation functions (kernels) for the data sets tested, a number which is nearly three times bigger than the total number of adaptive activation functions used in the modular network (3 in the preprocessing layer, 20 in the hidden layer and 1 in the output layer). Thus, while both classifiers appear to have the same performance, the utilization of different types of activation functions such as those used in the modular network seems to achieve the same performance with a lower computational complexity.
V. DISCUSSION
An alternative NN model was developed, the architecture of which combines some of the integrative properties of cortical neurons with a biologically inspired learning rule. The network architecture is loosely analogous to that of a hypercolumn in the visual cortex, where parallel minicolumns (implemented as hidden layer slabs) composed of neurons with similar physiological properties and processing capabilities (described here by the use of a common type of activation function) are combined to achieve optimal processing of a given stimulus form, e.g., orientation invariant object recognition. While the biological motivation is very strong in this paper, the connection to cortical processing is rather weak since the network architecture does not realistically model the cortical circuitry. Just to point out a few differences, there are no connections between neurons within hidden layer slabs as in visual minicolumns and no lateral inhibition between the different slabs is explicitly modeled. The aim of this paper, however, was not to design a computational model of cortical processing but rather to study the possible effects of cortical structural organization and learning rules on the classification capacity of an ANN inspired by the powerfulness and robustness of cortical systems. Toward that target, the modular architecture seen in cerebral cortex was implemented in a NN in combination with a biologically inspired learning rule. While Hebbian learning has, thus far, been the most prominent mechanism for both the development and the plasticity of cortical columns, the present paper proposes a different training rule, where a feedback error signal is combined with annealing properties and both preprocessing and activation function parameters are allowed to change over the course of learning.
A. Comparison to Previous Studies
The present approach differs in many aspects from previous studies, were the emphasis was mostly on adaptation of activation function parameters while keeping the form of the function fixed for all neurons within layered networks. Previous work which resembles the proposed architecture in such ways is briefly discussed next. Yamata and Yabuta [52] introduced an autotuning method for controlling the shape of activation functions in MLPs. In that work, all neurons within the network were designed to share the same nonlinear function, which was sigmoidal in shape. The sigmoidal function depended on a global adaptable parameter , the value of which determined both its slope and amplitude at each time step. In a similar work, Hu and Shao [22] introduced an algorithm to learn simultaneously the parameters and of another special sigmoidal function of the form , which was again shared among all neurons in the network. Chen and Chang [1] used a steepest decent algorithm for auto-tuning the shape of sigmoidal activation functions including a parameter for the "saturation level." In this latter case, the well defined sigmoidal activation function parameters were trained on neuron-by-neuron basis but trainable parameters were only allowed at the output layer.
A special case of the proposed network architecture was recently published in Neural Networks [49] . In that work, novel training algorithms were introduced to learn the amplitudes of nonlinear activation functions in layered networks. The proposed training algorithms in [49] can be viewed as a particular double-step gradient descent procedures, as gradient descent learning rate schemes or as weight-grouping techniques. The author analyzed three different network architectures in which: 1) all neurons in the network shared the same adaptable activation function amplitude; 2) all neurons in a layer shared the same adaptable activation function amplitude; and 3) neuron specific adaptable amplitudes were allowed. All cases were shown to have better performance than a MLP trained with standard backpropagation, backpropagation with adaptive learning rate or conjugate gradient. Case 3) was shown to have better performance than cases 1) and 2) in most of the examples shown in [49] , due to its increased flexibility. The network architecture of case 3) can be seen as a special case of the proposed architecture in this paper, corresponding to a multislab network with one or more neurons-per-slab and no preprocessing elements. However, while in [49] just one adaptable parameter was allowed per activation function, namely its amplitude, the proposed architecture in the present work allows adaptivity in the generalized shape of the activation functions as well as the preprocessing filters. Furthermore, in [49] only logistic and Gaussian forms of activation functions were used, while the present work implements two additional types of activation functions. Learning rules for activation function parameters also differ in our paper. Instead of the more complex rules used in [49] , where estimation of function derivatives is required in each epoch, our paper uses a more simple rule with random modifications of parameter values. Moreover, network weights in the present work are modified according to a biologically inspired learning rule as opposed to traditional rules used in [49] and other previous studies [1] , [22] , [52] . Experimental findings in the present work suggest that using activation functions that vary both in their general form and adaptive parameter values, enhances the network performance notably more than when identical functions with adaptable parameters are used.
Finally, the architecture of the proposed NN should be contrasted with that of Committee Machines where several elementary NNs are combined to produce a response. There are two classes of Committee Machines, those with Static Structures, where the combined committee response does not involve the input signal and those with Dynamic Structures, where the input signal is directly involved in actuating the mechanism used to combine the individual expert outputs [17] . The Static Structure category includes: a) The Ensemble averaging method, where the outputs of different predictors are linearly combined to produce an overall response. In this method, each predictor is trained on the same data set with different initial conditions. b) The Boosting method, where a weak learning algorithm is converted into one with arbitrary high accuracy. Each predictor in this method is trained on a data set with entirely different distribution. The Dynamic Structure category includes: a) The Mixture of Experts method, in which each expert network learns a different subregion of the input data and a gating network is used to control the degree to which each "expert" will contribute to the network's response and b) the Hierarchical Mixture of Experts method, in which the individual responses of experts are nonlinearly combined by means of several gating networks arranged in a hierarchical fashion. The proposed multi-slab network described in this paper shares some common characteristics with a hybrid between the Ensemble averaging and Mixture of Experts methods. Specifically, each hidden layer neuron in the proposed architecture could be considered as a generalized "expert" with a nonlinear activation function. Like the "experts" in a Committee Machine, hidden layer neurons in the proposed network are trained with the help of feedback signals to learn different subsets of the input data and produce modular elements but unlike the Mixture of Experts method no gating mechanism is used to control the contribution of each "expert." In the proposed work, the methodology for combining hidden layer responses is analogous but more generalized than the Ensemble averaging method. To produce the network's response, a linear combination of hidden layer outputs is formed, followed by a thresholding nonlinearity at the output layer logistic neurons. Furthermore, the modularity of the system in the proposed architecture is achieved via the use of dissimilar hidden layer neurons as opposed to dissimilar initial conditions. Thus, the proposed architecture is more efficient than the Ensemble averaging method as it does not require training multiple classifiers to average the resulting solutions. Moreover, the proposed network is trained to decompose the classification task into smaller problems by learning different subsets of the data via the use of different dissimilarity measures. These include the various types of hidden layer neurons as well as the adaptivity of all activation function parameters.
B. Redundancy in Hidden Layer Neuron Responses
As seen by the experimental results presented in this paper, the proposed model promotes the development of redundant hidden layer neurons whose responses do not differ for input patterns belonging to different categories. This behavior is more prominent when the most discriminant input features are correctly identified and boosted with the use of preprocessing filters and possibly as a result of the modularity of the hidden layer slabs that utilize different types of adaptable activation functions. The formation of such modular elements may result from grouping together neurons with the same type of activation function, though this is not explicitly investigated here.
Another possible explanation can be provided from the organization of the cortical circuitry. Cortical columns in the cortex are designed to contain redundant neurons. In an orientation hypercolumn for example, cells within a vertical minicolumn have almost identical receptive fields while cells between neighboring minicolumns have overlapping receptive fields. Thus, more than one neurons respond-in different degrees-to a given stimulus orientation and their responses are often highly correlated. This design serves the purpose of achieving orientation-independent object recognition at higher processing levels and ensuring recognition of noisy inputs [27] but also introduces a significant degree of redundancy that can be unnecessary for the recognition of "easy stimuli" like a simple object laying in a specified direction in the visual field. To deal with this overrecruitment problem, the visual system uses competitive lateral connections between neurons to silence redundant cells. Lateral connections connect primarily areas with similar properties, such as neurons with the same orientation or eye preference in the visual cortex [13] , [14] , [29] . They can be excitatory or inhibitory and have been suggested to play an important role in modulating and controlling cortical responses via: 1) permitting amplification of weak stimuli and suppression of strong stimuli, thus providing a mechanism for activity normalization [43] ; 2) assisting in the development of sharp orientation tuning and hyperacuity [9] , [41] , [43] ; and 3) playing a role in implementing attention and control [48] . Furthermore, lateral connections may play a role in representing information in the cortex. Evidence indicates that they could be used to store information for decorrelation of visual input, and filter out known statistical redundancies in the cortical representations [7] , [42] . Findings also indicate that they may play a role in mediating the perceptual learning processes observed as early as the primary visual cortex by encoding local associations [7] , [9] , [50] .
Thus, lateral connections are suggested to be wisely used by the neural tissue to maximize information processing while at the same time keeping the energy expenditure low by modulating the recruitment of neurons to the ones necessary for task completion. While the columnar organization of the visual cortex is represented by the multi-slab architecture of the proposed network, lateral connections are not implemented and this could be an explanation for why redundant hidden layer neurons are not automatically pruned during learning. Future work will explore this issue by incorporating lateral connections between hidden layer neurons and investigating whether a) different slabs develop into different processing modules and b) redundant neurons are forced to be silent -by autopruning-instead of being identically responsive to all input patterns. Future work will also explore the importance of hidden layer neurons for the optimal tuning of the preprocessing layer onto the most important features. This can be tested by performing a progressive pruning of hidden layer neurons as their responses converge to a single output value over the course of training.
In summary, the following conclusions can be drawn from this paper.
1) The proposed adaptable design of preprocessing and activation function parameters in the network serves a dual purpose: a) to promote the decorrelation of i) input features learned by the different neurons in the first layer and ii) input patterns learned by different hidden layer neurons, thus creating a functionally modular network b) in doing so, to help maximize information processing and classification capacity. As evident by the results, the use of different activation functions in the hidden layer neurons, in combination with the preprocessing filters, boosted the robustness and classification performance of the proposed model.
2) Using adaptable preprocessing filters does not affect the network's learning or generalization performance. The role of preprocessing is rather to better identify and boost the most important input features, thus reducing the work of the hidden layer and requiring fewer nonredundant neurons to achieve maximum performance. 3) Using a single type of adaptable hidden layer activation function, may harness the decorrelation of information learned by different parts of the network. 4) Using different forms of adaptable activation functions for each hidden slab promotes the development of multiple redundant hidden layer neurons, the subsequent deletion of which reduces the size and complexity of the network without worsening its performance. Using functions of the same form with adaptable parameters leads to a much larger network with fewer redundant neurons. 5) The enhanced guided stochastic rule with biologically inspired attributes significantly outperforms a rule with weight modifications made according to a constrained random algorithm.
Experimental results on all medical data sets show that the EGA algorithm speeds up the network convergence and modifies the search path in the parameter space possibly reaching deeper minima and improving generalization performance. While the enhanced guided annealing rule does not obey the classical Hebbian association rules often mentioned in cortical modular processing, the incorporation of a delta signal could potentially account for the error correction signals provided by feedback connections from higher layers in a cortical column, which are not taken into account in the proposed model. Furthermore, the idea of feedback signals traveling backward within many neuron types and which can greatly affect synaptic plasticity, is continuously gaining support in light of recent physiological evidence [44] , [45] . Thus, the biological analogy of the proposed network, while not direct, suggests that "mimicking" cortical architecture and information processing rules can greatly benefit the field of classical pattern recognition. Furthermore, in a neurobiological context, our findings suggest that the columnar organization of neural structures may have evolved as a result of the increased learning and memory capacity that can be provided by such a modular organization.
