We investigate and compare the performance of the Arnoldi and block-Davidson approaches for the calculation of selected eigenstates of complex symmetric Hamiltonians arising in the study of resonances. In the context of the block-Davidson scheme, both the ''natural'' complex symmetric subspace projection and the unsymmetric orthogonal projection are studied. The latter is found to possess the best convergence properties in realistic examples, clearly outperforming the other methods.
I. INTRODUCTION
In a broad range of physical and chemical decay processes, such as autoionization or predissociation, the associated resonance or temporary states are of special interest. A resonance is a metastable state of a system which has sufficient energy to break up into two or more subsystems and can be described by a Siegert wave function 1,2 with a complex eigenenergy
where E R is the resonance position and ⌫ is the resonance width. The width ⌫ is related to the lifetime ϭប/⌫ of the decaying state. Both resonance parameters E R and ⌫ can of course be extracted from the associated scattering cross section, but they can also be computed directly using complex Hamiltonian techniques such as the complex scaling ͑CS͒ [3] [4] [5] [6] or the complex absorbing potential ͑CAP͒ 7,8 methods. In both methods, the physical usually real Hamiltonian Ĥ is modified and one works with a parametrized non-Hermitian complex-symmetric Hamilton operator that needs to be diagonalized for several values of the associated parameter. Specifically, the complex scaled Hamiltonian Ĥ is obtained from Ĥ by scaling the ''dissociation'' coordinate r by e i , where is the so-called rotation angle. In contrast, the CAP Hamiltonian Ĥ is derived by adding a complex potential ϪiŴ to Ĥ , where is a strength parameter and W is typically a real potential such as ͉r͉ n . The two approaches are in fact closely connected and there are various intermediate techniques. 6, 9, 10 Since the Siegert wave functions are not in the Hermitian domain of the Hamilton operator Ĥ , in the context of their investigation the Hermitian scalar product ͉͗͘ is usually replaced by a complex-symmetric inner product ͑c-product͒ ͑ ͉͒ϭ͗*͉͘ϭ ͵ all space
where the left-hand function is not complex conjugated. The c-product is a pseudoscalar product and does not define a metric norm, but it allows the definition of a c-norm and c-orthogonality, as well as the derivation of a c-variational principle and other c-analog theorems. 11 In a finite basis set, the non-Hermitian Hamiltonian is consequently represented by a complex-symmetric matrix, and to identify the resonance states one needs to study the so-called -or -trajectories of the complex eigenvalues E i (/). 11, 8 In contrast to the continuum eigenvalues, a trajectory corresponding to a resonance state exhibits a pronounced stabilization ͑provided the basis set is sufficient flexible͒ and E res is obtained at the point where the trajectory is slowest. Thus, from a computational point of view one needs to calculate repeatedly several eigenvalues of a complex-symmetric matrix.
Motivated by this type of application, full diagonalization routines which exploit the complex-symmetric structure have been developed for dense matrices. 12, 13 For larger matrices iterative approaches are needed and various Lanczos algorithms adapted to the complex-symmetric case 14 where H 0 is a ''dominant'' part that can be easily inverted ͑usually the diagonal of H͒ and H 1 is a ''perturbation.'' At each step the subspace matrix S is diagonalized, the eigenpairs of interest i , v i are selected, and the residual vectors
associated with the approximate eigenvectors Bv i of H are computed. But, instead of adding r i directly to B, which is effectively equivalent to the Arnoldi method, the correction vectors
are used. In other words, H 0 is employed as a preconditioner.
There are numerous variations of these three algorithms, 22, 23 in particular, there are so-called block versions where several vectors are iterated at one time. Especially in Arnoldi's and Davidson's methods, a maximal subspace size m is usually imposed and the iteration is periodically restarted ͑macro iteration͒ with a chosen subset of the current Ritz vectors. Let us now turn to the complex-symmetric case. The iterative subspace methods mentioned above can be implemented in two fundamentally different ways. On the one hand, the subspace projection can be performed using the complex pseudoscalar product
where B T is the transpose of B and the basis satisfies B T B ϭ1. The projection Eq. ͑9͒ can be seen as a particular instance of oblique ͑OB͒ projection 22 in which the right and left subspaces are reciprocally complex conjugate and we refer to the associated implementations as OB versions. In this case the algorithms are very similar to the real or Hermitian ones, since one needs to exchange ''only'' the Hermitian vector products with the appropriate c-products. For example, S is complex-symmetric and thus the Lanczos ͑block-Lanczos͒ procedure leads to a tridiagonal ͑band-diagonal͒ matrix that can be computed using the c-analogous three-term recurrence relation. 15 This computational simplicity is, however, deceptive, since, as we shall see below, the lack of a true orthonormalization of the basis vectors introduces numerical instabilities. On the other hand, the numerically stable orthogonal projection onto B, Eq. ͑5͒, can be employed. In this case S is the usual Hessenberg matrix in Arnoldi's and a full nonsymmetric matrix in Davidson's method. A three-term recurrence relation does not exist and consequently B needs to be stored. In other words, using the orthogonal projection ͑OR͒ one does not make use of the complex-symmetric structure of H ͑apart from, possibly, in the matrix times vector operation͒ and the construction as well as the diagonalization of S is correspondingly more expensive.
We have implemented both an OB and an OR version of the block-Davidson algorithm. Whereas the OR version is as expected numerically very robust, we have had some difficulties with the OB algorithm. Before we turn to the presentation of some numerical applications, we would like to make some general remarks on these problems. First, the Hermitian norm of the new basis vectors, i.e., of the c-normalized correction vectors, increases steadily during the iterations. Since our start space consists of a set of real vectors, initially both the Hermitian norm and the pseudo norm are identical, but then b i † b i of the c-normalized basis vectors starts to grow ͑note that x † xуx T x for any x͒. In other words, if the b i were normalized in the Hermitian sense, then their c-norm would decrease with increasing i. Thus, as the iteration proceeds the correction vectors become ever closer to singularity (b i T b i ϭ0), which renders the c-orthonormalization procedure numerically problematic. It has been suggested to cure this orthogonality problem by scaling the basis vectors according to their Hermitian norm or alternatively by choosing the largest component to a have modulus of 1. 22 But, some numerical difficulties will clearly persist since then there will be small denominators in the evaluation of the subspace matrix elements. Second, in the OB version there appear spurious subspace eigenvalues. Whereas the Rayleigh quotient
of a complex-symmetric matrix H with respect to any vector x is bounded by the eigenspectrum of H, there is no such bound for the c-analogous quantity
in other words, the complex analogous variation principle 11 is rather a stationarity principle and provides no bounds for expectation values. Thus, there may be subspace eigenvalues in virtually any energy range and indeed we find impossibly low energies, that is, spurious eigenvalues. For this reason one has to be very careful in the selection of relevant eigenvalues from the oblique-projected subspace and, in addition to an energy range of interest criterion, only those eigenpairs which show an appreciable overlap with the start vectors should be accepted. Moreover, the appearance of any spurious subspace eigenvalues hinders of course the overall convergence rate of the OB algorithms.
III. ILLUSTRATIVE EXAMPLES
In this section we compare the performance of the new Davidson algorithms with the Arnoldi method as implemented in the ARPACK library. 24 The examples are two complex-symmetric matrices that arise in the investigation of the temporary anions N 2 Ϫ and C 2 2Ϫ ; see Refs. 19 and 18 for background information and technical details. Let us at this point just note that the CAP/CI method is used; that is, the matrix
where H is the physical Hamilton operator and W is a local real potential, needs to be diagonalized for several values of the parameter .
In the following, we will measure the performance of the different algorithms in terms of matrix times vector operations n needed to converge the required number of eigenpairs to some predefined accuracy. If the size of S is not restricted to some maximal value m, n is also the maximum subspace size reached during the iteration. Whereas in small cases n will probably be no accurate measure for the overall effort, in the limit of large matrices the matrix times vector operation is clearly the bottleneck of the calculation. Moreover, n does not depend on implementation details such as the computer architecture and the quality of the available numerical libraries and compilers. However, n will depend to some extent on m, since for each method and case there is a tradeoff between further increasing the subspace or restarting the iteration with a subset of the current Ritz vectors. This leads to different optimal values for m which can only be determined empirically on a case-to-case basis. Often m is rather restricted by the available memory, but so far our experience suggests that as long as m is not too small its precise value does not affect the conclusions based on the number of matrix times vector operations.
Our first example originates from a relatively restricted CI wave function for N 2 Ϫ . 19 The matrix dimension is 1188, the number of start vectors is 12 as defined by a first-order wave function, and we are interested in the -trajectories of the six lowest eigenstates of the physical Hamiltonian. We assume that the optimal range ( opt Ϸ5ϫ10 . Clearly, the operating conditions become less and less favorable for the Davidson algorithm as increases.
Whereas we have no control over the structure H(), we can indeed use better start vectors. The eigenvectors computed for the previous value are the natural choice and by this means the performance of the OR algorithm is greatly improved ͑lowest curve in Fig. 1͒ . Thus, raising the number of -points, which may often be required to accurately identify a resonance, can even increase the overall efficiency, since the improved quality of the start vectors reduces n at each point. By contrast, we have found that even with very good start vectors the OB Davidson algorithm fails to converge for larger values of , most probably due to the inherent numerical instability of the oblique projection. For comparison, the same trajectories have been computed using the single vector Arnoldi approach. 24 We have found that in this case-in contrast to the Davidson algorithm-the final operation count n practically does not depend on the start vector and one can in fact use a random start vector without significant loss of performance. Moreover, the restriction of the Arnoldi algorithm to a rather small maximal subspace size m also does not affect the matrix times vector count to a great extent as long as m is larger than roughly three times the number of required vectors. The Let us briefly comment on the complex symmetric block-Lanczos algorithm which had been employed in Ref. 19 . In the authors' experience, it suffers heavily from the problems associated with oblique projection methods mentioned above. The number of spurious eigenvalues of the tridiagonal ͑banded diagonal͒ subspace matrix is usually large and compared to the Arnoldi and Davidson methods its performance in terms of matrix times vector operations is poor. The algorithm is, however, simple, needs far less storage than the other techniques, and allows much larger subspaces. Thus, if one is willing to accept a less robust method and eigenvectors are not required it may be an alternative in intermediate size cases. To compute a few eigenvalues of a large complex symmetric matrix or -trajectories, the blockLanczos method is not the best choice.
To investigate a larger case, we have picked an example from an investigation of the temporary dianion C 2 2Ϫ . 18 The dimension of the Hamilton matrix is about 91 000; in the associated real CI problem there are 56 start vectors and the -trajectories of the 12 lowest states had been studied. For this example we have restricted ourselves to a small number of values, one order of magnitude above and below opt , respectively, as well as close to opt ͑which is about 10
Our results for Ͼ0 are collected in Table I . Similar to the previous example, the Davidson algorithm converges much faster than the Arnoldi method and only for values of considerably larger than opt convergence is much slower in both methods and the relative difference shrinks. Let us note that up to opt the number of iterations in the OR algorithm is about as large as in the real Davidson method for ϭ0, where the final subspace size is 234. Moreover, the performance of the Davidson algorithm can be easily enhanced by using start vectors from a real calculation ͓Table I, column ͑b͔͒ or in a trajectory run from the previous ͓column ͑c͔͒.
Thus, the trends established from the smaller example are confirmed, clearly identifying the OR block-Davidson algorithm as the most attractive approach in the computation of -trajectories of temporary anions.
IV. SUMMARY AND CONCLUSIONS
We have studied Davidson and Arnoldi subspace iteration techniques in the context of computing resonances as eigenstates of complex symmetric Hamiltonians. The complex symmetric Hamiltonians are typically parametrized, e.g., by the rotation angle in CS or the strength of a CAP, and to identify the resonances one needs to study the trajectories of the eigenvalues with respect to the embedded parameter E i (/). 6, 8 Thus, from a numerical point of view, several eigenvalues of a family of complex symmetric matrices have to be computed.
Both the Davidson as well as the Arnoldi algorithm can be implemented using an orthogonal or an oblique projection onto the iteratively built subspace ͓Eqs. ͑5͒ and ͑9͔͒. 22 The oblique projection is closely related to the pseudoscalar product 11 ͓c-product, Eq. ͑2͔͒ which usually replaces the Hermitian scalar product in the context of complex Hamiltonian methods. Using the c-product and c-normalized basis vectors, the complex-symmetric algorithms are very similar to their real counterparts, specifically, the subspace matrix is complex-symmetric and the Arnoldi method simplifies to a complex-symmetric Lanczos scheme. In contrast, the symmetry of the Hamiltonian is not reflected in the subspace representation if an orthogonal projection is employed, and it is consequently more costly to compute and diagonalize the subspace matrix. However, the orthogonal projection technique leads to numerically robust algorithms, whereas the oblique projection is inherently unstable and suffers from various numerical problems. In particular, there appear spurious subspace eigenvalues which hamper the overall convergence rate of the corresponding algorithms.
The performance of the different algorithms has been investigated for two realistic examples stemming from studies of the temporary anions N 2 Ϫ and C 2 2Ϫ . 19, 18 The associated CI wave functions lead to large sparse matrices suited for subspace iteration techniques and the start vectors needed for the block-Davidson algorithm are provided by first-order wave functions. Employing the CAP method 8 we have computed -trajectories using the discussed algorithms. For small values of both Davidson variants are comparable in efficiency to the real Davidson method for ϭ0 that is far more efficient than the Arnoldi approach. For larger values convergence is generally slower, but whereas the OR Davidson and the Arnoldi algorithms still reliably converge, the OB method often breaks down. Slower convergence rates for increasing are expected for several reasons, in particular 
