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OPTIMAL CONSUMPTION AND INVESTMENT UNDER TRANSACTION
COSTS
DAVID HOBSON, ALEX TSE, AND YEQI ZHU
Abstract. In this article we consider the Merton problem in a market with a single risky asset
and transaction costs. We give a complete solution of the problem up to the solution of a free-
boundary problem for a first-order differential equation, and find that the form of the solution
(whether the problem is well-posed, whether the problem is well-posed only for large transaction
costs, whether the no-transaction wedge lies in the first, second or fourth quadrants) depends
only on a quadratic whose co-efficients are functions of the parameters of the problem, and then
only through the value and slope of this quadratic at zero, one and the turning point.
We find that for some parameter values and for large transaction costs the location of the
boundary at which sales of the risky asset occur is independent of the transaction cost on pur-
chases. We give both a mathematical and financial reason for this phenomena.
1. Introduction
In this article we consider the problem of maximising expected utility of consumption over
the infinite horizon in a financial market consisting of a riskless bond and a single risky asset.
Merton [9, 10] considered this problem in a perfect, frictionless market and showed that the optimal
strategy is to keep a constant fraction of wealth in the risky asset. Of the possible market frictions,
arguably the most significant is transaction costs. This paper adds to the growing literature on
optimal consumption/investment problems with proportional transaction costs.
In the Merton setting the market is complete. Constantinides and Magill [3] generalised the
problem to the incomplete case by introducing transaction costs. They argued that in the case of
a single risky asset following exponential Brownian motion and power utility the scalings of the
problem should mean that there is a no-transaction wedge, and the optimal strategy should be to
trade in a minimal fashion so as to keep the fraction of wealth in the risky asset within an interval
I. If the initial portfolio is such that the initial fraction of wealth in the risky asset is outside
this interval then the agent makes an instantaneous transaction to bring the fraction of wealth in
the risky asset to the closest boundary of I. Thereafter, the agent only trades when this fraction
is on the boundary of I. In (Cash wealth,Wealth in risky asset) space, the interval I becomes a
no-transaction wedge.
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The model and accompanying intuition was formulated precisely by Davis and Norman [4]. They
used the language of stochastic control and martingales to give a rigorous description of the problem
for power utility. For a certain subset of parameter combinations they gave a full description of
the solution, specifying both the optimal consumption, and the optimal investment strategy. The
optimal investment strategy involves a process which receives a local-time push at both boundaries
of an interval, and these pushes are just sufficient to keep the process within the interval. Davis
and Norman [4] reduce the problem to solving a pair of first-order ordinary differential equations
(ODEs) subject to value matching conditions at unknown free-boundaries. Their analysis was
extended by Shreve and Soner [11] to a larger class of parameter combinations using methodologies
from viscosity solutions.
Both [4] and [11] consider the value function and the primal problem. Recently, there have been a
trio of papers considering the dual problem and shadow prices. Kallsen and Muhle-Karbe [8] were
the first to use the shadow-price approach in this context, but only consider logarithmic utility.
Herczegh and Prokaj [6] extend their results to power utility. The most complete treatment of the
problem via the shadow-price approach is the paper of Choi et al [1]. Choi et al give a full analysis
of the problem, covering all parameter combinations (which involve an appreciating risky asset).
They reduce the problem to the solution of a free-boundary problem for a single first-order ODE.
There are multiple solutions to this free-boundary problem, and the one that is wanted is the one
for which the solution to the free-boundary problem satisfies an integral condition.
In this paper we revisit the problem considered by [4, 11, 1, 6]. The fundamental difference
between this paper and Choi et al [1] is that we take the primal approach. We show that the
problem of constructing the value function can be transformed into finding the solution of a first-
order free-boundary problem, subject to an integral condition, as in Choi et al [1]. The advance
relative to [1] is that it is much easier to understand the character of the solutions to our differential
equation, when compared to that of Choi et al: for our solution the possible behaviours correspond
to the possible shapes of a simple quadratic, whereas in Choi et al it is necessary to consider a
phase-diagram in which the behaviours depend on a pair of ellipses and/or hyperbolas. Although
the two free-boundary problems must be transformations of each other, our solution leads to a
simpler problem. Most especially, we can give a direct interpretation of the free-boundary points as
the sale and purchase boundaries of the no-transaction wedge and we can prove comparative statics
for these boundaries. In the conclusion we will expand on this remark and give further evidence
of the benefits of our approach. Nonetheless, many features of our characterising ODE are to be
found in the characterising ODE of [1]; in particular in both cases the ODE has a singular point,
and for some parameter combinations, though not all, the solution we want passes through this
singular point.
The remainder of this paper is structured as follows. In the next section we formulate the
problem and discuss how to express the solution in terms of the solution of a first-order ODE. The
Hamilton-Jacobi-Bellman equation is second-order, so the key step is an order-reduction in which
we make the solution of the equation the independent variable. (This order reductiion technique
has been used before in investment/sale problems by Evans et al [5]. Choi et al [1, Section 3.3]
make a similar transformation, and this may be one reason why they make more progress than [6].)
In Section 2 we do this in the case where it is never optimal for the agent to have negative cash
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wealth (equivalently never optimal to borrow against holdings of the risky asset), and hence we
can use cash wealth as the denominator of an autonomous univariate process which is the ratio of
wealth in the risky asset to cash wealth.
In Section 3 we show how the arguments can be extended to the general case. We can no
longer use cash wealth as the denominator in the definition of our autonomous univariate process.
Instead we use paper wealth (where paper wealth is defined by assuming liquidation is possible
with zero transaction costs) as the denominator and consider as key variable the ratio of wealth
in the risky asset to paper wealth. At first sight, it looks as if this makes the order-reduction
impossible, but inspired by the results of Section 2 we how the problem may be reduced to the
identical free-boundary problem as in that section.
In Section 4 we show how the solution to the free-boundary problem depends on a simple qua-
dratic, the co-efficients of which depend on the parameters of the problem. There are several cases
depending only on the values and slopes of this quadratic at zero and one, and on the value of the
quadratic at the turning point. We can give exact conditions which determine when the problem is
well-posed. This main result is stated and proved in Section 5 and mirrors the main result of Choi
et al [1], but our formulation is an improvement in the sense that we cover an extra case and we
give an algebraic expression for a quantity that Choi et al can only express as an integral.
In Section 6 we consider how the boundaries of the no-transaction wedge depend on the parame-
ters. Analysis of this type seems to be new, and would be difficult under previous approaches. More
especially, we show that if the drift is small, then the no-transaction wedge includes the Merton
line, and the no-transaction wedge gets larger as transaction costs increase. However, if the drift
increases further, then we may loose both the monotonicity property of the no-transaction wedge,
and the property that the Merton line (corresponding to zero transaction costs) lies within the
no-transaction region. Remarkably, although in general the locations of both the sale and purchase
boundaries depend on the transaction costs on both sale and purchases, in some circumstances the
sale boundary is independent of the transaction cost on purchases.
Section 7 concludes. Some results, including those on the solution of the ODE are given in an
Appendix.
2. Problem specification and a motivating special case
Let Y = (Yt)t≥0 denote the price of a risky asset and suppose Y is an exponential Brownian
motion with drift µ and volatility σ; then Yt = Y0e
σBt+(µ−σ
2/2)t where B = (Bt)t≥0 is a Brownian
motion. Let C = (Ct)t≥0 denote the consumption rate of the individual and let Θt denote the
number of units of the risky asset held by the investor. We assume that C is non-negative and
progressively measurable and that Θ is of finite variation; in particular Θt = Θ0+Φt−Ψt where Φ
and Ψ are increasing, adapted, càdlàg processes with Φ0− = Ψ0− = 0 representing purchases and
sales of the risky asset respectively.
Suppose cash wealth is right-continuous and evolves according to
(2.1) dXt = −Ctdt− Yt(1 + λ)dΦt + Yt(1− γ)dΨt.
Here λ ∈ [0,∞) represents the transaction cost paid on purchases and γ ∈ [0, 1) represents the
transaction cost paid on sales. We assume λ+γ > 0, else we are in the case of no transaction costs.
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We say that a wealth portfolio (Xt,Θt) is solvent at time t if
Xt + (1− γ)Θ
+
t Yt − (1 + λ)Θ
−
t Yt > 0,
or equivalently if instantaneous liquidation of the risky position yields a cash wealth which is non-
negative. A consumption/investment strategy (C,Θ) is solvent from time t0 if the resulting wealth
portfolio process (Xt,Θt)t≥t0 is solvent for each t ≥ t0. Write A = A(x, y, θ, t) for the set of
strategies which are solvent from time t when (Xt− = x, Yt = y,Θt− = θ).
The objective of the agent is to maximise the discounted expected utility of consumption over the
infinite horizon, where the discount factor is β and the utility function of the agent is assumed to
have constant relative risk aversion with risk aversion co-efficient R ∈ (0,∞)\ 1. The maximisation
takes place over the set of consumption/investment strategies which are solvent from time zero. In
particular, the goal is to find
(2.2) sup
(C,Θ)∈A(x0,y0,θ0,0)
E
[∫ ∞
0
e−βt
C1−Rt
1− R
dt
]
.
Since the set-up has a Markovian structure, we expect the value function, optimal consumption
and optimal portfolio strategy to be functions of the current wealth portfolio of the agent and of
the price of the risky asset. Let V = V (x, y, θ, t) be the forward starting value function for the
problem so that
(2.3) V (x, y, θ, t) = sup
(C,Θ)∈A(x,y,θ,t)
E
[∫ ∞
t
e−βs
C1−Rs
1−R
ds
∣∣∣∣Xt− = x, Yt = y,Θt− = θ
]
.
The goal is to solve for the value function V = V (x, y, θ, t). Note that it is the value yθ of the
holdings of the risky asset which is important rather than the price level and quantity individually,
and in most circumstances y and θ appear as the product yθ. From the scalings of the problem we
expect that we can write
(2.4) V (x, y, θ, t) = e−βt
x1−R
1−R
g
(
yθ
x
)
,
where the key variable is the ratio z = yθ/x of wealth held in the risky asset to cash wealth.
The intuitive arguments of Constantinides and Magill [3] and the concrete results of Davis and
Norman [4] lead us to expect that the no-transaction region will be a wedge. For the purposes of
this section we suppose that this wedge is contained in the first quadrant of (x, yθ) space. Define
Z = (Zt)t≥0 by Zt = ΘtYt/Xt. We expect that the agent trades to keep Z in the interval [z∗, z
∗]
where the pair of constants {z∗, z
∗} is to be determined. Then for initial values yθ > z∗x the
optimal sale strategy includes an immediate sale to bring the ratio of risky wealth to cash wealth
below z∗. Thus, if the initial portfolio (X0− = x,Θ0− = θ) is such that y0θ > xz
∗ then we sell ψ
units of the risky asset, where ψ = y0θ−z
∗x
y0(1+(1−γ)z∗)
so that
y0Θ0+
X0+
≡
y0Θ0
X0
=
y0(θ − ψ)
x0 + (1− γ)y0ψ
= z∗.
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Figure 2.1. The solvency and no-transaction regions. The solvency region has
boundaries given by the lines x + (1 + λ)yθ = 0 (for x > 0 and yθ < 0) and
x+(1− γ)yθ = 0 (for x < 0 and yθ > 0). The no-transaction wedge is bounded by
the sale and purchase boundaries. On and outside these boundaries, transactions
are made to keep the process (Xt, YtΘt) inside the wedge. The arrows represent
the impact of transactions on the boundaries of the no-transaction wedge.
This initial transaction at t = 0 should not change the value function, and hence for yθ > xz∗,
x1−Rg
(
yθ
x
)
= (x+ (1 − γ)yψ)1−Rg(z∗) =
(x+ (1 − γ)yθ)1−R
(1 + (1− γ)z∗)1−R
g(z∗),
or equivalently g(z) = (Rβ )
RA∗(1 + (1 − γ)z)1−R for z > z∗ where the constant A∗ is given by
A∗ = ( βR )
R g(z
∗)
(1+(1−γ)z∗)1−R .
If initial wealth is such that yθ < z∗x then the optimal strategy includes the immediate purchase
of risky asset. We purchase φ units of Y where φ = z∗x−y0θy0(1+(1+λ)z∗) so that
y0Θ0+
X0+
≡
y0Θ0
X0
=
y0(θ + φ)
x0 − (1 + λ)y0φ
= z∗.
Then g(z) = (Rβ )
RA∗(1 + (1 + λ)z)
1−R for z ≤ z∗, where A∗ = (
β
R )
R g(z∗)
(1+(1+λ)z∗)1−R
.
Let M = (Mt)t≥0 be given by
Mt =
∫ t
0
e−βs
C1−Rs
1−R
ds+ V (Xt, Yt,Θt, t).
Then we expectM will be a supermartingale in general and a martingale under the optimal strategy.
Applying Itô’s formula, and optimising over Ct and Θt we obtain the Hamilton-Jacobi-Bellman
equation which is a (second order, semi-linear) differential equation for g in the no-transaction
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region: for z∗ < z < z
∗
(2.5) 0 =
R
1−R
(
g(z)−
zg′(z)
1 −R
)1−1/R
− β
g(z)
1−R
+ µ
zg′(z)
1−R
+
σ2
2
z2g′′(z)
1−R
.
Finally, we expect that there will be value matching and second-order smooth fit at the free bound-
ary.
In analysing the problem our first goal is to solve (2.5). The equation can be simplified by
setting z = eu and h(u) = h(ln z) = ( βR )
Rg(z). (If z < 0 then we can construct a parallel argument
based on z = −e−u.) Then h solves a (second-order, non-linear) autonomous equation (with no
u-dependence):
(2.6) 0 =
(
h−
h′
1−R
)1−1/R
− h+
(
ǫ−
δ2
2
)
h′ +
δ2
2
h′′.
where ǫ = µ/β and δ2 = σ2/β. The order of this equation can be reduced by setting dhdu = w(h) so
that d
2h
du2 = h
′′ = w′(h)w(h). We find that
(2.7)
δ2
2
w(v)w′(v) − v +
(
ǫ−
δ2
2
)
w(v) +
(
v −
w(v)
1−R
)1−1/R
= 0.
Various further transformations do not reduce the order of the problem, but rather simplify the
problem in appearance, and add to our ability to interpret the solution. Set W (h) = w(h)(1−R)h , let N
be inverse to W so that N = W−1 and finally set n(q) = N(q)−1/R(1 − q)1−1/R. Then n = n(q)
solves
(2.8) n′(q) = O(q, n(q))
where
(2.9) O(q, n) =
(1−R)
R
n
(1− q)
−
δ2
2
(1−R)
2
R
qn
ℓ (q)− n
=
(1−R)
R
n
(1− q)
m(q)− n
ℓ(q)− n
,
and m and ℓ are the quadratic functions
m(q) = 1− ǫ (1−R) q +
δ2
2
R (1−R) q2(2.10)
ℓ(q) = 1 +
(
δ2
2
− ǫ
)
(1−R)q −
δ2
2
(1−R)2q2 = m (q) + q (1− q)
δ2
2
(1−R) .(2.11)
It will turn out that the different solution regimes can be characterised by the quadratic m and
more especially, the derivatives of m at 0 and 1 and the values of m at 1 and at the turning point.
To this end let qM =
ǫ
δ2R be the location of the turning point, and let mM = m(qM ) be the value
of m at the turning point.
The advantage of switching to n becomes apparent when we consider the solution outside the
no-transaction region. For z ≤ z∗, g(z) = (
R
β )
RA∗(1+ (1+λ)z)
1−R for A∗ to be determined. Then
using the same transformations we find h(u) = ( βR )
Rg(eu) = A∗(1 + (1 + λ)e
u)1−R and
(2.12) w(h) =
dh
du
= (1− R)h
(1 + λ)eu
1 + (1 + λ)eu
= (1−R)h
(h/A∗)
1/(1−R) − 1
(h/A∗)1/(1−R)
,
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so that W (h) = 1− (A∗/h)
1/(1−R), N(q) = A∗(1− q)
−(1−R) and n(q) = A
−1/R
∗ which is a constant.
Similarly, on z ≥ z∗ we have n(q) = (A∗)−1/R.
Second order smooth fit of g corresponds to first order smooth fit of w (andW , N and n). Hence
we are looking for a solution n and free boundaries q∗ and q
∗ such that n ∈ C1. Thus we require
n′ = 0 at q = q∗ and q = q
∗. However, the places in (q, n) space where n′ = 0 are exactly the points
on the curve (q,m(q)). Hence, candidate solutions for the value function can be expressed in terms
of solutions n to (2.8) with boundary conditions n(q∗) = m(q∗), n(q
∗) = m(q∗) for boundary points
{q∗, q
∗} to be determined. Typically, there is a family of solutions to this problem, parameterised
by the left-hand-endpoint r. Write nr = (nr(q))q≥r for the solution to (2.8) started at the point
(r,m(r)), and let ζ(r) = inf{q > r : (1 − R)nr(q) < (1 − R)m(q)}. Clearly the solutions nr for
different r cannot cross, and ζ(r) is decreasing in r.
To fix ideas, suppose 0 < R < 1, 0 < ǫ < δ2R and ǫ2(1 − R) < 2δ2R. Then the quadratic
m is U -shaped with minimum at q = qM =
ǫ
δ2R ∈ (0, 1) and m is non-negative everywhere. If
m(q) < n < ℓ(q) then n is decreasing at q; it can be shown that any solution nr started at (r,m(r))
with 0 < r < qM lies strictly below the line joining (0,m(0)) with (1,m(1)). With a little more
work we can show that for 0 < r < qM , ζ(r) ∈ (qM , 1). Further, since the solutions nr cannot cross,
nr(q) is decreasing in r and ζ(r) is decreasing in r. See the first panel of Figure 2.2.
Before describing how to choose the starting point r corresponding to a given round-trip transac-
tion cost ξ it is useful to consider how important quantities of the value function and no-transaction
region can be inferred immediately from (the correctly chosen) n. We have already seen that
A∗ = n(q∗)
−R and A∗ = n(q∗)−R. Moreover, from (2.12) at h∗ = h(e
u∗) where u∗ = ln z∗,
q∗ = W (h∗) =
w(h∗)
(1−R)h∗
=
(1 + λ)z∗
(1 + (1 + λ)z∗)
= 1−
1
(1 + (1 + λ)z∗)
,
and similarly q∗ = 1− 11+(1−γ)z∗ . In particular, we can infer the limits of the no-transaction region
directly from the solution of the free boundary problem for n; z∗ =
1
1+λ
q∗
1−q∗
and z∗ = 11−γ
q∗
1−q∗ .
Our objective is to solve the free-boundary problem:
find n, q∗, q
∗ such that n is a nonnegative solution of (2.8) with boundary conditions
n(q∗) = m(q∗) and n(q
∗) = m(q∗).
Typically there are many solutions to this problem and each solution corresponds to a different
level of transaction costs. See the second panel of Figure 2.2. The above equations provide the key
to determining the solution we want. The solution corresponding to the round trip transaction cost
ξ = (1+λ)(1−γ) − 1 =
λ+γ
1−γ must have
(2.13) ln(1 + ξ) = ln(1 + λ)− ln(1− γ) = ln
z∗
z∗
+ ln
(
(1− q∗)
q∗
q∗
(1 − q∗)
)
.
But dhdu = w(h) so that ln
z∗
z∗
= u∗ − u∗ =
∫ h∗
h∗
dh
w(h) and then
(2.14) ln
(
z∗
z∗
)
=
∫ h∗
h∗
dh
(1 −R)hW (h)
=
∫ q∗
q∗
dq
N ′(q)
(1−R)N(q)q
=
δ2(1 −R)
2
∫ q∗
q∗
dq
1
(ℓ(q)− n(q))
.
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Further,
(2.15) ln
(
q∗
(1− q∗)
)
− ln
(
q∗
(1− q∗)
)
=
∫ q∗
q∗
dq
q(1 − q)
=
δ2(1−R)
2
∫ q∗
q∗
dq
[
1
ℓ(q)−m(q)
]
,
where we use ℓ(q)−m(q) = δ
2
2 (1−R)q(1 − q). Hence
(2.16) ln
(
z∗
z∗
)
+ ln
(
(1− q∗)
q∗
q∗
(1− q∗)
)
=
∫ q∗
q∗
dq
1
q(1 − q)
[
n(q)−m(q)
ℓ(q)− n(q)
]
.
Define
(2.17) Λ(r) =
δ2(1−R)
2
∫ ζ(r)
r
dq
[
1
ℓ(q)− nr(q)
−
1
ℓ(q)−m(q)
]
=
∫ ζ(r)
r
dq
1
q(1− q)
nr(q)−m(q)
ℓ(q)− nr(q)
and set Σ(q) = exp(Λ(q))− 1. Then, since nr(r) = m(r) and nr(ζ(r)) = m(ζ(r)) we have from the
first representation of Λ(r),
(2.18)
∂Λ
∂r
=
δ2(1 −R)
2
∫ ζ(r)
r
dq
1
(ℓ(q)− nr(q))2
∂nr(q)
∂r
< 0
where we use the fact that nr(q) is decreasing in r. Further, we show in Lemma 4 in Section 4
below that Λ(0) = ∞ and Λ(qM ) = 0. Hence Σ
−1 is well defined on the domain (0,∞). We set
q∗ = Σ
−1(ξ) and q∗ = ζ(q∗), and then nq∗ solves (2.8) and (2.13).
q
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.93
0.94
0.95
0.96
0.97
0.98
0.99
1
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
(b) q∗ = Σ
−1(ξ) and q∗ = ζ(q∗)
Figure 2.2. Parameter values are ǫ = 1/2, δ = 1 and R = 2/3. Panel 2.2a shows
some solutions nr(q). Panel 2.2b shows the boundaries of the no-transaction region as a
function of the level of transaction cost. Note that the boundary q∗ corresponding to asset
sales is insensitive to the level of transaction costs.
Our results are summarized in the following theorem, which is a special case of a more complete
result given in Section 5. At this stage we only have a candidate value function, but the verification
argument that the candidate is indeed the value function is standard. Note that the candidate
solution is C2 throughout the solvency region.
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Theorem 1. Suppose R < 1 and 0 < ǫ < min{δ2R, δ
√
2R
1−R}.
Let (nr(·)) denote the family of solutions to (2.8) with initial values nr(r) = m(r). For any ξ ∈
(0,∞) there exists rˆ such that Σ(rˆ) = ξ = λ+γ1−γ , and then the no-transaction wedge is
yθ
x ∈ [z∗, z
∗]
where z∗ =
1
1+λ
rˆ
1−rˆ and z
∗ = 11−γ
ζ(rˆ)
1−ζ(rˆ) .
Set N(q) = nr(q)
−R(1− q)R−1, W = N−1 and w(h) = (1−R)hW (h). Set h∗ = N(rˆ) and h
∗ =
N(ζ(rˆ)). The value function is given by (2.4) where in the no-transaction region g(z) = (Rβ )
Rh(eu)
and u− ln z∗ =
∫ h
h∗
df
w(f) ; in the sale region z > z
∗, g(z) = h∗(1 + (1 − γ)z)1−R(1 + (1− γ)z∗)R−1;
and in the purchase region z < z∗, g(z) = h∗(1 + (1 + λ)z)
1−R(1 + (1 + λ)z∗)
R−1.
We close this section with a few remarks on the parametrisation of the problem, and on the form
of the solution which hold both in the motivating special case of this section, and more generally.
Observe first that the assumption that the process Θ is finite variation can in fact be a conclusion,
since if the agent follows a strategy which is not of bounded variation then transaction costs mean
that she cannot keep her wealth process admissible. Recall that ξ = 1+λ1−γ − 1 =
λ+γ
1−γ where ξ
is the round-trip transaction cost. As we have seen it is ξ which determines the nature of the
solution to the problem, and not the individual transaction costs λ and γ. Indeed, if we define Yˆ
via Yˆt = Yt(1− γ) then (2.1) becomes
(2.19) dXt = −Ctdt− Yˆt(1 + ξ)dΦt + YˆtdΨt.
Thus, the problem with proportional transaction costs on both purchases and sales reduces to a
problem with transaction cost ξ on purchases only. Conversely, if we set Y˜t = Yt(1 + λ), then we
have a problem in which the wealth process satisfies dXt = −Ctdt−Y˜tdΦt+
1
1+ξ Y˜tdΨt corresponding
to a problem with transaction cost ξ(1+ξ) on sales only.
We have not included an interest rate term in the specification of the problem. However, the
case of a constant interest rate can be reduced to the setting we describe by a simple switch to
discounted units for both asset prices and consumption.
The quantities qM and mM have been defined as the location of the turning point of m and the
value of m at that point. However, they have a direct interpretation in terms of the solution of the
Merton problem with zero transaction costs. In the Merton problem with zero transaction costs
the optimal strategy is to invest such that the ratio of wealth in the risky asset to total wealth (ie
ΘtYt
Xt+ΘtYt
) is kept equal to the constant qM . Moreover, the value function under zero transaction
costs V = V (x, y, θ, 0) is equal to (x+yθ)
1−R
1−R (
β
R )
Rm−RM . In our present setting with R < 1 it is clear
that n(q∗) = m(q∗) > n(q
∗) = m(q∗) > m(qM ) = mM and A∗ = n(q∗)
−R < A∗ = n(q∗)−R <
m(qM )
−R = m−RM . Thus, the value function with non-zero transaction costs is bounded above by
the value function with zero transaction costs. Recall that in this section we are working under the
hypothesis that 0 < qM < 1 and then 0 < q∗ < qM < q
∗ < 1. If we set zM =
qM
1−qM
(with similar
definitions for z∗ and z
∗) then for ξ > 0,
z∗ =
1
1 + λ
q∗
1− q∗
<
q∗
1− q∗
<
qM
1− qM
= zM <
q∗
1− q∗
<
1
1− γ
q∗
1− q∗
= z∗
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and the Merton line lies strictly within the no-transaction wedge. Note that this is not true in gen-
eral, and there are parameter combinations for which the Merton line lies outside the no-transaction
wedge.
3. The general case
In this section we want to develop and expand on the analysis of Section 2, to include all
parameter combinations, and not just those for which the the no-transaction region is a wedge in
the first quadrant.
One issue with the analysis of the previous section is that for some parameter values it may
be that the line (0, yθ) lies inside the no-transaction wedge in (x, yθ)-space. At x = 0, z = yθx
is ill-defined. For this reason in this section we consider an alternative parametrisation in which
the key variable is the ratio of wealth in the risky asset to paper wealth, where paper wealth is
calculated as the value of the portfolio under an assumption that holdings of the liquid asset can be
sold or purchased at zero transaction cost. Note that the solvency requirement implies that paper
wealth is non-negative.
Define P = (Pt)t≥0 by Pt =
YtΘt
Xt+YtΘt
. The solvency requirement can be expressed as − 1λ ≤ Pt ≤
1
γ . Write
(3.1) V (x, y, θ, t) = e−βt
(x+ yθ)1−R
1−R
(
R
β
)R
G
(
yθ
x+ yθ
)
,
and consider
(3.2) Mt :=
∫ t
0
e−βs
C1−Rs
1−R
ds+ V (Xt, Yt,Θt, t).
Applying Itô’s formula we find (subscripts x, y, θ denote space derivatives and V˙ denotes a time
derivative)
dMt =
C1−Rt
1−R
e−βtdt+ V˙ dt+ VxdXt + VydYt + VθdΘt +
1
2
Vyyd[Y ]t
=
{
C1−Rt
1−R
e−βt − VxCt
}
dt+ [Vθ − Vx(1 + λ)Yt]dΦt + [Vx(1− γ)Yt − Vθ]dΨt
+e−βt
(Xt + Ytθt)
1−R
1−R
(
R
β
)R
LG(Pt)dt+ σYtVydBt
where for H = H(p)
LH = −βH+µ [(1−R)pH + p(1− p)H ′]+
σ2
2
[
−R(1−R)p2H − 2Rp2(1− p)H ′ + p2(1− p)2H ′′
]
.
SinceM is a martingale under the optimal strategy and a super-martingale otherwise, maximising
over Ct we find Ct = e
− β
R
tV
−1/R
x =
β
R (Xt + Ytθt)
[
G(Pt)−
PtG
′(Pt)
1−R
]−1/R
. Since consumption is
non-negative we must have that G(p) > pG
′(p)
1−R . Further, if dΦt > 0 then Vθ = (1 + λ)yVx. Hence,
if dΦt > 0 then (1 −R)G(Pt) + (1− Pt)G
′(Pt) = (1 + λ)[(1 −R)G(Pt)− PtG
′(Pt)] or equivalently
−λ(1−R)G(Pt) + (1 + λPt)G
′(Pt) = 0.
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Similarly, if dΨt > 0 then
γ(1−R)G(Pt) + (1− γPt)G
′(Pt) = 0.
It follows that for − 1λ ≤ p ≤ p∗ we have G(p) =
(
1+λp
1+λp∗
)1−R
G(p∗) and for p
∗ ≤ p ≤ 1γ we have
G(p) =
(
1−γp
1−γp∗
)1−R
G(p∗). (Alternatively we can derive the form of G outside the no-transaction
wedge by arguing that the optimal strategy includes an immediate transaction to move the wealth
portfolio to the boundary of the no-transaction wedge, as in the previous section.)
Substituting for the optimal consumption we find that in the continuation region, p∗ < p < p
∗,
0 = β
[
G(p)−
pG′(p)
1−R
]1−1/R
+ LG(p)
= β
[
G(p)−
pG′(p)
1−R
]1−1/R
− βG(p) + µ [(1− R)pG(p) + p(1− p)G′(p)](3.3)
+
σ2
2
[
−R(1−R)p2G(p)− 2Rp2(1− p)G′(p) + p2(1− p)2G′′(p)
]
.
Now we can see the merit of the factor
(
R
β
)R
in the definition of V : we can divide through (3.3) by
β to reduce the problem to one expressed in the dimensionless quantities ǫ = µβ and δ
2 = σ
2
β . (This
completes the parameter reduction; the original parameters µ, σ, β, R, λ, γ have been replaced by
ǫ, δ, R and ξ.)
The parametrisation in terms of P allows us to consider problems in which the no-transaction
wedge lies outside the first quadrant. However, it has come at some expense: (3.3) appears consid-
erably more complicated than (2.5) or (2.6). However, inspired by the analysis of Section 2 we can
make a transformation in which we recover the same first-order differential equation.
Set h(p) = sgn(p(1 − p))|1 − p|R−1G(p) and define w(h) = p(1 − p)dhdp . (The factor p(1 − p) is
motivated by the identity p = z1+z =
eu
1+eu whence
dp
du = p(1− p).) Then away from 0 and 1,
dh
dp
= sgn(p(1− p))|1 − p|R−1
[
G′(p) + (1−R)
G(p)
1− p
]
and
(3.4) w(h) = sgn(p(1− p))|1 − p|R−1 [p(1− p)G′(p) + (1 −R)pG(p)] .
Moreover,
w(h)
d
dh
w(h) = p(1− p)
dh
dp
d
dh
w(h) = p(1− p)
d
dp
w(h)
and on differentiating (3.4) we find for p /∈ {0, 1}
w(h)w′(h)
= |1− p|R−1sgn(p(1 − p))
[
p2(1 − p)2G′′(p) + p(1− p)(1− 2Rp)G′(p) + (1 −R)p(1−Rp)G(p)
]
.
Then[
−R(1−R)p2G(p)− 2Rp2(1 − p)G′(p) + p2(1− p)2G′′(p)
]
= w(h)[w′(h)−1]|1−p|1−Rsgn(p(1−p)).
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Also using (3.4) we have
G′(p) =
w(h)
|p||1− p|R
− (1−R)
G(p)
1− p
and it follows that
G(p)−
pG′(p)
1−R
= |1− p|−Rsgn(p)h(p)
(
1−
w(h)
(1−R)h
)
.
Since consumption must be non-negative this expression must be positive so we can write it as
G(p)− pG
′(p)
1−R = |1− p|
−R|h||1− w(h)(1−R)h | and then(
G(p)−
pG′(p)
1−R
)1−1/R
= |1− p|1−R|h|1−1/R
∣∣∣∣1− w(h)(1−R)h
∣∣∣∣
1−1/R
.
Cancelling factors of |1− p|1−R and dividing by sgn(p(1 − p)) = sgn(h), Equation (3.3) becomes
0 = h|h|−1/R
∣∣∣∣1− w(h)(1−R)h
∣∣∣∣
1−1/R
− h+ ǫw(h) +
δ2
2
w(h) [w′(h)− 1] ,
and with w(h) = (1− R)hW (h),
δ2
2
(1−R)2hW ′(h)W (h) = −|h|−1/R |1−W (h)|
1−1/R
+ ℓ(W (h)).
Then setting N = W−1 we find
1
N(q)
dN(q)
dq
=
δ2
2
(1−R)2
q
ℓ(q)− |N(q)|−1/R|1− q|1−1/R
.
Finally set n(q) = |N(q)|−1/R|1− q|1−1/R. Then n > 0 and
n′(q)
n(q)
=
1−R
R(1− q)
−
1
R
N ′(q)
N(q)
.
In particular, n solves n′ = O(q, n) where O is as given by (2.9) for all values of q ∈ [q∗, q
∗] (except
perhaps at the singular points q = 0 and q = 1).
Consider now the boundary conditions. For − 1λ ≤ p ≤ p∗ we have G(p) = A∗(1 + λp)
1−R. Then
h(p) = sgn(p(1 − p))|1− p|R−1A∗(1 + λp)
1−R and
h′(p) = (1−R)h(p)
[
1
1− p
+
λ
1 + λp
]
= (1−R)h(p)
1 + λ
(1− p)(1 + λp)
.
It follows that W (h) = (1+λ)p(1+λp) ; then |1 −W (h)| =
|1−p|
1+λp = (
A∗
|h| )
1/(1−R). Writing q = W (h) and
h = N(q) for N = W−1 we have
n(q) = |N(q)|−1/R|1− q|1−1/R = A
−1/R
∗ .
Note that q =W (h) = (1+λ)p(1+λp) can be rewritten as
(3.5)
q
1− q
= (1 + λ)
p
1− p
which is valid for − 1λ < p ≤ p∗ or equivalently −∞ < q < q∗ =
(1+λ)p∗
(1+λp∗)
. A similar analysis gives
n(q) = (A∗)−1/R for q ∈ [q∗,∞) where q∗ = (1−γ)p
∗
(1−γp∗) . Thus, the condition of continuity of n
′ at
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the free boundaries is equivalent to n′ = 0, which in turn means that candidate locations of the
boundary can be identified with O(q, n(q)) = 0 or equivalently n(q) = m(q).
Note that q > 1 is equivalent to p > 1 and that each of these conditions corresponds to the case
of leverage (where the agent borrows to finance the position in the risky asset). Similarly q < 0 is
equivalent to p < 0. These conditions corresponds to a short position in the risky asset.
From (3.5) at (q∗, p∗) and the similar condition
q
1−q = (1 − γ)
p
1−p at (q
∗, p∗) we have
1 + ζ =
1+ λ
1− γ
=
p∗
1− p∗
1− p∗
p∗
q∗
1− q∗
1− q∗
q∗
and hence
(3.6) ln(1 + ζ) =
∫ p∗
p∗
dp
p(1− p)
−
∫ q∗
q∗
dq
q(1− q)
=
∫ h∗
h∗
dh
w(h)
−
∫ q∗
q∗
dq
q(1− q)
.
Following the same steps as in (2.13)-(2.16) we conclude that the solution we want must satisfy
(3.7) ln(1 + ζ) =
∫ q∗
q∗
dq
1
q(1 − q)
n(q)−m(q)
ℓ(q)− n(q)
.
Note that if q∗ < 1 < q
∗ then each of the integrals in (3.6) is over a domain which includes a
singularity and hence the integral is not well-defined. But, the integral in (3.7) is well defined since
as we shall show n(1) = m(1) and n′(1) = m′(1), so that the integrand in (3.7) may be made
bounded and continuous at q = 1.
The programme for constructing the value function is as before. Construct a family of solutions
nr(·) to n
′ = O(q, n) parameterised by the initial value nr(r) = m(r). From this family choose the
solution for which (3.7) is satisfied and let N , W and w be defined from the resulting nr. Then the
candidate value function can be obtained by integrating 1w(h) over the no-transaction region.
4. Parameter regimes and possible behaviours
We have shown above that the problem of constructing a candidate solution for the value function
can be reduced to constructing a solution to a first order ordinary differential equation which starts
and ends on a simple curve.
There are many cases to consider, each corresponding to different parameter regimes. However,
the key point which we wish to emphasise is that the different cases can be distinguished by
considering the behaviour of the function m which is a simple quadratic.
We list ten cases. The different cases depend on the signs of the quantities R− 1, (1−R)m′(0),
m(1), (1−R)m′(1) and mM . Not all of the 2
5 = 32 combinations are possible, and not all lead to
different behaviours. (For instance, if R > 1 then necessarily mM ≥ 1 > 0; if R > 1 and m
′(0) > 0,
then the behaviour of the solution does not depend on the sign of m(1) or the sign of m′(1).) In
general, we do not analyse in detail the boundary cases, such as R = 1 (which can be investigated
using similar techniques, but would require a separate analysis) or m′(0) = 0 etc (which can be
understood as an appropriate limiting case). This is not because these cases are in any way difficult,
but rather that it is simple to decide what should happen from the arguments we give below, and
they bring no new insights.
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Compared with the analysis in Section 2 the new cases bring new phenomena. First, we may find
that the problem is ill-posed. Second, the problem may be ill-posed for low transaction costs, but
have a finite solution for higher transaction costs. Third, the no-transaction wedge may lie in the
second or fourth quadrants of (x, yθ)-space, or may intersect both the first and second quadrants.
In this case the find an ex-ante remarkable phenomena — the boundary of the no-transaction region
at which sales of the risky asset occur does not change as the level of transaction cost on purchases
changes. (Ex-post, there is a simple explanation). The phenomena and associated cases are listed
in Table 1.
Location of NT wedge
R 1st Quadrant 1st & 2nd Quadrant 4th Quadrant
Unconditionally well-posed R < 1 1AbIIii 1AbIii 1Bii
R > 1 2AII 2AI 2B
Conditionally well-posed R < 1 1AbIIi 1AbIi 1Bi
Unconditionally ill-posed R < 1 1Aa
Table 1. The different cases, arranged phenomenologically
We distinguish the cases as follows, based on the behaviour of m. Call R < 1 Case 1 and R > 1
Case 2. Call (1−R)m′(0) < 0 Case A and (1−R)m′(0) > 0 Case B. In Case 1A only, call m(1) < 0
Case a and m(1) > 0 Case b. (Note that in Case 1B, we must have m(1) > m(0) = 1 > 0, so the
sign of m(1) is determined; in Case 2, it turns out that the sign of m(1) is not important.) In Cases
1Ab and 2A, call (1 − R)m′(1) < 0 Case I and call (1 − R)m′(1) > 0 Case II. Finally, in Cases
1AbI, 1AbII and 1B call mM < 0 Case i and mM > 0 Case ii.
Table 2 lists all the different cases. Where there is no entry in a cell, it means that the same
analysis covers both possible cases for that value. (So, for example, in Case 1Aa, the form of
the solution does not depend on the sign of m′(1).) Where the entry in the cell is +ve or -ve
it means that the sign of the cell is determined by the signs of previous cells in the row. (So,
for example, if R > 1 then mM > 0 necessarily.) It follows from exhaustion that all possible
parameter combinations are included in one of the rows, except the boundary cases for which
ǫ ∈ {−δ
√
2R
1−R , 0, δ
2R, δ
√
2R
1−R ,
1
1−R +
δ2R
2 }. Note that necessarily δ
√
2R
1−R ≤
1
1−R +
δ2R
2 , but that
any ordering between δ2R and these two quantities is possible.
The distinction between Cases A and B is that in the former case Y is a depreciating asset, in
the latter case Y has positive drift. Then in Case A the no-transaction wedge is contained in the
upper-half-plane, and in Case B it is a subset of the fourth quadrant.
The distinction between Cases a and b is that in Case a the problem is ill-posed and the value
function is infinite. Note that the problem can only be ill-posed if R < 1.
The distinction between Cases I and II is that in the former case the solution n may pass through
the singular point (1,m(1)). Then in Case I the no-transaction wedge intersects the second quadrant
(and may be a strict subset of the second quadrant) whereas in Case II the no-transaction wedge
is contained in the first quadrant. In Case I, for large enough ξ, the value of q∗ does not depend
on the round-trip transaction cost ξ.
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R m′(0) m(1) m′(1) mM Range of values of ǫ ǫ δ R
Case 1AbIIii < 1 < 0 > 0 > 0 > 0 0 < ǫ < min{δ2R, δ
√
2R
1−R} 1/2 1 2/3
Case 1Aa < 1 < 0 < 0 -ve 11−R +
δ2R
2 < ǫ 35/2 6 2/3
Case 1AbIIi < 1 < 0 > 0 > 0 < 0 δ
√
2R
1−R < ǫ < min{δ
2R, 11−R +
δ2R
2 } 27/2 6 2/3
Case 2AII > 1 > 0 < 0 +ve 0 < ǫ < δ2R 1 1 2
Case 1AbIii < 1 < 0 > 0 < 0 > 0 δ2R < ǫ < δ
√
2R
1−R 3/2 1 2/3
Case 1AbIi < 1 < 0 > 0 < 0 < 0 max{δ2R, δ
√
2R
1−R} < ǫ <
1
1−R +
δ2R
2 } 13/4 3/2 2/3
Case 2AI > 1 > 0 > 0 +ve δ2R < ǫ 5/2 1 2
Case 1Bii < 1 > 0 > 0 −δ
√
2R
1−R < ǫ < 0 -1 1 2/3
Case 1Bi < 1 > 0 < 0 ǫ < −δ
√
2R
1−R - 3 1 2/3
Case 2B > 1 < 0 +ve ǫ < 0 -1 1 2
Table 2. The different cases, and associated parameter values. The last three
columns refer to parameter values used in numerical examples.
Finally, the distinction between Cases i and ii is that in the latter case the problem has a
solution for all transaction costs; in Case i we have mM < 0 and then the problem is ill-posed if
the round-trip transaction cost is sufficiently small.
The descriptions of the various cases should be studied in parallel with Figures 4.1—4.9 which
provide a pictorial representation of the different cases. Proofs are given in the next section; in this
section we describe and characterise the solution in terms of the behaviour of the quadratic m.
4.1. Case 1AbIIii: R < 1, 0 < ǫ < min{δ2R, δ
√
2R
1−R}. We begin with considering Case 1AbIIii.
This is the case we considered in Section 2, and is the simplest case. We have thatm has a minimum
at qM =
ǫ
δ2R ∈ (0, 1) and mM > 0.
The following result is completely intuitive given the definitions of ζ and Λ. A proof is given in
the Appendix.
Lemma 2. For all starting points r ∈ (0, qM ) we have ζ(r) ∈ (qM , 1). Also ζ(qM ) = qM .
Λ(qM ) = 0, limr↓0 Λ(r) =∞ and Λ is continuous and strictly increasing.
It follows from the Lemma that Σ : (0, qM ] 7→ [0,∞) is onto and that for any ξ ∈ [0,∞) there
exists a solution to the free-boundary problem: n solves (2.8) subject to n(q∗) = m(q∗), n(q
∗) =
m(q∗), Σ(q∗) = ξ. Moreover the solution has the additional property that 0 < q∗ ≤ qM ≤ q
∗ < 1.
Let ζ(0) = limr↓0 ζ(r) < 1 and let n0 defined on [0, ζ(0)] be given by n0(q) = limr↓0 nr(q). Both
ζ(0) and n0 are well defined by the monotonicity of solutions to (2.8). It follows that however large
the transaction costs, the no-transaction wedge is a strict subset of the first quadrant and is such
that [q∗, q
∗] ⊂ (0, ζ(0)) ⊂ (0, 1).
4.2. Case 1Aa: R < 1, 11−R +
δ2R
2 < ǫ. In this case m(1) < 0. Let q± be the roots of m (with
q− < q+) and let p± be the roots of ℓ (with p− < p+). Note that p− < 0 < q− < p+ < 1 < q+.
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It is clear from the presence of the factor n in the numerator of O that n cannot hit zero before ℓ
hits zero at p+. See Figure 4.1. On the other hand n ≤ ℓ on (0, p+). Thus for any r ∈ (0, q−) we
have nr(p+) = 0. It follows that there is no solution to the free boundary problem. The optimal
consumption/investment problem is ill-posed (in the sense that there is a strategy which generates
infinite expected discounted utility) for any value for the round-trip transaction cost. (One strategy
is at time zero to trade to a cash only position, and thereafter to keep Θt = 0 and to consume at
the constant rate Ct =
β
RXt per unit time.)
Note that in this case we treat both ǫ < δ2R and ǫ > δ2R in the same fashion: the problem
is ill-posed in both cases. Thus we do not distinguish between Case I and Case II. On the other
hand, if ǫ > 11−R +
δ2R
2 then necessarily ǫ > δ
√
2R
1−R . Thus Case ii cannot occur, and we must be
in Case i.
q
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1
-0.5
0
0.5
1
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
Figure 4.1. Case 1Aa. Parameter values are ǫ = 35/2, δ = 6 and R = 2/3. In this
case all candidate solutions nr with r ≤ q− hit zero at p+. The problem is ill-posed.
4.3. Case 1AbIIi: R < 1, δ
√
2R
1−R < ǫ < min{
1
1−R +
δ2R
2 , δ
2R}. In this case m(1) > 0 but the
turning point of m is at qM ∈ (0, 1) and m takes a negative value at the turning point. It follows
that for these parameter values the problem with zero transaction costs is ill-posed. We argue that
the problem remains ill-posed for small transaction costs. However, for large transaction costs the
value function is finite. Moreover, we can identify the threshold value ξ of the round-trip transaction
cost which lies at the boundary between the two regimes.
Let q± be the roots of m as above. For 0 < r < q− we can define a family of non-negative
solutions nr to (2.8). Note limr↑q− ζ(r) = q+, and limr↑q− nr(q) = 0 on [q−, q+]. Then
(4.1) Λ(q−) =
∫ q+
q−
dq
1
q(1 − q)
|m(q)|
ℓ(q)
.
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This integral can be evaluated (see Proposition 13 in the appendix) and we find
Λ(q−) = Λ := − ln
q+
q−
− ln
1− q−
1 − q+
+
R
1−R
(p+ − q+)(p+ − q−)
p+(p+ − 1)(p+ − p−)
ln
p+ − q−
p+ − q+
−
R
1−R
(q+ − p−)(q− − p−)
p−(1− p−)(p+ − p−)
ln
q+ − p−
q− − p−
where
q± =
ǫ ±
√
ǫ2 − (δ
√
2R
1−R )
2
δ2R
; p± =
1
2δ
2 − ǫ±
√
2δ2 + (12δ
2 − ǫ)2
δ2(1−R)
.
Then, for ξ > eΛ − 1 the optimal consumption/investment problem with transaction costs is well-
posed, but for ξ ≤ eΛ − 1 the problem is ill-posed, and there is a strategy which yields infinite
expected utility from consumption. See Figure 4.2.
q
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
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0.6
0.7
0.8
0.9
(b) q∗ = Σ
−1(ξ) and q∗ = ζ(q∗)
Figure 4.2. Case 1AbIIi. Parameter values are ǫ = 27/2, δ = 6 and R = 2/3. Note
that if ξ is too small then the problem is ill-posed. At the critical ξ, ξ = eΛ − 1 we have
nq∗ = 0 on (q∗, q
∗).
4.4. Case 2AII: R > 1, 0 < ǫ < δ2R. In this case m > ℓ on (0, 1) and n is increasing provided
q ∈ (0, 1) and ℓ(q) < n(q) < m(q). See Figure 4.3. The condition 0 < ǫ < δ2R ensures that m has
a turning point at qM ∈ (0, 1). Using the same reasoning as in Lemma 2, as in Case 1AbIIii for
r ∈ (0, qM ) we must have ζ(r) ∈ (qM , 1). Again as in Case 1AbIIii we can define ζ(0) and n0 and
we find ζ(0) < 1. However, unlike for the case R < 1, the value of m(1) does not matter; since
all solutions nr (with r ∈ (0, qM )) are increasing and lie between ℓ and m, and since m
′(1) < 0,
they must intersect m before 1 and they must stay positive. The problem cannot be ill-posed if
R > 1. (Of course, this is clear from the utility function; if U(c) = c
1−R
1−R then U is bounded above
and the expected utility from consumption is also bounded above. Conversely a strategy for which
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Θt ≡ 0, and which involves consuming a constant fraction of wealth per unit time thereafter (so
that Ct =
β
RXt) yields a finite lower bound on the value function.)
Recall the final remarks in Section 2 relating n to the value function of the zero-transaction cost
Merton problem in the case R < 1. Now we have that n(q∗) < n(q
∗) < mM and A∗ = n(q∗)
−R >
A∗ = n(q∗)
−R > m−RM . Note that in this case the presence of the term
1
1−R in the value function
means that increases in n (or G) decrease the value function. Hence again the value function is
bounded above by the value function with zero transaction costs.
q
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1
1.05
1.1
1.15
1.2
1.25
1.3
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0.3
0.35
0.4
0.45
0.5
0.55
0.6
(b) q∗ = Σ
−1(ξ) and q∗ = ζ(q∗)
Figure 4.3. Case 2AII. Parameter values are ǫ = 1, δ = 1 and R = 2. Since R > 1
we now find m > ℓ over (0, 1) and the solutions we want satisfy ℓ < n < m.
4.5. Case 1AbIii: R < 1, δ2R < ǫ < δ
√
2R
1−R . In this casem is positive everywhere, butm
′(1) < 0
so that m is decreasing on (0, 1), and for r < 1, ζ(r) > 1. See Figure 4.4.
Since qM > 1 the Merton line lies in the second quadrant. For small transaction costs the no-
transaction wedge lies in the second quadrant and the agent has a leveraged position in the risky
asset, ie borrows to finance the position in the risky asset. This is the case for which we can find a
solution nr with r > 1 such that Σ(r) = q. For large transaction costs we have 0 < q∗ < 1 < qM < q
∗
and the no-transaction wedge intersects both quadrants in the upper-half-plane. The threshold ξ
between small and large transaction costs is not given as an algebraic function, but is ξ = eΛ(1)− 1
where
(4.2) Λ(1) =
∫ ζ(1)
1
dq
1
q(q − 1)
n1(q)−m(q)
n1(q)− ℓ(q)
.
In the case ξ ≥ ξ we find that q∗ does not depend on ξ.
Lemma 3. (i) n1(·) is well defined. Further ζ(1) > qM > 1 and n
′
1(1) = m
′(1) < 0.
(ii) For 0 < r < 1, nr(1) = m(1) and n
′
r(1) = m
′(1) < 0.
(iii) For 0 < r < 1 < q < ζ(1), nr(q) = n1(q). In particular, for 0 < r < 1, ζ(r) = ζ(1).
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Proof. See appendix. 
The intuition behind these results is as follows. Since qM > 1 and m is decreasing on (0, 1), for
r ∈ (0, 1) we have that nr cannot crossm before q = 1. Since we have nr(q) ≤ ℓ(q) on (0, 1) we must
have that n passes through the singular point (1,m(1)). At this point n′(1) = m′(1). A solution
for n can be constructed beyond q = 1, but since n solves a first order equation, the solution does
not depend in any way on the behaviour of n to the left of 1. Thus, if r < 1, ζ(r) does not depend
on r.
Lemma 4. Λ(r) is continuous at r = 1. Further Λ is strictly decreasing with Λ(qM ) = 0 and
limr↓0 Λ(r) =∞.
Proof. See appendix. 
Given the function Λ we can define Σ(r) = eΛ(r) − 1 and then Σ−1 is well-defined. We set
q∗ = Σ
−1(ξ) and q∗ = ζ(q∗) and derive the value function in the no-transaction wedge by integrating
nq∗ over the interval [q∗, q
∗].
The following corollary is an immediate consequence of the fact that for ξ ≥ ξ, q∗ = q∗(ξ) = ζ(1)
does not depend on ξ.
q
0 0.5 1 1.5 2 2.5 3
0.4
0.5
0.6
0.7
0.8
0.9
1
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.5
1
1.5
2
2.5
3
(b) q∗ = Σ
−1(ξ) and q∗ = ζ(q∗)
Figure 4.4. Case 1AbIii. Parameter values are ǫ = 3/2, δ = 1 and R = 2/3. Since
m′(1) < 0, for each r ∈ (0, 1) we have nr(q) passes through the point (1,m(1)). For large
enough ξ, q∗ is constant.
Corollary 5. For ξ > ξ the no transaction wedge intersects both the first and second quadrants. If
the transaction cost on sales is held fixed, then provided ξ > ξ the threshold p∗ at which sales occur
does not depend on the transaction cost on purchases.
Note that for ξ < ξ the threshold p∗ at which sales occur does depend on the transaction cost
on purchases. This is the generic result: in Case II if the problem is well-posed then the locations
of both boundaries of the no-transaction wedge depend on the values of both transaction costs.
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At first sight Corollary 5 may appear surprising. At a mathematical level, the result is a con-
sequence of the fact that the relevant solution nr passes through the singular point (1,m(1)) and
on doing so ‘forgets’ its starting point (r,m(r)). Hence q∗ does not depend on ξ for ξ ≥ ξ. Since
p∗ = q
∗
(1−γ)+γq∗ we find that p
∗ does not depend on λ∗. The financial explanation of this result is
fairly simple also. If the no-transaction wedge intersects both quadrants in the upper half plane,
then it includes the half-line (x = 0, yθ > 0). If ever x = 0, then the agent finances consumption
first by borrowing and then when borrowing levels become too great, from sales of the risky asset.
But, once cash-wealth is non-positive, the agent will trade in such a way that cash wealth is never
positive at any future moment. Thus, once x = 0 the agent will never again purchase units of
risky asset, and the transaction cost on purchases becomes irrelevant. Hence the location of the
sell threshold does not depend on ξ. The same arguments show that the value function in the
second quadrant does not depend on ξ (for ξ ≥ ξ), although it continues to depend on ξ in the first
quadrant.
Note that if ξ = ξ then there is no solution of the free-boundary problem (FBP). Instead the
solution we want has an endpoint at q∗ = 1 at which n
′(q∗) 6= 0, and is a solution of the initial-value
problem (IVP)
find n, q∗ such that n is a nonnegative solution of (2.8) in [1, q∗] with boundary
conditions n(1) = m(1) and n(q∗) = m(q∗).
4.6. Case 1AbIi: R < 1, max{δ2R, δ
√
2R
1−R} < ǫ <
1
1−R +
δ2R
2 . This case combines the novel
features of Case 1AbIIi and Case 1AbIii. See Figure 4.5. The value of m at the turning point
is negative and so for very small transaction costs ξ ≤ ξ the problem is ill-posed. For moderate
transaction costs the solution is such that the no-transaction wedge lies in the second quadrant.
For larger transaction costs the axis x = 0 lies inside the no-transaction wedge, and then the ratio
q∗ defining the sales boundary the of no-transaction wedge in the second quadrant does not depend
on ξ.
The critical threshold ξ for well-posedness is given by ξ = eΛ−1 where Λ is given in Corollary 14.
The critical threshold ξ above which the no-transaction wedge includes the half-line x = 0 is not
given by an algebraic expression, but instead by ξ = eΛ(1) − 1 where Λ(1) is as given in (4.2).
Note that for r > 1, nr(q) < n1(q) over the domain where both are defined, and hence Λ(q−) <
Λ(1). Thus ξ < ξ.
4.7. Case 2AI: R > 1, δ2R < ǫ. In this casem′(1) > 0, and as in Case 1AbIii for any 0 < r < 1 we
have ζ(r) > 1. See Figure 4.6. Since R > 1 the problem cannot be ill-posed. For small transaction
costs (where small is ξ < ξ := eΛ(1) − 1) we find that the no transaction wedge lies strictly inside
the second quadrant, and the agent always holds negative cash wealth. For ξ ≥ ξ = eΛ(1) − 1 the
no-transaction region contains the half-line (x = 0, yθ > 0) and the value of q∗ does not depend on
ξ.
4.8. Case 1Bii: R < 1, −δ
√
2R
1−R < ǫ < 0. Now m is a quadratic which is increasing at zero and
everywhere positive. See Figure 4.7. We have qM < 0 and so the Merton line lies in the fourth
quadrant. We are interested in the behaviour of m for q ≤ 0. For q < 0 we have ℓ(q) < m(q) and
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-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
0 0.5 1 1.5 2 2.5 3 3.5 4
0.5
1
1.5
2
2.5
3
3.5
(b) q∗ = Σ
−1(ξ) and q∗ = ζ(q∗)
Figure 4.5. Case 1AbIi. Parameter values are ǫ = 13/4, δ = 3/2 and R = 2/3. For
small ξ there is no solution. For large ξ the candidate solution we want passes through
the singular point (1, m(1)), and the value of q∗ is independent of ξ.
q
0.9 0.95 1 1.05 1.1 1.15 1.2 1.25 1.3
2.44
2.46
2.48
2.5
2.52
2.54
2.56 n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0.9
0.95
1
1.05
1.1
1.15
1.2
1.25
1.3
(b) q∗ = Σ
−1(ξ) and q∗ = ζ(q∗)
Figure 4.6. Case 2AI. Parameter values are ǫ = 5/2, δ = 1 and R = 2. As in the
previous case, for large ξ the candidate solution we want passes through the singular point
(1,m(1)), and the value of q∗ is independent of ξ.
on n > m(q), O(q, n) > 0. For qM < r < 0 let nr = (nr(q)) solve (2.8) on the domain q ≤ r and let
ζ(r) = sup{q ≤ r : nr(q) < m(q). It is convenient to rewrite the definition of Λ as
Λ(r) =
∫ r
ζ(r)
dq
1
|q|(1 − q)
nr(q)−m(q)
nr(q)− ℓ(q)
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As in Case 1AbIIii, Λ is increasing with Λ(qM ) = 0 and Λ(0) = ∞. Setting Σ(r) = e
Λ(r) − 1,
Σ is continuous and strictly increasing on [qm, 0) with well-defined inverse. Set q
∗ = Σ−1(ξ) and
q∗ = ζ(q
∗). The the solution to the free boundary problem is given by nq∗ on [q∗, q
∗].
q
-3 -2.5 -2 -1.5 -1 -0.5 0
0.7
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0.8
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0.9
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1
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-2.5
-2
-1.5
-1
-0.5
0
(b) q∗ = Σ−1(ξ) and q∗ = ζ(q
∗). For ǫ < 0
(Case B) we define solutions nr(q) for q ≤
r.
Figure 4.7. Case 1Bii. Parameter values are ǫ = −1, δ = 1 and R = 2/3. Now ǫ < 0
and we are interested in m, ℓ and n on q < 0.
4.9. Case 1Bi: R < 1, ǫ < −δ
√
2R
1−R . This case combines the features of Cases 1AaIIi and 1Bii.
The no-transaction wedge lies in the fourth quadrant, but for sufficiently small transaction costs the
problem is ill-posed. See Figure 4.8. The round-trip transaction cost threshold between ill-posed
and well-posed problems is given by ξ = eΛ − 1 where Λ is as given in Corollary 14.
4.10. Case 2B: R > 1, ǫ < 0. In this case ℓ(q) > m(q) on q < 0 and O(q, n) < 0 on q < 0
and n < m(q) < ℓ(q). The solutions we want are decreasing on q∗ < q < q
∗, and a solution with
q∗ < qM < q
∗ < 0 exists for each possible round-trip transaction cost. See Figure 4.9.
4.11. Boundary cases. If m′(0) = 0 or equivalently ǫ = 0 then q∗ = q
∗ = qM = 0. It is optimal to
sell any initial endowment in the risky asset immediately. Thereafter no further trading is required.
Note that in this case the solution to the Merton problem (with no transaction costs) is also to
have zero investment in the risky asset since holding the asset brings risk but no return. For this
reason it better to sell now rather than later.
If R < 1 and m(1) = 0 or equivalently ǫ = 11−R +
δ2R
2 then the problem is ill-posed.
If m′(1) = 0 (and m(1) > 0) or equivalently ǫ = δ2R (and, if R < 1, ǫ < 21−R ) then q∗ < q
∗ = 1
for any value of the transaction cost. The optimal solution to the Merton problem is to invest
exclusively in the risky asset and to keep zero cash holdings. Consumption is financed from sales
of the risky asset. For the transaction cost problem, if ever cash wealth hits zero, then the investor
keeps cash wealth at zero (and finances consumption from sales of the risky asset). But if the agent
has a small positive cash wealth, then before selling any risky asset, he first finances consumption
OPTIMAL CONSUMPTION AND INVESTMENT UNDER TRANSACTION COSTS 23
q
-9 -8 -7 -6 -5 -4 -3 -2 -1 0
-1
-0.5
0
0.5
1
n1(q)
n2(q)
n3(q)
m(q) & l(q)
(a) Typical solutions nr together with m
and ℓ.
ξ
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0
(b) q∗ = Σ−1(ξ) and q∗ = ζ(q
∗)
Figure 4.8. Case 1Bi. Parameter values are ǫ = −3, δ = 1 and R = 2/3. For small
transaction costs the problem is ill-posed.
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(a) Typical solutions nr together with m
and ℓ.
ξ
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(b) q∗ = Σ−1(ξ) and q∗ = ζ(q
∗)
Figure 4.9. Case 2B. Parameter values are ǫ = −1, δ = 1 and R = 2. Since R > 1
we have n < m < ℓ on the region of interest.
from cash wealth. In fact, if there are adverse movements in the price of the risky asset, the agent
may also purchase units of risky asset.
If mM = 0 (and m
′(1) 6= 0) or equivalently ǫ = δ
√
2R
1−R (and δ
2 6= 2R(1−R) ) the problem is
ill-posed for zero-transaction costs, but well posed for any positive level of round-trip transaction
cost.
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5. Verification Lemmas
The main theorem of this paper is the following
Theorem 6. Recall the formula for Λ in (4.1) and set ξ = eΛ − 1.
(1) Suppose either
(a) R > 1 or
(b) R < 1 and |ǫ| < δ
√
2R
1−R or
(c) R < 1, δ
√
2R
1−R < ǫ <
1
1−R +
δ2R
2 and ξ > ξ or
(d) R < 1, ǫ < −δ
√
2R
1−R and ξ > ξ.
Then the problem is well-posed.
(2) Suppose either
(a) R < 1 and ǫ > 11−R +
δ2R
2 or
(b) R < 1, δ
√
2R
1−R < ǫ <
1
1−R +
δ2R
2 and ξ ≤ ξ or
(c) R < 1, ǫ < −δ
√
2R
1−R and ξ ≤ ξ.
Then the problem is ill-posed.
Proof. Since the majority of this result is contained in Choi et al [1] we only provide a sketch of
the proof. Proofs of well-posedness for subsets of the parameter combinations can also be found in
Davis and Norman [4] and Herczegh and Prokaj [6]. The main innovations compared with [1] are
that we cover the case ǫ ≤ 0 and we give an explicit formula for ξ. The other substantial difference is
that we take a classical approach via the value function and the Hamilton-Jacobi-Bellman equation,
whereas Choi et al construct a solution via the dual problem and the shadow price.
Our contention is that whilst the two approaches are equivalent, ultimately our analysis is simpler,
in the sense that the solutions are characterised by the behaviour of a simple quadratic function.
The well-posed case: For the parameter combinations listed as leading to a well-posed problem
(excluding for a moment the case where ξ = ξ) we can construct a positive, C1-solution n to
the free-boundary problem and thence a function G and a candidate value function V C given by
V C(Xt, Yt,Θt, t) = e
−βt (x+yθ)
1−R
1−R G(
yθ
x+yθ ). It remains to prove that this candidate value function
is the value function V of the optimal consumption/investment problem.
Note that since n is C1 we have that the candidate value function V C is C2 on the solvency
region. Hence we can apply Itô’s formula. Set Mt = V
C(x, y, θ, t) +
∫ t
0
e−βs Cs
1−R
1−R ds. Then under
any admissible strategy dMt ≤ σYtV
C
y (Xt, Yt,Θt, t)dBt and Mt ≤ M0 + Mˆt = V
C(x, y, θ, 0) + Mˆt
where Mˆt =
∫ t
0 σYtVydBt.
Suppose R < 1. Then Mˆ is a local martingale null at 0. Also M ≥ 0 and so the local martingale
Mˆ is bounded below by −M0 and hence a supermartingale. Then E[Mt] ≤ M0 and for any
admissible strategy
E
[∫ t
0
e−βs
C1−Rs
1−R
ds
]
≤ E
[∫ t
0
e−βs
C1−Rs
1−R
ds
]
+ E
[
V C(Xt, Yt,Θt, t)
]
= E[Mt] ≤M0
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and by monotone convergence, for any admissible strategy
E
[∫ ∞
0
C1−Rs
1−R
ds
]
= limE
[∫ t
0
C1−Rs
1−R
ds
]
≤M0 = V
C(x, y, θ, 0).
Hence V ≤ V C .
To show the converse, we need to exhibit an admissible strategy for which E
[∫∞
0
e−βs
C1−Rs
1−R ds
]
=
V C(x, y, θ, 0). Then V ≥ V C and we are done. Let (C∗,Θ∗) be the candidate optimal strategy,
with associated wealth process X∗. Then,
C∗t =
[
G(P ∗t )−
P ∗t G
′(P ∗t )
1−R
]−1/R
β
R
(X∗t +Θ
∗Yt)
and Θ∗t is the singular-control, local time strategy which involves selling/purchasing just enough
risky asset to keep Pt in the interval [p∗, p
∗]. Define M∗ via M∗t =
∫ t
0
σYsV
C
y (X
∗
s , Ys,Θ
∗
s, s)dBs.
Then since V C includes a factor which decays exponentially over time, it is possible to show that
over any horizon T , (M∗t )0≤t≤T is a martingale and V
C(X∗T , YT ,Θ
∗
T , T ) → 0 almost surely and in
L1 (see [4, 7, 13] for this result). Then, from the martingale property of M∗,
V C(x, y, θ, 0) = E[V C(X∗T , YT , θT , T )] + E
[∫ T
0
e−βs
(C∗s )
1−R
1−R
ds
]
and letting T ↑ ∞ we conclude
V C(x, y, θ, 0) = E
[∫ ∞
0
(C∗s )
1−R
1−R
ds
]
≤ V (x, y, θ, 0)
as required.
If R > 1 the argument that the local martingale Mˆ is a super-martingale fails, since it is not
bounded below. However Davis and Norman [4], see also [7, 13], give an ingenious argument based
on taking limits for a family of perturbed utility functions to show that the result holds for R > 1
also.
If ξ = ξ then the same ideas work, except that we construct the value function via n which solves
the modified problem whereby n = n1(q), n(q
∗) = m(q∗). Then n′(1) = m′(1) 6= 0. Note there is
still smooth fit at q∗ = 1, but no second order smooth fit. Hence G
′′ is discontinuous at p = 1 but
we can still apply Itô’s formula to (3.2). In this case the yθ axis is a boundary to the no-transaction
region. Once the agent reaches a leveraged position and cash wealth is negative then cash wealth
remains negative for evermore.
The ill-posed case: In this case it is sufficient to exhibit a strategy which yields infinite expected
utility. See Choi et al [1] for details. 
6. The dependence of the no-transaction wedge on parameters
6.1. Dependence on transaction costs. For most of this paper we have argued that the transac-
tion costs λ on purchases and γ on sales only enter the problem through the round-trip transaction
cost ξ = λ+γ1−γ . Whilst that is true for the construction of n (and the locations of the free-boundaries
q∗ and q
∗ from which the solution is built), the boundaries of the no-transaction wedge do depend
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on the individual transaction costs and we have p∗ = p∗(λ, γ) and p
∗ = p∗(λ, γ) where
(6.1) p∗(λ, γ) =
q∗(ξ)
1 + λ− λq∗(ξ)
; p∗(λ, γ) =
q∗(ξ)
1− γ + γq∗(ξ)
,
and ξ = λ+γ1−γ .
Theorem 7. Suppose all parameters are fixed, except for the transaction costs λ and γ. Suppose
the problem is well-posed. Then
(a) (i) q∗ is non-decreasing in ξ, and q∗ is increasing in ξ.
(ii) If ǫ > δ2R and ξ ≥ ξ then q∗ ≤ 1 and q
∗ does not depend on ξ.
(b) (i) If 0 < ǫ < δ2R then the purchase boundary p∗ and sale boundary p
∗ are increasing in
λ and increasing in γ and the Merton line lies within the no-transaction wedge. We
have 0 < p∗ < qM =
ǫ
δ2R < p
∗ < 1.
(ii) Suppose ǫ > δ2R or ǫ < 0. Then p∗ and p
∗ need not be monotonic in the individual
transaction costs, and the Merton line need not lie within the no-transaction wedge. If
ǫ > δ2R then p∗ > 1 and the agent will (at least sometimes) take a leveraged position.
If ǫ < 0 then p∗ < p
∗ < 0 and the agent will take a short position.
Proof. (a)(i) Recall the definitions ζ(r) = inf{u > r : nr(u) > m(u)} and
Λ(r) =
∫ ζ(r)
r
1
q(1− q)
nr(q)−m(q)
ℓ(q)− n(q)
dq.
From the non-crossing property of the solutions nr it follows that Λ is decreasing in r and that q
∗
is increasing in ξ, and q∗ is decreasing in ξ. The implicit function theorem gives that away from
ξ = 0 and ξ = ξ, q∗ and q
∗ are differentiable.
(a)(ii) This follows from Lemma 3.
(b) We have
dp∗
dλ
=
∂ξ
∂λ
∂q∗
∂ξ
dp∗
dq∗
=
1
(1− γ)
∂q∗
∂ξ
1− γ
(1− γ + γq∗)2
> 0
and
dp∗
dγ
=
q∗(1− q∗)
(1− γ(1− q∗))2
+
∂ξ
∂γ
∂q∗
∂ξ
dp∗
dq∗
=
q∗(1− q∗)
(1− γ(1− q∗))2
+
1 + λ
(1 − γ)2
∂q∗
∂ξ
1− γ
(1− γ + γq∗)2
If 0 < ǫ < δ2R then 0 < q∗ < 1 and the sign of both terms is positive, but if q∗ /∈ [0, 1] then either
term may dominate.
Similarly,
dp∗
dγ
=
∂ξ
∂γ
∂q∗
∂ξ
dp∗
dq∗
=
1 + λ
(1 − γ)2
∂q∗
∂ξ
1 + λ
(1 + λ− λq∗)2
< 0
and
dp∗
dλ
=
−q∗(1− q∗)
(1 + λ(1 − q∗))2
+
∂ξ
∂λ
∂q∗
∂ξ
dp∗
dq∗
=
−q∗(1− q∗)
(1 + λ− λq∗))2
+
1
(1 − γ)
∂q∗
∂ξ
1 + λ
(1 + λ− λq∗)2
If 0 < ǫ < δ2R then 0 < q∗ < 1 and the sign of both terms is negative, but if q∗ /∈ [0, 1] then either
term may dominate.
Note that solvency requires that p∗ < 1γ . So, when ǫ >
δ2R
γ we have 1 < p
∗ < 1γ < qM and the
Merton line lies outside the no transaction wedge. 
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Of interest is the location of the no-transaction wedge and the relationship between the Merton
line and the no-transaction wedge. The key advantage we have over the previous literature ([4, 11])
is that we have decoupled the expressions for the locations of the boundaries of the no-transaction
wedge into two parts: we have p∗ and p
∗ given by (6.1) where q∗ < qM < q
∗.
Davis and Norman [4] argue that if 0 < ǫ < δ2R ∧ δ
√
2R
1−R (and a further technical condition,
Condition B holds) then the no-transaction wedge lies in the first quadrant and contains the Merton
line. We saw this in the final comments of Section 2. They also conjecture [4, p704] that if the
problem is well-posed and ǫ > δ2R then the no-transaction wedge lies in the second quadrant. As
we have seen, if transaction costs are sufficiently large, this need not be the case.
Shreve and Soner [11] give bounds on p∗ and p
∗. They state in (11.4), (11.5) and (11.6) of [11]
that
(6.2) p∗ <
ǫ
1
2 (1− γ)δ
2R+ γǫ
;
if 0 < ǫ < δ
√
2R
1−R
(6.3) p∗ >
ǫ
(1 − γ)δ2R+ γǫ
;
and if 0 < ǫ < δ
√
2R
1−R and ǫ < δ
2R 1+λλ
(6.4) p∗ <
ǫ
(1 + λ)δ2R− λǫ
.
The bounds (6.2), (6.3) and (6.4) can be seen to follow from our results, sometimes under weaker
assumptions.
If 0 < qM < 1 (equivalently 0 < ǫ < δ
2R) and the problem is well-posed then since m is
a quadratic and n is monotone we must have (1 − R)m(q∗) = (1 − R)n(q∗) < (1 − R)n(q∗) =
(1 − R)m(q∗) and so q
∗ − qM < qM − q∗ < qM . We conclude that q
∗ < min{2qM , 1}. Then, since
q∗ < qM < q
∗,
p∗ =
q∗
(1− γ) + γq∗
<
2qM
(1− γ) + γ2qM
=
ǫ
1
2 (1− γ)δ
2R+ γǫ
;(6.5)
p∗ =
q∗
(1− γ) + γq∗
>
qM
(1− γ) + γqM
=
ǫ
(1− γ)δ2R+ γǫ
;(6.6)
0 < p∗ =
q∗
(1 + λ)− λq∗
<
qM
(1 + λ)− λqM
=
ǫ
(1 + λ)δ2R− λǫ
.(6.7)
Note that from q∗ < 1 we also have the bound p∗ < 1, and the no-transaction wedge lies in the first
quadrant.
If qM > 1 (equivalently ǫ > δ
2R) and the problem is well-posed then since (1 − R)m(q∗) =
(1 − R)n(q∗) < (1 − R)n(1) = (1 − R)m(1) we have q∗ − qM < qM −max{q∗, 1} ≤ qM − 1. Then
1 < qM < q
∗ < 2qM − 1 and (6.5) can be refined to
p∗ <
2qM − 1
(1− γ) + γ(2qM − 1)
=
2ǫ− δ2R
(1− 2γ)δ2R+ 2γǫ
.
(6.6) and (6.7) hold as before, (6.7) provided ǫ < δ2R 1+λλ .
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Shreve and Soner [11, p675] also conjecture that if qM > 1 then p
∗ < qM and the Merton line lies
outside the no-transaction wedge. If qM > 1 then we have q
∗ < 2qM − 1 and p
∗ < 2qM−1(1−γ)+γ(2qM−1) .
Then if 12qM < γ < 1 so that transaction costs on sales are large we have p
∗ < 2qM−1(1−γ)+γ(2qM−1) < qM
and the Shreve-Soner conjecture is true. However, if transaction costs on sales are small we may
find p∗ < qM < p
∗, and the Merton line lies inside the no-transaction wedge. In particular, if γ = 0
then p∗ = q∗ and p∗ > qM .
6.2. Dependence on drift.
Theorem 8. Suppose all parameters except the drift are constant and that the problem is well
posed. Then both the purchase and sale boundaries of the no-transaction wedge are increasing in
the drift in the underlying asset.
Proof. We want to show that both p∗ and p
∗ are increasing in µ, which is equivalent to q∗ and q
∗
increasing in ǫ. We consider the case ǫ > 0; similar arguments work for ǫ < 0.
Fix ǫˆ > ǫ˜ and let nˆr and n˜r denote the solutions of n
′ = O(q, mˆ, n) and n′ = O(q, m˜, n) subject
to nr(r) = 0 where
O(q,m, n) = −
1−R
R
n
1− q
n−m(q)(
m(q) + δ
2
2 (1−R)q(1− q)− n
) .
Here mˆ(q) (respectively m˜) is the quadratic mˆ(q) = 1 − ǫˆ(1 − R)q + δ
2
2 R(1 − R)q
2 (respectively
m˜(q) = 1− ǫ˜(1−R)q + δ
2
2 R(1−R)q
2). In general let the ·ˆ and ·˜ symbols denote solutions defined
relative to ǫˆ and ǫ˜. Let m0(q) = 1 +
1
2δ
2R(1−R)q2.
Let aˆ(q) = aˆr(q) = nˆr(q)− mˆ(q). Then
aˆ′(q) = O(q,m0(q) − ǫˆ(1 −R)q,m0(q)− ǫˆ(1 −R)q + aˆ(q)) + ǫˆ(1−R)− δ
2R(1−R)q
= O(q,m0(q),m0(q) + aˆ)− δ
2R(1−R)q + ǫˆ(1 −R)
[
1−R
R
q
(1− q)
aˆ
(12δ
2(1−R)q(1− q)− aˆ)
+ 1
]
=: Oˆ(q, aˆ).
For R < 1 and q < 1 we have 0 < a < ℓ(q) −m(q) and Oˆ(q, a) > O˜(q, a), and we conclude that
away from q = r, aˆr and a˜r cannot cross. Consideration of the cases for R > 1, and/or q > 1 leads
to the a similar conclusion.
Suppose first that ǫˆ < δ2R so that we may restrict attention to r < q < 1. Fix r. Then
aˆr(q) > a˜r(q) at least until ζˆ(r) ∧ ζ˜(r) and then it follows both that ζˆ(r) > ζ˜(r) and Λˆ(r) > Λ˜(r),
where we make use of a = n−m and the representation
Λ(r) =
∫ ζ(r)
r
dq
q(1− q)
a(q)
δ2
2 R(1−R)q(1− q)− a(q)
which we note only depends on ǫ through a. Since Σ(r) = eΛ(r) − 1 is decreasing in r we conclude
that qˆ∗ = Σˆ
−1(ξ) > Σ˜−1(ξ) = q˜∗ and that q∗ is increasing in ǫ.
In order to consider the sale boundary p∗ it is convenient to parameterise solutions of the free
boundary problem by the boundary point q∗ rather than q∗. Let n solve n
′ = O(q, n) in q ≤ s subject
to ns(s) = m(s) and let as(q) = ns(q)−m(q). Then, we have ζ
−1(s) = sup{u ≤ s : ns(u) < m(s)}
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and again we get that solutions (as(q)){ζ−1(s)≤q≤s} are increasing in ǫ; hence ζ
−1(s) is increasing
in ǫ and Λ is increasing in ǫ. It follows that q∗ is also increasing in ǫ.
Now we relax the assumption that ǫˆ < δ2R. If ǫ˜ ≤ δ2R < ǫˆ, then q˜∗ ≤ 1 < qˆ∗. For q∗ the same
proof as given above can be used.
Finally, if ǫ˜ > δ2R then for sufficiently small transaction costs we have qˆ∗ > 1, and then by the
arguments as above we can conclude that q∗ and q
∗ are monotonic. The only point of delicacy
is when transaction costs are larger, when we must consider the case where both qˆ∗ and q˜∗ lie
below the singular point. Then, for r < 1, aˆr(1) = a˜r(1) = 0. Nonetheless, for r < 1 we have the
inequality aˆr ≥ a˜r with strict inequality on (r, 1), and hence Λˆ(r) > Λ˜(r). Note that qˆ
∗ = q˜∗ for
large transaction costs.

7. Conclusions
Our goal in this paper was to analyse the Merton problem with transaction costs via the classical
approach and the primal problem. We were able to show via judicious transformations that the
problem could be reduced to solving a free-boundary problem for a first-order ordinary differential
equation. There is a family of solutions to this free boundary problem, and the one we want satisfies
an additional integral equation.
Our first main result mirrors the main result of Choi et al [1]. We cover some additional cases
(negative drift) but this is not our main contribution. Instead, our main contribution is to demon-
strate that the different regimes (determining when the problem is well-posed for all transaction
costs, when the problem is well-posed for large transaction costs only, and when the problem is
ill-posed; and determining whether the no-transaction region lies in the first, second, fourth or first
and second quadrants) depend on the shapes of a quadratic m = m(q), its values and first deriva-
tives at zero and one, and the value at the turning point. Choi et al [1] also reduce the problem to
solving a first order ODE, subject to smooth fit conditions on a free-boundary, and subject to an
integral condition. But in their case the points on the free-boundary lie on an ellipse (rather than
a quadratic) and the phase-diagram is considerably more complicated.
Following Davis and Norman [4] and Shreve and Soner [11], our approach is via the primal
problem rather than the shadow-price approach of [8, 1, 6]. Thus our approach brings different
insights to [8, 1, 6]. At one level our results are a re-parametrisation of the results of Choi et
al [1] although the derivation is completely different. Nonetheless, this re-parametrisation brings
significant simplifications in the analysis. First, as described above we can relate the different cases
to the different possible behaviours of a quadratic. Second, in the case where the problem is ill-posed
with zero transaction costs, we can give an algebraic expression for the value of the transaction
costs at which the problem becomes ill-posed. (Choi et al are only able to give this as an integral
involving the roots of a quadratic, see Choi et al [1, Lemma 6.11].) Third, it is immediate from our
approach that the integral equation which determines which of the family of candidate solutions
of the free-boundary we want has a monotonicity property. In particular, it is immediate from
our approach that Σ is strictly decreasing and has an inverse: Choi et al [1, Remark 6.15] are not
able to give a corresponding monotonicity argument for their equivalent function. Fourth, we can
give a direct interpretation of the free-boundary points of the solution to the first order ODE in
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terms of the boundaries of the no-transaction wedge. This allows us to identify the solutions of the
ODE which pass through the singular point as those which correspond to a no-transaction wedge
which includes the half-line (x = 0, yθ > 0). This leads to a further insight which is not present in
[1]. Choi et al show a result which is equivalent to the fact that all the solutions of n′ = O(q, n)
which pass through the singular point at q = 1 are the same to the right of the singular point, and
conclude that the shadow price and value function are independent of the value of transaction costs
(provided the level of the transaction cost is above a certain critical value). However, they do not
give a financial explanation of this result. In contrast we can give an explanation. We observe that
the value function is based on a function n which passes through the singularity at q = 1 if and
only if the half-line (x = 0, yθ > 0) is inside the no-transaction wedge. If this line is within the
no-transaction wedge then under optimal behaviour, since cash wealth only ever increases on the
sale boundary, once cash wealth equals zero it is negative at all times thereafter. Hence, since the
purchase boundary of the no-transaction region is in the first quadrant, no future purchases of the
risky asset will ever take place. It follows that, in the region p > 1, the value function (and the
location of the sale boundary of the no transaction region) cannot depend on the level of transaction
costs on purchases.
Appendix A. Proofs
A.1. Proof of Lemma 2. Our goal is to prove Lemma 2 which is contained in the union of the
following results. First we show the previously advertised result that for each r ∈ (0, 1), nr lies
below the line joining (0, 1) to (1,m(1)) if R < 1 and above this line if R > 1.
Lemma 9. Suppose ǫ > 0 and m(1) > 0. Let c(q) = 1 + (1 − R)
(
δ2R
2 − ǫ
)
q. Then for 0 < r <
q < ζ(r) ∧ 1, (1 −R)nr(q) ≤ (1−R)c(q).
Proof. If R > 1 then m(q) > n(q) > ℓ(q) > c(q) on (0, 1).
Now suppose R < 1. Note that −1 < m(1)− 1 and −m(1) < 0 so that since c is a straight line
we have the inequality −c(q) < (1 − q)(m(1)− 1) on (0, 1). Then we have
O(q, c(q)) = −
1−R
R
c(q)
(1− q)
c(q)−m(q)
ℓ(q)− c(q)
= −
1−R
R
c(q)
1− q
δ2R
2 (1−R)q(1 − q)
δ2
2 (1 −R)
2q(1− q)
= −
c(q)
(1− q)
< m(1)−m(0) = c′(q).
Hence solutions n of (2.8) can only cross c from above to below. Hence nr(q) ≤ c(q). 
Lemma 10. Suppose R < 1, m′(0) < 0, mM > 0, m(1) > 0 and m
′(1) > 0. Then for 0 ≤ r < qM ,
qM < ζ(r) < 1.
Proof. First note we have 0 = n′(ζ(r)) < m′(ζ(r)) and hence ζ(r) > qM .
If ℓ′(1) ≥ 0 then ℓ is increasing on (0, 1) and m(1) > m(0). Then, for r < 1, since nr is decreasing
we must have ζ(r) < 1.
So, suppose ℓ′(1) < 0. Suppose for a contradiction that ζ(r) ≥ 1. Then nr is decreasing on
(r, 1] and nr(q) ∈ (m(1), ℓ(q)). Then O(q, n(q)) < −
1−R
R
m(1)
1−q
m(1)−m(q)
ℓ(q)−ℓ(1) and as q ↑ 1, limq(1 −
q))O(q, n(q)) < 1−RR m(1)
m′(1)
ℓ′(1) < 0. Hence n
′
r(1) = −∞ contradicting n(q) < ℓ(q) for q close to
1. 
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If mM < 0 but still m(1) > 0 (and if R < 1, m
′(0) < 0, m′(1) > 0) and if q− is the root of m in
(0, qM ) then the same proof gives that for 0 < r < q−, ζ(r) < 1.
Lemma 11. Suppose qM /∈ {0, 1}. Then ζ(qM ) = qM .
Proof. We have n′′(q) = ∂O∂n n
′(q) + ∂O∂q . Then, at (q, n(q) = m(q)), n
′′(q) = ∂O∂q (q,m(q)) =
1−R
R
m(q)
(1−q)
m′(q)
ℓ(q)−m(q) . If R < 1, and qM 6= 1 then nqM (qM ) = m(qM ) = mM , n
′
qM (qM ) = m
′(qM ) = 0
and n′′qM (qM ) = 0 < m
′′(qM ). Hence nqM (q) lies belowm(q) to the right of qM and ζ(qM ) = qM . 
Lemma 12. Λ(qM ) = 0, limr↓0Λ(r) =∞ and Λ is continuous and strictly decreasing.
Proof. The strict monotonicity of Λ follows from (2.18) and the fact the solutions nr are monotonic
in r. Also, Λ(qM ) = 0 is immediate from the fact that ζ(qM ) = qM . It remains to show that
Λ(0+) = ∞. We prove this in the case R < 1 and ǫ > 0, but the result follows similarly in other
cases.
Let χ be the negative root of H(x) = 0 where
H(x) = Rx2 − (1−R)
[
δ2R
2
−Rǫ+ 1
]
x− ǫ(1−R)2
It is easy to see that H(−ǫ(1−R)) > 0 > H((1−R)( δ
2
2 − ǫ)) and hence m
′(0) = −ǫ(1−R) < χ <
(ℓ′(0))+ = (1 −R)( δ
2
2 − ǫ) ∧ 0. In fact if n0 is differentiable at zero, then by l’Hôpital’s rule, n
′
0(0)
solves
n′0(0) =
(1−R)
R
m′(0)− n′0(0)
ℓ′(0)− n′0(0)
so that χ has the interpretation of a candidate value for n′0(0).
Fix ρ with m′(0) < ρ < χ < 0. Then H(ρ) > 0. Let b(q) = 1 + ρq. Then
O(q, b(q)) − ρ = −
(1−R)
R
(1 + ρq)
(1− q)
[(1 + ρq)−m(q)]
[ℓ(q)− (1 + ρq)]
− ρ
= −
(1−R)
R
(1 + ρq)
(1− q)
[ρ+ ǫ(1−R)− δ
2
2 R(1−R)q]
[( δ
2
2 − ǫ)(1−R)− ρ−
δ2
2 (1−R)
2q]
− ρ
=
1
R(1− q)[( δ
2
2 − ǫ)(1 −R)− ρ−
δ2
2 (1−R)
2q]
[H(ρ)−B(ρ)q]
where B = B(ρ) is the constant
B = (1−R)ρ(ρ+ ǫ(1−R))−
δ2
2
R(1−R)2 −Rρ
{(
δ2
2
− ǫ
)
(1 −R)− ρ
}
− ρ
δ2
2
R(1−R)2.
Since H(ρ) > 0 by construction, there exists Q(1) > 0 such that for 0 < q < Q(1) we have
O(q, b(q)) > ρ > m′(0).
For r < Q(1) let ψ(r) = inf{q : nr(q) ≥ b(q)}. If nr crosses b before Q
(1) then it crosses from
below and stays above b until Q(1). Also, for r < q < Q(1) ∧ ψ(r) we have n′r(q) = O(q, nr(q)) >
O(q, b(q)) > ρ by the monotonicity in the second argument of O.
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Since ρ > m′(0) there exists Q(2) > 0 such that for 0 < q < Q(2)(q) we have m′(0) < m′(q) <
m′(0)+ρ
2 . Then for r < q < Q
(1) ∧Q(2) ∧ ψ(r),
n′r(q)−m
′(q) > ρ−
m′(0) + ρ
2
=
ρ−m′(0)
2
=: ρˆ
and for r ≤ q ≤ Q(1) ∧Q(2) ∧ ψ(r),
nr(q)−m(q) ≥ ρˆ(q − r).
Further, for ψ(r) < q < Q(1) ∧Q(2) we have m(q) < 1 + (m
′(0)+ρ
2 )q and
nr(q)−m(q) > 1 + ρq − 1−
m′(0) + ρ
2
q = ρˆq > ρˆ(q − r).
Recall that for q ∈ (r, ζ(r) ∧ 1), ℓ(q) − nr(q) < ℓ(q) − m(q) =
δ2
2 (1 − R)q(1 − q). Then, for
0 < r < q < q˜ where q˜ := Q(1) ∧Q(2) ∧ qM we have
Γ(r) >
∫ q˜
r
dq
q(1 − q)
ρˆ(q − r)
q(1− q) δ
2
2 (1−R)
>
2ρˆ
δ2(1 −R)
∫ q˜
r
dq
(q − r)
q2
.
But
∫ q˜
r dq
(q−r)
q2 = ln(q˜/r) +
r
q˜ − 1 which diverges as r ↓ 0.

A.2. The threshold value of transaction costs below which the problem is ill-posed.
Proposition 13. Let Q and P be the quadratics Q(q) = (q+−q)(q−q−) and P (q) = (p+−q)(q−p−).
Suppose either p− < 0 < q− < q+ < 1 < p+ or p− < 0 < 1 < p+ < q− < q+ or q− < q+ < p− <
0 < p+.
Then ∫ q+
q−
dq
1
q(1 − q)
Q(q)
P (q)
=
q+q−
p+p−
ln
q+
q−
−
(1 − q+)(1− q−)
(p+ − 1)(1− p−)
ln
1− q−
1 − q+
+
(p+ − q+)(p+ − q−)
p+(p+ − 1)(p+ − p−)
ln
p+ − q−
p+ − q+
−
(q+ − p−)(q− − p−)
p−(1− p−)(p+ − p−)
ln
q+ − p−
q− − p−
.
Proof. We have
(q+ − q)(q − q−)
q(1− q)(p+ − q)(q − p−)
=
q+q−
p+p−
1
q
−
(1 − q+)(1− q−)
(p+ − 1)(1− p−)
1
1− q
+
(p+ − q+)(p+ − q−)
p+(p+ − 1)(p+ − p−)
1
p+ − q
−
(q+ − p−)(q− − p−)
p−(1 − p−)(p+ − p−)
1
q − p−
.
The result follows on integrating. Note that under the relationships between q± and p± given in
the statement of the proposition there are no roots of P in [q−, q+] and each of the four logarithms
has a positive argument. 
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Corollary 14. Suppose |ǫ| > δ
√
2R
1−R . Then
Λ =
∫ q+
q−
dq
1
q(1− q)
|m(q)|
ℓ(q)
= − ln
q+
q−
− ln
1− q−
1− q+
+
R
1−R
(p+ − q+)(p+ − q−)
p+(p+ − 1)(p+ − p−)
ln
p+ − q−
p+ − q+
−
R
1−R
(q+ − p−)(q− − p−)
p−(1− p−)(p+ − p−)
ln
q+ − p−
q− − p−
where q± are the roots of m and p± = are the roots of ℓ:
q± =
ǫ±
√
ǫ2 − (δ
√
2R
1−R )
2
δ2R
p± =
1
2δ
2 − ǫ±
√
2δ2 + (12δ
2 − ǫ)2
δ2(1−R)
Proof. We have m(q) = − δ
2
2 R(1− R)(q − q−)(q+ − q) and ℓ(q) =
δ2
2 (1−R)
2(q − p−)(p+ − q) and
note m(0) = 1 = ℓ(0) and ℓ(1) = m(1). Then with Q(q) and P (q) as in Proposition 13,
(A.1)
∫ q+
q−
dq
1
q(1− q)
|m(q)|
ℓ(q)
=
R
1−R
∫ q+
q−
dq
1
q(1 − q)
Q(q)
P (q)
The result follows using q+q− =
2
δ2R(1−R) and p+p− =
2
−δ2(1−R)2 so that
q+q−
p+p−
= − 1−RR and
(1− q+)(1 − q−) =
2m(1)
δ2R(1−R) and (p+ − 1)(1− p−) =
2ℓ(1)
δ2(1−R)2 so that
(1−q+)(1−q−)
(p+−1)(1−p−)
= 1−RR . 
Appendix B. Singular point of n
Our goal is understand the nature of solutions which pass through the singular point (1,m(1))
and to prove Lemma 3 and Lemma 4.
We assume that δ2R < ǫ and also if R < 1 that ǫ < 11−R +
δ2R
2 . Then (1 − R)m
′(1) < 0 and
m(1) > 0. We are interested in the behaviour of n as it passes through the singular point (1,m(1)).
Let η(x) = n(1+x)−m(1+x)1
2 δ
2(1−R)
. Then the singular point is now at the origin. We have
η′(x) =
2
δ2R
n(1 + x)
[
−
1
x
−
1
2δ
2(1−R)(1 + x)
(m(1 + x)− 12δ
2(1 −R)x(1 + x)− n(1 + x))
]
−
2m′(1 + x)
δ2(1−R)
= −
a(x, η)
x2
η + b(x)(B.1)
where
a(x, η) =
2
δ2R
m(1) + (1 −R)(δ2R− ǫ)x+ 12δ
2R(1−R)x2 + 12δ
2(1−R)η
1 + x+ ηx
b(x) = −
2
δ2(1−R)
m′(1 + x) =
2
δ2
[
ǫ− δ2R− δ2Rx
]
We have m(1) > 0 and m′(1) < 0 whence limx↓0 a(x, 0) =
2
δ2Rm(1) > 0 and b(0) > 0. Note
that for sufficiently small x we have that a is positive and decreasing in the second argument and
b is positive. Our focus is on proving results about existence and uniqueness of solutions in a
neighbourhood of x = 0.
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For intuition, and following Choi et al [1, Lemma 6.8] consider the initial value ODE
(B.2) f ′ = −A
f
x2
+B, f(0) = 0;
where A and B are positive constants. We look for a solution f = f(x) separately in x ≥ 0 and
x ≤ 0. We find that there are multiple solutions for x ≤ 0, but a unique solution for x ≥ 0.
Fix y > 0 and define D(x) = Dy(x) by D(x) =
∫ y
x
A
z2 dz = A
(
1
x −
1
y
)
. Then D(0+) = ∞. Also
d
dx(e
−D(x)f(x)) = Be−D(x) and hence f(x) = eD(x)(f(y)−
∫ y
x
Be−D(z)dz). The condition f(0) = 0
forces f(y) =
∫ y
0 Be
−D(z)dz and then
f(x) =
∫ x
0
B exp
(
−
∫ x
z
A
y2
dy
)
dz.
Thus, the solution f is unique for x ≥ 0.
Now we look for a solution in x ≤ 0. Fix y < 0 and set D(x) = Dy(x) =
∫ x
y
A
z2 dz. Then
f(x) = e−D(x)(f(y)−
∫ x
y Be
D(z)dz) = e−D(x)f(y)−
∫ x
y Be
−(D(x)−D(z))dz. Each value of f(y) leads
to a solution f for which f(0) = 0
We can also analyse the behaviour near x = 0 of solutions to (B.2). We have f(x) = B
∫ x
0
e−A[
1
y
− 1
x
]dy.
Then
f(x) ≤ Be
A
x
∫ x
0
e−
A
y
x2
y2
dy =
B
A
x2e
A
x
∫ x
0
e−
A
y
A
y2
dy =
B
A
x2.
Conversely, integrating by parts
f(x) =
B
A
e
A
x
∫ x
0
A
y2
e−
A
y y2dy =
B
A
e
A
x
{[
y2e−
A
y
]x
0
− 2
∫ x
0
ye−
A
y dy
}
=
B
A
x2 −
2B
A
e
A
x
∫ x
0
y3
A
A
y2
e−
A
y dy ≥
B
A
x2 −
2B
A2
x3e
A
x
∫ x
0
A
y2
e−
A
y dy =
B
A
x2 −
2B
A2
x3
In particular,
(B.3) lim
x→0
x−2f(x) =
B
A
.
We remark that if A = A(x) and B = B(x) are continuous and positive at x = 0, then a small
extension of the above argument gives that a solution to (B.2) satisfies limx→0 x
−2f(x) = B(0)A(0) .
Now we turn to the solution of the problem
(B.4) η′ = −a(x, η)
η
x2
+ b(x) η(0) = 0.
We have seen that each member of the family {ηr}r∈(0,1) with ηr given by
ηr(x) =
nr(1 + x)−m(1 + x)
1
2δ
2(1−R)
− (1− r) ≤ x ≤ 0
solves (B.4) for x ≤ 0. So, our focus is on the case x ≥ 0. Our consideration of (B.2) leads us to
expect that there is a unique solution.
Proposition 15. There exists a unique solution to (B.4) in x ≥ 0.
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Proof. Away from x = 0 standard theory (see for example Walter [12, Chapter II, Section 7]) gives
the existence and uniqueness of a solution passing through any point (x, ξ). So, our focus is on
solutions near the origin.
For x small enough a(x, ξ) is positive and decreasing in ξ. We work on an interval J1 = [0, x1]
such that a(x, ξ) is positive and decreasing in ξ on J10 = (0, x1] and b is positive and bounded on
J1. Further, we assume that for x ∈ J10 we have the bounds Cx ≤ a(x, ξ) ≤ a(x, 0) =: A(x) and
b(0)/2 ≤ b(x) ≤ 2b(0). Here C = 1−RR where temporarily we assume R < 1.
Define L(x, g, h) = b(x)− a(x,g)x2 h. We work with functions defined on J
1 = [0, x1]. Set f0(x) = 0
and let f1 be the solution to f
′ = L(x, f0, f) subject to f(0) = 0. Then
f1(x) =
∫ x
0
b(y) exp
(
−
∫ x
y
A(z)
z2
dz
)
dy.
Now construct a sequence of differentiable functions (fn)n≥0 on J
1 where fn+1 solves f = L(x, fn, f)
subject to f(0) = 0. Then
fn+1(x) =
∫ x
0
b(y) exp
(
−
∫ x
y
a(z, fn(z))
z2
dz
)
dy.
We argue that this family of solutions is increasing in n. Clearly f1 > 0 = f0 on J
1
0 . Suppose
inductively that fn > fn−1 on J
1
0 . Then, since a is decreasing in its second argument a(z, fn(z)) <
a(z, fn−1(z)) and for x ∈ J
1
0∫ x
0
b(y) exp
(
−
∫ x
y
a(z, fn(z))
z2
dz
)
dy >
∫ x
0
b(y) exp
(
−
∫ x
y
a(z, fn−1(z))
z2
dz
)
dy.
It follows that fn+1(x) > fn(x) as required.
Now we look for an upper bound. Since a(x, f) ≥ Cx > 0,
(B.5) fn(x) ≤
∫ x
0
b(y)e−
∫
x
y
C
z
dz =
∫ x
0
b(y)
yC
xC
dy ≤ 2b(0)
x
C + 1
and for z < x
−2b(0)z
[
1− e−
∫
x
z
C
u du
]
≤ fn(x) − fn(z) ≤ 2b(0)(x− z).
It follows that the function f on J given by f(x) = limn fn(x) exists and is continuous with f(0) = 0.
It remains to show that f solves (B.4). We have
f(x) = lim
n
fn(x) = lim
n
∫ x
0
b(y) exp
(
−
∫ x
y
a(z, fn(z))
z2
dz
)
dy =
∫ x
0
b(y) exp
(
−
∫ x
y
a(z, f(z))
z2
dz
)
dy
by monotone convergence. Since the right-hand-side of this expression is continuous differentiable
we have that f is continuously differentiable and f ′ = L(x, f, f) as required.
The only place that we use R < 1 is to say that there is a positive lower bound for a(x, η). If
R > 1, then we can construct a solution not in the strip J1 × R, but rather until it first leaves
the rectangle [0, x1] × [0,K] for some bound K, where K is chosen so that a(x,K) >
x
K on J
1.
The inequality a(x, f) > xK on J
1 × [0,K] gives an upper bound like (B.5) on J1 which again can
be used to prove existence of the limit f . Setting x2 = min{x1,
K+1
2b(0)} and J
2 = [0, x2] we have
fn(x) ≤ K on J
2. Then restricting attention to J2 we find f ′ = L(x, f, f) as required.
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Now we consider uniqueness. Let f and g be solutions which are non-negative on J3 = [0, x3]
for some x3 ≤ x2. We have that a(x, f(x)) > 0 and a(x, g(x)) > 0 on J
3
0 = (0, x3]. If f(z) = g(z)
at some z in J30 then since a(x, f)
f
x2 is Lipschitz in f away from x = 0 we have that f = g on J
3
0
and hence on J3.
So suppose f(z) > g(z) on J30 . We want to show that this leads to a contradiction. Since ξa(z, ξ)
is increasing in ξ (for small enough ξ), if f > g we have 0 < a(z, g)g < a(z, f)f . Let h = f − g;
then h solves
h′ = −a(x, f)
f
x2
+ a(x, g)
g
x2
< 0
and 0 < h(x) < h(0) = 0 which is the desired contradiction. 
We can give an asymptotic analysis of the solution η to (B.4) in the same spirit as (B.3). Take
f0 = 0, then η(x) ≥ f1(x) ≥
∫ x
0
b(y)e−
∫
x
y
A(z)
z2 dz. It follows by the comment after (B.3) that
limx↓0 x
−2f1(x) =
b(0)
A(0) where A(0) = limx↓0 a(x, 0). Hence limx↓0 x
−2η(x) ≥ b(0)A(0) . Conversely,
using h0(x) = 2
b(0)
C+1x we can conclude η(x) ≤ h1(x) where h1 solves h
′ = L(x, h0, h). It can be
shown that h1(x) ≤ κx
2 for some constant κ. Repeating the argument, if h2 solves h
′ = L(x, h1, h)
subject to h(0) = 0, then η ≤ h2 and limx↓0 x
−2h2(x) =
b(0)
A(0) . Hence limx↓0 x
−2η(x) = b(0)A(0) . As a
byproduct we conclude η′ is well defined at zero and η′(0) = 0.
Proof of Lemma 3. (i) This part of the lemma follows from Proposition 15, and the argument above
that η′(0) = 0..
(ii) Suppose R < 1. The case R > 1 is similar, but sometimes involves reversed inequalities.
Since m(q) ≤ nr(q) ≤ ℓ(q) for r < q < 1 and m(1) = ℓ(1) it follows that for r < 1 we have
nr(1) = m(1) and ζ(r) > 1.
We have m′(1) < 0. Suppose it is not the case that n′r(1−) = m
′(1). Then either there exists
q0 ∈ (0, 1), θ ∈ (ℓ
′(1),m′(1)) such that n(q) > m(1)−(1−q)θ or there exists qk ↑ 1, θ ∈ (ℓ
′(1),m′(1))
such that n(qk) = m(1)− (1− qk)θ. In the former case
(1− q)O(q, n(1 − q)) < −
(1−R)
R
m(1)
θ
δ2(1−R)
and hence n′(1−) = −∞ contradicting n < ℓ on (0, 1). In the latter case
O(qk, n(qk)) = −
(1−R)
R
m(1)− (1− qk)θ
qk
θ
δ2(1−R)(1− qk)
< θ
for large enough k. Hence, sufficiently close to 1, n can only cross the line m(1) + (1 − q)θ from
above to below, contradicting the existence of a sequence qk ↑ 1.
(iii) This follows from the uniqueness of solutions to the right of the singular point. 
Proof of Lemma 4. Given the results in Lemma 2 which transfer to this context, all we need to
show is that Λ is continuous at r = 1. This will follow if I1 and I2 are finite for small positive x
and r < 1− x where
I1(x) =
∫ (1+x)∧ζ(1)
1
dq
1
q(q − 1)
n1(q)−m(q)
n1(q)− ℓ(q)
I2(x) =
∫ 1
1−x
dq
1
q(1 − q)
nr(q)−m(q)
ℓ(q)− nr(q)
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But n1(q) − m(q) ∼ (q − 1)
2, whereas n1(q) − ℓ(q) ∼ (q − 1), where we write f(x) ∼ x
α if
limx↓0 x
−αf(x) = C for C ∈ R \ {0}. Hence I1 is finite. Similar expansions hold to the left of 1 and
we conclude I2 is finite. 
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