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Wide-field magnetometry can be realized by imaging the optically-detected magnetic resonance
of diamond nitrogen vacancy (NV) center ensembles. However, sensor inhomogeneities significantly
limit the magnetic field sensitivity of these measurements. We report a technique for mitigating
NV ensemble inhomogeneities to speed up absolute magnetic imaging which uses a double-double
quantum (DDQ) driving scheme. DDQ difference imaging employs four-tone radio frequency pulses
to suppress inhomogeneity-induced variations of the resonant response, enabling a linear mapping
between the magnetic field projection onto the NV ensemble symmetry axis and changes in the
emitted NV photoluminesence intensity. This simple and robust technique expands the application
space of diamond NV centers by extending existing NV absolute magnetic sensing techniques to
rapid, wide-field imaging.
INTRODUCTION
The success of the nitrogen-vacancy (NV) center in di-
amond as a magnetic field sensor is due to the powerful
combination of a long spin-coherence time, the ability to
perform optically-detected magnetic resonance (ODMR)
at room temperature, and a solid-state host environment
which facilitates sample-sensor integration [1–4]. One
exciting emerging application is magnetic field imaging
using a thin layer of NV centers near the surface of a di-
amond substrate [5–9]. In this NV ensemble imaging sys-
tem, it is critical that the inhomogeneities across the sen-
sor surface are eliminated in order to reach the noise floor
given by the single-pixel sensor resonance curve. To this
end, the NV community has demonstrated many sensor
growth and fabrication methods that increase NV den-
sity and sensor homogeneity [10–15], as well as quantum
control methods that suppress external field dependence
and increase ensemble coherence [16–19]. In this paper,
we expand on these techniques to present a quantum con-
trol method compatible with magnetic field imaging with
high temporal resolution. Our method, double-double
quantum (DDQ) driving, mitigates noise caused by vari-
ations of the sensor resonance curve.
In NV ensemble ODMR, magnetic fields can be imaged
by characterizing the photoluminescence of optically-
excited NV centers while rotating the NV spin states with
radio frequency (RF) pulses [Fig. 1]. The resonant radio
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frequency depends on magnetic field due to the Zeeman
splitting of two NV electronic spin states [1]. However, in
addition to sensitivity to magnetic field, the resonances
are also perturbed by inhomogeneities in electric field E,
temperature T , and crystal strain [20–23]. Due to the
symmetry of the NV center, these unwanted perturba-
tions affect the two NV electron spin resonances in the
same way and can be be eliminated by characterizing
both resonances [18, 24].
For wide-field magnetic imaging of time-varying fields,
full characterization of the resonance curves at a frame-
rate sufficient to capture the magnetic field dynamics
may not be possible. In this regime, shifts of one reso-
nance curve can instead be mapped to changes in emitted
NV photoluminescence (PL) intensity by applying single-
frequency RF excitation [25–27]. This imaging modality
enables partial reconstruction of the local magnetic field
with a higher frame-rate. The double-quantum (DQ)
technique, which drives both spin transitions simultane-
ously by applying a two-tone RF pulse, eliminates pixel-
to-pixel fluctuations of the transition resonant frequen-
cies [18, 24]. However, variations of the shape of the res-
onance curve also cause changes in the emitted PL inten-
sity, limiting magnetic sensitivity. These variations arise
from inhomogeneities in NV and other paramagnetic spin
densities as well as external fields [16]. By expanding
to a four-tone double-double quantum (DDQ) driving
scheme, we suppress curve-shape variations across an
imaging field of view. We show both theoretically and ex-
perimentally that the DDQ signal is linearly proportional
to the magnetic field projection along the NV symmetry
axis.
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FIG. 1: Wide-field pulsed magnetic imaging using an NV ensemble. (a) NV electronic energy level diagram showing
the ground, excited spin states (|ms = 0〉,|ms = ±1〉), singlet states, optical excitation (green arrow), emitted
photoluminescence (red arrow), and spin-selective, non-radiative inter-system-crossing (gray arrows). (b) Schematic
showing 50 nm ferromagnetic nanoparticles adhered to the diamond surface. The magnetic moments of the particles
are oriented randomly. The 150 nm NV layer (pink) is fabricated on top of the diamond substrate (white), and a
single NV pointed along the (111) orientation is shown (red). (c) NV ground state energy level diagram showing the
zero-field splitting (D), Zeeman splitting of the |ms = ±1〉 states (2γNV~zNV · ~B), and 15N-NV hyperfine splitting
(3.05 MHz). RF excitation (orange and blue arrows) rotates the NV spin between the |ms = 0〉 and |ms = ±1〉
states. Two-tone RF excitation is simultaneous driven over the two 15N-NV hyperfine transitions for each NV
electron spin state. (d) Laser pulses and multi-tone RF pi-pulses are applied repeatedly during a single sCMOS
camera exposure. This enables pulsed NV ensemble control in wide-field imaging. (e) By scanning radio-frequency
over a spin-transition, a Lorentzian-shaped reduction in NV photoluminescence is observed. Simultaneous driving of
the two hyperfine transitions results in a single combined resonance for each |ms = 0〉 ↔ |ms = ±1〉 electron spin
transition. The resonances are Zeeman split by the external magnetic field. The outer (inner) inflection points f1, f4
(f2, f3) are denoted by black squares (circles). For the resonance curves shown, the FWHM linewidth δν = 300 kHz
and fractional optical contrast C = 0.03, with optical pulse = 500 ns, RF pulse = 3500 ns, photon collection rate =
1.1× 107Hz from a 1 µm2 pixel (0.15 µm3 voxel), and integration time per data point = 144 ms.
EXPERIMENTAL METHODS
The wide-field NV magnetic particle imaging (magPI)
platform used in this work utilizes a near-surface, high
density NV ensemble [Fig. 1(b)]. A 150 nm 15N doped,
isotope-purified (99.999% 12C) layer was grown by chemi-
cal vapor deposition on an electronic-grade diamond sub-
strate (Element Six). The sample was implanted with
25 keV He+ at a dose of 5×1011 ions/cm2 to form vacan-
cies, followed by a vacuum anneal at 900 ◦C for 2 hours
for NV formation and an anneal in O2 at 425
◦C for
2 hours for charge state stabilization [15]. The resulting
ensemble has NV density of 1.7×1016 cm−3 and ensemble
spin coherence time T ∗2 = 2.5 µs (Appendix A).
The NV electronic structure and optical and RF con-
trol are summarized in Fig. 1. A 532 nm laser pulse (ex-
citation area (40 µm)2) is used to optically pump the NV
ensemble into the |ms = 0〉 triplet ground state. RF ex-
citation drives transitions from this ground state into the
|ms = ±1〉 spin states. Optical excitation from the |ms =
±1〉 states results in a reduction of PL intensity due to
a spin selective, nonradiative inter-system-crossing [28].
This relaxation provides the spin-dependent PL contrast
and initialization into the |ms = 0〉 state. Monitoring the
emitted PL as a function of radio frequency enables mea-
surement of ODMR for each spin transition [Fig. 1(e)].
From a Lorentzian-shaped resonance curve [see
Fig. 1(e)], the shot-noise-limited dc magnetic sensitivity
is given by
η ≈ 1
γNV
δν
C
√
N
, (1)
where C is the optical contrast (fractional depth of the
resonance curve), δν is the full width at half maximum
(FWHM) linewidth, γNV is the NV gyromagnetic ratio
(28 MHz/mT) and N is the photon detection rate [1].
In the magPI platform, the sensitivity η ≈ 80 nT/√Hz
from a 1 µm2 pixel (0.15 µm3 voxel). All three sensor
parameters C, δν, and N vary across the imaging field of
view.
3Optical power broadening of the resonance curve is
eliminated by using pulsed excitation in which optical
and RF fields are applied separately [29]. Optical pulses
and RF pi-pulses (both µs-scale) are applied to the en-
semble repeatedly to fill a sCMOS camera exposure (ms-
scale). Each camera exposure is taken with a single set of
radio frequencies with a fixed pulse duration [Fig. 1(d)],
enabling pulsed NV ensemble control and readout with
wide-field camera exposure times [30].
RF excitation is delivered via a broadband microwave
antenna with transmission resonance at the NV zero-
field-splitting D [31]. Each radio frequency applied is
mixed to create two equal tones separated by 3.05 MHz,
which enables simultaneous driving of the two 15N-NV
hyperfine transitions [32] [Fig. 1(c)] and produces one
combined resonance for each |ms = 0〉 ↔ |ms = ±1〉
transition [Fig. 1(e)]. Samarium cobalt ring magnets (Su-
perMagnetMan) are used to apply a 1 mT static exter-
nal magnetic field along the (111) NV orientation. More
details about the experimental set up can be found in
Appendix B.
To demonstrate the DDQ technique, we use the magPI
platform to image the dipolar magnetic field produced by
50 nm dextran coated CoFe2O4 ferromagnetic nanopar-
ticles (micromod Partikeltechnologie) deposited onto the
diamond sensor surface [Fig. 1(b)]. These bio-compatible
particles produce nano-scale magnetic fields which lie in
the dynamic range of the NV sensing ensemble defined
by δν of the resonance curves. For other imaging ap-
plications, the sensor dynamic range can be increased at
the expense of magnetic sensitivity by RF broadening the
resonance curve.
STATIC MAGNETIC IMAGING MODALITY
For static fields, the full NV resonance curve can be
measured in wide-field with arbitrarily long acquisition
times. Taking a series of PL images over a range of radio-
frequencies allows fitting of the entire resonant response
in the measured range. Mapping the fitted resonant fre-
quency at each pixel results in a partial reconstruction
of the magnetic field as seen in Fig. 2(a). Subtraction
of both |ms = 0〉 ↔ |ms = ±1〉 resonant frequency
maps eliminates shifts of the resonance due to fields other
than the magnetic field, and enables imaging of the ab-
solute magnetic field projection along the NV symmetry
axis [33], as seen in Fig. 3(a).
For quickly-varying magnetic fields, measurement of
the full resonance curve may not be possible. We thus
require a dynamic imaging modality that reproduces the
absolute magnetic field across the imaging field of view
and is compatible with high frame-rate imaging.
DYNAMIC MAGNETIC IMAGING MODALITIES
Single Quantum Difference Imaging
The simplest dynamic imaging modality uses RF ex-
citation applied at one inflection point of the resonance
curve [Fig. 1(d)]. PL images taken with RF pi-pulse ap-
plied are subtracted from PL images taken without RF
to detect changes in emitted NV PL [27]. We define a
single quantum (SQ) difference image (DI) as
SQ(f1) =
Ioff − Ion(f1)
Ioff
, (2)
in which Ion(f1) is the intensity image taken with ap-
plied RF pi-pulses and Ioff is the image taken with no
applied RF. In the linear regime of the resonance curve
(Appendix D), the per-pixel signal is given by
SQpp(f1) =
9
8
C − 3
√
3
4
C
δν
(ν( ~E, ~B, ...)− f1). (3)
As discussed above, the resonant frequency ν depends on
the magnetic field ~B and also varies with local electric
field ~E, temperature T , and crystal strain.
Additionally, variations in curve-shape, and thus C
[Fig. 2(b)] and δν [Fig. 2(c)], cause fluctuations of the res-
onance curve inflection point, contributing to the SQ sig-
nal. Microscopic and mesoscopic strain inhomogeneities
result in inhomogeneous broadening of the resonance
curve [8]. Additionally, dephasing due to dipolar interac-
tions between sensor NV centers and other paramagnetic
impurities (e.g. P1 and NV) fundamentally limit the NV
ensemble coherence, and thus, ODMR linewidth [15, 16].
Further fluctuations of effective NV density in the magPI
platform arise from interrogating one of four randomly
distributed NV crystallographic orientations [1].
The SQ DI enables imaging of some nano-scale mag-
netic structure, but the sensitivity of this technique is
limited. In Fig. 3(b) we show a SQ DI image with its
corresponding static magnetic field map in 3(a). The SQ
DI enables partial mapping of the magnetic field projec-
tion, but because the SQ modality is sensitive to external
fields, not all structures in the SQ DI correspond to mag-
netic field projection signal.
Double Quantum Difference Imaging
Temperature T , electric field ~E, and strain shift
the zero-field-splitting of the NV ground state, caus-
ing common-mode shifts of the |ms = 0〉 ↔ |ms =
±1〉 resonant frequencies [5]. Conversely, the magnetic-
field-induced Zeeman effect splits the two resonant fre-
quencies. Thus, by probing the difference of the reso-
nant frequencies, the common-mode shifts can be sub-
tracted out and the magnetic field projection can be mea-
sured directly. We use a double-quantum (DQ) driving
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FIG. 2: Resonance curve variation. The |ms = 0〉 ↔ |ms = −1〉 NV ODMR is measured in wide-field and each
pixel’s resonance curve is fit to a Lorentzian. (a) Variation in fitted resonant frequency. Shifts associated with
magnetic dipoles as well as strain features are visible. (b) Variation of fitted FWHM linewidth δν. Inhomogenous
broadening due to the gradient of magnetic dipole and strain fields results in an increase of δν and decrease of C.
(c) Variation of fitted fractional optical contrast C.
scheme [17, 24], applying two-tone RF pi-pulses at the
opposite inflection points of the two resonance curves
[Fig. 1(e)]. We construct a DQ DI by subtracting the
PL image taken with double-quantum RF driving from
an image taken with no RF applied, giving a signal of
DQ(f1, f4) =
Ioff − Ion(f1, f4)
Ioff
, (4)
in which Ion(f1, f4) is the image taken with applied RF
pi-pulses, and Ioff is the image taken with no applied RF.
Working in the linear regime of each resonance curve (Ap-
pendix D) and assuming that the two resonance curves
are the same shape, the per-pixel signal is
DQpp(f1, f4) ≈ 9
4
C − 3
√
3
4
C
δν
(f1 − f4)
− 3
√
3
4
C
δν
(2γNVzˆNV · ~B), (5)
where ~B is the local magnetic field and zˆNV is the NV
ensemble symmetry axis. By defining 〈 ~B〉 as the aver-
age magnetic field over the imaging field of view, Eq. 5
simplifies to
DQpp(f1, f4) =
9
4
C +
3
√
3
4
C
δν
2δ0
− 3
√
3
4
C
δν
(
2γNVzˆNV ·
(
~B − 〈 ~B〉
))
, (6)
where 2δ0 = (f4 − f1) − 2γNVzˆNV · 〈 ~B〉. By applying
f1 and f4 at the outer inflection points of the NV res-
onance curves [Fig. 1(e)], intensity changes induced by
non-magnetic, common-mode shifts are cancelled out,
while splittings caused by magnetic signal result in a
sum of changes in PL intensity. Hence, for constant C
and δν, the DQ DI technique enables absolute magnetic
imaging. [24]
While the dependence of the resonant frequency on ex-
ternal fields has been suppressed, the limitations imposed
by curve-shape persist for DQ imaging. The variations
of C and δν still cause fluctuations in the first two terms
in Eq. 6. Comparison of the DQ DI in Fig. 3(c) to the
magnetic field projection map in Fig. 3(a) highlights this
limited correlation. While eliminating the limiting fac-
tor of the SQ modality, DQ DI has increased the effect of
variations in curve-shape on the magnetic imaging, which
can be seen by comparing the map of C in Fig. 2(c) with
the DQ DI in Fig. 3(c).
Double-Double Quantum Difference Imaging
To suppress the imaging dependence on the shape of
the resonance curve, we construct a double-double quan-
tum (DDQ) DI
DDQ = 2
Ion(f1, f4)− Ion(f2, f3)
Ion(f1, f4) + Ion(f2, f3)
, (7)
where Ion(f1, f4) (Ion(f2, f3)) is the image taken with RF
applied at the outer (inner) inflection points of the two
resonance curves as denoted in Fig. 1(e).
Because of the choice of RF, the per-pixel DDQ signal
simplifies in a similar manner as the DQ signal in Eq. 6
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FIG. 3: Magnetic imaging modality comparison. (a) Static magnetic field projection map. NV ODMR is measured
for each |ms = 0〉 ↔ |ms = ±1〉 electronic spin transition. The two resonant frequencies are subtracted and divided
by the NV gyromagnetic ratio γNV, reconstructing a map of the magnetic field projection. (acquisition time 12
seconds) (b) Single quantum (SQ) difference image (DI) with RF pi-pulses applied at the inflection point f1 of the
|ms = 0〉 ↔ |ms = −1〉 resonance. Inhomogeneities in the SQ magnetic signal are greater than the dipolar magnetic
field signal. (acquisition time 2.4 seconds) (c) Double quantum difference image with RF pi-pulses applied at outer
inflection points f1 and f4. (acquisition time 2.4 seconds) (d) Double-double quantum difference image with RF
pi-pulses applied at outer inflection points f1 and f4, subtracted from an image with RF pi-pulses applied at inner
inflection points f2 and f3. Inhomogeneities in external magnetic, electric and strain fields are suppressed, and the
DDQ signal is proportional to magnetic field projection (a). (acquisition time 2.4 seconds)
giving the per-pixel signal of
DDQpp ≈
3
√
3
2
C
δν
1− ( 94 − 3
√
3
2
δ0
δν )C
(
2γNVzˆNV ·
(
~B − 〈 ~B〉
))
.
(8)
Uncertainty on the per-pixel DDQ signal in Eq. 8 due to
shot noise and the simplifying assumptions listed before
Eq. 5 is discussed in Appendix E. DDQ eliminates the
first two terms of the DQ DI signal Eq. 6 to obtain a
single term which is linearly proportional to ( ~B − 〈 ~B〉).
There is still multiplicative dependence on C and δν,
but because the shift of the resonant frequency far from
magnetic field sources falls off faster than the impact of
spatial variations of curve-shape, there is no longer false
signal generated in regions with no magnetic field. The
DDQ image completely eliminates the large-scale, non-
magnetic-field-generated gradients in the SQ difference
image [Fig. 3(b)] and suppresses the C and δν depen-
dence [Fig. 2(b-c)] of the DQ DI [Fig. 3(c)]. As shown
in Fig. 3(d), DDQ DI provides similar magnetic sensi-
tivity as the full magnetic projection map in Fig. 3(a),
with a >4-fold acquisition time reduction. The static
6imaging modality requires enough images to fit both res-
onance curves; the DDQ modality instead extracts the
magnetic field dependence of the resonances with only
two images: Ion(f1, f4) and Ion(f2, f3). While the inte-
gration time of the DDQ image shown in Fig. 3(d) was
chosen to match the signal to noise ratio of the magnetic
field map in Fig. 3(a), DDQ enables even faster magnetic
imaging (Appendix C).
CONCLUSION AND OUTLOOK
The NV community has made significant progress to-
ward eliminating inhomogeneities in NV sensor ensem-
bles, both through advanced sensor fabrication [10] and
quantum control methods [16]. Here, we introduce a new
quantum control technique, double-double quantum dif-
ference imaging, that is suitable for wide-field dc mag-
netic imaging of time-varying fields. Using four-tone RF
pulses and only a two-image sequence, we show both the-
oretically and experimentally that DDQ difference imag-
ing not only mitigates perturbations of the sensor res-
onant frequency but also variations of resonance curve-
shape. We illustrate that these resonance shape varia-
tions can be the dominant source of imaging noise in a
state-of-the-art NV magnetic imaging surface. For ease
of adoption, we further emphasize that DDQ eliminates
the need for per-pixel calibration and enables absolute
magnetic imaging via NV photoluminescence intensity
imaging. Due to the combined performance enhance-
ment and ease of use, we expect the DDQ DI technique
to advance real-time, video-rate magnetic imaging appli-
cations, such as magnetic moment orientation tracking of
magnetic nanoparticles.
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Appendix A: NV ensemble properties
The near-surface NV ensemble used in this work was
fabricated using the protocol detailed in the main text
as well as Ref. [15]. After fabrication, confocal images of
the sensor were compared to single NV confocal images
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FIG. A1: Confocal image showing varying NV density
across the sensor surface. NV density was calibrated by
measuring the single NV photoluminescence signal
using the same optical settings. Optical power =
2.4 mW, spot size 1.185 µm.
to determine the average NV density of 1.7× 1016 cm−3
[Fig. A1]. To estimate the coherence time of the NV
ensemble, we perform a Ramsey interferometry measure-
ment [Fig. A2]. We measure T ∗2 = 2.5 µs from a collection
volume 2700µm3. We note that the T ∗2 does not increase
by sampling from a smaller collection volume, indicat-
ing low inhomogeneous broadening of the NV resonance
across our imaging area.
Appendix B: Experimental setup
Green light from a laser (Laser Quantum opus532)
is intensity modulated by an acousto-optical modulator
(AOM) (Gooch & Housego 3080-294), expanded, and
focused onto the back focal plane of an objective lens
(Nikon LU Plan Fluor 100x NA 0.9). NV photolumines-
cence is collected by the objective, filtered to remove laser
reflection (Semrock BLP02-561R-25) and imaged onto a
sCMOS camera (Hamamatsu OrcaFlash C13440-20CU).
RF excitation is generated by two two-channel RF gen-
erators (WindFreak SynthNV and SynthHDPro). The
two-channels are combined (MiniCircuits ZX10-2-42-S+)
and modulated by an RF switch (MiniCircuits ZFSWA2-
63DR+). The signals are mixed (Pasternack PE8650) to
generate a two-tone RF signal that can simultaneously
drive the two 15N-NV hyperfine transitions. The signal
is amplified (MiniCircuits ZHL-4240W+) and delivered
to the NV ensemble via a broadband microwave antenna.
A pulse generator (PulseBlaster ESR Pro 500 MHz) trig-
gers the RF switch, AOM, and camera exposures.
72000 4000 6000 8000 10000 12000 14000
 (ns)
-4
-2
0
2
4
6
8
ra
m
se
y c
on
tra
st
10-3
T*2 = 2.5 us
FIG. A2: Ramsey fringes of the NV ensemble
(collection volume 2700 µm3). Here, the free evolution
time τ is the time between the end of the first RF pulse
and the beginning of the second RF pulse. The fringes
are fit to an exponentially damped sinusoid to
determine the ensemble coherence time T ∗2 = 2.5 µs.
The inset shows the pulse sequence used, where green
denotes optical pulse (500 ns) and blue RF pulse
(500 ns). The RF excitation is detuned by 600 kHz.
Appendix C: Acquisition time comparison
While the DDQ integration time in the main text data
was chosen to match the signal-to-noise ratio of the full
magnetic field map, we note that magnetic field detec-
tion can occur at much shorter timescales. In Fig. A3
we demonstrate the DDQ technique enabling imaging of
nano-scale magnetic signals with substantially smaller in-
tegration times than the static frequency scan imaging
modality. Due to the suppression of external field and
curve shape dependence, we anticipate that DDQ imag-
ing will eventually enable video-rate imaging of time-
varying nano-scale magnetic fields.
Appendix D: Derivation of SQ, DQ, and DDQ
Difference Image Signals
The Lorentzian-shaped NV resonance curves [see
Fig. 1(d)] can be described by
I(f) = 1− C(
ν−f
δν/2
)2
+ 1
, (D1)
where C is the optical contrast, ν is the resonant fre-
quency, δν is the FWHM linewidth of the curve and f
is the applied radio frequency. We approximate the res-
onance curve by Taylor expanding to first order around
the inflection point on either side of the curve. In this
linear regime, the NV resonance is given by
I(f) ≈ 1− 9
8
C +
3
√
3
4
C
δν
|ν − f |. (D2)
1. Single Quantum Difference Imaging (SQ DI)
The SQ signal in Eq. 3 directly follows from the linear
approximation in Eq. D2.
2. Double Quantum Difference Imaging (DQ DI)
For DQ DI, due to simultaneously interrogating both
the |ms = 0〉 ↔ |ms = ±1〉 transitions, the linear ap-
proximation to the response is given by
I(f1, f4) ≈
1− 9
8
C− +
3
√
3
4
C−
δν−
(ν− − f1) . . .
− 9
8
C+ +
3
√
3
4
C+
δν+
(−ν+ + f4), (D3)
in which the ± subscripts refer to the |ms = 0〉 ↔ |ms =
±1〉 resonance curves. By applying the RF of the same
Rabi frequency to both resonances, we simplify the signal
to
I(f1, f4) ≈ 1− 9
4
C +
3
√
3
4
C
δν
(−ν+ + ν− + (f4 − f1)) ,
(D4)
where C and δν refer to the contrast and linewidth of
both resonance curves needed for the measurement. The
effect of mismatched contrasts and linewidths of the two
resonance curves is addressed in Appendix E. The ap-
plied frequencies f1 and f4 are chosen to be at the outer
inflection points of the average pixel in an empty field of
view. The difference in resonant frequencies is propor-
tional to the local magnetic field, giving the form found
in Eq. 6.
If the inner inflection points are chosen, the DQ DI
signal is given by:
I(f2, f3) ≈ 1− 9
4
C +
3
√
3
4
C
δν
(ν+ − ν− + (f2 − f3)) .
(D5)
3. Double-Double Quantum Difference Imaging
(DDQ DI)
Taking the difference between Eq. D4 and the Eq. D5,
we see the constant term and term that only depends on
C vanish. The resulting DDQ DI signal is
I ≈ 3
√
3
4
C
δν
(2(ν+ − ν−)− (f4 + f3 − f2 − f1)) . (D6)
8FIG. A3: Magnetic imaging frame rate comparison. A minimum-exposure raw photoluminescence (PL) frame is
shown on the left. DDQ images with increasing integration time are compared to a static magnetic field map. DDQ
imaging enables a comparable signal to noise as the static frequency scan imaging modality with substantially
smaller integration times.
By choosing applied frequencies such that f4 + f3− f2−
f1 = ∆f = 2γNVzˆNV ·〈 ~B〉, and dividing by the average of
Eq. D4 and the Eq. D5, we reproduce Eq. 8. The division
controls for temporal fluctuations of laser power reaching
the diamond as well as spatial differences in collected
photon rate.
To simplify the DDQ signal slightly, we can instead
normalize the DDQ image by an RF-off photolumines-
cence image
˜DDQ =
I(f1, f4)− I(f2, f3)
Ioff
, (D7)
which simplifies to
˜DDQ
pp ≈ 3
√
3
2
C
δν
(
2γNVzˆNV ·
(
~B − 〈 ~B〉
))
. (D8)
Equations D7 and D8 provide a simpler mathematical
form of the DDQ signal with a three-image instead of a
two-image sequence.
Appendix E: Estimation of Signal and Error
Analysis
Errors in all difference imaging signals arise from a
variety of sources. For the photon collection rates of in-
terest, difference imaging will be fundamentally limited
by photon shot noise. For the images shown in the main
text, we measure on average 4.4 × 104 counts per 4 ms
frame (11 × 106 counts per second) from a 1 µm2 pixel
(0.15 µm3 voxel). Here, we examine and quantify other
sources of error in the DDQ signal and relate them to the
shot noise floor.
1. Shot noise
Shot noise impacts all PL images necessary for DDQ
imaging. Recall the equation for the simplified DDQ DI,
˜DDQ(x, y) =
Ion(f2, f3, x, y)− Ion(f1, f4, x, y)
Ioff(x, y)
, (E1)
where we now insert explicit xy-dependence to specify the
counts for an individual pixel. We treat the distribution
of photon counts as a normal distribution with mean and
variance equal to expected number of photons counted
from that pixel. Combining normal distributions gives
us a predicted variance on the per-pixel DDQ signal of
σ2 ˜DDQ =
(
Ion(f2, f3, x, y)− Ion(f1, f4, x, y)
Ioff(x, y)
)2
×[
Ion(f2, f3, x, y) + Ion(f1, f4, x, y)(
Ion(f2, f3, x, y)− Ion(f1, f4, x, y)
)2 + Ioff(x, y)(
Ioff(x, y)
)2
]
,
(E2)
where all I’s refer to the mean number of photons de-
tected for the pixel located at (x, y) for an image. Equa-
tion E2 can be rearranged to
σ2 ˜DDQ =
Ion(f2, f3, x, y) + Ion(f1, f4, x, y)
(Ioff(x, y))2
×[
1 +
(
Ion(f2, f3, x, y)− Ion(f1, f4, x, y)
)2
Ioff(x, y)×
(
Ion(f2, f3, x, y) + Ion(f1, f4, x, y)
)] .
(E3)
In ensemble NV sensing in which all 4 NV orientations are
present, the optical contrast of the a resonance curve cor-
responding to a single NV orientation is always less than
0.08. Thus, the second term in the brackets of Eq. E3
is on the order of 10−4. Neglecting the second term and
9approximating Ion as Ioff due to small C, a lower bound
on the variance of the DDQ signal due to the shot noise
is given by
σ2 ˜DDQ ≈
2
Ioff(x, y)
. (E4)
For a signal to noise ratio (SNR) of 1, this requires
around 2×104 counts per pixel, or an integration time of
1.8 ms for a 1 µm2 pixel (0.15 µm3 voxel). In the magPI
platform, the minimum camera exposure time is 4 ms,
giving us a SNR of >1 per PL frame. In the remainder
this appendix, we will examine what integration times
are required for the shot noise SNR to fall below other
sources of noise.
2. Linear Approximation Error
Finding absolute magnetic field from the DDQ signal
relies on the linear approximation of the Lorentzian res-
onance curve. Shifts within (1/3) × δν of the inflection
points limit the error due to nonlinearity to under 5%. As
δν is tunable by changing the power of the RF pi-pulses, if
larger magnetic field variations need to be measured, one
can RF-broaden δν to reduce this error. In this study,
we observe resonant frequency shifts <100 kHz, as seen
in Fig. 2(a), with δν of 300 kHz, as seen in Fig. 1(e). For
outlier values around 100 kHz in Fig. 2(a), we find the
error due to non-linearity to be less than 5 %. Shot-noise
exceeds this contribution for integration times of at least
720 ms (8× 106 counts per pixel).
3. In-Pixel Curve Shape Matching Error
Both DQ DI and DDQ DI assume that equal shifts of
the two resonance curves lead to shifts of equal magni-
tude in relative intensity. For this to hold, the curve-
shape of each resonance curve used must be the same.
From Eq. D3 to Eq. D4, the contrasts C± and linewidths
δν± are assumed identical. By not having perfectly iden-
tical RF pi-pulses for the two transitions, we observe a
difference in C± and δν± of the resonance curves. The
error introduced by this is given by
C±
δν±
=
C(1± rC)
δν(1± rδν
≈ C
δν
(
1± rC ∓ rδν − rCrδν + r2δν ± r2δνrC . . .
∓ r3δν + r4δν − rCr3δν +O(r5)
)
, (E5)
in which rC = (C+ − C−)/(C+ + C−), rδν = (δν+ −
δν−)/(δν+ + δν−), C = (1/2)(C+ + C−), and δν =
(1/2)(δν+ + δν−). C± and δν± are the contrast and
linewidth for the resonance curve for each |ms = 0〉 ↔
|ms = ±1〉 transition. Because these errors enter addi-
tively, only the even order terms survive, giving us the
contribution to the error on a DDQ DI:
DDQ(f1, f2, f3, f4)× 2
[
r2δν − rCrδν +O(r4)
]
(E6)
As this error is proportional to the DDQ signal, its SNR
is independent of counts. For a typical field of view,
|rC | < 0.1 and |rδν | < 0.1, thus the term r2δν − rCrδν
is bounded by 0.04. This corresponds to a conservative
estimate of the SNR for mismatched curve shape of 25.
For the contribution due to shot noise to be of the same
order, we require 5× 107 counts per pixel. In this exper-
iment, that corresponds an integration time of 4.5 s.
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