Classifiers for surveillance sonar systems are often designed to operate on large sets of predefined clues, or features. Sometimes the mathematical definitions for these features are poorly known. Other times the designer is not aware that a fixed and class-independent linear (or affine) relationship exists between subsets of features. We discuss a method based on Gram-Schmidt orthogonalization which allows the classifier designer to determine whether subsets of features have such relationships. Certain features can then be shown unnecessary by application of Wozencraft and Jacobs' "Theorem of Irrelevance". An approach is also described to rank features to aid in the selection of an effective subset.
I. INTRODUCTION The design of classifiers for a surveillance sonar system is often based on a pre-existing set of measurements or "features" considered useful for discrimination. This set can be large and usually includes features that are simple functions of basic physical measurements of the objects to be classified. Features are often defined via linear functions of fundamental measurements or other more basic features. However, these functional relationships are sometimes unknown to the designer or difficult to sort out.
Denote as Z the raw measurements collected from an object to be classified. Features contained in the vector f(Z) are said to be affinely dependent on another set of features contained in the vector g(Z) if f(Z) b + Agj(Z),VZ. velocity respectively at time t. Such estimates are provided by tracking algorithms commonly used in sonar. Note that g(Z)+f(Z) = 1. It may be that certain classes of objects perform more maneuvers than others and will exhibit this in terms of higher values of g(Z) and lower values of f(Z). However f(Z) is completely defined by g(Z).
In such cases the dependence may have been known to the classifier designer, but in real cases with large feature sets the dependence may be unknown or difficult to determine. Furthermore, in real problems, more complicated examples of affine dependence can and do arise in obscure and inadvertent ways.
We are interested in detecting if any such affine relationships are present among features. In this short paper we describe a nonparametric method for detecting affinely dependent features that is based on the linear algebraic structure of the feature space and is independent of the underlying distributions as well as separability among classes. Removal of such dependent features is argued through application of Wozencraft and Jacobs' "Theorem of Irrelevance" [1] . Removal of such features is critical as they add no additional information and unnecessarily increase the dimensionality of the feature space.
"Approximate" affine dependence can also be identified and a ranking of the features is possible. The pre-processing advocated herein is a simple but often overlooked first step in the design of sonar classifiers. The method has proved useful for detecting and removing affinely dependent features present in Navy feature databases.
II. 
In other words r2 conditioned on r1 must be statistically independent of i for r2 to be declared "irrelevant". Another 0-933957-35-1 ©2007 MTS useful interpretation is that satisfaction of this requirement implies that r, is a sufficient statistic for estimating the pdfs Pr(P i), V i, although not necessarily minimal [2] , [3] , [4] . (4) Note that at least one (but not all) ak's need be nonzero.
III. DETECTING AFFINELY DEPENDENT FEATURES
Since this dependence is enforced over all C classes and for all N measurements, the probability that such a dependence
where e is the average value of |Rij-Rij (i, j = 1, ...,D). Thus if N r-100D, Rjj can be compared to a threshold of ten times machine precision to detect linear dependence.
If certain features are preferred (ex. considered more intuitive or powerful) by the designer, reordering can be performed such that these populate the leftmost columns of X. This step increases the likelihood that such a feature will be retained in the event that it is affinely dependent on other features.
IV. "APPROXIMATELY" AFFINELY DEPENDENT FEATURES At this point let us assume that features that are exactly affinely dependent have been detected and removed. Operating on the resultant set, the process of Gram-Schmidt orthogonalization of kk amounts to (1) Determining the least-squares fit of 4k in the subspace spanned by {xl, ..., k-1 }. This is equivalent to determining the projection of 4k onto this subspace. We denote this projection as P4k where P is the projection matrix. (2) Subtracting the result from 4k to form the orthogonal error vector e. Thus 4k = P4k + e. The norm of the error vector e, el, is minimized in this process [3, p. 365] but is never zero. Again we observe that permuting the rows of X (equivalently X) only permutes the elements of e but leaves e unchanged.
The relationship of Gram-Schmidt orthogonalization to least-squares estimation is important in that, for N > D, we can interpret feature fk as a sum of A) a fixed (and class-independent) linear function of the previous features and B) a residual. It is possible that some (or all) of the previous features may be useful for classification. It is also possible that the least-squares estimate of fk in terms of the previous features is useful as well. However this information is implicit in the previous features. Thus it is sufficient to determine the added information captured in the residual. This amounts to a statistical test1 comparing Graphical methods such as quantile-quantile plots can be used to corroborate the conclusions.
The process of feature subset selection involves considering various subsets and, via a pre-chosen separability measure (a.k.a. Filter Method) or a classifier architecture (a.k.a. Wrapper Method), ranking the quality of each subset [7] , [8] . As testing every possible subset is usually prohibitive, alternatives that consider only specific subsets are almost always applied. One such approach is as follows. Features can be ranked according to p-value. If it is required that a feature must be discarded, the feature with the largest pvalue can be selected. The entire process of Gram-Schmidt orthogonalization followed by statistical testing is then repeated if further reduction is required.
V. SUMMARY
Methodologies are provided to detect exact and "approximate" affine relationships within a set of features. They provide insight into feature structure and aid in feature subset selection.
VI. APPENDIX
Assume the affine dependence of eqn. (11) for feature fk. 
