The greatest difficulty of compressing data is the assurance of the security, integrity, and accuracy of the data in storage in volatile media or transmission in network communication channels. Various methods have been proposed for dealing with the accuracy and consistency of compressed and encrypted data using error detection and correction mechanisms. The Redundant Residue Number System (RRNS) which is a trait of Residue Number System (RNS) is one of the available methods for detecting and correcting errors which involves the addition of extra moduli called redundant moduli. In this paper, Residue Number System (RNS) is efficiently applied to the Lempel-Ziv-Welch (LZW) compression algorithm resulting in new LZW-RNS compression scheme using the traditional moduli set, and two redundant moduli added resulting in the moduli set 1, 2 , 2 +1, 22 3, 22 +1 for the purposes of error detection and correction. This is done by constraining the data or information within the legitimate range of the dynamic range provided by the non-redundant moduli. Simulation with MatLab shows the efficiency and fault tolerance of the proposed scheme than the traditional LZW compression method and other related known state of the art schemes.
INTRODUCTION
Residue Number System (RNS) and its usage is becoming widespread given that a great deal of computing now takes place in embedded processors including those found in mobile devices. Computer chips are also now dense that full testing is impossible or complex, necessitating the need for fault tolerance and the general area of computational integrity [7] [8] [9] , [12] .
Data compression is the process of converting an input data stream into another data stream that has a smaller size [1] . There exist a number of compression algorithms for compressing different types of file formats including text, image, sound, video or a combination of these which are classified as either lossy or lossless, dictionary or nondictionary based depending on the nature of the output for a specific input [1] [2] [3] [4] [5] [6] .
RNS has been extensively used in various forms for enhancement of data compression algorithms. In [12] , the fault tolerance and security of information in networks using multi-level RRNS is investigated. It states that, RRNS is a trait of RNS which provides reliable communication in networks and can detect and correct errors, and also used in the area of cryptography because of its fast computations. Somayyeh et al. in [13] also researched on high speed implementation of moduli where they combined RNS, Multi-Level RNS, and One-Hot RNS resulting in MultipleValued Logic high speed implementation for moduli. This enabled the use of low power design with minimal use of transistors to give a high performing scheme. In [14] , a cyclic permutation networks modulo arithmetic processor which combines the features of cyclic permutation networks and unidirectional error detecting codes is introduced, which detects any faulty moduli without redundant moduli and also achieves less cost for added fault tolerance. Similar research is done in [15] where they presented a multiple error detection and correction scheme based on RRNS which uses Chinese Remainder Theorem (CRT) and novel algorithm that sufficiently simplifies error correcting process for integers and also a reduction of computational complexity. In this scheme, the residues are used to compute the erroneous integer using CRT. The error value is then computed using either continuous fractions or integer programming.
There exist a lot of literature on improving the Lempel-ZivWelch's (LZW) compression algorithm. Alhassan et al. [16] also applied computer arithmetic using the traditional moduli set to propose the LZW-RNS (3-Moduli) scheme which shows better performance than the traditional lossless dictionary based LZW algorithm in terms of improved compression efficiency, security, and speed of execution. Software implementations of the LZW algorithm are often not fast enough particularly in transmitting through high-speed media. The research for hardware implementation of binary data compression of the LZW is therefore presented in [3] . In [4] a comparative study of text compression algorithms is done where the LZW is found to be the least performing in terms of bits per compression. The LZW is modified by Kaur and Verma [17] as content based addressable memory (CAM) array which utilizes less bits than its ASCII code. Parthasarathy et al. [18] in their research to determine the existence of secrete information hidden within an image, used 26 LZW to manipulate 128-bit input using flipping, substitution, and permutation to achieve encryption and decryption.
This research therefore applies RNS using the moduli set to the LZW algorithm resulting in new efficient LZW-RNS scheme. Two redundant moduli, and are added to detect and correct errors in encrypted and compressed data as applied in RRNS.
MATERIALS AND METHODS
Generally, compression algorithms are categorised into dictionary or non-dictionary based, and lossy or lossless. Lossless compression algorithms allow for decoding back the original data whiles lossy allows for an approximation of the original data [1-2], [4] [5] [6] .
The LZW Compression Algorithm
In 1984, Terry Welch presented the lossless dictionary based LZW compression algorithm as an improved implementation of the LZ78 algorithm that was created by Jacob Ziv and Abraham Lempel. This compression algorithm is simple to implement, and has the potential for very high throughput in hardware implementations [1-2].
Residue Number System (RNS)
It utilizes remainders to represent numbers. Using this method, any information or data symbol to be stored or transmitted, can be uniquely and unambiguously represented as a set of residues:
with respect to a set of moduli , where is the remainder of with respect to for . All of the moduli should be pair wise relatively prime. The product of all moduli is called dynamic range, given by , and determines the maximum number of bits possible in a symbol. These residues are mapped into a set of orthogonal sequences and are stored or transmitted in parallel. The operations on individual residue channels are mutually independent.
An n-tuple integer represented by ( ) in RNS where the residue for and is defined as . Using CRT, an integer can be calculated from its residue digits ) as follows;
Where , , and is the multiplicative inverse of with respect to . [7] [8] [9] .
Redundant Residue Number System (RRNS)
RNS is primarily used for high-speed digital signal processing due to the modular carry free arithmetic operations. It is defined by a set of relatively prime integers called non-redundant moduli. Error detection and correction properties are introduced by inserting few redundant moduli. Thus RRNS is defined by the moduli set . Both the non-redundant and redundant moduli should be relatively prime and should satisfy the condition . The total dynamic range of RRNS is given by . This total range [0, ] is divided into two adjacent intervals in the ranges defined by the non-redundant and redundant moduli. The interval [0, M) is called the legitimate range where M and the interval [M, ) is called the illegitimate range. The error detection and correction demands that we constrain the information within the legitimate range [8] [9] , [11] , [14] [15] .
The Conversion Process
Convertors are used to change from one number representation to the other. A forward convertor converts from Decimal to RNS, and the reverse convertor converts from RNS to Decimal representation respectively [8] [9] .
The Forward Conversion Process
The Encoder is designed using the forward convertor to convert from decimal to residue as follows;
Given the moduli set , where , , and .
Let
, and be redundant moduli for the purpose of detecting and correcting errors if they exist in the decoding process as well as securing data. This results in the moduli set with a corresponding residue set .
For the given moduli set, any binary number is represented as a number for the original moduli set as in (3) and a number for an inclusion of the redundant moduli as in (4) (3) (4) Since , , the are computed as follows: (5) Which is the least significant bit (LSB) of any number . In order to compute the remaining s, the number is partitioned into four -bit blocks , , and where;
The first block (i.e. ) becomes necessary only when the redundant moduli is used, otherwise the first three blocks are sufficient for the computation. Which implies; (7) Therefore, (8) and, (9) And in a similar manner the redundant residues and will be computed as follows: 
Implementation
Equations (10) - (11) can further be simplified as (12) and, (13) Where; (14) and, (15) 
Architecture
The architecture for the computation of the residues is realised through (7) - (9) and (12) - (15) . It begins with an Operands Preparation Unit (OPPU) which prepares the operands by simply manipulating the routing of the bits of the number into the four blocks. Equations (14) and (15) involve the joining of bits which do not require any hardware. The computation of does not also require any hardware since it is the -bit least significant bit of the number . The rest of the process requires regular Carry Save Adders (CSAs) and regular Carry Propagate Adders (CPAs) which takes inputs from the CSAs. CSAs take in three inputs whilst the CPAs take in two inputs.
The schematic diagrams for the proposed forward converter is as follows; 
The Reverse Conversion Process
The Decoder is designed using the reverse convertor to convert from residues to decimal using the CRT according to equation (1) as follows;
Given any RNS number with a three residue combination , corresponding to any moduli , then the and the can be computed accordingly and then substituted into the CRT in equation (1) in order to get in binary.
Example 2: Given that the RNS number with respect to the moduli set in the order respectively, we have; ;
; and (16) And the multiplicative inverses are as follows:
Given the residue set corresponding to the selected first three moduli for and substituting (16) and (17) into (1), according to the CRT will be computed as;
Error Handling Mechanism
By employing the two redundant moduli and , any error in the residue set during transmission or archiving can be recovered. In RRNS, a number represented with an original moduli set (with m number of moduli) can still be represented with the original chosen moduli and redundant moduli ((q-m) number of redundant moduli). The redundancy in the system allows for the reconstruction of that number by using any v combinations of the moduli at the receiver and such RRNS (q, m) code has capability of simultaneously detecting s residue digit errors and correcting t random residue digit errors, if and only if t+s ≤ (q-m) [8] [9] , [11] [12] , [15] .
Example 3: The following example illustrates how a single error in the received residue digits is detected and corrected by employing the two redundant moduli. For , the two redundant moduli will become and 17; therefore, take .
Assume that the digit is in error, i.e. (2, 2, 2, 11, 16). According to CRT, the integer in the range (0, 60) can be recovered by invoking any three moduli and their corresponding residue digits, if no errors occurred in the received RNS representation.
Let us now attempt to recover the integer represented as (2, 2, 2, 11, 16) by considering all possible cases. Once all the possible combinations of three out of five residue digits are retained, it results in: where represents the recovered result by using moduli as well as their corresponding residue digits . Moreover, all these results were recovered from three moduli without including , that is from , , , and which are equal to 50.
Hence, we can conclude that the correct result is 50 and there was an error in , which can be corrected by computing .
RESULTS AND DISCUSSION
This scheme consists of a modified encoder and decoder pair with enhanced security, speed, and compression ratio. RNS is applied to the ASCII character with decimal representation X which is used in the compression and encryption process using the LZW-RNS proposed scheme. The encoder and decoder are then modified to detect and correct errors if they exist using RRNS.
Performance Analysis of the LZW and Proposed LZW-RNS 3-Moduli Error Scheme
The performance analysis of the LZW and proposed RNS-LZW algorithm is done on compression efficiency, security, execution speed, and fault tolerance.
MatLab Implementation of the Proposed Error Detection and Correction Scheme
The error detection and correction performance analysis is done using MatLab. Given the non-redundant moduli set and two redundant moduli resulting in the moduli set 29 to be used for the purposes of error detection and correction.
Example 4 illustrates how the error will be detected and corrected using MatLab Simulation.
Consider the word "Encoding" to be encoded and decoded using the LZW-RNS (3-moduli) scheme, and then detect and correct errors using RRNS as follows;
For n=3, we have the respective moduli {7, 8, 9, 61, 65}, resulting in respective residues for the word "Encoding"; res1 = ([6, 5, 1, 6, 2, 0, 5, 5]); res2 = ( [5, 6, 3, 7, 4, 1, 6, 7] Then, the missing moduli in the combination giving the most appearing message corresponding to position three (3) is modulo nine ( ). Hence, we find the residue of =4. We substitute the residue {4} into the last residue position of "res3" as ([6, 2, 0, 3, 1, 6, 2, 4]) instead of ([6, 2, 0, 3, 1, 6, 2, 5]). The message can thus be decoded correctly using the combination without the redundant moduli. Finally, the correct recovered word is "Encoding".
Security and Efficiency of the Proposed Scheme
The purpose of data compression is to reduce data size, enhance speed of transmission, enhance security as well as fault tolerance. The gain in this research in terms of security and efficiency include; the fast residue arithmetic computations, the challenge of having to know the moduli set before data can be hacked, and also having to have assess to the entire network before data can be decoded since data is either stored or transmitted in three bit stream secret order. The residual and compartmental transmission of data also enhances the data transfer speed.
CONCLUSIONS
In this paper, Residue Number System (RNS) has been applied to the Lempel-Ziv-Welch's (LZW) algorithm using the moduli set which results in an encoder and decoder pair. The decimal representations of the ASCII codes are converted to its residues in a process known as forward conversion and used in the encoding process. The encoded message is then transmitted in a three bit stream channels in a secret order.
The decoder pair receives, reorganise the secret order sent bit stream message and converts it back to the decimal representations through a process known as reverse conversion. The process continues with the proposed LZW-RNS scheme until the original message is acquired back. Two redundant moduli has been added resulting in the moduli set for the purposes of error detection and correction.
Finally, the research has led to the development of new efficient compression scheme as well as fault tolerant scheme using RNS and Redundant Residue Number System (RRNS) which performs efficiently than the traditional LZW compression algorithm and other related known state of the art schemes.
FUTURE RESEARCH WORK
The proposed system is efficient in terms of security, compression efficiency, and speed of execution, as well as fault tolerance than the traditional LZW compression algorithm. Further research is necessary to investigate the impact of moduli choice on the Lempel-Ziv-Welch's (LZW) algorithm in terms of security, and error detection and correction capabilities. 
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