Variance analysis for model updating with a finite element based subspace fitting approach by Gautier, Guillaume et al.
HAL Id: hal-01433175
https://hal.inria.fr/hal-01433175
Submitted on 12 Jan 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Variance analysis for model updating with a finite
element based subspace fitting approach
Guillaume Gautier, Laurent Mevel, Jean-Mathieu Mencik, Roger Serra,
Michael Döhler
To cite this version:
Guillaume Gautier, Laurent Mevel, Jean-Mathieu Mencik, Roger Serra, Michael Döhler. Variance
analysis for model updating with a finite element based subspace fitting approach. Mechanical Systems
and Signal Processing, Elsevier, 2017, 91, pp.142 - 156. ￿10.1016/j.ymssp.2017.01.006￿. ￿hal-01433175￿
Variance analysis for model updating with a finite element based subspace fitting
approach
Guillaume Gautiera,b,∗, Laurent Mevelb, Jean-Mathieu Mencikc, Roger Serrac, Michael D̈ohlerb
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Abstract
Recently, a subspace fitting approach has been proposed for vibration-based finite element model updating. The ap-
proach makes use of subspace-based system identification, where the extended observability matrix is estimated from
vibration measurements. Finite element model updating is performed by correlating the model-based observability
matrix with the estimated one, by using a single set of experim ntal data. Hence, the updated finite element model
only reflects this single test case. However, estimates fromvibration measurements are inherently exposed to uncer-
tainty due to unknown excitation, measurement noise and finite data length. In this paper, a covariance estimation
procedure for the updated model parameters is proposed, which propagates the data-related covariance to the updated
model parameters by considering a first-order sensitivity analysis. In particular, this propagation is performed through
each iteration step of the updating minimization problem, by taking into account the covariance between the updated
parameters and the data-related quantities. Simulated vibration signals are used to demonstrate the accuracy and
practicability of the derived expressions. Furthermore, an application is shown on experimental data of a beam.
Keywords: Stochastic system identification, Subspace fitting, Uncertainty bounds, Finite element model
1. Introduction
Linear system identification methods are of interest in mechanical engineering for modal analysis. Using output-
only vibration measurements from structures, OperationalModal Analysis (OMA) has been successfully used as
a complementary technique to the traditional ExperimentalModal Analysis (EMA) methods [1–3]. With methods
originating from stochastic system realization theory forlinear systems, estimates of the modal parameters of interest
(natural frequencies, damping ratios and observed mode shape ) can be obtained from vibration data. Among these
methods, the stochastic subspace identification (SSI) techniques [4, 5] identify the system matrices of a state-space
model, from which the modal parameters are retrieved. Subspace methods are well-suited for the vibration analysis
∗Corresponding author;Email address: guillaume.gautier@ifsttar.fr; Phone number: +33240845902
Preprint submitted to Mechanical Systems and Signal Processing January 12, 2017
of structures in operation, which is due to the fact that theyave excellent theoretical and computational properties,
for instance numerical efficiency and robustness, see e.g. [6, 7].
For any system identification method, the estimated parameters are afflicted with variance errors due to finite
data length, unknown excitation and measurement noise. Thevariance of the modal parameter estimates is a most
relevant information for assessing their accuracy. It depends on the chosen system identification algorithm. A practicl
approach for the variance estimation of modal parameters was developed in [8], where an estimated covariance on the
measurements is propagated to the desired parameters by consideri g a sensitivity analysis. The required sensitivities
are derived analytically through first-order perturbationtheory, from the data to the identified parameters, and are then
computed using the system identification estimates. In [9],the covariance computation scheme for the covariance-
driven subspace method (SSI-cov) has been developed, and in[10] a fast and memory efficient implementation of the
covariance computation for SSI-cov has been proposed.
The identification of modal parameters or, more generally, the system identification results of a structure in op-
eration find an important application in the calibration of anumerical model of the investigated structure. Finite
element (FE) models are used e.g. to verify design specifications, to assess stress fields in structures, to predict vibra-
tion levels under prescribed harmonic excitations, to detect abnormal structural behavior in the context of structural
health monitoring [11, 12], and so on. With model updating techniques, the parameters of the FE model are cal-
ibrated such that some model properties are close to the truly observed structural properties. Vibration-based FE
model updating techniques [13, 14] identify model parameters by minimizing a cost function involving the identi-
fied and model-based modal parameters (or derived variablesthereof). The involved experimental data are subject
to uncertainties. In a broad sense, these uncertainties canbe classified into two categories of aleatory (irreducible)
and epistemic (reducible) uncertainties [15]. Aleatory uncertainty may result from geometric dimension variability
due to manufacturing tolerances or inherent variability ofmaterials such as concrete, while epistemic uncertainty is
caused by lack of knowledge (e.g. due to finite number of data smples, undefined measurement noises, unknown
excitations, and so on). These uncertainties can be considered in two ways in model updating. First, the uncertainty of
the updated parameters can be evaluated based on the uncertainty of the experimental data. Second, the uncertainty of
the experimental data can be taken into account in stochastiupdating techniques as suggested in [12]. In this paper,
we consider the first way.
While many FE updating methods analyze the impact of aleatorys ructural uncertainties on the updated parameters
(see for instance [16]), we consider the problem of evaluating he uncertainty of the updated FE parameters that
result from the uncertainty when estimating parameters from vibration measurements. This statistical uncertainty
falls into the category of epistemic uncertainties since itreduces as the number of measurements increases. We
consider a recently proposed subspace fitting (SF) approachf r FE model updating [17], which is a deterministic
approach closely linked to subspace identification [18]. Inthis framework, the model parameters of a coarse FE
mesh are updated in a minimization problem that consists in correlating a FE-based extended observability matrix
with an experimental one that is identified from SSI-cov. Since the experimental observability matrix is estimated
2
from measured vibration data, it is afflicted with uncertainty. In this paper, we propose a covariance analysis of the
structural parameters obtained from the SF approach takinginto account this uncertainty. The identified observability
matrix and its covariance are estimated with SSI-cov [9, 10]and propagated to the updated FE parameters by means
of a sensitivity analysis. The expressions of the covariances of the FE parameters are an original contribution of the
present paper. In particular, we show how the covariance originating from the vibration data is propagated through
the iterations of the minimization problem for the solutionf the FE parameters, taking into account the covariance
between the parameter estimate in each iteration and the data-rel ed quantities. The derived expressions are validated
through Monte Carlo simulations. Notice that the covariance estimation from multiple datasets as in Monte Carlo
simulations is computationally much more demanding [19], compared to the covariance estimation from a single
dataset as in the proposed approach. Also, an application ofthe approach on a lab experiment is reported.
The paper is organized as follows. In Section 2, the theoretical framework of the FE-based SF method is presented.
The covariance expressions of the updated FE model parameters are derived in Section 3. In Section 4, the covariance
estimation procedure is illustrated regarding the vibration data issued from a numerical model of a beam. Results
are validated with standard deviations obtained from Monte-Carlo simulations. Finally, in Section 5, the proposed
method is applied to model updating using experimental dataof a beam.
2. SF method for model updating
Model updating has the purpose to calibrate the parameters of a FE model such that some model properties are
close to the truly observed structural properties. In the proposed SF method, the considered quantity for calibration is
the extended observability matrixO of the underlying linear system. The main idea is to correlate – in a least squares
sense – the matrix̂O obtained from experimental data with the matrixOh(θh) issued from a FE model of the structure,
whereθh ∈ Rnh is the vector of structural parameters of the FE model to be updated.
In this section, the subspace identification method is introduced to obtainÔ from experimental data, and the SF
method, based on̂O andOh(θh) for updating the vector of parametersθh is presented.
2.1. Stochastic subspace identification
The vibration behavior of a linear elastic structure, whichis observed at some sensor positions, can be described
through the following equations [1]











Mq̈(t) + γq̇(t) + Kq (t) = v(t),
y(t) = Hdq(t) + Hvq̇(t) + Hdq̈(t) + w(t),
(1)
whereM ∈ Rn×n, K ∈ Rn×n andγ ∈ Rn×n are, respectively, the mass, stiffness and viscous dampingmatrices,t denotes
continuous time,q ∈ Rn is the vector of displacements, andis the number of degrees of freedom (DOFs). Boolean
matricesHd, Hv andHa ∈Rr×n localize the DOFs at which displacements, velocities and accelerations are measured in
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the vectory ∈Rr . Finally,v ∈Rn andw ∈Rr are white noise vectors of unmeasured excitation forces andmeasurement
noise, respectively.
Sampling system (1) at discrete time instantst = kτ, whereτ is the sampling rate, leads to the discrete-time linear
time-invariant (LTI) state-space model











xk+1 = Axk + vk,
yk = Cxk + wk,
(2)
wherexk = [q(kτ)T q̇(kτ)T ]T ∈ R2n is the state vector,yk ∈ Rr is the vector of measurement outputs. Also,A ∈ R2n×2n
andC ∈ Rr×2n are state transition and output matrices, respectively, expressed by
A = exp




















0 In
−M−1K −M−1γ










τ










, C =
[
Hd − HaM−1K | Hv − HaM−1γ
]
. (3)
The vectorsvk ∈ R2n andwk ∈ Rr are zero-mean white noise, i.e.,E[vk] = 0 andE[wk] = 0, with covariance matrices
[4]
E




















wp
vp










(
wq vq
)










=










Q S
ST R










δpq, (4)
whereδpq is the Kronecker delta. The stochastic process (2) is assumed to be stationary, i.e.,E[xk+1xTk ] = Σ whereΣ
∈ R2n×2n does not depend on timek, with zero mean, i.e.,E[xk] = 0. Also,vk andwk are assumed to be independent
on the actual state, i.e.,E[xkvTk ] = 0 andE[xkw
T
k ] = 0.
Define the output covariance matrixRi ∈ Rr×r as
Ri = E[yk+iyTk ], (5)
and the state-output covariance matrixG ∈ R2n×r as
G = E[xk+1yTk ]. (6)
The output covariance matricesRi can be stacked into a block Hankel matrixH ∈R(p+1)r×qr, wherep andq are chosen
such thatmin(pr,qr) ≥ 2n, as follows
H =


























R1 R2 . . . Rq
R2 R3 . . . Rq+1
...
...
. . .
...
Rp+1 Rp+2 . . . Rp+q


























. (7)
The Hankel matrixH has the factorization property [20]
H = OC, (8)
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whereO ∈ R(p+1)r×2n andC ∈ R2n×qr are the extended observability matrix and controllabilitymatrix, respectively,
which are given by
O =


























C
CA
...
CAp


























, C =
[
G AG . . . Aq−1G
]
. (9)
Notice that the matrixO is full column rank [4, 17]. Within the SSI framework [5], an estimateĤ of the output
Hankel matrixH can be built fromN + p+ q measurements as
Ĥ =
1
N
Y+(Y−)T , (10)
where
Y− =


























yq yq+1 . . . yN+q−1
yq−1 yq . . . yN+q−2
...
...
. . .
...
y1 y2 . . . yN


























, Y+ =


























yq+1 yq+2 . . . yN+q
yq+2 yq+3 . . . yN+q+1
...
...
. . .
...
yq+p+1 yq+p+2 . . . yN+p+q


























. (11)
From (8), it can be readily proved thatH andO share the same column space. Hence, an estimateÔ of the extended
observability matrix can be obtained from a Singular Value Decomposition (SVD) ofĤ and its truncation at the order
2n
Ĥ = U∆VT =
[
U1 U0
]










∆1 0
0 ∆0




















VT1
VT0










≈ U1∆1VT1 , (12)
and thus
Ô = U1, (13)
where∆1 is the diagonal matrix of the 2n dominant singular values of̂H , andU1 ∈ R(p+1)r×2n is the related matrix
of left singular vectors. While estimates (Ĉ, Â) of the system matrices and subsequently the modal parameters are
obtained fromÔ in subspace identification, the SF approach requires only the matrixÔ in the following.
Remark 1. The LTI state-space system(2) is defined up to a change of basis. Hence, for any invertible transformation
matrix T, the matrix systems defined by(C,A) or (CT,T−1AT ) are equivalent and share the same modal parameters
(eigenfrequencies, observed mode shapes and modal dampings), with respective observability matricesO or OT.
Thus, any of these state-space systems may be considered. Notice however that the true transformation matrixT —
i.e., the one which is considered to express the estimate ofO in (13) in the basis corresponding to(3) — is unknown.
In other words, there exists an unknown matrixT such thatÔT is an estimate ofO in (9).
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2.2. FE-based SF method
In many applications, a numerical FE model is available thatapproximates the vibration behavior of a structure
whose dynamic equilibrium equation is provided by (1)–(2).This model yields an analogous equation of motion











Mhq̈h(t) + γhq̇h(t) + Khqh(t) = vh(t),
y(t) = Hhdq
h(t) + Hhvq̇
h(t) + Hhdq̈
h(t) + wh(t),
(14)
whereMh ∈ Rn×n, Kh ∈ Rn×n andγh ∈ Rn×n are, respectively, the mass, stiffness and viscous dampingmatrices which
are issued from the FE modeling of the structure, and the other variables being analogously defined as in (1). The
matricesMh, Kh andγh depend on a vectorθh = [θh1 θ
h
2 · · · θ
h
nh]
T ∈ Rnh, which contains the structural parameters that
will be updated.
Similarly as in the previous section, sampling (14) at rateτ l ads to a discrete-time state-space model as in (2)
with the system matrices
Ah = exp




















0 In
−(Mh)−1Kh −(Mh)−1γh










τ










, Ch =
[
Hhd − H
h
a(M
h)−1Kh | Hhv − H
h
a(M
h)−1γh
]
, (15)
which depend on the parameters{θhj } j . Also, the related extended observability matrix is expressed by
Oh(θh) =


























Ch
ChAh
...
Ch(Ah)p


























. (16)
Outputs yk
Inputs vk
Finite element mesh
Figure 1: Vibrating structure (left) and corresponding FE mesh discretization (right).
When the assumed FE model fits the experimental data perfectly, the extended observability matricesOh(θh)
issued from the FE model and̂O estimated from experimental data are equal up to a change of basis (see Remark 1),
i.e.Oh(θh) = ÔT for some matrixT. Then, both matrices share the same column space. However, this is hardly the
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case in practice and the vector of parametersθh needs to be adjusted to satisfy this condition. The key idea behind SF
is to adjust the respective subspace defined byOh(θh) such that
θh = argmin||Oh(θh) − ÔT||2F , (17)
where|| · ||F denotes the Frobenius norm.
Assume that the matrixOh depends on a few parametersθh. This leads to a minimization problem whose resolution
does not require excessive computational times.
The first step in solving this minimization problem is to express the unknown matrixT. It is easy to see that
T = Ô†Oh(θh) (18)
is the minimum-norm solution of the linear least squares problem (17) for fixedθh, whereÔ† is the Moore-Penrose
pseudoinverse of̂O. By replacing the expression ofT in the original problem (17), the minimization problem takes
the following form [21]
θh = argmin||(I (p+1)r − ÔÔ†)Oh(θh)||2F . (19)
Using vector notations with the column stacking vectorization operator vec{·}, the minimization problem turns out to
be
θh = argmin||r ||22, (20)
wherer ∈ R2(p+1)rn has the meaning of a residual vector, defined as
r =
[
I2n ⊗ (I (p+1)r − ÔÔ†)
]
vec
{
Oh(θh)
}
, (21)
and || · ||2 is the Euclidean vector norm. One of the most popular and effective algorithms for solving least squares
problems like (20) is the Gauss-Newton method [22]. The method is based on a second-order expansion of the
objective function||r ||22 about some approximated values of the parametersθ
h, and iteration steps so as to find the
local extrema of||r ||22. Assuming an initial deterministic parameter valueθ
h
0, thek−th iteration of the Gauss-Newton
algorithm can be written as
θhk = θ
h
k−1 − J
†
r kr k (22)
for k ≥ 1, whereθhk = [θ
h
1,k · · · θ
h
nh,k
]T andθhk−1 = [θ
h
1,k−1 · · · θ
h
nh,k−1
]T are the vectors of structural parameters identified
at iterationsk andk− 1of the Gauss-Newton algorithm, respectively. Also,r k is the residual vector at iterationk
r k =
[
I2n ⊗ (I (p+1)r − ÔÔ†)
]
vec
{
Oh(θhk−1)
}
,
J
†
r k is the Moore-Penrose pseudoinverse of the Jacobian matrixJr k ∈ R
2(p+1)rn×nh, namely the derivative ofr k with
respect to the approximated values ofθh
Jr k =
[
I2n ⊗ (I (p+1)r − ÔÔ†)
]
JOh,θhk−1
. (23)
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In (22),JOh,θhk−1 is given by
JOh,θhk−1
=
[
∂vec{Oh(θh)}
∂θh1
. . .
∂vec{Oh(θh)}
∂θhnh
]
∣
∣
∣
∣θh=θhk−1
. (24)
A simple way to calculate∂vec{O
h(θh)}
∂θhj
∣
∣
∣
∣θh=θhk−1
is by numerical differentiation using the central differenc theorem [23]
∂vec{Oh(θh)}
∂θhj
∣
∣
∣
∣θh=θhk−1
=
1
2δθhj,k−1
[
vec
{
Oh(θhk−1 + δ jθ
h
k−1)
}
− vec
{
Oh(θhk−1 − δ jθ
h
k−1)
}]
, (25)
whereδ jθ
h
k−1 ∈ R
nh is a vector whose components are zero, except for thej−th component which is equal toδθhj,k−1.
2.3. Mode-based approach
Notice that the computation of the minimization problem canbe cumbersome even though a reduced set of pa-
rametersθh is involved, which is explained by the fact that the size of the matrixOh(θh) is usually large. To solve this
issue, a model reduction technique is employed which makes us of the concept of reduced mode expansion. In this
framework, the vector of nodal displacementsqh of the FE mesh of the structure is expressed in terms of mode shape
vectors{φhj } j . These are solutions of the following generalized eigenproblem
Khφhj = (ω
h
j )
2Mhφhj , (26)
where{ωhj } j are to be understood as the eigenpulsations of the vibratingstructure. The reduced mode expansion hence
consists in expressing the vector of nodal displacementsqh u ing a reduced set of mode shape vectors{φ̃
h
j } j=1···nr which
is extracted from the full set{φhj } j=1,··· ,n, i.e.,{φ̃
h
j } j=1,··· ,nr ⊂ {φ
h
j } j=1,··· ,n wherenr ≪ n. The reduced mode expansion is
expressed as follows
qh(t) ≈
nr
∑
j=1
φ̃
h
j q̃
h
j (t) = Φ̃
h
q̃h(t), (27)
where{q̃hj } j have the meaning of generalized coordinates; also,Φ̃
h
andq̃h(t) are expressed as̃Φ
h
= [φ̃
h
1 · · · φ̃
h
nr ] and
q̃h(t) = [q̃h1(t) · · · q̃
h
nr (t)]
T . As a result, a reduced extended observability matrixÕh(θ̃
h
), having a size of (p+ 1)r × 2nr ,
can be expressed as
Õh(θ̃
h
) =


























C̃h
C̃hÃh
...
C̃h(Ãh)p


























, (28)
whereÃh andC̃h are matrices whose determination involves projecting the second-order differential equation (14)
onto the reduced basis{φ̃
h
j } j through Galerkin procedure. This is done by left multiplying this equation by (̃Φ
h
)T
and invoking the orthogonality properties of the mode shapevectors — i.e., (̃Φ
h
)TMhΦ̃
h
= I and (Φ̃
h
)TKhΦ̃
h
=
diag{(ω̃hj )
2} j — as well as the fact that the matrix (Φ̃
h
)TγhΦ̃
h
is assumed to be diagonal. As a result, one has
¨̃qh(t) + diag{2ξ̃hj ω̃
h
j } j
˙̃qh(t) + diag{(ω̃hj )
2} j q̃h(t) = ṽh(t), (29)
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where the parameters{ξ̃hj } j denote modal damping ratios. Expressions of the matricesÃ
h andC̃h in the corresponding
discrete-time state-space model follow as
Ãh = exp




















0 I
−diag{(ω̃ j h)2} j −diag{2ξ̃hj ω̃
h
j } j










τ










, C̃h =
[
HhdΦ̃
h
− HhaΦ̃
h
diag{(ω̃hj )
2} j | HhvΦ̃
h
− HhaΦ̃
h
diag{2ξ̃hj ω̃
h
j } j
]
.
(30)
By considering Eqs. (16) and (28), the minimization probleminvolving the reduced extended observability matrix
Õh(θh) can be expressed as
θ̃
h
= argmin||r̃ ||22, (31)
where
r̃ =
[
I2nr ⊗ (I (p+1)r − ÔÔ
†)
]
vec
{
Õh(θ̃
h
)
}
. (32)
Similarly as in (22), the Gauss-Newton iteration is defined as
θ̃
h
k = θ̃
h
k−1 − J
†
r̃ k
r̃ k, (33)
where the residual̃r k writes as
r̃ k =
[
I2nr ⊗ (I (p+1)r − ÔÔ
†)
]
vec
{
Õh(θ̃
h
k−1)
}
. (34)
It is understood that the parametersθ̃
h
are almost equal to those involved in the original minimization problem (20),
i.e.,θ̃
h
≈ θh. For simplicity of notation, onlyθh instead of̃θ
h
is used in the following, neglecting the tilde sign.
3. Uncertainty quantification
Analyzing the statistical uncertainty of identified parameters is mandatory to assess the quality of the estimates
from the data. When estimated from a finite number of data samples, not the “true” parameters of the system are
obtained, but estimates that are naturally subject to variance errors depending on the data and the estimation method,
due to unknown noise inputs, measurement noise and finite data length.
A variance analysis of the system matrices obtained from stochastic subspace identification has been made in
[9, 10] by computing a sample covariance that is closely linked to the measurements and propagating it to the system
matrices through a sensitivity analysis. In this section, the variance analysis of the updated structural parameters from
the FE-based SF method of the previous section is made.
The following notation is used. LetY be a matrix-valued function of̂X. Expression of its covariance follows from
a Taylor approximation
vec{Y(X̂)} ≈ vec{Y(X)} +JY,Xvec{X̂ − X} ⇒ cov(Y(X̂)) ≈ JY,XΣ̂XJ
T
Y,X, (35)
whereJY,X is the sensitivity matrix, defined byJY,X = ∂vec{Y(X)}/∂vec{X}. A consistent estimate is obtained by
replacing, in the sensitivity matrix, the theoretical variablesX with consistent estimateŝX issued from data. Using
9
delta notation, theoretical first-order perturbations aredefined, yielding
vec{∆Y} = JY,Xvec{∆X}. (36)
Using this relationship, a perturbation∆Ĥ of the Hankel matrixĤ is propagated towards the observability matrix
Ô and ultimately the structural parameters through the Gauss-Newton algorithm to obtain the respective sensitivity
matrices. Together with a sample covarianceΣ̂H of the Hankel matrix, which can be easily computed on the mea-
surements, the covariance of the structural parameters is obtained through (35). Since the output-covariances of the
data and the Hankel matrix estimate are asymptotically Gaussi n (forN → ∞) [24], the statistical delta method en-
sures that each variable in the computation chain – down to the desired structural parameters – is also asymptotically
Gaussian [25], and that the respective covariance estimatein Eq. (35) is exact forN→ ∞.
The expressions of the covariances of the Hankel matrix and observability matrix have been derived in past works
[8, 9] and are recalled here for the sake of clarity.
3.1. Covariance of the Hankel matrix
The derivation of an estimate of the covariance of the Hankelmatrix, namelyΣ̂H , is achieved by splitting the data
matricesY+ andY− in (11) intonb blocks, as follows
Y+ =
[
Y+1 Y
+
2 . . . Y
+
nb
]
, Y− =
[
Y−1 Y
−
2 . . . Y
−
nb
]
. (37)
For each pair of sub-matrices (Y+j ,Y
−
j ), the corresponding Hankel matrix̂H j can be estimated as in Eq. (10) as
Ĥ j =
1
Nb
Y+j (Y
−
j )
T , (38)
whereNb = N/nb. As a result,Ĥ = (1/nb)
∑nb
j=1 Ĥ j and the estimatêΣH is given by
Σ̂H =
1
nb(nb − 1)
nb
∑
j=1
(
vec{Ĥ j} − vec{Ĥ}
) (
vec{Ĥ j} − vec{Ĥ}
)T
. (39)
3.2. Covariance of the observability matrix
A perturbation∆H of the Hankel matrix is propagated towards the observability matrix. In order to obtain∆Ô
from an estimate ofO (see Eq. (13)), the sensitivities of the left singular vectors U1 (see Eq. (13)) are to be derived,
as follows [10]
vec{∆U1} = JU1,H vec{∆Ĥ} =


















B1C1
...
B2nC2n


















vec{∆Ĥ}, (40)
where
Bi =










I (p+1)r +
Ĥ
σi
Di










ĤT
σi
−










0qr−1,(p+1)r
uTi




















∣
∣
∣
∣
∣
∣
∣
∣
Ĥ
σi
Di










, Di =










Iqr +










0qr−1,(p+1)r
2vTi










−
ĤTĤ
σ2i










−1
(41)
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and
Ci =
1
σi










(I (p+1)r − uiuTi )(v
T
i ⊗ I (p+1)r )
(Iqr − vivTi )(Iqr ⊗ u
T
i )










, (42)
whereui andvi stand for thei−th left and right singular vectors, respectively. Then, an estimate of the covariance
matrix of Ô can be derived from (35) as
Σ̂O = JU1,H Σ̂HJ
T
U1,H
. (43)
3.3. Covariance matrix of the structural parameters
The purpose of the present section is to link the parameter perturbation∆θhk with the perturbation of the observ-
ability matrix. The main result is that
∆θhk =Mkvec{∆Ô}, (44)
whereMk ∈ Rnh×2n(p+1)r . It is defined iteratively by
Mk =Mk−1 − (r̃Tk ⊗ Inh)LkNk − J
†
r̃ k
Qk (45)
whereM0 = 0nh,2n(p+1)r , while matricesLk, Nk andQk will be detailed in the following. Hence, an estimate of the
covariance matrix ofθhk is given by
Σ̂θhk
=MkΣ̂OM
T
k , (46)
whereΣ̂θhk is the parameter covariance matrix for thek−th iteration.
In a constructive proof, relation (44) is derived by induction. Obviously, (44) holds fork = 0, since∆θh0 = 0nh due
to the deterministic nature of the initial value. Then, for afixed k with k ≥ 1, assume that (44) holds fork− 1, i.e.
∆θhk−1 =Mk−1vec{∆Ô}, (47)
and the relation (44) fork is proved as follows.
The starting point is to consider a perturbation on the iteration θhk = θ
h
k−1 − J
†
r̃ k
r̃ k in (33). Separating zeroth- and
first-order terms and using the fact that vec{AB} = (BT ⊗ Ia)vec{A} for any matricesA ∈ Ra×b andB ∈ Rb×c [26], this
yields
∆θhk = ∆θ
h
k−1 − (r̃
T
k ⊗ Inh)vec{∆J
†
r̃ k
} − J
†
r̃ k
∆r̃ k. (48)
From Appendix B, both vectors vec{∆J†r̃ k} and∆r̃ k can be written in terms of vec{∆Ô} as
vec{∆J†r̃ k} = LkNkvec{∆Ô}, (49)
∆r̃ k = Qkvec{∆Ô}, (50)
where
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• Following the calculations in Appendix B withX = Õh(θhk−1) andY = r̃ k, Qk is expressed by
Qk = −
[
(
Ô†Õh(θhk−1)
)T
⊗ I (p+1)r
]
−
[
(
Õh(θhk−1)
)T
⊗ Ô
]
K +
[
I2nr ⊗ (I (p+1)r − ÔÔ
†)
]
JÕh,θhk−1
Mk−1, (51)
whereJÕh,θhk−1 is defined as in (24) and matrixK satisfies vec{∆Ô
†} = Kvec{∆Ô} with
K = {−[(ÔÔ†)T ⊗ (ÔTÔ)−1] + [I (p+1)r ⊗ (ÔTÔ)−1]}P(p+1)r,2n − [(Ô†)T ⊗ Ô†] (52)
following from Appendix A with permutation matrixP(p+1)r,2n defined in (A.3).
• Matrix Lk satisfies vec{∆J
†
r̃ k
} = Lkvec{∆Jr̃ k} with
Lk = {−[(Jr̃ kJ
†
r̃ k
)T ⊗ (JTr̃ kJr̃ k)
−1] + [I2(p+1)rnr ⊗ (J
T
r̃ kJr̃ k)
−1]}P2(p+1)rnr ,nh − [(J
†
r̃ k
)T ⊗ J†r̃ k] (53)
following from Appendix A.
• Matrix Nk satisfies vec{∆Jr̃ k} = Nkvec{∆Ô} with
Nk =


























N1,k
N2,k
...
Nnh,k


























, (54)
whereN j,k is derived from Appendix B withX = J∗
Õh,θhj,k−1
, whereJ∗
Õh,θhj,k−1
∈ R(p+1)r×2nr is such that vec{J∗
Õh,θhj,k−1
} =
JÕh,θhj,k−1
, andY =
[
I2nr ⊗ (I (p+1)r − ÔÔ
†)
]
JÕh,θhj,k−1
being thej−th column ofJr̃ k as in (23). It follows
N j,k = −
[
(
Ô†J∗
Õh,θhj,k−1
)T
⊗ I (p+1)r
]
−
[
(
J∗
Õh,θhj,k−1
)T
⊗ Ô
]
K +
[
I2nr ⊗ (I (p+1)r − ÔÔ
†)
]
JJ∗
Õh,θhj,k−1
,θhk−1
Mk−1. (55)
Matrix JJ∗
Õh,θhj,k−1
,θhk−1
satisfies vec{∆J∗
Õh,θhj,k−1
} = JJ∗
Õh,θhj,k−1
,θhk−1
vec{∆θhk−1} and is obtained by numerical differentia-
tion similar to (25).
Finally, introducing Eqs. (47), (49) and (50) into Eq. (48) proves the assertion for the perturbation on the parameter
at iterationk in (44) withMk defined as in Eq. (45). The estimate of the covariance matrix of the structural parameters
Σ̂θhk
(see Eq. (46)) can thus be obtained for thek−th iteration of the Gauss-Newton algorithm.
4. Numerical validation
4.1. Introduction
The proposed approach is used to estimate the variances of some mechanical parameters of a vibrating cantilever
beam whose measurement data result from a fine FE mesh with known characteristics, see Figure 2. The character-
istics of the beam are: length of 1m, cross-section of 0. 249m× 0.0053m, Young’s modulus of 200GPa, density of
12
7,850kg/m3 and Poisson’s ratio of 0.3. The damping matrix is defined so thatγ = M + 10−6K , whereM andK are
the mass and stiffness matrices of the beam. The reference FEmesh is composed of 3D tetrahedral elements with
three DOFs per node and contains 5,505 DOFs, see Figure 2. The eigenfrequencies of the 3D FE beamare reported in
Table 1. The output data (vectoryk) refer to the transverse displacement of the structure which is recorded by means
Figure 2: 3D FE model of the beam.
of one displacement sensor located at 1m from the clamped end. The sampling frequency used for measuring these
data is 1,280Hz and the number of samples isN = 12,800. A Gaussian random noise is added to the output with a
signal to noise ratio of 20dB.
3D beam 1D beam
E = 160GPa E= 200.21GPa
Mode f [Hz] f [Hz] Err [%] f [Hz] Err [%]
1 4.3293 3.8653 10.72 4.3238 0.13
2 27.1280 24.2241 10.70 27.0975 0.11
3 75.9513 67.8433 10.66 75.8907 0.08
4 148.8102 133.0385 10.60 148.8193 0.01
5 245.9611 220.2667 10.45 246.3943 0.18
6 367.3624 329.9845 10.17 369.1267 0.48
7 512.9839 462.9843 9.75 517.9027 0.96
Table 1: Comparison between the eigenfrequencies of the 3D FEbeam and those of the updated 1D model.
4.2. Young’s modulus updating and standard deviation estimation
The FE-based SF approach and uncertainties quantification are i vestigated. In this framework, a coarse FE mesh
based on the Euler-Bernoulli beam theory is considered as shown in Figure 3. This mesh is made up of 10 Euler-
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Bernoulli beam elements of same length with six DOFs per node. As a result, this coarse FE mesh containsn = 60
DOFs, which appears to be small compared to the number of DOFsused to discretize the 3D structure. The number
of DOFs involved can be further reduced by considering the model reduction strategy depicted in Section 2.3. In this
framework, a reduced number of modes are used to describe thedynamic behavior of the 1D beam. The manner by
which these modes are selected follows from the procedure explained in [27], which yieldsnr = 7 modes.
z
y
x
w
v
u
L = 1m
Figure 3: Coarse 1D FE mesh of the beam
The issue here consists in updating the Young’s modulus – namely, E – of the coarse 1D FE model, which is
assumed to be unknown. This yields a single-parameter SF minimization problem, as follows
E = argmin||r̃ ||22 where r̃ =
[
I2nr ⊗ (I (p+1)r − ÔÔ
†)
]
vec
{
Õh(E)
}
, (56)
whereOh is the observability matrix issued from the 1D FE model of thebeam (Figure 3). To solve Eq. (56), the
algorithm procedure depicted in Section 2 can be easily imple ented using MATLABR© wherep = 50 and 2nr = 14.
In order to validate the proposed method, a comparison is made with Monte-Carlo simulations [28], where a large
numberne of output-only datasets are generated from random excitation. For each dataset, the parameterE(i) (i =
1, ...,ne), is computed with the SF approach, see Section 2. From the seof identified parameters, the sample standard
deviation can be directly evaluated. Monte-Carlo simulation is the most accurate method but is computationally
expensive, i.e., it can be impracticable for experimental applications. Hence, a set ofne = 1,000 output signals are
obtained by applying random state and input noises to the 3D FE beam. The minimization problem (56) is solved for
each set of output signals, leading to 1,000 values of the Young’s modulus.
The sample mean of the updated values of the Young’s modulus in the Monte-Carlo simulations – namelyE =
1/ne
∑ne
i=1 E
(i) –, which results from an initial valueE = 160GPa, is found to beE = 200.21GPaafter 20 iterations as
shown in Figure 4. The eigenfrequencies of the 1D beam, whichresult from the initial and updated Young’s modulus,
are reported in Table 1 and compared with those of the referenc 3D model.
From the uncertainty quantification method described in Section 3, the standard deviation of Young’s modulus for
each dataset can be estimated by
σE
(i)
∆,S F =
√
Σ̂E(i) , (57)
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Figure 4: Young’s modulus distribution obtained from Monte-Carlo simulations.
whereΣ̂E(i) is the estimate of the variance of the Young’s modulus estimated from dataseti, see Eq. (46). It is evaluated
by using the procedure explained in Section 3, wherenb = 100, and its mean is found to beσE∆,S F = 0.53GPaat the
last iteration of the Gauss-Newton procedure. This value should be close to the sample standard deviation of the
Young’s modulus obtained from the Monte-Carlo simulations, which is given by
σEMC,S F =
√
1
ne − 1
ne
∑
i=1
(E(i) − E)2, (58)
and is found to beσEMC,S F = 0.61GPa. Indeed, this value is close to the estimated standard deviation with the proposed
method. The difference may be explained by the approximation of the covariance estimation in (35), which is getting
more precise when the number of samplesN in the datasets increases. In fact,N = 12,800 for a sampling frequency
of 1,280Hz may be relatively low for convergence.
The distribution of the estimated standard deviations of the Young’s modulus in (57) is displayed in Figure 5. The
sample standard deviation of the estimated standard deviations can be computed from the Monte-Carlo simulations
and is found to beσσE
∆,S F
= 0.13GPa. This represents about 25% of the estimated standard deviation. In other words,
the estimation error on the standard deviation from a singledataset is about 25%, which is a reasonable value for a
second-order statistic.
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Figure 5: Distribution of the variance of the Young’s modulus.
Furthermore, considering thatE is the only unknown parameter of the FE model, the standard deviations of the
eigenfrequencies — namely,f j — can be obtained from the estimate of the variance of the Young’s modulus as (see
Eq. (36))
Σ̂ f j = J f j ,EΣ̂EJ
T
f j ,E
, (59)
where
J f j ,E =
∂ f j
∂E
. (60)
Their means are displayed in Table 2. In comparison, the sample standard deviations of the eigenfrequencies can be
obtained from the Monte-Carlo simulations as
σ
f j
MC,S F =
√
1
ne − 1
ne
∑
i=1
( f (i)j − f j)
2, f j =
1
ne
ne
∑
j=1
f (i)j . (61)
They are reported in Table 2. It can be seen that the uncertainty bounds obtained from the proposed approach are close
to those provided by Monte-Carlo simulations, as expected.
Notice that the mean of the CPU time involved to solve the minization problem (56) and to calculate the estimate
of the standard deviation of the Young’s modulus is 16.25s, which appears to be quite reasonable. Within the Monte
16
Carlo framework, the CPU time involved to solve the 1,000 minimization problems is 16,942s, which is significantly
higher than that of the proposed approach.
mode frequency [Hz] σ f
(i)
∆,S F σ
f (i)
MC,S F
1 4.3238 0.0058 0.0066
2 27.0975 0.0361 0.0416
3 75.8907 0.1011 0.1165
4 148.8193 0.1983 0.2285
5 246.3943 0.3283 0.3783
6 369.1267 0.4918 0.5668
7 517.9027 0.6900 0.7952
Table 2: Standard deviation of the eigenfrequencies.
Figure 6: Experimental set-up of the beam.
17
5. Experimental application
An application on a real experimental beam is carried out to investigate further the accuracy of the uncertainty
estimation. The experimental structure is shown in Figure 6, with dimensions which are similar to those depicted in
Section 4. The density, Poisson’s ratio and damping of the structure are supposed to be known. The excitation is a
random noise which is generated by a shaker located at 3.5cm from the clamped end. The output data are recorded
through a mono-axial accelerometer located on the free end of the beam.
Output data are sampled at a rate of 32,768Hz. The number of samples is set to beN = 496,000, which results
in a measurement time of approximately 15s. Afterwards, the data are filtered with a low-pass filter witha cut-off
frequency of 300Hz and resampled at 512Hz, which reduced the number of samples toN = 7750. The pre-processed
data are used to update the Young’s modulus of the 1D FE beam (see Figure 3), which is unknown. The parameters
used in the updating procedure arep = 20,n = 8 andnb = 100.
As a whole, 70 runs are conducted in order to estimate 70 values of the Young’s modulus by means of the proposed
approach. The mean of the updated values of the Young’s modulus, which results from an initial guessE = 160GPa,
is found to beE = 188.50GPaafter 30 iterations as shown in Figure 7. The mean of the standard eviation is found
to beσE
∆,S F = 0.13GPa.
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Figure 7: Overview of the iterative updating procedure, rega ding the Young’s modulus of the experimental beam.
Again, the Monte-Carlo procedure is carried out in order to validate the proposed approach. The sample standard
deviation of the Young’s modulus is computed from the 70 estima ons and it is found to beσEMC,S F = 0.15GPa, see
Figure 8. As expected, this value appears to be closely linked with the standard deviation issued from the proposed
approach.
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Figure 8: Young’s modulus distribution obtained from Monte-Carlo simulations.
6. Concluding remarks
In this paper, a theoretical framework has been proposed to quantify the variance in a SF model updating proce-
dure. In this framework, a strategy has been proposed to calculate covariance estimates when updating the parameters
of a FE model from measurement data. The proposed method has been successfully validated through Monte Carlo
experiments conducted on numerical and experimental beams. It has been shown that the variance estimates result-
ing from the proposed method are in good agreement with thoseresulting from sample statistics of the Monte Carlo
procedure.
Variance estimation procedures have already been developed f r subspace methods. Such works only addressed
the simpler case of global system identification algorithms. In the current paper, first variance results were obtained
for the case of iterative optimization algorithms. It is a promising approach that could be applied to other algorithms
based on Gauss-Newton optimizations such as maximum likelihood approaches.
Every uncertainty quantification scheme aims at obtaining uncertainty information based on prior information and
collected measurements. In a Bayesian model updating scheme as e.g. outlined in [12], the prior information, i.e. the
non-calibrated FE model parameters, are considered to be random variables with a given probability distribution, and
the final uncertainty is derived in a likelihood framework based on the Bayes formula in a direct computation. In
the proposed approach, only the uncertainty related to the measurement data is considered, which does not require
prior information about the FE parameters as in the Bayesianframework. The estimated parameters issued from SSI
methods follow an asymptotically Gaussian distribution [29], leading to an asymptotically Gaussian distribution of
the updated FE model parameters. Then, a prior Gaussian distribution of the initial FE model parameters could easily
be incorporated in the proposed approach.
19
The impact of uncertainties still constitutes an open and tough challenge in FE model updating. Future works may
involve incorporating the parameter covariance matrix, ateach iteration of the FE-based SF identification algorithm,
in order to regularize the procedure.
Appendix A. Vectorization of Moore-Penrose pseudoinverse matrix perturbation
Consider a matrixX ∈ Ra×b which is assumed to be full column rank. Then the Moore-Penrose pseudoinverseX†
of X is expressed as
X† =
(
XTX
)−1
XT . (A.1)
The first-order perturbation ofX† writes
∆X† = ∆
[
(
XTX
)−1
]
XT +
(
XTX
)−1
∆XT
= −(XTX)−1∆XTXX † − X†∆XX † + (XTX)−1∆XT ,
using the relation∆[Y−1] = −Y−1∆[Y]Y−1 for invertible matrixY = XTX. Then, the vectorization of∆X† is obtained
as
vec{∆X†} = −[(XX †)T ⊗ (XTX)−1]vec{∆XT} − [(X†)T ⊗ X†]vec{∆X} + [Ia ⊗ (XTX)−1]vec{∆XT} (A.2)
Define the permutation matrixPa,b such that [9, 10]
vec{XT} = Pa,bvec{X}. (A.3)
Hence:
vec{∆X†} =
(
{−[(XX †)T ⊗ (XTX)−1] + [Ia ⊗ (XTX)−1]}Pa,b − [(X†)T ⊗ X†]
)
vec{∆X} (A.4)
Appendix B. Perturbation of Y = [I 2nr ⊗ (I (p+1)r − ÔÔ
†)]vec{X}
Consider the relation
Y = [I2nr ⊗ (I (p+1)r − ÔÔ
†)]vec{X} (B.1)
whereX ∈ R(p+1)r×2nr , Ô andX are afflicted with uncertainties, and assume
vec{∆X} = JX,θhk−1∆θ
h
k−1. (B.2)
The goal is to derive the relationship between vec{∆Y} and vec{∆Ô}.
From (B.1) it follows
∆Y = −[I2nr ⊗ (∆[ÔÔ
†])]vec{X} + [I2nr ⊗ (I (p+1)r − ÔÔ
†)]vec{∆X}. (B.3)
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• The first term in Eq. (B.3) can be developed as
[I2nr ⊗ (∆[ÔÔ
†])]vec{X} = [I2nr ⊗ ∆ÔÔ
†]vec{X} + [I2nr ⊗ Ô∆Ô
†]vec{X} (B.4)
where
– by using the relation (I2nr ⊗ AB)vec{C} = ((BC)
T ⊗ I (p+1)r )vec{A}, whereA ∈ R(p+1)r×2n, B ∈ R2n×(p+1)r
andC ∈ R(p+1)r×2nr [26]
[I2nr ⊗ ∆ÔÔ
†]vec{X} = [(Ô†X)T ⊗ I (p+1)r ]vec{∆Ô} (B.5)
– by using the relation (I2nr ⊗ AB)vec{C} = (C
T ⊗ A)vec{B}
[I2nr ⊗ Ô∆Ô
†]vec{X} = (XT ⊗ Ô)vec{∆Ô†} (B.6)
From Eq. (A.4) it comes that
vec{∆Ô†} = K vec{∆Ô}, (B.7)
where
K = {−[(ÔÔ†)T ⊗ (ÔTÔ)−1] + [I (p+1)r ⊗ (ÔTÔ)−1]}P(p+1)r,2n − [(Ô†)T ⊗ Ô†]. (B.8)
Eq. (B.6) is then formulated as
[I2nr ⊗ Ô∆Ô
†]vec{X} = (XT ⊗ Ô)Kvec{∆Ô}. (B.9)
• Using Eq. (B.2), the second term in Eq. (B.3) can be developedas
[I2nr ⊗ (I (p+1)r − ÔÔ
†)]vec{∆X} = [I2nr ⊗ (I (p+1)r − ÔÔ
†)]JX,θhk−1∆θ
h
k−1. (B.10)
By using Eq. (47), i.e.,
∆θhk−1 =Mk−1vec
{
∆Ô
}
, (B.11)
Eq. (B.10) is rewritten as
[I2nr ⊗ (I (p+1)r − ÔÔ
†)]vec{∆X} = [I2nr ⊗ (I (p+1)r − ÔÔ
†)]JX,θhk−1Mk−1vec
{
∆Ô
}
(B.12)
By introducing Eqs. (B.4), (B.5), (B.9) and (B.12) in Eq. (B.3), the relation between vec{∆Y} and vec{∆Ô} writes as
∆Y = JY,Ôvec{∆Ô}, (B.13)
where
JY,Ô = −[(Ô
†X)T ⊗ I (p+1)r ] − [XT ⊗ Ô]K + [I2nr ⊗ (I (p+1)r − ÔÔ
†)]JX,θhk−1Mk−1. (B.14)
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