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ABSTRACT 
We say that a square matrix over a ring with identity has the consecutive-column 
property if for all k, all its relevant submatrices having k consecutive rows and the 
first k columns are invertible. Similarly, the consecutive-row (CR) is defined. We 
show that, analogously to the commutative case for totally positive matrices, a matrix 
has both CC and CR properties if and only if it admits a certain Loewner-Neville-type 
factorization (with invertible entries); this factorization is unique. Since the result is 
proved for matrices in such generality, it holds also for block matrices over a field with 
all blocks square. Explicit both-ways formulae are found between two sets of parame- 
ters: the Loewner-Neville coefficients in the factorization and the Schur complements 
of relevant submatrices in relevant submatrices larger by one. We also show that for 
lower-triangular matrices, the CC property is preserved by inversion. 0 1997 
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1. INTRODUCTION 
In connection with A. Whitney’s paper [6] on totally positive matrices, 
C. Loewner observed [5] that the main result of [6] can be formulated as a 
factorization (and parametrization) theorem for totally positive matrices. 
Later, M. Gasca and J. M. Pena in a series of papers [3, 41 found a similar 
factorization via the so-called Neville elimination. C. W. Cryer [2] presented 
conditions for factorization of totally nonnegative matrices. In the sequel, we 
show that the Loewner-Neville factorization can be applied to any square 
matrices satisfying certain invertibility conditions. 
In the whole paper, we shall assume that a ring R with identity is given 
and that all matrices have entries from this ring. The identity of R will be 
denoted as 1. This approach allows the results to hold for block matrices over 
a field, with all blocks square of the same order. 
2. NOTATION AND PRELIMINARIES 
We shall be using the following notation. If A is an m X n matrix, 
M = {l,. . . , m), N = (1,. ..) n}, if M, c M, N, c N, then A( M,, N,) is the 
submatrix of A with row indices indexed by indices in M, in increasing 
order, and column indices indexed similarly by indices in N,. Let us recall 
some well-known observations for matrices over R: 
OBSERVATION 2.1. A lower (upper) trinngular matrix A is invertible if 
and only if all its diagonal entries are invertible. In addition, the inverse is 
again lower (upper) triangular, with diagonal entries equal to the inverses of 
the corresponding diagonal entries of A. 
OBSERVATION 2.2. Let 
be a block matrix, and let A,, be invertible. Then A is invertible if and only $ 
the matrix A,, - A,, A,‘A,, is invertible. 
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REMARK 2.3. As usual, we shall call the matrix A,, - A,,Ai’A,, the 
Schur complement of A,, in A and denote it by (A/A,,). Let now A be an 
n X n matrix, and let, for N = (1,. . . , n}, Nk denote the subset (1,2,. . . , k) 
of N fork = I..., n. We say that A is strongly invertible if all the matrices 
A( Nk, Nk) are invertible for k = 1,2,. . . , n. As usual, we also say that a 
matrix A has an LU &composition if there exist a lower triangular matrix L 
with ones along the diagonal and an upper triangular matrix U such that 
A = LU. 
OBSERVATION 2.4. A matrix A is strongly invertible if and only if it has 
an LU factorization with an invertible matrix U. Such a factorization is then 
unique, and the diagonal entm’es of U (which are in R) are 
(A@‘,, Ns)/A(Nz, N,)),..., (WAVY,-1, N,-1)) 
in the previous notation, if A is of order n. 
REMARK 2.5. In the case that R is commutative, these diagonal entries 
are 
det A( N,, N,) det A 
A(N,, N,), det A( N,, N,) ‘*‘*’ det A( Nnpl, N,_,) . 
Let us describe now the invertibility conditions mentioned above. 
Let P be a square matrix of order n; let N = {1,2,. . . , n}. If r E N, 
s E N, we denote by PC,,, the submatrix 
P (T,Tj = P(r - s + 1, r -s + 2 ,..., r I1,2,...,s) (1) 
if r > s, and the submatrix 
qrs, = P(l,Z,..., r/s-r+l,s-r++,...,s) (2) 
if r < s. (The two definitions coincide if r = s.) In the Abstract, we called all 
these matrices relevant submatrices. 
We say that P has the consecutive-column (CC> property if for all 
r E N, s E N, r 2 s, the submatrices Pc,s, are invertible. We say that P has 
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the consecutive-row (CR) property if for all r E N, s E N, r < s, the 
submatrices PC,,, are invertible. 
It is immediate from Observation 2.4 that if P has the CC property (the 
CR property), then all submatrices Pc,s,, r > s (r < s) are strongly invertible. 
This means that the CC property is completely characterized by the follow- 
ing: For all r E N, s E N, r > s, the elements ers E R defined by 
and by 
e rl = P(d) if s=l (4) 
are invertible. We shall call these ers’s distinguished elements of P (subdiag- 
onal if r > s, diagonal if r = s). 
Similarly, the CR property allows one to define the superdiagonal distin- 
guished elements ers of P for r < s. 
We can now prove: 
LEMMA 2.6. Let n be a positive integer; let ers, 1 < s < r < n, be 
arbitrary invertible elements in R. Then there exists, and is unique, a lower 
triangular matrix P = ( p,,) with ones along the main diagonal, for which the 
relations (3) and (4) are fulfilled. This matrix P has the CC property. 
Proof. We shall construct the entries P,,~ of the matrix P recursively, 
column after column and each column from top to the bottom. The entries of 
the first column of P satisfy p,, = e,l, 1 < r < n. Suppose now that the pair 
(r, s) satisfies 1 < s =G r < n and that all entries p,,, with u < s or with 
u = s and t < r have already been determined. Then the relation 
P,- s+l,s 
e rs = Pm - (P,l,...> Pr,S-I)P&-l) 1 I ; P,- 1. S 
determines p,, uniquely, since all the remaining pik’s are known. ??
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REMARK 2.7. If R is commutative, the relations (3) simplify to 
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(3’) 
REMARK 2.8. A similar result holds for upper triangular matrices. In this 
case, we consider the elements ers for 1 < s < n. Combining both these 
cases. we have 
THEOREM 2.9. Let n be a positive integer; let ers, r, s = 1,. . . , n, be 
arbitrary invertible elements in R. Then there exists, and is unique, an n x n 
matrix A over R, for which the relations 
Cl, = A(,,), s = l,...,n, (5) 
et-1 = A(d)> r = l,...,n, (6) 
ers = (A~,,9/A~,-1,,-1~), r,s = %...,n, (7) 
are satisfied. 
By the Loewner-Neville factorization, we shall understand the factoriza- 
tion of a square matrix A of order n in the form 
A=BDC, (8) 
where D is diagonal, 
B = BIB, +.. B,_,, 
and 
c = c,_,c,_, --- c, (10) 
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Bi = 
cj = 
‘n-i+2,% ’ 
1 0 
1 -. 
. 0 
1 c l,n-c+1 
1 '2.n-i+2 
1 Gin 
1 
1 
\ 
I 
) (11) 
(12) 
i=l >--.a n - 1, or, equivalently, the factorization above with [ Eik has 1 in 
the (i, k) entry and zeros elsewhere] 
Bi = (1 + b,~i+l,lE,-i+l,,,-,)(’ + b,,~i+%.2E”-i+2.“-i+I) .*. 
~(1 + b,,iE,,,-11, (11’) 
D = D, ... D,,, (13) 
Ci = (1 + cinEr,-1,n)(Z + c,-I,~-~E,,-~I.~-I) *** 
x(z + 'l,n-i+lE,,-i,"-,+l), ( 12’) 
Di=E,,+Eg2+ e-e +Ei_,,j_l + d,Eii + Ei+l,i+l + ... +E,,,,. (14) 
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We shall call the i 
( 1 
entries bij, 1 sj < i 5 n, the Loewner-New& (LN) 
subdiagonal (shortly entries); the 
i 1 : 
entries cij, 1 s i <j 5 n, the LN 
superdiagonal entries; and the n di’s, 1 5 i 5 n, the LN diagonal entries. Let 
us remark that in Loewner’s paper [5] the order of the C,‘s should be 
reversed as in (10). 
3. RESULTS 
We shall first prove a lemma. 
LEMMA 3.1. Let B = B, ... B,_,, where the n X n matrices B, are 
given by (11). Th en or every r, s, 1 s s < r s n, we have, with the notation f 
of (0, 
B,C S) 
= L”“‘U”“’ 
where LCrS) is lower triangular with ones along the diagonal and U”~“’ is 
upper triangular and such that its last diagonal entry is b,, b,_ 1, s ... b,$ + 1, 8. 
Proof. Let r, s satisfy 1 s s < r 5 n. Partition the matrices 
/ 
B$’ 0 0 ’ 
B, = B$;’ B;;’ 0 , k = l,..., n-r+s-1, 
B$‘;’ B$’ B$’ I 
in such a way that all B$f’ are (r - s) x (r - s), all B,$) are s X s, and B$i’ 
are (n - r) X (n - r). Let the s x n matrix Z = (0, I,, 0) also have blocks 
with r - s, s, and n - r columns. By the definition of B,, B&5’ = 0 for 
k = l,..., n - r + s - 1. It follows that 
ZB, ... B,_,+,5_1 = (0, L”“‘,O) (15) 
with L(“) = Bg)B$i) 1.. B,$-‘+“pl). Thus L(“) is lower triangular with ones 
along the diagonal. The matrix 
0”“’ = B . . . n--r+,\ B n-l 
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is, as a product of lower bidiagonal matrices, a lower banded matrix with (at 
most) r - s subdiagonals. Denote as Y the n X s matrix 
Y= 4 
i I 0 
It follows that Q CrS)Y has the form 
where the block of zeros is (n - r> X s, U”“’ is upper triangular, and * 
completes it to an n x s matrix. Combining (15) and (161, we obtain that 
*w = ZBY 
= (Z*, ... *n-.+a-l)(*,-.+, *** *n-,Y) * = (0, L(‘S), 0) UC’“’ L I 0 
It remains to show that the last diagonal entry of UC’“’ is as asserted. Indeed, 
this entry is (B,_,+, e-0 B,_,)(r, s), which is obtained as a unique product 
B,_,+,(r, r - l)B,_r+,+l(r - 1, r - 2) 1.0 B,_,(s + 1, s>, which Yields 
. . . b b,+i,,. TS W 
We shall now prove: 
THEOREM 3.2. A lower triangular matrix B with ones along the diagonal 
has the CC property if and only if it can be factorized in the form (9) and 
(11) with all LN subdiagonal entries invertible. The 
is then unique, and the mutual l-l relations between the 
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distinguished elements ers (1 Q s < r Q n) of B and the 
entries of B are given by 
251 
LN subdiagonal 
e ,-s = b,,b,-1,s -0. bs+l,v lGs<r<n, (17) 
b,, = erseLll,s7 lGs<r<n, b,, = e21. (18) 
Proof. Suppose first that B can be factorized in the form (9) and (11) 
with all LN subdiagonal entries b,, invertible. By Lemma 3.1, all entries B(,l) 
have the form b,lb,_l,l **a b,, and are thus invertible. Also, the matrices 
B(,2) are invertible, since the Schur complement of each matrix (B(,,)/B(,,)) 
is equal to the last diagonal entry of U in the LU factorization of B(,,) by 
Observation 2.4, which is b,,b,_ 1,2 ... b,, by Lemma 3.1. By a simple 
induction it follows that B satisfies 
for all r, s, 1 < s < r 4 n, as well as 
B (rl) = brlbr-1.1 *** b2, 
for all r, 1 < r < n. Since all these elements are invertible, B has the CC 
property by Lemma 2.6. 
Conversely, suppose that a lower triangular matrix .B with ones along the 
diagonal has the CC property. Let thus for all r, s, 1 < s < r Q n, the 
elements 
as well as 
e rl = B,r. 1)’ l<r<n, 
are invertible. Define elements b,,, 1 < s < r < n, in R by (18) and 
matrices B,, . . . , B, _ 1 by (11). By Lemma 3.1, the product B’ of B,, . . . , B,_ 1 
satisfies 
(~(rs,/~(r- l,s- 1)) = ers 
as well as ticrS, = e,,. 
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Therefore, by the uniqueness in Lemma 2.6, B = B and the factorization 
is established. Uniqueness follows from the equivalence of (17) and (18). ??
We can now formulate and prove the main result: 
THEOREM 3.3. A square matrix A has both CC and CR properties if and 
only if it admits an LN factorization (8)-(12) with all LN subdiagonal, LN 
superdiagonal, and LN diagonal entries invertible. The factorization of this 
form is unique. Zf n is the order of A, then the mutual l-l relations between 
the n2 distinguished elements er, of A on one side and the 
( 1 ; LN 
subdiagonal entries of B, the LN superdiagonal entries of C, and the n 
LN diagonal entries of D are by (17) and (18), by 
and by 
di = eii, l<i<n, (21) 
e,i satisfying 
e,, = A(N,, N,), 
(22) 
ekk = (A(Nk,Nk)/A(Nk~,,Nk-,)), k = 2,...,n. 
Proof. First let A admit an LN factorization with all LN entries 
invertible. Then, in the factorization A = BDC, B has the CC property by 
Theorem 3.2, and C has the CR property by the same theorem applied to the 
transpose of C. However, it is easily checked by partitioning the matrices A, 
B, C, D, that in the notation (1) and (2), 
A,rs, = B,rr,D,r,-,C(r,, for 1 <r<s<n. (24) 
By (231, A has the CC propeq, and by (24), A has the CR property as well. 
Conversely, if A has both these properties, then A has a (unique) factoriza- 
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tion BDC, and again by (23) and (241, B has the CC property and C has the 
CR property. The LN factorization then follows. Uniqueness and the formu- 
lae are consequences of the uniqueness of the factorization BDC, the 
uniqueness of the factorizations of B and C by Theorem 3.2, and (23) and 
(24), which imply that 
for 1 < s < r < n and 
(A,,,,&- I 
forlGs<r<n. 
1) > =t 
EXAMPLE 3.4. Let R be a field. The Vandermonde n X n matrix V with 
n distinct parameters t,, . . . , t,, all different from zero, clearly has both the 
CC and the CR property. The LN entries of the matrices B, D, and C of the 
BDC factorization of V can easily be obtained. Whereas the subdiagonal LN 
entries h,, (1 < s < r < n) are 
the superdiagonal LN entries are mostly fractions with denominators equal to 
products of (t, - tj>‘s. However, if we distribute the diagonal LN entries to 
appropriate factors Ci, we obtain the following factorization valid even in a 
commutative ring: 
/ 1 1 . . . 1 
t1 t, *** tn 
11- 1 
\ t1 t;-’ . . . $-I 
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= 
1 \ 
0 1 
0’ 1 
t, 1, 
1 
0 1 
1 
t,-2 
t,-1 
‘1 1 
t2 -t1 1 
t, - t, 1 
X 
\ 
X 
1 0 
1 1 
t3 - t2 1 
t,-1 - tz 
/ 
\ 
‘1 0 
1 0 
X 
1 0 
1 1 
1 
0’ 1 
t1 1 
t2 1 
t n-l - t1 1 
tn - t1 
1 
t” - tz 
\ 
. . . 
I 
. . . 
The following theorem is analogous to Theorem 2.6 in [3]. 
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THEOREM 3.5. Let B be a lower triangular matrix of order n with all 
diagonal entces equal to one. Then B-’ has the CC property if and only if B 
does. Zfbrs (b,,), 1 < s < r < n, are the LNsubdiagonal entries of B (B-l), 
respectively, then for all such r, s, 
6,, = -b,,._,. (25) 
Proof. By Theorem 3.2, invertibility of all the LN subdiagonal entries of 
B is equivalent to the CC property. It, thus suffices to prove that given B 
with all the b,,‘s_invertible, the matrix B constructed by the formulae (9) and 
(11’) from the bik’s defined by (25) is the inverse of B. In other words, we 
have to show that for the corresponding matrices Bi and hi, 
B,B, .*. B,_, = B^;A,&l, e.. l?,’ (26) 
holds. In the following product, we write, for p < q, 17!zP zi instead of the 
product z,,zP+r **a zq in that order; observe also that (I + bEi,)-’ = Z - 
bE,, for i z k. 
We can thus rewrite the left-hand side of (26) in the form 
Cz + bnlEn,n-l) It Cz + bi,i-n+2Ei,i-l) 
i=n-1 
x I? (1 + bi,i-n+aEi,i-1) 
i=n-2 
*** ic(Z + bi,i-lEi,i-l)T (27) 
and the right-hand side as 
n-1 n-2 
II (1 + bn-i+l,lEn-i+l,n-i) KJ (1 + bn-i+1,2En-i+l,n-i) *** 
i=l 
X I?I(I +bn-i+l.n-2En-i+l,n-i) * (1 + bn,n-lEn,n-l). (28) 
i=l 
We shall now use the fact that Z + aE, p_ 1 commutes with Z + bE,, 4_ 1 
whenever 1 p - q1 > 1. This enables us to move the first factors in the 
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products in (27) to the left, thus: 
n-l 
II Cz + bn-i+l,lEn-i+l,n-i). tz + bn2En,n-1) 
i=l 
X n (I + bi i-“+sEi,i-l) *** n( Z + bi,i_lEi,i_l)* 
i=n-I i=3 
We can now repeat the procedure and move again the first factors in the 
products (except the first) to the left behind the factor Z + b,, E,, n_ r. 
Continuing in this manner, we finally get the product which coincides 
with (28). ??
EXAMPLE 3.6. Let us return to the result in Example 3.4. The lower 
triangular part Z_. of the LU factorization of the Vandermonde matrix is the 
product 
L= 
1 
0 
\ 
X 
1 
0 1 
tt 1 
1 
t1 1 
t, 1 
’ 1 \ 
0 1 
. . . 
t1 1 
I , t2 1, 
\ 
t n 2 1 
t n- 1 1 
Ifall t,,...,t,_, are considered as invertible elements of the ring R, then L 
has the CC property by Th eorem 3.2 and can be expressed in the form 
L= 
1 
t1 1 
t1 2 at,, t2) 1 
3 
t1 K4t17 t2) Bl(t,, t2, t3) 1 
t1 n-1 ~,-,(tl,t,) Bn-3(tl, ts, t3) ... *.* 1 
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where 
&(tl,...>t$) = c tl”‘tz”” . . . t,?; 
(E1,...>EJ 
&~20,~&,=k 
in other notation, with B,(l) = 1, we have L = (li,>, i, k = 0,. . . , n - 1, 
lik = Bipk(tl ,..., tk+l), 0 < k < i < n - 1, lik = 0 for i < k. 
By the formula (25), the inverse L-l can be written as 
11 
0 1 
L-1 = . . . . 
0 1 
-t n-1 1 
f 1 
-t1 
’ ‘1 \ 
0 1 
. . . 
-t n-2 1 
I \ -t,_, 1 
\ 
1 
-t, 1 
-t, 1 
-t, 1 
If Ek(t,,... , t,) denotes the k th elementary symmetric function of (noncom- 
mutative) entries 
&(t,>..., t,s) = c t,E’t,E* .-* t,?, E,(e) = 1, 
q=O, 1 
Xq=k 
then L - ’ is easily seen to be 
L-’ = (mik), i,k=O ,..., n-l, 
where 
mlk = 
( -l)‘+kEi_k(ti,tipl ,..., tl), 0 5 k 2 i 5 n - 1, 
0, i <k. 
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The following example shows that a result analogous to that in Theorem 
3.5 cannot be expected for general matrices. 
EXAMPLE 3.7. The matrix 
1 2 2 
A= 1 3 1 
( I 1 4 1 
has both the CC and the CR property. However, its inverse does not have the 
CC property; its (2, 1) entry is zero. 
One can, however, define the reverse CC property (RCC property) and 
reverse CR property (RCR property) as follows: A matrix A has the RCC 
property (RCR property) if th e matrix JAJ has the CC property (the CR 
property); here, J is the matrix with ones along the skew diagonal. We have 
then: 
THEOREM 3.8. Let A be a square matrix. Then A-’ has both the CC and 
the CR property if and only if A has both the RCC and the RCR property. 
The proof is immediate from the BDC factorizations of A-’ and JAJ. 
How the factorizations of A and A-’ are related is shown in the following 
example. 
EXAMPLE 3.9. Let a 4 X 4 matrix A with both the CC and the CR 
property have the LN factorization 
‘1 
A= 
0 
\ 
’ I1 
1 0 1 
0 1 b 31 1 
b 41 1, b 42 1 
1 
21 1 
X b 32 1 
\ b 43 1 
‘1 0 
1 
X 
Cl3 
1 ‘24 
\ 1 
\ 
D 
/ 
1 Cl2 
1 c23 
1 %4 
1 
1 
1 \ 
1 
1 Cl4 ’ 
1 ) 
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where D is diagonal. Then A ’ has the factorization 
(1 - Cl2 ‘(1 0 
A-’ = 1 -cl3 
1 - c23 
1 - Cl4 1 -c24 
\ 1 /\ 1 
‘1 0 
1 0 
X 
1 -%4 
\ 1 
‘1 
0 1 
X -b,, 1 
\ -b42 
\ 11 \ 
D-1 ’ ’ 
0 
I \ -lb,, 1 
\( 1 \ 
-b2, 1 
-b,, 1 . 
1, 
-b4, 11 
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The authors intend to apply the results of this paper to generalized totally 
positive matrices and to their inverses in a separate paper. 
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