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11 Executive summary
1.1 Introduction
Major industries such as aerospace and automotive have determined that one of the
key ways of improving their products is by introducing new light-weight alloys and
improving/developing new casting processes. Introduction of new materials brings
in new issues for casting. Some of these materials have low fluidity. As a conse-
quence, obtaining a net shape in thin geometries is a major challenge. Casting trials
are expensive and provide only limited insights to understand the casting results
better. Hence, numerical modelling is the best way to support foundry men in im-
proving the casting processes by offering a detailed insight in the physical processes.
For different defects that appear in the cast product, some of them are common to all
casting processes. Successful predictions of these defects is directly related to both
numerical modelling and careful interpretation of the results describing the complex
processes during casting. The current thesis addresses this issue of application and
interpretation of modern computational fluid dynamic tool in prediction of misruns
in development of a casting process for a new light-weight alloy for direct use in
aero-engines. The work particularly is focused on misruns in cast parts having thin
and long geometries.
Literature survey: During past three decades, a sustained effort has been carried
out to advance modelling in casting community [1, 2, 3]. Casting simulations belong
to a class of multiphysics problems and in the current work only mould filling and
solidification are considered in the study.
An overview on industry, standard mould-filling codes can be obtained from M.
Cross et al. [1]. Among all the numerical methods used for mould filling simula-
tions for casting, Volume of fluid (VOF) is the most popular one [1, 2]. Most numer-
ical studies do not consider the presence of air as initial condition within the mould
and use VOF method based on single fluid algorithm (see [4, 5, 6, 7]). However, as
mentioned by Reilly and co-workers [8], accurate modeling of bubbles, their entrain-
ment, advection and coalescence are only possible by modelling both the liquid and
gas phase. Mould filling simulations taking care of the gas phase have been quite
limited [9, 10, 11, 12, 13]. Recently, Teskeredzˇic´ and co-workers [11] used VOF based
on High-Resolution Interface-Capturing (HRIC) to simulate gas phase. But, no vali-
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dations for mould filling were presented for any real casting processes. The current
work is based on an extension of this approach.
Methods to tackle latent heat evolution in casting simulations can be classified into
fixed grid and variable grid methods (see [14]). The mixture modelling approach,
primarily developed by Bennon and Incropera [15], is easier to work with and can
postulate macroscopic equations. Themulticomponent multiphase approach ismore
popular to model solidification. This provides close coupling between macroscopic
andmicroscopic scales (see Beckermann [16]). Multicomponent-multiphase approach
has a disadvantage from a larger number of equations that need to be solved and its
use for industrial purposes is limited.
Coupled mould filling and solidification simulation are the basic prerequisites to
accurately predict defects such as misruns and cold shuts. Using MAGMASOFT
code, Sabatino [17] got good agreement between experiments and predictions for
bulk castings with thicker geometries. Dewhirst [18] compared three commercial
software packages against experimental results, where he concluded that while these
codes may be suitable for simulating bulk filling, but further work is needed in the
area of filling thin sections. Bounds et al. [12] presented a computational model
for several defects prediction in shape castings, but to indicate misrun defects they
analysed only temperature contours. Sung and Kim [19] attempted to model TiAl
turbo-charger wheel castings using MAGMASOFT, but were unable to reproduce
misruns in simulation as observed in real casting. Wang et al. [20, 21] simulated
castings of industrial gas turbine blades; comparisons with misruns from casting
trials were based on temperature contours. Thus, direct prediction of misrun in a
simultaneous mould filling and solidification simulation framework is limited (see
Prof. Ohnaka [22]).
Centrifugal casting is a technique that is typically used to cast thin-walled intricate
geometries. Most simulation studies are related to only mould filling [23, 24, 25,
26, 27]. Only in last few years coupled mould filling and solidification are being
attemped [28, 19, 29, 30]. But in all the studies performed, misruns were not the
objective of the study. In the current work STAR-Cast (see [31]) was used, the nu-
merical simulations were performed using multiple frame of references taking into
account a pressure-dependent gas atmosphere in the mould cavity.
Representation of complex geometries is a key issue in mould filling simulations. A
nice review on this topic is available from Cross and co-workers [1, 32]. Teskeredzˇic´
and co-workers [11] used arbitrarily shaped polyhedral meshes with prism layers on
the walls for casting simulations. Polyhedral meshes are promising for use and have
several advantages over tetrahedral or hexahedral meshes in solving problems with
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industrial scale geometries (see [33]). The method used in this study is an extension
of this approach.
Innovative near-net shape investment casting of low fluidity TiAl alloy: Aerospace
and automotive industries are making amajor effort in new alloy developments aim-
ing to reduce weight. To achieve this goal, a large research has been carried out us-
ing γ-Titanium-Aluminides (TiAl) [34, 35], which are currently started being used in
aero-engines. TiAl alloys show good mechanical and physical properties for use (see
references [21, 36, 37]), but suffer from disadvantages such as low fluidity etc. Hence,
near-net shape casting of extremely thin and long geometries such as low pressure
turbine blades in aero-engines is an extremely demanding task. These components
can be casted using centrifugal investment casting process. However, direct experi-
mental casting trials are expensive and time consuming, hence numerical modelling
is the only alternative tool for process development.
New contributions from this work: The current work originates from the indus-
trial need to cast extremely thin and long turbine blades for aero-engines using low
fluidity TiAl alloy by centrifugal investment casting process. In the current work,
STAR-Cast (see [31]) is used to develop a numerical methodology to predict mis-
runs and apply to the development of the near-net shape casting process. Prior to
application of the code, work was necessary to evaluate accuracy of the basic phys-
ical models and then implement models to predict misruns and centrifugal casting
process. The new contributions from this work can be summarised as follows:
1. For the first time known to the author, numerical predictions in casting process
models are evaluated by systematic refinement of the mesh and time step for
interfacial heat transfer due to formation of air gaps during solidification pro-
cess. Error analysis on the simulation results is carried out using Richardson’s
extrapolation for a second order discretization scheme.
2. Mould filling is simulated for dedicated gravity casting experiments taken from
literature to evaluate predictions of entrainment defects. Accuracy in prediction
is evaluated by systematic refinement of mesh and equally small time step size.
Analysis of simulation results concludes that this process is highly indetermin-
istic due to effects such as splashing, refection and overturning and subsequent
air entrapment.
3. An extremely fine grid is used to validate and investigate key causes of entrain-
ment defects in a gravity casting process. Investigations revealed new physical
insights of formation of entrainment defects during the casting process. For
the first time a systematic grid-dependence study is carried out to explain the
modelling errors associated with predictions of entrainment defects in a gravity
casting process.
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4. For the first time numerical modelling of misruns based of fully coupled three-
phase flows is presented. The development of dedicated numerical models and
implementation into the code for the prediction misruns are presented. The
corresponding programs are attached in Appendix.
5. An error analysis and validation of the numerical model for misruns is evalu-
ated for two different meshes on a gravity casting experiment of low pressure
turbine blade.
6. The development of centrifugal investment casting for LPT blades from TiAl
alloys was supported by a large number of simulations aimed at developing
strategies to achieve near-net shape casting. To the author’s knowledge for the
first time, such detailed investigations was carried out for an extremely com-
plex process using a three-phase simulation tool.
7. Sensibility of casting of extremely thin plates of constant thicknesses by cen-
trifugal casting process is evaluated for the first time. Physical aspects leading
to misruns are analysed by varying different process parameters.
1.2 Theoretical background
Theoretical background:
Gas, melt and solid phases co-existing in any casting process can be described based
on continuum behaviour. The equations describing mass, momentum, energy and
phase conservation in a volume V , bounded by the surface S are given below (see
Demirdz˘ic´ et al. [38]).
∂
∂t
∫
V
ρ dV +
∮
S
ρv · ds = 0 (1.1)
∂
∂t
∫
V
ρv dV +
∮
S
ρvv · ds =
∮
S
T · ds +
∫
V
ρ fb dV (1.2)
∂
∂t
∫
V
ρh dV +
∮
S
ρhv · ds =
∮
S
q · ds +
∫
V
T : gradv dV (1.3)
∂
∂t
∫
V
Ci dV +
∮
S
Civ · ds =
∫
V
sCi dV (1.4)
where t is the time, ρ is the density, v is the velocity vector, T is the Cauchy stress
tensor, fb is the body force, h is the thermal enthalpy, q is the heat flux vector, while
Ci is the volume concentration of the phase i and sCi is the phase source term due to
phase change (e.g. melting-solidification).
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Latent heat release is modelled based on the standard enthalpy formulation and de-
scribed in detail in chapter 4.
Modelling of flow in the mushy zone:
Two basic approaches are available. In the first approach, viscosity is assumed to
vary from (µ → µl) in pure liquid to (µ→∞) in pure solid. Alternatively, the mushy
zone can be assumed to act as a porous media (see [39, 40]):
− ∂p
∂x
=
µ
K
v︸︷︷︸
Darcy′s term
+
CE√
K
ρ|v|v︸ ︷︷ ︸
Forcheimer′s term
(1.5)
where CE is the function of the microstructure, known as Ergun’s coefficient, and K
is the permeability.
Influence of rotation:
The additional terms requiring consideration are Coriolis and centrifugal forces.
They appear as source terms into the momentum equation and can be written as:
Srot = −ρ[dω
dt
× r+ 2ω × v+ ω × (ω × r)] (1.6)
where ω is the rotation rate in rad/s and r position vector. On the right hand side,
the first term is due to the change of rotation with time, the second one the Coriolis
forces and the third centrifugal force.
Treatment of surface tension and wetting angle:
The force due to surface tension acting in the direction normal to free surface is mod-
elled using the continuum surface force proposed by Brackbill et al. [41] and added
as a source in the momentum equations:
Sσ = −σl∇ ·
( ∇Cl
|∇Cl|
)
∇Cl (1.7)
The tangential surface tension force is neglected since the surface tension coefficient
σl is assumed constant.
Initial and boundary conditions:
At the start of simulation, all variables are initiated using initial conditions corre-
sponding to the particular casting process. Two types of boundary conditions are
used, namely the Dirichlet (specified variable values) and Neumann (specified vari-
able gradients) boundary conditions.
Transport of gas through porous walls:
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To simulate escape of gas through the shell moulds and other porous walls, the pen-
etration velocity is computed, based on a pressure difference between the inside and
outside wall surfaces given by:
pw − pamb = ρscn(a + bun)un (1.8)
where a and b are the resistance coefficients, pw is the pressure on the inside wall, pamb
is the specified ambient pressure for the model (assumed to be the pressure outside
the mould), ρscn is the density of the escaping fluid and un is the penetration velocity.
Volume-Of-Fluid (VOF):
The current approach for mould filling is based on the formulation proposed by
Muzaferija and Peric´ [42]. Here the convective fluxes are calculated using the HRIC
(high-resolution interface capturing scheme), whichmaintains the accuracy and sharp-
ening of the interface.
Heat transfer coefficient and heat transfer resistance coefficient:
At the solid-fluid boundary the heat transfer between the fluid and solid or solid
boundary and the surroundings is defined as
q
A
= h(Tb − Tsurr) (1.9)
where q is the heat flow, h is the constant of proportionality known as heat transfer
coefficient, Tb is the temperature of the fluid solid boundary, Tsurr is the surrounding
or ambient temperature.
Casting processes involve solid-fluid boundary between mould and mould cavity,
solid-solid boundary between different mouldmaterials and the boundarywith outer
mould surface and surrounding environment. A gap is formed between cast part
and mould (which is due to the shrinkage of the cast part due to solidification) re-
sulting in increase of heat resistance. This gap is too narrow to be resolved by the
computational grid and the increased resistance is accounted for by modifying the
heat transfer coefficient. The same approach is used to model the effects of mould
coating.
Resulting algebraic equations:
The governing equations 1.1 to 1.4 are applied to each control volumes and appro-
priate interpolation, numerical approximations of gradients, surface and volume in-
tegrals etc. are applied. A non-linear algebraic equation is obtained after assembling
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all the discretized terms. This equation links the value of the field variable φ (to be
calculated) at the CV centre with φ values at the centres of the nearest neighbours.
aφ0φP0 −
ni∑
j=1
aφjφPj = bφ , (1.10)
where P0 denotes cell center and Pj centers of the neighbour cells, ni is the number
of internal faces of the CV and the term bφ contains source terms, contributions from
boundary faces.
Finite volume discretization:
The governing equations are discretized based on a fully conservative finite-volume
method, using collocated, non-orthogonal, boundary-fitted grids. The domain un-
der consideration is divided into a number of contiguous and non-overlapping con-
trol volumes of volume V bounded by cell faces. The evaluation of each of the terms
has been described in detail by Peric´ and co-workers [43, 44]. For the purpose of
solving phase change problems, the numerical method described in detail in [45] is
adopted.
1.3 Discretisation effects and basic validation studies on cast-
ing process models
Mould
Mould
Cast Part
Cast Part
Core
Core
Insulation
Thermoelement
h
2a
2b
2c
P2 P1
x
y
z
Figure 1.1: Model geometry and solution domain.
The commercial software STAR-Cast is validated within this study for practically rel-
evant casting process. First, numerical modelling of interfacial heat transfer due to
formation of air gap during solidification process is validated against experimental
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results. Mould filling is validated for gravity casting experiment taken from litera-
ture.
Modelling of interfacial heat transfer due to formation of air gap during solidifi-
cation process:
Modelling of heat transfer between cast part and mould due to formation of gap
during solidification process was tested against the casting experiment described by
Kron et al.[46]. A geometric description of the experimental setup and the parts
included in the solution domain is shown in Figure 1.1. The casting material is Al-
7%Si-0.3%Mg alloy. The mould is made from a low alloy steel and the core is made
as a quartz tube filled with oil-bound sand.
For the validation, three systematically refined polyhedral meshes grid1 (coarse),
grid2 (intermediate) and grid3 (fine) are generated. Figure 1.2-a) shows that the dif-
ference between solutions obtained on grids 1 and 2, is about 4 times larger than the
difference between solutions from grid2 and grid3, as expected from a second-order
discretization method used. According to Richardson extrapolation, the discretiza-
tion errors on the finest grid are of the order of 1/3rd of the difference between solu-
tions on that and the next coarser grid. Hence, grid2 is used to study time step size
dependence. The different time step sizes used in the study are time1 (coarse), time2
(medium) and time3 (fine). Figure 1.2-b) shows solidified volume fraction computed
using different time step size.
Thermocouple measurements are available at two different points in the domain (see
points P1,P2 in Figure ). Figure 1.2-c) and d) shows comparison of numerical pre-
dictions and thermocouple measurements. It can be concluded that the temperature
history in the mould and cast part is in good agreement with the thermocouple mea-
surement.
Discretisation effects and basic validation studies on casting process models 9
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Figure 1.2: Influence of mesh (a)) and time step size (b)) on solid volume fraction plotted
against average temperature at the monitoring plane (passing through point P1) at four
different solution times of 50, 100, 150 and 200 s. Average temperature with time on a moni-
toring plane through point P1 (c)) and on a monitoring plane through point P2 (d)). Results
are plotted using grid2 and time2. (Point P1 is in the cast part near the mould wall and P2 is
in the mould near the cast part.)
Validation of mould filling:
The numerical methodology available in STAR-Cast is validated for prediction of
mould filling and entrainment defects in casting processes using an experimental
test case from literature in [47]. In this experiment, a tall sprue and a smaller cross-
section at the sprue outlet were deliberately constructed to provide chaotic filling
behaviour in the runner and the gating system.
The current work considered the air phase as compressible and it can escape through
the mould walls based on the average permeability of the mould. Here, both surface
tension and wetting angle are considered in the current study. A fine mesh and
an equivalently low time step size is used to explain entrapment, coalescence and
advection of the air phase.
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The computational domain consisted of the mould cavity and the pouring basin but
without the overflow basin. Three systematically refined polyhedral meshes with
grid1 (coarse), grid2 (intermediate) and grid3 (fine) were generated. The time step
size was chosen such that in each time step, the interface on average moves less than
half a cell. Due to the geometric complexity, themould filling involved a good degree
of splashing, reflection and entrainment of air. As a result, the solution became non-
deterministic and a mesh-independent solution could not be obtained. It must also
be noted that the experiment was repeated 3 times and the shapes of the free surface
at any given time are also different. The non-linearity of the momentum equations
makes the flow irregular, which becomes prominent as the metal splashes on the
walls. Figure 1.3 compares average pressure acting on the inclinedwall of the runner.
After hitting the inclined wall, maximum fluctuations can be seen in grid3 because
the finer grid resolves the impact of splashing much better than the coarser grids.
Figures 1.4 compares the metal free surface after 1.0 s for all 3 grids. Both grid2
and grid3 confirm the existence of vena contracta, a large entrapped bubble in the
ingates and also the shape of themetal front in the plate is similar. The vena contracta
in grid1 is missed out completely and the shape of the front is also different. This
shows that grid1 is too coarse to capture the complex physics of the flow. The fact
that solutions on grid2 and grid3 are similar, suggests that the results from grid3
may be accurate enough.
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Figure 1.3: Comparison of surface average of pressure on the right end inclined wall in
runner for three grids.
Figures 1.5 and 1.7 shows real time X-radiographs from experiments and Figures 1.6
and 1.8 shows numerical simulation results using grid3. The following can be con-
cluded from comparison of numerical simulations and experiments . At 0.5 s, both
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experiments and numerical simulations (see Figures 1.5-a) and 1.6 -a)) confirm a fast
jet flow of the metal along the bottom of the runner. At 0.74 s, both experiments and
numerical simulations (see Figures 1.5-b) and 1.6 -b)) confirm the rise of metal like a
fountain through ingates into the plate. A vena contracta just at the entrance of the
runner can also be confirmed from experiments and simulations. The interaction of
the incoming metal from the sprue and the runner/ingate results in the entrainment
of air, initialises bubble generation. At this time, a significant amount of air bubbles
in the ingates can also be seen from the experiments and simulations. At 1.0 s (see
Figures 1.4), experiments and simulation results confirm that the metal now flows
against gravity into the plate and the free surface has three major deformations.
At 1.24 s (see Figures 1.7-a) and 1.8 -a)), show the metal has reached almost middle
of the plate. Positions of several entrapped bubbles in the plate are also comparable
in both experiments and simulations. The vena contracta in the runner has shrunk in
size. After 1.5 s, (see Figures 1.7-b) and 1.8 -b)) the vena contracta has disappeared.
After 1.74 s (see Figures 1.7-c) and 1.8 -c)) the metal flow in the runner, ingate and
the plates is calmer compared to the previous times. The metal surface in the plate
has three distinct deformations. The bubbles entrapped have lost momentum and
travels upwards slowly. At around 2.0 s (see Figures 1.7-d) and 1.8 -d)), the cav-
ity is completely filled which can be observed from both experimental results and
numerical simulations.
The numerical results were evaluated for prediction of air entrainment and its asso-
ciated dynamics. Figure 1.9-b) shows development of backflow towards the end of
the vena contracta. The entraped gas moves along the flow direction and showed air
bubbles being transported to the left side, which got sucked up in a vortex. It also
shows progressively shrinking of the recirculation zone, generation of the bubbles
and their transport.
The simulations could reproduce several of the features in the mould filling exper-
iment such as the position and shape of the metal front. Details of air entrainment
and its associated dynamics were also explained and compared with the experimen-
tal results. However, differences do exist between the simulation results and the
experiments.
The work presented in this section shows that the numerical methodology is suitable
to model interfacial heat transfer due to formation of air gap during solidification
process and for mould filling under conditions of escape of gas phase from moulds.
Now, this presents a sound basis for predicting misruns in the next phase of work.
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Figure 1.4: Figure a) shows real time X-radiographs from [48] showing metal flow in the mould after the stopper removal at 1.0 s.
(Each column represents one set of experiment and the arrow in red indicates the direction of the metal inflow through the sprue).
Front view of metal air interface using b) grid1 c) grid2 and d) grid3 after 1 s.
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a)
b)
Figure 1.5: Real time X-radiographs from [48] showing metal flow in the mould after the
stopper removal at a) 0.5 s b) 0.74 s (Each column represents one set of experiment and the
arrow in red indicates the direction of the metal inflow through the sprue).
a) t= 0.50 s
b) t= 0.74 s
Figure 1.6: Figures on the left hand side are the front view showing wetted walls and on
the right hand side are the transperant view of isosurface of melt volume fraction of 0.5 at
various times, showing trapped air bubbles.
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a)
d)
c)
d)
Figure 1.7: Real time X-radiographs from [48] showing metal flow in the mould after the
stopper removal at a) 1.24 s, b) 1.5 s, c) 1.74 s, d) 2.0 s. (Each column represents one set
of experiment and the arrow in red indicates the direction of the metal inflow through the
sprue).
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a) t= 1.24 s
b) t= 1.50 s
c) t= 1.74 s
d) t= 2.00 s
Figure 1.8: Figures on the left hand side are the front view showing wetted walls and on
the right hand side are the transperant view of isosurface of melt volume fraction of 0.5 at
various times, showing trapped air bubbles.
16 Executive summary
a) b)
Figure 1.9: Comparison of Figure a) X-radiographs showing back flow in the runner and
the details of bubble formation and its motion. Figure b) of isosurfaces of metal-air interface
(at 0.5 melt fraction) showing dynamics of air entrainment, advection and coalescence using
grid3 at t= 1.19505 s.
1.4 Development of innovative near-net-shape casting pro-
cess
The current section describes the numerical simulations of misruns performed for
development of near-net shape casting process for low pressure turbine blades. A
schematic of the technical setup of the casting process investigated is shown in Fig-
ure 1.10. The first step involved the development of confidence in numerical predic-
tions of misruns. This was carried out by simulating a gravity casting experiment.
In the next step, simulations of different components of the casting process are done
to develop strategies to prevent misruns.
Figure 1.10: Schematic description of the technical setup for the casting process.
Development of innovative near-net-shape casting process 17
Gravity casting of LPT blade :
Gravity casting of LPT blade was used as a validation of the numerical methodology
to predict misruns. The casting experiment showed several misruns on the trailing
edge (shown by red arrows in Figure 1.11) and a smaller misruns on the leading
edge. The objective of the current section is to investigate in particular, the influence
of numerical mesh on filling and concurrent solidification leading to prediction of
misruns.
To study the influence of numerical mesh, simulations were performed on two dif-
ferent gradually refined meshes i.e., grid1 (coarse grid) and grid2 (fine grid). The
meshes consisted of polyhedral cells and three prism layers across the blade and
the shell mould interface (see Figure 1.12 mesh at a cross section of blade and shell
mould in grid2). The density of polyhedral cells was made non-uniform in different
regions of the computational domain.
Numerical simulation results were analysed for overall metal flow and temperature
field on the free surface (see Figures 1.13). Both grid1 and grid2 show the melt en-
tering the root of the blade at around 0.5 s. Impingement of the melt on the bottom
of the sprue and flow into the ingate is a key feature which determines the melt flow
into the blade. After splashing, themelt flow becomes non-deterministic, hence here-
after, exactly the same melt flow behaviour in both the meshes cannot be expected.
In Figure 1.13 at 0.5 s one can clearly see that the metal flow in the ingates is different
in the two grids.
As the metal flows into the middle of the blade (see Figure 1.13 at 0.75 s), the metal
in grid1 shows a wavy free surface, whereas in grid2 it shows a parabolic shape.
This might be due to better resolution of surface tension forces and wettability of
metal in grid2. The melt flows into the blade till around 1.0 s, when parts of the melt
including the free surface solidifies and no further melt can pass through the ingates.
In grid1, at this time the melt reaches the shroud but in grid2 the metal has stopped
already below the shroud. There after, the melt starts building up in the sprue and at
around 1.8 s themelt overflows the sprue and falls down through the runner onto the
shroud of the blade. The melt arriving through the ingates cools down quickly and
it is unable to fill the region below the shroud in the trailing edges (see Figure 1.13 at
3.0 s). This position and shape of the misruns agrees with the experimental results
(see Figure 1.11). It can also be concluded that the simulation results can provide a
lot of different details of the process, which are experimentally not accessible. These
details can explain the casting results and indicate perspectives of measures to be
taken to avoid misruns.
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Figure 1.11: Full view of the cast part on the left and magnified view on the right of the
region of misruns from the gravity casting experiment.
Figure 1.12: Mesh at a cross section of blade and shell mould (left) and magnified view
(right) in the trailing edge area of grid2 in the gravity casting experiment.
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Grid1
t = 0.5 s t = 0.75 s t = 3.0 s
Grid2
t = 0.5 s t = 0.75 s t = 3.0 s
Figure 1.13: Simulated metal free surface (assumed at 0.5 metal-gas fraction) at different
times and temperature distribution for grid1 (top figures) and grid2 (bottom figures). In
legend, green line is at Tliquidus and cyan line at Tsolidus.
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Liquid pouring from crucible :
The process of metal flowing from the crucible into the mould is a key step to op-
timise the casting process in order to minimise amount of skull in crucible and to
obtain a quicker and a most continuous metal outflow through the funnel into the
mould. A delayed and noncontinuous flow enables melt to solidify and prevents
fresh melt to enter into unfilled regions. Numerical simulations showed the build
up of metal in funnel as a major reason for nonuniform melt flow out of the funnel.
Further, it demonstrated that the existence of swirl increases the wetted surface in
the funnel which leads to increase of loss of material in the skull. Both phenomena
cause loss of superheat and also increase irregular flow of melt into the shell moulds.
Centrifugal casting using separated melt distributor :
A distributor is used to collect the melt from the funnel and provide momentum in
the rotational direction of the distributor and mould. Two different distributors are
investigated in this subsection, here named as distributor1 (a non optimised one)
and distributor2 (optimised one).
Numerical simulations showed distributor2, can guide themelt out of the distributor
more uniformly and in a shorter time than distributor1 (see Figure 1.14). In case of
distributor2, only around 10-15 K superheat is lost. Hence, one can conclude from
the numerical simulations that distributor2 performs better than distributor1. As a
matter of comparison, related casting experiments showed distributor1 achieves a
skull weight of 950 g and distributor2 a skull of only 310 g. Hence, distributor2 is
used in further investigations.
Next step involves the investigation of appropriate design of gating and runner sys-
tem to obtain an optimal flow of the melt into a LPT blade. Three different gating
systems with different positions and orientations of the blade were evaluated for
misruns. A snapshot of the metal flow and temperature distribution at 0.75 s in the
casting setup with separate melt distributor is shown in Figure 1.15.
In Configuration A, the blade was placed near the outlet of the distributor with an
intention to provide a short gating system. An additionally runner system connected
the airfoil of the blade through three ingates. A stopper was placed in the runner
system in order to build up back pressure in the blade to fill up the shroud.
In Configuration B, the blade was placed in a larger distance to the axis of rotation
to maximise the impact of rotational forces. This configuration was characterised
by a longer gating system compared to the other two configurations. A runner was
connected to the tip of the blade and no stopper was used.
In Configuration C, the blade was placed in radial direction with the pressure side of
the blade cavity facing the floor. Intention of the blade position and orientation was
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to press the melt against the trailing edge, as the melt flows along the airfoil. The
runner system had a stopper in order to allow build up of back pressure to fill the
shroud and the runner.
Numerical investigations showed that of all the configurations, Configuration B is
the most promising one. However, simulations showed that misruns in the trail-
ing edges for this configuration could not be avoided. Misruns in the shroud could
be avoided by appropriately designing the runner system. It is suggested that ap-
propriate orientation and position of the blade with respect to the runner system is
necessary. Investigations further revealed that key way to minimise misruns along
the trailing edge is to utilise the rotational forces to deliver the melt at a higher pres-
sure into the thinner regions. This is possible when a longer gating system is used
and the blade could be placed tangentially on the circumference of rotation. In the
shorter gating system (in Configurations A and C), as the melt flowed into the blade,
vena contracta developed leading to misruns. In these shorter gating systems, the
rotational forces were inadequate to press melt along the trailing edges. Isolated
streams of melt filling parts of the thinner edges, solidified quickly and choked off
the incoming melt. Numerical simulations showed that the ingates constructed to
bring in additional melt into the airfoil region were unsuccessful as the melt flowed
out through these ingates rather than coming in.
Due to the occurrence of misruns on the trailing edges, it can be concluded that the
only way to cast RM6 blades is to aim for a near-net-shape rather than for a net
shape design. In this setup only 3 blades could be casted in one casting experiment.
Again, this is not economical for future industrial use. These issues of casting mul-
tiple blades in a single setup and achieving a near-net shape are investigated in next
sections.
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Figure 1.14: Comparison of average mass flow rate (Figure a)) and average temperature
(Figure b)) at one funnel outlet in each distributor.
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Figure 1.15: Metal flow and temperature distribution at 0.75 s in the casting setup with
separate melt distributor. Metal-gas interface is assumed at 0.5 gas volume fraction. In the
legend a green line is at Tliquidus and a cyan line is at Tsolidus
Towards geometric limits in LPT blades to avoid misruns :
Numerical simulation showed casting of 6 or more blades in a single casting setup
was only possible by integrating melt distributor and blades in a single ceramic shell
mould. It was observed that, in this setup, prevention of misruns, specifically along
the trailing edges, is difficult. Hence one option was to move from net-shape to near-
net shape blade design by overstocking areas of the blade where the affinity to form
misruns are high. Figure 1.16 demonstrate geometrical differences between the orig-
inal and overstocked blade at the middle section. The LPT6 blade was overstocked
on complete cross section, except at the trailing edge, which was kept of the same
size of 0.6 mm thickness. The intention was that thicker cross sectional area of the
airfoil would enable more quantity of melt to fill in the airfoil region, which could
be pressed into the trailing edges before solidification starts. In addition, once more
liquid metal flows through the airfoil, misruns in the shroud could be avoided.
Numerical simulations showed that in original blade due to extremely thin walls
the melt cooled down quickly leading to severe misruns (see Figure 1.17). In case
of overstocked blade design, onset of solidification could be delayed and misruns
could be avoided both in the trailing edge and in the shroud. Now, the next work
is required in reducing the overstocking areas to obtain the minimum geometry that
can be casted without any misruns.
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Figure 1.16: Figures showing exemplary dimensional differences between original LPT6
blade (left side) and overstocked LPT6 blade (right side) at a middle section of the airfoil.
(All dimensions are in mm).
Figure 1.17: Computed free surface of the metal and temperature distribution in the original
LPT6 blades (left) and overstocked blades (right) on completion of filling. (Metal-gas inter-
face is assumed at 0.5 gas volume fraction. In the legend, green line is at Tliquidus and cyan
line at Tsolidus).
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Influence of mass flow rate on misruns :
As a possible solution, a higher mass flow rate should delay the cooling of the melt.
An improvement of mass flow into the mould in general is possible by optimising
crucible tilting position and tilting angle with time. Investigations revealed that the
mass flow rate does plays a role in reducing misruns of the LPT blades, although a
higher melt flow might not eliminate them completely.
Conclusions of this section :
This section deals with numerical predictions for occurrence of misruns in develop-
ment of a near-net shape casting process for LPT blades. The work was split into two
phases, the first was to establish numerical methodology to predict misruns and the
second involved the assessment of strategies to avoid misruns.
In order to predict misruns accurately, the following issues are of prime importance.
Accuracy of the initial and boundary conditions and of material data are essential
in prediction of misruns. Since LPT blades have very thin edges, it is necessary to
resolve the thin regions with adequate number of cells. In this work, polyhedral
cells were used with around 3-4 prism layers across the shell and mould cavity in-
terfaces (on either side of the interfaces) and at any cross-section of airfoil comprised
of around atleast 10 cells. Numerical simulations on two consecutively refined grids
showed that the fine grid predicts misruns better than the coarse grid.
The build up of metal in funnel is a major reason for nonuniform melt flow out of
the funnel which promotes early solidification of melt in thinner edges and leads
to misruns. Investigations on centrifugal casting using a separated melt distribu-
tor showed that melt distributor should guide melt as quickly as possible into the
gating system in order to reduce misruns. Three different gating systems were anal-
ysed. Using a shorter gating system was found ineffective as the melt enters like
a jet leading to development of vena contracta. Further in a shorter gating system,
due to smaller distance from the rotational axis it was difficult to press melt into the
trailing edges. As a result, misruns can be expected with the shorter gating system.
Only by using a longer gating system, it was possible to utilise the rotational forces
to press the melt in the trailing edges. Here the blade could be placed tangentially on
the circumference of rotation. However, using a longer gating system also delivers a
colder melt to the casting object.
Numerical simulations were performed on a cluster of 6 LPT6 blades using the origi-
nal and overstocked blade design. In the original blade design, themelt cooled down
quickly and major misruns could be observed. In case of overstocked blade design,
onset of solidification could be delayed and misruns could be avoided. Hence, it
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could be successfully demonstrated that overstocking is an option to achieve near-
net-shape casting.
Numerical simulations were compared to investigate the effect of two different mass
flow rates. The results revealed that the higher mass flow rate does play a role in re-
ducing misruns of the LPT blades although they might not be eliminated completely.
1.5 Investigations of casting parameters to achieve near-net-
shape casting process
This section investigates systematically the influence of different casting parameters
on filling of simplified turbine blades by using the centrifugal casting process. Inves-
tigations were carried out using thin plates of different thicknesses representing sim-
plified turbine blades, with an aim to determine the limits for casting of near shape
geometries like LPT blade geometry shown in the previous sections. This involved
at first, developing of confidence in the numerical simulation by comparing against
casting experiment results. After that, evaluation of different casting parameters on
castability were performed.
The casting setup consisted of 12 plates used as simplified turbine blades with 6 dif-
ferent dimensions in thickness, all having a constant cross section. The plates are of
200 mm in length and the selected plate thicknesses are 1.0, 1.5, 2.0, 2.5, 3.0, 4.0 mm.
The tip, root and shroud of the plates had the same dimensions for all plates. Also
the width of all the plates was the same of 40 mm. All the 12 plates were combined
together with a distributor in one ceramic mould in a circular configuration. Always
two plates of same thickness were placed diagonally opposite around the axis of
rotation.
Now, in order to understand the filling of 4 mm plate, images at different times are
presented in Figure 1.18-a) to c). The temperature distribution on the metal free
surface shows parts of the free surface under liquidus temperature (indicated by
green band in the same figures). Hence, one may expect regions of small cold shuts
as the melt may not be able to fuse itself completely. To confirm this phenomena,
an X-ray of a 4 mm plate was carried out and the related image is shown in Figure
1.18-d). This picture confirms presence of void spaces or cold shuts in regions 1, 2
and 3. As the melt travels upwards, it cools down further and hence more cold shuts
are found at position 2 and position 3.
Figures 1.19 a)-c) finally show the comparisons of experimental results and simula-
tion results. Two sets of casting experiments were performed for validation, both
using the standard parameters. For the plate thickness of 1 mm (see Figure 1.19-a)),
the melt has flown only a small distance from the top. The large unfilled region in
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Direction of centrifugal force
a) t = 0.6 s b) t = 0.8 s c) t = 1.0 s d) X-ray
Figure 1.18: Simulation of filling (a) to c)) in 4 mm thick plate at different times and possible
areas of entrapment of voids. Figure d) shows X-ray picture with entraped voids in the 4
mm thick plate. Areas 1 to 3 are introduced to correlate the corresponding positions in the
plate (The metal-gas free surface is assumed at volume fraction 0.5. In the legend, green line
is at Tliquidus and cyan line at Tsolidus)
the middle of the plate can be observed in both simulation results and the casting
experiments. For 1.5 mm thick plate (Figure 1.19-b)), large unfilled region along the
inner edge can be confirmed from both the simulation results and the experiments.
For 2.0 mm thick plate (Figure 1.19-c)), the metal fills most part of the plates which
can be observed in both the experiments and simulations. Small pockets of unfilled
sections along the inner edges found in the experiment, were also predicted in the
simulation. For the plate thickness of 2.5 mm and above, the plates were completely
filled both in the experiments and in the simulations.
The comparisons can be considered quite good relative to the complexity of the cast-
ing experiment and the detailed analysis of the simulation results, which allow an
improved understanding of the filling process. Hence, it can be concluded that, in
the current casting conditions, 1.0 mm thick plate is extremely difficult to cast.
Influence of different casting parameters:
This section studies the effect of different casting parameters on filling of the simpli-
fied turbine blades. These parameters were the rotation speed, the melt temperature
and the shell mould temperature which are currently possible in the casting ma-
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Direction of centrifugal force
a) Comparison of casting experiments and numerical predictions in 1.0 mm thick plate
b) Comparison of casting experiments and numerical predictions in 1.5 mm thick plate
c) Comparison of casting experiments and numerical predictions in 2.0 mm thick plate
Figure 1.19: Comparison of casting experiments and numerical predictions after 1.5 s. Col-
ored pictures of diagonally opposite blades from the numerical simulation are placed on
extreme right and extreme left. The 4 blades in the middle of each rows are photographs
are taken from two sets of casting experiments. (The metal-gas free surface is assumed at
volume fraction 0.5 and the temperature scale is same as shown in Figure 1.18. In the legend,
green line is at Tliquidus and cyan line at Tsolidus).
chine. Here, filling of each plate is evaluated based on the unfilled mould fraction
area (UMA) defined as the ratio of non-wetted surface area of the airfoil (excluding
the root and the shroud) to the total surface area of the airfoil. For all variations
of the casting parameters investigated, UMA decreases in a parabolic manner with
increasing plate thickness. The UMA curve lowers with increase in the following pa-
rameters i.e., rotation rate, superheat and shell mould temperature. In the latter case,
the curve tends to be linear at low superheats. From the analysis, it can be concluded
that 1 mm thick plate is very difficult to cast due to faster heat loss and earlier solid-
ification of the melt in the plate. The increase of superheat, shell mould temperature
and rotation rate had a profound influence on the filling of the 1.5 mm thick plate.
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For 2.0 mm plate, the increase of superheat and shell mould temperature help to fill
the plates completely but no significant influence of rotation rate was observed.
1.6 Summary of conclusions
The current work aimed for numerical predictions of misruns in a near-net-shape
casting process for LPT blades with TiAl alloy of low fluidity. The numerical simu-
lation methodology was based on the commercial code STAR-Cast. A fully coupled
three-phase mould filling and solidification was applied, using the finite-volume
method and arbitrary polyhedral control volumes to solve the governing equations.
Within the scope of the work, the numerical code was validated against experiments,
for modelling of interfacial heat transfer due to formation of air gap during solidi-
fication process. Numerical modelling for mould filling was validated against ex-
perimental results to predict entrainment defects in casting processes. By numerical
simulation methodology, predictions of misruns in a gravity casting experiment of
LPT blade were performed. Then different casting setups were evaluated numeri-
cally to develop strategies to avoidmisruns. Finally, the influence of different casting
parameters on filling ability were analysed on simplified turbine blade geometries.
The following key conclusions can be drawn from the work:
• Numerical simulations showed that the details ofmould filling and correspond-
ing entrainment process can be accurately predicted, providing a fine enough
grid is used.
• The numerical simulation methodology can successfully predict misruns, pro-
viding that accurate initial, boundary conditions, material models are used and
also the thin regions are adequately resolved with the grid.
• Investigations revealed that a key parameter to minimise misruns along the
trailing edge is to utilise the rotational forces to deliver the melt at a higher
pressure into the thinner regions.
• Numerical simulations showed that one possible way to achieve near-net-shape
casting was by overstocking areas of the blade where the affinity to form mis-
runs is high.
• Investigation on influence of mass flow rate revealed that the mass flow rate
does play a key role in reducing misruns of the LPT blades although misruns
might not be eliminated completely.
• In a casting setup consisting of 12 simplified turbine blades of 6 different thick-
ness, the limits for casting of near-net-shape geometries like LPT blade geome-
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try were investigated by numerical simulation. Simulations showed unfilled
mould surface area decreased in a parabolic manner with increasing cross-
sectional area. This unfilledmould surface area curve lowers on increasing rota-
tion rate, increasing superheat and increasing shell mould temperature. These
curves tends to be more linear at lower superheat. From the analysis, it could
also be concluded that for very thin plates casting parameters did not influence
unfilled mould surface area significantly.
The following work is recommended in future to improve the numerical simulation
methodology and to achieve a near-net-shape casting.
• To improve the accuracy of the numerical model, a rigid body model motion
of the shell mould is recommended for simulating centrifugal casting process
mentioned in this work.
• In this work, an average global interfacial heat transfer resistance coefficient
was used which was calibrated. Formation of gap during solidification occurs
non-uniformly across the whole domain. Hence, the only correct way to model
formation of gap is a coupled simulation of solidification and deformation of
solidified part of the melt.
• Resistance to flow due to onset of solidificationwasmodelled based on Kozney-
Carman equation and based on a constant average equiaxed dendrite arm spac-
ing. However, in reality the microstructure measurements showed combination
of equiaxed and columnar dendritic structures. This opens up a complete new
aspect of casting simulation on a meso-scale.
• Although this work achieved a near-net shape casting of LPT blades, further
investigations are necessary to evaluate possibility of net-shape casting and to
elaborate the best routes to get there.
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2 Introduction and literature survey
2.1 Background
Major industries such as aerospace and automotive are making a large effort in re-
ducing costs and improving the efficiency of their products. These industries have
determined that one of the key ways in improving their products is by introducing
new light-weight alloys and improving/developing new casting processes. Intro-
duction of new materials brings in new issues for casting. Some of these materials
have low fluidity; as a consequence, obtaining a net shape in thin geometries is a ma-
jor challenge. Lack of near-net shape in a casted product will require expensive and
time consuming machining and also loss of extra material. This puts tremendous
pressure on the foundryman as he has to directly deal with the materials properties
of new alloys with respect to the processes to cast. In order to deliver high integrity
products, he has to optimise transformations like melting, pouring, solidifying etc.,
simultaneously. He needs to understand the various thermo-physical phenomena
that occur and the factors that influence these phenomena. Casting trials are ex-
pensive, and it is almost impossible to experimentally visualize the melt flow in the
cavity or to measure pressure, local mass flow rates, velocity, temperature and other
field variables to understand the casting results better. Hence, numerical modelling
is the best way to support foundry man in improving the casting processes by offer-
ing a detailed insight in the physical processes.
The casting processes can be broadly classified as sand casting, die casting, invest-
ment casting and pressure die casting process. In these casting processes, the length
and time scales associated with the transport phenomena also vary. For different
defects that appear in the cast product, some of them are common to all casting
processes i.e., misruns, cold shuts, cold shots, shrinkage cavity, microporosity, hot
tearing etc. The task of predicting the thermo-physical phenomena and the practical
defects that occur in the final casted product is immense. In addition, successful pre-
diction of these defects is directly related to both the numerical modelling and the
careful intepretation of the results describing the complex processes during casting.
Thus, it necessiates a joint effort of the numerical modellers and the casting engi-
neers. The current thesis addresses this issue of application and interpretation of
mordern computational fluid dynamics tool in prediction of misruns in the develop-
ment of a casting process for a new light-weight alloy for direct use in aero-engines.
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The work particularly is focussed on misruns in cast parts having thin and long ge-
ometries. The main topics are discussed in the following sections.
Figure 2.1: Picture of entrapped bubble and its trail captured by scanning electron micro-
scope (obtained from [8])
2.2 Defects in casting
To understand the causes and elimination of casting defects is a primary objective
for any foundryman. Casting defects can be categorized into five classes (see [49])
i.e., pouring metal defects, metallurgical defects, gas porosity, shrinkage defects and
mould material defects.
Pouring defects are misruns, cold shuts and inclusions. Misruns occurs when melt
solidifies before the mould is completely filled. Reasons attributed are low pouring
temperature, slow pouring or thin cross section of casting. Two portions of melt
flow together but without fusion between them leads to cold shuts and causes are
similar to those of a misrun. Proper gating system designs could avoid this defect.
Inclusions occur due to metal contamination such as dross and slag. Entrapped gas
bubbles or oxides can also be considered as pouring defects.
Metallurgical defects are hot tears (or hot cracking) and hot spots, occur during the
cooling stage of the casting process. Hot tears occur due to the residual stresses
caused by mould stiffness and can be prevented by appropriate mould design. Non-
uniform cooling on the surface of the casting leads to certain areas of different mi-
crostructure than in the other areas. Introducing appropriate cooling practices or
altering the chemical composition of the metal can prevent this kind of defects.
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Figure 2.2: Misruns of low pressure turbine blade castings using TiAl alloy (Source: ACCESS
e.V).
Shrinkage cavity results in voids in the casting, which occur due to improper metal
feeding. The problem can often be solved by proper riser design but may require
some changes in the part design as well.
Gas porosity occurs due to formation of bubbles during the cooling phase of the cast-
ing. The growing solid rejects excess amounts of dissolved gas such as hydrogen or
nitrogen etc which gets trapped into pores. Gas porosity can be prevented by melt-
ing the metal in vacuum, keeping lower superheat temperatures and minimizing
chaotic filling process.
Mould material defects can cause mould erosion, metal penetration, burn out and
swelling on the surface of the mould. It occurs due to improper material or inappro-
priate ramming of the material.
The current work relates to the pouring defects. The state-of-the art in numerical
modelling of casting processes to predict these defects is presented next.
2.3 Investment casting and centrifugal casting
Investment casting process is qualified for near-net shape casting (see [50]). This
casting process is distinguished by high accuracy and precise surface finishes, at a
relatively low cost level. Casting of complex and thin-shaped components can be
achieved and hence qualifies it as a net-shape or near-net shape process [51, 52]. In-
vestment casting itself is a long and a complex process. Starting with a CAD design,
wax injection dies are made and then wax patterns are made from these dies. Then
cluster set-up is prepared, which is followed by manufacture of ceramic moulds.
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After casting comes knock-off of ceramic shell, cutting and polishing of castings. Be-
fore casting, the mould is pre-heated for contaminants to escape and allow the liquid
metal to flow easily into the detailed cavity. In investment casting, occasionally the
shell mould is rotated to obtain higher metallostatic pressure to ease filling. In this
work all simulations carried out in this work belong to this class.
2.4 Literature survey in modelling
During past three decades a sustained effort has been carried to advance modelling
in casting community. Till date modelling used has been based on finite element, fi-
nite difference and finite volume methods and a literature survey on this subject can
be obtained in [1, 2, 3]. A nice documentation of these efforts are theMCWASP (Mod-
eling of Casting, Welding and Advanced Solidification Processes) conference proceedings.
Bounds et al. [12] categorized the research efforts in this area by three distinct com-
munities: 1) shape casting in foundries 2) continuous casting in steel making and
3) Direct chill semicontinuous casting in aluminium casting. The second and third
communities have made significant progress as they have simple process geome-
tries, minimal effect of the solid-phase on liquid phase and infrastructure to run re-
search and development. But the shape casting have to deal with complex processes
and geometries and a wide range of length and time scales. Further the causes of
defects are numerous and since the companies are smaller in size, they lack major
infrastructure to run research and development programs. Hence, the complexity
of processes in shape casting and development of the basic models describing these
processes is a difficult task.
Casting simulations belong to a class of multiphysics problems which can be catego-
rized into modelling of mould filling, solidification, deformation and formation of
microstructures. In the current work only mould filling and solidification is consid-
ered and the later two were excluded from the study.
2.4.1 Mould filling
Control of mould filling is the key to prevent several defects that could arise in the
casted product such as entrapment of bubbles, misruns and cold shots (see Campbell
[53]). Modelling issues during mould filling are: a) Predictions of the bulk fluid
flow b) Track the evolution of the free surface, entrapment of gases c) Escape of
entrapped gases through the porous moulds. Further the numerical schemes should
be computationally robust to handle complex geometries.
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Mould filling algorithms fall into two different classes, the first one front tracking
methods and the second one front capturing methods. A nice review on this subject can
be obtained from Kothe et al. [54]. Front tracking is not the popular method and
is primarily Lagrangian in nature. They comprise of moving mesh methods, MAC
based schemes, boundary integral schemes and particle schemes. Among all the
numerical methods used for mould filling simulations for casting, Volume of fluid
(VOF) from the second class is the most popular one [1, 2]. It was first introduced by
Hirt andNichols [55] and has undergone many variations to make it more stable and
accurate. A large number of VOF based schemes has been constructed and some are
demonstrated by Ubbink [56]. After several improvements, VOF is today well doc-
umented in a large number of publications [55, 57, 41, 58, 59, 60, 61]. VOF methods
are based on solving a transport equation for volume fraction of melt. Additional
physics such as surface tension and wetting angle effects can be included. Level
set methods [62, 63] propagate interfaces by solving the same basic scalar evolution
equation as other capturing methods [62] but the variable solved for is a smoothly
varying distance function. Though a smooth variation of the level set function across
interface is an advantage. They suffer from not being strictly mass conservative [64],
which is otherwise required for mould filling simulations. In the VOF or in the Level
Set formulation, either a volume fraction or a Level Set function is defined to iden-
tify and advect the interface. These methods, however, do not automatically yield
the exact location of the interface and needs reconstructing the continuous shape
of the interface [57, 58, 59, 60]. Drawbacks of these methods is that they assume
averaged properties at the “mixed” control volumes containing both phases. For
modelling multiphase flows with sharp interfaces, Muzaferija and Peric´ [42]) devel-
oped VOF based High-Resolution Interface-Capturing (HRIC) scheme to preserve
accuracy and stability. This method leads to a sharp interface but is computationally
more demanding.
Most numerical studies do not consider the presence of air as initial condition within
the mould and use VOF method based on single fluid algorithm (see [4, 5, 6, 7]).
This approach is currently used in almost all commercial codes for mould filling. An
overview on industry standard mould-filling codes can be obtained from M. Cross
et al. [1].
However, transport of gas phase is a key aspect of mould filling but due to com-
putational complexity it is a common practice in casting simulations to solve for
only one fluid and to approximate the gas phase by an indirect mass conservation
equation. The gas is treated as a medium exerting pressure on a free surface and ne-
glecting the motion of the gas. Mould filling simulations taking care of the gas phase
have been quite limited [9, 10, 11, 12, 13]. Phatak et al. [10] carried mould filling
studies using commercial code FLUENT on simple rectangular geometries and non
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porous moulds. Teskeredzˇic´ and co-workers [11] used VOF based HRIC scheme to
simulate gas phase also but no validations for mould filling were presented for any
real casting processes. Jakumeit [13] used the numerical methodology presented by
Teskeredzˇic´ and co-workers [11] to study influence of gas phase on mould filling
in sand casting. Recently, Wang et al. [20, 21] used VOF based code PHYSICA to
simulate gas entrapments in casting of industrial gas turbine blades.
Most recently, Reilly and co-workers [8] reviewed current methods for the modelling
of entrainment casting defects. They mentioned the accurate modelling of bubbles;
their entrainment, advection and coalescence is an important element of the mod-
elling of casting defects by gas entrappment. Modern computational fluid dynamic
softwares are computationally highly intensive when compared to single phase flow
modelling due to additional complexities of modelling the second phase. However,
the correct way to model entrainment defects in any casting process is to model both
the liquid and gas phase. This allows prediction of gas entrapments, compressibility
effects and bubble coalesence.
2.4.2 Phase change
Methods of latent heat evolution
Methods to tackle latent heat evolution in casting simulations can be classified into
fixed grid and variable grid methods and a good review on this topic can be ob-
tained from [14]. In variable grid methods, primarily popular is the moving grids
method. The process involves locating the solid-liquid interface and finding temper-
ature profiles at each time step. Moving grids method finds popularity in modelling
of pure substances due to the ability to predict a sharp interface and straight forward
implementation of additional boundary conditions (see work by current author for
modelling crystal growth in Czochralski process, [65, 66]). However, the method
becomes difficult when modelling alloys and handling large topological changes as-
sociated with fluid flow.
In the fixed grid class of methods of latent heat evolutions belongs also the appar-
ent heat capacity method (see Hashemi and Sliepcevich [67] and Poirier and Salcud-
ean [68]). Another approach known as heat integration method is based on the post-
iterative schemewhere the enthalpy in each control volume is accounted for bymon-
itoring the temperature. Voller and Swaminathan [69] used standard enthalpy for-
mulation and modelled sensible heat and latent heat separately in the transient term
of the energy equation. Though computationally efficient, this method may produce
unreasonable predictions around a solid-liquid interface. In another class of meth-
ods known as enthalpy methods, the evolution of the latent heat is accounted for
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by enthalpy and the relationship between enthalpy and temperature is used to com-
pute the latter. This method is quite popular for modelling of alloys and also a large
number of variations are available (see [67]).
Mixture modelling approach versus Multicomponent-Multiphase approach
The mixture modelling approach has been primarily developed by Bennon and In-
cropera [15], which is based on the classical mixture theory approach [70, 71]. This
approach is easier to work with and can postulate macroscopic equations. Here mi-
croscopic equations are not necessary. The advantages are a single set of equations
and boundary conditions for the whole domain. Average macroscopic properties are
used for the solid-liquid mixture in the mushy zone.
The multicomponent multiphase approach is more popular to model solidification.
This provides close coupling between macroscopic and microscopic scales. A sep-
arate conservation equation for each phase is solved and the equations are linked
by the source terms. Such approach has been extensively used by the solidifica-
tion community (see Beckermann [16]). Multicomponent-multiphase approach has
a disadvantage from larger number of equations that need to be solved and its use
for industrial purposes is limited. Issues also include implementation of boundary
conditions for the mushy zone.
Flow in the Mushy zone
The morphology of the mushy zone influences the flow during solidification in a
complex manner. Two different situations can be explained; one is the flow of liquid
through a fixed solid network. This is treated as flow through a porous medium (see
Stefanescu [72]), based on the permeability in the dendrite structures (see Poirier [73]).
The second situation involves the flow of a solid-liquid mixture when the solid can
move with the liquid. The basic idea is obtained from the rheology of suspensions
and slurries leading to expressions for the mixture viscosity [74, 75, 76]. A detailed
review can be obtained from Petford [77]. In the early stage of solidification, when
the solid fraction is small, the Darcy flow is not important. A hybrid model was pro-
posed by Oldenburg and Spera [78] to account for this behaviour and a switching
function was defined to control the transition (see Chang and Stefanescu [72]).
2.4.3 Coupled modelling of mould filling, solidification and misruns
In 1988 John Berry mentioned combination of fluid flow/solidification modelling is
an issue that needs to be resolved in near future (see [79]). Till date attempts in pre-
dicting coupled mould filling and solidification have been mainly limited to simple
geometries and only a qualitative analysis related to filling is presented (see Phatak
et al.[10]). Lee et al. [80] studied a coupled mould filling and solidification of pure
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metal in a rectangular mould. Shepel and Paolocci [81] presented a finite-element
based method and applied it in permanent mould castings. Lewis and Ravindran
[82] presented a two-dimensional model based on finite element method which in-
cluded solidification effects as well. In [83], a two-dimensional filling and solidifica-
tion of a square cavity is presented. Using commercial code FLUENT, Phatak et al.
[10] simulated the effects of mould filling on evolution of the solid-liquid interface.
Teskeredzˇic´ and co-workers [11] developed a VOF-based multiphase model to pre-
dict velocity, pressure and temperature distribution for all three phases, namely the
gas, melt and solidified phase, in a coupled manner.
Coupled mould filling and solidification simulation is the basic prerequisite to ac-
curately predict defects such as misruns and cold shuts. In order to predict these
defects, the modelling approach must be able to solidify and stop the metal front
in a thermodynamically consistent manner. Dai and Goldak [84] presented a first
initial attempt based on finite-element methodology, solving the governing equa-
tions in a Langrangian frame. They presented simulations using pure aluminium,
but the computed results were not in agreement with the experiments. Using finite-
difference method, Xu and Mampaey [85] modified the algorithm proposed by Hirt
and co-workers (using SOLA-VOF technique) and proposed a model based on a so-
lidified fraction of liquidmetal. Here, they also solved energy equation but when the
solid fraction is higher than a critical value, the metal in the element is allowed to
become stagnant. This critical solid fraction is provided as a free parameter. Nguyen
et al. [86] used this approach implemented in FLOW-3D code to simulate misruns
in high pressure die casting process. Sung et al. [19] used MAGMASOFT code and
showed that the code automatically stopped calculating further, once the free surface
reached the critical solid fraction. UsingMAGMASOFT code, Sabatino [17] got good
agreement between the experiments and predictions for bulk castings for thicker ge-
ometries. Dewhirst [18] in his doctoral thesis compared three commerical software
packages against experimental results for narrow channels dominated by wall heat
transfer conditions. He concluded that the three modeling softwares examined, do
not predict fluidity with fidelity to experimental data. He attributed that to the lack
of heterogeneous multiphase flow models, lack of simultaneously modelling the so-
lidifying material on the micro and macro scales and lack of accounting for choking
in fluidity tests. Dewhirst concluded that, while these codes may be suitable for sim-
ulating bulk filling, further work is needed in the area of filling thin sections. Bounds
et al. [12] presented a computational model for several defects prediction in shape
castings based on the interaction of free surface flow, heat transfer, and solidification
phenomena. But to indicate misrun defects they analyzed only temperature con-
tours. In that work they expressed the difficulty to predict the precise surface front
shape as it solidifies because of ”a range of mathematically nonlinear effects”. Sung
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and Kim [19] attempted to model TiAl turbo-charger wheel castings using MAG-
MASOFT, but were unable to reproduce misruns in simulation as observed in real
casting. Wang et al. [20, 21] simulated castings of industrial gas turbine blades; com-
parisons with misruns casting trials were based on temperature contours.
Thus, direct prediction of misrun in a simultaneous mould filling and solidification
simulation framework is rare. Hence, the usual norm as stated by Prof. Ohnaka [22]
is to indicate regions of misruns by a temperature decrease or fraction solid increase
at the melt free surface. The current literature survey is restricted to modelling is-
sues only and related experiments and investigations are presented in Chapter 5 and
Chapter 6.
2.4.4 Centrifugal casting
Centrifugal casting is a technique that is typically used to cast thin-walled intricate
geometries. With this process high quality of castings can be achieved and also a
good control of metallurgy and crystal structure is provided. Most experimental
studies have been done with water [87]. The current state of the art to simulate cen-
trifugal casting is in rotating frame of reference. Most simulation studies are related
to only mould filling [23, 24, 25, 26, 27]. Suzuki [24] carried out two-dimensional
simulations seperately for melt flow and solidification during centrifugal precision
casting of Ti-6Al-4V alloy. Daming [25] studied effects of centrifugal and Coriolis
forces on the mould-filling behaviours of titaniummelts in vertically rotating molds.
Zago´rski [26] used FLUENT software to simulate centrifugal casting of metal matrix
composite reinforced with SiC. Keerthiprasad et al. [88] performed numerical sim-
ulation of fluid flow in a horizontal rotating mould employing the commercial CFD
code STAR-CD. McBride et al. [27] presented a numerical model based on FLOW-3D
software to simulate water centrifugal castings experiments. Only in last few years,
coupled mould filling and solidification is being attemped [28, 19, 29, 30]. Shiping et
al.[29] carried out numerical simulations to study off-centred porosity formation of
TiAl-based alloy exhaust valve. Recently Kaschnitz [30] used FLOW-3D software to
perform numerical simulation of centrifugal casting of pipes. But in all these studies,
performed misruns were not the objective of the study. In the current work STAR-
Cast (see [31]) was used, the numerical simulations were performed using multiple
frame of references taking into account a pressure-dependent gas atmosphere in the
mold cavity.
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2.4.5 Complex geometry
Representation of complex geometries is a key issue in mould filling simulations.
A nice review on this topic is available from Cross and co-workers [1, 32] and is
summarized here. Two basic approaches are available; the first one is based on
block-structured grids and uses cut-cell technique. This approach works well in
bulk convection dominated flows and requires lower computational and memory
allocation. However it suffers from serious accuracy issues in wall bounded flows
where boundary layers are significant. Next are the body-fitted grids; here again two
classes exist. The conventional structural meshes can adapt to the small variations in
geometry, but generating such meshes is extremely time consuming. The most pop-
ular method in this area is based on unstructured grids (mainly tetrahedral) which
can handle any kinds of complex geometry. Here the issues are related to grid qual-
ity and convergence problems. MAGMASOFT’s [89] flow technology uses cartesian
mesh with staggered variable discretization and SIMPLE-like pressure-correction
finite-volume method. They essentially cut out whole cells which are not in the flow
domain. The grid is not adapted to the real geometry shape but exhibits stepwise
approximation of boundaries. ProCAST [90] is based on a finite-element method
and uses unstructured tetrahedral and hexahedral meshes. FLOW-3D [91] also uses
block-structured mesh with staggered variable arrangement. Its free-surface track-
ing approach is based on Fractional Area/Volume Ratios (FAVOR) method ([92].
Teskeredzˇic´ and co-workers [11] used arbitrarily shaped polyhedral meshes with
prism layers on the walls, but the focus was on developing a finite volume based
methodology. Polyhedral meshes are promising for use and have several advan-
tages over tetrahedral or hexahedral meshes in solving industrial scale geometries
(see [33]). The method used in this study is an extension of this approach.
2.5 Innovative near-net shape investment casting of low flu-
idity TiAl alloy
Aerospace and automotive industries are making amajor effort in improving perfor-
mance capabilities of engine components at high temperature [93, 94]. A key thrust
is in new alloy developments aiming to reduce weight. To achieve this goal a large
research has been carried out using γ-Titanium-Aluminides (TiAl) [34, 35] which
are currently starting being used in aero-engines. Most recently General Electric
(GE) reported that their commercial engine GEnxTM has been fitted with TiAl alloy
(specification GE-4822) [95]. TiAl alloys shows good mechanical and physical prop-
erties for use in high temperature components such as aero-engines (see references
[21, 36, 37]). These alloys provide around 50% lower weight than Ni-based superal-
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Figure 2.3: Weight balance of LPT blades using Ni-basis (left) vs. γ-TiAl (right).
loys. As a consequence also structural part can be decreased in weight and hence the
engine weight can be reduced by 10% [96]. They have also good properties to resist
oxidation and corrosion. But some severe drawbacks are their high reactivity under
atmospheric conditions and very low fluidity. They cannot be superheated beyond
a certain limit. Since investment casting is the most preferred route, this requires
preheating the ceramic shell mould to a higher temperature. Hence near-net-shape
casting of extremely thin and long geometries such as low pressure turbine blades
in aero-engines is an extremely demanding task. Till date different casting tech-
niques have been developed to produce TiAl based components, some of them are
counter-gravity low pressure casting for turbocharger wheels, tilt casting for gas tur-
bine blades and centrifugal casting for various automotive and aero-engine compo-
nents [37]. Of these only pressure-assisted casting techniques, specifically centrifugal
investment casting is the most favourable in producing near-net shape castings. GE
developed a single piece LPT blade casting process based on centrifugal casting [36].
But for latter industrial use any casting process must be not only scalable but also
cost effective. Hence, in this regard a centrifugal casting pilot plant was specifically
built at Access e.V. using the melting and casting machine ”Leicomelt 5TP” from ALD
Vacuum Technologies GmbH (see references [97, 98]).
Different research projects have led to improved alloy strength, ductility, better cor-
rosion resistance and creep properties [99, 100]. But as mentioned above and sum-
marized by Wunderlich [101], casting of these alloys in near-net shape with com-
plicated geometries meets a number of difficulties. TiAl is highly reactive in liquid
phase and the low specific weight is associated with a rapid heat loss of the liquid
with potential of misrun. The high reactivity of the alloy requires processing un-
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der vacuum or Argon atmospheres using inert crucible and mould materials. The
melting and superheating under vacuum have to account for the loss of essential
elements by evaporation and the casting system must allow for venting to eliminate
porosities caused by gas entrapment. One aspect to address these issues is the induc-
tion of skull melting (ISM) in water cooled copper crucibles [35]. The investigations
by numerical simulations decribed in this work are related to the production route
based on centrifugal investment casting to cast aero-engine components developed
at Access e.V. [97, 98].
Particularly turbine blades are one such component which can be casted using cen-
trifugal investment casting process. It has very thin crossections and complex geo-
metrical shape. To achieve near-net shape various forces such as centrifugal, Cori-
olis and gravitational acting on the liquid metal must be utilized in such a manner
that liquid metal is directed into the thinner edges before solidification starts. The
thinnest parts of regions that can be casted can be taken as limit of castability for this
particular process. However, direct experimental casting trials are expensive and
time consuming, hence numerical modelling is the only alternative tool for process
development. But, with respect to the near-net shape investment casting process es-
tablished at Access e.V. this is not an easy task. The casting process is extremely fast
(around 1.5 s) and has a chaotic mould filling pattern. The metal solidifies imme-
diately in thin crossections of turbine blades (which have 0.7 mm to 1 mm trailing
edge thickness).
2.6 Organisation of the thesis
The current thesis is organised in the following manner.
• Chapter 3 highlights new contributions from this work.
• Chapter 4 explains the theoretical background used in the current work.
• Chapter 5 validates the numerical methodology for heat transfer during solidi-
fication and mould filling in a gravity casting process. Mesh and time step size
dependence are investigated to determine the accuracy of the scheme. Details
of entrainment defects such as bubbles, oxides are validated and analysed in
regards to experiments.
• Chapter 6 presents the new innovative casting process to cast TiAl alloys. The
numerical methodology is used to investigate suitability of gravity and cen-
trifugal casting method.
• Chapter 7 investigates thin plates of constant cross sections to develop a near-
net shape casting process.
42 Introduction and literature survey
• Chapter 8 concludes the results carried out in this thesis and provides directions
of future work.
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3 Motivation and new contributions
The current work originates from the industrial need to cast extremely thin and long
turbine blades for aero-engines using low fluidity alloys. The motivation of the cur-
rent work is to develop a numerical methodology for a reliable prediction of misruns
and to evaluate it by applying it to the development of the near-net shape casting
process. In this work, the commercial code STAR-Cast (see [31]) is used, which is
based on a three-phase computational fluid dynamics (CFD) approach. This code
has the ability to resolve thin and complex geometries using body fitted meshes and
also temperature-dependent physical forces such as surface tension and wettability
effects. Prior to application of the code, work was necessary to evaluate discretisa-
tion effects and to develop steps to achieve accuracy in numerical predictions. Then
next step was to implement and evaluate numerical models to predict misruns in
casting processes and in particular to the dedicated case of centrifugal casting pro-
cess. Finally, the numerical methodology was validated by application as a support
tool for casting process development of near-net shape low pressure turbine (LPT)
blades.
The new contributions from this work can be summarised as follows:
3.1 Discretisation effects in casting process models
Investigations on discretisation effects in modelling variable interfacial heat transfer
due to gap formation during mould filling and solidification in casting processes are
presented in Chapter 5. To the author’s knowledge, these studies are first of its kind,
systematically evaluating basic physical and numerical aspects of discretization in
casting process models.
• Numerical predictions are analysed by systematic refinement of the mesh and
time step size for interfacial heat transfer due to formation of air gaps during
solidification process (see Section 5.2). Error analysis on the simulation results
is carried out using Richardson’s extrapolation technique for a second order
discretisation scheme. The work demonstrates that errors in predictions can be
reduced by a factor of 4 between two meshes by the systematic refinement of
polyhedral meshes and prism layers. A systematic refinement is recommended
by increasing the number of cells by a factor two in each coordinate direction,
hence the difference between the two grids varied by a factor eight. It is also
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necessary to capture sharp temperature gradients across mould andmould cav-
ity interface and this study recommends use of three to four prism layers on
either side of the interface. The minimum thickness of the prism layer size rec-
ommended from this study is around 2% of the maximum cell size. Finally, the
study demonstrated that in order to obtain accuracy in numerical predictions,
appropriate mesh and time step size are necessary.
• In Section 5.3, mould filling predictions are evaluated using an experiment on
Aluminium alloys published by Prof. John Campbell, where X ray-radiographs
from experiments are available. Accuracy in prediction is evaluated by using
a systematic refinement of mesh and equally small time step size. Analysis
of simulation results concludes that this particular experiment is highly non-
deterministic due to effects such as splashing, refection and wave overturning
and subsequent air entrapment. This non-deterministic behaviour is attributed
to non-linearity of the momentum equations and hence a mesh independent
solution cannot be obtained in this class of problems. However, it was shown
that only finer grids have capability to reproduce several features such as the
formation of vena contracta and form and shape of the interface. The study
demonstrated that mesh should be constructed such that the minimum size of
the bubble that will be predicted is equal to the minimum mesh size. The time
step size must be chosen such that in each time step the interface on average
moves less than half a cell. In the mediumly refined mesh, the cross section of
the runner consisted of around 20 polyhedral cells and 3 prism layers along the
wall.
3.2 New physical insights into formation of entrainment de-
fects in casting process
In the evaluation of mould filling simulations, new physical insights into formation
of entrainment defects in Aluminium casting process were obtained (see Section 5.3),
not described in literature before. The main contributions can be mentioned as fol-
lows:
• The work discloses reasons of the formation of entrainment defects by detailed
analysis of complex interaction of both flowing gas phase and the liquid phase
leading to entrainment, coalescence of bubbles and advection of gas phase. The
study shows that the metal impinging the walls, reflecting and moving in a gal-
loping fashion causes a wavy and bubbly flow, which favours the entrainment
of oxides. The study revealed interaction of different incoming metal fronts
leading to the entrainment of air, which initialise bubble generation.
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• The study provides details of formation of vena contracta in casting processes.
It is found that intermixing of return and incoming waves and melt free sur-
face overturning are key causes of entrainment defects. The coalescence of gas
bubbles in mould filling occurs due to bubbles moving faster near the vena con-
tracta colliding with the slower moving bubbles. In case of collision, some of
these bubbles coalesce, overcoming the surface tension forces. The study also
reveals that, the preferred positions of coalescence of bubbles, are at sudden
cross-sectional changes of the casting cavity.
3.3 Development of numerical model to predict misruns in
gravity and centrifugal casting process
For the first time, numerical modelling of misruns is presented based on fully cou-
pled three-phase flow. The development of dedicated numerical models and imple-
mentation into the code for the prediction of misruns are presented in Chapters 4
and 6. The corresponding programs are attached in Appendices.
• For the first time, in the numerical simulation, the solidifiedmelt at themelt-gas
front is stopped by providing additional resistance caused by the growing den-
drite network during solidification (see Section 4.1.3), whereas the melt may go
on filling other regions of the cavity. This is achieved by an additional source
term in the momentum equation based on the Kozeny-Carman relation for per-
meability estimation (see Section 4.7 and Appendices).
• From the investigations, it can be concluded that, it is necessary to resolve thin-
ner and arbitrarily shaped geometrical regions using body-fitted meshes with
adequate number of cells (see Figure 6.9). In this work, polyhedral cells were
used with around 3-4 prism layers across the shell and mould cavity interfaces
(on each side of the interface) and in any cross section of the cast part at least
9-10 cells are present. It is also necessary to avoid smearing of the melt-gas
interface and a low time step size is recommended.
• An error analysis and validation of the model is made using two different
meshes on a gravity casting process of a low pressure turbine blade (see Sec-
tion 6.2). Although the chosen coarse grid is sufficient to capture misruns ade-
quately, it was found that finer grid resolves surface tension forces and temper-
ature gradient across the shell mould and blade better than coarser grid.
• With respect to modelling the centrifugal casting process, the rotation terms are
implemented in the related subroutines (see Section 4.1.4 and Section 4.7 and
Appendices). The numerical resistance model to stop the solidified flow is also
coupled with these rotation terms, in order to enable predictions of misruns in
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centrifugal casting process (see Section 6.4 and see Section 7.2). The predictions
compare well with the misruns observed in related casting trial experiments.
3.4 Evaluation of casting cluster designs for near-net shape
casting
The development of centrifugal investment casting of LPT blades from TiAl alloys is
used as an example to demonstrate the ability of numerical analysis to support the
process development by a series of simulations. The objective is the development
of strategies to achieve sound near-net shape casting. Simulations were used to pre-
dict possible problems in the early stage of development, provide insight into flow
physics, help to optimise the process and minimise the number of necessary cast-
ing trials. For the first time, such detailed investigations for an extremely complex
process using a fully coupled three-phase tool has been carried out. The simulations
provided a sound basis for this casting process development at Access e.V.. In detail
the following process steps were investigated and optimised by the simulation:
• The simulation of tilting of the crucible and the metal outflow from the crucible
through the funnel (see Section 6.3) led to strategies for improving the mass
flow into the ceramic mould.
• The design of themelt distributor was optimised in order to reduce temperature
loss and increase mass flow rate (see Section 6.4).
• Different designs of the gating systems were evaluated aiming at the best com-
promise between temperature loss and effective rotational forces to push the
melt into the trailing edges (see Section 6.4.2).
• Finally, numerical simulations showed that a design of the casting set up with
multiple blades attached to an integrated distributor can increase the produc-
tivity and reduce scrap rate. However, simulations also showed that this can
only be achieved by overstocking of airfoils (see Section 6.5).
3.5 Sensitivity studies on optimisation of casting process pa-
rameters
A sensitivity analysis for centrifugal investment casting of thin and long shaped
plates representing simplified LPT blades is presented in Chapter 7. Making such
an analysis by experiments alone is very time consuming, expensive and discloses
hardly any details of the process. For the first time such a sensitivity analysis was
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made here by numerical simulations. The investigations and contributions are as
follows:
• Castability of thin plates of constant thicknesses ranging from 1.0 mm to 4.0
mm and 200 mm in length, in general is sensitive to changes of process param-
eters such as rotation rate, melt superheat and shell mould temperature. No
robust process parameters window was found for extremely thin plates below
1.5 mm. For all plates thicker than 2.5 mm, however, the simulation shows that
the process parameters are not critical.
• For medium plate thickness ranging from 1.5 mm to 2.5 mm strong correlation
between process parameters and the amount of filling defects was found and
analysed in detail.
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4 Theoretical background
4.1 Governing equations
The gas, liquid and melt phases co-existing in any casting process can be described
based on continuum behaviour using the basic laws of physics. The integral form of
equations describingmass, momentum, energy and phases conservation in a volume
V , bounded by the surface S are given below (see Demirdzic´ et. al.[38]).
∂
∂t
∫
V
ρ dV +
∮
S
ρv · ds = 0 (4.1)
∂
∂t
∫
V
ρv dV +
∮
S
ρvv · ds =
∮
S
T · ds +
∫
V
ρ fb dV (4.2)
∂
∂t
∫
V
ρh dV +
∮
S
ρhv · ds =
∮
S
q · ds +
∫
V
T : gradv dV (4.3)
∂
∂t
∫
V
Ci dV +
∮
S
Civ · ds =
∫
V
sCi dV (4.4)
where t is the time, ρ is the density, v is the velocity vector, T is the Cauchy stress
tensor, fb is the body force, h is the thermal enthalpy, q is the heat flux vector, while
Ci is the volume concentration of the phase i, sCi is the phase source term due to
phase change (e.g. melting-solidification).
Equation (4.4) represents pure advection equations of immiscible phases. For a
phase-change process n, which involves the liquid phase i = nl and the solid phase
i = ns, sources sCnl and sCns have the same intensity and the opposite sign, i.e.
sCnl = −sCns . We sum up transport equations for phases ns and nl:
∂
∂t
∫
V
(Cnl + Cns) dV +
∮
S
(Cnl + Cns)v · ds =
∫
V
(sCnl + sCns ) dV (4.5)
A new solution variable Cn = Cnl + Cns is introduced, where Cn now represents
the volume fraction of both phases, involved in the phase-change process n. The
resulting transport equation now does not contain the source term due to the phase
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change. The fields of enthalpy h and volume fractions of metal Cn define the fields
of volume fractions of liquid Cnl and solid Cns metal.
Hence writing in general, the movement of immiscible phase can be written as:
∂
∂t
∫
V
Cn dV +
∮
S
Cnv · ds = 0 (4.6)
Constitutive relations
In order to close the system of equations (4.1)–(4.6) it is necessary to adopt constitu-
tive relations which describe the behaviour of continuum.
Stokes’s law
The liquid part of the domain (molten metal) is treated as a Newtonian fluid. The
constitutive relation between the stress and the rate of the strain tensor, known as
the Stokes law, is given as
T = 2µ D˙− 2
3
µdivv I− p I (4.7)
where
D˙ =
1
2
[
gradv+ (gradv)T
]
(4.8)
is the rate of the strain tensor, µ is the liquid viscosity and p is the pressure.
Fourier law
The relation between the heat flux qh and the temperature gradient for isotropic
materials is given by the Fourier law as
qh = −k gradT (4.9)
where k is the thermal conductivity.
Equations of state
In addition to constitutive relations, equations of state linking enthalpy and density
to temperature (and pressure) are required.
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Enthalpy formulation
The enthalpy h of the mixture of phases is a function of the enthalpies of the individ-
ual phases:
h =
∑
i
ρiCihi
ρ
(4.10)
The enthalpy hi of the phase i can be defined as
hi(T ) = ci(T − T0i) + h0i (4.11)
where ci is the specific heat of the phase i, T is the temperature, and T0i and h0i are
the standard temperature of formation and the enthalpy of formation of the phase
i. For pure metals, the phase-change occurs at a constant temperature. Hence, the
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Figure 4.1: Figure a) shows Enthalpy-temperature diagram and Figure b) shows volume
fractions of solid and liquid phase as function of temperature
latent heat of the phase change can be expressed as a difference of the enthalpies of
liquid hnl and the solid hns at the phase-change temperature (Tn) as
Ln = hnl(Tn)− hns(Tn) (4.12)
For alloys, the phase-change takes place within a temperature interval known as the
mushy region between the solidus (Tns) and liquidus (Tnl) temperatures. Here the
formulation of the liquid and the solid phase enthalpies are
hns(T ) = cns(min(T, Tns)− T0ns ) + h0ns
hnl(T ) = cnl(max(T, Tnl)− T0nl ) + h0nl (4.13)
By assuming that the phase-change of pure metals occurs within an arbitrarily small
temperature interval, one can also use expressions (4.13) to calculate the enthalpies
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of phases. The enthalpy-temperature diagram for any metal will be similar to the
one shown in Figure 4.1-a.
The volume fraction C∗nl represents the volume fraction of the liquid metal relative to
the volume occupied with the liquid and solid metal n. It can be expressed in terms
of the volume fractions Cnl and Cns
C∗nl =
Vnl
Vnl + Vns
=
Cnl
Cnl + Cns
=
Cnl
Cn
, C∗ns =
Cns
Cn
= 1− C∗nl , (4.14)
where the relation Cn = Cnl + Cns is used.
For a given alloy C∗nl and C
∗
ns are known functions of temperature (C
∗
nl
= C∗nl(T ); C
∗
ns =
C∗ns(T )) (Figure 4.1)-b. Based on this, the partial derivatives of the phase volume
fractions Cnl and Cns with respect to temperature can be calculated as:
∂Cnl
∂T
= Cn
∂C∗nl
∂T
,
∂Cns
∂T
= Cn
∂C∗ns
∂T
(4.15)
4.1.1 Alternative form of energy equation
We would like to write the energy equation in terms of the temperature corrections
δT
T = T0 + δT. (4.16)
where T is the ’exact’ temperature which satisfies the governing equation, T0 is an
approximation of T and the δT is the temperature correction which leads the ap-
proximation T0 to the ’exact’ solution T . In order to do this we will first express the
enthalpy h in terms of an enthalpy estimate h0 and an enthalpy correction δh
h = h0 + δh. (4.17)
Now, employing the constitutive relation (4.9), the energy equation (4.3) can be writ-
ten as
∂
∂t
∫
V
ρ δh dV +
∮
S
ρ δhv · ds−
∮
S
k grad δT · ds =
− ∂
∂t
∫
V
ρh0 dV −
∮
S
ρh0v · ds +
∮
S
k gradT0 · ds +
∫
V
T : gradv dV (4.18)
=
∫
V
Rδh dV
This equation reduces to the original energy equation (4.3) when the corrections δh
and δT and consequently the residual field Rδh become zero.
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The enthalpy correction δh due to the temperature change δT can be approximated
as
δh(δT ) =
∂h
∂T
δT =
∑
i
(
ρiCi
ρ
∂hi
∂T
+
ρihi
ρ
∂Ci
∂T
)
δT = ceδT. (4.19)
where ce is an effective specific heat, and the partial derivatives of hi and Ci with
respect to T can be calculated using expressions (4.11) and (4.15).
Now equation (4.18) can be written in terms of temperature corrections
∂
∂t
∫
V
ρ ceδT dV +
∮
S
ρ ceδT v · ds−
∮
S
k grad δT · ds =
∫
V
Rδh dV (4.20)
Generic transport equation
Resulting transport equations for momentum, energy and phases valid for solving
phase-change problems can be written in the form of a generic transport equation
for the transported variable φ as
∂
∂t
∫
V
ρBφ dV +
∮
S
ρCφφv · ds =
∮
S
Γφgradφ · ds +
∫
V
SφV dV (4.21)
where Bφ, Cφ, Γφ and Sφ are the coefficients of the transient, convective, diffusive
terms and the source term, respectively. V represents volume of the cell, S the sur-
face area and v the velocity. The continuity Equation (4.1) combined with momen-
tum Equation (4.2) gives an equation for pressure or pressure correction. Variable
φ stands for the transported quantity, i.e. the Cartesian velocity component vi, the
temperature increment δT or the phase volume-fraction concentration Ci.
4.1.2 Physical properties of multi-fluids
The properties of the effective fluid (e.g. density ρ, viscosity µ, specific heat Cp, ther-
mal conductivity k) vary in space according to the volume fraction of each compo-
nent, i.e.
ρ =
Nc∑
i=1
αiρi, µ =
Nc∑
i=1
αiµi, Cp =
Nc∑
i=1
ρiαiCp,i
ρ
, k =
Nc∑
i=1
αiki (4.22)
where subscript i denotes the individual components and Nc=3 for the three phases.
αi is the volume fraction of each individual phases.
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4.1.3 Modelling of flow in the mushy zone
There are two basic ways one can model the flow in the mushy zone. The first one is
the viscosity approach, where viscosity varies from (µ→ µl) in pure liquid to (µ→∞)
in pure solid. This can be represented as an empirical function. The most common
form is given for the mixture fluid as (see Stefanescu [72]):
µ = µl(1 + φ) (4.23)
where φ is the correction factor and numerous expressions are available in the litera-
ture (see [72, 77]).
The second approach is to assume that the mushy zone acts like a porous media; the
fluid velocity in the mushy zone can then be approximated via a pressure drop [39,
40]:
− ∂p
∂xi
=
µ
K
Ui︸ ︷︷ ︸
Darcy′s term
+
CE√
K
ρ|Ui|Ui︸ ︷︷ ︸
Forcheimer′s term
(4.24)
where CE is the function of the microstructure also known as Ergun’s coefficient,
K is the permeability. Permeability can be deduced from the Kozeney-Carman’s
equation [102, 103].
K(fs, λ2) =
(1− fs)3
f2s
λ22
180
(4.25)
where fs is the volume fraction solid, and λ2 is the secondary dendrite-arm spacing,
which may be evaluated at any point of the mushy zone using the coarsening law.
In case of stopping of the metal flowing with higher speeds due to solidification,
the role of Forcheimer’s term becomes important. However, the use of these terms
to predict misruns in a three phase code make the solution numerically unstable.
Hence care must be taken to improve stability of the solutions, this is explained in
Section 4.7.
4.1.4 Influence of rotation
In centrifugal casting processes the casting domain is rotated during the casting pro-
cess. The simulations are simplified by solving the fluid flow, heat transfer and
species equations in a coordinate system rotating with the geometry.
The time derivative of a position r(t) in a rotating reference frame has two compo-
nents, one from the explicit time dependence due to motion of the particle itself,
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and another from the frame’s own rotation. Assuming no displacement of the non-
inertial coordinate system
vinert = v + ω × r (4.26)
where ω represents the angular velocity and v is the velocity of the non inertial co-
ordinate system relative to the inertial system. The absolute acceleration can be ob-
tained by differentiating the above equation.
ainert =
dv
dt
+
dω
dt
× r+ 2ω × v + ω × (ω × r) (4.27)
The additional force term, which goes into the momentum equation will now be
qrot = −ρ[dω
dt
× r+ 2ω × v + ω × (ω × r)] (4.28)
On the right hand side, first term is due to the change of rotation with time, the
second one the Coriolis forces and the third centrifugal force.
MeltMelt
GasGas
βcβc
(a) (b)
Figure 4.2: Contact angle at a wall for the wetting (a) and non-wetting (b) case
4.1.5 Treatment of surface tension
Surface tension acts between two fluids due to an imbalance of cohesion and adhe-
sion forces. This force depends on the interface curvature and the surface tension
coefficient σ. The normal force due to surface tension is treated using the continuum
surface force (CSF) model proposed by Brackbill et. al.[41]. The tangential force is
neglected in this study. The CSF model defines a volumetric source in the momen-
tum equation that is expressed as:
qσ = −σ∇ ·
( ∇Cnl
|∇Cnl|
)
∇Cnl (4.29)
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In casting, melt-gas interfaces is taken into consideration. When the melt-gas surface
is in contact with a solid wall, the melt forms an angle βc with that wall as shown
in Figure 4.2. When βc < 90 then it is considered as wetting and when βc > 90 it is
considered as non-wetting. This wall contact angle is imposed as a constraint on the
free-surface orientation at the contact line.
4.2 Initial and boundary conditions
Initial conditions The values of dependent variables φ = Ui, p, T , at the initial instant
of time t = t0, has to be provided at all points of the solution domain V .
Boundary Condition
• In Dirichlet boundary conditions, the dependent variable value (e.g. prescribed
velocity or temperature) at boundary is given.
• In Neumann boundary conditions, the gradient of the dependant variable at
the boundary e.g., (heat flux) is specified.
4.2.1 Local planar resistance or porous baffle
Porous walls are necessary to simulate the escape of one of the fluids (typically gas)
through the wall, but the other fluids must remain within the solution domain. In
order to model this, we monitor pressure along non-wetted wall surfaces. The pen-
etration velocity is computed based on a pressure difference between the inside and
outside wall surfaces using the following relation:
pw − pref = ρscn(a + bun)un (4.30)
Here a and b are resistance coefficients which need to be either calibrated or obtained
from measurements, where pw [Pa] is the pressure on the inside wall, pref [Pa] is
the specified reference pressure for the model (assumed to be the pressure outside
the mould), ρscn [kg/m3] is the density of the escaping fluid (whose mass fraction is
represented by a scalar variable) where un is the penetration velocity.
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4.3 Resulting algebraic equations
When all the terms featuring in Equation (4.21) are assembled, a non-linear algebraic
equation is obtained, which links the value of φ at the CV centre with φ values at the
centres of the nearest neighbours
aφ0φP0 −
ni∑
j=1
aφjφPj = bφ , (4.31)
where ni is the number of internal faces of the CV and the term bφ contains source
terms, contributions from boundary faces and the parts of diffusive and convective
terms which are treated explicitly.
4.4 Finite volume discretization
Fully conservative finite-volumemethod is using collocated, non-orthogonal, boundary-
fitted grids to discretize the governing equations. The problem domain is divided
into a number of contiguous and non-overlapping control volumes of volume V
bounded by cell faces Sj as shown in Figure 4.3. Cell-centered approach is used
(Figure 4.3) and the computational nodes are placed at the centre of each CV. For im-
plementation of boundary conditions and the Stefan condition, the boundary nodes
and the nodes on the solid–liquid interface are placed at the centre of boundary CV
faces. The evaluation of each of the terms has been described in detail in references
[43, 45]. For the purpose of solving phase change problems the numerical method
described in details in [45] is adopted. The time interval of interest (constant or vari-
X
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Z
Control Volume
Neighbouring Control Volume
nj
Pjdj
sjP0
P1
n1
s1
d1
rP0
Figure 4.3: A polyhedral control volume and the notation used.
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able) is subdivided into a number of subintervals δtm.
Equation (4.21) is integrated over each CV and approximated by midpoint rule. The
gradients of the dependent variable φ are evaluated linearly between the computa-
tional points. The Euler implicit temporal discretization is employed. As a result,
the characteristic terms in Equation (4.21) are approximated and a discrete form of
the equation is obtained.
Rate of change term
The transient term is approximated as Euler implicit temporal discretization:
∂
∂t
∫
V
ρBφ dV ≈
(ρBφV )P0 − (ρBφV )m−1P0
δtm
(4.32)
the superscript m − 1 denotes values at the time tm − δtm and the unsuperscripted
terms refer to the current time tm.
Convection term
The convection term is approximated as:
∫
Sj
ρCφ φv · ds ≈ m˙jCφ φ∗j , (4.33)
where φ∗j is evaluated at the center of cell face j and m˙j is the mass flux through that
face, which is calculated as:
m˙j =
∫
Sj
ρv · ds ≈ ρjv∗j · sj , (4.34)
where v∗j is interpolated specially such that a strong coupling of velocity and pres-
sure is ensured and leads to a stable solution procedure.
The cell-face values φ∗j are calculated using a blend of the first-order upwind (UD)
and the second-order central differencing scheme (CD) [45], or in the case of phase
volume fractions using the high resolution interface capturing scheme (HRIC) [42].
Consistency Enthalpy h is a function of the phase mixture and temperature. The
cell-face enthalpy hj used to approximate the convective transport is constructed
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using the same cell-face values of phase volume fractions Cij used to approximate
the convective transport of phases, or
hj =
∑
i
ρijCijhij
ρj
, ρj =
∑
i
ρij . (4.35)
Diffusion term
The diffusion term is approximated as:
∫
Sj
Γφ gradφ · ds ≈ Γφj
[
(gradφ)j +
(
φPj − φP0
|dj | −
gradφ · dj
|dj|
) |dj | sj
dj · sj
]
· sj (4.36)
The first term on the right hand side of Equation (4.36) is obtained by linear interpo-
lation between values calculated at nodes P0 and Pj . The overbar presents arithmetic
average of the values calculated at CV centers P0 and Pj and details of their evalua-
tion is described in [45].
Source terms
The surface integrals involving vector qφS are calculated explicitly over each cell.
QφS =
∮
S
qφS · ds (4.37)
The volume sources is calculated as:
QφV =
∫
V
SφV dV (4.38)
Initial and boundary conditions
To start the analysis all dependent variables have to be specified at the initial time t0.
Then the boundary conditions have to be applied. For Dirichlet boundary condition,
the expressions for convection and diffusion fluxes and sources remain valid. At
the boundaries φPj is replaced by the boundary value φB. For Neumann boundary
conditions on the boundary regions, the boundary fluxes are added to the source
term. The discretized gradient approximation is used for the variable values at the
boundary.
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Calculation of pressure
To obtain the pressure field and to couple it with the velocity field, a pressure-
correction method of the SIMPLE-type [45] is used.
First, fluid velocity at a cell face is calculated in the following manner:
v∗j = vj −
(
VP0
av0
){
pPj − pP0
|dj | −
grad p · dj
|dj |
} |dj| sj
dj · sj , (4.39)
where vj is the spatially interpolated velocity and the rest is a third-order pressure
diffusion term, analogous to the term introduced by Equation (4.36), while the dif-
fusive transport of variable φ was discussed.
The so-called predictor stage values of v and p (featuring in expression (4.39) for v∗j ),
which satisfy the (linearized) momentum equation, do not necessarily satisfy the
continuity equation (4.1). By using the expressions for the mass flux (4.34), the mass
conservation equation can be written in the following form:
nf∑
j=1
m˙j = 0 . (4.40)
From the requirement that mass fluxes (4.34) satisfy the continuity equation (4.40),
an equation of the form (4.31) for the pressure correction p′ is obtained:
ap′0 p
′
P0
−
nf∑
j=1
ap′jp
′
Pj
= bp′ , (4.41)
with coefficients:
ap′j = ρ
(
VP0
av0
)
sj · sj
dj · sj , ap′0 =
nf∑
j=1
ap′j , bp′ = −
nf∑
j=1
m˙j , (4.42)
where all variables have their predictor stage values and ap0 is the corresponding
momentum equation central coefficient.
After the field of pressure correction p′ is obtained, the velocity, pressure and mass
fluxes are corrected via:
vP0 = vP0,pred + v
′
P0
= vP0,pred −
1
av0
nf∑
j=1
p′j sj ,
pP0 = pP0,pred + βp p
′
P0
, (4.43)
m˙j = m˙j,pred + m˙
′ = m˙j,pred − ap′j (p′Pj − p′P0) ,
where βp is an under-relaxation factor (typically 0.2 to 0.3).
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The boundary conditions for the pressure-correction equation depend on the bound-
ary conditions for the momentum equations. If the velocity on the boundary is pre-
scribed, its correction is zero, this implies a zero-gradient (Neumann) boundary con-
dition on the pressure correction. If the pressure on the boundary is prescribed, then
its correction is zero, leading to a Dirichlet boundary condition for the pressure cor-
rection.
4.4.1 Heat transfer coefficient and heat transfer resistance coefficient
At the solid-fluid boundary the heat transfer between the fluid or solid boundary
and the surroundings is defined as
q
A
= h(Tb − Tsurr) (4.44)
where q is the heat flow and having units [J/s] or [W], h is the constant of propor-
tionality known as heat transfer coefficient with units [W/m2K], Tb is the temperature
of the fluid or solid boundary, Tsurr is the surrounding or ambient temperature. Heat
transfer coefficient depends upon several factors such as material properties, veloc-
ity of the surrounding fluid, shape of the boundary etc.
Applying Fourier’s law of heat conduction at the solid or fluid boundary one can
express heat transfer coefficient as follows:
h =
−λ [∂T
∂n
]
w
[Tb − Tsurr]
(4.45)
where λ is the thermal conductivity of the solid or fluid and
[
∂T
∂n
]
w
is the value of the
temperature gradient in the solid or fluid at the interface in a direction normal to the
interface.
Casting processes involves solid-fluid boundary and gas-liquid interfaces between
mould and mould cavity, solid-solid boundary between different mould materials.
This is a conjugate heat transfer problem and the coupled solution for temperature
and accurate prediction of heat transfer must be ensured.
Consider an interface between fluid and solid described in Figure 4.4 (left side) and
assuming a gap is formed between cast part and mould (which is due to the shrink-
age of the cast part due to solidification, resulting in increase of heat resistance).
Assuming that on the fluid side the boundary layer were resolved, the temperature
profile along a line normal to the cell face k would look like shown in Figure 4.4
(right side). Figure 4.4 (left side) shows a general situation, the meshes in solid and
fluid do not match at the interface. The situation is explained on a Cartesian mesh,
but special treatments are necessary for non-orthogonal meshes.
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The heat flux per unit area through the face k that is common to cells centered around
nodes C and Nk can be expressed as:
q = −λf
[
∂T
∂n
]
kf
= −λz
[
∂T
∂n
]∣∣∣∣
ks
kf
= −λs
(
∂T
∂n
)
ks
(4.46)
where T is the temperature, λ is the heat conductivity, n is the direction of the coordi-
nate normal to the cell face, and indices ”f“, ”z“, and ”s‘ denotes fluid, gap and solid
respectively. The gap is usually very thin so that the conductivity λz can be assumed
constant, as well as the temperature gradient across the layer. For fluid and solid,
heat conductivities should be taken for temperatures Tkf and Tks , respectively. Im-
mediately next to wall, temperature variation in the fluid is linear in fluid, but if the
boundary layer is not resolved, a modified conductivity has to be used in approxi-
mations that follow. For linear temperature distribution, the discrete approximation
of the heat flux is:
q = λf
[
Tkf − TC′
δf
]
= −λz
[
Tks − Tkf
δz
]
= −λs
[
TN′k − Tks
δs
]
(4.47)
the points C′ and N′k lie on the face normal n; their distance from the face, δf and δs,
respectively, represents the projection of the vector connecting cell center with the
face center.
Introducing resistance coefficients α as follows:
αf =
λf
δf
, αz =
λz
δz
, αs =
λs
δs
(4.48)
the expression Eqn.4.47 can be rewritten as:
qk = αf
[
Tkf − TC′
]
= −λz
[
Tks − Tkf
]
= −λs
[
TN′k − Tks
]
(4.49)
The interface temperatures can be eliminated to yield:
qk =
TN′
k
− TC′
k
1
αf
+ 1
αz
+ 1
αs
(4.50)
Now the heat flux can be expressed as:
qk = heff(TN′
k
− TC′
k
) (4.51)
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Figure 4.4: An example of a non-matching 2D mesh at a fluid-solid interface, showing the
notation used in discretization.
4.5 Volume-Of-Fluid (VOF) and HRIC
The current approach for mould filling is based on the formulation proposed by
Muzaferija and Peric´ [42] and is summarised as follows. In VOF apart from the
governing equations an additional equation for volume fraction (say c) needs to be
solved. This volume fraction function equals ’one’ when the cell is fully filled with
liquid and ’zero’ when the cell is filled only with gas.
The transport equation of the volume fraction is an advection equation (as in equa-
tion 4.4). Muzaferija and Peric´ [42] proposed a numerical scheme for the approxima-
tion of the convective fluxes to improve stability and accuracy. For this, the value of
volume fraction on the cell face used in the approximation (of the convective fluxes)
lies between the values at the two neighbor cell centers, and the weighting coefficient
depends on the profile of volume fraction along the line connecting the two cell cen-
ters, orientation of the interface relative to cell face, and the local Courant number.
The cell-face value of the volume fraction is computed as:
cface = γcC + (1− γ)cN (4.52)
where cC is the value at the cell center on one side of the interface and cN is the value
at the center of the neighbor cell. For details regarding the computation of weighting
coefficient γ, see reference [42].
4.6 Solution algorithm
The discretisation procedure leads to the equation written of the form in Equation
4.31 for each dependant variable: velocity component, temperature increment, vol-
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ume fractions and pressure correction. Finally a system of algebraic equations is
obtained. Due to the non-linear form of equations, the solution will be sought it-
eratively. The equations are coupled because of more than one unknowns present.
Segregated algorithm proposed by [45] is used in this work.
Depending on type of the problem, there is a number of solution strategies, one of
which is outlined below.
1. Provide initial values of all dependent variables at the time t0.
2. Assemble and solve for velocity components.
3. Assemble and solve for pressure correction and use obtained values to correct
the mass fluxes, velocity components and pressure.
4. Assemble and solve equations for conservation of phases i.e., the transport
equations for volume fraction of metals Cn rather than for their liquid Cnl and
solid Cns components.
5. Calculate enthalpy based on the current available distribution of phases and
temperatures using Equation (4.10).
6. Assemble and solve for temperature correction and update enthalpy
h ≈ hn−1 + δh (4.53)
hn−1 is the value of enthalpy calculated in Step 5, and the enthalpy increment
δh is defined by Equation (4.19).
7. Since the enthalpy is conserved, use temperature–phase volume fraction re-
lationship (Fig. 4.1-b)) to calculate new temperature and volume fractions of
liquid metal Cnl and solid metal Cns phases. This corresponds to the enthalpy h
and values of the volume fractions Cn of metal phases.
Steps 5–7 is referred to as phase-change algorithm.
8. Update physical properties of phases and the mixture.
9. Procedure is repeated from Step 2 until the sum of absolute residuals for all
equations has fallen by a prescribed number of orders of magnitude (usually
three). Steps 2 do 8make an outer iteration.
10. The calculation proceeds to the next time step until the prescribed simulation
time is completed.
Note that in order to enhance stability of this iterative procedure, the dependent
variables may be under-relaxed.
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4.7 Models developed into subroutines in this work
This section describes the implementation of the subroutines used in the code, in
order to predict misruns in gravity and centrifugal casting process. As mentioned
in Chapter 2, prediction of misrun in a simultaneous mould filling and solidifica-
tion simulation framework is no standard practice. In this work, the formulation
given in Eq. (4.24) is used to estimate permeability and stop the solidified melt in
a thermodynamically consistent manner. Here the use of Forcheimer’s term turned
out as important to arrest flow in case of high speed metal flow during the onset of
solidification. However, the use of these terms in a fully coupled mould filling and
solidification especially in the three phase flows makes the solution highly unsta-
ble. In order to improve the stability, the source terms need to be linearized so that
the diagonal dominance of the solution matrix is ensured. In order to improve the
stability, Eq. (4.24) is underrelaxed and the solutions are allowed to grow slowly.
The numerical programs are presented in Appendices and the steps of implementa-
tion are mentioned as follows:
At first the permeability coefficients are calculated in each time step in the following
manner:
• The coefficients are evaluated in all the fluid cells and selectively used along
with the solid phase scalar. A small number is introduced in the denominator
to avoid division by zero.
• Next the Darcy’s term and the Forcheimer’s term are calculated.
• As large source terms may be expected, in order to improve stability of the nu-
merical solution the Darcy’s term and the Forcheimer’s term are under-relaxed.
• These terms are linearized and the terms are allocated onto the diagonal of the
solution matrix, hence ensuring the diagonal dominance of the solution matrix.
• A maximum resistance value of 1015 at 0.95 solid fraction was specified to im-
prove the stability of the algorithm.
• Gravity casting process being a slower process higher values of under relax-
ation (0.1 to 0.5) are used. For centrifugal casting process lower values of under
relaxation (0.01 to 0.1) are used. As a result the number of outer iterations may
be increased and reduction of the time step size may be necessary.
The modelling of the rotational forces (see Eq.(4.27)) during centrifugal casting pro-
cess is implemented as the momentum source terms (per unit volume), in linearised
form.
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• The contributions of rotational forces taken into account are the variation of
rotation rate, Coriolis and centrifugal forces. They are modelled as addition to
the source terms.
• Once the permeability coefficient is calculated, it is transferred to momentum
source terms which enables the solid phase scalar to be stopped.
Detailed validation and investigation of accuracy of the numerical methodology to
predict misruns are described in Chapters 6 and 7.
4.8 Summary, conclusions and new contributions
The current chapter describes the fully coupledmould filling and solidificationmethod-
ology to simulate the three phases gas, liquid and solid co-existing in any casting
process, based on continuum behaviour and using the basic laws of physics. The
resulting transport equations for momentum, energy and phases valid for solving
phase-change problems are presented. Modelling of flow in the mushy zone is de-
scribed in Section 4.1.3, derivation of rotational terms for modelling centrifugal cast-
ing is presented in Section 4.1.4. A model for surface tension and treatment of wet-
ting angle is presented in Section 4.1.5, both are important effects on flows through
thin wall bounded geometries.
Boundary conditions used to model the casting process were presented next. The
treatment of porous walls necessary to simulate the escape of one of the fluids (typ-
ically gas) through the wall, while the other fluids must remain within the solution
domain is presented in Section 4.2.1. The definition of terms for the heat transfer co-
efficient and heat transfer resistance coefficient is presented in Section 4.4.1. Casting
processes involve solid-fluid boundary betweenmould andmould cavity, solid-solid
boundary between different mould materials and free surface between liquid and
gas phases. This is a conjugate heat transfer problem and the coupled solution for
temperature and accurate calculation of heat transfer must be ensured. The Volume-
Of-Fluid (VOF) and HRIC is presented in Section 4.5, resulting algebraic equations
in Section 4.3 and finite volume discretization in Section 4.4. The solution algorithm
is presented in Section 4.6. Models developed and implemented in subroutines in
this work are presented in Section 4.7. Thus, the contributions in this chapter can be
summarized as follows:
• For the first time, in the numerical simulation, the solidified melt at the melt-
gas front is stopped by providing additional resistance caused by the growing
dendrite network during solidification, at the same time the melt may go on
filling other regions of the cavity. In the current work, Eq. (4.24), is used to esti-
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mate permeability to stop the solidifiedmelt in a thermodynamically consistent
manner.
• No direct or indirect numerical predictions of misruns in centrifugal casting
process was previously published in literature. In this work, the methodol-
ogy is extended to prediction of misruns in centrifugal casting process. The
rotational forces acting during centrifugal casting process are implemented in
the momentum equations. Simply, viscosity based methods are unsuitable to
model misruns due to the rotational forces in the source terms. Hence the Eq.
(4.24) is also used to stop the solidified melt in centrifugal casting process.
• In case of centrifugal casting, Forcheimer’s term is necessary to stop the metal
flowing at high speed during the onset of solidification. However, large source
terms arise due to sudden onset of solidification which leads to stability issues
of the numerical algorithm. Hence, in order to improve the stability of the nu-
merical methodology the equations were linearized and were under-relaxed.
Validation of this numerical methodology to predict misruns was previously pub-
lished by the current author in [104] and [105]. In this work, more detailed evaluation
of this methodology is presented in Chapter 6 and 7. However, prior to the applica-
tion of the numerical methodology to predict misruns, evaluation of the basic casting
process models and discretisation effects, in order to obtain accurate solutions, is car-
ried out in Chapter 5.
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5 Discretisation effects and basic valida-
tion studies on casting process models
5.1 Background and objectives
In this chapter, the numerical methodology is investigated for practically relevant
casting process. The objectives are to validate the numerical model and investigate
and recommend the steps necessary to obtain accurate numerical solutions. First,
numerical modelling of interfacial heat transfer due to formation of air gap dur-
ing solidification process is compared against experimental results obtained for Al-
7%Si-0.3%Mg alloy. In order to evaluate accuracy of the numerical predictions, sim-
ulations were carried out using systematic mesh and time step size refinement. An
error analysis is then presented.
As mentioned in Section 2.4, accurate predictions of mould filling defects involves
modeling of bubbles; their entrainment, advection and coalescence is an important
element of the modeling of casting entrainment. Modern computational fluid dy-
namic approaches are computationally highly intensive when compared to single
phase flow modelling due to additional complexities of modelling the gas phase.
However, the correct way to model entrainment defects in any casting process is to
model both the liquid and gas phase. This allows prediction of gas entrapments,
compressibility effects and bubble coalesence. In this work mould filling is simu-
lated for gravity casting experiment taken from literature to evaluate predictions
of entrainment defects. Accuracy in prediction is evaluated by systematic refine-
ment of mesh and equally small time step size. Superiority of the current numerical
methodology is demonstrated by providing new physical insights into occurence of
entrainment defects.
5.2 Modelling of interfacial heat transfer during solidification
process
In any casting simulation, the modelling of heat transfer between cast part and
mould is an important issue. Solidification leads to shrinkage, resulting in forma-
tion of gap between cast part and mould. This altering of interfacial heat transfer
due to formation of gap could be predicted using thermo-mechanical simulations.
However, a coupled simulation of solidification and deformation of solidified part
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of melt is difficult, computationally expensive and not state-of-the-art. Hence, a
temperature-dependent heat transfer resistance is often used to model gap forma-
tion after solidification.
The current numerical methodology uses a temperature-dependent heat transfer re-
sistance between the cast part and mould. In order to test this aspect, the current
methodology is compared against the casting experiment described by Kron et al.
[46]. Laschet et al. [106] performed thermo-mechanical analysis of cast/mould in-
teraction during solidification process for the same problem. Numerical modelling
studies were also carried out by [107, 108] based on the similar experimental set up
by P. Schmidt [109]. The casting experiment [46] was carried out using a cylindri-
cal mould with a cylindrical core in its centre. This configuration ensures that the
gap due to shrinkage is only forming at the interface between mould and the cast
part. The height of the mould was h = 100 mm, the external diameter of the core,
the casting and the mould are 2a = 24 mm, 2b =150 mm and 2c = 250 mm, respec-
tively. A geometric description of the experimental set up and the parts included in
the solution domain is shown in Figure 5.1. Bottom and top of the core, casting part
and mould were insulated. Thermocouples were inserted in the mould, core and
the casting part for recording the temperature variation with time. The melt was
poured from the top of the mould and the upper surface was rapidly covered with
granulated insulating material. The casting material is Al-7%Si-0.3%Mg alloy. The
mould is made from a low alloy steel and the core is made as a quartz tube filledwith
oil-bound sand. Material properties are not presented in the publication by Kron et
al. [46] or by Laschet et al. [106] and hence obtained from STAR-Cast’s (www.star-
cast.com) material database. The initial temperature of the melt after filling is given
as 716 ◦C and that of the mould and core is given as 130 ◦C. The surrounding temper-
ature is given as 20 ◦C. The heat transfer coefficient between mould or insulation and
surroundings is given as 20Wm−2K−1. Between insulation and core, mould and cast-
ing part, heat transfer resistance coefficient is given as 400 Wm−2K−1. Between part
and the core heat resistance coefficient is given as 2000 Wm−2K−1. This heat trans-
fer resistance coefficient was obtained by thermo-mechanical analysis of the current
problem [106]. The heat transfer resistance coefficient between the cast part and the
mould, used in the current study is shown in Figure 5.2. It is presented as a function
of temperature at the casting part of the interface. Initially the melt is in direct con-
tact with metal and the heat transfer resistance coefficient is at around 900 Wm−2K−1.
The liquidus temperature of the casting material is Al-7%Si-0.3%Mg alloy is given
as 613 ◦C and the solidus temperature is 542 ◦C. At around 550 ◦C the resistance co-
efficient drops sharply to 300 Wm−2K−1 due to gap formation. It falls further down
to around 180 Wm−2K−1 when the temperature at the casting part of the interface
reaches 400 ◦C.
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For the validation, three systematically refined polyhedral meshes with 48384 CV
(grid1), 383681 CV (grid2) and 3325975 CV (grid3) are generated. Each grid included
two prism layers on each side of the material interfaces. For each refinement the
prism layers are also consequently refined. Grid1, grid2 and grid3 at a middle sec-
tion of the domain and a local refinement is shown in Figure 5.3. The numerical mesh
is prepared such that a cylindrical monitoring plane exists in the cast part and in the
mould. One monitoring surface is at a radial distance of 69 mm in the part passing
through Point P1 and another monitoring surface is at a radial distance of 77 mm in
the mould passing through Point P2. The numerical model is set up by allocating the
previously mentioned material properties. The initial and boundary conditions de-
scribed above are applied. Only the energy equation is solved. A maximum number
of 5 outer iterations is specified, which was proven as sufficient to achieve a maxi-
mum residual tolerance for the energy equation of 10−6. First the numerical model
is tested regarding mesh dependence using a time step size of 0.1 s (time2). The in-
fluence of mesh refinement on solidified volume fraction (in %) is plotted against an
average temperature on a monitoring surface at 50, 100, 150 and 200 s. Figure 5.4-a)
shows that the results, obtained with grid2 differ from those obtained with grid3.
The difference between solutions obtained on grids 1 and 2 is about 4 times larger, as
expected from a second-order discretization method used. According to Richardson
extrapolation, the discretization errors on the finest grid are of the order of 1/3rd of
the difference between solutions on two consecutive grids. Hence grid2 is used to
study time step size dependence. The different time step sizes used are 0.2 s (time1),
0.1 s (time2) and 0.05 s (time3). Figure 5.4-b) shows solidified volume fraction com-
puted using different time step size. The differences are negligible compared with
grid size effects. Hence subsequent results will be presented using grid2 and time2.
Thermocouple measurements are available at two different points in the domain (see
points P1, P2 in Figure 5.1). Point P1 is at a radial distance of 69 mm in the part but
near the mould. Point P2 is at a radial distance of 77 mm in the mould but near the
part. Figure 5.5 shows comparison of numerical predictions and thermocouple mea-
surements. In the cast part, initially the temperature drops sharply. After around 100
s the cooling is becoming slower. At around 350 s a kink in the temperature drop is
visible which is also nicely seen in the measurements. In the mould the temperature
rises sharply upto around 120s. After around 120 s to 300 s the temperature remains
more or less constant, due to sharp decrease in heat transfer coefficient (Figure 5.2).
After around 300 s the temperature starts rising but with a much lower rate. From
Figures 5.5 it can be concluded that the temperature history in the mould and cast
part is in good agreement with the thermocouple measurement. However, some
deviations are seen in the temperature history in the mould when gap formation
occurs.
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Figures 5.6 a-c shows simulated temperature contours at a middle section of the do-
main. Initially sharp temperature gradients can be seen across the material domains
(e.g., at 50 s). The core heats up faster than the other domains due to high heat trans-
fer coefficient between the core and the cast part. At around 100 s almost all of the
core (except the part in contact with insulation material) reaches the temperature of
the cast part. The isotherms in the mould and the cast part are more or less parallel
due to the effect of the insulation material. At 300 s the cast part is more or less at a
uniform temperature. At the same time lower temperature gradients in the mould
part can be observed.
Calculations presented in this section show that the current numerical methodology
is successful in predicting solidification process and heat transfer across all parts
when heat transfer resistance due to gap formation is accounted for. Small devia-
tions in temperature history during the formation of gap can be attributed to the
differences in the material properties in the STAR-Cast’s material database and real-
ity and the simple temperature-dependent heat transfer resistance approach.
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Figure 5.1: Model geometry and solution domain.
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Figure 5.2: Heat transfer resistance coefficient versus temperature used between cast part
and mould.
5.3 Modelling of mould filling
The purpose of this section is to apply the numerical methodology to mould filling
and to predict entrainment defects in casting processes. Entrainment defects like
gas entrapments or oxide films strongly influence mechanical integrity of the casted
product. These can only be minimised by appropriate design of the casting systems.
To test accuracy of numerical models Prof. John Campbell and co-workers designed
an experimental test case. The test case was published in MCWASP in year 1995
[47] and more details of the experimental set up was provided later in [48]. In this
experiment a tall sprue and a smaller cross-section at the sprue outlet was deliber-
ately constructed to provide chaotic filling behaviour in the runner and the gating
system. In the benchmark exercise a total of nine comparisons [110, 111, 112, 113,
114, 115, 116, 117, 118] were performed with different softwares (both commercial
and academic codes). Later on, several authors [82, 119, 120, 121] tried to reproduce
the benchmark exercise. The modelling approaches used were successful in repro-
ducing overall metal front shape during mould filling. Nevertheless the modelling
approaches carried out till date have shortcomings. Most of work is based on single
fluid approach by neglecting air and the pressure exerted by the air phase was mod-
elled as a boundary condition on the free surface. Some of the authors (see [119, 122])
used STAR-CD software to simulate the gas phase, but they modelled the escape of
the gas by an outlet boundary condition on the top of the mould. Some authors
[110, 82] used an artificially high value of liquid aluminium viscosity to compare
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a) grid1
b) grid2
c) grid3
Figure 5.3: Comparision of numerical meshes at a middle section (left side) and detailed
view (right side) near insulation, mould and cast part interface.
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Figure 5.4: Influence of mesh (left) and time step size (right) on solid volume fraction plotted
against average temperature at the monitoring surface at four different solution times of 50,
100, 150 and 200 s. The monitoring cylindrical surface is located in the cast part and passes
through point P1. (For P1 and P2 see Figure 5.1)
Modelling of mould filling 73
 450
 500
 550
 600
 650
 700
 750
 0  100  200  300  400  500  600
Te
m
pe
ra
tu
re
 [°
C]
Time [s]
grid2
experiment
 100
 150
 200
 250
 300
 350
 0  100  200  300  400  500  600  700
Te
m
pe
ra
tu
re
 [°
C]
Time [s]
grid2
experiment
Figure 5.5: Average temperature with time on amonitoring cylindrical surface through Point
P1 (left) and on amonitoring surface through Point P2 (right). Results are plotted using grid2
and time2. (For P1 and P2 see Figure 5.1)
a) t = 50 s b) t = 100 s
c) t = 300 s
Figure 5.6: Figure shows temperature contours at a middle section at various times using
grid2 and time2.
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with the experimental findings, justifying it by the presence of ”turbulence“ during
mould filling. Till date no work is presented on complex interaction of the gas phase
and the liquid phase leading to entrainment, coalescence of bubbles and advection
of gas phase. Most of the authors presented results on extremely coarse grid and
no mention was provided on influence of mesh on mould filling. Incorporation of
both wettability and surface tension forces models is missing from the work in the
literature.
The current work overcomes the above mentioned shorcomings in modelling mould
filling. The improvements of this approach can be summarized as :
• the air phase is considered compressible and it can escape through the mould
walls based on the average permeability of the mould;
• both surface tension and wetting angle are considered in the current study;
• a fine mesh and an equivalently low time step size is used to explain entrap-
ment, coalescence and advection of the air phase.
The experimental set up is explained first. A schematic of the basin is shown in Fig-
ure 5.7 and a schematic of the mould and the cavity is presented in Figure 5.8. The
mould was made from 60 AFS-grade washed-and-dried silica sand, bonded with 1.2
wt.% phenolic urethane resin (Ashland Pepset). This mould material was chosen
because of viewability by X-ray radiography and due to its high permeability to air,
leading to a reduced back pressure due to entrapped gas. No information on values
of mould permeability was presented and the material used for the pouring basin
was also not provided. During the experiment 99.999% liquid metal aluminium at
720 ◦C was poured into the basin having a depth of 40 mm. As soon as the basin
started overflowing, the stopper was abruptly lifted out of the basin, shown in Fig-
ures 5.9 a)-d). After the stopper was removed, the pouring continued till 3.5 s. In
total 2.2 kg of metal was poured into the basin. No information was provided on
the rate of pouring or of crucible and its movement. Also, the speed with which
the stopper was removed is not known. In the basin, a weir was placed near the
entrance to the sprue to provide a smooth inflow of metal into the sprue. Details of
the weir was also not provided in the experimental description. X-ray sequences of
three mould filling experiments were recorded and made available in the publica-
tions. The frames from the X-ray video showing the filling of the cavity are shown
in Figures 5.10 and 5.11. Due to the complexity of the mould filling experiment, the
experimental results differ as small disturbances in the early filling phase lead to
different deformation of the free surface in the later stage of filling. Nevertheless,
several key conclusions could be drawn from the experiment which can be used to
compare the numerical simulation results.
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a) b) c) d)
Figure 5.9: Real time X-radiographs from [48] showing metal flow in the pouring basin a)
before pouring b) during stopper removal c) after 0.24s of stopper removal d) after 0.5 s of
stopper removal
The computational domain consisted of the mould cavity and the pouring basin but
without the overflow basin. The pouring basin was assumed to be filled with metal
upto 25 mm above sprue entrance, representing the experimental state shown in
Figure 5.9-b). The stopper is initialized by a void space in the pouring basin and
movement of the stopper is neglected in the simulation, because no information from
experiment was known. An inlet and a cylindrical region of 19 mm diameter was
created in the pouring basin using the information that a total of 2.2 kg of liquid
metal was poured in 3.5 s. At the inlet a pressure of 352 Pa was specified as the
position of the ladle lip was placed at a 15 mm height above the pouring basin. The
computational domain at time 0 s with initial and boundary conditions is shown
in Figure 5.14-a). Simulation is carried out under isothermal conditions. The air
phase is assumed compressible and obeying ideal gas law. The material properties
of commercially pure Aluminium was provided in the benchmark and were used in
the current simulations. The dynamic viscosity of pure aluminum was mentioned
as 1.3 × 10−3 Pa-s and its density 2.385 × 103 kg m−3. Surface tension coefficient of
0.86N/mwas obtained from [123] and the wetting angle of 110 ◦ were obtained from
[124] as these information were not provided in the benchmark specification. The
value of permeability of the sand mould was also not provided and it was obtained
from Stargobin et al. [125] who used a value of K = 10−10m2 based on experimental
measurements of gas flow through sand moulds at room temperature. This yielded
a value of a = 185500.0 (see Eqn.4.30). Only Darcy’s termwas considered as Stargobin
et al. [125] concluded that it is sufficient to describe gas flow through sand moulds
and the Forcheimer term being small could be neglected. The author would like to
specifically point out that the value of permeability is an important parameter and
varies based on the mould properties and its manufacturing process. It affects the
mould filling process significantly due to pressure build up in the cavity.
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Figure 5.10: Real time X-radiographs from [48] showing metal flow in the mould after the
stopper removal at a) 0.24 s b) 0.5 s c) 0.74 s d) 1.0 s. (Each column represents one set of
experiment and the arrow in red indicates the direction of the metal inflow through the
sprue)
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Figure 5.11: Real time X-radiographs from [48] showing metal flow in the mould after the
stopper removal at e) 1.24 s f) 1.5 s g) 1.74 s h) 2.0 s. (Each column represents one set of
experiment and the arrow in red indicates the direction of the metal inflow through the
sprue)
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Three systematically refined polyhedral meshes with 82,255 CV (grid1), 628,292 CV
(grid2) and 5,157,943 CV (grid3) were generated. Details of the three meshes in and
around the ingate are shown in Figure 5.13. The time step size was chosen such that
in each time step the interface on average moves less than half a cell. The time step
size was also systematically reduced as the meshes were systematically refined. For
grid1 time step size of 1.0×10−4s, for grid2 a time step size of 5.0×10−5s and for grid3
time step size of 2.5 × 10−5s were used. The coupled set of equations were under-
relaxed. The under-relaxation factor for pressure was taken as 0.2, for momentum
0.7 and for VOF equation was 0.9. Simulation was carried out till 2.0 s which was the
experimently obtained mould filling time. Simulation time for grid1 was 2 days on a
local PC, grid2 took 36 hours on 24 cores and grid3 took 9 days to compute using 132
cores. To analyse the behaviour of field variables, monitoring points and monitoring
lines were defined in the domain; these positions are shown in Figure 5.12.
Influence of mesh Due to the geometric complexity, the mould filling involved a
good degree of splashing, reflection and entrainment of air. As a result, the solution
became nondeterminant and a mesh-independent solution could not be obtained.
The nonlinearity of the momentum equations makes the flow irregular, which be-
comes prominent as the metal splashes on the walls. Figures 5.18 compares the metal
front after 1.0 s for all 3 grids. Both grid2 and grid3 confirm the existance of vena
contracta, a large entrapped bubble in the ingates and also the shape of the metal
front in the plate is similar. The vena contracta in grid1 is missed out completely and
the front of the shape is also different. This shows that grid1 is too coarse to cap-
ture the complex physics of the flow. The fact that solutions on grid2 and grid3 are
similar suggests that the results from grid3 may be accurate enough. Figure 5.19-a
compares average pressure acting on the inclined wall of the runner. The metal hits
the inclined wall at around 0.45 s, leading to a rise of pressure on the inclined wall,
which is evident from all the three grids. The coarsest grid1 shows the lowest rise
of around 7500 Pa, grid2 shows a rise of 17000 Pa and grid3 shows 22500 Pa. Both
grid1 and grid2 peaks at the same time but grid3 has a delay by 0.02s. After hitting
the inclined wall, the pressure here shows strong fluctuations till 0.6 s. This is due to
the interactions of the reflected and the incoming metal. Maximum fluctuations can
be seen in grid3 because the finer grid resolves the impact of splashing much better
than the coarser grids.
Figure 5.19-b shows the total average wall shear force acting on the cavity walls. The
maximum develops at around 0.45 s when the metal front reaches the end of the
runner. Upon reflection from the far right end of the runner, the flow speed along
the runner walls reduces, leading to a reduction of shear force. In grid3 the peak
is observed at 0.45 s and the fluctuations of wall shear stress is higher compared to
grid1 and grid2. This is because grid3 resolves splashing, reflection and interactions
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between the incoming metal and the return wave better. After around 0.65 s the total
average wall shear stress drops down significantly due to the metal flowing along
walls in all directions and at lower velocity. The peak force on grid1 is 0.08 N, while
peak forces predicted on grid2 and grid3 are 0.165 N and 0.185 N respectively. This
also shows that solutions on grids 2 and 3 are similar in the deterministic phase,
before overturning and splashing starts.
The flux of air through the porous walls is shown in Figure 5.19-c). The fluxes do not
differ between the three grids much because the inflow of metal is the same and the
air escapes at a similar rate; since air pressure does not vary much along walls, the
flux does not depend much on grid size.
Figure 5.20 a)-d) shows comparison of pressure history in four different points of the
domain. In the sprue (see Figure 5.20-a)) the highest peak ocurs at around 0.38 s and
this is captured by all the grids. Once the metal starts flowing into the runner, the
fluctuation patterns become quite random as the solution becomes non-determinant.
Inside the runner (see Figure 5.20-b)) the fluctuations start from 0.4 s to 1.8 s and in-
side the ingates (see Figure 5.20-c)) it is felt almost simultaneously. The time range
of the fluctuations are from 0.5 s to 1.7 s due to a very chaotic filling in these re-
gions. In the plate (see Figure 5.20-d)) the pressure history rises exponentially and
the fluctuations are damped and hardly visible.
Discussion on results from grid3 Comparison of simulation results using grid3 and
experimental results are now discussed in the following. On removal of the stopper,
the metal flows downward into the sprue and after 0.24 s half of the sprue is filled
(see Figure 5.10 -a). In the experiment the metal has reached almost towards the end
of the sprue but in the simulation it has travelled a shorter distance (see Figure 5.14
-b). This might be due to the assumptions regarding the modelled inlet conditions
when compared to the experiments.
In Figure 5.10 one cannot see the whole cavity and runner, but the orientation is
the same as in Figure 5.8; in all subsequent plots the same orientation is kept. Each
column represents one set of experiments and documents experimental uncertainity.
At 0.5 s both experiments (Figure 5.10 -b) and numerical simulations (Figure 5.16-b)
confirm a fast jet flow of the metal along the bottom of the runner. Impact and reflec-
tion of the metal from the inclined plane of the runner is explained in Figures 5.15
a-d). At around 0.42s the metal hits the inclined plane of the runner and at 0.44s it
overturns and moves in a galloping fashion (see figures at 0.46 s and 0.48 s). This
makes the flow in the runner wavy and bubbly. Such kind of flow patterns also en-
trains oxide films formed on the surface of metal (see [126]). Due to the momentum
of the incoming metal, the metal does not fill whole of the runner but has an up-
ward tendency which can be seen from all the experiments at time 0.5 s. Numerical
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simulations (see Figure 5.16-b) also confirms the reflected wave but differences are
seen with the experiments. The transperant view of the isosurface shows complex
interactions between the incoming and the reflected metal and air. Due to the back
pressure, ripples on the incoming metal front in the beginning of the runner can be
observed.
At 0.74 s both experiments and numerical simulations (see Figures 5.10-c and 5.16-b)
confirm the rise of metal like a fountain through ingates into the plate. As the metal
pushes itself against gravity, it loses momentum and a majority of the metal rapidly
inclines and falls towards the right hand side of the plate. A small part of the melt
falls on the left side. A vena contracta just at the entrance of the runner can also be
confirmed from experiments and simulations. The recirculation zone in the left half
of the runner can also be confirmed (see velocity field in Figure 5.21-b)). Figure 5.16-
b) shows air getting sucked in into the strong flowing stream of metal at the bottom
of the runner. Profile of magnitude of velocity in Figure 5.23-b along line1 shows
strong fluctuations of velocity in the first half of the runner. In the second half of the
runner, velocity field is suppressed. The interaction of the incoming metal from the
sprue and the runner/ingate results in the entrainment of air and initialises bubble
generation. At this time a significant amount of air bubbles in the ingates can also be
seen from the experiments and simulations.
At 1.0 s experiments (see Figure 5.10-d)) and simulation results (see Figure 5.16-c))
confirm that the metal now flows against gravity into the plate and the free surface
has three major deformations. Velocity profile at the center of the cavity, shown
in Figure 5.21-c) indicates three major vortices in the plate and ingate. A number of
recirculations can be seen in the first half of the runner. Isosurfaces ofmelt (see Figure
5.16-c)) shows air sucked in into the stream. One can also note the elongated shapes
of air entrained in the direction of themetal flow and the air bubbles trying to assume
a spherical shape as they rise upwards through the ingates. Some differences do exist
between the experimental and simulation results. A large entrapped gas bubble in
the right hand side of the plate is in the simulations but not in experiments. Figure
5.10-d) on the right-hand side does indicate the existance of such a bubble, but one
cannot see the complete flow domain. Comparisons of velocity along line1 to line4
at 0.74 s and at 1.0 s shows large fluctuations of velocity in the first half of the runner
which is due to the vena contracta and the recirculatory zones. Regions of activity in
the ingate and the plates are on the right hand side due to the incoming metal flow.
At 1.24 s both Figure 5.10-e) and Figure 5.16-d) show the metal has reached almost
middle of the plate. Positions of several entrapped bubbles in the plate are also
comparable in both experiments and simulations. These bubbles are caught into the
left vortex (see Figure 5.21-d)). The vena contracta in the runner has shrunk in size.
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In the simulation in Figure 5.16-d) one can see a large bubble entrapped on the right
hand side, which is not visible in the experiments.
After 1.5 s (see Figures 5.10-e) and 5.17-e) the vena contracta has disappeared. Iso-
surfaces of the metal in Figure 5.16-e) shows transport of bubbles from the middle
of the plate towards right side of the plate. This is due to the stronger flow of melt
on the right hand side as seen from the velocity plot of Figure 5.22-e). Last remain-
ing vortices can be observed travelling from the runner into the ingate. The bubbles
are more round in shape indicating the melt flow is more subdued which can be
confirmed from Figure 5.23-e). The average velocity in the left side of the runner is
restricted to around 0.5 m/s, except in the beggining part of the runner.
After 1.74 s (Figure 5.10-f)) and (Figure 5.17-f)) the metal flow in the runner, ingate
and the plates is calmer compared to the previous times. The metal surface in the
plate has three distinct deformations. The bubbles entrapped have lost momentum
and travels upwards slowly. At around 2.0 s the cavity is completely filled which
can be observed from both experimental results and numerical simulations (Figure
5.10-g) and (Figure 5.17-g).
Gas entrapment and its transport
The numerical results are now evaluated for prediction of air entrainment and its
associated dynamics. Due to the poor quality of X-ray radiograph pictures from the
original publications, the source and transport of air entraped is not clearly visible.
A better understanding was obtained when a real time X-ray radiography video
was obtained from personal communication with Nick Humpreys from University
of Birmingham. Snapshots from this video are shown in 5.25-a)-f) to explain the air
entrapment and its motion. The decimal counter on the video was quite blurred
hence exact time of entrapment and transport was difficult to ascertain. Figure 5.25-
a)-b) shows development of backflow towards the end of the vena contracta. The
entraped gas moves along the flow direction and in Figure 5.25-c) shows air bubbles
being transported to the left side, which got sucked up in a vortex. It also shows
progressively shrinking of the recirculation zone, generation of the bubbles and their
transport. Shrinkage of the recirculation zone and transport of the bubbles towards
the left side of the plate can be seen from Figure 5.25 d)-f). In Figure 5.25 f) the
bubbles are quite longer and elongated due to coalescence and got entrapped in the
vortical flow.
Simulation results showed gas entrainments starts at around 0.74s and end at around
1.5s when the vena contracta disappears. Figure 5.26 shows details of isosurfaces of
gas at 0.5 volume fraction in increments of 0.005 s after 1.16s. A strong flowing cur-
rent of melt in the bottom of the runner sucks in air from the vena contracta. This en-
traped air is pushed downwards into the flowing stream. The faster moving bubbles
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from near the vena contracta collide with the slower moving bubbles in the region of
the runner leading to the ingates. On collison, some of these bubbles coalesce, over-
coming the surface tension forces. The bubbles then start moving upwards along
with the melt and are impeded below the step size configuration of the runner (see
Figure 5.26 a)-c)). This is also a potential region of the entrapped bubbles coalescing
with the incoming bubbles. In the ingates (see Figure 5.26 d)-i)) the bubbles move
towards the left side of the plate confirming with the experimental pictures. Figures
5.26 reveals another interesting dynamics of the metal front as it makes an impact
on the left wall of the plate. The metal front now has a significantly higher contact
time with air and an oxide layer might have already formed on the metal front. The
reflected metal wave from the left wall overturns onto the incoming metal from the
center leading to entrainment of a large gas bubble and together with it draws in
oxide layers into the metal stream. The entrained gas and its long trail confirms with
the experimental observations of typical oxide defects entrapped in aluminium alloy
casting [53].
Effect of Permeability
Simulation using a lower permeability of the sand mould K = 10−11m2 (K2) was per-
formed using grid2. Figure 5.27 shows the metal front at two differrent times. At 1.0
s the metal has traveled into the runner and at 1.5 s it is in the gating system. For per-
meability K = 10−10m2 (K1) (see Figure 5.16-c) and d)), the metal has already covered
significant distance in the cast plate. The reason being in case of K2, the gas escapes
relatively slowly (see Figure 5.28-a) from the sand moulds and as a result, builds up
gas pressure in the cavity. The impact of the metal on the inclined wall of the runner
is highly delayed and occurs at around 0.98 s whereas for K1 it occurs much earlier
around 0.45 s. Consequently surface average pressure (see Figure 5.28-b)) on this
wall is damped and stays around 2000 Pa. K2 results in a lower metal splashing as
compared to K1. Figure 5.28-c) compares pressure history monitored at Point5 in
the center of the plate. K2 shows several peaks of pressure history and suggesting
periodic build up of gas pressure. Due to the lower momentum of the melt, the wall
shear force rises only upto 0.025 N as compared to 0.16 N in case of K1 (see Figure
5.28-d)).
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Figure 5.12: Positions of the monitoring points and lines (all dimensions are in mm).
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Figure 5.13: Comparison of numerical meshes a) grid1, b) grid2 and c) grid3 at the gating
system and a part of the runner and the plate.
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a) Middle section view at t= 0 s b) Front view at t= 0.24 s
Figure 5.14: Figure a) showsmiddle section view at t = 0 s with applied initial and boundary
conditions and b) front view at t = 0.24 s
a) t= 0.42 s
b) t= 0.44 s
c) t= 0.46 s
d) t= 0.48 s
Figure 5.15: Figures are the transperant view of isosurface of melt volume fraction of 0.5 at
various times, showing metal flow in the runner.
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a) t= 0.50 s
b) t= 0.74 s
c) t= 1.00 s
Figure 5.16: Figures on the left hand side are the front view showing wetted walls and on
the right hand side are the transperant view of isosurface of melt volume fraction of 0.5 at
various times, showing trapped air bubbles.
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d) t= 1.24 s
e) t= 1.50 s
f) t= 1.74 s
g) t= 2.00 s
Figure 5.17: Figures on the left hand side are the front view showing wetted walls and on
the right hand side are the transperant view of isosurface of melt volume fraction of 0.5 at
various times, showing trapped air bubbles.
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a)
b)
c)
Figure 5.18: Front view of metal air interface using a) grid1 b) grid2 and c) grid3 after 1s.
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Figure 5.19: Comparison of a) surface average of pressure on the right end inclined wall in
runner, b) shear force on the walls of the cavity and c) mass flux of air through porous walls
of the cavity for three grids.
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Figure 5.20: Comparison of pressure distribution for three meshes at a) Point6 in the sprue
b) Point1 in the runner c) Point4 in the ingate d) Point5 in the plate (see Figure 5.12 for point
positions).
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a) t= 0.5 s
b) t= 0.74 s
c) t= 1.0 s
Figure 5.21: Comparison of velocity vectors at the middle section of the cavity at various
times using grid3.
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d) t= 1.24 s
e) t= 1.5 s
f) t= 1.74 s
Figure 5.22: Comparison of velocity vectors at the middle section of the cavity at various
times using grid3.
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Figure 5.23: Magnitude of velocity along line1, line2, line3 and line4 using grid3 (see Figure
5.12 for line positions)
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Figure 5.24: Comparison of pressure at different points of the runner for grid3 (see Figure
5.12 for point positions)
a) b) c)
d) e) f)
Figure 5.25: Real time X-radiographs showing back flow in the runner and the details of
bubble formation and its motion. (Pictures presented are from video obtained from personal
communication with Nick Humpreys of University of Birmingham)
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a) t= 1.16005 s b) t= 1.16505 s c) t= 1.17005 s
d) t= 1.17505 s e) t= 1.18005 s f) t= 1.18505 s
g) t= 1.19005 s h) t= 1.19505 s i) t= 1.20005 s
Figure 5.26: Figures of isosurfaces of metal-air interface (at 0.5 melt fraction) showing dy-
namics of air entrainment, advection and coalescence using grid3 at various times.
a) t= 1.0 s b) t= 1.5 s
Figure 5.27: Figures of the transperant view of isosurface of melt volume fraction of 0.5 at
various times, using lower mould permeability (K2) computed on grid2.
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Figure 5.28: Comparison of a) mass flux of air through porous walls of the cavity, b) surface
average of pressure on the right end inclined wall in runner, c) pressure on Point5 in the
plate, d) shear force on the walls of the cavity, using different mould permeability values
computed on grid2.
5.4 Summary, conclusions and new contributions
In this chapter, the modelling of basic casting process models was evaluated and the
steps necessary to obtain accurate numerical solutions were recommended. First, nu-
merical modelling of interfacial heat transfer due to formation of air gap during so-
lidification process was investigated in Section 5.2, using a temperature-dependent
heat transfer resistance.
The objective of this work was to evaluate the current methodology of temperature-
dependent heat transfer resistance in casting simulations. In order to study accuracy
due to discretization, systematic refinement of polyhedral meshes and prism layers
was carried out. In the numerical model, three layers of thin prism cells on each side
of the interface were used to capture the sharp thermal gradients. The heat transfer
resistance coefficient used in the current work was obtained by thermo-mechanical
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analysis of the current problem from [106]. To the author’s knowledge, for the first
time accuracy of numerical predictions was evaluated by systematic refinement of
the mesh and time step, in this kind of problem. Error analysis on the simulation re-
sults is carried out using Richardson’s extrapolation for a second order discretization
scheme. Main contributions can be mentioned as:
• The work demonstrates that error in predictions can be minimised by system-
atic refinement of polyhedral meshes and prism layers along the interfaces. The
work demonstrates that errors can be reduced by a factor of 4 when halving the
mesh spacing, as expected using Richardson’s extrapolation for a second order
discretization scheme. A systematic refinement was performed by increasing
the number of cells by two in each coordinate direction, hence the difference in
cell count between the two grids varied by a factor eight. It is also necessary to
capture sharp temperature gradients across mould and mould cavity interface
and this study recommends use of three to four prism layers on either side of
the interface. The minimum thickness of the prism layer size is recommended
to be around 2% of the maximum cell size. Finally, the study demonstrated
that in order to obtain accuracy in numerical predictions, appropriate mesh
and time step size are necessary.
The numerical methodology was further evaluated by the simulation of mould fill-
ing. This apparently provided new physical insights related to formation of entrain-
ment defects in casting processes (see Section 5.3). Studies were carried out on an
experimental test case designed by Prof. John Campbell (see [47]). The new ap-
proach overcomes several shorcomings in literature in modelling mould filling, in
particular the gas phase is also modelled and the escape of gas phase through the
walls of mould is taken into account. The air phase is considered compressible and
both issues, surface tension and wetting angle were respected in the current study.
The work can be summarized as follows:
• Investigations on accuracy of numerical predictions were carried out on three
different systematically refined meshes and equally refined time step size. Due
to splashing, reflection and entrainment of air, the solution became non-deterministic
and a mesh-independent solution could not be obtained. It was seen that the
existence of vena contracta, a large entrapped bubble in the ingates and also
the shape of the metal front in the plate is captured only above a certain level
of mesh size. Regarding the average pressure acting on the inclined wall of the
runner, maximum fluctuations can only be seen in a very fine grid because the
fine grid resolves the impact of splashing much better.
• The simulations could reproduce several main features in the mould filling ex-
periment, such as the position and shape of the metal front and the creation and
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rise of gas bubbles. The simulations could also reproduce the time, shape and
position of the vena contracta observed in the experiment. Details of air en-
trainment and its associated dynamics were discussed and compared with the
experimental results. Some of the differences still existing between the numer-
ical simulation results and the experiments can be attributed to values of per-
meability of the sand moulds and the material parameters such as surface ten-
sion coefficient and wetting angle, which were not known precisely and were
obtained from other sources. An inherent source of uncertainty are the inlet
conditions, as also can be seen from the low repeatability of experiment; the
three sets of visualization of experiments show significant differences in flow
features.
• It was demonstrated that mesh should be constructed keeping in mind that the
minimum size of the bubble that will be predicted will be equal to the minimum
mesh size. The time step size must be chosen such that in each time step the
interface on average moves less than half a cell. In the mediumly refined mesh,
the cross section of the runner consisted of around 20 polyhedral cells and 3
prism layers to capture gradients along the wall.
New physical insights into reasons of entrainment defects could be gained by ana-
lyzing detailed and complex interaction of the gas phase and the liquid phase. This
work dispels the misconception in casting industry that ”turbulence“ is a cause of
several mould filling phenomena such as splashing, bubble entrapment, metal jet
impingement, hence making a common mistake of using turbulent models to model
these effects. Turbulent flows in classical fluid dynamics are characterized as chaotic,
unsteady, three dimensional, rotating flows, consisting of eddies, diffusive, quasi
random and with great range of scales (obtained from lectures on Physics of Tur-
bulence by Prof. J. Jovanovic´, Lehrstuhls fu¨r Stro¨mungsmechanik, Erlangen, Ger-
many). Since mould filling is an extremely fast process and have little time for these
characteristics to develop and unless an experimental evidence on ’turbulence“ is
provided, its mention is inappropriate.
The important contributions from this work can be mentioned as follows:
• The studies conclude that metal impinging the walls, reflecting and its move-
ment in a galloping fashion makes the flow in the process wavy and bubbly,
which promotes entrainment of oxides. The studies also revealed that the in-
teraction of the incoming metal fronts results in the entrainment of air and ini-
tialises bubble generation.
• The results reveal that coalescence of gas bubbles in mould filling occurs due to
faster moving bubbles from near the vena contracta colliding with the slower
moving bubbles. On collision, some of these bubbles coalesce by overcoming
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the surface tension forces. Studies also reveals that due to presence of step-wise
changes of cross section in the cavity, coalescence can occur.
• It was demonstrated that the use of multiphase computational fluid dynamics
approach with HRIC scheme can accurately resolve splashing, bubble entrap-
ment, transport and their advection during mould filling. Further on, it is also
necessary to model surface tension and wetting angle effects for the accuracy
of free surface shape and deformation.
• Analysis of simulation results concluded that the filling process is highly non-
deterministic due to effects such as splashing, refection and overturning and
subsequent air entrapment. This is attributed due to non-linearity of the mo-
mentum equations.
• It was also demonstrated that permeability of moulds affects gas transport and
in turn affects mould filling.
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6 Development of an innovative near-net
shape casting process
6.1 Background and objective of this chapter
The current chapter describes the numerical simulations of misruns performed for
development of near-net shape casting process for low pressure turbine blades. The
first step aimed for development of confidence in numerical predictions with respect
to misruns. The next step contained the development of strategies to prevent them.
Prior to mentioning scope and modelling objectives, the casting process is explained
briefly. The casting processes modelled by numerical simulations in the current work
are performed on a casting plant Leicomelt 5TP, built by ALD Vacuum Technologies
GmbH, shown in Figure 6.1. A schematic of the technical setup is shown in Figure
6.2. The casting furnace consists of two main chambers i.e., a melting and a casting
chamber. Melting of TiAl alloy is carried out by induction of skull melting (ISM) in a
water cooled copper crucible. The crucible has a capacity of 2 liter or about 10 kg of
TiAl alloy. This melting process ensures minimal contact of the melt with the walls,
a key requirement for highly reactive TiAl alloy. The melting process under vacuum
takes around 10 minutes time while the melting chamber is closed. Once the metal
reaches a predefined superheat ( i.e., around 60-80 K), the magnetic field is switched
off and then the pouring is started. Prior to melting, the shell mould is preheated
for 4 hours at around 1100◦C. Preheating is stopped around 5 minutes before melt is
poured into the mould. The shell mould is set into rotation with a constant speed in
the range of 200-400 RPM and pressure in two chambers is equalized. The valve be-
tween the two chambers is opened and the metal is then allowed to flow through the
funnel by tilting the crucible. Due to the combined effect of gravity and shell mould
rotation, the metal is pressed into the moulds. For details of the casting process the
author would like to refer to publications by Aguilar and co-workers [97, 98].
In order to develop the casting process, two blade designs were made available by
aero-engine manufacturers, namely RM6 and LPT6 (see Figure 6.3). These blades
are from two different aero-engines and are used in the stage 6 of the turbine in the
low pressure region. RM6 blade is around 200 mm in length and shows trailing edge
thickness around 0.5 mm. For LPT6 blade, the length is around 300 mm, the trailing
edge thickness is 0.6 mm. Details of these designs cannot be provided as they are
propriety of aero-engine manufacturers.
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Figure 6.1: Leicomelt 5TP casting plant at Access e.V..
Figure 6.2: Schematic description of the technical setup for the casting process.
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a) Front view of RM6 blade (left) and top view different cross sections (right)
b) Front view of LPT6 blade (left) and top view of different cross sections (right)
Figure 6.3: Figure shows RM6 (top) and LPT6 (bottom) blades. Crosssections at different
positions (indicated by red, cyan and black lines in the figures on the left) in the blades
viewed from the top is shown in figures on the right (All dimensions are in mm).
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The objectives of this chapter is to develop confidence in numerical predictions of
misruns and then to investigate different strategies to eliminate them. The work is
specific to the casting process and the LPT blade geometries mentioned above. It
was carried out in the following steps:
1. Among the initial attempts to cast RM6 blade, a gravity casting process with
no rotation of the table was used. This experimental case was used to validate
the numerical simulation methodology regarding prediction of misruns. Simu-
lations were performed on two gradually refined meshes and results are com-
pared for numerical accuracy in predictions. As a result, futility of the gravity
casting for such blade using TiAl alloy is discussed. This is presented in Section
6.2.
2. Next step involved modelling of crucible tilting and the metal outflow through
the funnel (see Section 6.3). Based on this modelling approach, strategies for
improving mass flow into the ceramic mould are also discussed.
3. Simulation and improvement of centrifugal investment casting process using
melt distributors are presented in Section 6.4. Here casting of final net shape
was attempted. The first step involved optimization of melt distributors to im-
prove metal flow and to reduce loss of metal as skull. Then, different setups
involving different gating systems were evaluated to obtain the best possible
configuration for casting. The numerical simulation results are also compared
to related experiments.
4. Next steps involved evaluation of casting set up with several blades attached
to an integrated distributor. This is presented in (Section 6.5). Effects of over-
stocking of blade geometry and influence of mass flow rate are investigated in
subsequent sections.
5. Finally, the last section summarizes key issues in predictions of misruns, strate-
gies to avoid misruns and further work necessary in this regard.
6.2 Gravity casting of LPT blade
Background and objectives: Gravity casting of LPT blade is not the preferred way as it
is extremely difficult to press melt into the thin regions. However, this case was used
as a validation of the numerical methodology to predict misruns. A picture of the
wax assembly and the ceramic shell mould used in the gravity casting experiment is
shown in Figure 6.4. The casting experiment showed several misruns on the trailing
edge (shown by red arrows in Figure 6.5) and smaller misruns on the leading edge.
Numerical simulation on this case was previously published by the current author
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in [104]. The objective of the current section is to investigate in particular influence
of numerical mesh on filling and concurrent solidification leading to prediction of
misruns.
Figure 6.4: Wax assembly (left) and ceramic shell mould (right) used for the gravity casting
experiment.
Figure 6.5: Full view of the cast part on the left andmagnified view on the right of the region
of misruns from the gravity casting experiment.
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Figure 6.6: Figure (above) shows computational domain and different monitoring positions;
P1 to P7 are point locations along the centerline of blade cross sections, I1 and I2 are moni-
toring planes. Figure (bottom) shows a section passing through points P3 and P4 (in red).
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Simulation methodology: A schematic of the computational domain is shown in Fig-
ure 6.6. It consists of sprue, ingate, LPT blade, runner and a ceramic shell mould.
The ceramic shell of mean thickness of 8 mm was generated in the simulation using
the shell mould generator of STAR-Cast. This casting was carried out by manually
tilting the crucible and no predetermined tilting curve was used. Around 4.5 kg of
metal was poured in into the shell mould. The total pouring time was around 3.0 s
with majority of melt poured in 2.0 s and remaining melt trickling down in next 1.0
s. In the computational domain, an inlet of diameter of 30 mm was constructed for
the melt to flow in. The metal velocity used in the calculation was assumed and is
shown in Figure 6.7. Inlet diameter and inlet velocity was assumed based on the nu-
merical simulations of metal outflow from the funnel which is presented in the next
section. A constant inlet velocity was used to reduce the irregular nature of metal
flow during the filling phase, while comparing prediction of misruns on two differ-
ent grids. However, in reality the melt flows randomly over the whole cross section
of the funnel outlet. A more accurate simulation would be to compute both tilting
andmould filling simultaneously. Such amodelling process is not in the scope of this
work. The inlet melt temperature was assumed to be 1570◦C, based on the average
readings from radiation pyrometer measurements, which means around 65 K su-
perheat. Temperature of the ceramic shell mould just before pouring was measured
by thermocouples as 1050◦C. The temperature of the shell mould and the air inside
the mould is assumed to be at 1050◦C. At the outer surface of the shell mould and
surfaces open to the environment, a low heat transfer coefficient value (100 W/m2K)
was assumed. Free surface radiation is specified on the ceramic shell mould walls.
The shell mould was assumed porous for the gas to escape, a value of a = 100000 (see
Equation 4.30) was assumed for the investment casting simulations. This value was
assumed based on the previous experience on mould filling validations presented in
Section 5.3. At the outlets, ambient pressure and temperature was specified. The am-
bient gas pressure was specified to be 100 Pa. An average global heat transfer resis-
tance coefficient (GHTRC) is applied on the shell mould and fluid interface (shown
in Figure 6.7). This was adapted for the current TiAl alloy from experiments per-
formed by [127] for gravity casting of Ni-based super alloy. The GHTRC values
were adapted such that at solidus and liquidus temperature for (GE-48-2-2) alloy its
values matched with corresponding values at solidus and liquidus temperatures of
Ni-based super alloy. The GHTRC for the liquid phase and in solid phase was taken
from [127].
Material properties for the ceramic shell mould and TiAl alloy (with specification
GE4822) was obtained from STAR-Cast materials database. In all the simulations car-
ried out in this work temperature-dependent data were obtained from STAR-Cast’s
material database. These are proprietary data and hence cannot be provided here
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Material Property (units) TiAl alloy
(Specification:GE4822)
Ni-based superalloy
(Specification:IN713LC)
Density (kg/m3) 3455 7150
Viscosity (Pa-s) 0.0065 0.006625
Specific heat (J/kg K) 1692 750
Thermal conductivity (W/m
K)
27.55 30.0
Surface tension (N/m) 1.1 1.8
Wetting angle (◦) 160 150
Liquidus Temperature (◦ C) 1505 1316
Solidus Temperature (◦ C) 1448 1205
Latent heat (J/kg) 416000 227000
Table 6.1: Comparison of material properties of TiAl and Ni-based super alloy. (Properties
are obtained from STAR-Cast material database, values are at related liquidus temperature.
Surface tension and wetting angle of Ni-based super alloy are obtained from [128])
completely. Some material properties for TiAl alloy with specification GE4822 at liq-
uidus temperature is presented in Table 6.1. For the sake of comparison, Ni-based
super alloy with specification IN713LC currently used in aero engines, is also pre-
sented in the same table.
To study influence of numerical mesh, simulations were performed on two different
gradually refined meshes. The coarse grid (grid1) consisted of 1,869,273 control vol-
umes and the fine grid (grid2) consisted of 5,287,433 control volumes. The meshes
consisted of polyhedral cells and three prism layers across the blade and the shell
mould interface (see Figure 6.9 for comparison of mesh on two grids). The density
of polyhedral cells was made non-uniform in different regions of the computational
domain. For grid1 this led to 792,737 cells in the blade region and 605,795 cells in
the shell mould. For grid2 this led to 2,144,386 cells in the blade region and 1,353,562
cells in the shell mould. In the ingates and in the central region of the sprue, themesh
was made finer to capture the details of incoming melt and associated dynamics like
impingement, splashing etc. Time step for grid1 was specified as 0.75 ×10−4 s and
for grid2 a time step size of 0.5 ×10−4 s was specified. A total of 3.5 s of process time
was computed and 72 processors were employed for grid1 and 84 processors for
grid2. Grid1 took approximately 5 days to compute and grid2 took approximately 4
weeks. For each time step a total of 5 outer iterations was specified and the residual
tolerance for convergence was specified to be 10−5. An under-relaxation factor (URF)
for temperature of 1.0, for pressure of 0.1 and for momentum equations of 0.5 was
specified. The resistance to metal flow due to solidification was modelled based on
Kozney-Carman-based permeability term, which was implemented by the current
author in the source terms of the momentum equations (see Chapter 4 for details). A
key input parameter for this model is the average secondary dendrite arm spacing
(λ2). A value of λ2 = 20 µm was obtained from measurement on cast parts (see Fig-
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ure 6.8). According to author’s experience, this Kozney-Carman-based permeability
term needs a strong under-relaxation factor (URF), otherwise momentum equations
may oscillate and the solution may not converge. In this work a URF value of 0.01
was specified.
Results and discussion: At first, numerical simulation results were analyzed for overall
metal flow and temperature field on the free surface (see Figures 6.10). At the begin-
ning, the melt accelerates due to gravity and falls through the sprue. It splashes on
the bottom of sprue, then a part of melt takes a U-turn into the ingate system and a
part of the melt builds up in the sprue. Both grid1 and grid2 shows the melt entering
the root of the blade at around 0.5 s. Impingement of the melt on the bottom of the
sprue and flow into the ingate is a key feature which determines the melt flow into
the blade. After splashing, themelt flow becomes non-deterministic, hence hereafter,
exactly same melt flow behaviour in both the meshes cannot be expected. In Figure
6.10 at 0.5 s one can clearly see that the metal flow in the ingates is different in the
two grids. Detailed sequences of impingement and subsequent flow are explained
through Figures 6.11 to 6.13 a)-u) using results from grid2. The melt jet, after im-
pact breaking down into several droplets in the ingate can be seen at 0.3 s. Images
between 0.3 s to 0.6 s show these droplets flying into the ingates and at 0.38 s these
droplets falling down due to gravity. From 0.4 s to 0.44 s the melt starts filling up
the ingate. At around 0.6 s, a smaller metal wave splashes onto the right wall of the
ingate again leading to smaller droplets in the region of blade root. This metal wave
flows upwards after 0.48 s and due to the presence of step size geometry at the root,
breaks into smaller droplets (see at 0.48 s, 0.50 s and 0.52 s). From 0.54 s to 0.56 s this
metal wave flows forward and after 0.58 s it falls down due to gravity. After 0.6 s the
melt flows more uniformly into the airfoil region, here one can also see that the melt
does not fill easily the trailing edges. At 0.64 s, the melt flows into the trailing edge
and is falling immediately below the liquidus temperature. This can be seen from
the growth of green band indicating the liquidus temperature. From 0.66 s to 0.70 s
more metal flows into the blade through the thicker cross section of the airfoil and
green band expands near the trailing edges.
As the metal flows into the middle of the blade (see Figure 6.10 at 0.75 s), the metal
in grid1 shows a wavy free surface, whereas in grid2 it shows a parabolic shape.
This might be due to better resolution of surface tension forces and wettability of
metal in grid2. The melt flows into the blade till around 1.0 s when parts of the melt
including the free surface solidifies and no further melt can pass through the ingates.
In grid1, at this time the melt reaches the shroud but in grid2 the metal has stopped
already below the shroud. There after the melt starts building up in the sprue and
at around 1.8 s the melt overflows the sprue and falls down through the runner onto
the shroud of the blade.
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The melt arriving through the ingates cools down quickly and it is unable to fill the
region below the shroud in the trailing edges (see Figure 6.10 at 3.0 s). Figure 6.14
shows computed metal free surface for grid1 and grid2 after 3.5 s. On comparing
the free surface positions in the blade at 3.0 s and 3.5 s, it can be concluded that the
solidification at the free surface is completed. This position and shape of the misruns
confirm the experimental results (see Figure 6.5).
Field variables at various monitoring planes and positions (see Figure 6.6 and 6.21)
were recorded during simulation to analyze differences in both solutions. P1 to P6
shown in Figure 6.6 were monitored along the centerline of the airfoil cross sections
and P7 at the center of the shroud. As an example, positions for P3 and P4 across the
airfoil cross section are shown in Figure 6.6 (bottom). Average field variables were
recorded at planes I1 and I2, on the entire blade wall, combined sprue and gating
wall. When the metal splashes on the bottom of the sprue, grid2 shows maximum
pressure of around 82500 Pa whereas grid1 shows around 52500 Pa (see Figure 6.15-
a)). This is due to the fact that fine grid resolves impingement and splashing much
better. Average temperature on this wall rises similarly in both the grids however
differences do exists (in the initial part at around 0.5 s see Figure 6.15-b)) during
the time when the melt flows into the blade. At around 0.5 s, grid2 shows average
metal wall temperature around 10◦C lower compared to grid1. Monitoring plane I1
at blade-ingate interface (see Figure 6.6) compares the melt flow into the blade. The
impact of melt on the bottom of the sprue and ingates can be seen immediately on
plane I1. At around 0.25 s, both grid1 and grid2 indicate increase in maximum pres-
sure with grid2 showing higher fluctuations of pressure compared to grid1. Average
temperature at plane I1 for grid2 rises more slowly compared to grid1 (see Figure
6.16 b)).
Figure 6.17-a) shows average heat flux from entire blade wall to ceramic shell mould.
The heat fluxmaximizes at around 0.8 s, for grid2 it is around -19000W/m2, while for
grid1 -24000 W/m2, is achieved. A lower heat flux peak for grid2 can be attributed to
the earlier drop of temperature on the blade walls (see Figure 6.17 b)). After 0.8 s, the
heat flux starts reducing due to the formation of gap, modelled as a sharp decrease
of heat transfer resistance coefficient (see Figure 6.7), when the melt temperature on
the wall drops below liquidus temperature of 1505◦C. Due to incoming hot melt, the
temperature at P1 rises sharply till at 0.5 s around 1560 ◦C is reached. The temper-
ature rise for grid2 is slightly delayed and the maximum rise is lower compared to
grid1 (see Figure 6.19-a)). In 1.75 s, the temperature falls down to liquidus temper-
ature. The earlier drop of temperature to liquidus signifies that the melt loses heat
faster as it rises upwards. P3 and P5 compares temperature history at the middle
and top regions (see Figures 6.19-b),-c)). When the melt flows upwards the tempera-
ture rises at P3 and P5. At these points the melt reaches liquidus temperature earlier
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compared to P1 indicating the melt loses heat faster due to thinner crossections near
the top. It must be noted here that RM6 blades (see Figure 6.3) show decreasing
cross sections towards the shroud. At these monitoring points, one can observe a
slight delay and also lower temperature rise for grid2 compared to grid1. At 0.6 s,
temperature at P3 and P5 in grid1 has raised to 1545 ◦C and 1475 ◦C respectively. At
P6, grid1 maximizes to 1510 ◦C and grid2 to 1450 ◦C. This is due to the difference in
length the metal has flowed into the blade. The metal in grid2 has travelled a shorter
distance along the trailing edge compared to grid1. This can be explained from the
profile of field variables at different cross sections in the blade. These cross sections
are defined in Figure 6.21 as plane1 and plane2 and results are presented in Figures
6.22. In 0.75 s, the trailing edge at plane1 shows a small unfilled region in grid2 but
in grid1 the trailing edge is filled completely. At plane2, the unfilled region is sig-
nificantly larger in grid2 than in grid1. Increased area of solid fraction can also be
seen at plane1 in grid2 than grid1. The velocity vectors plotted show the differences
of metal flow through the various planes (see Figure 6.22-d)). From this analysis one
can conclude that finer grid resolves better heat transfer and subsequent solidifica-
tion. However this could not be verified on a further refined grid due to the limited
capacity of the current hardware.
The melt after filling the sprue flows through the runner. This leads to temperature
rise at P7 in the range of 1550-1560 ◦C which occurs in 0.7 s. After around 1.9 s, the
temperature fluctuates due to the intermittent melt coming in through the runner
(see Figure 6.23 -a)). Plane I2 is located at the interface between the blade and the
runner (see Figure 6.6). In grid1, the metal from the runner arrives at around 1.9 s
and in grid2 at around 2.0 s (see Figure 6.18). However one can also observe that in
grid2 fluctuations of maximum pressure are higher compared to grid1. Mass flow
rate monitored at I2 shows peaks at 2 s and 2.5 s, are quite well predicted both by
grid1 and grid2. Figure 6.23 -b) compares solidification history in grid1 and grid2 in
the mould cavity. At initial times in grid1, a larger surface area of the blade’s mould
is occupied by the metal. It is observed that at initial stages, percentage volume
solidified is higher compared to grid2. Later on, the melt flows in through the runner
and occupies the empty space in the top region of the blade. As a result, percentage
of melt solidified for grid2 increases higher than grid1.
Conclusions and outlook: To summarize, this section showed an effective application
of numerical methodology in prediction of misruns in gravity casting of LPT blades.
Both coarse and fine grids could predict position and shape of the misruns as ob-
served in the experiments. Finer grid resolves temperature gradient across the shell
mould and blade better than coarse grid. Fine grid can capture surface tension better
than coarse grid. Hence melt free surface results in a smooth parabolic shape in the
blade. In the coarse grid the metal flowsmore into the trailing edge compared to fine
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grid. Although grid1 and grid2 leads to different results and grid2 is more reliable,
but grid1 is in general sufficient to predict misruns.
This was the first important step of validating numerical simulations for further anal-
ysis of casting process. Gravity casting for thin geometries is not advisable as it is
not only prone to misruns but also a significant quantity of metal is lost in the sprue,
gating and runner systems. Hence casting of LPT blades by gravity for TiAl alloy is
not recommended.
It can also be concluded that the simulation results can provide a lot of different
details of the process, which are experimentally not accessible. These details can
explain the casting results and indicate perspectives of measures to be taken to avoid
misruns.
 0
 1000
 2000
 3000
 4000
 5000
 1000  1100  1200  1300  1400  1500  1600
R
es
ist
an
ce
 C
oe
ff.
 [W
/m
2 K
]
Temperature [°C]
Resistance Coeff.
Liquidus temp.
Solidus temp.
 0
 0.5
 1
 1.5
 2
 2.5
 0  0.5  1  1.5  2  2.5  3
In
le
t v
el
oc
ity
 [m
/s]
Time [s]
Figure 6.7: Global heat transfer resistance coefficient (left) and inlet velocity (right) used for
simulation in gravity casting case.
Figure 6.8: Microstructure of TiAl alloy cast rods showing representative secondary dendrite
arm spacing (λ2) (by courtesy of U. Hecht, Access e.V.).
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a) Mesh at a cross section of blade inside the shell mould of grid1 (left) and grid2 (right).
b) Magnified view of mesh in the trailing edge area of grid1 (left) and grid2 (right).
Figure 6.9: Comparison of mesh details used in simulation of gravity casting of RM6 blade.
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Grid1
t = 0.5 s t = 0.75 s t = 1.0 s t = 2.0 s t = 3.0 s
Grid2
t = 0.5 s t = 0.75 s t = 1.0 s t = 2.0 s t = 3.0 s
Figure 6.10: Comparison of simulated metal free surface (assumed at 0.5 metal-gas fraction) at different times and temperature using grid1
(top figures) and grid2 (bottom figures). In the legend, green line is at Tliquidus, cyan line at Tsolidus.
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a) t = 0.30 s b) t = 0.32 s c) t = 0.34 s
d) t = 0.36 s e) t = 0.38 s f) t = 0.40 s
g) t = 0.42 s h) t = 0.44 s i) t = 0.46 s
Figure 6.11: Figures show simulated metal flow and temperature distribution after impact
at the bottom of sprue in grid2. (The trailing edge is on the right side and the metal free
surface is assumed at 0.5 gas-metal fraction. In the legend, a green line is at Tliquidus and a
cyan line is at Tsolidus.) ...continued in Figure 6.12
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j) t = 0.48 s k) t = 0.50 s l) t = 0.52 s
m) t = 0.54 s n) t = 0.56 s o) t = 0.58 s
p) t = 0.60 s q) t = 0.62 s r) t = 0.64 s
Figure 6.12: Figures show simulated metal flow and temperature distribution after impact
at the bottom of sprue in grid2. (The trailing edge is on the right side and the metal free
surface is assumed at 0.5 gas-metal fraction. In the legend, a green line is at Tliquidus and a
cyan line is at Tsolidus.) ...continued in Figure 6.13
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s) t = 0.66 s t) t = 0.68 s u) t = 0.70 s
Figure 6.13: Figures show simulated metal flow and temperature distribution after impact
at the bottom of sprue in grid2. (The trailing edge is on the right side and the metal free
surface is assumed at 0.5 gas-metal fraction. In the legend, a green line is at Tliquidus and a
cyan line is at Tsolidus.)
Figure 6.14: Comparison of computed metal free surface (assumed at 0.5 metal-gas fraction)
in the blade for grid1 (left) and grid2 (right) after 3.5 s. In the legend, a green line is at Tliquidus
and a cyan line is at Tsolidus.
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Figure 6.15: Comparison ofmaximumpressure (a)) and average temperature (b)), monitored
on the combined sprue and ingate wall for grid1 and grid2.
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Figure 6.16: Figures compare maximum pressure (a)) and average temperature (b)) on the
interface between ingate and blade (see I1 in Figure 6.6) for grid1 and grid2.
−25000
−20000
−15000
−10000
−5000
 0
 5000
 0  0.5  1  1.5  2  2.5  3  3.5
A
ve
ra
ge
 H
ea
t F
lu
x 
[W
/m
^2
]
Time [s]
grid1
grid2
 1000
 1050
 1100
 1150
 1200
 1250
 1300
 1350
 1400
 1450
 1500
 1550
 0  0.5  1  1.5  2  2.5  3  3.5
A
ve
ra
ge
 T
em
pe
ra
tu
re
 [°
C]
Time [s]
grid1
grid2
a) b)
Figure 6.17: Comparison of average heat flux (a)) and average temperature (b)) on the blade
wall for grid1 and grid2.
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Figure 6.18: Comparison of maximum pressure (a)) and average mass flux (b)) monitored
on plane I2 (see Figure 6.6) for grid1 and grid2.
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Figure 6.19: Comparison of temperature history at the thickest section of the blade at points
P1, P3, P5 (see Figure 6.6) for grid1 and grid2.
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Figure 6.20: Comparison of temperature history near the trailing edge of the blade at points
P2, P4 and P6 (see Figure 6.6) for grid1 and grid2.
Figure 6.21: Figures show positions of plane1 and plane2 in the computational domain (All
dimensions are in mm).
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a) gas fraction for grid1 (left) and grid2 (right)
b) melt fraction for grid1 (left) and grid2 (right)
c) solid fraction for grid1 (left) and grid2 (right)
d) velocity vector for grid1 (left) and grid2 (right)
Figure 6.22: Comparison of field variables for grid1 and grid2 at plane1, plane2 after 0.75s
(Each figure consists of two sections, bottom section at plane1, top at plane2 as shown in
Figure 6.21 )
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Figure 6.23: Figure a) compares temperature history at P7 in the shroud and Figure b) com-
pares of percentage volume fraction of solid in the entire mould cavity for grid1 and grid2.
6.3 Liquid pouring from crucible
Background and objectives: The process of metal flowing from the crucible into the
mould is a key step to optimize the casting process. The objectives of the pouring
process are to minimize amount of skull in crucible and to obtain a quicker and a
most continuous metal outflow through the funnel into the mould. A delayed and
noncontinuous flow enables melt to solidify and prevents fresh melt to enter unfilled
regions. The objective of the current section is to present numerical simulations of
the pouring under simplified conditions in order to obtain inlet mass flow, used as
boundary conditions for the subsequent mould filling simulations. A brief reference
is provided at the end on experimental castings carried out to improve the pouring
process using the methodology developed in this section.
Simulation methodology: Movingmesh technique based on overset meshes from STAR-
CCM+ version 7.05.034 [129] is used to model the crucible tilting process. The com-
putational domain of the pouring process consists of the crucible and the funnel.
Modelling is carried out under isothermal conditions and the melt in the crucible
before pouring is assumed to be at rest. Thus, the convection caused by the induc-
tion heating is not considered in the simulation. Overset mesh is used to discretize
the funnel and the crucible separately with different meshes which can overlap each
other in an arbitrary manner. A schematic of the computational domain is shown
in Figure 6.24. The numerical model consists of 6,299,247 trimmed control volumes.
Mesh positions at two different times at 0 s and 2 s are shown in Figure 6.25. In the
numerical model, presence of atmospheric pressure at the top and bottom bound-
aries was assumed. The side boundaries of the crucible and funnel walls were con-
sidered no-slip walls. The bottom of the funnel is exposed to atmosphere and a
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monitoring plane is placed here to record the melt outflow and related quantities.
For simplification, the gas and liquid phases are considered incompressible in the
simulation.
At the beginning, the crucible contained 6 kgs of TiAl alloy with a density of 3600
kg/m3 at 1570◦ C; other thermophysical properties of the melt like viscosity, surface
tension, wetting angle etc. was taken from STAR-Cast database. Accordingly, the
values were taken at corresponding melt temperature of 1570◦ C. The movement of
the crucible was specified using a predefined tilting curve program in Figure 6.26.
For the simulation till 1.5 s a time step size of 1.0 × 10−3 s was prescribed and after-
wards when the melt starts coming out of the crucible the time step size was lowered
to 1.0 × 10−4 s. A total process time of 4.5 s was simulated leading to a total compu-
tation time of around 5 days using around 60 processors.
Results and discussion: Figure 6.27 shows flow of melt at different times. At around
2.25 s the melt first hits the side walls of the funnel, it then spreads along the funnel
walls before flowing downwards. The melt then starts building up in the funnel due
to choking at the funnel outlet. Presence of a swirl as seen from the velocity vectors
at 6.27-e) further hinders smooth flow of melt out of funnel. The melt starts flowing
out of the funnel at around 2.25 s and the mass flow rate increases to around 4 kg/s
at 2.75 s drops and again rises to 5.0 kg/s at around 2.6 s (see Figure 6.28 -a)). Then
the metal flow rate again drops to 2.0 kg/s and fluctuates around 3 kg/s between
2.75 s to 2.95 s which can be attributed to the building up of melt in the funnel as
shown in Figure 6.27-b). The melt flow again increases to 5.0 - 6.0 kg/s, the flow rate
remains more or less in this range till 3.55 s. The remaining melt takes a longer time
of around 1 s to completely leave the funnel. Figure 6.28 -b) shows cross-section of
area at the funnel covered by the melt during the flow out as a function of time. This
area continuously increases in size till around 3.5 then it drops down. The wetted
surface area in the funnel (see Figure 6.28 -c)) has a maximum at around 3.0 s due
to build up of metal in the funnel corresponding with a minimum in the flow rate
at this time. The maximum of the wetted area is reached clearly refer the maximum
of the outflow cross section area, indicating that the generation of the swirl in the
funnel delays the melt flow.
Conclusions and outlook: Numerical simulations showed the build up of metal in fun-
nel as a major reason for nonuniform melt flow out of the funnel. Further it demon-
strated that the existence of swirl increases the wetted surface in the funnel which
leads to increase of loss of material in the skull. Both phenomena cause loss of su-
perheat and also increase irregular flow of melt into the shell moulds. Longer mould
filling time and an irregular mass flow rate promotes early solidification of melt in
thinner edges and lead to misruns.
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Hence optimization of pouring is the first important step in preventingmisruns. This
should include optimization of position of tilting, tilting program and geometrical
dimensions of the funnel. Such work was carried out by numerical simulation using
the methodology described in this section for a pouring process of 8.5 kg of TiAl
melt to cast a cluster of 12 blades in a single shell mould. This work was performed
for an industrial customer. The results cannot be published here, however influence
of optimized mass flow into the casting of blades is presented later in this chapter.
For completion, Figure 6.29 shows the effect of optimization by means of remaining
skull from the funnel.
124 Development of an innovative near-net shape casting process
a) Front view of the computational domain
b) Top view of the computational domain
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Figure 6.24: Details of computational domain used in pouring simulations (All dimensions
are in mm).
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a) t = 0 s
b) t = 2 s
Figure 6.25: Mesh at a middle section of the computational domain at two different times
during the simulation.
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Figure 6.26: Tilting program of the crucible used for the simulation.
a) t = 2.5 s b) t = 3.0 s c) t = 3.5 s
d) t = 2.5 s e) t = 3.0 s f) t = 3.5 s
Figure 6.27: Figures a) to c) show isosurfaces of melt and Figures d) to f) velocities in themelt
at various times (The isosurfaces were created at 0.5 melt-gas fraction, the melt velocities are
shown in cells consisting of 0.5 and above melt fraction).
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Figure 6.28: Figure a) melt mass flow rate at funnel outlet, Figure b) cross section of melt
outflow area at the funnel outlet and c) area of the funnel surface wetted by the melt.
Figure 6.29: Skull from the funnel obtained by an optimised pouring (left) of 0.9 kg in weight
and from the nominal pouring (right) with a weight of 1.5 kg.
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6.4 Centrifugal casting using separated melt distributor
Background and objectives: Last section showed that the melt coming out of the fun-
nel is highly chaotic and moves mainly downwards. A chaotic filling will not only
entrap gas but also promote formation of misruns. Therefore a distributor is used to
collect the melt from the funnel and provide momentum in the rotational direction
of the distributor and mould. In case of several moulds attached to one distributor,
the melt is distributed to different sprues and ingates. When the melt flows out of
the distributor, it should conserve as much superheat as possible. Hence, any longer
residence time in the distributor must be avoided.
Subsection 6.4.1 first describes numerical simulations of the melt flow to evaluate
suitability of two different designs of distributors. Then the numerical predictions
are compared against experimental results. Next step presented in Subsection 6.4.2
involves the investigation of appropriate design of gating and runner system to ob-
tain an optimal flow of the melt into a LPT blade, which is selected as representative
example of casting. The investigation was related to the effect of variation of po-
sition and orientation of the blades, to understand the most effective way to push
the melt into thinner edges of the blade cavity. In the end investigation results are
summarized to provide motivation for the next step of casting process development.
Here the simulation results are also compared to related casting trial results.
6.4.1 Studies on optimization of melt distributors
Simulation methodology: Figure 6.31 shows two different distributors investigated in
this subsection, here named as distributor1 and distributor2. Distributor1 showed a
bell bottom shape. Intention of this design was to collect and homogenize the melt
to an uniform temperature before the melt flows into the ingates. This distributor
shows a maximum diameter of 180 mm, a minimum diameter of 140 mm and a total
height of 215 mm. The three outlets of the distributor with a diameter of 25 mm
which were connected to sprues. The distributor2 had a maximum diameter of 100
mm (at the bottom) and a minimum diameter of 80 mm (at the top). It shows vertical
rib like structure near the outlets to guide the melt into the gating system. The com-
putational domain consisted of the distributor and the related ceramic shell mould
of 8 mm. Numerical methodology followed in this section was same as mentioned
in section before and hence will not be repeated here. The distributors were rotated
at a constant rotation rate of 200 RPM and the direction of rotation was clockwise
around Z-axis (see Figure 6.30). The centrifugal casting simulations are carried out
in rotating coordinate system using the source terms mentioned in Subsection 4.1.4.
However, this leads to difficulty in modelling the melt inflow into the distributor
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from the funnel, which should be in stationary coordinate system. Hence to mini-
mize the impact of rotational source terms, the incoming melt is modelled as a cylin-
drical shaped flow along the axis of rotation. In the current case, melt was assumed
to flow through a constant inlet diameter of 28 mm. This is 6.1575×10−4m2 (see Figure
6.28-b)) of melt outflow area from the funnel outlet. The mass flow rate used as inlet
condition in time is shown in Figure 6.32 which was averaged from (Figure 6.28-a))
to obtain 100 values. A constant temperature of the melt of 1570◦ C was specified
at the inlet and computations were performed till 3.0 s process time. An average
global heat transfer resistance coefficient (GHTRC) was applied on the shell mould
and fluid interface (shown in Figure 6.32). GHTRC was calibrated using an already
existing misrun in a centrifugally casted LPT6 blade. Calibration of such complex
casting processes is standard practice in literature (see [19]), as a coupled simulation
of solidification and deformation of solidified part of melt is difficult, computation-
ally expensive and not state-of-the-art. In the liquid phase GHTRC, value was as-
sumed to be around 50,000 W/m2K. It drops down at liquidus temperature to 1000
W/m2K at solidus temperature to obtain the misruns in the LPT6 blade. Details of
calibration simulations are not within the scope of this work. Higher values at the
liquid phase can be justified by the fact that, calibrations were carried out by Sung
and co-workers [19] for centrifugal casting of turbocharger wheels obtained a value
of around 40000 W/m2K in the liquid phase. These GHTRC values (shown in Figure
6.32) were used for all the centrifugal casting simulations performed in this work.
Results and discussion: Figure 6.34 -a) and b) showsmelt distribution and temperature
distribution for distributor1 at two different times of 0.5 s and 1.0 s. In distributor1,
the melt builds up at the bottom and comes out only in small quantities (see at the
outlets of distributor1 in Figure 6.34 -b)). In case of distributor2 (see Figure 6.34 -c)
and d)) the metal is quickly guided out of the outlets (see at the outlets vertical ribs
of distributor2). Mass flow rates were monitored at the outlet of each distributors,
these mass flow rates were similar for each distributor. Hence as an exemplary, mass
flow rate monitored at one outlet of each distributor is presented in Figure 6.33-a).
The melt flows out of distributor2 in around 2.0 seconds with an average flow rate
of 1 to 1.5 kg/s. In case of distributor1 the mass flow rate rises slowly till 0.5 kg/s in
2.5 s. To understand this distinct result better, comparison of streamlines in the two
distributors is shown in Figure 6.35. It can be seen that the melt in distributor1 keeps
rotating inside where as in distributor2 it is smoothly guided towards to the outlets.
Accordingly, the temperature drop from the inlet temperature of 1570◦ C in case of
distributor2 is around 10-15 K (see Figure 6.33-b), while for distributor1 it amounts
to be 20-30 K.
Conclusions and outlook: Distributor2 can guide themelt into the distributor more uni-
formly and in a shorter time than distributor1. In case of distributor2 only around
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10-15 K superheat is lost. Hence one can conclude from the numerical simulations
that distributor2 performs better than distributor1. As amatter of comparison Figure
6.36 -a) and -b) shows related skulls of the two distributors obtained from the related
casting experiments. Distributor1 achieves a skull weight of 950 g and distributor2
a skull of only 310 g. A casting trial of LPT6 blades using distributor1 using config-
uration B shown in Figure 6.30 led to disastrous results (see Figure 6.36 -c)). Using
distributor1 none of the blades had been filled for more than 15 %.
Figure 6.30: Casting set up used for simulation in Section 6.4.2. The set up is rotated around
Z-axis at a constant rotation rate.
6.4.2 Evaluation of casting setup with melt distributor
Background and objectives: The casting set up shown in Figure 6.30 consists of a central
distributor with three LPT blades attached showing different orientation and gating.
It was simulated numerically to evaluate the suitability of three different gating sys-
tems for avoiding misruns. In this study, distributor2 from the previous subsection
was used. The three different gating systems are named as Configurations A, B and
C along with the casting object RM6 blade used.
Numerical simulation of three different configurations in one computational domain
could significantly reduce overall modelling time. It was assumed that mould filling
in one configuration had minimal influence on the other.
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Figure 6.31: Figure shows distributor1 (left) and distributor2 (right), both equipped with
three outlets to be attached to ceramic moulds.
 0
 1
 2
 3
 4
 5
 6
 7
 0  0.5  1  1.5  2
M
as
s f
lo
w
 ra
te
 [k
g/s
]
Time [s]
 0
 10000
 20000
 30000
 40000
 50000
 1000  1100  1200  1300  1400  1500  1600
R
es
ist
an
ce
 C
oe
ff.
 [W
/m
2 K
]
Temperature [°C]
Resistance Coeff.
Liquidus temp.
Solidus temp.
Figure 6.32: Mass flow rate with respect to time (left) used at the inlet for computations
in Section 6.4. Heat transfer resistance coefficient (right) between mould cavity and shell
mould used for the centrifugal casting simulations in this work.
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Figure 6.33: Comparison of average mass flow rate (Figure a)) and average temperature
(Figure b)) at one funnel outlet in each distributor.
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a) t= 0.5 s b) t= 1.0 s
c) t= 0.5 s d) t= 1.0 s
Figure 6.34: Metal flow (free surface is assumed at 0.5 melt fraction) and temperature dis-
tribution in distributor1 (top) and distributor2 (bottom) at various times. Melt flow at the
inlet coming from the funnel is modelled in the simulation as an axial cylindrical stream to
prevent fragmentation in the rotating coordinate system.
In Configuration A, the blade was placed near the outlet of the distributor at a radial
distance of approximately 40 mm. The intention was to provide a short gating sys-
tem. An additionally runner system connected the airfoil of the blade through three
ingates. Their intention was to provide hot melt into different regions of the blade
cavity through runner. A stopper was placed in the runner system in order to build
up back pressure in the blade to fill up the shroud. The blade was oriented in such a
way that the melt first flows into the thicker region of the aerofoil. Here the trailing
edge pointed upwards.
In Configuration B, the blade was placed in a larger distance to the axis of rotation to
maximize the impact of rotational forces. The blade was placed almost tangentially
on the circumference of rotation with the trailing edge pointing outwards. It was
intended to forcefully press the melt into the trailing edge and also generate neces-
sary torque for the melt to flow along the airfoil path. Hence this configuration was
characterized by a longer gating system compared to the other two configurations.
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a) Distributor1
b) Distributor2
Figure 6.35: Streamlines of melt flow in distributor1 (a)) and distributor2 (b)) at t = 1.0 s
showing the formation of a stable swirl in distributor1.
The root of the blade was placed in a distance 225 mm from the distributor outlet.
To prevent colder melt in the beginning from getting into the blade, a metal trap was
constructed. Further the metal trap should also capture surface impurities like slag
and ceramic particles. A runner was connected to the tip of the blade and no stopper
was used. The purpose of the runner was to bring in hot melt into the shroud at later
times of filling.
In Configuration C, the blade was placed in radial direction with the pressure side of
the blade cavity facing the floor. Intention of the blade position and orientation was
to press the melt against the trailing edge, as the melt flows along the airfoil. The
runner system had a stopper in order to allow build up of back pressure to fill the
shroud and the runner.
Simulation methodology: The computational domain consisted of the complete set up
shown in Figure 6.30. For the numerical simulation, a ceramic shell mould of 8 mm
thickness was constructed in STAR-Cast. The numerical methodology was same as
shown in previous sections. The computational domain was rotated at 200 RPM
around Z-axis in a clockwise direction. The numerical mesh constructed consisted
of approximately 2.9 million cells. A time step size of 1 × 10−4 s was used. Under
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a) Skull weight = 950 g b) Skull weight = 310 g
c)
Figure 6.36: Figure a) shows skull from distributor1 and Figure b) from distributor2. Figure
c) show results from casting experiments of LPT6 blade using distributor1.
relaxation factors used were 0.5 for momentum equations, 0.1 for pressure equation
and 1.0 for the energy equation. A total of 5 outer iteration were prescribed. The
computations were carried out using 72 processors and took approximately 4 days
for 1.5 s of process time. Inlet conditions were the same as presented in the previous
subsection 6.4.1.
Results and discussion: At first, simulation results are evaluated for each Configura-
tion based on images of metal free surface and temperature contours for different
times of filling shown in Figures 6.37, 6.38, 6.39 and 6.40, respectively.
Configuration A: Here, within 0.3 s the melt splashes onto the floor of the distributor
(see Figure 6.37-a)). Immediately streams of melt are quickly drawn into the gating
system due to the combined influence of momentum of incomingmelt and rotational
forces. Between 0.4 s and 0.5 s a vena contracta is formed in front of the root of the
blade (see Figure 6.37-b and Figure 6.38-c),d)). The melt is forced to flow along the
blade, in the radial direction. As a result, the melt in the thinner cross sectional areas
near the empty zone starts cooling and solidifying quickly. At 0.4 s, offshoots from
the main melt stream fills part of the trailing edge. This occurs at a short distance
behind the shroud. These offshoots are intermittent and as soon as they reach thinner
regions, the melt cools and solidifies quickly. As a result, an empty zone behind the
shroud is formed. From 0.6 to 1.0 s the melt flows continuously through the thicker
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cross sectional areas (along the leading edge) of the blade into the runner. During
this time the melt also starts flowing out of the ingates connected to the airfoil region.
Velocity vectors in the melt confirms this direction of flow (see Figures 6.41 -a) and
b)). This occurs due to the back pressure created by melt near the shroud region.
The flow of melt from airfoil into the ingate defeats the purpose of setting ingates
through the runner. The stopper in the runner builds up back pressure and as a
result the shroud is also filled. By this time, the melt in the outer periphery of the
empty zones has solidified. Even though the runner and gating system fills up, the
region in front of root and behind the shroud does not fill up, leading to misruns (see
Figure 6.40-g),h) at 1.0s and 1.25 s respectively). Metal free surface in the blade after
1.5 s of simulation is shown in Figure 6.49 showing final positions of misruns.
Configuration B: In this case due to a longer gating system, the melt takes more time
to reach the metal trap, say in 0.4 to 0.5 s. In the metal trap, the initial colder melt is
entrapped (see Figure 6.38-c)). Between 0.5 to 0.6 s, the melt fills the metal trap and
overflows into the root (see Figure 6.38-d). As soon as the melt overflows into the
ingate, it is sucked into the blade along the outer edges. Due to impact of rotational
forces on the overflowing melt, the free surface breaks into a number of droplets (see
Figure 6.38-d)). From 0.6 s to 0.8 s the melt flows pressing itself along the trailing
edges (see 6.39-e) and f)). Filling of the blade occurs in layers. Once the melt has
filled along the trailing edge, the next incoming melt flows pressing itself against the
first layer. This flow pattern can be confirmed from velocity vectors shown in Figure
6.42. After 1.0 s, the melt fills most of the blade cavity and the shroud. In the shroud
the melt solidifies and does not fill the runner. Between 1.0 to 1.25 s (see Figure 6.40),
the melt overflows from the gating system into the runner. Hence this configuration
shows better filling in the shroud and along the trailing edge. The metal free surface
in the blade, along with magnified view of the trailing edge after 1.5 s of simulation
is shown in Figure 6.51. Although misruns along the trailing edge could be reduced,
but they could not be eliminated completely.
Configuration C: Due to a shorter gating system, the melt from the ingates is quickly
drawn into the blade. After 0.3 s, streams of melt can be seen in Figure 6.37-a),
flowing along the trailing edges. Behind the root, a vena contracta develops. This
vena contracta is smaller in size compared to Configuration A, as the melt can now
spread easily across the airfoil cross section. After 0.4 s more streams of melt flows
into the airfoil (see Figure 6.37-b)). These thinner streams along the trailing edge
solidifies quickly. Figure 6.37 -a) and b) shows filling of the melt near the trailing
edges. At first, initial streams of melt attempts to fill the trailing edge. Then next
metal streams flows pressing against the earlier ones. The free surface solidifies near
the shroud and the melt is unable to cross the shroud completely. The incoming melt
now fills up the remaining part of the blade. After 0.8 s, the melt fills up the runner
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and after 1.0 s there is no change in the position of the free surface. Now the runner
getting steadily filled up. Hence, major misruns can be expected in the shroud and
the trailing edges.
Next the three configurations are analyzed for factors leading to misruns by using
the distribution variables recorded at various positions (see Figure 6.44). A key way
is to understand the manner in which melt was delivered into different parts of the
blade by analyzing the thermal histories in these parts. For this, points P1 to P4
were positioned in each configuration along the centerline of the blade crossections
(similar to as shown in Figure 6.6). P1 and P3 were placed very close to the trailing
edge (around 1.0 mm from the trailing edge). P2 and P4 were located in the thickest
region of the blade, closer to the leading edge. P1 and P2 were placed approximately
25 mm from the root of the blade, P3 and P4 approximately 25 mm from the shroud
of the blade.
In addition monitoring planes between the ingate and the mould cavity were intro-
duced (see Figure 6.44). Figure 6.45 shows plots of average temperature and average
pressure at these monitoring planes. Configuration A and C have similar gating sys-
tem and also shorter than Configuration B. Hence, for Configuration A and C, at this
plane, average temperature rises earlier in 0.22 s to around 1550◦C. For Configuration
B, average temperature rises at around 0.4 s and maximizes to around 1520◦C. How-
ever at this plane, average melt pressure in Configuration B, is significantly higher
than Configuration A and C. The melt flows into thicker airfoil cross sections in Con-
figuration A and C, where as, in Configuration B, the melt is first forced to flow along
the trailing edge.
Temperature at P1 (see Figure 6.46-a)) in Configuration A rises slowly only upto
1480◦C and for Configuration C, the temperature maximizes till 1505◦C. Where as, in
Configuration B, the temperature at P1 rises till 1525◦C. Thus, it can be concluded
that of all the three configurations, in Configuration B more melt reaches the region
around P1.
At P2, the temperature rises in around 0.28 s to 1550◦C (see Figure 6.46-b)) for Config-
uration A and C. In Configuration A, the temperature stays around this temperature
for a longer time till 1.2 s, where as in Configuration C, the temperature drops in 0.6
s. In case of Configuration B, the temperature rises in 0.4 s to 1535◦C. Again, Con-
figuration A, shows at P2 a consistently higher temperature as significant melt flows
in to fill the blade cavity, runner and gating system. This can be explained from the
mass flow rate from the monitoring plane between the ingate and the mould cav-
ity (see Figure 6.47-a)). But in Configuration A, contrary to expectations, instead of
bringing in melt from the ingates connected to the airfoil region, the melt flows out
(see Figure 6.47-b) mass flow rate out of the airfoil into the ingate).
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Temperature history at P3 (see Figure 6.48-a)) shows only in Configuration B the tem-
perature has managed to cross the liquidus temperature. This also indicates more
melt flowing into the trailing edge region around P3 for Configuration B. At P4,
Configuration A and B has a higher temperature rise than Configuration C. Thus,
the possibility of filling the shroud in Configuration C is limited compared to the
other two. In Configuration B, the temperature falls down below liquidus earlier
than in Configuration A.
At P4 the temperature in Configuration A stays around 1520◦C till 1.1 s. In Configu-
ration B it increases till 1525◦C in 0.5 s and drops down to liquidus in 0.8 s. Config-
uration C performed the worst with temperature increasing to 1520◦C and dropping
down to liquidus in 0.5 s. Hence from the analysis of temperature histories at P1
to P4 it can be concluded that only in Configuration B, melt reaches farther into the
trailing edges.
Comparison of the calculated airfoil surface not filled by metal, shows for Config-
uration A, a value of 1.380132 × 10−3m2 ; for Configuration B 3.705292 × 10−4m2 and
for Configuration C 2.080137 × 10−3m2 respectively. Hence the mould surface area
in airfoil region not covered by metal is minimal for Configuration B. After 1.5 s of
simulation, the percentage of blade volume solidified in Configuration B (see Figure
6.50-a)) is almost 20 %, where as for Configuration A percentage of blade volume
solidified is 14 % and for Configuration A is around 12 %. The unfilled volume in
the mould of the blade is also lower for Configuration B compared to the other two
configurations. Volume fraction of air in Configuration B is around 5% (see Figure
6.50-b)) and for Configuration A is 5.7 %, but for Configuration C is 35%.
Conclusions and outlook:
In this subsection, three different gating systems with different positions and orien-
tations of the blade were evaluated for misruns. Numerical investigations showed
that of all the configurations, Configuration B is the most promising one. However,
simulations also showed that misruns in the trailing edges also for this configuration
could not be avoided. Misruns in the shroud could be avoided by appropriately de-
signing the runner system. It is suggested that appropriate orientation and position
of the blade with respect to the runner system is necessary. Investigations further
revealed that key way to minimize misruns along the trailing edge is to utilize the
rotational forces to deliver the melt at a higher pressure into the thinner regions.
This is possible when a longer gating system is used and the blade could be placed
tangentially on the circumference of rotation. In the shorter gating system (in Con-
figurations A and C), as the melt flowed into the blade, vena contracta developed
leading to misruns. In these shorter gating systems, the rotational forces were inad-
equate to press melt along the trailing edges. Isolated streams of melt filling parts
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of the thinner edges solidified quickly and choked off the incoming melt. Numerical
simulations showed that the ingates constructed to bring in additional melt into the
airfoil region were unsuccessful as the melt flowed out through these ingates rather
than coming in.
Due to the occurrence of misruns on the trailing edges, it can be concluded that the
only way to cast RM6 blades is to aim for a near-net shape rather than for a net
shape design. In this setup only 3 blades could be casted in one casting experiment,
again this is not economical for future industrial use. These issues of casting multi-
ple blades in a single setup and achieving a near-net shape are investigated in next
sections.
Based on the the information obtained from numerical simulations above, casting ex-
periments were later performed for validation reasons with different arrangements
of configurations. These details on the casting setup design and experimental pro-
cedure are described elsewhere [130]. Figure 6.49 compares for Configuration A the
position of misruns formed due to development of vena contracta behind the root
corresponds with the experimental findings. Figure 6.51 compares for Configuration
B, position and the shape of misruns to a related casting experiment. Simulations
predicted smaller misruns along the trailing edge which can also be seen in the ex-
periment. In Configuration C, misruns along the shroud and the trailing edge can
also be seen from experiments (see Figure 6.52).
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a) t = 0.3 s
b) t = 0.4 s
Figure 6.37: Figures shows metal flow and temperature distribution on the metal at various
times in the casting setup with seperate melt distributor. Metal-gas interface is asumed at
0.5 gas volume fraction. In the legend a green line is at Tliquidus and a cyan line is at Tsolidus.
A,B,C in Figure a) denotes corresponding configuration names.
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c) t = 0.5 s
d) t = 0.6 s
Figure 6.38: Figures shows metal flow and temperature distribution on the metal at various
times in the casting setup with seperate melt distributor. Metal-gas interface is asumed at
0.5 gas volume fraction. In the legend a green line is at Tliquidus and a cyan line is at Tsolidus
...contd.
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e) t = 0.75 s
f) t = 0.8 s
Figure 6.39: Figures shows metal flow and temperature distribution on the metal at various
times in the casting setup with separate melt distributor. Metal-gas interface is asumed at
0.5 gas volume fraction. In the legend a green line is at Tliquidus and a cyan line is at Tsolidus
...contd.
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g) t = 1.0 s
h) t = 1.25 s
Figure 6.40: Figures shows metal flow and temperature distribution on the metal at various
times in the casting setup with seperate melt distributor. Metal-gas interface is asumed at
0.5 gas volume fraction. In the legend a green line is at Tliquidus and a cyan line is at Tsolidus
...contd
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a) t = 0.6 s
b) t = 1.0 s
Figure 6.41: Figures shows velocity vectors of melt in Configuration A at different times.
(The velocity vectors are constructed only in the fluid region consisting of 0.5 and above
metal fraction)
Figure 6.42: Figure shows velocity vectors of melt in Configuration B at t = 0.8 s. (The
velocity vectors are constructed only in the fluid region consisting of 0.5 and above metal
fraction)
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a) t = 0.6 s
b) t = 1.0 s
Figure 6.43: Figures show velocity vectors of melt in Configuration C at different times. (The
velocity vectors are constructed only in the fluid region consisting of 0.5 and above metal
fraction)
Figure 6.44: Figure shows monitoring points and planes defined in the computational do-
main. Points P1 to P4 are placed along the centerline of the blade (similar to Figure 6.6). P1
and P2 were placed approximately 25 mm from the root of the blade. P3 and P4 were placed
approximately 25 mm from the shroud of the blade.
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Figure 6.45: Comparison of average temperature (a)), average pressure (b)) at themonitoring
planes at the corresponding blades inlet of each configuration (see Figure 6.44).
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Figure 6.46: Comparison of temperature history at monitoring points P1 and P2 (see Figure
6.44 for point locations).
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Figure 6.47: Comparison of average mass flux (a)) at the monitoring planes at the corre-
sponding blades inlet of each configuration (see Figure 6.44). Figure b) shows the average
mass flow rate through ingate into the runner of configuration A.
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Figure 6.48: Comparison of temperature history at monitoring points P3 and P4 (see Figure
6.44 for point locations).
Figure 6.49: Metal free surface (assumed at 0.5 metal-gas fraction) and temperature distri-
bution after 1.5 s (left) and experimental result of casting (right) for configuration A. (In the
legend, a green line is at Tliquidus and a cyan line at Tsolidus)
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Figure 6.50: Figure a) shows volume fraction of solid (%) and Figure b) volume fraction of
air (%) over time calculated for the cavity consisting of blade region in each configuration.
a)
b) c)
Figure 6.51: Figure a) shows metal free surface (assumed at 0.5 metal-gas fraction) and tem-
perature distribution after 1.5 s (left side) and experimental casting (right side) for configu-
ration B. Figure b) compares magnified region of the trailing edge near the root of the blade
and Figure c) compares magnified region of the trailing edge near the shroud of the blade.
(In the legend a green line is at Tliquidus and a cyan line is at Tsolidus)
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Figure 6.52: Metal free surface (assumed at 0.5 metal-gas fraction) and temperature distri-
bution after 1.5 s of simulation (left) and experimental results (right) for configuration C. (In
the legend a green line is at Tliquidus and a cyan line at Tsolidus)
6.5 Centrifugal casting by integration of distributor and blades
Background and objectives: This section investigates by numerical simulation, casting
of 6 or more blades in a single casting setup. Such a kind of casting set up was
only possible by integrating melt distributor and blades in a single ceramic shell
mould. Here the mould is more complex and delicate to handle. However it helps
shorten the manufacturing effort by having to prepare only one wax model. In view
of this, different casting setups were investigated by using isothermal filling sim-
ulation, focussing on the design of the distributor and lastly by making the blade
suitably inclined as far as possible on the rotating disc. The primary objective of this
investigation was to achieve a design that could sufficiently press melt into the thin-
ner regions as quickly as possible. The most effective way to set up regarding this
requirement was to orient the blades with the trailing edges radially outward in a
manner shown in Figure 6.53.
The work presented in this section is as follows. First simulation methodology is
presented. Then results are analyzed with respect to images of mould filling and
coupled with solidification. Next, field variables monitored at different positions
are analyzed in order to validate the availability of melt in these parts. Finally, the
simulation results are concluded and suggestions made for further improvements of
this setup to avoid misruns are outlined.
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Figure 6.53: Geometrical setup of casting cluster of 6 RM6 blades including the distributor
used in Section 6.5. (All dimensions are in mm)
Simulation methodology: In the casting set up studied in this section (see Figure 6.53)
RM6 blades were inclined outwards by 30◦ from the axis of rotation. The trailing
edge was oriented in such a way that it was almost tangential at the circumference
of rotation. The axis of rotation passes through the center of the distributor. Numer-
ical simulation methodology used was same as mentioned in previous sections. To
save computational time, only two blades in diagonally opposite sides were investi-
gated in detail by using a fine mesh, all other blades were coarsely meshed. Results
presented in this section relates to these blades only. The total mesh consisted of
3,189,864 control volumes. For the numerical simulation, a ceramic shell mould of
8 mm thickness was constructed in STAR-Cast. The computational domain was ro-
tated at 250 RPM around Z-axis in a clockwise direction. A time step size of 1× 10−4
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s was used. The under relaxation factors used were, 0.5 for momentum equations,
0.1 for pressure equation and 1.0 for the energy equation. A total of 5 outer iterations
was prescribed. The computations were carried out using 72 processors and took
approximately 5 days for 1.0 s of process time. The resistance to metal flow due to
solidification was modelled based on Kozney-Carman-based permeability term as
presented in Section 6.2. Inlet conditions were the same which were presented in the
previous Subsection 6.4.1.
Results and discussion: Metal flow and temperature distribution at different times are
shown in Figures 6.54 and 6.55. The melt flows like a jet into the blade in around
0.25 s leaving an unfilled region below the root of the blade (see near the red arrow
in Figure 6.54 -a)). At this position the rotational forces are lower compared to the
other parts of the trailing edge. The melt flows downwards pressing itself against
the trailing edges. In around 0.4 s (see Figure 6.54 -b)) the melt travels almost three
fourth distance of the blade. One can see unfilled regions along the trailing edge (see
near the red arrows in same Figure). Melt flow along the trailing edge is analyzed
in detail for the blade on the left hand side (see Figures 6.56 and 6.57). At around
0.26 s the melt hits the trailing edge and in around 0.27 s, it rebounds and flows
downward leaving an empty zone just below the root of the blade. As the melt is
drawn along the trailing edges (between 0.28 s to 0.3 s) it becomes thinner. Now, for
this thinner melt along the trailing edge the free surface solidifies and stops flowing
further. Consequently further incoming melt from behind is forced to divert itself,
in its downward motion (see Figures 6.56 -g) to i)) leading to misrun again near
the trailing edge ((see Figures 6.57 -j) to l)). This kind of flow pattern is repeated
throughout the trailing edge during themelt’s downwardmovement along the blade
(see Figures 6.57 -k) to o)), leading to the formation of several misruns along the
trailing edge. In around 0.5 s, the melt crosses the shroud (see Figures 6.55 -c)). In
0.8 s the free surface solidifies and as a result the shroud and the runner does not
fill completely (see Figures 6.55 -d)). The percentage volume of air remaining in the
combined blade and the runner is around 19 % and percentage volume solidified is
around 10 % (see Figure 6.58). These values are more or less the same in both the
blades.
Temperature histories were monitored at points P1 to P4 (see Figure 6.59) to analyze
the filling process. These points were positioned along the centerline of the blade
crossections (similar to as shown in Figure 6.6). P1 and P3 were placed very close to
the trailing edge (around 1.0 mm from the trailing edge). P2 and P4were at the thick-
est region of the blade. As the melt enters the blade, temperature at P2 rises to 1550◦C
in around 0.225 s (see Figure 6.60-a)) for both the blades. P2 shows temperature re-
mains more or less constant through out the filling process, indicating continuous
availability of hot melt. The temperature at P1, rises in around 0.25 s, which just
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manages to reach the liquidus temperature before falling down sharply (see Figure
6.61-a)). This suggests inability of this setup to press melt into the thinner regions
quickly. Nevertheless differences in the temperature histories can be observed at cor-
responding points in the left and the right blade which is due to indeterminacy in
the formation of misruns. At P3, the temperature in the right blade reaches around
1520◦C whereas in the left blade the temperature manages to reach only upto liq-
uidus. At P4 temperature increases to around 1520◦C in 0.475 s but falls down to
liquidus temperature in 0.7 s. In the thicker regions metal flow is similar for both the
blades and the formation of misruns along the trailing edge is quite random.
Conclusions and outlook: In this section, investigations by numerical simulation were
carried out by casting of 6 blades in a single casting experiment. Prior to the sim-
ulation study performed in this section, isothermal mould filling simulations were
performed to determine the most effective orientation of the blade. It was concluded
that the most effective way was to orient the blades with the trailing edges radi-
ally outward. Numerical simulation was carried out in this section to investigate
the possibility of misruns on the most effective setup from the mould filling simu-
lations. Simulation study showed that the melt became too cold before the shroud
and the runner could be filled completely. Hence, in order to fill the shroud addi-
tional gating/runner systems are required to bring in hotter melt into the shroud
region. Numerical simulations showed that the melt could not press effectively into
the trailing edges. The melt free surface solidified occasionally along the trailing
edges resulting formation of misruns along the trailing edge. Hence one can con-
clude that in this setup the trailing edges are difficult to fill. Thus, strategies to avoid
misruns by overstocking parts of the blade, are presented in the next section.
152 Development of an innovative near-net shape casting process
a) t = 0.3 s
b) t = 0.4 s
Figure 6.54: Figures shows computed metal flow and temperature distribution at various
times for the setup in Section 6.5. Metal-gas interface is asumed at 0.5 gas volume fraction.
In the legend a green line is at Tliquidus and a cyan line is at Tsolidus).
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c) t = 0.5 s
d) t = 0.8 s
Figure 6.55: Figures shows computed metal flow (assumed at 0.5 gas volume fraction) and
temperature distribution at various times for the setup in Section 6.5. Metal-gas interface is
asumed at 0.5 gas volume fraction. In the legend a green line is at Tliquidus and a cyan line is
at Tsolidus) ...contd.
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a) t= 0.25 s b) t= 0.26 s c) t= 0.27 s
d) t= 0.28 s e) t= 0.29 s f) t= 0.30 s
g) t= 0.31 s h) t= 0.32 s i) t= 0.33 s
Figure 6.56: Metal flow and temperature distribution at various times in the left blade in
Figure 6.54. Metal-gas interface is asumed at 0.5 gas volume fraction. In the legend a green
line is at Tliquidus and a cyan line at Tsolidus) ...contd.
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j) t= 0.34 s k) t= 0.35 s l) t= 0.36 s
m) t= 0.37 s n) t= 0.38 s o) t= 0.39 s
Figure 6.57: Metal flow and temperature distribution at various times in the left blade in
Figure 6.54. Metal-gas interface is assumed at 0.5 gas volume fraction. In the legend a green
line is at Tliquidus and a cyan line at Tsolidus) ...contd.
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Figure 6.58: Figure a) shows volume fraction of air (%) and Figure b) shows volume fraction
of solid (%) over time in the two blades and runner region for the setup investigated in
Section 6.5.
Figure 6.59: Monitoring point locations in the blades for the setup investigated in Section
6.5. The point locations are at the centerline of the blade cross section (All dimensions are in
mm).
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Figure 6.60: Temperature history at points P1 (a)) and P2 (b)) for the setup investigated in
Section 6.5. (see Figure 6.59 for point locations.)
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Figure 6.61: Temperature history at points P3 (a)), P4 (b)) for setup investigated in Section
6.5. (see Figure 6.59 for point locations.)
6.6 Towards geometric limits in LPT blades to avoid misruns
Background and objectives: The investigation made in Section 6.5 allowed to cast six
blades in one set up. It was observed that prevention of misruns, specifically along
the trailing edges, is difficult. Hence one option was to move from net shape to
near-net shape blade design by overstocking areas of the blade where the affinity to
form misruns are high. In this section, a near-net shape option is evaluated for LPT6
blade.
An overview of the original LPT6 blade design was presented in the beginning of
this chapter (see Section 6.1). In this section, numerical simulations were performed
on the original LPT6 design and an overstocked design, both in a cluster of 6 blades
similar to as shown in Section 6.5. Figure 6.62-a) and b) demonstrate geometrical
differences between the original and overstocked blade at the middle section. The
LPT6 blade was overstocked on complete cross section except at the trailing edge,
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which was kept the same size of 0.6 mm thickness. The intention was that thicker
cross sectional area of the airfoil would enable more quantity of melt to fill in the
airfoil region, which could be pressed into the trailing edges before solidification
starts. In addition, once more liquid metal flows through the airfoil, misruns in the
shroud could be avoided.
Simulation methodology: A schematic of the casting cluster of 6 LPT blades is shown in
Figure 6.63. The simulation methodology was the same as mentioned for the cluster
of 6 blades in Section 6.4 and only additional details are mentioned here. Numer-
ical mesh for the original blade cluster had 4,508,793 control volumes. Using the
same meshing parameters the overstocked blade cluster led to 2,872,628 control vol-
umes. In both the clusters, only two blades placed diagonally opposite side were
finely meshed than others and were taken as the objects of investigation. Numer-
ical mesh for the original blade cluster showed larger grid size as more cells were
needed to resolve the thinner edges. Figure 6.64 shows mesh at a section of original
and overstocked blade together with the ceramic shell mould. Material properties,
initial temperature of the shell mould and melt temperature at inlet are the same as
mentioned in Section 6.2. The casting clusters were rotated at 250 RPM around Z-
axis in a clockwise direction, like in Section 6.5. For the original blade cluster around
7.5 kg of melt were poured in and around 8.5 kg for the overstocked blade cluster.
Two different pouring simulations were performed for these different masses of melt
in the crucible, using the same tilting program, using the methodology presented in
Section 6.3. The mass flow rate obtained from the pouring simulations was averaged
over 100 points and the corresponding flow rates obtained are shown in Figure 6.65.
Referring to this figure, massflow1 was used for the cluster of original blades and
massflow2 was used for the cluster of overstocked blades. An inlet of 28 mm diame-
ter was constructed which was obtained from the pouring simulations as an average
cross section area of the melt that flowed out of the funnel outlet.
Results and discussion: Results are first analyzed from the images of mould filling and
coupled with solidification results. Figures 6.66 and 6.67 shows filling of the cluster
of blades with original design at various times. Due to centrifugal forces, the melt is
pushed outward towards the distributor walls (see at 0.25 s). The melt is then forced
to flow along thin trailing edges and in 0.35 s, the melt reaches almost one third
distance of the blade. The free surface closer to the trailing edges solidifies. As a
result the incoming liquid metal from behind is forced to take a diversion in order to
flow downwards. At 0.45 s (see 6.67) misruns forms on the trailing edge. This flow
behavior is similar to that observed in Section 6.5. In 0.6 s the melt stops flowing
downwards blocked by misruns along the trailing edges, in thicker regions of airfoil,
shroud and the runner. Then the melt starts filling the root and the distributor of the
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blade. After 0.6 s positions of the metal in the blade are the same as seen at 0.8 s
confirming the region of misruns.
In case of overstocked blade (see Figures 6.68), in 0.3 s the melt crosses the center of
the blade. In 0.4 s the melt crosses the shroud into the runner (see Figure 6.68-b)).
Figures also show that themelt has consistently flows downwardwithout separating
itself from the trailing edges. This suggests that during the melt’s downward flow,
onset of solidification and formation of misruns along the trailing edge could be
avoided. The melt then fills up the shroud and the runner. In 0.8 s (see Figure 6.68
-c)) the melt fills up the blade and the runner completely.
Next, resulting differences between the two simulations are analyzed through vari-
ous field variables. For this temperature history was monitored at different positions
in the blade (see Figure 6.63-a) and b)). Points P1 to P4 were placed along the cen-
terline of the left blade as shown in Figure 6.63-b). In the original blade, at P1 and
P2, the temperature rises only till liquidus temperature and drops down sharply (see
Figure 6.63-a)). At point P3 in the original blade temperature even does not cross the
liquidus (see Figure 6.63-b)) . At P4 the temperature rises only to 1470◦C as the melt
did not reach these points (see Figure 6.63-b)). In case of overstocked blade, the tem-
perature history at P1 and P2 rises to around 1525◦C in 0.25 s. At P1 temperature falls
down to liquidus in 0.3 s and at P2 temperature remains around 1525◦C throughout.
Hence in the overstocked blade the temperature drops much slower than the original
blade design. At P3, temperature has managed to reach liquidus and at P4 rises till
1510◦C. This shows the melt has sufficient superheat in the overstocked blade to fill
the shroud and the runner. Hence comparison of temperature histories at different
parts of the blade showed lower temperature rise for the original blade design and
higher temperature rise for the overstocked blade design.
Average temperature and heat flux on the blade walls are plotted in Figure 6.70). For
both of the blade designs the average temperature rises steadily till 0.5 s and then
for the original blade designs the temperature remains around 1425◦C till around 0.8
s and before the melt temperature starts decreasing. However for the overstocked
blades it keeps rising till 0.7 s and reaches around 1475◦C. Comparison of loss of
average heat flux from the blade walls shows the original design blades has one
minima at around 0.5 s when the metal stops flowing downward. The overstocked
blades has two minima, the first one when the trailing edge of the blade is filled
up. The next one when the blade gets filled up due to the reversal of flow from the
bottom of the blade. Higher average temperature and manner of loss of heat from
the blade walls suggest more availability of hot melt in the overstocked blade.
Figure 6.71-a) shows mass flow rate across a plane between the distributor and en-
trance of the blade. In the original blade the mass flow rate drops after around 0.38
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s due to misrun, where as, for the overstocked blade the melt flows in till 0.78 s.
Figure 6.71-b) compares volume of air in percentage in the combined region of blade
and runner. Towards the end of simulation, in case of original blades almost 55 % is
occupied by air, whereas in overstocked blades less than 5% is occupied by air.
Conclusions and outlook: In this section, numerical simulations were performed to
avoid misruns by overstocking LPT6 blade. Numerical simulations showed that in
original blade due to extremely thin walls the melt cooled down quickly leading to
severe misruns. In case of overstocked blade design, onset of solidification could be
delayed and misruns could be avoided both in the trailing edge and in the shroud.
Now, the next work is required in reducing the overstocking areas to obtain the min-
imum geometry that can be casted without any misruns.
For a matter of comparison, casting experiments were carried out for the cluster of
overstocked blades and the results shown in Figure 6.72 shows all the 6 blades could
be casted with no misruns.
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a) View from the top (blade root facing upwards). Airfoil section in blue is located below
the root, in red at the middle and in black above the shroud of the blade)
b) Exemplary geometrical differences between the original(left) and overstocked (right)
blades at a middle section of the airfoil.
Figure 6.62: Figures showing details of dimensional differences between original LPT6 blade
(left side) and overstocked LPT6 blade (right side). (All dimensions are in mm).
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a)
b)
Figure 6.63: Figure a) shows schematic of the casting cluster of 6 LPT6 blades. Figure b)
shows monitoring positions P1 to P4 at the cross section of the blade (All dimensions are in
mm).
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a) Original blade
b) Overstocked blade
Figure 6.64: Mesh at a middle cross-section of original LPT6 blade (Figure a)) and of over-
stocked LPT6 blade (Figure b)). Figures on the right show the trailing edge area inmagnified
view.
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Figure 6.65: Mass flow rate used in simulations to evaluate near-net shape casting of LPT6
blade.
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a) t = 0.3 s
b) t = 0.35 s c) t = 0.45 s
Figure 6.66: Figures shows computed free surface of the metal in the original LPT6 blades
at different times. Metal-gas interface is asumed at 0.5 gas volume fraction. In the legend a
green line is at Tliquidus and a cyan line is at Tsolidus) ...contd
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a) t = 0.45 s
b) t = 0.6 s c) t = 0.8 s
Figure 6.67: Figures shows computed free surface of the metal in the original LPT6 blades
at different times. Metal-gas interface is asumed at 0.5 gas volume fraction. In the legend a
green line is at Tliquidus and a cyan line is at Tsolidus)
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a) t = 0.3 s
b) t = 0.4 s c) t = 0.8 s
Figure 6.68: Figures shows computed free surface of the metal in the overstocked LPT6
blades at different times. Metal-gas interface is asumed at 0.5 gas volume fraction. In the
legend a green line is at Tliquidus and a cyan line is at Tsolidus)
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Figure 6.69: Figure-a) shows temperature history at P1 and P2, Figure -b) shows at P3 and
P4, in the LPT6 blades. (Positions P1 to P4 are defined in Figure 6.63)
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Figure 6.70: Figure a) shows average temperature and b) shows average heat flux on blade
walls. (In the legend left and right are diagonally opposite finely meshed blades).
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Figure 6.71: Figure a) shows mass flux monitored at the entrance of the LPT6 blade. Figure
b) shows volume fraction of air (%) in combined blade and runner. (In legend left and right
signifies diagonally opposite finely meshed blades)
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Figure 6.72: Casting experiments from cluster of 6 blades for overstocked blade.
6.7 Influence of mass flow rate on misruns
Background and objectives: Previous sections showed that a key reason for misruns
was that the melt becoming too cold. As a possible solution a higher mass flow rate
should delay the cooling of the melt. An improvement of mass flow into the mould
in general is possible by optimizing crucible tilting position and tilting angle with
time (see details elsewhere in [130]). This section investigates influence of higher and
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Figure 6.73: Mass flow rate used to evaluate influence of mass flow in the cluster of 6 original
LPT6 blades shown in Section 6.6.
lower mass flow on misruns in a cluster of 6 LPT6 blades. A higher mass flow could
be obtained by making the melt stream flow out of the funnel by making minimum
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contact with the funnel walls. Figure 6.73 shows computed melt mass flow rates at
the funnel outlet, obtained from numerical simulations of pouring of 7.5 kg of liquid
metal. Massflow1 is the one used in Section 6.6 to investigate misruns in a cluster of
6 original LPT6 blades). Massflow3 was obtained by optimizing the crucible tilting
position and tilting angle with time by pouring the same amount of liquid metal.
Massflow3 could achieve upto 12 kg/s in 0.45 s and the whole melt could flow out
of the funnel within 1.4 s. Here more than 50 % of the metal is delivered in just 0.5
s. Whereas massflow1 could deliver melt in 2.5 s with an average mass flow rate of
3.5 kg/s. In this section, numerical simulation of a cluster of 6 original design LPT6
blades was performed usingmassflow3 and compared with those of massflow1 from
Section 6.6. Simulation methodology was the same as mentioned in Section 6.6 and
will not be repeated here.
Results and discussion: Figure 6.74 and 6.75 compares metal free surface and temper-
ature field at different times for simulations performed with massflow1 and mass-
flow3. In around 0.25 s the simulation with massflow3 shows the melt has crossed
the root and the melt occupies the complete airfoil section. A possible misrun is
marked by red arrow in Figure 6.74 -a). Whereas at the same time, simulation with
massflow1 shows the melt is still at the entrance of the blade. Figure 6.74 -b) at 0.35 s
shows with massflow3, the melt flows further down, occupying a larger airfoil cross
sectional area compared to the simulation with massflow1. In simulation with mass-
flow3, the incoming melt also deflects from the trailing edges due to solidification
(indicated by red arrows in Figure 6.74 -b)). In 0.4 s, in case of simulation with mass-
flow3 (see Figure 6.75 -c)) the melt reaches the shroud, but is unable to flow into the
runner. In 0.6 s the free surface has solidified and misruns can be seen in the trailing
edge, airfoil region, shroud and the runner. Figure 6.76 shows more melt flows into
the blade with massflow3 than massflow1. For simulation with massflow1, the vol-
ume unfilled in the blade and runner is around 55 % and for massflow3 it is around
45 % . This indicates higher mass flow rate fills the blade more than the lower mass
flow rate, but unable to avoid misruns.
Conclusions and outlook: Investigations revealed that the mass flow rate does plays a
role in reducing misruns of the LPT blades although a higher melt flow might not
allow to them eliminate completely.
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c) t = 0.4 s d) t = 0.6 s
Figure 6.74: Comparison of computed metal free surface (assumed at 0.5 metal-gas fraction)
and temperature profile on the original LPT6 blade simulated using massflow3 (above) and
using massflow1 (below) (In the legend a green line is at Tliquidus and a cyan line is at Tsolidus).
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c) t = 0.4 s d) t = 0.6 s
Figure 6.75: Comparison of computed metal free surface (assumed at 0.5 metal-gas fraction)
and temperature profile on the original LPT6 blade simulated using massflow3 (above) and
using massflow1 (below) (In the legend a green line is at Tliquidus and a cyan line is at Tsolidus).
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Figure 6.76: Figure a) compares mass flow rate at the entrance of the left blade in the simula-
tion of original blade cluster. Figure b) compares volume fraction of air (%) in the blade and
runner in the same cluster. (In the legend left and right signifies diagonally opposite finely
meshed blades).
6.8 Summary, conclusions and contributions
The centrifugal investment casting of LPT blades from TiAl alloys was simulated
to show the ability of numerical prediction to support the process development by
a series of simulations, aiming at developing strategies to achieve sound near-net
shape casting. Simulations were utilized to predict design-related possible problems
in the early stage of development, provide insight into flow physics, help to optimize
the process and minimize the number of casting trials. However, the scope of this
chapter was limited to evaluation of prediction of misruns, understanding physics of
their formation and then followed by few examples assessing the strategies to avoid
misruns.
Predictions of misruns were evaluated on a gravity casting process and a centrifugal
casting process, where experimental results were available. Simulations of a gravity
casting were performed on two gradually refinedmeshes and results were compared
for numerical accuracy in predictions. The conclusions of the work are as follows:
• From the study it can be concluded that it is necessary to resolve the thin regions
using body-fitted meshes with adequate number of cells (see Figure 6.9). In
this work, polyhedral cells were used with 3-4 prism layers across the shell and
mould cavity interfaces (on each side of the interface). At any cross section of
airfoil the mesh comprised atleast 9-10 cells.
• It is also necessary to avoid smearing of the melt-gas interface and a low time
step size of 5× 10−5 is recommended.
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• Comparison to the casting experiment showed good agreement regarding the
shape and size of the misruns using both coarse and fine grids (see Figure 6.10).
• Although the chosen coarse grid is sufficient to capture misruns adequately,
it was found that the fine grid resolves temperature gradient across the shell
mould and blade better than the coarse grid.
• Fine grid can capture surface tension better than coarse grid. Hence melt free
surface results in a smooth parabolic shape in the blade (see Figure 6.10 at t =
0.75 s). In the coarse grid the metal flows more into the trailing edge compared
to fine grid.
• The thinner regions of the blade cool faster than the thicker regions, which re-
sults in the observed misruns.
• It can also be concluded that the simulation results can provide a lot of different
details of the process such as velocity, temperature and pressure histories which
are experimentally not accessible. It can also predict details of transport and
evolution of gas, melt and solidified phase. These details can explain the casting
results and indicate perspectives of measures to be taken to avoid misruns.
Next, the investigations were directed to the optimization of different aspects of the
casting process. The first step was the application of numerical simulations for the
crucible tilting and the metal outflow through the funnel (see Section 6.3). The main
conclusions were as follows:
• The build up of metal in the funnel is a major reason for nonuniform melt flow
out of the funnel.
• Occurrence of swirl increases the wetted surface in the funnel which then leads
to an increased formation of skull. This causes loss of superheat and also in-
creases irregular flow of melt into the shell moulds. Longer mould filling time
and an irregular mass flow promotes early solidification of melt in thinner
edges of the cavity and lead to misruns.
• Optimization of the melt flow entering the mould with respect to time and uni-
formity is the first important step in preventing misruns.
• The optimization also included the variation of the position of the tilting rota-
tion axis in such a way that the melt jet is guided directly to the funnel outlet.
Numerical investigations on a centrifugal casting process using a separated melt dis-
tributor were performed on various components of the casting setup i.e., distributor,
runner and gating systems (Section 6.4). The main conclusions were as follows:
• It was shown that the design of the melt distributor can be optimized to guide
melt as quickly as possible into the gating system. A vertical rib-like structure
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near the outlets to guide the melt into the gating system is highly effective to
conserve superheat and to achieve quicker melt outflow.
• Next step involved the design of gating and runner systems (Section 6.4.2).
Three different gating systems were analyzed. Using a shorter gating system
was found ineffective as the melt enters the mould like a jet leading to devel-
opment of vena contracta. Further in shorter gating system, due to smaller dis-
tance from the rotational axis; the centrifugal force was too small to press melt
into the trailing edges. As a result, misruns can be expected with the shorter
gating systems (see Figure 6.49).
• By using a longer gating system, to utilize the rotational forces, the blade could
be placed tangentially on the circumference of rotation. However, a longer gat-
ing system implies a colder melt into the casting object, leading to smaller mis-
runs on the trailing edges. It can be concluded that the simulations are best
suited to optimize the design of the gating systems by the best compromise
between temperature loss and effective rotational forces.
• Also regarding another issue to avoid misruns in the shroud, it was possible
to design the runner system such that hotter melt could be brought in at later
stage of the filling.
Finally it was shown by numerical simulations, a design of casting set up with mul-
tiple blades attached to an integrated distributor could be achieved, as to increase
the productivity and reduce scrap rate.
• Investigations were carried out by numerical simulation for the casting of 6
or more blades combined in one shell mould (see Section 6.5). The numerical
simulations from the given design showedmisruns along the trailing edges and
in the shroud. In these regions the melt could not be pressed quickly enough as
it became colder and started solidifying. The reasons were attributed to smaller
rotational forces and insufficient availability of the melt.
• Numerical simulations were also performed on a cluster of 6 LPT6 blades using
the original and overstocked blade design (see Section 6.6). In the original blade
design, the melt cooled down quickly and major misruns were observed. In
case of overstocked blade design, onset of solidification could be delayed and
misruns could be avoided. Thus the necessary amount and shape of overstock
can be determined by numerical simulation.
• Numerical simulations were used to investigate the effect of two different mass
flow rates in filling of a cluster of 6 LPT6 blades. Investigations revealed that a
higher mass flow rate is reducing misruns of the LPT blades although it might
not be eliminated completely.
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7 Investigations of casting parameters to
achieve near-net shape
This chapter investigates systematically the influence of different casting parame-
ters on filling of simplified turbine blades by using the centrifugal casting process.
Investigations were carried out using thin plates of different thicknesses represent-
ing simplified turbine blades, with an aim to determine the limits for casting of near
shape geometries like LPT blade geometry shown in the last chapter. This involved
at first, developing confidence in the numerical simulation by comparing against
casting experiment results. After that, evaluation of different casting parameters on
castability were performed.
The work presented in this chapter is as follows. First, in Section 7.1, the casting
set up along with initial and boundary conditions are summarised. Then numerical
simulation results for base case are compared against casting experiments in Section
7.2 and detailed analysis of filling behaviour is carried out for selected plate thick-
nesses. Next numerical simulations performed using different rotation rates, inlet
melt temperature and shell mould temperature (presented in Table 7.1) are evaluated
in Section 7.3. Finally conclusions drawn from this work are presented in Section 7.4.
7.1 Problem definition and simulation methodology
For illustration numerical modelling of named Case 1 (see Table 7.1) is presented
here and all other cases are self explanatory. The casting setup presented in Sections
6.6 and 6.5 was further improved to have a gating system such that the metal can
enter the blade cavity also from the bottom. This improved casting setup was used
Cases RPM Tmelt (
◦C) Tmould (
◦C) Objective of the simulation
Case 1 250 1570 1050 Base case for experimental comparison
Case 2 250 1550 1050 Impact of lower melt temperature
Case 3 200 1570 1050 Impact of lower rotation speed
Case 4 300 1570 1050 Impact of higher rotation speed
Case 5 250 1580 1050 Impact of higher melt temperature
Case 6 250 1570 1000 Impact of lower shell mould temperature
Case 7 250 1570 900 Impact of lower shell mould temperature
Table 7.1: Summary of different cases simulated with parameters varied.
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for all studies in this section. Design of sprue, gating and the runner system is a
propriety, hence the details will not be presented here. Only the casting objects are
presented here. The casting setup consisted of 12 plates used as simplified turbine
blades with 6 different dimensions in thickness, all having a constant cross section
(see Figure 7.1). The plates are of 200 mm in length and the selected plate thicknesses
are d = 1.0, 1.5, 2.0, 2.5, 3.0, 4.0 mm. The tip, root and shroud of the plates had same
dimensions for all plates. Also the width of all the plates was the same of 40 mm. All
the 12 plates were combined together with a distributor in one ceramic mould in a
circular configuration. Always two plates of same thickness were placed diagonally
opposite around the axis of rotation. Relative positioning of the plates is shown in
Figures 7.2-a) and b).
The meshing strategy, boundary and initial conditions were the same as mentioned
in Sections 6.6 and 6.5 and are summarised here. The inlet melt temperature was
assumed at 1570◦C, based on the average readings from radiation pyrometer mea-
surements, which means around 65 K of superheat. Temperature of the ceramic
shell mould surface just before pouring was measured by thermocouples as 1050◦C.
Thus the temperature of the shell mould and the air inside the mould was assumed
to be at 1050◦C. At the outer surface of the shell mould and surfaces open to the
environment, a low heat transfer coefficient value (100 W/m2K) was assumed. Free
surface radiation is specified on the ceramic shell mould walls. The shell mould
was assumed porous for the gas to escape; a value of a = 100000 (see Equation 4.30)
was calibrated for investment casting simulations. At the outlets, ambient pressure
and temperature were specified. The ambient gas pressure was specified to be 100
Pa. An average global heat transfer resistance coefficient (GHTRC) is applied on the
shell mould/melt interface (shown in Figure 6.32-b)). The casting setup was rotated
with a constant rotation rate of 250 RPM (for the base case 1) and the direction of
rotation was clockwise around Z-axis. In total 8.5 kg of TiAl melt was made to flow
into the 12-plate cluster and the massflow rate named as massflow2, was used (see
Figure 6.65). The total mesh consisted of around 7.0 million control volumes and it
took 12 days to compute on 84 processors. At first, this case 1 was simulated and
the results were analysed and compared against the casting experiments. Later on,
these results were used as the base case for comparison. This is presented in the next
subsection below.
7.2 Simulation and comparison against experiments
Numerical simulation of mould filling and solidification were carried out in a cou-
pled manner for case 1 till t = 1.5 s. By this time, filling of the simplified turbine
blades is complete and no further movement in the metal free surface is observed.
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Figure 7.1: Schematic of the plate configurations representing a simplified turbine blade
with the root facing upward and the shroud facing downward (All dimensions are in mm).
In the following, exemplary mould filling of 1.5 mm and 4.0 mm thick plates are
explained. Filling pattern in plates of other thicknesses are self explanatory. Typical
to this configuration as seen before and due to influence of rotation forces, the melt
flows towards the outer edge of the plate (see Figure 7.3). As the melt flows down
it accelerates along the outer edge (trailing edge). The melt stream becomes thinner
in cross section and starts cooling down immediately. At around 0.4 s, for 1.5 mm
plate already a large area of the metal surface has cooled below liquidus temperature
(see Figure 7.3-b)). In 0.75 s the melt enters the plate from the bottom and the free
surface collides with each other. Solidification of melt at top of the plate results in
the melt spreading towards the inner edges (see Figure 7.3-c)). In 1.0 s the melt in
the plate reaches its final positions (see Figure 7.3-d)). This can be confirmed from
the identical metal free surface after 1.5 s (see Figure 7.3-e)).
Now, in order to understand the filling of 4 mm plate, images at different times are
presented in Figure 7.4-a) to c). In around 0.5 s the melt occupies the outer edge
and at 0.6 s (see Figure 7.4-a)) the melt entering in from the bottom flows along
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a) Top view
b) Side view
Figure 7.2: Schematic of the casting set up.
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Direction of centrifugal force
a) t = 0.35 s b) t = 0.4 s c) t = 0.75 s d) t = 1.0 s e) t = 1.5 s
Figure 7.3: Simulated mould filling and temperature field in 1.5 mm thick plate. (The metal-
gas free surface is assumed at 0.5. In the legend a green line is at Tliquidus and a cyan line is
at Tsolidus).
the melt along the trailing edge. As the melt flows upwards different regions of
collisions of the free surfaces are indicated by three black circles at places 1 2 and
3. The temperature field on the metal free surface shows parts of the free surface
under liquidus temperature (indicated by green band in the same figures). Hence,
one may expect regions of small cold shuts as the melt may not be able to fuse itself
completely. To confirm this phenomena, an X-ray of a 4 mm plate was carried out
and the related image is shown in Figure 7.4-d). This picture confirms presence of
void spaces or cold shuts in regions 1 2 and 3. As the melt travels upwards it cools
down further and hence more cold shuts are found at position 2 and position 3.
Further, in the 4 mm plate, the melt accelerates as it flows downward, but for 1.5 mm
plate due to the onset of solidification, the metal velocity is sharply reduced. This
can be seen from Figure 7.6 showing velocity magnitude along line1 (see Figure 7.5
for position of line1).
Mould filling in 1.5 mm and 4 mm plate is now analysed using temperature history
at different control points defined in Figure 7.5.
Figure 7.7-a) shows, at P1 due to closer proximity to the distributor, the temperature
rises up to 1525 ◦C for 1.5 mm plate and up to 1540 ◦C for 4.0 mm plate . For 4.0 mm
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thick plate the temperature stays at this value for up to 1.0 s. But for 1.5 mm plate
the temperature drops down to liquidus within 0.1 s due to faster cooling.
Figure 7.7-b) shows that at point P3, in the middle of 1.5 mm plate temperature rises
till around 1505 ◦C, where as for the 4.0 mm plate it reaches around 1525 ◦C.
Figure 7.7-c) shows at P5 at the bottom of 1.5 mm plate, the temperature rises at 0.5
s, only when the melt flows in from the bottom. For 4.0 mm the melt rises to 1525 ◦C
due to the melt flowing from the top, along the outer edges. This can be explained
that themelt in 1.5 mmplate does not flow along. In contrary, remaining filling along
the outer edge is due to the melt flow from the bottom.
Figure 7.8-a) shows that at P2 at the inner edge of the 1.5 mm plate thickness the
temperature rises in 0.4s till around 1515 ◦C and then drops down rapidly. In the 4
mm plate at P2 the temperature rises much later at around 0.625 s till around 1525
◦C, and remain at this temperature for some time. Later on, at 0.8 s the temperature
rises till 1505 ◦C due to melt coming in from the top. Hence, in the region around P2
in 4 mm plate intermixing of hot and colder melt can be expected.
At position P4 of the inner edge, Figure 7.8-b) shows the temperature in 1.5 mm plate
just rising till liquidus in 0.45 s before dropping down. Where as, in 4.0 mm plate
at P4, the temperature rises in 0.6 s and oscillates around liquidus throughout the
filling phase.
Figure 7.8-c) shows at P6 at the inner edge position of the 1.5 mm plate, the temper-
ature rises to liquidus in 0.7 s while in 4 mm plate, temperature rise occurs much
earlier in around 0.5 s.
From the observations of temperature histories at points P1 to P6, it can be concluded
that the delay in rise of temperature between P4 and P6 for 1.5 mm plate and also
the maximum temperature at liquidus, indicates the inability of the melt to fill along
the inner edges. Lower rise of melt temperature (only till liquidus) at P4 and P6 for
4.0 mm plate explains formation of cold shuts.
Figures 7.9 a)-c) finally shows the comparisons of experimental results and simula-
tion results after 1.5 s. Two sets of casting experiments were performed for validation
both using the parameters mentioned in case1. For the plate thickness of 1 mm (see
Figure 7.9-a)) the melt has flowed along only a small distance from the top. Due to
the influence of rotational forces it has flowed in slightly more along the outer edges.
At the bottom of the plate, the distance travelled by the melt is shorter in the simu-
lation compared to the experiments. The large unfilled region in the middle of the
plate can be observed in both simulation results and the casting experiments.
For 1.5 mm thick plate (Figure 7.9-b)), large unfilled region along the inner edge can
be confirmed from both the simulation results and the experiments. The shape of
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the simulated metal front shows close resemblance to one obtained in the casting
experiment.
For 2.0 mm thick plate (Figure 7.9-c)), the metal fills most part of the plates which
can be observed in both the experiments and simulations. Small pockets of unfilled
sections along the inner edges found in the experiment, were also predicted in the
simulation.
For the plate thickness of 2.5 mm and above the plates were completely filled by both
the experiments and in the simulations.
Hence, one can observe that a perfect match with the casting experiments is hard to
be achieved in the simulations. This might be caused due to the simplified the inlet
condition. Nevertheless, the comparisons can be considered quite good relative to
the complexity of the casting experiment and the detailed analysis of the simulation
results, which allow an improved understanding of the filling process. Hence, it can
be concluded that, in the current casting conditions, 1.0 mm thick plate is extremely
difficult to cast. Due to lower amount of melt, the 1 mm thick plate loses super-
heat very quickly. In this case, the melt has little chance to reach the bottom of the
plate and leaves approximately 35 % volume of the plate unfilled (see Figure 7.10).
Although, 1.5 mm thick plate fills significantly better than 1.0 mm plate it leaves ap-
proximates 10 % volume of the plate unfilled. For plates of 2.0 mm thickness and
above, have around 1 % volume of the plate unfilled probably due to entraped void
space during the filling process. Using this case as the reference one, effect of differ-
ent casting parameters is studied in the next section.
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Direction of centrifugal force
a) t = 0.6 s b) t = 0.8 s c) t = 1.0 s d) X-ray
Figure 7.4: Simulation of filling (a) to c)) in 4 mm thick plate at different times and possible
areas of entrapment of voids. Figure d) shows X-ray picture with entraped voids in the 4
mm thick plate. Areas 1 to 3 are introduced to correlate the corresponding positions in the
plate (The metal-gas free surface is assumed at volume fraction 0.5. In the legend, green line
is at Tliquidus and cyan line at Tsolidus)
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Figure 7.5: Positions of monitoring points and line (left) in the plate geometry, placed along
the center line of the plate cross section (right) (dimensions in mm).
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Figure 7.6: Development of melt velocity along line1 at different times for 1.5 mm plate (left)
and for 4.0 mm plate (right) for case1 (for line1 see Figure 7.5).
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Figure 7.7: Simulated temperature history at P1 (a)), at P3 (b)) and at P5 (c)) of the plates
with 1.5 mm and 4 mm thickness. (For position of monitoring points see Figure 7.5).
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Figure 7.8: Simulated temperature history at P2 (a)), at P4 (b)) and at P6 (c)) of the plates
with 1.5 mm and 4 mm thickness. (For position of monitoring points see Figure 7.5).
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Direction of centrifugal force
a) Comparison of casting experiments and numerical predictions in 1.0 mm thick plate
b) Comparison of casting experiments and numerical predictions in 1.5 mm thick plate
c) Comparison of casting experiments and numerical predictions in 2.0 mm thick plate
Figure 7.9: Comparison of casting experiments and numerical predictions after 1.5 s. Col-
ored pictures of diagonally opposite blades from the numerical simulation are placed on
extreme right and extreme left. The 4 blades in the middle of each rows are photographs
taken from two sets of casting experiments. (The metal-gas free surface is assumed at 0.5
and the temperature scale is same as shown in Figure 7.3. In the legend a green line is at
Tliquidus and a cyan line is at Tsolidus)
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Figure 7.10: Comparison of the development of volume fraction of air (non filled volume)
taken from simulation of casting case 1.
7.3 Influence of different casting parameters
This section studies the effect of different casting parameters on filling of the sim-
plified turbine blades. Simulations were carried out on the setup mentioned in Sec-
tion 7.1 however using different parameters presented in Table 7.1. These parame-
ters were the rotation speed, the melt temperature and the shell mould temperature
which are currently possible in the casting machine. Here filling of each plate is
evaluated based on the unfilled mould area (UMA) defined as the surface area of the
airfoil region (excluding the root and the shroud). The unfilled mould fraction area
is the ratio of UMA to the total airfoil region. The UMA values presented below are
average values from two evaluated blades of equal sizes from each cluster.
Impact of rotation rate: Increasing rotational speed increases the melt pressure into the
shell moulds and will lead to better filling of the thinner edges. But higher rotational
speed also increases the requirements on mechanical instability of the casting ma-
chine. In the previous section a rotation rate of 250 RPM was set as a part of process
setting which was the basis value for actual castings. But, with an improved stability
of the casting machine it would be possible to increase the rotation rate.
In order to investigate the influence of rotation rate on castability, simulations with
250 RPM (Case 1) as a reference is compared with simulations carried out with 300
RPM (Case 4) and 200 RPM (Case 3). Figure 7.11 shows that on increasing rotation
rate, the UMA in increasing plate thickness decreases in a parabolic manner. This
parabolic curve shifts downward with increase of rotation rate. In case of 1 mm
thick plate UMA is 72% (for 200 RPM), which reduces to only 69% (for 250 RPM)
and to 68% (for 300 RPM). This indicates that for 1 mm thick plate, fast heat loss and
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earlier solidification of the melt in the plate is the more dominating factor compared
to the effect of rotation forces. For 1.5 mm thick plate the effect of rotation is more
distinct, the decrease of UMA is from 27% (for 200 RPM) to 18 % (for 250 RPM) to 10
% ( for 300 RPM). For the 2.0 mm plate UMA is almost 0% for 300 RPM compared
to 5 % remaining for 250 RPM. One can also observe from Figure 7.11 that average
UMA between 1.0 mm plate and 1.5 mm plate is always between 60-50 %, where as
between 1.5 mm plate and 2.0 mm plate is only around 25-10 %. It also be concluded
that in 2.0 mm plate and higher thickness plate there is no effect of rotation rate.
Impact of superheat: The degree of superheat can exercise considerable influence on
the subsequent solidification and filling of the mould. However as mentioned pre-
viously due to the strict melting procedures a higher superheat is not possible in
the present setup. At the same time is often advisable to keep lower superheat dur-
ing melting process in order to prevent evaporation and conserve key constituents
during the casting process.
Figure 7.12 shows the effect of three different inlet melt temperature on UMA i.e.,
1550◦C (Case 2), 1570◦C (Case 1) and 1580◦C (Case 5). When the superheat was raised
from 1550 ◦C to 1570 ◦C, for 1 mm plate UMA decreased by 9 % (from 78 % to 69
%), for 1.5 mm plate UMA decreased by 30 % (from 45 % to 15 %), for 2.0 mm plate
UMA dropped by 16 % (from 18 % to 16 %). On increasing the melt temperature
from 1570 ◦C to 1580 ◦C, 1 mm plate UMA decreased by 5% (from 69 % to 64 %) and
for 1.5 mm plate UMA decreased by 9% (from 17 % to 8 %).
Lower superheat of 1550◦C had a significant influence on UMA in 2.0 mm plate and
2.5 mm plate. Here UMA for 2.0 mm plate was almost 18 % and for 2.5 mm plate
UMA is almost 8 %. Interestingly when the superheat was increased from to 1570 ◦C
and 1580 ◦C both 2.0 mm and 2.5 mm plates can be considered fully filled. From 3.0
mm plate and above influence of superheat could not be detected.
Figure 7.12 concludes that increasing superheat, UMA in different plate thickness
decreases in a parabolic manner. With lower superheat, UMA decrease in increasing
plate thickness tends to be more linear.
Impact of shell mould temperature: Lower shell mould temperature would induce faster
cooling especially on the thinner edges. This would lead to more finer microstruc-
ture such as equiaxed grains. Influence of ceramic mould temperature is studied by
simulating three different temperatures i.e., 1050 ◦C (Case 1), 1000 ◦C (Case 6) and
900 ◦ C (Case 7). As shown in Figure 7.13 for 1 mm plate, UMA decreases by 5 %
(from 77 % to 72 %) when the shell mould temperature was increased from 900 ◦C
to 1000 ◦C, and UMA decreased by 4 % (from 72 % to 68 %) when the shell mould
temperature was increased from 1000 ◦C to 900 ◦C.
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For 1.5 mm plate UMA decreases by 25 % (from 41 % to 16 %) when the shell mould
temperature was increased from 900 ◦C to 1000 ◦C, and UMA decreased by 9 % (from
25 % to 16 %) when the shell mould temperature was increased from 1000 ◦C to
900 ◦C.
For 2.0 mm plate UMA decreases by 11 % (from 15 % to 4 %) when the shell mould
temperature was increased from 900 ◦C to 1000 ◦C, and UMA decreased by 2 % (from
4 % to 2 %) when the shell mould temperature was increased from 1000 ◦C to 1050 ◦C.
For 2.5 mm plate UMA decreases by 8 % and becomes fully filled when the shell
mould temperature was increased from 900 ◦C to 1000 ◦C and above.
For 3.0 mm plate and above, no influence of shell mould temperature could be ob-
served. In summary influence of shell mould temperature also shows that UMA in
different plate thickness decreases in a parabolic manner.
7.4 Summary, conclusions and new contributions
This chapter investigated systematically the influence of different parameters, partic-
ularly with respect to filling of simplified turbine blades using the centrifugal casting
process. For this purpose, thin plates of different thicknesses representing simplified
turbine blades were used, with an aim to determine the limits for casting of near
shape geometries like LPT blade geometry, shown in the previous sections. At first,
confidence in the numerical simulation was gained by comparing against casting
experiment results.
The casting setup consisted of 12 rectangular plates of 6 different dimensions in
thickness, all having a constant cross section. The 12 plates were combined together
with a distributor in one cluster in a circular configuration. Always two plates of
same thickness were placed diagonally opposite around the axis of rotation.
The comparison of numerical simulation with the casting experiment results leads
to the following conclusions:
• Reliability of the numerical simulations was confirmed by comparing filling
simulation of the thickest plate, i.e., 4 mm plate. In this case numerical simula-
tions successfully predicted presence of void spaces or cold shuts.
• Comparisons of numerical predictions of filling of rectangular plates of dif-
ferent dimensions against experimental results shows the agreement has been
quite good relative to the complexity of the casting experiment.
Next step was to investigate effects of different casting parameters (see Table 7.1) on
filling of the simplified turbine blades. These parameters were the rotation speed,
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Figure 7.11: Effect of rotation rate on the UMA for different plate sizes with constant inlet
temperature of 1570 ◦C.
the melt temperature and the shell mould temperature, in the range possible in the
current casting machine. Here, filling of each plate is evaluated regarding the un-
filled mould fraction area (UMA) defined as the ratio of non-wetted surface area of
the blade to the total surface area of the blade (excluding the root and the shroud).
The main conclusions are:
• For all variations of the casting parameters investigated, UMA decreases in
a parabolic manner with increasing plate thickness. The UMA curve lowers
with increase in the following parameters i.e., rotation rate, superheat and shell
mould temperature. For the latter, in the case of low superheat the curve tends
to be linearly decreasing.
• Castability improves directly with increasing rotation rate, melt superheat and
shell mould temperature. But, no robust process parameters windowwas found
for extremely thin plates below 1.5 mm in thickness. For all plates thicker than
2.5 mm the process parameters are not critical.
Hence, it can be concluded that application of numerical simulations was successful
to predict limi of castability of thin plates for a given set of casting parameters. This
work is limited to rectangular thin plates of constant cross section which can be used
for industrially complex geometries.
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Figure 7.12: Effect of inlet melt temperature on the UMA of different plate sizes with con-
stant rotation rate of 250 RPM.
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Figure 7.13: Effect of shell mould temperature on the UMA for different plate sizes with
constant rotation rate of 250 RPM.
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8 Conclusions and outlook
8.1 Scope of the work
The current work aimed for numerical predictions of misruns in a near net shape
casting process for LPT blades with TiAl alloy of low fluidity. The numerical simu-
lation methodology was based on the commercial code STAR-Cast. A fully coupled
three-phase mould filling and solidification approach was applied, using the finite-
volume method and arbitrary polyhedral control volumes to solve the governing
equations.
Within the scope of the work, the numerical code was validated for modelling of
interfacial heat transfer due to formation of air gap during solidification process.
Numerical modelling of mould filling was validated against experimental results to
predict entrainment defects in casting processes. By numerical simulation method-
ology predictions of misruns in a gravity casting experiment of LPT blade were per-
formed. Then different casting setups were evaluated numerically to develop strate-
gies to avoid misruns. Finally influence of different casting parameters on filling
ability were analyzed on simplified turbine blade geometries.
8.2 Conclusions of the work
The conclusions from the work are as follows:
• Validation of interfacial heat transfer during solidification:
Interfacial heat transfer due to formation of air gap during solidification process
was successfully validated against experimental results. Accuracy of the nu-
merical model was studied on three systematically refined polyhedral meshes
and using three systematically refined time step sizes. The difference between
the solutions obtained on coarse grid and intermediate grid was about 4 times
larger than between the finest and medium grid, as expected from a second-
order discretizationmethod used. Numerical simulationswere compared against
thermocouple measurements available at two different locations in the domain.
Initial sharp temperature drop in the cast part and then arresting of tempera-
ture drop due to decrease in interfacial heat transfer due to air gap formation
could be nicely predicted and compared against experimental measurements.
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• Validation of mould filling:
Mould filling was validated using an experimental test case from literature.
In order to evaluate accuracy of the numerical scheme, three systematically
refined polyhedral meshes were used and with equally small time step size.
Due to the geometric complexity, the mould filling involved a high degree of
splashing, reflection and entrainment of air. As a result, a deterministic solution
could not be obtained. Both intermediate and fine grid confirmed the existence
of vena contracta, a large entrapped bubble in the ingates as the shape of the
metal free surface in the plate for both the grids are similar. However, vena
contracta on coarse grid was missed out completely and the shape of the free
surface was also different. The study showed that coarse grids cannot capture
the complex physics of the flow.
Fine grid resolved splashing, reflection and interactions between the incoming
metal and the return wave better. Numerical simulations also showed that so-
lutions on fine and intermediate meshes are similar in the deterministic phase,
before overturning and splashing starts.
Both experiments and numerical simulations confirmed a fast jet flow of the
metal along the bottom of the runner and the rise of metal like a fountain
through ingates into the plate. Formation of a vena contracta and interaction of
the incoming metal from the sprue and the runner/ingate results to the entrain-
ment of air, initializing bubble generation was confirmed from both numerical
simulations and experiments. Numerical simulation results from the fine grid
could also explain entrapment, coalescence and advection of the air phase due
to the reflected metal wave from the walls.
• Predictions of misruns:
Numerical simulationmethodology for prediction of misruns was evaluated on
two gradually refined meshes in a gravity casting experiment of a LPT blade.
Since LPT blades have very thin edges, it was necessary to resolve the thin
regions with adequate number of cells. Numerical simulations on two consec-
utively refined grids showed that the fine grid predicted misruns better than
the coarse mesh. In the coarse grid, the trailing edges filled easily, whereas in
the fine grid, misruns were predicted in the trailing edges also.
It was also concluded that in order to resolve better splashing, surface tension,
wettability and thermal gradients across the shell mould interface, a fine grid
is necessary. Further on to predict misruns accurately, it is also necessary to
appropriately model resistance to flow due to growing dendrites.
• Strategies evaluated to eliminate misruns:
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It was demonstrated that gravity casting of LPT blades with thin geometries is
not advisable as it is difficult to press melt into the thinner regions. Hence cen-
trifugal casting is a possible alternative to achieve a net shape casting. In order
to prevent misruns, the numerical simulations aimed to evaluate reasons for
temperature loss, slower pouring or eliminating thin cross-sections of casting.
The conclusions from the work are as follows:
Numerical simulations showed that the build up of metal in the funnel as a
major reason for nonuniform melt flow into the mould. Further increase of
wetted surface in the funnel is also a cause for increase of loss of material and
overheat. Hence it is necessary to optimize pouring to attain a high and uniform
flow rate of melt at the mould inlet.
The work involved investigations in performance of various components of the
casting setup i.e., distributor, runner and gating systems to investigate misruns
in LPT blades. Numerical simulations showed that melt retaining in distribu-
tor should be avoided and the distributor should be constructed such that the
metal is quickly guided out of the outlets. Three different gating systems with
an optimized distributor with different positions of the blade were evaluated
for misruns. Investigations revealed that key parameter to minimize misruns
along the trailing edge is to utilize the rotational forces to deliver the melt at
a higher pressure into the thinner regions. This was possible when a longer
gating system was used and the blade could be placed tangentially on the cir-
cumference of rotation. Evaluation of the shorter gating system showed that as
the melt flowed into the blade, vena contracta developed leading to misruns.
In shorter gating systems, the rotational forces were inadequate to press melt
along the trailing edges, even though the loss of overheat with the shorter gat-
ing is smaller. It was also observed that it was necessary to prevent isolated
streams of melt filling parts of the thinner edges which solidified quickly and
choked off the incoming melt. Simulations showed that for the dedicated blade
geometry, misruns in the trailing edges could not be avoided while misruns
in the shroud could be avoided by appropriately designing the runner system.
Due to this fact, it was concluded that the only way to cast these blades is to
aim for a near-net shape rather than a net shape design.
Investigations were carried out also by numerical simulation of casting of 6
blades in a single mould. Such a kind of casting set up was only possible by in-
tegrating melt distributor and blades in a single ceramic shell mould. Here the
orientation of the blades were such that the trailing edges pointed radially out-
ward. However, numerical simulations also showed misruns along the trailing
edges and in the shroud.
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Near-net shape blade design was attempted by overstocking areas of the blade
where the affinity to form misruns are high. Numerical simulations showed
that thicker cross sectional area of the airfoil lead to the filling of higher quantity
of melt into the airfoil region, which could be pressed into the trailing edges
before solidification. In addition, when more liquid metal flowed through the
airfoil, misruns in the shroud could also be avoided.
Investigation on influence of mass flow rate revealed that the mass flow rate
does play a key role in reducing misruns of the LPT blades although misruns
might not be eliminated completely.
• Influence of different casting parameters on misruns:
In a casting setup consisted of 12 simplified turbine blades of 6 different thick-
ness, the limits for casting of near shape geometries like LPT blade geome-
try were investigated by numerical simulation. Simulations showed unfilled
mould surface area decreased in a parabolic manner with increasing cross sec-
tional area. This unfilled mould surface area curve lowers on increasing rota-
tion rate, increasing superheat and increasing shell mould temperature. These
curves tends to be more linear at low superheat. From the analysis, it could be
concluded that for very thin plates, casting parameters did not influence un-
filled mould surface area significantly. This is due to faster heat loss and earlier
solidification of the melt in the plate as a more dominant factors. Only in cer-
tain intermediate plate thickness, these casting parameters play a significant
role on unfilled mould surface area. Beyond a certain plate thickness, increase
of rotation speed, superheat and shell mould temperature was not necessary.
8.3 Directions for future work
In order to improve the numerical predictions of misruns and also to further develop
the near net shape casting process the following tasks are recommended.
• To improve of the melt inflow into the shell mould, it is necessary to simulate
in a coupled manner pouring of the melt from the crucible into the shell mould
and also the metal flow in the shell mould.
• In the current work, centrifugal casting simulations were carried out in a ro-
tating coordinate system. This creates inaccuracies in modelling of the inlet.
Hence to improve the accuracy of the numerical model, a rigid body motion of
the shell mould is more appropriate for simulating centrifugal casting process
mentioned in this work.
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• In this work, an average global interfacial heat transfer resistance coefficient
was used. This value was calibrated based on misruns from available exper-
imental results. Formation of gap during solidification occurs non-uniformly
across the whole domain. Hence, the only correct way to model formation of
gap is a coupled simulation of solidification and deformation of solidified part
of the melt.
• Resistance to flow due to onset of solidificationwasmodelled based on Kozney-
Carman equation. In the current work, only a constant average secondary den-
drite arm spacing was considered. However, in reality the microstructure mea-
surements showed combination of equiaxed and columnar dendritic structures.
This opens up a complete new chapter of casting simulation on a meso-scale
• Although this work achieved a near net shape casting of LPT blades, further
investigations are necessary to evaluate possibility of net shape casting and to
elaborate the best routes to get there.
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Appendix: Programs
This appendix presents programswritten byme during this work
STAR-CD solver provides different user subroutines and enables the user to incor-
porate their own models. In order to incorporate numerical models for predictions
of misruns in gravity and centrifugal casting process two subroutines were modi-
fied ie., posdat.f and sormom.f. The subroutine posdat.f enables the user to output
data and is called at the beginning and at the end of each iteration/time step. The
modifications in subroutine posdat.f is as follows:
C∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
subroutine posdat ( l e ve l )
C Post−process data
C∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
USE allmod
IMPLICIT NONE
INCLUDE ’ std . inc ’
c Argument va r i ab l e s
INTEGER l eve l
INTEGER : : nd , nset , i , nsd
REAL( ra ) : : CompConcinSolid , totalVolume
r ea l : : perm , oldperm ,URFperm ,SDAS, cVIS
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
IF ( l e ve l .EQ. 1 ) THEN
CALL posdatCoup
ENDIF
IF ( l e ve l .EQ. 2 ) THEN
CALL posdatEnd
ENDIF
CC The fol lowing c a l c u l a t e s permeabi l i ty es t imat ion
URFperm=0.1
SDAS = 20 .0 e−6
cVIS= 0 .0092
IF ( l e ve l .EQ. 1 ) THEN
do nd=1 ,doma no
i f (doma(nd)%mattyp . eq . FLUID) then
c a l l c s e t ( cs , 0 , nd ,NSD ALL, INTERNAL)
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do nset =1 , cs%no
do i=cs%ns ( nset ) , cs%ne ( nset )
oldperm = c ( i , 4 )
i f ( c ( i , 2 ) . gt . 0 . 0 0 1 ) then
perm=(SDAS∗SDAS/180 .0 )∗
$ ( (1 .0 − c ( i , 1 ) ) ∗ ∗ 2 ) / ( c ( i , 1 ) ∗ ∗3+0 . 0 01 )
c ( i , 4 )= cVIS ∗perm
$ +0 .550∗ (SQRT(perm ) ) ∗ dens ( i )∗
$ (SQRT(U(1 , i )∗∗2+U(2 , i )∗∗2+ U(3 , i ) ∗ ∗ 2 ) )
e l s e
c ( i , 4 ) = 0 . 0
end i f
i f ( c ( i , 2 ) . gt . 0 . 9 0 ) then
c ( i , 4 ) = 1 . 0 e15
end i f
c ( i , 4 )= (1 .0 −URFperm)∗ oldperm+URFperm∗ c ( i , 4 )
end do
end do
end i f
end do
ENDIF
i f ( l e ve l . eq . 1 ) then
open (86 , f i l e = ’ so l . dat ’ , form= ’ formatted ’ , s t a tus = ’unknown ’ )
do nd=1 ,doma no
i f (doma(nd)%mattyp . eq . FLUID) then
c a l l c s e t ( cs , 0 , nd ,NSD ALL, INTERNAL)
do nset =1 , cs%no
do i=cs%ns ( nset ) , cs%ne ( nset )
CompConcinSolid=CompConcinSolid+c ( i , 2 ) ∗ vol ( i )
totalVolume=totalVolume+vol ( i )
end do
end do
end i f
end do
i f ( parrun ) then
CompConcinSolid = gsum(CompConcinSolid )
totalVolume = gsum( totalVolume )
i f ( master ) then
wri te ( 6 , 808 ) CompConcinSolid/totalVolume ∗100 .
wri te ( 86 , 801 ) time , CompConcinSolid/totalVolume ∗100 .
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endi f
e l s e
endi f
i f ( totalVolume . gt . 0 ) then
CompConcinSolid= 0 . 0
totalVolume= 0 . 0
end i f
801 format (2 e11 . 3 )
808 format (14x , ’ | Current Sol id Volume Percent i s : ’ ,
$ 2x , f5 . 2 , 2 x , ’% ’ ,43x , ’ | ’ )
end i f
RETURN
END
cc c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c
Subroutine ( sormom.f) enables the user to specify the momentum source term (per
unit volume) in linearised form:
C∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
SUBROUTINE SORMOM(S1U , S2U , S1V , S2V ,S1W,S2W,POROS)
C Source−term for momentum
C∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
USE ALLMOD,ONLY:C
INCLUDE ’comdb . inc ’
COMMON/USR001/INTFLG(100 )
INCLUDE ’ usrdat . inc ’
include ’modprec . inc ’
DIMENSION SCALAR(50 )
EQUIVALENCE( UDAT12( 001 ) , ICTID )
EQUIVALENCE( UDAT03( 001 ) , CON )
EQUIVALENCE( UDAT03( 006 ) , G1 )
EQUIVALENCE( UDAT03( 007 ) , G2 )
EQUIVALENCE( UDAT03( 008 ) , G3 )
EQUIVALENCE( UDAT03( 019 ) , VOLP )
EQUIVALENCE( UDAT04( 001 ) , CP )
EQUIVALENCE( UDAT04( 002 ) , DEN )
EQUIVALENCE( UDAT04( 003 ) , ED )
EQUIVALENCE( UDAT04( 005 ) , PR )
EQUIVALENCE( UDAT04( 008 ) , TE )
EQUIVALENCE( UDAT04( 059 ) , U )
EQUIVALENCE( UDAT04( 060 ) , V )
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EQUIVALENCE( UDAT04( 061 ) , W )
EQUIVALENCE( UDAT04( 062 ) , VISM )
EQUIVALENCE( UDAT04( 063 ) , VIST )
EQUIVALENCE( UDAT04( 007 ) , T )
EQUIVALENCE( UDAT04( 067 ) , X )
EQUIVALENCE( UDAT04( 068 ) , Y )
EQUIVALENCE( UDAT04( 069 ) , Z )
INTEGER : : index
index = IPSTAR
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
r e a l ∗8 omega dot , pi , omega
pi =3.1415926
ccc Rotat ion in clockwise d i r e c t i on around Z− ax i s
IF (TIME .GE. 0 ) THEN
omega=600∗pi/30
omega dot =0.
ENDIF
s1u=−1∗omega dot ∗Z∗den+omega∗∗2∗X∗den−2.∗omega∗W∗den
s1w=omega dot ∗X∗den+omega∗∗2∗Z∗den+2.∗omega∗U∗den
s1v =0.
s2u =0.
s2v =0.
s2w=0.
CCC: Permeabi l i ty data from subroutine posdat . f to sormom . f
S2U = C( IPSTAR , 4 )
S2V = C( IPSTAR , 4 )
S2W = C( IPSTAR , 4 )
RETURN
END
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Zusammenfassung
Die vorliegende Arbeit beschreibt numerische Untersuchungen, die der Entwick-
lung einer endkonturnahen Gießtechnik fu¨r Titan-Aluminide dienen, insbesondere
fu¨r dieHerstellung vonNiederdruckturbinenschaufeln. Es handelt sich umGussteile
mit sehr du¨nnwandigen Bereichen im Schaufelblatt, in denen Kaltla¨ufe entstehen
ko¨nnen. Ziel der Arbeit ist es, Kaltla¨ufe vorherzusagen und prozesstechnische Maß-
nahmen zu konzipieren, um sie zu vermeiden.
Um die Entstehung von Kaltla¨ufen numerisch zu simulieren, wurden Simulations-
modelle verwendet, die alle drei beteiligten Phasen und ihre raumzeitliche Entwick-
lung beim Formfu¨llen und Erstarren beschreiben: Der erstarrende Festko¨rper, die
flu¨ssige, einstro¨mende Schmelze und die gasfo¨rmige Atmospha¨re in der zu fu¨llen-
den Kavita¨t sind notwendigerweise gekoppelt zu betrachten. Die mathematischen
Gleichungen fu¨r den Stoff- und Wa¨rmetransport in dem drei-phasigen System wur-
den mit Hilfe der Finite-Volumen-Methode unter Nutzung willku¨rlich gewa¨hlter
polyedrischer Kontroll-volumina gelo¨st. In der Impulsgleichung wurde ein zusa¨tzli-
cher Quellterm beruhend auf dem Kozeny-Carman Modell der Permeabilita¨t im-
plementiert, der den Einfluss der dendritischen Erstarrung auf die Stro¨mung der
Schmelze beschreibt.
Der Simulations-Code wurde zuna¨chst im Hinblick auf ein wichtiges Detail vali-
diert, na¨mlich die Spaltbildung zwischen Festko¨rper und Formwand, die sich auf
den Wa¨rmeu¨bergang auswirkt. Anschließend wurde reine Formfu¨llung auf einem
feinen Netz simuliert, um die Entstehung diverser Gußfehler zu untersuchen und
mit in situ Experimenten zu vergleichen. Die Mechanismen der Bildung von Gas-
poren, und -blasen und der Eintrag von Oxidfilmen wurden am Beispiel des Schw-
erkraftgusses ausfu¨hrlich analysiert. Die Vorhersage von Kaltla¨ufen in einer Nieder-
druckturbinenschaufel wurde ebenfalls fu¨r den Fall des Schwerkraftgusses im Ver-
gleich mit Experimenten untersucht und bewertet.
Systematische und umfassende Simulationen wurden fu¨r den Schleuderguß von
Niederdruck-turbinenschaufeln durchgefu¨hrt, wobei die Gießtraube (Cluster) me-
hrere Schaufeln entha¨lt. Die Simulationen zeigen, dass Kaltla¨ufe geha¨uft an der
Austrittskante der Schaufeln auftreten und dass endkonturgenaue Schaufeln nicht
defektfrei zu realisieren sind. Ein Lo¨sungsansatz besteht darin, Schaufeln mit lokal
aufgedickten Bereichen zu gießen und eine endkonturnahe Fertigungsstrategie zu
entwickeln. Die dafu¨r geltenden prozesstechnischen Grenzen wurden grundlegend
untersucht bewertet und als Empfehlung fu¨r praktische Anwendungen an die Gießer
weitergegeben.
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Abstract
In this thesis, numerical investigations for development of a near net shape casting
process for TiAl alloy are presented. The casting object used in this work is low
pressure turbine (LPT) blade, which is characterized by extremely thin section areas
that are prone to misruns. The work specifically focuses on predictions of misruns
and developing strategies to avoid them.
The numerical simulation methodology used in this work, is based on modelling
all the three-phases i.e., gas, liquid and solid. The modelling approach is based on
finite-volume method and arbitrary polyhedral control volumes to solve the govern-
ing equations. For predictions ofmisruns, the solidifiedmelt is stopped by providing
additional resistance of the growing dendrite network to melt flow during solidifi-
cation. An additional source term in the momentum equation based on Kozeny-
Carman relation for permeability estimation is implemented. The numerical method-
ology is validated for modelling of interfacial heat transfer due to formation of air
gap during solidification process. Numerical modelling of mould filling is validated
against experimental results to predict entrainment defects in casting processes. A
fine mesh is used to explain and validate the mechanisms of formation of bubbles,
gas and oxide entrapment and their transport in a gravity casting process. Numer-
ical prediction of misruns is evaluated on a gravity casting experiment for a LPT
blade.
Numerical simulations are applied to a centrifugal casting process of a cluster of sev-
eral LPT blades. In order to understand and prevent the formation of misruns, nu-
merical simulations are carried out to evaluate reasons for temperature loss, slower
mould filling or eliminating thin cross sections of casting. From the numerical sim-
ulations, it is observed that prevention of misruns, specifically along the trailing
edges, is difficult. Hence one option, is to move from net shape to near net shape
blade design by overstocking areas of the blade, where the affinity to form misruns
are high. For this, the limits for casting of near shape LPT blade geometry are inves-
tigated by numerical simulation, and recommendations for practical application are
given.
Curriculum Vitae
Personal data:
Name Santhanu Shakti Pada Jana
Date of Birth 20. October 1973
Place of Birth Egra,India
Nationality Indian
Marital Status Married (One daughter)
Educations:
1991 - 1995 Bachelor of Engineering in Chemical Engineering
National Institute of Technology, Rourkela, India
2003 - 2005 Master of Science in Computational Engineering
Friedrich-Alexander-Universita¨t Erlangen-Nu¨rnberg, Germany
Employment:
2008 - Scientist, Access e.V., Aachen, Germany
2007 - 2008 Simulation Engineer, Tecosim GmbH, Ru¨sselsheim, Germany
2005 - 2007 Research Associate, Lehrstuhl fu¨r Stro¨mungsmechanik,
Erlangen, Germany
2002 - 2005 Guest Research Associate, Lehrstuhl fu¨r Stro¨mungsmechanik,
Erlangen, Germany
1998 - 2005 Analyst- Engineering, Tata Consultancy Services, Pune, India
1998 - 1998 Freelancework and Professional Training in Software Engineering,
Mumbai, India
1996 - 1997 Senior Process Engineer, Tata Chemicals Ltd., Gujarat, India
1995 - 1996 Process Engineer, Hydranautics Membrane India Ltd.,
Gujarat, India
