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The purpose of this study is to take a first step in the 
direction of formulating a precise mathematical theory of the princi-
ples of measurement systems. In the recent literature very little 
work has "been found which treats noisy measurement systems with delib-
erate generality. Thus, since this study is in a field which is not 
well established* the emphasis has had to be on the general formulation 
of the problem. A restricted, but important, class of measurement 
systems has been chosen and a complete mathematical model has been 
developed for this class of systems. 
Although the majority of this work applies to only this parti-
cular restricted class of measurement systems, a general logical 
structure which is applicable to a much wider cla.ss of systems is 
presented and the nature of the errors in such systems is discussed* 
This discussion brings out the fact that only the statistical para-
meters of the output of a measurement system can be used in any 
practical way* Two statistical parameters identified as bias error 
and mean square error are defined and suggested as a means for 
describing measurement system performance. 
The major portion of this study is devoted to the development, 
analysis, and discussion of a mathematical model for what is termed 
a "linear noisy measurement system*" Three operational components 
are identified as being the important elements of the linear noisy 
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measurement system. These are termed the "biased estimating system/' 
"the operation to remove "bias" and the "output meter." The linear 
noisy measurement system is restricted to those systems for which (l) 
non-random errors can "be neglected^ (2) the system elements of the 
biased estimating system are linear and stable arid (3) the physical 
quantity to be measured is a constant applied at t equal zero. The 
biased estimating system produces an estimate of the quantity being 
measured. The output of the biased estimating system^ however j, must 
be displayed by a physical device in order that it can be read^ and 
furthermore its output must be calibrated in terms of the physical 
quantity being measured. The output meter and operation to remove 
bias performs these two additional, operations. 
The nature of the biased estimating system makes it the com-
ponent which operates first on the physical quantity to be measured. 
The operation to remove bias can either follow the biased estimating 
system or the output meter. The mathematical models for these 
components are used to investigate the two possible connections and 
the conclusion is reached that theoretically the two connections are 
essentially equivalent. However,, several practical differences are 
discussed which make it seem desirable to place the operation to re-
move bias after the output meter,, Since the two connections are sub-
stantially equivalent theoretically-> the important aspects of the 
analysis and discussion applies to either,, 
Practical physical assumptions in conjunction with the 
mathematical model lead to the conclusion that the bias and mean 
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square errors due to the output meter are substantially independent of 
those for the "biased estimating system. Thus these two operational 
components can "be considered separately and their errors addled to give 
the overall system error. If the operation to remove "bias is performed 
on paper or "by calibration of the output meter, its errors will "be 
negligible relative to those of the other two components* 
The mathematical model developed for the "biased estimating 
system includes the effect of two types of noise,7 namely, that applied 
a long time "before the signal and that applied with the signal. Both 
types of noise are assumed to "be Gaussian random processes^ hut one 
type is a stationary process and the other is not. The model 
accounts for any number of distinct independent noise sources of 
these types. The other parameters of the biased, estimating system 
are the impulse and step responses of its component element groups. 
General expressions which apply in the transient as well as 
the steady-state condition are derived for the Mas and mean square 
errors of the "biased estimating system. The general expression for 
"bias error due to the "biased estimating system shows that this error 
can always he reduced to zero "by the operation to remove hias0 
The mean square error due to the biased estimating system 
is expressed in terms of the normalized step and impulse responses 
for the components of the "biased estimating system. The normaliza-
tion is performed with respect to the gain of the component element 
groups and with respect to an arbitrarily selected characteristic 
frequency. The expression for the mean square error in terms of 
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these normalized responses shows that the effect on mean square "bias 
error of a given noise source is reduced in proportion to the recip-
rocal of the gain "between the point of application of the noise and 
the system input. The same expression shows that if the product of 
the characteristic frequency and the time at which a reading is 
taken is held constant> then mean square error due to the "biased 
estimating system is proportional to the characteristic frequency, 
The effect of several readings of the measurement system 
output on the mean square error due to the "biased estimating system 
is investigated for a special case* The results show^ among other 
thingsj that the mean square error of an estimate of the quantity 
"being measured formed from two readings could "be less than the 
arithmetic mean of the mean square errors for single readings taken 
in two independent measurements. 
A significant lower "bound has been established for the mean 
square error of the "biased estimating system. This lower "bound is 
¥<< + Bl2) 
where t is the time at which a single reading is taken,, S is the true 
value of the constant "being measured^ and A and B_ " are the power 
per unit "bandwidth of the noise sources applied at the system input. 
Several tractable "bounds for the mean square error of the "biased 
estimating system in special cases are obtained* 
The mathematical model developed for the output meter accounts 
ix 
for two types of errors in this device a These errors are called move-
ment error^ a term which applies to all. errors which cause the actual 
indicator position to differ from its "true" position^ and round-off 
error which accounts for the discrete nature of the scale divisions. 
The parameters of the output meter are its sensitivity^ its smallest 
detectable scale division* 7* and the mean square value of its move-
ment error, a . The mean value of movement error is assumed to "be 
7 m 
zero. 
Since the quantity to he measured is unknown.? it is pointed 
out that round-off error cannot he precisely determined. It can, 
howeverj he hounded^ and analysis of the mathematical model for the out-
put meter shows that round-off error is "bounded "between -+7/2» 
The mathematical model also shows that "bias error for the out-
put meter is equal to round-off error so that the hounds given ahove 
are in fact the hounds on the "bias error for the output meter. The 
mean square error due to the output meter is shown to lie "between 
2 A 2 2 ,' 2 
7 /4 + a and 7 /2 + cr « 
' m m 
Analysis of the case of several readings of the measurement 
system output shows that the movement error contribution to an estimate 
formed from n reading of the system output is l/n that for a single 
reading* For the same case round-off error is reduced hut by a 
lesser amount. 
The study is concluded with the discussion of a practical 
design problem which illustrates the concepts and the use of some 
of the general results of this work. 
CHAPTER I 
I1MR0DUCTI0I 
During the past ten years many discussions of the applications 
of probability and statistical theory to engineering problems have 
appeared in the literature. Representative of this work are the 
"books "by Mlddleton (l), and Freeman (2) and the series of papers "by 
Rice (3)» Application of these methods> howeverF to a theoretical 
study of the principles of measurement systems has been neglected. 
Although some excellent papers have appeared that discuss the appli-
cation of statistical methods to specific measurement problems,? for 
example the papers by Blackman and Tukey (k)T Davenport and Middle-
ton (5)j and Spetner (6)s very little work lias been presented that 
treats measurement systems with deliberate generality. 
The purpose of this study is to "begin the task of formulating 
a precise mathematical theory of measurement systems« Because this 
work enters a field that is not well established it would be diffi-
cult to isolate a specific problem which can be investigated in 
exhaustive detail. Instead an attempt has been made to isolate a 
non-trivial class of measurement systems and develop a complete 
mathematical model for this class of systems. It has become apparent 
that even for the restrictive class of systems chosen the existence 
of a precise mathematical model has uncovered more specific detailed 
Numbers refer to bilaXJlography. 
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questions than could he answered "by a research program of reasonahle 
length. Therefore the emphasis in this investigation has "been on the 
overall formulation of the problem* This has necessitated leaving to 
later work some of the problems which are of specific interest hut which 
are of secondary importance to the general development,, For examplef 
Chapter VII discusses the problem of using several readings of the 
measurement system to form an estimate of the quantity "being measured. 
As is pointed out in that chapter the present discussion leaves unsolved 
the interesting, hut specific, problem of choosing the "best functional 
form for the estimate and establishing a procedure for determining all 
the pertinent parameters so a® to minimize the mean square error of 
the estimate. There are other specific problems in this category. 
With reference to what has been done? the first part of this 
study is devoted to identifying the logical operations in a measure-
ment system, and then developing a detailed mathematical model for each 
logical part of the system. Since noise is an important factor in the 
class of systems being considered it .has been necessary to discuss the 
nature of errors in noisy measurement systems in this part of the work. 
The final portion of the study brings together the mathematical 
models for the components of the measurement system and discusses the 
measurement system as a whole both theoretically (in Chapter VII) and 
from a less mathematical and more practical point of view (in Chapter 
IX). The final chapter Is an example which is worked out in detail 
to illustrate the ideas developed in the study. 
CHAPTER II 
FORMULATION OF A GENERAL LOGICAL STHCTCTOHE FOR A CLASS 
OF MEASUREMEET SYSTEMS 
A logical operational structure for a class of measurement 
systems can "be "based on five distinct operations performed "by a 
transducer^ subtracting device^ amplifier, reference source, and 
output meter related in the manner shown in Figure 1, These logical 
operations are identified from the equations describing a physical 
system and thus each distinct logical operation Is not necessarily 
performed "by a distinct physical component. 
Each of these logical operations will now he discussed. In 
the usual measurement system the quantity to "be measured cannot he 
used directly to deflect a meterj hence it Is necessary to use a 
transducer whose output (or amplified output) can do so. Such a 
transducer operates according to some physical law in such a way 
that the transducer output is a variable which can he worked with 
conveniently and which is functionally related to the magnitude of 
the input. For example^ if an electrically deflected meter Is to he 
used to measure pressure It Is necessary to use a transducer to ohtaln 
a voltage or current proportional to pressure. As a rule^ if the type 
of meter Is specified^ the choice of transducer for use In measuring a 
specified physical quantity is limited by the number of physical de-







Meter t> -Device t> E> Source t> 
-̂> 
Figure 1 Logical Block Diagram for a Class of Measurement Systems 
4=-
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A transducer is usually Inherently frequency selective, and 
furthermore the output of every physical transducer contains not only 
the signal or output quantity directly related to the physical quantity 
to "be measured, "but also some noise or extraneous output originating 
in the transducer or its environment., 
Hull type Instruments are designed in such a way that the trans J-
ducer output is measured "by a closed loop system. That is to say, the 
transducer output is compared to the magnitude of a calibrated reference 
and the difference in these quantities is used to adjust the calibrated 
referenced until the difference approaches zero. The component laheleid 
subtracting device is assumed to perform the operation of comparing 
the transducer output to the magnitude of the calibrated reference "by 
subtracting one variable from the other. This component unavoidably 
introduces "both noise and Inertia* 
The output of the subtracting device is not in general sufficient 
to actuate the reference source, hence an amplifier is necessary. The 
primary function of the amplifier is to provide necessary gain, "but the 
amplifier unavoidahly introduces in addition to the gain both noise and 
and inertia. The inertia causes the amplifier to "be frequency selective. 
In some applications additional frequency selectivity is intentionally 
added in this element to improve the overall system "behavior, 
There are no doubt measurement systems for which the physical 
quantity to "be measured is conrpared directly to a reference physical 
quantity. In this case the subtracting device would precede the 
transducer. Although some details of the analysis would "be different, 
such measurement systems would fit the structure developed ahove with 
minor modifications. 
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The reference source represents the calibrated standard necessary 
in any null or bridge type instrument- The main purpose of this com-
ponent is to provide at its feedback output a variable standard quantity 
of the type present at the transducer output. This standard is adjusted 
in response to the amplifier output by a motor or human operator until 
its feedback output is equal to the transducer output^ at which time the 
output of the subtracting device would become zero except for the noise. 
For non-bridge type systems this feedback output would be zero. 
The second output of the reference source goes to the output 
meter. The details of this connection to the output meter depend on 
the type of measurement system. Thus at least two distinct cases must 
be considered to account for bridge or null type- systems and non-bridge 
type systems. 
In all cases the reference source will Introduce both noise 
and inertia into the system. 
The primary purpose of the output meter is to provide an indica-
tion^ on a scale or other display, of a real number proportional to the 
instantaneous magnitude of the appropriate output of the reference 
source. In most cases the output meter is calibrated so that its output 
is in the units of the quantity to be measured^ however, if the output 
meter is not so calibrated the calibration must be performed after a 
reading is made. Thus this calibration is a necessary operation in 
any measurement system and it will be assumed to be included in the 
•* 
Some null type instruments such as lobe comparison radar compare 
two observations with each other rather than with a standard. Such a 
system could be fitted into the representation described although the 
details will not be discussed here. 
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output meter of the logical diagram of Figure 1, In later work the 
calibration operation will "be made more general and identified as an 
operation distinct from the output meter. 
The output meter introduces errors of several typesf the most 
important of which arises "because a reading of the output display is 
limited to some fixed number of significant figures* The output meter 
also introduces "both noise and inertia* 
CHAPTER III 
GENERAL DISCUSSION OF THE NATURE OF NOISY 
MEASUREMENT SYSTEM. ERRORS 
The discussion of Chapter II indicated that every element of a 
measurement system "will potentially introduce noise so that the output 
of each element will in general differ from what it should be under 
ideal noise-free operation. In the mathematical models which will be 
developed below^ system noise will be taken into account so that each 
element output must be described mathematically as a stochastic process. 
It is the purpose of this chapter to make several comments relative to 
the nature of errors in noisy systems and how they will be treated 
mathematically. It is definitely not the purpose of this chapter to 
discuss either the philosophy of applying statistical techniques to 
physical systems or the details of mathematical probability theory, 
although these topics are relevant. Both of these topics represent 
well defined areas in themselves and have been treated in detail else-
where. 
A complete measurement system ;as well as a single measurement 
system element can be represented by the diagram, of Figure 2. All of 
the parameters of the input9 x(t)> but one will be assumed to be known. 
See^ for example^ Briilouin (7) for a discussion of the philoso-
phy of applying statistical theory to physical systems^ and Cramer (8) 







Figure 2 A Measurement System 
10 
For examplej if the diagram represents a complete measurement system,, 
x(t) will he the quantity being measured and the purpose of the system 
will he to form an estimate of an unknown parameter, S, of x(t). In 
other cases x(t) may he either a known function of time with one unknown 
parameter, or a stochastic process with all hut one statistical para-
meter known or assumed to he known* !The point of view to he adopted 
here will he that all of the statistical parameters- of the noise pro-
cesses (represented in Figure 2 "by n(t)) are known. In practice the 
parameters of sample functions from a noise process can he estimated, 
"but it is not possible to measure the statistical parameters of the 
complete process. Thus the statement above represents an assumption 
which could he "based on a knowledge of the nature of the mechanisms 
producing the noise» 
The procedure to he followed in this work will he to use the 
assumed knowledge of the processes x(t) and n(t) to compute the statis-
tical parameters of the complete process y(t) in terms of the unknown 
parameter,, Although the statistical parameters of the complete process 
y(t) cannot he measured, they can he used to express the statistical 
properties of practical sample functions, which are regarded as random 
variables prior to making the measurement.. Thus probability statements 
can be made concerning the result of physical samples of the y(t) pro-
cess. For example, if the complete y(t) process has a mean, m, and a 
standard deviation, cr, then the inequality 
-* 
This inequality is due to Bienayme and Tehebycheff, see for 
example Cramer (8). 
y(t ) - m | k Co- U i0 
.L nd 
where P indicates the probability of ar. event and C is a positive 
constant, gives a bound on the probability that the value obtained in 
a single reading of y(t) will differ from the mean of y(t) by more 
than Ccr* This expression is evaluated and. plotted for various values 
of C in Figure 3- The probability that y(t1) differs in magnitude 
from the mean of y(t) by more than Co' is also plotted in .Figure 3 for 
the special case that y(t) has a Gaussian distribution function* The 
curves are plotted in such a way that the ordinate gives the minimum 
probability that j y(t-) - m } is less than the corresponding abscissa. 
The remarks above relative to the procedure to be used in con-
sidering noisy measurement systems may also be made from a slightly 
different point of view. All of the measurement system Inputs, in-
cluding noise, will be assumed to be sample functions from random 
populations which are assumed to be specified by statistical parameters 
which are known with the exception of the single parameter being 
measured. The known properties of the measurement system wi^l then 
be used to compute the nature of the measurement system output space. 
That is to say the underlying assiamptions will make it possible to 
describe, within an unknown parameter,? the space of all possible 
measurement system outputs« In any given experiment with the measure-
ment system particular sample functions from the noise processes 
will be applied and a single measurement or perhaps several measure-
ments of the system output will be made,, This particular system output 
12 
Gaussian Distribution Function 
Arbitrary Distribution Function 
.crC 
Figure 3 A Plot of the Minimum Value of 
[|y(V - m vs on 
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or some function of the several outputs will then be used as an estimate 
of the true measurement system input parameter which is being measured. 
Since the quantity being measured is unknown^ the quality of the estimate 
can only be judged in the probability sense» That is the knowledge of 
the space of all possible outputs can be used to make statements such 
as the inequality of relation (l) giving the probability of a specific 
measurement system output being in a particular range about the quantity 
which it estimates. 
As indicated above j, prior to making the measurement all of the 
statistical parameters of the output "but one will be assumed to be 
known. Thus in particular its probability distribution function will 
be known except for a single parameter. Conceptually the statistical mo-
ments of the measurement system output could be calculated using this 
distribution function. These moments would thus also depend on the 
unknown parameter. In this work the moments will be calculated by 
averaging the appropriate function over the ensemble of values that 
result from the use of all possible sample functions from the noise 
process« Such an average or expected value of a function,, say y(t)» 
could be denoted E_, y(t) to indicate that the average depends on the 
unknown parameter Sa The subscript S will be implied but not 
explicitly shown in the remainder of this work* 
The measurement system problem is essentially one of designing 
a physical system which can be used to produce an estimate of the 
quantity to be measured. Two important general types of error could 
be designated nbias error" and nmean square error." Bias error^ which 
is taken from the statistical use of the terra "bias, is defined for a 
random variable y(t) as 
bias error = E y(t) - S 
where S is the parameter to "be measured. Mean square error is defined 
as 
mean square error = E (y(t) - S) 
These two errors are important ."because of their relation to the in-
equality of relation (l). This inequality^ or a stronger one that 
could apply in a specific case,, gives a measure of the probability 
that a single reading^ y(t_), differs in absolute value from its mean^ 
m, by more than some multiple of the standard deviation of y(t)^ or. 
The importance of bias and mean square error lies in the fact that 
bias error is a measure of the difference between m and S, and the 
fact that for small bias error# mean square error is approximately 
2 
equal to a . For example^ if the bias error were equal to zero^ the 
mean square error would be equal to <r so that mean square error 
could be used directly in relation (l) to determine with a given 
probability the largest possible difference between a single reading 
of a measurement system and the true value of the quantity being 
measured. In general the bias error will not be zero so that mean 
square error is only approximately equal to the variance of y(t). 
As a matter of fact there are cases of importance which arise in this 
study where the mean square error is itself a function of the unknown 
parameter S« In such cases the estimate of S given by the measure-
ment system could be used to give an approximation to the mean square 
error. However^ these uncertainties in the mean square error and in 
using the mean square error to approximate the standard deviation of 
15 
y(t) do no more than widen the "bounds* than can "be placed on jy(t^) - s | 
with a given probability, 
In cases where the bias and mean square errors are independent 
of the unknown parameter^ these two errors give a good measure of the 
performance of a measurement system. On the other hand if either "bias 
or mean square error depends on the unknown parameter, S^then these 
errors are not suited to consider, for example, questions relating to the 
optimum value of S to use in making a measurement. In such cases frac-
tional "bias error and fraction mean square error defined as 
fractional "bias error = —-- -̂  "'--- (h) 
* j.J, i E(y(t) - S) /,_x 
fractional mean square error ~- —iK-i—~- L— (5) 
b 
seem more appropriate, 
The remarks above have indicated, that bias and mean square errors 
are good indications of measurement system performance. This statement 
is particularly true relative to the restricted class of systems which 
will be treated in the major part of this study,. It is clear, however., 
that these two errors are not the only errors and that these two numbers, 
or any two numbers, are not adequate to completely describe a non-trivial 
process such as a measurement system. 
In spite of this latter comment bias and mean square errors (along 
with the fractional errors) will be the criterion of measurement system 
performance used in this study. 
CHAPTER IV 
FORMULATION OF A MATHEMATICAL MODEL FOR THE TRANSDUCER, 
SUBTRACTING DEVICE, AMPLIFIER MD REFERENCE SOURCE 
Chapter II outlines a logical structure into which a Large class of 
measurement systems will fit. In this chapter a mathematical model suit-
able for describing the transducer, subtracting device, amplifier, and 
reference source will he developed* The mathematical model, developed 
in this chapter specifically for measurement systems fitting the logical 
structure of Chapter II, will apply to a much wider class including systems 
other than measurement systems. Although the primary emphasis in this 
study will he on systems which fit the logical structure of Chapter II, 
it seems reasonable to maintain as much generality as possible in this 
chapter and apply restrictions only if they reduce the complexity of the 
mathematical model. 
To develop a tractable mathematical model a number of assumptions 
are necessary. These assumptions fall into three classes. The first 
class of assumptions applies specifically to the use of the mathematical 
model In describing measurement systems. The other two classes of assump-
tions have to do with the nature of the noise introduced by the circuit 
elements and the nature of the circuit elements themselves. 
The first class of assumptions defines the type of physical system 
and the emphasis chosen in this Investigation. This investigation will be 
restricted to that type of measurement system designed to measure a con-
stant physical quantity. The emphasis will be on random errors and there-
fore It will be assumed that non-random errors are negligible, 
IT 
Each of these assumptions is of course restrictive^ "but the result-
ing class of instruments is important enough to warrant consideration. 
The second class of assumptions has to do with the nature of the 
noise introduced "by the elements described in Chapter II. Reference to 
the literature reveals that there are at least eight distinct physical 
mechanisms which could potentially produce this type of noise. The type 
of noise considered will he restricted to that which adds to the signal, 
since this Is felt to "be the most Important type In most physical measure-
ment system. Such noise sources have "been the subject of much recent 
work which has resulted in a number of books and papers reviewing the sub-
ject. Representative of this work are the books "by Van der Ziel (9) and 
Smullin (10) and the paper "by Jones (11.) „ There seems to "be some dis-
agreement in terminology and in the method of isolating the various 
physical mechanisms responsible for producing noise7 "but there Is agree-
ment in the mathematical description of the predominant types of physical 
noise. In the literature surveyed most common types of physically pro-
duced noise are described mathematically as stationary Gaussian stochastic 
processes. Such processes are completely specified "by the mean and either 
the correlation function or its Fourier transform the power spectral 
density function provided both functions exist. 'Two power spectral 
density functions are in widespread use to approximate the common sources 
of noise. One of these is assumed to be a constant for all frequencies 
in the range of interest and zero elsewhere,, and. the other varies with 
frequency as l/u where w Is radian frequency and a is near unity. The 
former choice for the power spectral density function is used to 
The functions and relations referred to here are defined and dis-
cussed for example by Lanirig and Battln (,12). 
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approximate the characteristics of Johnson noise,* shot noise and radiation 
noise^ three important sources of noise In measurement systems. The 
correlation function corresponding to this power spectral density has 
the form sin W.^/T where co_ is the highest noise frequency and T is the 
delay. 
For this work it has heen decided to choose the mathematical des-
cription of the noise so that it will approximate specifically Johnson 
noise^ shot noise^ and radiation noise. Although the single representa-
tion given ahove is in eommon use in the literature for these three types 
of noise^ it will "be necessary to use two different descriptions in this 
investigation where transient effects are to he taken into account. 
Since a mathematical description of shot noise and radiation noise ade-
quate for a discussion of system transients has not been found in the 
literature it will "be necessary to modify an existing treatment to ob-
tain an adequate mathematical description. 
As mentioned ahove the noise processes under consideration are 
Gaussian stochastic processes in which time is a parameter. The nature 
of such processes is specified "by the value of the two integrals which 
define the mean and correlation function for the process. The mean and 
correlation function can he defined as time averages or as averages over 
an ensemble which is physically interpreted as a number of identical 
systems. If the process is stationary and ergodic the averages computed 
in the two alternative ways have the same value. In the discussions of 
noise found in the literature the noise process has "been assumed to he 
stationary and time averages have been chosen to define the mean and 
correlate on function. 
Definitions and a discussion of the properties referred to here 
can he found for example in Laning and Battin (12:)« 
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As mentioned above the effect of the three types of noise being 
considered is often taken into account by introducing random noise sources 
whose outputs have zero mean and a correlation function? $(t«, ̂  ), given 
by 
sin un (t - t-) 
»<V V - \ - tg'-t^ (
g) 
where io_ is the highest noise frequency aaid E is the rms value of the 
noise« 
If system transients are to be considered it is not reasonable to 
assume that either the shot noise process or the radiation noise process 
is stationary, and hence for these cases the time and ensemble averages 
are not equal. The natural choice for defining averages in the non-
stationary case is over the ensemble. Thus from an intuitive point of 
view it seems reasonable to choose for shot noise and radiation noise 
essentially the same expressions for the mean and correlation functions 
as commonly defined by time averages, but define these averages over 
an ensemble. From the ensemble point of vieWj, however^ the fact that the 
rms value of the noise may change slowly with time can be taken into 
account by allowing E in equation (6) to be a function of time* Using 
the symbols $T(x) and E r for the new case, equation (6) becomes 
n sin co- (t0 - t- ) 
, . ( V t2) = En.(t1)
2
 t g ^
 J- (T) 
This type of correlation function and a mean of zero will be assumed 
for the output of the generators used to approximate the effect of shot 
noise and radiation noise. Before proceeding, however, several additional 
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comments justifying this choice for the correlation function specifically 
for shot noise will be made. In this connection reference will be made 
to a paper by Rice (13) as a standard discussion of shot noise. 
First consider a noise-free system of the type which may represent 
a measurement system. At all points in this system the voltages and cur-
rents representing the signal will vary with time in the transient state 
after a signal is applied to the input. Thus at a general point in the 
system the signal, s(t), will vary with time even if the applied input is 
a constant. When noise is applied to the system it is reasonable to 
assume that the ensemble average of signal plus noise is equal to signal,, 
s(t). 
Now turn to RiceTs derivation of the parameters of shot noise. Most 
of the physical discussion lies in the mathematical definition of the pro-
t 
bability density function, p(x), for the output,, l(t) of the noisy device. 
Shot noise is assumed to arise because of random fluctuations in the elec-
tron stream which produces l(t). In his discussion Rice (13) assumes that 
the probability of an electron arriving at the anode in the time t, t + At 
is nAt where n is the average number of electrons arriving per second. He 
computes n by counting the number of electrons, K , in each of a number, 
M, of successive intervals of time length T using the equation 
M 
* " l i B t ffi (-> K i • 
M-t>oo " 1 = 1 
, * 
From this starting point he obtains for pî x) the expression 
* 
Rice later shows that this probability density approaches a 
Gaussian one as n-*-«, a condition which is closely approximated in a H 
cases of interest. 
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~ ̂ n * 
It seems reasonahle to modify Rice*s work by defining n so that this 
average Is computed "by using samples taken from different members of an 
ensemble rather than samples taken sequentially in time. This change 
in point of view allows n to he defined as a function of time proportional 
to the signal^ s(t)^ or in a more general, case proportional to Ee(t) if 
e(t) is signal plus noise. Thus as long as s(t) varies slowly relative 
to the time^ T^ required to obtain a large number of electron arrivals 
at the anodej it would seem reasonahle to modify the expression for p(x) 
to pT(x) given by 
B.(x) = (*•(*)*?* e-Ae(t)T 
•̂  xl 
where A is a constant. This modification of p(x) does not affect the 
other details of Rice's work so that his final expressions can he modified 
by replacing n by A|Ee(t)|« Rice's result of primary interest is the ex-
pression for the correlation function of the shot noise given by him as 
equation 2.6-2 (13)- This equation gives the correlation function of the 
output of a linear filter with shot noise as its input* For the purposes 
here Rice's equation is further modified to give the correlation function 
of primitive shot noise (i.e., shot noise before the linear filter) with a 
zero mean. Of course since the process is rion-stationary power spectral 
density is no longer a useful term and Rice*e results in this connection 
are not applicable. 
Thus in the measurement system, model being developed the effect of 
shot noise and radiation noise will be taken Into account by appro-
priate noise sources each producing an output, N (t)^ which is a 
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Gaussian stochastic process having zero mean and a correlation function 
$1(tll t2) given "by 
sin u (tQ - t ) 
*i(V t2) »A^|Ee (t̂ l _ _ L ^ _ i . 
'2 " 1 
where A. is a constant, |'Ee.(t1)| is the magnitude of the ensemble 
1 ^ l JL' 
average of signal plus |noise at the point of generation of the noise, 
and io. will he taken to be very large. 
Unlike shot noise and radiation noise the mechanism producing 
Johnson noise is such that Johnson noise is present continuously 
and hence this type of noise can be represented hy a stationary 
stochastic process. As is well known from the literaturef Johnson 
noise can "be represented hy a stationary Gaussian stochastic process 
with mean zero and power spectral density which is uniform to very 
high frequencies. Thus the generator type chosen to approximate 
Johnson noise will have an output n (t) with mean zero and correla-
tion function, t±(t , t ) given hy 
f t ( V t j • B±2
 a lD "2
(ta - V 
l t 2 - tjT 
where B, is a constant and w will he assumed very large. 
In cases where several noise generators are applied to a system 
the assumption will he made that there is no correlation hetween noise 
generator outputs; furthermore zero correlation will he assumed hetween 
signal and noise. 
The third and final class of assumptions necessary to formulate 
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a tractable mathematical model has to do with the nature of the system 
elements. It "will "be assumed that the behavior of each element can "be des-
cribed "by a linear equation^ and that all elements are physically realizable. 
Furthermore it will "be assumed that all system elements have transient 
responses which decay with time. 
A mathematical model will now "be developed, subject to the second 
and third classes of assumptions listed above. In later paragraphs 
of this chapter application of this mathematical model to systems fitting 
the logical structure of Chapter II will 'be made,, 
The assumptions listed a"bove restrict the differential equations 
describing the class of systems being considered to that class of equa-
tions which describe linearf active^ stable^ electrical networks. This 
being the case such systems may be analyzed by the well known techniques 
for analyzing electrical networks * 
The particular choice of form for the. mathematical model is shown 
schematically in Figure 4« This form has "been chosen because of the 
simple way in which the noise sources enter the model. The general 
applicability of the model will be demonstrated below and its utility 
in later chapters. 
Definition of Symbols in Figure h: 
S(s) - input 
4-V. 
I\L (s) - Frequency domain representation of the output of the i 
noise source representing the effect of shot noise and 
radiation noise. 
N.(s) and n.(s) are to be interpreted as the LaPlace transforms 
of particular sample functions from the N (t) and n (t) ensembles. The 
frequency domain representation for the system elements of Figure h have 
been chosen for convenience in dealing with the non-random aspects of the 
system. In later work dealing with random aspects of the system a time 
domain representation will be chosen. 
\(s) I j ( s ) 
n 2 (s ) n 




Figure 1; Schematic Representation of Mathematical Model ro 
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n. (s) - Frequency domain representation of the output of the i 
noise source representing the effect of Johnson noise. 
G. (s) - The transfer function between the points of application of 
tVi th 
the i and ( i+ 1 ) sources In Figure k. It should be 
noted that G (s) In Figure k is in general a function of 
more than one transfer function in the physical system. 
E(s) - output. 
The following argument may be used to show that all systems of the 
type being considered may be represented by the diagram of Figure k. For 
the class of systems being considered superposition applies. Hence for 
a system with an input ,S(s)y and J noise sources n.(s) and N.(s) the output 
E(s) may be expressed as 
J 
I E(s) = Ys Tt(s) [^(s) + ^(s)] +• T^flWs) (8) 
where each of the T (s) is the transfer function between E(s) and the parti-
cular source multiplying the T . ( E ) T and the initial conditions have been 
A A 
J J J 
E(s) = 2_y ["nAs) + H,(s)l n G,(s) + S(s) H G (s) 
1=1 L ± x ,1=1 J -J ,.i=l 
(9) 




From equations (8) and (9) it is clear that the G,(s) can be expressed 
in terms of the T (s) by solution of the J equations 
y y 
The effect on the output of non zero Initial conditions could be' 
taken Into account by appropriate modification of the Input S(s) since the 
network Is linear. Since the point of application of S(s) retains its 
identity in the network described by equation (9) assuming that initial 
conditions are zero does not restrict the present argument. 
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J 
T (s) = n G.(s), i « 1, 2? —-, J. (10) 
j=l J 
Thus since equation (9) follows from equation (8) the network of Figure 
k to which equation (9) applies is a general representation. 
It should "be noted that for a given physical system the representa-
tion of Figure k is not unique until the noise sources are numbered. 
Thus different numbering of the noise sources would result in different 
hut equivalent representation®. In the representation of Figure ^de-
pendent variables such a© the output of the "box having the transfer 
function G_ (s) do not necessarily have physical significance. The only 
variables which are assured of having physical significance are the 
input, the output j and each of the noise source outputs. 
In this connection it is interesting to establish sufficient 
conditions under which a dependent variable in Figure h other than the 
output will have physical significance. Presumably In analyzing a physi-
cal system there would exist a set of equations in which each variable 
has physical significance^ such as for example the node or loop equa-
tions of an electrical network, This set of equations wiH be called 
the "physical" equations* 
The condition that a variable in the physical equation® be present 
also in the representation of Figure k is equivalent to the condition that 
equation (8) can be written as the simultaneous equations 
E*(s) » ^ A1(s) [n^s) +Wt(&)\ +^(8)8(8) 
y, * (11) 
E(s) = £eQ Bi(s) [5^00+^(8)1 +B(s)E*(s) 
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where E (sj is a variable in the physical equations^ A. and B are parti-
cular transfer functions^ and a and 0 are sets of integers such that 
a + Q ~ J. The above statement is true since each of the two equations 
above can "be represented in the manner of Figure k* The tandem connection 
of the representation of each of the equations would itself he in the form 
•X-
of Figure k and the variable E (s)> being the output of the first portion 
of the tandem connection^ would thus appear as a variable in the new re-
presentation * 
Sufficient conditions such that an equation of the form of equa-
tion (8) may be written as the simultaneous equations (ll) will now be 
established. Any fixed system can be described by an equation of the 
form of equation (8) as 
J_ 
i^l 
E W = Z-J \ M [n±(») + \(B^ + T.L(s)s(s) (12) 
where the T. (s)f n,> and W, are appropriate to the given system. If a 
dependent variable E (s) in the physical equations is given^ it may be 
expressed in terms of the system parameters and independent variables as 
* V r_ - " 
E(s) = £^\W [\M + ̂ W +A1Ws(s) (13) 
where the A- are transfer functions determined by the choice of E (s) 
and a is a set of integers chosen so that the sum indicated on the right 
hand side of the above equation will extend over all noise sources affect-
•x-
ing E (s)» Equations (12) and (13) may "be combined to give for E(s) the 
equation 
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E(s) - 2_y T T I C B ) - T./A A (s)l [ n (s) - N, (B)1 
iea x L" 




Now subject to the condition 
\(B) A (S) 
T^sT^A^iT ' l6a (15) 
equat ion (iK) "becomes 
m 
E(s) = I ] ^ ( s ) [ n j s ) + N ^ B ) ] + j i E*(a) . (16) 
i s © * i 
Thus subject to the restraint expressed by equation (l5)-> equation (12) 
may be written as the simultaneous equations (13) and (l6). But since 
equation (12) is identical in form to equation (8) and equation (13) 
and (l6) are identical in form to equations (ll) it follows that equation 
(15) expresses a sufficient condition that equation (8) may be expressed 
in the form of equation (ll)» 
Now consider application of the general representation of Figure 
k to measurement systems fitting the logical model of Chapter II and the 
first class of assumptions listed above0 This class of measurement 
systems will be termed "linear noisy measurement systems". To conform 
with the first class of assumptions the input s(s) is restricted to be 
constant. Such an input will be denoted S. Now since random errors have 
been restricted to those produced by the noise sources in Figure k and 
since non-random errors can be neglected the representation of Figure h 
can describe the transducer^ subtracting device, amplifier and reference 
source of the logical diagram. These elements as a group form the heart 
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of the measurement system. The system is designed so that the output of 
the last of these four elements can be used to estimate the quantity being 
measured. In most cases direct use of this output, i.e. e(t) in Figure h, 
would yield a biased estimate of the quantity being measured. Thus the 
term biased estimating system" will be applied to these four elements 
which are represented by the diagram of Figure k. It should be noted 
that e(t) exists only as a theoretical quantity and any practical deter-
mination of this output must involve an output meter. 
The elements of the biased estimating system all belong to the 
same class, that is they can be described by linear equations, they are 
physically realizable, and they have transient responses which decay with 
time. Thus it win be convenient to treat these elements as a unit in 
later work. 
The form of the logical diagram is such that the transducer out-
put, which appears in the physical equations for the system, can in 
general be made to appear in the representation of Figure k. This fact 
can easily be verified by examining the sufficient condition of equation 
(15) as applied to the logical diagram. Thus in many cases it will be 
expedient to distinguish two components of the biased estimating system, 
and to have the transducer output appear explicitly in the representation 
of Figure k. In cases of this sort one portion of the representation of 
Figure k will give the behavior of the transducer, and the other portion 
will give the combined behavior of the subtracting device, amplifier, and 
reference source. In later work it will be convenient to designate the 
latter three elements as the "amplification system." With this notation 
the linear noisy measurement system may be represented b,y the diagram 
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of Figure 5« In this diagram L noise sources have heen assigned to the 
transducer out of a total of J, E, (s) represents the transducer output, 
and other symbols have the same significance as above. Note that in the 
diagram of Figure 5 & generalized calibration operation called an 
"operation to remove "bias" has "been included as an operation distinct 
from the output meter. This separation of the calibration operation 
from the output meter -will he continued in the remainder of the work. 
The following example will illustrate the use of the general re-
presentation in analyzing a practical measurement system. Consider the 
diagram of Figure 6 as an equivalent circuit of a hot wire anemometer 
-* 
used to measure air velocity. The general principle of operation is 
as follows. The value of the resistance R depends on its operating tempera-
ture. This resistance is placed in the stream of air whose velocity is 
to he measured. The moving air cools the resistor thus lowering its 
temperature and unbalancing the "bridge circuit. By a feedback action 
the voltage E is increased with the result that the resistor current is 
increased so as to heat the resistor hack to its original temperature. 
In the steady-state the "bridge "becomes rebalanced and the resistor current 
I is proportional to the air velocity., Y, 'being measured. 
Using the assumptions, Z —<>°of Z — -p-o,, R_ > > R f R > > R, and 
|A , A |—*>oo the following equations describing the system result: 
R = R - K-(s)v + K (s)l2 
0 Is ' 2 
I = E/R0 + e /R_ - e /R_ 
1 2 n' 2 n ' 2 
* 
This general type of instrument without noise is described for 
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Figure 6 Equivalent Circuit of Hot Wire Anemometer (JO 
ro 
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E =-A1(s)A2(s)€ + E Q + A2(s)e.n - A ^ s j A ^ s ^ 
"5 " ' k 
€ = e - e + R0/RnE - R/R^E n n 37 1 ' 2 
These are the physical equations for the system, The argument s has been 
included in the right hand side of the above equations to call attention 
to those system components which are frequency dependent. 
In problems of this type it is convenient to work with changes in 
the variables rather than the variables themselves. For small changes 
about the steady-state values increments may be approximated by differ-
entials and products of differentials may be neglected. Since the noise 
voltages are considered to be small, changes in the noise voltage will 
be denoted by the same symbol as the noise voltage itself. Thus for small 
changes about the steady-state conditions the following equations approxi-
mate the system behavior 
AR = - K-JsjAv + 2 K 2 ( S ) E Q / R 2 A I 
AI = AE/R0 + e /R0 - e /R0 ' 2 n' 2 n 0 ' 2 
Afc = - A1(s)A2(s)A€ + A 2 ( s ) e n - A ^ s ' M ^ s ^ 
5 ^ 
A€ = e - e + R0/R,AE - R / R 0 A E n n 3' 1 ' 2 
It is conveninet to represent these equations by the flow graph of Figure 
7a. Examination of this flow graph or the equations above shows that 
See for example Mason (15) for a discussion of flow graphs. 
A 1 ( s )A 2 ( s ) 
e ^ O £> 
( a ) 
•J^Cs) 
O E> O -
AT Ae. 
e n O - ^ 
e n O _ ^ 
V R 2 
- iL(s )A 2 ( s ) 1/Rg 
A 1 ( s )A 2 ( s ) 
n 2 \ 
VR2 \ 
p P> r~» \ e n u > \ \ 
1/R2 \ \ 
) E ^ — i 
AE 
2K 2(s)E 0 M, 
(b) 
Figure 7 Flow Graphs of Hot Wire .Anemometer 
35 
there is feedback from the output node,, labeled AX, to the node labeled 
AR and that AR is the difference between the variables K. (s)Av and 
2K (s)E /ROAI. Thus it is logical to identify AR as the output of the 
subtracting device of the general diagram of Figure k, AR is a physical 
variable. In order to fit the operation of the physical anemometer to the 
general logical structure referred to above it is reasonable to introduce 
an additional node Ae, in the flow graph of Figure Ja as shown in Figure 7b« 
This amounts to replacing the first equation of the set above by the two 
equivalent equations 
AR = Aet + 2K2(s)Eo/R2AI 
Aet = - K1(s)Av. 
The variable Ae, _, which is not a physical variable, can then be identified 
as the output of the transducer. 
The flow graph of Figure Jb can then be manipulated so as to remove 
all sources from inside the feedback loop, This results in the graph of 
Figure 8a. In this graph the sources have been re-labeled as follows: 
n l = e 
n 
n 2 = e n2 
n3 = 
0 
















Note that e , e and e are approximated as Johnson noise while e and n n2 n 3 ** nk 
e are approximated as shot noise. 
The final steps in representing the hot wire anemometer in the manner 
of the general diagram of Figure 4 involve use of the flow graph rules to 
remove the feedback in Figure 8a and separate the points of application 
of the noise sources. This results in the final flow graph of Figure 8b 
which is in the form of the general diagram. 
o-
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Figure 8 Flow Graphs for Hot Wire Anemometer 
CHAPTER V 
ANALYSIS OF THE BIASED ESTIMATING SYSTEM 
In Chapter IV a Mathematical model was established for the tt^ns-
ducer, subtracting device, amplifier, and reference source of the logical 
system diagram. These elements as a group are termed the "biased estimating 
system and are shown schematically in Figures k and 5 of Chapter IV. It 
is the purpose of this chapter to present a general analysis which will 
apply to the biased estimating system. The analysis will "be made in such 
a way that the output of any intermediate element such as the transducer, 
for example, can "be obtained "by substitution of the appropriate transfer 
functions into the general result. The emphasis in this chapter will "be 
on the mathematical details and the results of an analysis of the "biased 
estimating system. Physical interpretation of these results and applica-
tion to a general measurement system will "be emphasized in a later chapter. 
The analysis will apply to a group of elements such as shown in 
Figure 9* Before proceeding with the analysis the notation chosen for 
this part of the work will "be presented? and the restrictions placed on 
the system elements will "be summarized. The symbols have the following 
significance: 
S - Constant applied to system at t = 0. 
/ \ th * 
N.(t) - i noise source applied at t = 0. 
n.(t) - i noise source applied a "long time" "before t = 0. 
• * 
1 can have the values 1^ 2, -—> J unless otherwise indicated. 
N l (t) N2(t) 
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n. L(t) l(t) 
Figure 9 Representative Group oi$ Elements from Biased Estimating System 
ko 
e _(t) - Output of element group i« 
€.(t) - Input to element group i. 
e(t) - Output of portion of "biased estimating system being 
analyzed. 
e~(g) - L T.e(t) f similar notation for L e. (t) 3 
L [ei+1("tj] f etc. 
e~ fs') 
g. (s) - Transfer function zrV^T—- > of '*• element group. 
V s ) 
g (t) - L~ g (s)l impulse response of i element group. 
h.(s) - Transfer function 
h±(t) - ^ [ ^ ( s j . 
€.(B) 
k. (s) - Transfer function =-7—r 9 1 = 2* 3* , J. 
1 e 1 ( s ) ' 
k ± ( t ) - L"
1 [ k j s ) ] , 1 = 2, 3, - - - , J-
e(s ) 
t 
th Gj(t) = / g.(x)dx step response of i element group 
o 
t 
H±(t) = / h±(x)ax . 
t 
Kj_(t) = / k i(x)dx , 1 = 2 , 3, - ~ , J . 
Kx(t) = 1 a l l t , 
T(i,i) » lim g. (s), d-c gain of I element group, 
s—«>Q 
m / N H T(i,i). d-c gain of tandem connection of u 
x ' ' i=u 
through v element groups. 
T(l,0) = 1. 
* g^t) 
s i ( t ) = W7U ' 
* ^ ( t ) 
h i ( t ) = TUTJI " 
*, x k i ( t ) 
^ (t) = T(I- i-i) ' ̂ * ̂  2* :^ —-• J* 
similar significance for h (s) and H. (t), etc. 
Ex - ensemble average of random variable x. 
$(x-jX_) - Ex_x , correlation function of random variables 
* 
x and x . 
u = Ee(t)j ensemble average of e(t). 
0. (t-,t ) - Correlation function of N (t ') and N (t ). 
t.(t_,tp) - Correlation function of n.(t_) and n (t ). 
$(t->t_;w-.a.Wp) - Correlation function of e(t-) and e(t ). 
<£>(t ̂ t ) « lim $(t ,t JW_,W Q)> limiting form of correlation 
CO o oo 
to2—o°° 
function of e(t.) and e(t ) . 
e(sjt) - value of e(t) with all noise sources inactive. 
e(N.;t) - value of e(t) with all. sources but N.(t) inactive. 
e(n ;t) - value of e(t) with all sources 'but n (t) inactive. 
Ex_x - (EX.)(EX ) is called the covarlance of x and x in 
statistical work. 
k2 
The noise sources I.(t) and n,(t) have "been discussed in Chapter IV. 
The N.(t) have "been assumed to have the following properties: (l) They are 
Gaussian random processes applied to the system at t= 0, (2) EN.(t) = 0, 
(3) ̂ (VV iS Slven ty 
sin w (t - t ) 
WV = AJ. i w i —2 :: t l ' - -'*2*\> 
(k) co_ is very large so that the approximation that co_ approaches infinity 
can he used and (5) A given N (t) is statistically independent of all 
other sources. Similar properties have been assumed for the n.(t), 
namely: (l) They are Gaussian random processes applied for a long time, 
(2) En^t) = 0, (3) f±(\A2) is given by 
sin u (t - t ) 
. * ( tl' t2 ) " Bi Tp\ >\*\> 
(h) 03p is very large so that as an approximation 03 approaches infinity, 
and (5) a given n (t) is statistically independent of all other sources. 
In developing the mathematical model for the biased estimating 
system in Chapter IV certain restrictions were placed on the system elements. 
It is expedient at this point in the discussion to explicitly state these 
restrictions and in fact impose several additional ones which lead to 
a tractable analysis. 
It will be assumed that all element groups have transfer functions^ 
g.(B), which can be represented as the ratio of two polynomials in s7 so 
that 
P>) 
^ - ^ T f l , ! ) ' 
h3 
It will he further assumed that g1(s) has no poles on the real frequency 
axis or in the right half s-plane, and that the degree of the polynomial 
q.(s) is greater than the degree of p,(s). 
No poles or zeros are allowed at the origin of the s-plane for the 
following reason. Since the element groups are a part of a measurement 
system it seems reasonahle to require that the step response of each ele-
ment group reach a hounded non-zero steady-state value, That is to say, 
if a constant S which is to he measured is applied at t = 0 to any element 
group it is reasonahle to assume that the element group output in the 





- lim / g (x)dx = T(i/i) > 0 
t—i>oo o 




8 1(B) = T(i,i) > 0 
is equivalent, for the class of functions being considered, to requiring 
that g.(s) have no poles or zeros at the origin. These restrictions on 
the step response force the output of every system element to he hounded 
in the steady-state if its input is hounded. Thus 
/ Si(s)y(t - x) dx ^ M 
See for example Gardner and Barn.es (l6). 
kh 
where g.(t) is the impulse response of any element group^ y(t) is a "bounded 
input function, and M is a positive constant. For convenience in later 
work it will "be assumed that the system elements of the diagram of 
Figure 9 have "been chosen in such a way that no g.(s) is a constant in-
dependent of s. This does not impose a restriction on the analysis. 
It is clear that the application of the a"bove restrictions to each 
element group limits the generality of the analysis. In fact>. it would 
"be less restrictive to apply the restrictions to only the overall measure-
ment system transfer function. The restrictions have "been applied as in-
dicated, however, in order to o"btain tractable results^ which, as a matter 
of fact> will apply to a large majority of measurement systems. 
The system represented "by the diag ram of .Figure 9 will now Tse 
analyzed using the principle of superposition. Using the notations given 
above e(t) may "be expressed "by the equation 
d d 
(t) = e(S;t) + 2-j eO^jt) + 2_> efri^t) . (17) 
An expression for each of these component outputs will now "be obtained. 
Consider e(S;t). In the notation which has "been adopted h_(t) 
denotes the impulse response of the system from the point of application 
of S to the output. Thus use of the well known superposition integral 
and the fact that S = 0 for t < 0 yields for e(S;t). 
t 
e(S;t) = S / h (x)dx = S H^t) . (l8) 
o 
Now consider e(N.;t). In this case the superposition integral yields 
See for example Gardner and Barnes (16;. 
^ 
t 
e(N±;t) = / h±(t - u) N±(u)du . (19) 
Finally for the e(n. ; t ) the superposition integral yields 
t 
e(n± ; t) = / h±(t - u ^ u j d u . (20) 
- 0 0 
Both N.(t) and n (t) are random variables, thus the calculations to follow 
will have the objective of establishing the statistical properties of e(t). 
The first conclusion which may."be drawn relative to the statistical 
properties of e(t) is that it is a Gaussian random variable. This fact 
follows from two well known properties of the Gaussian random process, 
namely, (l) a Gaussian process remains Gaussian after passing through a 
combination of linear elements such as those considered here and (2) any 
finite linear combination, of Gaussian random "variables, such as given "by 
equation (17) above, is also a Gaussian random variable. 
A Gaussian random process has the special property that it is com-
pletely described by its mean and correlation function. These parameters 
will now be computed for e(t-) using ensemble averages since e(t) is not 
a stationary process. 
First consider E e(t) beginning with equation (17). From the well 
known distributive property of the expected value, it follows that E e(t) 
may be expressed as 
E e(t) = E e(Sjt) + J ] E e(n±;t) + X ]
 E efo^t) . (21) 
-X-
See for example Laning and Battin (12), p. 156• 
he 
Equation (21) shows that e(Sjt) is a fixed function of time. Hence 
E e(Sjt) = S E^t) . (22) 
The expected value of e(W.jt) may "be expressed as 
t 
E eO^jt) = E / h±(t - u)lTa(u)du . (23) 
o 
The operation denoted "by E represents an integration over all the members 
of an ensemble. For the class of functions being considered here for the 
integrand^ the operation of taking the expected value can be interchanged 
with integration with respect to u. Thus equation (23) may be written 
t 
E e(N jt) = / h±(t - u) E ^(ujdu . (2k) 
o 
But since E N (t) = 0, it follows that E e(N ;t) =0* A similar argu-
ment shows that E e(n.jt) = 0, Thus it follows that E e(t) can be ex-
pressed as 
t 
E e(t) = S / h (x)dx = S K^t) . (25) 
o 
It is easily shown by using the same procedure as that above that E e (t) 
is given by 
t 
E e (t) - S / ki(x)dx = S K (t) . (26) 
o 
Now consider the correlation function of e(t), $(t.^t ;w.;w ) 
The conditions under which the order of integration can be inter-
changed are discussed by Hobson (lj)? among others. 
given by 
(t^tgju^Wg) = E eCt^eCtg) .; t± < t? 
Using equation (17) this expression 'becomes 
J 
0(t1/t2jw1,w2) = E eCSjt^ + l_j e(l.L;t.|L) + /_, e(n±jt ) 
L 1=1 " i=l 
_J 
i="l 





By evaluating the product within the expected value operation it follows 
that the following terms must be considered: 
a . E eCSjt^) e ( S j t 2 ) 
J 




:. E .e(Sjt ) )_/ e(Br.jt) j E e(S;t ) z>_, e(n ;t ) 
1=1 
J 









e. E Y] e(n<**-,) Z J e(n.jt ) ) E / j e(N j t ) / ] e ( l j t ) 
1=1 x 1=1 1=1 1=1 
Use of equation (22) gives 
E e(S;t )e(Sjt ) = S2 K^t ) E^t ) 
kQ 
for term a. A typical term of group "b could be written 
*i \ 
E eCS;^) eC^jt ) = S J h-̂ xjdx j \ ^ 2 '
 u^ E ^ M d u 
since integration on u can. "be interchanged with taking the expected value. 
The fact that E N.(u) is zero makes this term zero. Further calculation 
shows that all terms of group "b and c are zero. A typical term of group 
d could be written as 
E e(Nsjtx) e(n±}t2) 
h *2 
- / / hs(tl - Xl)hi(t2 - *2> E W V ^ l ^ (28^ 
O -oo 
since for the integrands being considered here the product of two integrals 
can be expressed as a double integral and this double integration can be 
interchanged with taking the expected value. 
The noise sources have been assumed to be statistically independent 
of the signal and each other. Thus in equation (28) 
B v^m^.) - ° • 
This fact and similar reasoning to that above leads to the conclusion that 
all the terms of group d are zero and that only terms of the type 
J 
E l_j e(nijt1)e(ni;t2) 
The conditions under which this interchange is valid are discussed, 
for examplef by Hobson (17). 
•X-X-
See for example Taylor (l8) or Hobson (1T)« 
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in group e are non zero. Thus $(t_>tpju)_,Up) is given "by 
^(t^tgjto^^) = S2 \ ( \ ) Ĥ t,,) 
t t (29) 
+ Y2 f f \ ( \ - x1)hj,(t2 - Xg) E ^ (x ) Ni(x2)dx1dx2 
1=1 o o 
J *1 *2 
+ I ] / / \ ( \ - x.L)h. (t2 - x2) E ni(x1) ni(x2)dx1dx2 . 
1 = 1 -oo -oo 
Introducing the correlation functions into equation (29) gives the 
following for *(t->t JW.̂ OJ ) 
• (t^tgj^Mg) = S2 E ^ ) ^(tg) 
t t ^0) 
T—\ /• ^ o sin w1 (x -x . ) 
+ L i J \ ( \ - ̂ V^ " *2)
 S A ̂ 1^(^)1 \ 2> d x ^ 
1=1 o o 2 1 
J *1 *2 . , N 
E T /" 2 S W2^X2 " X r 
< , J J h i ( t i " x i ) h i ( t2 - x25 Bi - ^ r r r ; ^1^2 • 
1 = 1 _oo -oo 2 1 
To aid in referring to the component parts of equation (30) introduce the 
notation 
aCt^tgjuywg) = i x +
 z
2 ^ + i3(«2) - (31) 
The desired quantity is $(t-^t_) given "by 




Using equation (31), $(t_^t ) may he expressed as 
l*u2' 
'(\,t2) = Ix + lim I2(Ml) + l:Lm 1 ^ ) . (32) 
GJ-—>°° U0—Ooo 
Consider lim I (w.) as typical of the last two terms of equation (32) 
OJ«—>°° 
This quantity is given "by 
lim I2(Ul) = 
0 3 - — ^ 00 
J *1 *2 
S~\ r> r r , s i n u (x - x ) 
lira S ^ A^ J J h (t - ^ ) h (t " ^ 1 ^ ( ^ ) 1 J - ^ ±-
CU»—>°° 1 = 1 0 0 2 1 
cbc 
A change of v a r i a h l e 
z = ^ ( x g - x.L) 
y i e l d s f o r l im Ip ( w ^) 
ay—>°° 
J * l 
lim S ^ A ^ / ^ ( ^ - x 1 ) |K i (x : ] ) | 
0) Ooo i = l 0 
4 W 1 ( t 2 - X 1 ) 
/ W-lr-^^^r 
- u i x i x 
The limiting process on w_ can he taken inside the first integral to yield 
* 
A formal statement of the conditions sufficient for this step to 




i= l o 
d J-
s L ^ 2 / \ ( \ - x1)|Ki(x.L) 
U^t^-Xj) 
'iim / v^-e--^5^ 
CO, > « > -CO, X - 1 
The in tegra l within the brackets has the value 
dz dx, 
jch±(t2 - xx) j 0 < X ;L < t2 
I ^ C t g - xx) 5 x x = 0 or x x = t, 
j otherwise . 




l im IpC&O = 3tS 
to,—cx» 
E A±
2 / h ^ - X l)h.(t2 - x1)|K1(x1)|aXl 
1 = 1 O 
or in a more convenient form as 
O X 
tfS Z_/ \ 2 f \W\(* + t - t ^ K ^ t - u)|du . 
1=1 o 





2 K ^ ) Hx(t2) 
J \ 
+ its l_j A±
2 f h±(u)h±(vL + t;2 - t1)|K1(t1 - u)|du (33) 
.1=1 
J 
(u)hjL(u + t2 - tx)< + * Z_J \ J Y u ) h ( u  ^du ; t s t . 
1=1 o 
Equations (25) and (33) are general expressions for the mean and 
correlation functions of the output of a group of suitably restricted 
measurement system elements such as represented by the diagram of Figure 9* 
In order to use these general equations In a specific case it is 
necessary to specify the following: 
1. The noise source constants A and B. 
2. The impulse responses h.(t) 
3. The impulse responses k.(t) 
Given these parameters^ the mean and the correlation functions of e(t) 
may he determined from the appropriate general equations in a straight 
forward way. 
In later work the mean square value of e(t) and the variance of e(t) 






E e ( t ) 2 = S2 ^ ( t ) 2 + rtS 2_j V " J h i ( u )




+ Y]\2 f \w2&* 
and 
J r t oo 
Var e ( t ) = * 2_J S A±
2 f h i ( u )
2 | K i ( t - u) |du + B±
2 f 'h (u)2du . (35) 
The components of equation ($k) for the variance of e(t) can "be given a 




2 f h±(u)2du. 
o 
* C r \? 
Parsevals equation relates J h,(u) du to an integral over frequency as 
o 
JC f^nfto-f \\M "dw. 
Thus the last term of equation (3^) may be written as 
u 00 
2_j B±
2 f |h(u)|2aw . 
1=1 o 
The constants B. may "be interpreted as the energy spectral density of 
A typical discussion of this is found in Laning and Battin (12). 
5̂  




Y^\2 f I^MI2^ 
represents the total energy transferred from the noise sources n.(t) to 
the system output in the time required for the system to reach the steady-
state with only the n.(t) sources applied. It is clear that the value of 
J 00 
^ B i 2 / IEJMI2** 
2 
is independent of time^ depending on the constants B and the transfer 





*S /__/ A ±
2 f h1(u)
2|K1(t - u)|du 
has the dimensions of energy, and can "be interpreted as the energy trans-
fered from the noise sources N.(t) to the system output in the time 
interval (Q'jt). 
CHAPTER VI 
FORMULATION AND ANALYSIS OF A MATHEMATICAL MODEL 
FOR THE OUTPUT METER 
In the general measurement system model discussed in Chapter 
II the final element is a device, termed the output meter, which produces 
a reading or display appropriate to a particular quantity being measured. 
For the restricted class of measurement systems being considered here the 
output meter should indicate a constant value in the steady-state for 
ideal noise-free operation. Illustrative of the devices which could per-
form this operation are the D'Arsonval meter, a closed-loop position servo 
such as used with electronic recorders, and a digital display. Any device 
of this type will be subject to internal noise, and will introduce inertia 
in the same fashion as the elements of the transducer and amplification system. 
In the mathematical model being formulated the elements necessary to account 
for this noise and inertia of the output meter will be included in the ampli-
fication system. Thus the component termed "output meter" in the mathe-
matical model will have only those properties associated with an inertia-
less indicating device. It is the purpose of this chapter to formulate 
and analyze a mathematical model for an output meter having these proper-
ties. The mathematical model will be formulated specifically for devices 
using a scale and pointer, although it could be extended to other types of 
indicators. 
Two different types of errors will be attributed to the output meter. 
The first error which will be called "movement error" arises because the 
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actual instantaneous indicator position can differ from that which would 
be proportional to the output meter input. Static friction in the indica-
tor mechanism of open loop indicators and parallax in all type indicators 
are representative of the mechanisms producing this type of error. 
The second type of error could be termed "round-off" error. This 
error arises because of the fact that no physical scale and pointer can 
be read to an arbitrarily large number of significant figures. 
The mathematical models chosen to represent movement error and 
round-off error will now be discussed. These models have been chosen so 
that they are tractable and conform in a general way to what would be 
expected for each type of physical mechanism. Movement error will be 
assumed to be a Gaussian random variable with zero mean. Its variance 
will be determined by the characteristics of a particular output meter. 
This representation is generally consistent with the characteristics to 
be expected of movement error. In particular, errors of this type would 
be expected to average to zero in a large number of readings and large 
errors would be expected to occur less frequently than small errors. Move-
ment error will be assumed to be independent of the signal and all other 
• * 
system errors. 
Movement error depends on the mechanical properties of a particular 
indicating device. In many practical output meters it is common practice 
to employ a single indicating device with other appropriate components so 
as to achieve a number of different sensitivities. In such cases the 
The term independence is used here in its mathematical sense to 
mean that if a and 0 are two distinct random variables, having probability 
distribution functions F-(x) and F (y) and a joint distribution F(x,y) 
they are independent if F(x,y) = F_(x) FQ(y). 
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mechanical movement error is the same for several meter sensitivities and 
it is convenient to express this error as a fraction, E , of full scale. 
Thus for an indicator having several sensitivities the movement error, 
denoted "by e in input units, is given by 
e = E V (35) 
mm v -^' 
where V is the calibration of mechanical full scale in input units. 
Both e and E are random variables. For a given indicating device the m m 
statistical properties of E are fixed while e can be varied by changing 
the sensitivity of the indicating device« Of course, E will vary for 
different indicating devices* 
Considerations to be presented in Chapter VII lead to a condition 
such that the effective indicator sensitivity changes with time. In such 
a case e is a function of time, and the notation 
m J 
€ (t) = V(t) E (36) 
nr J ' m VJ ' 
will be used. In this same chapter it is necessary to consider the 
quantity 
E e (tj e (t.) . m i m ,r 
This quantity will be assumed to be negligibly small if t is not equal to 
t.. This assumption is equivalent to assuming that there is no correlation 
between the values of movement error taken at different times. 
It will be assumed that movement error is an additive type error. 
Thus the actual position of an output meter indicator will differ from an 
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amount equal to output meter input by an amount equal to the magnitude of 
€ . This fact can "be expressed "by the equation 
r2(t) = rL(t) + €m (37) 
where all three variables are in input units, r.. (t) "being the output meter 
input, e the movement error referred to the input, and r_(t) the actual 
indicator position referred to the input.. 
The round-off error arises because there is a smallest scale 
division which can be reliably identified. For example, consider reading 
a particular scale and pointer. For a fixed position of the pointer there 
would exist &* smallest interval on the scale in which the pointer could be 
determined to indicate with probability one. The pointer could not be said 
to indicate in a smaller interval with certainty, i.e., the probability 
that the pointer indicates in a smaller interval would be less than one. 
This smallest scale division which can be reliably identified will be 
called the critical interval. 
The remarks above can be illustrated by the scale and pointer of 
Figure 10. A study of this figure reveals that pointer 1 certainly indi-
cates in the range 6-7 with probability 1. Furthermore there is little 
doubt that the pointer indicates in the range 6.5 "to J. However, as the 
size of the interval is diminished it becomes more and more difficult to 
state with certainty that the pointer indicates in a given interval. 
Although the exact size of the critical interval may depend to some extent 
on the observer, it is clear that in this example it is close to 0.25, 
that is, the pointer indicates in the range 6.5 to 6.75 with probability 
1 and this statement could not be made for a much smaller interval. The 
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Figure 10 Illustration of a Scale and Pointer 
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same conclusion concerning the size of the critical scale division would "be 
reached "by examining pointer 2» 
Consideration of the problem of reading a scale and pointer makes 
two facts apparent. First, the critical scale division depends on the 
physical properties of the scale and pointer, axid second the critical 
scale division is independent of the actual position of the pointer. 
As was the case for movement error, it is expedient to express the 
round-off error in input units "by the equation 
er = Er V (38) 
where E is mechanical round-off error expressed as a fraction of full 
scale, € is round-off error in input units, and V is the calibration of 
full scale in input units. This equation places in evidence the fact 
that for a single indicator having several sensitivities, e depends on 
V. Both € and E are random variables having statistical properties 
dependent on the physical properties of the scale and pointer, 
In Chapter VII a time dependent sensitivity will "be introduced so 
that £ will depend on time as given by 
er(t) = V(t) Er (39) 
As a matter of fact a later equation will show that e and E are in-
r r 
herently time dependent. However, since this time dependence is secondary 
in this chapter the notation of simply e t for the round-off error will "be 
continued. As a further comment on the properties of € , it will "be 
assumed in all cases that its ensemble statistics are independent of time. 
Thus for example 
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E Er(tj_) = E Er(t.) , all i, J. 
In Chapter VII the assumption will "be made that 
E €r(t±) ^(tj) 
is negligibly small. 
A mathematical model accounting for this type of round-off error, 
occurring for a linear scale t will now be given. The meter reading, which 
will be denoted R(tj, can be expressed as 
r n r + 7/2 + TI , n 7 ^ r2(t) < (n + l ) 7 
R(t) = < 0 , r2(t) < 0 (1*0) 
L NT , N7 * r2(t) 
•** 
where 7 is the critical scale division in input units; n = 0, 1, 2, , N-l; 
While the choice of this mathematical expression for R(t) is con-
sidered to best represent the physical situation, it can be shown that the 
results obtained using this model differ only in unimportant details from 
either of the choices 
R(t) = n 7 , n 7 £ r2(t) < (n + 1)7 
R(t) = n 7 + 7/2 , n T * r2(t) < (n + 1)7 
The former is used by Grenander (l9)j the latter by Cramer (8) in discuss-
ing similar problems. 
•*# 
It should be noted that y, being in input units, is a function of 
the meter sensitivity for a fixed meter movement. Thus in cases where the 
meter sensitivity is a function of time 7 will be also. The symbol T will 
be used for the critical scale division in output units. 
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T$j is the maximum possihle meter reading equal to V; and r\ is a random 
variahle assuming each of the values 7/2 and -?'/2 with prohahility l/2. 
T] is assumed to he statistically independent of r (t) and rp(t), For con-
venience the output meter reading, R.(t), is expressed here in input units. 
It is clear, however, that R(t) could he expressed easily in output units 
if this were desirahle. 
To illustrate the nature of R(t) consider a sequence of readings 
taken with a scale and pointer represented "by the mathematical model at 
equally spaced time intervals on the particular r (t) function shown in 
the solid curve of Figure 11. For purposes of this illustration N is 10 
and 7 is the interval shown in the figure. A possihle sample function 
from the R(t) ensemble is plotted as the "broken curve in Figure 11. In 
drawing this curve R(t) is artificially assumed to have the constant value 
R(t.) in the interval t, ^ t < t. , _« 1 1 l + l 
In this mathematical model for the output meter the range of the 
meter is from 0 to H7. Thus the output is restricted to non-negative 
numbers. This is not a severe restriction on the model, however, since a 
sign reversal could he made to measure a negative quantity. 
It is common practice to restrict the operation of a measurement 
system element to its linear range. Thus "linear range" for the output 
meter will he defined mathematically and further discussion will he re-
-* 
stricted to operation in this range. 
In the notation adopted ahove, :r. (t) denotes the input to the out-
put meter. This quantity will in general he a random variahle. The 
-* 
In later chapters when the complete measurement system is con-
sidered, it will he assumed that the complete system is limited in linear 
range hy the properties of the output meter. Thus the definition of linear 
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Figure 11 A Representative Sequence of Meter Readings 
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symbols a and ^ will he used to denote its standard deviation and mean. 
1 
r (t) has "been expressed "by equation (37) as 
r„(t) = r.(t) + e 
2 ' 1N m 
Since e has a mean of zero, the mean of r0(t) is equal to \i. The standard 
deviation of r~(t) will "be denoted a 
2 r 
L2 
It seems reasonable to require that for the output meter to "be in 
its linear range r (t) should "be "between 0 and ISty. However, since r (t) 
is a random variable with a potential range of the whole real line it is 
not possible to state precise limits on the value of r (t). Since it is 
possible to make probability type stiatements relative to the value of rp(t)^ 
"linear range" will "be defined so that r (t) is in the range 0 to N7 with 
high probability. Such an expedient effectively disregards the small num-
ber of experiments in which r_(t) would differ, for example, from its 
mean "by a large multiple of its standard deviation. Specifically, "linear 
range" will "be defined in terms of \x as follows: 
"An output meter will "be operating in its linear range if the 
inequality 
ko < LL < Nr - ha 
2 2 
is satisfied." This definition places rn(t) in the range 0 to Ny, with 
probability at least 0.999936 if rp(t) has a Gaussian distribution func-
tion and if the output meter is in its linear range. Figure 12 is a plot 
of the two "limiting" distributions for a Gaussian rp(t) with operation 
restricted to the "linear range." 
Figure 12 Extreme Probabi l i ty Density Function for r 2 ( t ) for 
Operation in the Liiiear Range \J1 
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Return now to a consideration of the statistical properties of the 
output meter reading R(t). R(t) was defined by equation (kO), This 
definition of R(t) makes it a variable taking on N + 1 discrete values. 
These N + 1 numbers constitute the sample space of the measurement 
system. 
The probability, p., that R(t) = 17 for i = 1, 2, —-, N - 1 can 
be computed as follows. The event (R(t) = ±7) can be expressed as 
(R(t) = i7) = (±7 ^ r2(t) < (i + 1)7) (TI - -r/2) 
U((i - 1) 7 ^ r2(t) < I7) (TI = 7/2) 
where (A) (B) denotes the intersection of the events (A) and (jj) and 
(A) U (B) denotes the union of the events (A) and (B). TJ is assumed 
to be statistically independent of the random variable r (t). Hence, 
the probability of each intersection above is the product of the corres-
ponding probabilities. Since the probability of the intersection of 
(i7 < r2(t) < (i + 1)7) ((i - 1)7 ̂  r (t) < 17) is zero, p can be ex-
pressed as 
Pi = P [(R(t) = i7)] = I P ['(ir ̂  r2(t) < (i + 1)7)] 
+ | p [((i - 1)7 £ r?(t) < i7)] . 
The probability of the event (17 ̂  rQ(t) < (i + 1)7) can be expressed as 
(1+1)7 
P(i7 * r (t) < (i.+ 1)7) = / d F (x) 
±7 
for i = 1, 2, ——, N - 1 where F (x) denotes the probability distribution 
67 
function of r (t) , A similar integral between the limits of (i - 1)7 
and ly gives the probability of the event ((i - 1)7 ^ r (t) < i.y) 
for i = 1, 2., — , N - 1. Thus the probability that R(t) = ly is given 
lay 
(i+i)r 
p = P(R(t) = i7) = I f d F (x) 
1 ^ (1-1)7 2 
for i = 1, 2, ——, N - lo A similar calculation yields expressions for 
p and p . These expressions are 
o 7 
PQ = f d F2(x) + \f d F,,(x) (kl) 
and 
00 Nj 
p- = J a F (x) + i y a F0(X) . (te) 
n N T
 2 2 (N-I)T " 
Note that for an instrument operating In its linear range the contribution 
of the integrals 
/cLF2(x) and / d F2(x) to pQ and Pj 
-00 N7 
are extremely small. For example, if F0(x) is SL Gaussian probability 
distribution function the definition of linear range makes each of these 
-5 
integrals less than 3*2 X 10 . 
In most of the later work F (x) will be taken to be the Gaussian 
probability distribution function. 
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The mean of R(t) can be calculated from expression 





while the mean square deviation from |j. is given by 







If Fp(x) is a Gaussian distribution function, the integrals ex-
pressing the p. cannot be evaluated in closed form. They can, however, 
be expressed in terms of X(x) given by 
X(x) 
x -y72 
1 C e dy 
which is tabulated. The expressions in terms of \{x) are the following: 
Pi = 2 
"(i+i)y - n" - x "(1-1)7 - i = 1, 2, --*, N - 1 
PQ = X 
-u 
a 
L r 2 -
+ 1 X. r - u - X. 
-u 
- r 2 J L r 2 J 
(̂ 5) 
PK - 1 - ^ 
N7 - n 1 
+ 2 
N 7 - U 
- X. '(w-i)rn' 
As indicated above, it is often expedient to introduce a round-off 
See for example Fisher (20). 
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error term, e , so that R(t) is given by 
R(t) = r2(t) + € r . W) 
From this equation it follows that E R(t) and E (R(t) « \i) are given hy 
E R(t) = E r-(t) + E e = u + E e \ / 2_\ J r ^ r (W 
and 
E (R(t) - p.f = ar
 2 + 2E r2(t) er + E e p
2 - 2uE C] (W) 
Consider the random variable e ,. This quantity can be expressed 
by the equation 
n r + "L + n „ r (t) ; nr £ r (t) < (n:.+• 1)7 
*T= < - *a(t) 
N7 - r2(t) 
; r2(t) < 0 
; N 7 i r2(t) 
(̂ 9) 
where n = 0, 1, 2, — **, N ~ 1. 
By a straightforward, although tedious, calculation, the probability distri-
bution function, H(x), of e may be expressed approximately in terms of 
F2(x) as 
> 7 ^ x 
H(x) - ( 
N-l (11+1)7 




x < 7 
V̂  r (50) 
2_j J d F0(y) ', -7 =§ x < 0 
n=0 ny-x 
j x < - 7 . 
TO 
In arriving at this result it has "been assumed that the integrals 
O oo 
/ dF (x) and f dF0(x) 
-oo N7 
have negligible values> a fact that Is justified since the output meter 
•will "be used only in its linear range* In examining H(x) it should be 
noted that subject to the approximation cited above 
1 - H(o) =f dH(x) * i 
and 
H(o) = f dH(x) = 1 
-r 
In words, € is "between -7 and 7 with certainty and has equal probability 
of lying in the two intervals -77 o and o, 7 . 
In terms of H(x)j E S may be expressed as 
00 7 
E e = _/°xdH(x) = f xdH(x) . (51) 
-00 - ^ 






7 7 0 
f xdH(x) = f xdH(x) + f xdH(x) 
-7 o "-7 
and to note that each of the integrals on the right hand side of the 
above equation are "bounded as follows 
0 £ f xdH(x) ̂ j^xdH(x) == I 
- |- = J xdH(x) ̂  y xdH(x) ̂  0. 
2 
-oo -,-y 
Making use of these results it follows that E e is "bounded above and below 
r 
by 7/2 and -7/2 respectively, thus 
£ ^ E € ^ £ . (52) 
2 r . 2 v 7 
An example will serve to illustrate that these bounds are in fact 
the least upper bound and the greatest lower bound for € for the cases 
being considered. Consider the case that r0(t) has a fixed value, a, 
which lies in the interval 0^ (N - 1)7 . Such a choice for r (t) would 
result in a probability distribution function F (x) given by 
F2(x) = <, r° 
x < a 
x ^ a 
The constant a must lie in some interval of length 7 in the larger interval 
\0, (N - 1)7 . Denote this interval by ny9 (n + 1)7 and let a' be de-
fined as 
af = a - |h| y 
•where [n] denotes the largest integer in a*. It follows that a1 lies 
in the interval 0, y\ . Now the particular Fn(x) chosen for this 
example may be used in the expression of equation (50) for H(x) to yield 
in this case 
; x i= 7 - a* 
', - a* ^ x < 7 - aT 
> x < a* * 
a* . 
Three particular choices for a serve to illustrate the extremes of E e 
in this example. Consider the values for a given below with the corres-
ponding values for a': 
a = [n| 7 ; a* » 0 
r-i T * y a = [nj 7 + £r > a* = £ 
a = ( [n] + 1)7 ; a* = 7 
For each of these cases E € may be determined as: 
H(x) = < § 




= f xdH(x) = I 
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a = [nj y $ E e r = | 
a = [n] 7 + £ j E e - 0 
r 
a = ([n] + 1 ) T 5 E e r = - § 
Note that since a* is arbitrary [nj can he any interger n » 1, 2, — -f W 
Thus in this example hoth the least upper hound and the greatest lover 
hound are realized for different choices of a» 
2 
Nov fconsider E e « This quantity may he expressed as 
r 
€r
2 - f x2dH(x) . 
2 
Bounds on E € can he estahlished as follows? In order to place in evi< 
r 
dence the least upper hound and the greatest lover hound it is expedient 
to introduce the following notation 
Ejx) - fH(x) } 0 £ x < 7 
1o j otherwise 
H2(x) » fH(x) J -7 * x < 0 
(53) 
{ 0 j otherwise 
2 
Thus E e can he expressed as 
r 
€ r
2 = _/* x2dH(x) =f x 2 d E L ( x ) + y x
2dH2(x) . 
- 7 0 -7 
In the integral involving K. (x) make the change of variahle x = y + —• , 
In the integral involving Hp(x) make the change of variable x = y - 21 , 
7̂  
2 
This yields for E € the expression 
7/2 7/2 
E €/ = f, (y + l ) 2 d V y + P + f, (y " | ) 2 < a H 2 ( y " P " 
-7/2 -r/2 
From equations (50) and (53) It ean "be noted that integration with respect 
to H. (y + £•) is equivalent to integration with respect to H (y - ~ ) . Thus 
2 
E € can "be expressed for example as 
r/2 




2 0 ,2 2 T ^ / y ^ 7 
on the interval - 21 g y g Z.• j_t follows that 
2 7 
/2 r/2 c r/2 
I r ^(y + ̂ 2 / (y2 + I )dH;L(y + |) * y
2 f dH^y + |) 
-r/2 -7/2 ' "̂ 7/2 
A further change of the dummy variable, of integration so that z = y + ~ 
yields 
2 7 7 
I f dlL̂ z) * E er
2 *7




/aajz) = / dH(z)- | 
2 
Therefore E € satisfies the inequality 
2 2 
J ^ E c/ ̂  | . (5*0 
Consider again the example used above in examining E € . In this 
2 
case E € can he expressed as 
2 
E €r
2 « | - a > + (a*)2 
2 
The values of a considered above yield for E € " the following values: 
p 
2 7 
a = nT j E er » £ 
r 2 -/" 
a -> n7 + £r •, E € - 4-
' 2 r 4 
? *y ̂~ 
a = (n + 1)7 5 E € » f-
X *:_ 
2 / 2/i 
Thus this example illustrates that 7 /2 and 7 /4 are in fact the least 
2 upper bound and greatest lower bound on E € . 
To summarize this example^ a fixed inputs a, satisfying the in-
equalities 
0 * 117 £ a £ (n + 1)7 ^ I7 
is applied to the output meter. The output meter reading^ R(t), is thus 
either 117 or (n + 1)7. E R(t) is given by 
E R(t) - n7 + I , 
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The error wiH depend on the exact value of a* E e and E (R(t) - a) , 
i.e., the "bias error and mean square error) are' as follows for particular 
choices of a 
2 
a = nT ', E €r - | ; E (R(t) - a )
2 = | 
a - n r + J ; E € = 0 ; E (p(t) - a) 2 = t 
a = (n + l) r j E €r = - | j E (R(t) - a )
2 = | . 
Most frequently the output meter will "be used to estimate its input 
which is unknown a priori. Thus in this example if a constant unknown in-
put^ a^ is applied to the output meter, E R(t) which could "be estimated 
from physical experiments> would "be an estimate of a with a "bias error 
"bounded in magnitude "by 7/2. The mean a&uare deviation of R(t) from a 
P P 
could never "be less than 7 /k and would not exceed 7 /2. TchebycheffTs 
inequality^ the results of which are plotted in Figure 3, Chapter III, 
could he used to state with what probability a single reading, R(t_), 
would "be in a specified range about a. 
In work with the output meter it is expected that the mean square 
deviation of the output meter reading from u will "be the quantity of 
greatest utility. This quantity is expressed "by equation (48) as 
E (R(t) - u) 2 = <Jr
 2 + E € r
2 + 2 E r2(t)«r - uE sr 
The final term in this expression depends on the joint distribution func-
tion of r (t) and € . Thus in order to proceed with the analysis it is 
77 
necessary to consider this joint distribution function which will be 
denoted G(x, y). 
By definition G(x, y) is the probability that e is less than or 
equal to x while at the same time r (t) is less than or equal to y. With 
this definition as a starting point equation (50) for H(x) can be modified 
in a straightforward way to obtain for G(x, y) the expression 
F 2 (y) 
G(x,y) =< 
gj-1 (n+l)7 y> 
l + l i : X ^2(y)+/ 
n=0 ( n + l ) r - x ryn 
[Z]-l (n-I)r y 
\ X / »p(y) + / * 
[3* 
7 ^ X 
dF2(y) j 0 ^ X < 7 
2 S J ~2 




j - r ^ x < o 
j X < - r* 
This expression is based on the assumption that the output meter is in its 
linear range. 
A consideration of a physical output meter leads to the conclusion 
that in most cases of importance the round-off error does not depend on 
the actual input to the output meter provided the device is in it® linear 
range and provided that j is not appreciably larger than ts * Thus the 
statistical independence of r0 (t) and <~ t will be taken as a physical 
assumption« It will now be demonstrated that this assumption is not in-
consistent with the mathematical model established above for the output 
meter. 
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From a mathematical point of view the random variables x and y are 
independent if 
G(x, y) = H(x) F2(y) . 
Equation (55) shows that if 7 ^ x 
G(x, y) = F2(y) . 
Therefore since H(x) = 1 for 7 ^ x,e. and rp(t) are independent in this 
region. For x < - 7 
G(x, y) = 0 
and H(x) « 0. Therefore the variables are independent in this region. 
Finally if x = 0 equation (55) gives 
G(x, y) = |F0(y) . 2 2 
Thus since H(0) = -pr t r_(t) and e are independent for this value of x. d. d. r 
Thus the mathematical model gives rigorously 
G(x, y) = H(x) F2(y) 
for r ^ x f x < - 7 and x = 0 for all y. Hence the assumption 
that x°p(t) and € are statistically independent for small 7 is not incon-
sistent with the mathematical model, although it should he emphasized that 
the statistical independence of r„(t) and e has not "been- proven as a con-
sequence of the mathematical model. 
If r (t) and s are assumed to be independent the expression for 
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o 
E (R(t) - u) reduces to 
,2 2 _ 2 
E(R(t) - n) = ff, + E € . (56) 
2 
It should be noted that all of the statistics of R(t) and £ depend 
on the distribution function, F (x), of rp(t). In most cases of interest 
the mean, u, of r (t) and hence one parameter of Fp(x) is not known a 
priori. In fact in most cases this is the parameter which will be esti-
mated by the measurement* Thus in such cases it is impossible, a priori, 
to calculate exact values for E R(t), E e , etc* The bounds determined 
above, however, apply for any value of \i and thus will be useful in a 
priori calculations« 
The above development of a mathematical model for the output meter 
will now be summarized. The output meter reading in input units, R(t), 
is given by 
R(t) = rx(t) + €m + er (57) 
where £ is movement error, £ is round-off error, and r-(t) is the input 
to the output meter. € and 6 are random variables, £ has been assumed 
m r m 
to have a Gaussian distribution with mean zero and standard deviation, a , de-
termined by the mechanical properties of the meter movement. £ has a 
probability distribution function, H(x), given by 
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H(x) = < 
; r = x 
N-l (n+l)r 
^ 5 rL\ ^(j) ' ° S x < 
n=0 {n+±)y-x 
N-l (11+1)7 (n+l)r 
n=0 ny-x 117-x 
(58) 
; - 7 ^ x < 0 
j x < - r 
where 7 is the critical scale division in input units and Fp(x) is the 
probability distribution function of r0(t) which is related to r_(t) by 
the equation 
r (t) - r (t) + €m . (59) 
The expression for H(x) and all later results are based on the fact that 
the output meter is operated in its linear range^ which requires that the 
expected value of the input lie in the range ha ^ p. < Ny - ho > where 
r2 r2 
a is the standard deviation of r^(t). 
r2 
The expected value of R(t) is given by 
E R(t) = E r-(t) + E £ . (60) 
E r- ( t ) has been denoted by |i and E € can be expressed as 
N - l r / 2 
E er = X] / ydH(y) . 
n=0 -7 /2 
Thus E R( t ) can be expressed as 
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N-l r / 2 
E R(t) = \i + Yu f ydH(y) . 
n=0 -7/2 
A l eas t upper and a greates t lover "bound on E e % has "been determined so 
tha t E e l i e s in the range r 
- , | * E e r £ £ . (61) 
Thus E R(t) I s bounded "by 
|i - I * E R(t) £ + £' . (62) 
In most of the later work E R(t) will "be estimated from measurements and 
used to estimate u? which vill "be unknown a priori * In cases of this sort 
the inequality above shows that there will be an uncertainty of + 7/2 
in determining u frqm measured value® of E R(t)* 
The mean square deviation of R(t) from u has "been established as 
E (R(t) - ^i)2 « ar
 2 + a m
2 + E e r
2 (63) 
2 
E € is 'given "by 
N-l 7/2 0 
E € 2 = Y] J (/ + i"m(y) 
n=0 -7/2 
2 
A least upper and a greatest lover bound have been determined for E e 
so that 
* * E €
 2 * I . (6I1) t- =! Hi fc S — 




a 2 + ff2 +Z- ^ E (R(t) - \if £ a 2 + <J 2 + £ . (65) 
r. m 4 \ \ / M-/ r m 2 
2 a is the mean square deviation of the output meter input from u. Thus 
rl 
the inequalities above show that the use of an output meter^ such as 
described by the chosen mathematical model^ to :m,easure the properties 
of an input r, (t) will increase the mean square deviation from p. by at 
least a + 7 A "but "by no more than a c" + 7 /2. 
m ' ' m ' 
It is important to note that subject to the assumptions stated above 
the contribution of the output meter to both bias error and mean square 
error appears as a simple addition to the corresponding errors in the 
input to the output meter. Thus the effect of the output meter on bias 
and mean square errors cant be considered independently of other components 
of the measurement system. 
Now consider the bias error given by 
bias error = E R(t) - \x == E e„ . (66) 
The magnitude of this bias error is bounded by 7/2. For a fixed meter 
movement with several sensitivities 
€ = E V r r 
and bias error is given by 
bias error = E E V. (67) 
Equation (67) shows that for fixed E t bias error is a minimum for minimum 
V. 
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This is an appropriate place to consider a related prohlem which 
arises in a later chapter. Consider a case where u is a function of time. 
To he specific let u "be given "by 
u = Af(t) 
where A is a constant which is "being estimated by the measurement system 
and f(t) > 0. It turns out that under certain conditions the "bias error 
is given hy 
hias error = >,K E (68) 
when |j. is the expected value of the input to the output meter. The 
question to he considered is how to minimize the hias error. If equation 
(68) were the only restraint it is clear that for E constant, the largest 
possihle value of f(t) and the smallest value for V would yield the smallest 
hias error. However, if Af(t) is the expected value of the input to the 
output meter, as is heing assumed here, equation (68) is not the only 
restraint. In addition to equation (68) the output meter must operate in 
its linear range. Thus the definition of linear range requires 




where the quantities other than Af(t) will he assumed fixed. It is con-
venient to denote the full scale reading in output units as F.S. so that 
Wr is given hy 
Nr = V F.S. . 
8k 
Now to minimize bias error subject to the restraint imposed by linear 
range f(t) should be made as large as possible subject to the restraint 
Af (t) + k& < V F.S* . 
z2 
The l a t t e r restraint ean be "written a& 
ha 
A • r 2 < _V 
F.S. F.S. f(t) . f(tj * 
Examination of this inequality shows that if 
wr 
2, , < < A 
F.S. f(t) FaS» 
/ \ V ' 
adjustment of f (t) for minimum bias error forces srry to be approximately 
A 
equal to «-=• . Thus if this adjustment is made and if A and F.S. are con-
r «o« 
stant equation (59) shows that bias error is essentially constant and inde-
V 
pendent of fTtT ' 
CHAPTER VII 
FORMULATION OF GENERAL EXPRESSIONS FOR 
MEASUREMENT SYSTEM ERRORS 
It is the purpose of this chapter to consider the operation of the 
linear noisy measurement system as a whole and formulate general expressions 
for its errors. Several portions of the linear noisy measurement system 
which perform basically different operations have been identified in the 
preceding chapters. Since these distinct element groups must be inter-
connected to form the composite system^ several modes of operation are 
possible. The mathematical model chosen for the biased estimating system 
admits many variations in this group of elements with no necessity for 
distinguishing cases. Consideration of the complete system^ howeverj 
necessitates a choice as to whether the operation to remove bias precedes 
or follows the output meter. A further variation in the mode of operation 
is afforded by the choice of the number and timing of the readings of the 
output meter. 
The first objective of this chapter will be to distinguish those 
cases which warrant separate consideration. Consider first the operation 
to remove bias. Such an operation must be performed in any measurement 
system. Conventionally measurement systems are read In the steady-state 
so that the bias can be removed by the calibration of the output meter* 
Using the mathematical model for the output meter developed In Chapter 
VIj it Is possible to compare operation of a system with the bias removed 
before the output meter with a system which removes the bias after the 
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output meter is read. Expressions for the "bias error and the mean square 
error for these two conditions of operation will now "be formulated. 
Consider the diagram of Figure 13a representing the case that the 
"bias is removed "before the output meter,. E e(t) is given "by equation 
(25) as 
E eft) - i3H1(t). 
.£ 
Thus the "box labeled operation to remove bias must divide e(t) "by H (t) . 
Such a division operation could he performed, on physical signals "by exist-
ing analog components. 
For this type of operation equations (63) and (66) give the "bias 
and mean square errors as 
E R (t) - S * E € av ' r 
E (Rk(t) - S)
2 = i £ i | l - S2 + 1 s / + B s / . (69) 
•^i ^ ' 
It is convenient to show the meter sensitivity explicitly in these equa-
tions. Hence^ the ahove equations can "be written as 
E R (t) - S := V E E a^ ' a r 
E (R (t) - S) 2 £J&L . S2 + V 2 (E E m 2 + E E 2) (70) 
a B^(tf a m r 
*Tt will "be assumed here and in the work to follow that at the 

























Figure 13 Two Possible Modes ©f Measurement System Operation 
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where these errors are referred to the input to the output meter. 
For the system of Figure 13b straightforward use of equations (63) 
and (66) gives for this case 
S ̂(t) 
E Rb ( t ) = "T~ + E Er b 
p E e(t)
2- S 2K(t) 2 Q p 
Ed^ct) - sK^t))* = — 2 — — + E V + E Er 
Vb 
(71) 
where the errors are referred to the measurement system output, Note that 
the symbol V, has been used here for meter sensitivity to indicate a 
possible difference in meter sensitivity between mode (a) and mode (b) 
operation. Although the bias of R (t) cannot be removed completely> 
division of Ru(t) by H_(t) will remove the bias produced by system elements 
other than the output meter. The bias produced by the output meter cannot 
be removed in most cases. 
Thus if R (t) is given by 
h ( t ) - H ^ t 7 ~ 
*/ \ 
the bias and mean square error® of R. (t) can be expressed as 
E *»>> - s •- s^ ly E Er 
(72) 
-„ , K E 2 + E E 2 2 L m r . 
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where the errors are referred to the output of the measurement system. 
Examination of equations (70) and (72) shows that these two equations 
would "be equivalent if the meter sensitivity V were given "by 
a 
Thus mode (a) and mode (b) operation are essentially equivalent. To he 
specific the M a s and mean square errors calculated for mode (a) referred 
to the input of the output meter are the same as the corresponding errors 
of mode (b) referred to the output of the output meter if V is given "by 
a 
equation (73). Thus any major difference between mode (a) and mode (b) 
operation if the sensitivities are related as given "by equation (73) 
is dictated "by practical and not theoretical considerations. 
Several of the practical considerations which would influence a 
choice "between mode (a) and mode (b) operation are the following: (l) 
The range of sensitivities which are possible with a fixed meter movement 
is limited^ thus it may not be possible to achieve the sensitivity V (t_) 
a X-
required for the (a) and (b) modes to be equivalent in a particular case. 
(2) For mode (b) operation the linear range must be determined from SH_(t) 
instead of simply S. Thus operation in the linear range requires 
ka 2 < Min SH (t) < Max SH (t) < N7 - ka 2 . (jk) 
r2 [0,t] [0,t] r2 
Difficulty is encountered if SR. (t) < 0 for some but not all t. In this 
case SH (t) is sometimes outside the linear range as previously defined. 
This term is used here to refer to any read-out device^ and is not 
restricted to an electrical D'Arsonval meter movement. 
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This difficulty can he circumvented in several ways,, for example, by 
modifying the definition of linear range or by adding a fixed constant 
to e(t). The details of such expedients do not contribute to the general 
discussion; hence suffice it to say that the required linear range is 
greater in most cases for mode (b) operation. (3) The operation to re-
move bias can be performed on paper for mod.e (b) operation while for 
mode (a) operation it must be performed with analog computing components* 
Thus there is a difference in the amount of noise and uncertainty added 
by the operation to remove bias in the two cases, (h) The effective 
meter sensitivity and hence the calibration of the output meter is time 
variable for mode (b) operation^ while it is a time independent constant 
for mode (a) operation. (5) Equation (72) shows that the bias error for 
mode (b) is a function of H_(t)» Thus,, as discussed in Chapter VI, bias 
error can be minimized by adjusting the system gain so that the input to 
the output meter is as large as possible but still within the linear range 
of the meter. If such an adjustment is made before every reading, bias 
error will be essentially independent of V, /E.(t). In almost all cases 
of importance the gain adjustment can be made without affecting the mean 
square error. 
Expressions for the mean and correlation functions of the output 
of the output meter will now be formulated for the connection of Figure 
13a which is the logical theoretical, if not practical^ choice. The out-
put meter sensitivity will be "treated as a time variable so that the re-
sults of the analysis will apply to either the (a) or (b) mode of 
operation. The operation to remove bias is considered to be an ideal 
noiseless operation since in most practical cases this operation will be 
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performed "on paper" after the output meter. Since it is necessary to 
consider only one case the notation R(t) for the system output and V(t) 
for the meter sensitivity will "be adopted« 
Since the connection of Figure 13b is most likely to "be the one 
used in practice an explicit statement of the way in which the results 
of the analysis apply to this case will now "be made. All results per-
taining to R(t) referred to the input of the output meter will apply to 
•jt 
the output of the system of Figure 13b (denoted by R (t)), if the meter 
sensitivity V(t) is given by 
T<*> - I^TtT 
where V, is the actual output meter sensitivity and H_(t) is the appropriate 
step response for the system. This statement is of course subject to the 
qualification that there is no practical restriction on the mode (b) 
operation. For example, the linear range of the output meter must accommo-
date SIL (t)« For mode (b) operation the fact that the effective meter: 
sensitivity changes with time causes the meter deflection corresponding to 
a fixed input to vary with time. Of course it reaches a fixed value 
in the steady-state. 
To proceed with the analysis, assume the mode (a) connection but 
treat the meter sensitivity as a time variable. Thus r.. (t) is given by 
r,(t) = ̂  , (75) 
and the expected value of r., (t) by 
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E r-Jt) = S . (76) 
The correlation function of r-(t) is given by 
E eCt^eCtg) itt^tg) 
E r^Jr^) = yt^H^) = V V W (7^ 
where <b(t~,tp) is given "by equation (33)• 
The output of the output meter^ R(t), is given "by equation (57) ELS 
R(t) =-• rx(t) + V(t) (Em + Er) (78) 
while the "bias and mean square errors are given "by 
E R(t) - S = V(t) E E (79) 
E (R(t) - S ) 2 = Er2(t)
2 - S2 + V(t)2 (E E 2 + E E 2) . (80) 
Note that as mentioned in Chapter VI the errors due to the "biased 
estimating system and due to the output meter can "be identified and se-
parated in the general expressions. These separate errors can "be listed 
as follows: 
output meter errors 
"bias error = V(t) E E. 
r 
k2 £L P 2 
mean square e r ror =* V(t) E E + E E (Bl) 
"biased estimating system errors 
"bias er ror = 0 
mean square error - Er- (t) - S •= rr. « (82) 
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Now consider minimizing the total 'bias and mean square errors. 
Bias error is more important to measurement system behavior than mean 
square error, hence bias error will be minimized first, after which mean 
square error will be minimized subject to the restraint which minimized 
bias error. With the true value of the quantity to be measured, S, un-
known the round-off error has equal probability of being positive or 
negative. Thus in a sense the total bias error is minimized by removing 
the bias error from the output of the biased estimating system. In almost 
all cases of interest the bias error due to the biased estimating system 
can be removed and the resulting overall bias error can be minimized by 
varying system gains which do not affect the mean square error. Thus the 
mean square error can be minimized independently of bias error. Since 
the component mean square errors due to the biased estimating system and 
output meter are both positive and independent of each other, the total 
mean square error can be minimized by minimizing the component errors 
separately. 
Now consider several readings of the output meter at times t-9 t , 
— , t , and an estimate L of S formed as a linear function of the readings n' n 
r(tn ) s — R(tri). L^ can be expressed as 
n 
PS B(*i> 




To be specific^ if S is regarded aa a random variable uniformly 
distributed over the linear range of the output meter> then E E =0 in-
dependent of V(t). In such a case the total bias error for a number of 
readings is minimized by removing the bias from the output of the biased 
estimating system. 
9h 
where the A are arbitrary constants. E L is easily found to be 
£ A i V ( tl } E Er(ti) 
1=1  
n 




E E (t.) has been assumed to be independent of t . Thus the bias error 
of L can be expressed as 
n 
E L - S .= 
n 
E E I ] A, V(t ) 






E Ai V(V 
Note tha t 
1=1 
n 
is a weighted average of the sensitivities of 
A. E -
1=1 
the output meter at the times t- 9 t , —9 t . 
The mean square error of L can be expressed as 
n n 
E E A - A - E i J R(t±) - s] [ R(t ) - s] 
E (L - S) 
\ n 





Using the expression of equation (Y8) for R(t)j, equation (85) can be 
written as 
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-2 r n n 
g E A, A. E [(̂ (t.) -S) (r^tj) -sj 
(86) 
+ E I ] A A B e (t ) s (t ) + E 6
 2 E A 
i-1 .1=1 X J r i r j m i=il i 
Equation (86) shows the effect of the output meter separately from the 
effect of the biased estimating system. Thus it seems reasonable to define 











and identify the first term in equation (86) as the mean square error 
of L T. It should be noted that L * depends only on the biased estimating 
system and not on the output meter* 
It seems reasonable to assume that in most practical cases e (t., ) 
will be independent of € (t ) for practical differences in t. and t. 
If this assumption is made 
r i' 
n n n 
E EAf Ai E S ( V €r(t1) = E ilr E V 
1=1 .1=1 J J 1=1 
(88) 
n n 
+ E e/ ̂  S Ai A1 ' 
1=1 j=l J 
96 
Now "by use of equation (86) and (87) the total mean square erjror of L can 
"be expressed as 
E (L - S ) 2 = E (Ln< - S )
2 
n 






i » i -1- n 
E\ L1=L 
(89) 
with E (L * - S) given hy 
E (L « ^ n 
11 n 
EE 
. s)2 = E*1 Jgt l 
A, A. E 
i J r w - s j Oi<v-s] . (90) 
r n -1 
-A 1 
i= i 
It can he shown easily that E [ri(V - s] [ri(V - s] i s given hy 
E k/V -s] [r i (V- s .fl *
( V V ,2 
" S^t^TtJT -
(91) 
This quantity will he denoted X(t f t ). Since 
*(V V = *(*j> \) 
it is possible to order the arguments of $ so that 
V *i • 
Thus equation (33) can "be used to express \(t., t.) as 
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J 
X<W = VV*i(t ) 5 LSAi2/N(u)h^(u+t^ti)|K^(ti"u)ldu 
(92) 
+ B . 2 / h (u)h (u + t . - t . ) 
i J_ <r q ,1 i du , t , * t , . 'J " I 
Equation (90) can be wri t ten in terms of X(t.> t ) as 
EEAiV(W 
E (L « - s )* = 
n 
2 _ i=*l j = l 
• n - ^ 
• i = i -
(93) 
In the special case that n=l equations (84) and (89) reduce to 
equations (79) and (80) respectively,, 
A comparison of equations (79.) and (84) shows that the bias error 
caused by the output meter is affected by the number of readings only to 
the extent that the weighted average 
n 
£ Ai v ( t i ) 
i=i 
XL 
differs from V(t) 
EA t 
i«i 
Thus if changes In meter sensitivity are disregarded^ the bias error 
caused by the output meter is independent of the number of readings of 
the output meter. 
On the other hand equation (8$)) shows that the mean square error 




E e 2 i=L^_ + 
m n 
i - l J 












E A , 
Li=l J 
Thus> since all terms in the above expression are positive.? the mean square 
error caused by the output meter is bounded below by 
E e 
-7?-K 
E e ii 
n 
a bound which is realized for example if A. = 1 for all i. Comparison 
of this expression to the mean square error due to the output meter in a 
single reading which can be inferred from, equation (80), shows that this 
error is clearly reduced as n Increases from one. It is minimized with 
respect to the A if these constants are chosen so that 
n 0 _ r n 
EAi -1 [ E Ai (9*0 
i=l 1=1 
*See for example Hardy and Littlewood (21.). 
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Similar statements giving the general effect of more than one read-
ing on the errors due to the "biased estimating system are more difficult 
to make. If it is assumed that the 'bias is removed from the output of 
the biased estimating system in the same fashion that it was for a single 
reading, then the "bias error for more than one reading is still zero. 
However^ the mean square error, given "by equation (90) or (93) is more 
difficult to interpret. One special case does give tractable", results 
and comments will be restricted to this case. 
Consider the case that the A, are all one and the \(t., t.) are 
zero if t. is not equal to t.« For this case equation (93) becomes 
;f>(vv 
E (L» - S) 2 = 1 = 1 
h ~' 2 
n 
If the XCt^t^ are all equal the equation reduces further to 
E ._ 
n ' n 
This last equation shows that use of n reading in this special case reduces 
the mean square error due to the output meter by dividing the mean square 
error of a single reading by n, 
The problem of choosing the constants A in a linear estimate, L , 
so as to minimize the overall mean square error, as well as certain other 
minimization problems, is beyond the scope of the present program. Without 
the solution to such minimization problems it is difficult to make further 
general statements regarding the use of more than one reading of the output 
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meter. Before leaving this topicj, however j> examination of the simple case 
of n = 2 will serve to give further insight into the effect of several 
readings. 
In the case of n » 2 the restraint imposed by equation (9*0 requires 
that A_ = A so that L is given "by 
C-
- I I]R(t:L) L2 _ 
1=1 




J2 ~ 2 l ' r.l^ 1 J 
The "bias error of L i s given by equation (Qk) as 
1 
E L_ — S .— E E — 
2 i* 2 
v(t1) + v(t;2)] 
while the mean square error of L is given by equation (89) as 
o 0 E e
 2 E s 2 (E e ) 2 
E (Lp - S)
2 = E ( V - S)2 + -—!— + — 5 L +• r 
Equation (93) yields for E (L t - S) the expression 
E (L ? - S) = -
2 XCt^^) + 2\(t1<,t2) + X(t2?t2) 
n T 
The X.(t.jt.) are given explicitly in terms of the properties of the "biased 
system by equation (92). 
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The restriction imposed on the X(t.9 t ) by the fact that they are 
moments of a random variable can be stated in this case as 
x t t ^ ) > 0j x(t2?t2) > o 
x f t ^ ) x(t2,t2) - x(tx,t2)
2 > o . 
Thus if X(t_t ) was not restricted by the properties of the biased esti-
mating system^ it would be bounded by 
- VA(tlPt1)A(t2>t2) < x,(t^t2) < -ACt^t.^ x(t2,t2) 
so that E (L - S) would be bounded by \ n 
| [^(V^) + X(t2,t2) - 2 A ( y ^ X [ t 2 ^ ) ] < E (Ln' - S)
! 
and 
\ [X(Vtl) + ̂ VV + 2^\>\S) ^V^J -> E 'Ln' " S)2 * 
If X(t«^tp) were zero^ as would be the case if r.(t-) were independent of 
r1(t2)> then E (Ln* - S )
2 is given by 
E (L * - S)2 - ̂ V 1!^ '^VV 
n - j — 
It is significant to note that X(t-jt ) can be negative BO that the case 
of X(t-jtp) ™ 0 does not result in the minimum value of E (L * - S) . 
Although the bounds on X(t1^t0) given above are modified by the properties 
of the biased estimating system^ it is possible to choose elements of this 
system so that X(t-ytp) is negative* 
CHAPTER VIII 
BIASED ESTIMATING SYSTEM ERRORS IN CERTAIN SPECIAL CASES 
The mathematical model for the output meter formulated in Chapter 
VI was such that if the round-off unit y was smaller than the root mean 
square error of the biased estimating system then the effect of the out-
put meter on the overall bias and mean square errors was independent of 
the bias and mean square errors of the biased estimating system. The ex-
-* 
pressions for more general cases obtained, in Chapter VII bear out this 
fact and indicate that for a single reading of the output meter and in 
other cases of importance the output meter errors can be treated independ-
ently of the biased estimating system errors. The expressions given in 
Chapter VII for the errors due to the output meter are relatively simple 
and easy to interpret., while those for the biased estimating system are 
more complicated. 
Thus the purpose of this chapter is to consider certain special 
cases for which the expressions for the biaised estimating system errors, 
are simplified. Specifically, the discussion of this chapter will be 
limited to the case of a single reading of the output, r (t), of the 
operation to remove bias. 'The effect of using more than one reading 
to form an estimate of S has been considered in Chapter VII. Since the 
bias error of r (t) is zero, attention can be restricted to the mean 
square error. 
The mean square error of a single reading of the output of the 
See for example equations (Qk) and (89). 
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biased estimating system with the bias'removed can be expressed through 
use of equation (35) as 
J 
E ( R . ( t W 2 — I r E 
\M i=l L 
SA^~ f h±(uf I K j f t - u ) I du 
(95) 
LW 
+ \ 2 f h±(u) 2/, du 
Considerable insight into the dependence of this mean square error on the 
nature of the system elements can be achieved by explicitly indicating the 
gain and predominant characteristic frequency of each element group in the 
expression for mean square error. This can be accomplished by a normaliza-
tion procedure. 
First, consider the element group gain. It has been assumed that 
the step response of each element group reaches a limiting finite non-zero 
value for large values of time. This limiting value will be taken as the 
element group gain, T(i,i). Thus 
lim G±(t) - T(i,i) . (96) 
t—1>°° * 
In general the notation T(u,v) will be adopted for the gain between the 
points u and v in a system. Thus, for example, 
lim H1(t) - T(i,j) . , j 
t—f>oo 
and 
lim K, (t) =* T(l,i - l)* (98) 
t—Ooo 
*T(l,0) = 1. 
10^ 
where J is the total number of element groups in the system (refer to 
Figure 9).. Normalization can now be cjarried out with respect to the gain 
of each element group. Thus if g.'(t) is the normalized impulse response 
of the i element group 
g l ( t ) 
!i' ( t ) = W^J 
Equation (95) can be expressed in a straightforward way in terms of the 
normalized responses as 
J . t 
E L ri ( t ) - s ] 2 - rrbr IJ fd^ai k/^'iW21 v(t-u> Iau ^ • ( t ) 
(99) 
oo 
+ T T ^ I T / yfc)2** 
B.2 
Equation (99) will be further normalized with respect to the fre-
quency dependence of the elements. Since it is not practical to normalize 
each element group transfer function with respect to a different characteris-
tic frequency,? the procedure to be followed will be to normalize all of its 
element groups with respect to an arbitrarily selected characteristic fre-
quency. This frequency will be denoted u t . The effect of this frequency 
normalization will be to express^ for example, the mean square error in 
terms of the characteristics of prototype element groups which are normalized 
with respect to u . Thus the effect of changing the characteristic fre-
quency by scaling the element values for a fixed type of system is placed 
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explicitly in evidence. In addition to the theoretical insight gained 
"by the normalization^ it will also facilitate the direct use of proto-
type response curves for syfetem element groups. 
The normalization can be accomplished "by a change of variable. 
In the frequency domain a variable^ for example, g^'W, is introduced 
so that 
g." f~ V- g. (s) 
1 K% ) ]!-
(100) 
Note in particular that 
g l"(j : i) = 6 I ( J ^ 0 ) • 
Now consider the inverse LaPlace transforms of g^Cs) and g^'Cs). It 
follows immediately from equation (100) that 
-1 g±[8) 
-1 S\ g " (—) 
s i Km J c J 
If the notation 
_-l 
l i g i KX.) g^'Ct) 
is adopted^ reference to a table of LaPlace transform, pairs gives for 
S l ( t ) 
g±(t) = uce±
r(tac) . (101) 
See for example Gardner and Barnes (l6). 
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Straightforward computation yields 
w t 
c 
G, (t) = f g.(u)du= f g."(u)du--G."(ut) 





J gi(u) du - wc J g1"(u)
£"du (103) 
Similar relations will exist "between the h. (t) and the h "(t) and "between 
the k.(t) and the k "(t). If equation (95) is thus normalized with respect 
to frequency there results 
E (r. - s f = 
;CJ 
J r-
- ^ - f f ^ H-"(u t ) d i = l L 1 c 
OJ t 
c 
SAi2 / \"M* I Kin(a5ct - u ) I du 
+ Bj_
2 /* ^"(u^'du 
The notation g. (t)f for example^ will "be adopted for an element group 
variable which is normalized with respect to "both Samplitude and fre-
quency. Thus the desired expression for mean square error normalized 




1 (rl - ̂  = ,*° ,2 E T(i,\-1) Pi 2/ hi*W2 I V("cW' I dU 




(l/i-U -/ V ( u ) 2 d u 
B,2 
Examination of equation (105) shows explicitly the effect of the element 
group gains and the lower characteristic frequency CJ . 
The nature of the element groups of a measurement system to measure 
a constant is necessarily such that each element group is in effect a low-
pass filter. Two important characteristics of a typical such filter are 
its gain and cut-off frequency. These two numbers are adequate to specify 
a particular filter made from a given prototype. The prototype filter 
itself9 however> is more difficult to characterize. Its behavior depends 
on the number and nature of its elements and their relative values. If 
the type filter is fixed^ for example.? a Butterworth filter, families of 
prototype curves which show the effect of different relations between the 
element values are available in the literature . 
Returning to equation (l05)j> the effect of element gain and y is 
immediately apparent. Thus further consideration can he restricted to 
the "prototype" "behavior of the element groupsa 
Before proceeding^ however^ it is worth while to write down the 
obvious limiting expressions for the mean square error which result 
-X-
See for example K* W. Henderson and W. H* Kantz (22). 
lOfil 
from extreme values of w and the T(u?v), 
First of all it is clear that for fixed w tf E (r_ - S) approaches 
zero with w . Thus in designing a measurement system w should "be made as 
small as possible. 
Since the upper limit of integration of the first term of the 
summand of equation (105) is w t and its lower limit is zero^ there will 
"be systems with a value of w so small that the first integral is negli-
gible with respect to the second. In this case 
o tf" 
Ej^uM;) i=l T(l, i-l)^ 'o 
f h._*2(u)du (106) 
where f(x) « g(x) denotes that f(x) is approximately equal to g(x)« 
Wow consider the effect of the gains T(u/v). For this purpose it 
is expedient to write equation (105) as 






SA ̂  J h *(u)2du 
o 
+ B x
2 J h *(u)2au + s 
(107) 
where., assuming T(u^v) ̂  1 all u and YS 
J 
3tU) 







+ T(l/l-l) f V 2 ( u ) d 1 1 
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Examination of the expression for e shows that, e approaches zero as the gain 
of the first element group T(l>l) approaches infinity. Thus there are 
cases of importance for1 which T(l^l) is so large that 






SA. 2 J h1*(u)
2du + B x
2 f h1^(u)
2du . (108) 
In this case use of the Schwarz inequality and the fact that 
yields 
J h1*(u)
2du ^ f h1*(u)
2du 
E [rx(t) - s] \ (>SA± + B i 2 : (109) 
This equation is significant "because it is not only a lower hound on the 
mean square error for the case of large T(l^l), hut also a lower hound 
on the mean square error in general since the € of equation (107) is 
always positive. 
A upper hound on E r-(t) - S c~ for the case that T(l^l) is very 
large can he ohtained from equation (108) as 
^ o 1 
fh*(u)2du 
fr (t) - S 2 ^ *w (SA d + B 2) ~ 
L I J e l l R ^ ^ t f 




f h *(u)2du Ik f h *(u)2dii 
For large t this bound approaches 
*wc (SA^ + B^) f h *(u)
2du 
since H-*(oo) = 1. 
For large T(l5l) and small w it is clear that either equation 
(106) or equation (108) reduces to 
E [rl(t) - S ] 2 ~ w ° 2
 B l 2 / h i*W2 t o ' 
H;L*(wct) o 
(no) 
If B.. should be zero or much less than SA % equation (109) reduces to 
E tft) - S 2 - f S A 1 2 * ('111') 
2/. . In this case xSA /t is a greatest lower bound. This fact can be proved 
by choosing 
a u 
h.*(u) = ~ e Wc ; u ̂  0 . 
c 
For this h *(u), E [r^t) - S 
u 
is given by 
c 2a 
E [rx(t) - s] 
OS 
U 
e ** cLu 
'« t 





If a is allowed to approach zero, E r_(t) - S becomes in the limit 
El'r^t) - sf- | SA^ , 
showing that otSA- /t is a greatest lower bound for the class being con-
sidered. 
Now return to the general expression for mean square error given by 
equation (105). As pointed out above^ normalization of the impulse and 
step response characteristics of the element groups has made it possible 
to consider the effect of element group gain and characteristic frequency 
independently of what has been termed the "prototype" behavior. The pro-
to-type behavior is obtained by setting w i and all of the gain terms equal 
to one in equation (105)* This yields 
E [^(t) - 3J 2 (prototype) 'St 
H^ft)^ i=a U < f 
v2i 
SA." / h.*(u) |K*(t-u)|du 
1 J 1 ' i ' ' o 
(112) 
+ B± J h±*(urdu 
CHAPTER IX 
SUMMARY AND ENGINEERING APPLICATION OF RESULTS 
In the foregoing chapters a mathematical model for a linear noisy 
• * 
measurement system to measure a constant quantity has "been developed and 
analyzed. The purpose of this chapter will he to summarize the results 
of the earlier chapters and to emphasize the aspects of the mathematical 
model which can "be useful in the design of measurement systems. 
The nature of linear noisy measurement system errors is discussed 
in Chapter III where the conclusion is reached that in general only the 
statistical parameters of the output of such a measurement system can he 
specified. 
Bias error and mean square error as defined "by equations (2) and 
(3) of Chapter III are chosen as being the two errors which together came 
nearest to describing the behavior of the linear noisy measurement system. 
The bias error of the output of a measurement system gives the amount by 
which the expected value of the measurement system output differs from 
the true value of the quantity being measured„ The expected value of 
the output of a measurement system cannot be precisely determined from 
o 
measurements. However, if the mean square error, cr% is known use can 
be made of the Bienayme - Ichelyeheff inequality given by equation (l) 
(.or in special cases a stronger statement of the same sort) to make state-
ments such as the probability that a single reading of the measurement 
• * 
The definition and restrictions on this type of system are given 
in Chapter IV. 
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system differs in absolute value from its expected value "by more than kg 
is less than l/k ' where k is a constant. Thus a good measurement system 
would he one with a very small? or zero,? bias error and a small mean 
square error. For such a system,, with high probability a single reading 
of the output is very close to the value of the quantity being measured. 
The major design objective of a linear noisy measurement system will be 
to minimize bias and mean square errors. 
The development above has led to the conclusion that the most 
general measurement system of the type being considered has three distinct 
operational parts, namely (l) the "biased estimating system, (2) the opera-
tion to remove bias and (3) the output meter. These operational parts 
have distinct properties and distinct errors. The nature of these 
operational parts of the system is such that the quantity to he measured 
is applied to the biased estimating system. The output of the biased esti-
mating system can be applied to either the operation to remove bias or 
the output metero The differences in these two modes of operation are 
discussed in Chapter VII where the conclusion is drawn that the two 
modes of operation are substantially equivalent from a theoretical point 
of view. However5 the practical differences listed in Chapter VII are 
important. Perhaps the most important consideration in this connection 
is the fact that if the operation to remove bias follows the output meter 
then this operation can be performed on paper or by a suitable calibration 
of the output meter scale. The latter calibration would be of necessity 
time variable if the measurement system is to be used in the transient 
condition. In most cases the errors for performance of the operation in 
this way would be much smaller than the alternative of performing the opera-
tion to remove bias with analog components before the output meter. Thus 
llA 
it is important to note the restrictions that this connection implies, 
namely (l) the linear range of the output meter as defined in Chapter 
VI must be adequate to handle the output of the biased estimating system, 
which can be much larger than the value of the constant to be measured 
plus the biased estimating system noise; and (2) the effective meter 
sensitivity, V(t), is given by 
,,/. \ Actual meter sensitivity 
V(t; = _ _ _ _ _ _ 
i ' 
where K. (t) is the step response from the biased estimating system input 
to its output. 
If a measurement system is designed so that the operation to remove 
bias follows the output meter$ it must be designed with an adequate linear 
range as discussed above, and V(t) in the general expressions must be deter 
mined by the equation above. For this case the errors introduced by the 
operation to remove bias are so small relative to other errors that they 
can be neglected. 
Assuming that errors due to the operation to remove bias can be 
neglected, the measurement system errors are those due to the biased esti-
mating system and output meter. 'The physical assumption that the round-
off unit is smaller than the standard deviation of the output of the biased 
estimating system, in conjunction with the mathematical model., lead to the 
conclusion that the errors due to the output meter do not depend sub-
stantially on the output of the biased estimating system if the output 
meter is in its linear range * This fact makes it reasonable in a 
practical case to consider the design of the output meter and biased 
estimating systems independently., 
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As is discussed in Chapters VI and VII if the quantity "being measured 
is unknown,, as it is in most cases of importance, then the round-off error 
has equal probability of "being positive or negative independent of meter 
sensitivity. This being the case, in a practical sense,, total "bias error 
is minimized by removing the bias from the output of the biased estimating 
system. The fact that in general the expected value of the output of the 
biased estimating system is SH- (t) is sufficient to show that this bias 
can always be removed by division by PL(t). 
For a single reading of the output meter the fact that the mean 
square error due to the output meter does not depend on the output of 
the biased estimating system and the fact that both are positive are suffi-
cient to insure the fact that minimum overall mean square error is achieved 
by minimizing this type of error for the biased estimating system and the 
output meter separately. 
The situation is more complicated if several readings are made 
of the output meter and an estimate of the quantity to be measured is 
formed from some function of these readings. The general problem of 
choosing an optimum functional form for the estimate and minimizing the 
mean square error of the estimate "by appropriate choice of the parameters 
of the chosen function and of the biased estimating system is not con-
sidered. However? some insight into the effect on the various system 
errors of more than one reading of the output meter is given in Chapter 
VII by the consideration of several less general problems. 
General expressions are given in equations (Qh) and (89), for 
the bias and mean square errors of an estimate? L s formed as a linear 
combination of n reading of the output meter. These expressions are 
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"based on the fact that the "bias is removed from the output of the "biased 
estimating system. Equation (89) for the mean square error of L shows 
that this error can "be separated into the part due to the "biased esti-
mating system and the part due to the output meter. These two parts 
of the mean square error both depend on the parameters of L , but are 
Otherwise independent. 
Now turn to a discussion of the mathematical models for the output 
meter and the biased estimating system. The mathematical model developed 
for the output meter in Chapter VI accounts for two types of output meter 
errors namely, movement error and round-off error. Round-off error refers 
to the error arising because of a non-zero usable scale division, while 
movement error refers to any other type of output meter error which caus'es 
the output meter reading to differ from the true inputa 
The output meter model has three parameters, the mean square move-
ment error, or , the meter sensitivity, V(t) and the smallest detectable 
scale division, 7. The bias error due to the output meter for a single 
reading is given by equation (66) as E e„. Without knowledge of the true 
value of the constant being measured it is only possible to bound this 
error. Equation (6k) shows that the bias error due to the output meter 
is bounded between + ~ . The effect of output meter sensitivity on this 
error is discussed in Chapter VI. 
The mean square error due to the output meter for a single reading 
is given by equation (63) as 
y is the round-off error referred to the input to the output 
meter. Thus it is expressed in the units of the input to the output 
meter. 
2 , _ 2 
m r 
2 2 2 
E e is shown to lie "between y and 7 . Thus the mean square error 
3+ ? 
2 2 due to the output meter for a single reading lies between a + 7 and 
2 2 . 
°m + 7 • m 2 
For n readings of the output meter it is shown in Chapter VII that 
the "bias error is affected only in that the weighted average of the 
sensitivities at the instants of the several readings replaces V(t) 
in the expression for bias error in terms of the primitive round-off 
unit E . (See for example equations (79) and (8*0- O*1 "the other hand 
the mean square error due to the output meter is decreased "by using 
more than one reading. For example if the parameters of a linear esti-
mate L are restrained so as to minimize the mean square error due to 
the output meterj then this portion of the mean square error of L is 
given "by 
or2 0 E e
2 - ( E e ) 2 
JL_ + (E € f + _£. *_ . 
n r n 
Note that the mean square movement error is l/nth that for a single 
reading while the mean square round-off error is reduced hut hy a smaller 
amount. A restraint on the parameters of a linear estimate which is suffi-
cient to minimise the component of mean square error due to the output 
meter is given hy equation (9*0 • 
Now consider the biased estimating system. This operational part 
of the measurement system is composed of linear elements which can be 
interconnected in a variety of ways depending on the nature of a particu-
lar measurement system. This part of the system is subject to noise, 
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such as shot noise,, introduced "by its components» The discussion of 
Chapter IV shows that the diagram of Figure h applies to any "biased esti-
mating system for a linear noisy measurement system. This diagram is a 
representation of the "biased estimating system as the tandem connection 
of several element groups which connect between the points of application 
of the noise sources. This representation wa,s chosen "because the noise 
sources are unchanged from the physical system* This representation is 
used in all calculations involving the "biased estimating system. 
The parameters of the mathematical model for the "biased estimating 
system are the noise per unit "bandwidth constants of the noise sources, 
and the step and impulse responses of the element groups„ Two types of 
noise sources are considered, namely, those noise sources which are not 
present until the signal is applied, and those which are present for a 
long time "before the signal is applied,, 
In Chapter V a general expression is obtained for the expected 
value of the output of the biased estimating system. Equation (25) gives 
this expected value as SEL(t), where S is the value of the constant being 
measured and H_(t) is the step response from, input to output of the biased 
estimating system» This equation shows that the bias can always be re-
moved from the output of the biased estimating system by dividing this 
output by H_(t)o Thus the bias error of the biased estimating system in 
conjunction with the operation to remove bias is zero. In what follows it 
will be assumed that the biased estimating system contains the operation 
to remove bias. 
The mean square error due to the biased estimating system for a 
single reading is given by equation (95)/ a s 
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2 f h (u)2du 
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This rather intractable expression is examined in detail in Chapter VIII 
where tractable results are obtained in certain special cases. An analysis 
is also given in this chapter which places in evidence the general effect. 
of element group gain and bandwidth. 
The more important results of this chapter are the following. Equa-
tion (105) expresses the mean square error due to the biased estimating 





H*(a,t)2 U *V- ^ 1 c 
SA 2 f h1^-(u)
2 |K i^(coct-u)|du 
B 
+ T U T R I X / \*M2^ 
The starred variables are impulse and step responses which have been nor-
malozed with respect to gain so that the step responses approach unity 
for large t, and with respect to w so that any normalized frequency 
variable, say h *(jw), is related to the unnormalized variable by the 
relation 
h±*(jl) = \ O c ) • 
The T(u,v) are the gains between the u and v points in the biased 
estimating system. (The definitions of these variables are given in more 
precise detail in equations (96), (97) and (98). 
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In general terms if the responses h *, H*, K.*, t M gains T(l,j), 
and co t are fixed, then the mean square error is directly proportional to 
co . This is consistent with the intuitive feeling that decreasing the hand-
width of the "biased estimating system will decrease the noise at the output 
and hence decrease the mean square error. It should he noted however that as 
co approaches zero t must approach infinity in order for co t to remain 
fixed. Thus "zero bandwidth" subject to the assumptions above would only 
apply in the steady state. 
If all quantities hut the gains T(l^j) are held fixed, the equation 
above shows that (T(l,0) = 1 for all cases) varying the gains has no 
effect on the portion of the mean square error due to sources number one 
of both types. The contribution of other sources is decreased in proportion 
to the amount that the gain between the input and the position of the noise 
source is increased. 
Consideration of the effect of the gains T(l,j) on the mean square 
error leads to the important special case that the gain of the first element 
group, T(l,l) is very large * For this case only the sources numbered one 
have appreciable effect on the mean square error.. Thus the mean square 
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Other special cases are considered in Chapter VIII. 
Several bounds on the mean square error of the biased estimating 
system subject to various assumptions are established in Chapter VIII. 
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The most important of these is a lower hound on the mean square error of 
the biased estimating system. This hound is 
f^+Bj2). 
It applies to all linear noisy measurement systems* 
As mentioned ahove the effect of several readings on the mean square 
error due to the "biased estimating system is complicated. Some attention 
is given to this problem in Chapter VII. Perhaps representative of the 
results in a more complicated case are the results for two readings of 
the output meter. For this case it is necessary to consider not only the 
mean square error of the output of the biased estimating system at the times 
the readings are made^ hut also the correlation between these values„ Two 
general statements can be made relative to the results which are presented 
in detail in Chapter VII. If the outputs of the biased estimating system 
at the times of the two readings are uncorrelated, then the mean square 
error is one quarter of the sum of the mean square errors at the time 
of each individual reading. If the mean square errors in each single 
reading were equal, then the effect of two readings would be to halve the 
mean square error. In a more general case for which correlation could 
exist the mean square error due to the biased estimating system is 
Mt^t^) + 2\(t1,t,/) + \(t2,t2) 
For such a case it is important to note that X(t .,t ) can be negative so 
that the mean square error could be reduced by more than the factor of two 
which applied for the uncorrelated case. Of course in no case is it possi-
ble for \(t_,t_) to be sufficiently negative for the mean square error to be 
zero. 
CHAPTER X 
AN EXAMPLE ILLUSTRATING THE DESIGN OF A 
MEASUREMENT SYSTEM 
The purpose of this chapter is to consider a simple hut practical 
measurement system to illustrate the general results of this study. The 
system chosen for this example, is shown in Figure lU. It represents the 
"basic photometer circuit of several practical instruments (ik), and in its 
practical form satisfies the restrictions imposed on the linear noisy 
measurement system. 
The objectives of the discussion will be to first represent this 
system in the general framework of the linear noisy measurement system and 
then to use the results of the general analysis to choose that combination 
of system parameters which result in the smallest bias and mean square 
errors for a single reading of the output meter subject to either the 
restraint (l) the time at which the reading of the output meter is made 
is fixed or (2) the natural frequency of the galvanometer is fixed. 
As a first step in the analysis the system can be represented 
by the block diagram of Figure 15. Note that the operation to remove bias 
has been placed after the output meter in this figure« The symbols have 
the following significance: 
S - Constant amount of light to be measured. The light is 
applied to the system at t •= 0. 
N (t) - Shot noise and radiation noise generated in the phototube 
a 




Figure 1^ A Representative Measurement System 
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K (t) - Shot noise generated in the d-c amplifier referred to its 
input. 
n (t) - Thermal noise in the load resistor of the phototube and the 
input resistor of the d»c amplifier. 
n,(t) - Brownian noise and temperature noise in the galvanometer, 
g (s) - Transfer function of the phototube and its load resistor. 
g, (s) - Transfer function of the d-c amplifier. 
g (s) - Transfer function of the galvanometer• 
It will "be assumed that the galvanometer has a transfer function 
given by 
w K i 
s (B) = _ i L ^ . _. , (113) 
s + 2t s + co 
^n n 
a sensitivity from output to input denoted by V^ a mean square movement 
— 2 
error denoted by a in galvanometer output units and a round-off error 
denoted by r in galvanometer output units. The phototube and d-c ampli-
fiers will be assumed to have no frequency attenuation in the range of 
interest so that 
^s> - Ka 
and 
W - K b 
The power per unit bandwidth for the sources will be denoted as follows: 
source N (t) - SA 2 ax ' a 
source ^(t) - S K ^ 2 
source n (t) - B a a 
o 
source n, (t) - B. 
The representation of this system can "be easily adapted to the form and 
notation used for the linear noisy measurement system (see Figure 5)» 
The resulting "block diagram is given in Figure l6 where the symbols have 
the following significance: 
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Now the general equations for "bias and mean square error are directly 
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Figure 16 Representation of Measurement System in Standard Form 
square error referred to the system output 
E R(t) - S - Q-^yE Er (llA) 
V2 R(t) - s] 2 - E rx(t)2 - S2 + - J L — ^ 2 + E E r 2] . (115) 
G1(t) 
In this case the operation to remove bias is required to multiply the output 
meter output by V/G (t)» In a practical case this could be done by a time 
variable calibration,, Conventionally the system would not be read until 
it reached the steady state so that calibration would be the constant 
V/Ojeo). 
As discussed in Chapters VII and IX it is possible to consider the 
design of the output meter separately from the design of the biased esti-
mating system. Consider the design of the output meter first. The general 
conclusions reached in Chapter VII and summarized in Chapter IX apply 
specifically to this case. Thus the design considerations for the output 
meter are the following: 
1. To minimize the bias error for a given reading, overall system 
gain should be adjusted so that at the time of the reading SG (t) is as 
near the output meter full scale as the noise will allow. In this example 
either K, or K could be varied to make this adjustment* Neither of these 
quantities affects the mean square error subject to the optimum adjustment 
of K discussed below. 
a 
2. For a fixed quantity to "be measured, S, the adjustment of (l) 
129 
makes v/G_ (t) essentially a constant,. Thus the meter sensitivity, V̂  affects 
the value of gain required for (l)j, hut does not affect the performance of 
the output meter. 
3. E E and E E are hounded by + v/29 T /k and r /2 respectively. 
Thus other things being equal the choice of the galvanometer having the 
smallest value of r would minimize the effect of round-off error. A similar 
_ 2 
statement can be made relative to the mean square movement error. a 
7 m 
Now consider the mean square error due to the biased estimating 
system. This component of the error can be expressed for this system in 
terms of the normalized response g.*^) as 
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(116) 
by use of equation (105)0 The parameters of the biased estimating system 
2 2 2 2 
are thus t, u , A , A^ , B , B , K , K_, and £* Either t or u is fixed 
depending on which of the two design problems is "being considered. A design 
procedure which results in a choice of the parameters to minimize the mean 
square error of the "biased estimating system will now "be discussed. First^ 
consider the gains K and K. . Reference to equation (115) shows that 
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v2 3A a 
J g-^C'u) du (117) 
In most practical cases values of K greater than say 100 will make all 
a 
of the terms containing K in the denominator negligible relative to the 
a 
other term. Thus a choice for K of greater than 
a 
would he made to 
minimize E (r (t) - S) relative to K . For this choice of K , 
.L Bs 3, 
E (r (t) - S) is independent of K^, A^ , B " and BL . Equation (117) 
P 
now gives E (r, (t) - S) as a function of u } t a.nd t)S the latter para-
.*. meter "being conta ined i n gJT and G. *(w t )» I t i s convenient t o def ine 
•*- JL " 
a (id f £j t ) by the equa t ion 
U) 
n 
a(w n , £j t ) 
E ( r ; L ( t ) - S )
2 / g ^ C u ^ d u 
rtSA 
GO O 
n -"w t 
n 
î w du 
where the expression for G *(w t) in terms of g-f*(u) has been used. If 
w is set equal to one^ the prototype behavior referred to in Chapter VIII 
is obtained. Note that in this case the value of £ determines the particu-
lar prototype. 
For the purposes here it is convenient to consider the functions 
a) t 
n 
a(u) , t; t) J 
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Note that each of these functions is a function of M t and the ratio of 
n 
the two integrals involving g-*(u). 
a(w , t) t) 
v ny -' 
w 
n 
is plotted versus co t for several representative values of £ in Figure 
17> and ta(td ̂  £; t) is plotted versus to t for several values of £ 
in Figure l8. The lower "bound on the ordinate is plotted in each figure. 
Figure l8 is appropriate to choosing £ and co to give a minimum value of 
a(u 9 £; t) if t is fixedj, and Figure 17 is appropriate to choosing £ and 
t to minimize a(u , ̂ ; t) if u is fixed. The procedure for making the 
choice of £ and t or £ and w is clear from examination of the figures. 
For example if co is fixed Figure 17 shows that the choice of £ = 2 and 
large1 values of t would result in the smallest values of a(u , £; t) 
for the representative curves of this figure,, The curve of the lower 
"bound on a(w y £j t) for this case shows that this value of £ gives an 
actual value of a(u» } £j t) indistinguishable from its smallest possible 
value for the extreme value of t = 9 shown in the figure. 
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equivalent results can he obtained over a range of w from 1.5/t to 7/t. 
In, this range, the values 0.2, 0m'k and 1 for £ give comparable results for 
a) in the range 1.5/t to 3/t, while £ = 2 Is the best choice for co in the 
range 3/t to 7/t. Again the actual value of a(co , £; t) resulting from 
these choices of co and t are cloise to the value of the lower hound on 
n b 
a(wn, 5)t). 
It is clear that other design problems such as those resulting from 
the condition that both co and t are fixed or that both w and t are arbi-
n n 
trary could be handled using these, or similar, design curves. In the 
former case it is interesting to note from Figure 17 that if co t is fixed 
at less than say 3y£= 0.2 results in a value of a(co , £j t) smaller than 
those for higher values of £. In fact the curve for £ = 0.2 is close to 
the lower bound in the range w t from say 1 to 3» 
Once values for w and t have been chosen so that a(u , £j t) 
is fixed, equation (117) shows that the actual, mean square error due to 
the biased measurement system is given by 
E (rx(t) - S)
2 = scSAa
2a(«n, £jt). (118) 
2 
Thus it is clear that small values of A resiilt in the smallest error 
a 
of this type. The effect of the explicit appearance of S in the above 
equation has been discussed in Chapter III. As indicated in that chapter, 
S is unknown but will be estimated by the measurement« Use of the estimated 
value of S can give only an approximate -value for E(r_(t) - S) which will 
have the affect of adding some uncertainty to the final probability state-
ment which summarizes the result of the measurement* Finally it should 
be noted that reducing S, which has the effect of reducing E(r_(t) - S) ? 
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is not necessarily the proper thing to do. For this consideration 
fractional mean square error is another measure of system performance 
which should he evaluated. In this case fractional mean square error 
is given "by 
* Aa 2 
fractional mean square error = -g-— a(w > £; t) . (119) 
b n 
This equation shows that fractional mean square error is inversely 
proportional to S. Thus if it is possible to control the approximate 
size of Sf a large value would he chosen in most cases* 
The results of this example will now "be summarized. The objective 
of the design considerations is to minimize "bias and mean square errors-
The discussion is limited to a single reading of the output meter^ while 
the system itself is subject to either the restraint (l) the time at 
which the reading of the output meter is made Is fixed or (2) the natural 
frequency of the galvanometer is fixed. Subject to these conditions and 
restraints the parameter values which minimize bias and mean square error 
are the following: 
2 
1. r and a and A should he as small as possible. 
ma * 
2. The gain K should be largef say greater than 100. 
a 
3. K, or K should be adjusted so that for each reading SG1(t) is 
as close to full scale on the output meter as the noise will allow 
k. The meter sensitivity^ V^ affects the particular choice of 
gain in (3), but subject to the adjustment of (3), bias and mean square 
errors are essentially independent of KL« K and V. 
5« The choice given In (2) for K makes bias and mean square error 
a 
2 2 2 
substantially independent of A. f B ' and B. . 
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6. If M is fixedj, large values of t, and large values of the time 
of the reading, t, give the smallest mean square error. For the extreme 
values of {; = 2 and t = 9 given in the representative curves of Figure 
17/ the actual mean square error cannot he distinguished from the lower 
hound. 
7. If t is fixed a range of u from approximately l»5/t to 7/t 
gives comparable results» The choice for £ depends on which values of 
w are chosen. For example if GO is in the range 1.5/t to 3/t the values 
£ = 0.2^ 0.4 and 1 for £ give comparable results, while £ « 2 is a "better 
choice if co is in the range 3/t to 7,/t» For any of these choices the 
difference "between the actual mean square error and the lower hound does 
not exceed 20$. 
8. If "both co and t are fixed and if u t is leas than say 3, a 
value of £ = 0.2 gives the smallest mean square error for the representa-
tive values used in Figure 17. 
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