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DECOMPOSITION OF NON-NULL WILKS' U A.ND·MULTIVARIATE BETA 
,};- 1. Introduction. 
A simple proof is given for Bartlett's decomposition of Wilks' U 
in the non-null case. Using this result a decomposition theorem is 
proved for multivariate B distribution in the non-null case. This 
generalizes the corresponding result for the univariate B distribution. 
Furthermore, 80me properties of the non-null multivariate beta distribution 
are derived. 
2. Bartlett's Decomposition in the Non-Null Case. 
Let X,, ••• , X be independently distributed random p x 1 vectors 
-.1. ~ 
such that X - N (~, E) and ~ = 0 for ct= r + 1, ••• , n. Define 
ct p ct ct 
n n 
u = I 6 x x' I / I ~- x x' I • 
ct=r+l a ct a=l ct a 
Assume n - r ~ p. Let 
... ~ ] . 
,_,r 
We denote the distribution of U by 
U (n-r, r; ch(E-~'M)), p 
where ch indicates the characteristic roots. 
( ) (n-r r ) For p = 1, u1 n-r, r; A = noncentral beta 2 , 2; A. For 
r = 1, UP(n-1, l; A)= noncentral beta (n;p, ! ; A), where A is the 
-1 
only nonzero latent root of E M'M. These special cases are well-known. 
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Note now 
1 :Sq< p, let 
[ ~i l [ xll Xl2r [X(l) x<2) l J~ = n~ = x21 x22 n-r = q (p-q) 
q (p-q) 
n [x~l x21 ~ XX'= s = :"--I Ci Ci ' 
a=r+l x22 x21 
q 
x~l x22] q 
x~2 x22 (p-q) 
(p-q) 
= [ 
811 8
1
2
] 
821 822 
n [ x~l x21 + Xii xll 
T = E xx' = x'x = 
a=l a a x~2 x21 + Xi2 xll 
x~l x22 + Xi.1 x12 l = [Tll T12l • 
x~2 x22 + Xi2 x12 T21 T22 
-1 -1 822-1 = 822 - 821811812' T22•1 = T22- T21T11T12 • 
18 1 / ITI = Cl 811I / IT11ll (1 822-11 I IT22,1ll-
we shall consider first the conditional distribution of x< 2>, given X(l). 
Conditionally, the rows of x<2) are independent N (•, E22 1) where 
. [Ell El2 l qp-q • 
E22•1 = E22- E21E~~l2 'E = E E 
21 22 (p-q) 
q (p-q) 
[ 
1
r I xlll [ Ct'' l E[X(2)jX(l)] = ~ ~
1 
n x (r+q) (r+q) X (p-q) 
where a = I:21Ei~ , ot = ~ - aMi , M = [~ M2] • Using this conditional 
q (p-q) 
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model, the maximum likelihood estimates of a and ~ are 
The residual (error} matrix is s22 •1• Under the restriction a= O, 
the residual error matrix is T22 •1• It can be seen easily that 
where 
G = lr+xu(x~l x21>-1x1.1. 
It follows from the standard results in MANOVA that, given X(l) 
and s22 •1 , T22 •1- s 22 •1 are independent. * In the above, W and W 
denote the central Wishart and the noncentral Wishart distributions. 
Hence, given X(l) 
1822.11 
IT22•ll 
Note also that 
- U (n-r-q, r p-q -1 ( -1 ')]) ch[E22 •1 a G a • 
1s111 ~. 
IT11I -uq(n-r, r; ch[Ei1~{~]). 
Let A= Isl / ITI, Ai= 1s111 / IT11I , ~-1 = 1s22•11 / IT22.11· Then 
A= A1A2 •1 , and 
* A -U (n-r, r; ch (6 )) p p 
A1 = jG-
1
1 -u (n-r, r; ch*(6 )) q q 
A_.1 given G -u {n-r-q, r; ch*[G-
1(6 - 6 )]) 
.'2 p-q p q 
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* where ch denotes the non-zero characteristic roots, and ~ and ~ p q 
are defined as follows: 
Note that 
The standard Bartlett's decomposition of U in the null case follows 
easily from the above results. 
3. Decomposition and Properties of the Noncentral Multivariate Beta Distribution. 
Let us now write 
[ 
x(l) l r 
X = X(
2
) n-r 
Define 
We shall say B is distributed as the noncentral multivariate beta 
distribution 
Let 
i.e., Bl is defined as B except for using the first q components. 
It is easy to see that 
B - B1 = [x12 - x11<x~1x21>-1(x~1x22)Js;!.1[x12- x11<x~1x21>-1(x~1x22)]' • 
Given x(l), 
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Hence 
{a) G-~,, s22 •1 are independently distributed, 
{b) s22•1 -wp_q(n-r-q, E22•l), 
(c) the rows of G-ia, are independent N (•, E22 1) and the p-q • 
conditional expectation of G-~, is G-½a,. 
-~. -1 ,.. -½ ( Ir+ G a s22 •1oG - Br n-r-q, p-q; -½' -1 -½) G a E22•1QG • 
Define 
-½c ) -½ B2•l = Bl B-Bl Bl + Ir • 
Finally, we have the following results: 
B = Bt B2•1 Bt 
B - B (n-r, p ; fl ) 
r p 
B1 - B ( n-r, q ; fl ) r q 
B2 •1, given B1 -Br(n-r-q, p-q; Bi½(Ap- Aq)Bi½), 
This result is interesting since it generalize~ the corresponding result 
for univariate non-central beta distribution. To see this, we proceed 
as follows. 
and 
For r = 1, m = n - r 
1/B -noncentral beta (m-p+l, p; fl) p 
1/B1 -noncentral beta (m-q+l, q; flq) 
1 l/B2 •1 , given B11 -noncentral beta (m-p+l, p-q; (flp- a4) Bl) 
1/B =(l/B1) • (l/B2 .1)• 
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Let us consider some other properties of the B distribution. First 
r 
note that, if B -Br(m, p; 8) then jB(-l -up(m, r; 8). Let h11 
be the first diagonal element of B. Then 
b11 -B1(m, p; 011) = 1/noncentral beta (m-p+l, p; 011), 
where &11 is the first diagonal element of 8. 
Let 
Let 1 < s < r. 
B = 
rxr [
Bll Bl2 l s 
B21 B22 r-s 
s r-s 
-1 
B22•1 = B22 - B21Bl1Bl2 • 
[ Ui l s x(l) = 
rXP U~ r-s 
8 = [ 
8
11 
8
12 
821 822 
s r-s 
Recall that 
B = Ir + x(l)s-1x(l) . 
Then 
B11 =Is+ uis-1ul - Bs(m, P; 811) 
'( ')-1 B22•1 = Ir-s + u2 s + ulul u2 • 
J:-s 
Suppose now 811 = O, i.e., E(U1) = O. Then, clearly B11 and B22 •1 
are independent, and 
B22•1 - Br-s{m-1-s, p; 822). 
This gives another decomposition of B. Also, it is easy to see that 
for any non-null vector a: r X 1 
-
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Consider now 
when 
I -1 a B a 
N N 
B - B ( m, p ; 0) • 
r 
It is clear that for any orthogonal matrix L 
Hence 
a'a 
-1 
a'B a 
1 
- ll. 
b 
In the previous result, let s = r - 1. Then 
1 
bll - B22 •l - Bl (m+r-1, P ; o). 
r X r, LBL' - B ( m, p 
r 
Finally, note that if p = 1, 1B1-l -noncentral beta (m, r; tr(~)). 
Remark 1. 
All the above results for decomposition of U and B can easily 
be generalized to more than two factors. 
Remark 2. 
For the standard results used in this note, one may refer to 
Anderson [1] or Rao [7]. Bartlett's decomposition of non-central U 
was previously obtained by Katti [3] when rank(M) = 1 and by Asoh and 
Okamoto [2] when rank(M) = 1 or 2. A direct proof is given here for 
the general case. For multivariate beta distribution (central) one may 
refer to Olkin and Rubin [6], Mitra [5], and Khatri [4]. In these 
papers, some other versions of the multivariate beta distributions are 
also considered. 
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