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Introduction
Motivation
Understand rigorously the Hamiltonian formulation and quantization of
fields coupled to point masses and other low dimensional objects.
Why am I talking about this subject?
Boundaries and boundary d.o.f. play an important role in gravita-
tional physics, (black holes, horizons in general, asymptotics, hologra-
phy, AdS/CFT,...).
They are also important in other fields (almost all the physical systems
are bounded in some way).
A specific example in condensed matter physics is provided by topo-
logical insulators with bulk & boundary fundamental excitations.
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Introduction
The quantization of models with boundaries requires that we under-
stand the appearance and coexistence of bulk and boundary d.o.f.
both at the classical and quantum levels. This raises some questions:
1 How do we define bulk d.o.f.?
2 How do we define boundary d.o.f.?
3 What is a physical d.o.f., anyway?
It is important to find out when/if the Hilbert space of the model
factorizes as Hboundary ⊗Hbulk .
1 This is relevant to study quantum black holes.
2 Understand particle detectors of the Unruh/Wald type.
3 Also relevant to understand quantum measurement, decoherence...
Boundaries provide an alternative way to probe systems of quantized
fields, (exciting and/or detecting quantum excitations).
Boundary observables can be important from the perspective of diff-
invariant QFT’s and other interesting problems (holography).
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Introduction
A simple model: a string tied to two point masses
A linear system.
This is not as restrictive as it may sound. Many non-linear models
are quantized in Fock spaces so it is important to understand the
linear case.
Of course there are other types of quantizations but this may help
understand them.
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The model: a finite string and two masses.
Lagrangian and equations of motion
S(u) =
∫ t2
t1
L(u(t), u˙(t))dt .
L(Q,V ) =
1
2
〈V ,V 〉− 1
2
〈Q ′,Q ′〉− ω˜
2
2
〈Q,Q〉+
∑
j=0,1
(µj
2
V (j)2 − κj
2
Q(j)2
)
.
ω˜ is the KG mass, µj particle masses, κj spring constants.
Point masses are put in by hand. So we have introduced boundary
d.o.f., right?
The springs are introduced so that the masses attached to them can
be thought of as “multilevel Wald/Unruh detectors”.
The point masses can be as heavy as we want (“classical”).
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The model: a finite string and two masses.
Lagrangian and equations of motion (cont.)
The equations of motion/field equations are:
u¨(x , t)−u′′(x , t) + ω˜2u(x , t) = 0 , x ∈ (0, 1)
µ0u¨(0, t)− u′(0, t) + κ0u(0, t) = 0 ,
µ1u¨(1, t) + u
′(1, t) + κ1u(1, t) = 0 .
The last two equations are not standard boundary conditions!
Separation of variables u(x , t) = X (x)T (t).
“Eigenvalue problem”. X ′′ = a X ,
X ′(0) = µ0(ω˜20 − Ω2 + a)X (0) ,
X ′(1) = −µ1(ω˜21 − Ω2 + a)X (1) ,
T¨ = (a− Ω2)T
This is not a standard Sturm-Liouville problem. This means that
we cannot naively import the usual, well-known results.
However we will show that, with some work, it can be interpreted as
a certain type of Sturm-Liouville problem.
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The model
A crucial observation
The eigenfunctions associated with different eigenvalues ak are not
orthogonal with respect to the standard L2 scalar product but they
are orthogonal w.r.t.
〈〈u, v〉〉 := µ0u(0)v(0) + µ1u(1)v(1) +
∫ 1
0
u · v dx .
There are subtleties, for instance, this scalar product does not make
any sense in L2(0, 1) (the boundary has zero measure!!) in spite of
being defined for continuous functions.
If you need to work with a Hilbert space of solutions endowed with
this scalar product you have to do something...
Are there Hilbert spaces where this scalar product makes sense?
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Hilbert spaces
We need to have well defined boundary values.
Sobolev spaces provide a way to define boundary values (trace op-
erators γ) but they are too regular (in principle) for our purposes.
It is better to work with L2[0, 1] := R × L2(0, 1) × R with scalar
product
〈~v , ~w〉L2 := α0v0w0 + α1v1w1 +
∫
[0,1]
v · w dµL .
This is indeed a Hilbert space (in particular complete).
A different and useful point of view: change the measure!
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Hilbert spaces
Introduce the measure µ = µL|(0,1) + α0δ0 + α1δ1 in the Borel σ-
algebra B([0, 1]).
Consider
L2µ[0, 1] := {f : [0, 1]→ R/f measurable ,
∫
[0,1]
f 2dµ < +∞} ,
endowed with the scalar product
〈u, v〉µ =
∫
[0,1]
u · v dµ .
This is a Hilbert space isomorphic to L2[0, 1].
Notice that there are boundary contributions to the scalar product.
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Hilbert spaces
In order to proceed one has to use measure-theoretic concepts and ideas.
Radon-Nikodym derivatives.
A generalized Laplacian written in terms of them.
Classically it plays a crucial role to write the Hamiltonian vector
fields.
It is self-adjoint, hence, there is an orthonormal basis of eigenfunc-
tions that can be used to expand the solutions to the field equations
in terms of them.
Quantum mechanically it plays a crucial role in the Fock quantiza-
tion, in particular in the definition of the 1-particle Hilbert space
and the full quantum Hamiltonian obtained by lifting this to the
Fock space.
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The generalized Laplacian
Domain and definition
D := {u ∈ L2µ[0, 1] : uµ(x) exists ∀x ∈ [0, 1] , uµ isµ− a.c . , uµµ ∈ L2µ[0, 1]}
D̂ := {u ∈ D : (−1)juµ(j)− A(j)u(j) = 0} ,
(Robin BC’s), with A(j) ∈ R for j = 0, 1.
The operator: ∆µ : D̂ ⊂ L2µ[0, 1] → L2µ[0, 1] : u 7→ (1 + C )uµµ ,
where C : [0, 1]→ R is a function defined as C (x) = 0 for x ∈ (0, 1),
and C (j) = cj ∈ R for j = 0, 1. These values will be fixed later.
The boundary conditions (−1)juµ(j)−A(j)u(j) = 0 relate the values
of γj(X ) with those of X (j) through γj(X ) =
(
1 + αjA(j)
)
X (j) .
These are the essential ingredients to “avoid boundary eigenvalues”.
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The generalized Laplacian
Comments
Comparison with the equations of motion for the particles at the
boundaries relates A(j), αj , cj with µj , µ and ω˜j
These equations are not enough to completely fix A(j), αj , cj . The
extra condition needed to fix them is obtained by requiring that the
operator ∆µ be symmetric.
In addition to being symmetric it is possible to show that the operator
∆µ is self-adjoint in D̂ (Evans).
This means that the set of eigenfunctions is complete and they are
orthogonal.
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The generalized Laplacian
An interesting observation
If u, v ∈ D̂ their scalar product can be written in two alternate but
equivalent forms
〈u, v〉µ =
∑
j=0,1
αju(j)v(j) +
∫
[0,1]
u · vdµL
=
∑
j=0,1
µjγj(u)γj(v) +
∫
[0,1]
u · vdµL ,
This establishes a connection between the preceding results and the
argument leading to the identification of the scalar products used.
The masses of the point particles appear explicitly.
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Hamiltonian Formulation
Geometric description in phase space
The primary constraint manifold is M1 := D × L2µ.
L2µ × L2µ carries a canonical strongly nondegenerate symplectic form
(inherited from the cotangent bundle L2µ × L2∗µ ) given by
Ω(Q,P)((q1, p1), (q2, p2)) = 〈q1, p2〉µ − 〈q2, p1〉µ
where Q,P, qi , pi ∈ L2µ. (boundary contributions through 〈·, ·〉µ).
The pullback of Ω to M1, ω := FL∗Ω is the weakly symplectic form
ω(Q,P)((q1, p1), (q2, p2)) = 〈q1, p2〉µ − 〈q2, p1〉µ ,
with Q, qi ∈ D and P, pi ∈ L2µ.
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Hamiltonian formulation
Hamiltonian & Hamiltonian vector fields
Hamiltonian:
H =
1
2
〈P,P〉µ + 1
2
〈Qµ,Qµ〉µ + 1
2
Ω2〈Q,Q〉µ
+
∑
j=0,1
(−1)jα2j
(
Qµ(j) + A(j)Q(j)
)
Qµµ − 1
2
∑
j=0,1
(−1)jA(j)Q2(j) ,
Final constraint submanifold: M2 = D̂ × D.
Hamiltonian vector field:
XQ = P ∈ D
XP = −Ω2Q + ∆µQ ∈ L2µ .
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Fock quantization
Fock quantization summarized (see Wald)
The phase space can be seen as the space of solutions to the field
equations of motion we have a precise and complete description
(down to functional analytic details). In our case M2 = D̂ × D.
This is endowed with the symplectic form ((Q,P), (qi , pi ) ∈M2)
Ω(Q,P)((q1, p1), (q2, p2)) = 〈q1, p2〉µ − 〈q2, p1〉µ,
We define a complexification of this vector spaceMC2 . Vector addi-
tion is defined componentwise as the standard sum of real functions
and multiplication by complex scalars is defined by introducing a
complex structure J and requiring (a + bi) · V := (aI + bJ)(V ) for
a, b ∈ R and V ∈M2 ×M2.
Use the symplectic form to define a scalar product. The complex-
ified symplectic form is the straightforward extension by complex
linearity ΩC(Q,P)((q1, p1), (q2, p2)) := 〈q1, p2〉µ − 〈q2, p1〉µ.
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Fock quantization
Fock quantization
Take the complexified solutions to the field equations and consider
only those with positive frequencies (a subspace MC+2 of MC2 ).
In this linear space we can define a complex scalar product as
−iΩC((f1, g1), (f2, g2)) ,
which is, indeed, positive definite.
This scalar product has terms of the form 〈f ,√ω˜2 −∆µg〉µ. The
generalized Laplace operator ∆µ plays a central role in the Fock
quantization!
Consider the completion of M+C2 in the topology induced by this
scalar product (H). This is the 1-particle Hilbert space h.
Finally define the Fock space F(H) := ⊕∞n=0H⊗sn
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Fock quantization
Non-factorization of the Fock space
Can Γs(H) be written as a tensor product H∂ ⊗ Hbulk? NO!.
This is striking because we have, apparently, introduced boundary
degrees of freedom “by hand”.
If we were working in R ⊕ L2(0, 1) ⊕ R the Fock space would have
the form F(R)⊗F(L2(0, 1))⊗F(R).
If, instead, we take the 1-particle Hilbert space h the presence of√
ω˜ −∆µ in the scalar product chenges the situation.
If h = C⊕ hstring ⊕ C then the function
F : [0, 1]→ R : x 7→ F (x) =
{
1 x = 0
0 x ∈ (0, 1]
would have to be in h but this is impossible because it is not nor-
malizable! (a consequence of the detailed asymptotic behavior of
its Fourier coefficients).
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Fock quantization
Conclusions and comments
There are no d.o.f. associated with the boundary. Neither
classically (only normal modes) nor quantum mechanically (no
factorization of the Hilbert space). This is so despite the fact that
we put them in by hand.
The point masses are not subsystems in the standard way.
Notice that the symplectic form has boundary contributions!
How does one recover the standard harmonic oscillator in the limit
where the string d.o.f. are neglected? (In particular, how do we get
the standard Hilbert space?)
Can we use the masses at the boundary as measuring devices/particle
detectors?
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Fock quantization
Conclusions and comments (cont.)
An interesting way to couple field d.o.f. defined in bounded regions to
point particle d.o.f. (or low dimensional objects in general) is through
the use of measures, the associated Radon-Nikodym derivatives
and scalar products defined in terms of them.
This is a sort of extension of QFT in curved spacetimes obtained by
using non-trivial measures.
The procedure can be exported to 3+1 or 2+1 dimensional models.
As long as one is working in Fock space the previous procedure can
be used to identify the proper Hilbert spaces even for non-linear
models. These are not trivial to guess when boundaries and/or clas-
sical boundary d.o.f. are present.
See our arXiv:1501.05114
THANKS!.
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Radon-Nikodym derivatives
Let u : [0, 1] → R such that its restriction to (0, 1) is continuous.
We say that u is µ-a.c. if the measure νu on B([0, 1]) defined by
νu([x , y ]) := u(y)− u(x) ∀[x , y ] ⊂ [0, 1], x < y is µ-a.c. (νu  µ)
that is ∀A ∈ B([0, 1]) with µ(A) = 0 we have νu(A) = 0.
The Radon-Nikodym theorem implies that (for measure spaces
with σ-finite measures) given a µ-a.c. function u there exists a µ-
measurable function uµ ∈ L1(µ) such that ∀A ∈ B([0, 1]) we have
νu(A) =
∫
A
uµdµ .
This means that for x , y ∈ [0, 1], x < y we have
u(y)− u(x) =
∫
[x ,y ]
uµdµ .
uµ is the Radon-Nikodym derivative of νu (or u) w.r.t. µ.
Fields & masses J. Fernando Barbero G. (IEM-CSIC) LOOPS15 July 2015 22/23
Radon-Nikodym derivatives
Some properties of the Radon-Nikodym derivative:
uµ(j) =
(−1)j
αj
(
γj(u)− u(j)
)
where γ0(u) denotes u(0+) and γ1(u)
is u(1−). Also, we have uµ(x) = u′(x), µL − a.e. for x ∈ (0, 1).
Let us define the function K : [0, 1]→ R : x 7→ K (x) with K (x) = 0
for x ∈ (0, 1) and K (j) = (−1)jαj for j = 0, 1; then
(uv)µ(x) = uµ(x)v(x) + u(x)vµ(x) + K (x)uµ(x)vµ(x) , µ−a.e.
This expression is useful whenever we have to perform integrations
by parts of Radon-Nikodym derivatives.
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