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.Abstract. 
The structure of fields with nilpotent S-derivations is investigated. General basis 
theorems are obtained, illustrated with several examples. 
§ 1. Introduction. 
The well-known formula of analysis (ab)' =a'b+ab' may be written in 
an alternative operational form 
D(ab) = (Da)b +a(Db). 
Similarly one has 
L1(ab) = (L1a)(Eb) +a(L1b) = (L1a)b + (Ea)(L1b), 
where L1 denotes the difference operator and E the shift operator. Both 
formulas give rise to the following algebraic definition. 
Let K be a (skew) field 1) with endomorphisms S and T; an (S, T)-
derivation of K is a linear mapping L1 of K into itself which satisfies 
(ab)L1 =aL1·bS +aT ·bL1 (a, b EK), 
where operators are written on the right of the element on which they 
operate and where the operator L1 has no more the special meaning it 
has in analysis. An (S, I)-derivation is also called an S-derivation (cf. 
JACOBSON [9], p. 170). 
In this article we deal with the structure of a field K with a nilpotent 
S-derivation D of index r. In § 3 we derive two basis theorems which 
appear to be similar to theorems on cyclic fields derived by ALBERT [1], 
PERLIS [11] and AMITSUR [3]. In § 4 we investigate examples of a field 
K of characteristic p =1= 0 and a derivation (=!-derivation) nilpotent of 
index r=pt. We also give several examples of nilpotent S-derivations 
(S =1= 1 ). Some of the results of the present paper were included in a doctoral 
dissertation presented to the Technological University Delft in 1967 and 
carried under the instructions of Professor H. J. A. Duparc. The author 
1) The term "field" will be used in the sense of "skew field", i.e. "not necessarily 
commutative division ring". 
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§ 2. Consequences of the nilpotency. 
Let K be a field with an endomorphism Sand a nilpotent S-derivation 
D of index r, which satisfies 
(l} (ab)D=(aD)(bS)+a(bD) for all a, b EK. 
Let ff(S, D) represent the sum of all products with i factors Sand (n-i) 
factors D, so 
fr(S, D) =SiDn-i+Si-lDn-iS + ... +Dn-iSi, 
with ( 7) terms. We now have the generalized formula of Leibnitz 
" (2} (ab)Dn = _L (aDi) {bff(S, D)}. 
i~O 
The constant field 0 is defined as the subfield of D-constants, so 
C={a EKjaD=O}. 
Because (bDr-1 )-1 is a constant, it is easy to verify that 
(3} (k= l, 2, ... , r-1}, 
for all b E K with bDr-1 of- 0. 
Now (2) gives 
r-1 
0= (ab)Dr= .L (aDi) {bfHS, D)} for all a, bE K. 
i~l 
In virtue of (3} we can choose elements a E K such that 
i=l,2, ... ,r-l. 
It follows that 
bfHS, D)= 0 for all bE K, i=l,2, ... ,r-l, 
hence 
(4) fl(S, D)= g(S, D)= ... = f~_ 1 (S, D)= 0. 
From (4) we can obtain further 
0= f;_ 1(S, D)=Sr-1D+Sr-2DS +Sr-3DS2+ ... +DSr-1, 
so 
consequently 
(5) 
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It is not difficult to understand the identities 
(6) ff+I(S, D)= ff- 1(8, D)S + lf(S, D)D 
and 
(7) 
Now letS be an automorphism of K (inverse S-1 =T), then (6) becomes 
with n=r-1 
g:HS, D)= - g-1(8, D)DT, 
so 
(8) fr.-l(S, D) =Sr-1( _ DT)r-1-k (k=O, 1, ... , r-1). 
With k = 0 the last relation becomes 
whence we conclude 
(9) (DT)r-1 = ( -1)r-1pr-1Dr-1 "# 0 
and 
(10) (DT)r = (- 1 y-1pr-1 DrT = 0. 
Let us abbreviate Ll =DT, then Ll is a (1, T)-derivation of K, satisfying 
(11) (ab)LI =(aLI)b+(aT)(bLI) (a, bE K), 
in other words, Ll is a nilpotent (1, T)-derivation of index r. The results 
obtained may now be summed up as follows: 
Theorem 1. Let K be a field with an endomorphism S and a nil-
potentS-derivation D of index r. Let lf(S, D) represent the sum of the (;) 
products with i factors S and (n-i) factors D, then 
(i) 
(ii) 
g(S, D)=O, i=1, 2, ... ,r-1; 
If S is an automorphism of K (inverse T) then we can further derive 
(iii) Ll =DT is a (1, T)-derivation of K, that is also nilpotent of index r. 
(iv) (k= 0, 1, ... , r-1). 
We often use the derived relations 
(12) (a-1)D= -a-1(aD)(aS)-1, 
(13) (a-1 )D2 = a-1{(aD)(aS)-1(aDS +aS D) -aD2}(aS2)-1. 
Further we have the following result: 
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Theorem 2. Let K be a field with a derivation D which is nilpotent 
of index r, then K has characteristic p =t 0 and r =pt. 
Proof. Because S = 1 we have from Theorem 1, (i) that 
JH1,D)= (:)nr-i=O, i=1,2, ... ,r-1, 
hence 
From ( ~) = r = 0 we conclude that K has prime characteristic, p say, 
which must satisfy plr. Write r=qpt, p 1 q. It is easy to prove that 
is congruent to q mod p, hence q= 1 and r=pt. 
Other proof (ConN): Again following Leibnitz 
O=(ab)Dr=r(aDr-l)(bD)+ (~) (aDr-2)(bD2)+ ... , 
choose b such that bD =t 0, bD2 = 0, then 
r(aDr-l)(bD)=O for all aEK, 
hence r=O. Thus again K has characteristic p=tO and plr, let r=qpt, 
p 1 q. Now we get a derivation 
b = DPt = Drlq 
with index q, so plq. Consequently q= 1, r=pt and the theorem follows 
again. 
It is not difficult to find examples of a nilpotent derivation. E.g. let 
K be the field of Laurent series with finite principal part, integer coef-
ficients modulo p (p prime) and ordinary differentiation D. Then of course 
DP = 0. More generally for the case r is a prime power we shall give in § 4 
examples of fields of characteristic p =t 0 with a derivation which is nil-
potent of that prime power index. In that section we shall also give three 
examples of nilpotent S-derivations with S =t 1. 
§ 3. The basis theorems. 
Theorem 3. Let K be a field, not necessarily commutative, with 
an endomorphism S and an S-derivation D satisfying 
(14) (ab)D= (aD)(bS) +a(bD) (a, bE K). 
Assume that 0 is the subfield of D-constants. Let D be nilpotent of index r. 
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Then every element a E K can be written uniquely in the form 
(15) (Ai E 0), 
where z is an arbitrary element of K satisfying zDr-1 # 0. 
If S is an automorphism of K (inverse T), then every element z E K 
can also be written uniquely in the form 
(16) a= z,uo + (zLI ),u1 + (zLI 2),u2 + ... (zLJr-1 ),Ur-1 (,Ui E 0), 
where Ll = DT and z satisfies zLfr-1 # 0. 
Proof. We try to write 
a= J.oz + J.1(zD) + J.2(zD2) + ... + Ar-1(zDr-1) 
with still unknown coefficients Ai E 0. By differentiating we obtain suc-
cessively 
(17) 
aD=J.o(zD) +J.1(zD2) +J.2(zD3) + ... +Ar-2(zDr-1), 
aD2 = Ao(zD2) + J.1(zD3 ) + A2(zD4 ) + ... + Ar-a(zDr-1 ), 
aDr-2 =Ao(zDr-2) + A1(zDr-1), 
aDr-1 = Ao(zDr-1 ), 
and beginning with the last equation we can obtain all the constants At. 
(It has to be shown that At is constant. This is easily checked by induction). 
To prove the second part of the theorem we observe in the first place 
that the constant fields of D and Ll coincide and in the second place that 
also Ll is nilpotent of index r (cf. Theorem 1, (iii)). The further proof is 
similar to the proof of the first part. Thus the theorem is established. 
Remark 1. It follows that K has a left differential basis, by which 
we mean a left 0-independent basis of the form z, zD, zD2, ... , zDr-1. If 
the endomorphism Sis also an automorphism of K with inverse T, then 
K has also a right 0-independent basis z, zDT, z(DT)2, ... , z(DT)r-1. We 
call K a cyclic space relative to the derivation D (or DT). 
Remark 2. AMITSUR [3, Lemma 3, p. 90] proved the first part of 
the theorem in the caseD ==S -1 (cf. § 4, example 2). Also JACOBSON [8, 
p. 221] proved a theorem of this kind for a non-nilpotent derivation 
(=!-derivation) in a special commutative inseparable field. His proof was 
the same as by the "normal basis theorem". 
Corollary 3.1 [3, p. 89, Cor. 1]. An element a E K is integrable 
(i.e., the equation bD =a has a solution b E K) if and only if aDr-1 = 0. 
Proof. By (17) aDr-1=0 implies Ao=O, hence 
b=J.1z+J.2(zD) + ... +Ar-1(zDr-2) +a constant. 
The converse is trivial. 
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Corollary 3. 2. The constant field 0 precisely consists of the elements 
bDr-1 (all b E K). 
Proof. If A. is a constant and z E K generates a differential basis (i.e. 
zDr-1 ¥= 0}, then we have 
{A.(zDr-1 )-1z }Dr-1 =A.. 
Conversely if eDr-1=A.(e E K}, then A. is a constant. Consequently the 
constant field 0 precisely consists of the elements bDr-1 (all bE K). Ex-
pressing z ·A. (A. E 0) in the left differential 0-basis we may write 
(18) z ·A.= (A.Do)z + (A.D1)z' + (A.D2)z" + ... + (A.Dr-1)z<r-1) (A. E 0}, 
where z" =zD2 etc. and D~, is a certain mapping in the constant field 0. 
From now on we assumeD to be a derivation of K (i.e. 8=1). In virtue 
of Theorem 2 the characteristic of the field K is p ¥= 0 and the index r 
of nilpotence of D is pt. We easily derive from (18) and (14): 
(19) zm·A.=(A.D0)z<t>+(A.D1)z(H1l+ ... +(A.Dr-i-1)z<r-1>, i=O, 1, ... ,r-1. 
We observe the special cases 
(20) z(r-2). A.= (A.Do)z<r-2) + (A.D1)z<r-1) 
and 
(21) z(r-1). A.= (A.Do)z<r-1). 
Further we have by (19): 
r-1 r-1 r-i-1 
(zA.) ,u = ! (A.Dt)(z<t>,u) = ! (A.Dt) ! (,uDJ) z<Hi> = 
i=O i=O =0 
However 
r-1 
z(A.,u)= ! {(A.,u)D~c}z<k>, 
lc=O 
whence we conclude 
7c 
(22) (A.,u) D~c = ! (A.Dt) (,uD~c-t}, k = 0, 1, ... , r -1, (A., ,u E 0). 
i=O 
For k=O we have (A.,u)Do=(A.Do)(,uD0) so that Do is an endomorphism of 
the constant field 0 (in fact by (21} it is an inner automorphism), whereas 
the sequence of mappings {Do, D1, ... , Dr-1} is called a higher (Do, D0)-
derivation of rank (r-1) of 0 into 0 (cf. JACOBSON [10], p. 192 or [9], 
p. 171}. 
We shall give an explicit construction of an especially simple differential 
basis of the (skew) field K with the derivation D that is nilpotent of 
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index r =pt. First we observe that DP, DP2 , ••• , flpt- 1 are again derivations. 
We denote the subfield of DP•-constants by a •. We have 
(23) 
The following theorem may now be stated. 
Theorem 4. Let K be a (skew) field of characteristic p=/=0 and with 
a derivation D that is nilpotent of index r=pt. Let 0. be the subfield 
of DP•-constants (00 =0, Ot=K). Then there exist elements x1 , x2, ... , Xt 
in K with the following properties: 
(i) The field K has a left 0-basis 
likewise a right 0-basis 
{xtitx!t_-l ... x1i1; i1=0, 1, ... ,p-1} 
and K has order pt over 0. 
(ii) The elements Zl=Xf- 1x~- 1 ... xf- 1 and Z2=xf- 1x~=i ... xf- 1 both 
generate a left and right differential basis of K over 0. 
(iii) Xkflpk- 1 =1, k=1, 2, ... , t. 
(iv) xkD=(-1)k-1xf- 1x~- 1 ... x£=L k=2,3, ... ,t; x1D=l. 
(v) (xf- 1x~-l ... xr1 )DPk-l = ( -1)k, 
(x£- 1x£:i ... xf- 1)DPk-l= ( -1)k, k= 1, 2, ... , t. 
(vi) Xk E ok and x£=rk-l E Ok-1 (k= 1, 2, ... , t). 
(vii) For k=O, 1, ... ,t-1 we have 
Xk+!Ck=CkXk+l +ckLik (all Ck E Ok), 
where Llk is a derivation in the field ok and 
in other words, Ll£ is an inner derivation of ok. 
Proof. We consider first the structure of the field 01 for which the 
derivation Dis nilpotent of index p. Let us choose z=xf- 1 with x1D= 1 
(such an element exists by (3)), then zDP-l=(p-1)!= -1=/=0. Applying 
Theorem 3 we conclude that every element c1 E 01 can be written uniquely 
in the form 
(24) 
and of course also in the form 
(25) 
Because xf is a constant the minimal equation for x1 has the special form 
(26) xf=yo, yo E 0. 
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Now put D1=DP (D1 has no more the meaning it had in formula (18)). 
If we consider the subfield Oz of K, we see that D1 is nilpotent of index p 
and 01 is the field of D1-constants. Introduce the element xz in Oz with 
(27) 
Further x~ is a D1-constant, so 
(28) 
Applying again Theorem 3 we observe that every element Cz E Oz can be 
written uniquely in the form 
p-1 
Cz = 2 ~jX~, ~i E 01, 
i-O 
so by (24) with obvious notations 
(29) 
Hence Oz has a left 0-basis 
(30) {xixL i, j=O, 1, ... , p-1} 
and in the same way a right 0-basis 
(31) {xrx~; m, n=O, 1, ... , p-1 }. 
For the element I= xf- 1x~- 1 we have successively 
fDP2-p = fDf-1 = (xf-1xr1 )Df-1 = xf-1(x~-1 Df-1) = xf-1(p -1)! = - xf-\ 
consequently 
so 
(32) 
and similarly 
(33) 
The field 0 2 has a left and right differential 0-basis 
(34) 
From 
we conclude further 
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for certain elements ai E 0, so 
( 1 p-1 1 p-2 1 2 ) - p-1 X2-p-113p-2XJ -p-213p-3X1 - ... -2131X1-IJOX1 D--X1. 
Hence we may assume with no loss of generality that 
(35) 
Now let D2 = Df = DP2 and consider the field 0 3 for which the derivation 
D2 is nilpotent of index p and with 02 as the subfield of D2-constants. 
Let x3 be an element in 0 3 with the property 
(36) 
(such an element exists by (3)). In the same way as for the field 0 2 it 
follows that 0 3 has a left 0-basis 
(37) 
and a right 0-basis 
(38) {x~xrx~; l, m, n=O, 1, ... , p-1}, 
so 0 3 has order p 3 over 0. For g=xf- 1x~- 1xE- 1 we have successively 
so 
From 
(39) 
gDP3-p2 = gD~-1 = (xf-1x~-1xE-1 )D~-1 = xf-1x~-1(xE-1 D~-1) = 
=xf-1x~-1(p-1)! = -xy-1x~-I, 
and similarly 
( 40) 
we conclude that xf- 1x~- 1xE- 1 and xK- 1x~- 1xf- 1 both generate a left and 
right differential 0-basis for the field 03. 
As a consequence of 
we have again 
hence 
(41) 
where ck2l E 0 2 such that c&2lD=c~1l. The existence of such an element 
c~2 l E 0 2 can easily be seen from Corollary 3.1. By (41) we may assume 
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without loss of generality that 
(42) 
The proof of (i) up to (vi) is easily completed by induction. To prove 
(vii) we first observe again that in the field Ck+l the derivation Dk=DP'k 
is nilpotent of index p and Ck is the subfield of Dk-constants. If we put 
Z=x~:;:~ in (21) we have zm-l= -1, hence Do=l. The condition (20) 
with r=p and D1=Llk implies the commutation formula 
(43) 
where Llk is a derivation in ck. It follows that 
x~+l Ck = _i (~) ( ck Ll~) x~:;:L 
i~O ~ 
(44) n=1, 2, ... , 
which becomes for n = p 
(45) 
Because of x~+l =yk E ck the relation (45) can be rewritten as 
(46) 
i.e. Ll~ is the inner derivation defined by -yk on the field Ck. This com-
pletes the proof of Theorem 4. 
§ 4. Examples of nilpotent S-derivations. 
We begin with three examples of nilpotent S-derivations with S-=;61. 
l. The simplest example we obtain perhaps if we take forK the field 
of complex numbers and define 
aD=Im a, aS=ii (conjugate of a). 
It is easily verified that D is an S-derivation that is nilpotent of index 2. 
The solution (3) of the equation aD= 1 would become here 
a=(bD)-lb=(lm b)-lb=(lm b)-l(Re b)+i 
for all b E K with lm b =;6 0. Indeed we see clearly that aD= Im a= l. 
2. Let S be a generator of the cyclic group of automorphisms of a 
cyclic field df characteristic p =;6 0. Let SP1 = l. If we write D =S- 1 it 
is readily verified that D is an S-derivation. Because of SP1 = (D + 1 )P1 = 1 
we obtain DP1 = 0. The field of constants is the set of elements left fixed 
by s. Cf. AMITSUR [3], p. 88. 
3. This example is based on the following procedure. Let K be a (skew) 
field which contains a primitive r-th root of 1 (say w ). Let D be an S-
derivation of K such that 
(47) wS=w, wD=O, DS=wSD. 
6 Series A 
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Because of ( 4 7) the expression 
ff(S, D) =SiDn-i +Si-1Dn-iS + ... +Dn-iSi 
can be written as 
ff(S, D)= {l +wn-i + ... + wi(n-i))SiDn-i=cpf(w)SiDn-i, 
where cpf(w) is a polynomial in w with integer coefficients. In order to 
construct an explicit formula for cpf(w) we have by (6) and (7) 
(48) 
and 
(49) 
Multiplying (48) by wi and subtracting (49) we obtain 
wn+l-l 
m':'+ 1(w) = m':' (w) = 
-r• wi-l n-1 
- wn+l- I wn- I wn+2-i -I n+l-i( ) 
- i l ·-1 I . . . I Po w . w- wt - w-
Because cp8+I-i(w)=l we have 
(50) wn _ 1 wn-1_1 wn+l-i -1 t:pf(w) = -. - 1 ~1 - 1 ··· I =t:p~-i(w), fP8=cp~= l. wt- wt - w-
From (50) we see that cpr(w)=O (i=l, 2, ... , r-1), so the necessary con-
ditions (4) for a nilpotent S-derivation D are satisfied. Now it is not 
difficult to construct another example of a nilpotent S-derivation. Let 
K = F(t) be the field of fractions of the commutative polynomial ring F[t] 
over a commutative field F which contains a primitive r-th root of I 
(say w). We define (cf. CoHN [7], p. 420) 
tS=wt, tD=(l-w)t2, 
and 
We observe that DS = wSD and easily prove by induction 
(51) 
for i=O, ±I,± 2, ... and j=l, 2, 3, ... 
By (51) we have tiDr=O, hence Dis a nilpotent S-derivation of index r. 
In virtue of trD=O we have for the constant field 0: C=F(tr). 
We now continue with several examples of nilpotent derivations. First 
let the field K be commutative, then aPE C for all a E K, i.e. KP k C. 
By Theorem 4 it is easy to obtain the example K =F(xb x2, ... , xe), the 
field of Laurent series in the indeterminates x1, ... , Xt over a ground field 
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F of characteristic p =f. 0 (the series contains only a finite number of terms 
with negative powers of the Xk)· We observe that O=F(xf, x~, ... , xf). 
If D is the derivation defined by Theorem 4, (iv}, then we have DP1 = 0. 
Another example we obtain by taking K = F(x1, x2, ... , Xt), i.e. the 
quotient field of the commutative polynomial ring F[x1, x2, ... , Xt]. Here 
O=F(xf, x~, ... , xf} and K=O(xl, x2, ... , xe), x~=Yk-1 EO. 
With the derivation D defined by Theorem 4, (iv) we have again DP1= 0. 
In both examples K is a purely inseparable extension having exponent 
one over the field 0 of D-constants. (In general BAER [ 4] showed that 
for any purely inseparable extension having exponent one over a field 0, 
there is a derivation taking the value l for an arbitrarily chosen element 
not in 0 and having 0 as its constant subfield). For further studies of 
derivations in inseparable fields we refer to JACOBSON [8]. 
More generally for the case of a skew field of characteristic p =f. 0 and 
a derivation with index of nilpotence r=pt we have the following con-
struction. 
For a fixed element d in K we may define an inner derivation D by 
means of the correspondence 
aD= [a, d] =ad-da for all a E K. 
We prove by induction 
(52) y--1' 1 " (n) aD"=[ ... [[a,d],d], ... ,d]= I(-l)i . diadn-i. 
•-o ~ 
Thus for K of characteristic p =f. 0 and n = pt 
(53) 
If we want the inner derivation defined by d to be nilpotent of index pt, 
then we must have 
(54) adP1 = dPta for all a E K, 
i.e., dP1 must belong to the centre of K. 
Now Professor P. M. Cohn communicated us the following example. 
Consider the algebra A over a commutative field F of characteristic p =f. 0 
generated by x and y with defining relation 
(55) 
Because of (55) yP1 belongs to the centre of A, so the inner derivation D 
defined by y on this algebra is nilpotent of index pt. 
There remains still the open problem to embed the algebra A in a 
(skew) field K. It must be possible to do this in two ways. 
In the first place if A may be regarded as the universal associative 
envelope of the restricted Lie algebra on x, y with defining relation 
[ xyP1] = 0 (Lie product) 
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then A can be embedded in a skew field (cf. CoHN [5], p. 526 and JACOBSON 
[9], p. 259). 
Alternatively, consider the group G generated by x, y with relation (55). 
If G can be totally ordered (for free groups by lexicographic ordering 
according to exponents of basic commutators) then the theorem of 
MALCEV-NEUMANN {COHN (6], p. 276) yields again that the group algebra 
A over the commutative field F of the totally ordered group G can be 
embedded in a skew field K. 
However if this problem is solved, then we have from Theorem 3 the 
result that every element a E K could be written uniquely in the form 
-1 -r-2-1 
(56) a=l.ox+AI[X, y] + A2[[x, y], y] + ... + Ar-2[ ... [ [x, y], y], .. . ,y] +Ar-b 
where the coefficients Ai belong to the constant field 0. 
Alternatively, introducing the elements Xk given by Theorem 4 every 
quantity a E K would have also the form 
(57) 
p-1 
a = .L flii i2 ... it xt1 x~z • · · x~t (flii i2 ... it in 0) 
iro 
and K has order pt over 0. 
Remark. By Corollary 3.2 we have 
(58) 0 = {bDr-ljb E K}, 
consequently formula {52) with n=r-1 =pt-1 yields 
(59) 
APPENDIX 
§ 5. The equation yD = ya. 
Let K be a (skew) field with an S-derivation D satisfying (14), where 
S is an endomorphism of K. We ask for an element y E K, such that 
(60) yD=ya, 
with a a given element of K. We successively derive from (60) 
yD2= (yD)(aS) +y(aD) =y(a·aS +aD), 
yDa = (yD)(aS. aS2 +aDS)+ y(aD. aS2 +a. aSD + aD2) = 
=y(a·aS-aS2+a·aDS+aD-aS2+a·aSD+aD2). 
We abbreviate 
(61) 
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hence 
(62) V2(a) =a·aS +aD, l V1(a)=a, 
V3(a) =a· aS ·aS2 +a ·aDS+ aD. aS2 +a. aSD + aD2. 
It is easy to derive a recursion formula for V n(a): 
yDn+l = {yVn(a)}D=yD· Vn(a)S +y· Vn(a)D=y{a· Vn(a)S + Vn(a)D}. 
consequently 
(63) Vn+l(a)= Vn(a)D+a· Vn(a)S, 
which may be rewritten as 
(64) Vn+l(a) = {- Vn(a) · V n(a)-1D+a}{Vn(a)S}. 
Now assume Vn+l(a)=O, Vn(a)~O, then it follows from (64) that 
Vn(a)-1D= Vn(a)-1a, 
and we observe that (60) has a solution y= {Vn(a)}-1. 
Assume further that y and y are two solutions of yD = ya and write 
y(y)-1 = (), then we obtain immediately 
OD = (yD)(YS)-1- y(y)-1(yD)(yS)-1 = ya(YS)-1- ya(yS)-1 = 0, 
so that() is a constant andy= ()y = O{V n(a)}-1 is a general solution of (60). 
Further is 
or 
If we choose () = l we obtain 
Altogether we have proved 
Theorem 5. Let K be a (skew) field with an S -derivation D satisfying 
(14) and San endomorphism of K. If we consider the equation yD=ya 
with a a given element of K, then we can derive 
yDn=yVn(a) 
where the Vn(a) are given by the recursion formula 
{ Vn+l(a)= Vn(a)D+a · Vn(a)S, 
Vo(a)= l. 
n=O, l, 2, ... , 
If Vn+l(a)=O and Vn(a)~O, then yD=ya has the general solution 
(65) y=O{Vn(a)}-1,0E0 (i.e. OD=O), 
and 
(66) (n= l, 2, ... ). 
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Corollary 5.1. If D is a nilpotent S-derivation of index r and 
V,(a)#O, then the equation yD=ya has only the solution y=O. If 
V,(a) = Vr-1(a) = ... = Vi+l(a) = 0, Vi( a)# 0 (i = 1, 2, ... , r-1), then we have 
the solution 
(67) y= {Vi(a)}-1 • 
The special properties of the recursion formula (63) and the functions 
Vn(a) will not be discussed further, although they are very interesting, 
especially for S = 1 (cf. JACOBSON [8], p. 223). 
Added in proof (13 November 1967). Dr. L. C. A. van Leeuwen drew 
my attention to a theorem of B. H. NEUMANN (Amer. Journ. of Math. 
71, 1949, p. 2), which asserts that if two elements of an ordered group 
are not permutable with each other, then none of their powers are. This 
theorem yields that the group G (at the top of page 84) cannot be totally 
ordered. Of course this does not say that the algebra A cannot be 
embedded in a skew field. So the question of Professor Cohn remains 
still unanswered. 
REFERENCES 
I. ALBERT, A. A., Normal division algebras of degree p• over F of characteristic 
p. Trans. Am. Math. Soc., 39, 183-188 (1936). 
2. AMITSUR, S. A., A generalization of a theorem on linear differential equations. 
Bull. Am. Math. Soc., 54, 937-941 (1948). 
3. , Non-commutative cyclic fields, Duke Math. J., 21 ,87-105 (1954). 
4. BAER, R., Algebraische Theorie der differentiierbaren Funktionenkorper I, 
S.-B. Heidelberger Akad. Wiss. 15-32 (1927). 
5. CoHN, P. M., On the embedding of rings in skew fields. Proc. London Math. 
Soc., (3) 11, 5ll-530 (1961). 
6. , Universal algebra. Harper & Row, New York 1965. 
7. , On a class of binomial extensions. Illinois J. of Math. (3), 10, 418-
424 (1966). 
8. JACOBSON, N., Abstract derivation and Lie algebras. Trans. Am. Math. Soc., 
42, 206-224 (1937). 
9. , Structure of rings. Amer. Math. Soc., Providence, R.I., 1956, 1964 
(revised edition). 
10. , Theory of fields and Galois theory. Van Nostrand, Princeton, N.J., 
1964. 
II. PERLIS, S., Normal bases of cyclic fields of prime-power degree. Duke Math. J ., 
9, 507-517 (1942), 
