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ABSTRACT
Detecting Speakers in Video Footage
Michael Williams

Facial recognition is a powerful tool for identifying people visually. Yet, when the
end goal is more specific than merely identifying the person in a picture problems
can arise. Speaker identification is one such task which expects more predictive
power out of a facial recognition system than can be provided on its own. Speaker
identification is the task of identifying who is speaking in video not simply who is
present in the video. This extra requirement introduces numerous false positives into
the facial recognition system largely due to one main scenario. The person speaking
is not on camera. This paper investigates a solution to this problem by incorporating
information from a new system which indicates whether or not the person on camera
is speaking. This information can then be combined with an existing facial recognition
to boost its predictive capabilities in this instance.
We propose a speaker detection system to visually detect when someone in a given
video is speaking. The system relies strictly on visual information and is not reliant on
audio information. By relying strictly on visual information to detect when someone
is speaker the system can be synced with an existing facial recognition system and
extend its predictive power. We use a two-stream convolutional neural network to
accomplish the speaker detection. The neural network is trained and tested using data
extracted from Digital Democracy’s large database of transcribed political hearings
[4]. We show that the system is capable of accurately detecting when someone on
camera is speaking with an accuracy of 87% on a dataset of legislators. Furthermore
we demonstrate how this information can benefit a facial recognition system with the
end goal of identifying the speaker. The system increased the precision of a existing
facial recognition system by up to 5% at the cost of a large drop in recall.
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Chapter 1
INTRODUCTION

A speaker identification system is a valuable tool when used as a component in an
application such as automated transcription. Knowing not only what was said but
also who said it is vital information but can be quite labor intensive to collect. A
good speaker identification system can dramatically reduce this burden.
The clear approach for such a system would be voice recognition, however, this
requires that reasonable quality audio can be guaranteed. In many cases we have
no control over the quality of the data we are trying to process. For example, when
trying to process data created by an external third-party, both the audio and video
quality can be wildly different from video to video.
By combining multiple classifiers, each working on a different part of the video, we
can mitigate some of these quality concerns. For example, a voice recognition system
and a facial recognition system can work together. If the audio quality is poor facial
recognition can be relied upon and if the video quality is poor then voice recognition
can be relied upon.
Unfortunately, using a facial recognition system for this purpose can produce
inaccurate and misleading results, regardless of how accurate the system is. Given
that quality is already a concern, the assumption that the speaker is always visible
and on camera is simply wrong. In fact, someone who is not speaking may be clearly
visible. A good facial recognition system would produce a high confidence prediction
for the wrong person.
In these cases, it is simply impossible to know which classifier to trust without
additional information. Consider a video where the video quality is excellent but the
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audio quality is mediocre. For a given person, let’s say the voice recognition system’s
top prediction has a confidence of only 40% while the facial recognition system’s
top prediction has a confidence of 95%. Clearly, the facial recognition system seems
like the obvious choice, but as we just discussed, we don’t know if this prediction is
actually for the person speaking or not.
This thesis proposes a solution to this problem by creating a speaker detection
system to work alongside a facial recognition system providing the necessary additional information. We demonstrate the benefits of such a system by combining it
with an existing speaker identification system currently in use at Digital Democracy.

1.1

Digital Democracy

Digital Democracy is a political transparency project at IATPP at California Polytechnic State University whose goal is to catalog state legislative hearings and present
the information in an easily searchable format. Videos of these hearings are cumbersome to find and typically lengthy making it difficult for the average citizen to follow.
Digital Democracy is attempting to automatically transcribe the videos, track who
says what, and how legislators are voting. With this information, users can search for
specific information, such as what their representative is saying about a topic of their
concern. Digital Democracy believes that for the average citizen, this dramatically
lowers the friction involved with being an informed voter.

1.1.1

The VFT System

One core component of the automatic transcription process is speaker identification.
Since Digital Democracy has no control over the quality of the data they collect they
employ a VFT (Voice, Face, Text) speaker recognition system that combines audio,
visual, and textual information to determine who is speaking.
2

Figure 1.1 shows a simplified structure of the current VFT system. A video
enters the system and is split into multiple utterances, instances where someone is
speaking. These utterances are then sent to the identification systems that combine
their outputs to produce a final speaker prediction.

Figure 1.1: The current VFT system.
The current VFT system suffers from the problems discussed earlier. The facial
recognition system has no way to distinguish between someone who is and isn’t speaking, leading to confusion between the classifiers. An estimated 15% of all predictions
made by the facial recognition system fall prey to the speaker not actually being the
person present on camera.
This figure puts a hard limit on how accurate the facial recognition could possibly
be. Even if the system somehow manages 100% accuracy on a training and testing
data set, the moment it is applied to speaker identification its accuracy immediately
drops by 15% as a result of this problem.

1.2

Proposed Solution

The solution proposed by this thesis is a speaker detection system to work alongside
the existing facial recognition system. The speaker detection system will predict
whether or not the person currently on camera is speaking. This information can be
used to augment how the facial recognition system contributes to the final prediction
made by the VFT system.
3

Is Speaking

Not Speaking

High Confidence

Handle Normally

Speaker is not Person X

Low Confidence

Handle Normally

Ignore Facial Recognition

Table 1.1: The four cases that would exist if the facial recognition system
had knowledge of whether or not the person on camera is speaking.
Table 1.1 outlines how predictions from such a speaker detection system could be
used. If we know that the person on camera is speaking then we can simply handle the
predictions made by the facial recognition as they currently are. This is the incorrect
assumption that is being made by the facial recognition system now, assuming that
everyone on camera is speaking.
The real gain from this information would then come from the cases where we
know that the person on camera is not speaking. If we know that the person on
camera is not speaking then we can leverage this information and handle the facial
recognition predictions differently. If the facial recognition produces a low confidence
prediction about who is on camera and we know the person on camera isn’t speaking
then we can simply ignore the facial recognition entirely.
However, if the person on camera is not speaking and facial recognition produces
a high confidence prediction then, we can use this information to aid the other VFT
classifiers. In other words, we know who isn’t speaking. Rather than ignoring the
facial recognition entirely, we can use this information to narrow down the pool of
candidate speakers for the other VFT classifiers. While it may only remove one
candidate from the pool, it still provides at least some benefit, no matter how small
it may be.

4

1.2.1

System Overview

The primary constraint for such a speaker detection system is that it must work
entirely off visual information, it cannot use audio information. Recall that one of
the primary purposes of having multiple classifiers is due to quality concerns. If the
speaker detection system relied on audio information for any part then when the
audio quality is poor, we could inadvertently prevent the facial recognition system
from taking over. Therefore, the system must rely solely on the same information used
for facial recognition. The system must be able to estimate whether or not someone
is speaking simply by looking at them. The visual constraint is the primary challenge
with implementing this system, however, it is a necessary constraint to preserve the
benefits of the VFT system.
The proposed system uses a convolutional neural network to process segments of
video producing a prediction about whether or not the person in that video segment
is speaking or not. The proposed neural network only analyzes visual information
to make predictions fitting within our core constraint. This system can then integrate with the current VFT system as shown in Figure 1.2 with the red highlighting
indicating the new additions.

Figure 1.2: The proposed additions to the current VFT system.
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1.3

Thesis Outline

This paper will be structured as follows. Chapter 1 provides an introduction to
the problem area along with an overview of the proposed solution to said problem.
Chapter 2 provides detailed background information about the general algorithms
and technologies used by the system. This includes a thorough discussion of machine
learning, artificial neural networks, optical flow and the metrics used.
With this background information in mind, we then discuss various related works
in Chapter 3. We will investigate other similar approaches to this particular problem
or related problems. In this chapter, we are looking to gain insight into what the
limitations of their proposed solutions are, what problems were encountered along
the way, and how this thesis differs from them. With this trained model we then
perform two sets of experiments to evaluate the model’s perform in Chapter 6.
Afterwards, Section 4 discusses how the two datasets collected for this thesis were
gathered and what sort of data they contain. Section 5 describes the expected inputs
and outputs of the neural network model, the structure of the model, and the training
process using these datasets.
Given these results, Section 7 will then discuss future improvements which could
be made to the system or other areas of potential research related to this problem.
Lastly, in section 8, we will make our final conclusions about our proposed solution
to the problem.
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Chapter 2
BACKGROUND

The following sections provide background information on the concepts, algorithms,
techniques, and metrics used throughout this thesis. We discuss machine learning in a
broad sense along with the specific algorithm used. We discuss some of the computer
vision techniques that will be used as well as the metrics we will use to measure the
performance of our approach. Specifically we will explain how we characterize the
behavior of our algorithm and how we minimize the possibility of misleading results.
These sections will provide all the necessary background knowledge to understand
the approach and results presented.

2.1

Machine Learning

Machine learning is the field of computer science where machines learn to solve problems without being explicitly told the solution [39]. Typically algorithms give machines the detailed instructions needed to solve a specific problem. One problem with
this approach is that we assume an algorithm to solve our problem is known. For
many computer science problems this is the case, however, as data gets more and
more complex it also becomes more difficult to find a clear, efficient algorithm to
solve the problem [39].
This is where the field of machine learning comes into play. Rather than providing
the solution to a problem, which we may not have, we instead have the machine learn
the solution. In general, we accomplish this by taking a guess at a solution, evaluating
how well it works, then revising it in hopes of improving it.
The details of algorithms we use for learning the solution vary depending on the
7

type of problem. In general, there are two classes of learning problems, supervised
learning where we have examples of a correct solution and unsupervised learning
where we don’t.

2.1.1

Unsupervised Learning

In the case of unsupervised learning, we know what a solution might look like but we
don’t have many, if any, examples of it [13] [32]. Clustering is a common unsupervised
machine learning algorithm which tries to group similar data together into clusters
[13]. In this case, we know we want similar items grouped together but as for what
those groups may look like we aren’t sure. One specific example of unsupervised
clustering is called image segmentation [55]. The goal of image segmentation is to
group similar regions of an image together as shown in Figure 2.1.

Figure 2.1: The goal of image segmentation [22].
In the case of image segmentation, it’s not always clear what regions of pixels
should be grouped together. In the example shown in Figure 2.1, the segmented
regions shown are certainly adequate, but there could easily be many just as valid
8

solutions to the problem. Consider the vegetation, if the vegetation on the left was
segmented separately from the vegetation on the right would that be an equally valid
solution? What if the windows each ended up segmented individually, would that
also be equally valid? It’s not uncommon for unsupervised learning problems, such
as image segmentation, to have multiple, equally valid, solutions to a problem.
Unsupervised learning typically comes into play when we either don’t quite know
what we’re looking for or we can have more than one valid solution for a given input.
Typically, if given the option, supervised learning produces more consistent results
than unsupervised learning, however, in the cases where supervised learning is simply
not possible, unsupervised learning is still an equally powerful option.

2.1.2

Supervised Learning

In the case of supervised learning, we have many examples of correct answers which
we can use to guide the learning process [32]. A classic example of supervised learning
is object classification where the goal is to label images based on their content [27].
For example, labeling pictures of dog versus cats. In this case, we can easily come up
with thousands of examples for each class as shown in Figure 2.2.
In general, with supervised learning problems, the correct answer to a given input
is quite clear. Outside of unusual circumstances, such as dog in a costume, a picture
of a dog is clearly a dog. As a result, we can say with confidence whether or not
a given solution works well since we can simply compare against the known correct
answer. This allows us to guide the learning process with much higher precision.
The extra guidance provided by having labeled training data allows supervised
learning to model significantly more complex problems than unsupervised learning.
As a result, this paper will be concerned with supervised learning, namely an algorithm called artificial neural networks.
9

Figure 2.2: Example of the data available for object classification [27].
2.2

Artificial Neural Networks

Artificial neural networks are a set of supervised learning algorithm that takes some
degree of inspiration from the structure of the brain [34]. They are comprised of
dozens of simple individual units connected together in layers. By combining more
and more of these simple layers together we can model increasingly complex behaviors
[34].
The system proposed by this paper uses a types of neural network called a convolutional neural network. To understand how this type of neural network functions
we first must understand their underlying principles in more detail.
In Figure 2.3 we show a basic example of a classic feed-forward neural network’s
structure. In this example we see the basic components of a neural network. First,
we have individual units called neurons, the white circles in the figure, which receive
some input, process it, and produce some output.
10

Figure 2.3: Example of a basic artificial neural network [24].
Multiple neurons are then combined together to form a single layer, shown by the
shaded groups of neurons in the figure. The neurons within a layer don’t typically
interact with each other, however, their individual outputs are collected together to
produce the entire layer’s output. The layer’s output can then be passed directly to
other layers. In the most basic neural network, the output from every neuron in the
previous layer is fed to each neuron in the next layer.
Multiple layers can then be stacked together to form a network. The first of these
layers is typically named the input layer, the layer that accepts the input to the
network. The last layer is typically named the output layer, the layer that produces
the output of the entire network. All layers in between are typically named hidden
layers. These layers are considered hidden because, unlike the input layer or output
layer, their inputs and outputs are hidden from the end user.
The network described here is the most basic example of a neural network. While
they can model fairly complex data, there are variants of this type of neural network
that perform far better with certain types of data. For example, when working with
images or high dimensional data, a convolutional neural network is typically preferred.
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2.2.1

Convolutional Neural Networks

Convolutional neural networks have been demonstrated repeatedly to be the current
state-of-the-art when working with images [28] [47]. Much of this success has to
do with their direct relation to image processing techniques, namely kernels and
convolution.
Convolving a kernel with an image is a commonly used image processing technique
that can achieve a wide range of effects [31]. A kernel is simply a small matrix, for
example of size 3×3, whose values typically sum to 1 [31]. This kernel is then convolved
with the given image whose size has no relation to the kernel, for example, an N × M
image. Convolving a kernel with an image is done by multiplying the weights of the
kernel against the pixel values in a subregion of the image and summing the values
together. The result is the new value for the pixel at that location. The kernel is
then moved over to the next subregion and the process is repeated. Once the kernel
has been applied to every subregion of the original image, a new resulting image is
produced [31].
Table 2.1 shows the application of various kernels and the resulting image. The
Identity operation has no effect on the given image and results in the original image
unchanged. The Box Blur operation demonstrates basic image blurring. Applying
the Box Blur kernel is equivalent to averaging the pixel values in that region. The
Sharpen operation demonstrates basic image sharpening, the opposite of blurring an
image. Lastly, the Edge Detection operation demonstrates how basic edge detection
can be accomplished with nothing more than a convolution kernel.
Mathematically, this is a very similar idea to that of pure mathematical convolution done on one or more continuous signals. In this case, with images, we are
performing discrete convolution. Equation 2.1 gives an equation for the discrete convolution operation applied between a kernel and a subregion of an image that are the
12

Operation

Kernel

Identity



0 0 0


0 1 0




0 0 0

Box Blur



1 1 1

1
1 1 1


9

1 1 1



Image Result



Sharpen

 0 −1 0 


−1 5 −1




0 −1 0

Edge Detection



0 1 0


1 −4 1




0 1 0

Table 2.1: Examples of the results achieved by convolving a kernel with
an image [36].
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same size. In this case they are shown as two 3-by-3 matrices. Keep in mind that the
* operator denotes convolution, not matrix multiplication.

Let Î = k -by-k Image Subregion
Let K = k -by-k Kernel
K ∗ Î =

k X
k
X

Ki,j Îi,j

i=0 j=0



 
ˆ
ˆ
ˆ
K0,0 K1,0 K2,0  I0,0 I1,0 I2,0 

 

 ∗ Iˆ

ˆ
ˆ
K ∗ Î = 
K
K
K
I
I
1,1
2,1 
1,1
2,1   0,1
 0,1

 

K0,2 K1,2 K2,2
Iˆ0,2 Iˆ1,2 Iˆ2,2

(2.1)

= (K0,0 Iˆ0,0 ) + (K1,0 Iˆ1,0 ) + (K2,0 Iˆ2,0 ) + (K0,1 Iˆ0,1 ) + (K1,1 Iˆ1,1 )
+ (K2,1 Iˆ2,1 ) + (K0,2 Iˆ0,2 ) + (K1,2 Iˆ1,2 ) + (K2,2 Iˆ2,2 )
Equation 2.1 demonstrates the convolution operation between a kernel and subregion of the same size. This operation produces a single scalar result. By applying the
convolution operation between the kernel and every possible subregion of an image
we can produce a new image. This idea is how the results in 2.1 were produced. We
generalize this idea in equation 2.2 which shows the discrete convolution operation
between a kernel and a full image of differing sizes.
Let I = N -by-M Image
Let K = k -by-k Kernel
 
k
Let s =
2
k
k
XX
(K ∗ I)[n, m] =
Ki,j I(n−s)+i,(m−s)+j

(2.2)

i=0 j=0

K ∗ I = (K ∗ I)[n, m] ∀n ∈ {0, . . . , N } and ∀m ∈ {0, . . . , M }
Equation 2.2 is broken into two main steps. First, we describe the process of
convolving the kernel at a single point in the image. This is given by (K ∗ I)[n, m]
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which convolves the kernel with the subregion of pixels centered around the point
(n, m) in the image to produce the new pixel at the point (n, m) in the resulting
image. We then extend this idea to apply to all possible n and m in the image, giving
us our final definition for the convolution operation K ∗ I.
Convolutional neural networks use nearly the exact same notion of discrete convolution. A convolutional neural network convolves a kernel with a subregion of its
input and the result becomes part of a single neuron’s output [34]. Like in discrete
convolution, the kernel is convolved with every possible subregion in the input. Each
possible subregion and its resulting convolution are associated with a single neuron
in a convolutional layer. However, rather than using a predefined kernel, such as
those in Table 2.1, a convolutional neural network learns the weights of the kernel it
convolves with the input [34].
Figure 2.4 shows a simple example of how a convolution layer with a 3-by-3 kernel filter functions. In the figure, we first see the convolved subregion of the input
producing the output for its corresponding neuron. Then, when the subregion of the
input is shifted over by one, so does the corresponding output neuron.

Figure 2.4: Example of applying a single kernel filter of a convolution layer
to an input.
It is important to note that for a convolutional layer, we don’t exactly have individual neurons learning parameters. We really have a single kernel whose values are
parameters and each neuron’s output is simply the result of applying that kernel at
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a given position in the input. Furthermore, we can have more than one kernel for
a given layer. In this more general case, all the parameters for each kernel are the
parameters that will be learned. We will then have one output neuron for each kernel
at each position in the image.
While we still will have a fairly large output, we have significantly fewer parameters
to learn than if each output neuron had it’s own parameters individually. To illustrate
this further consider a 64 × 64 greyscale image as an input to a network. For a classic
fully-connected layer just a single neuron would need 4096 parameters, one for each
pixel of the image. Contrast this to a convolutional layer where a single 3 × 3 kernel
only needs 9 parameters. Furthermore, recall Table 2.1 which shows that just a single
3 × 3 kernel can be exceptionally powerful despite having so few parameters.
If we consider an entire fully-connected layer with 100 neurons then it will have
a staggering 409600 parameters, while an entire convolution layer with 100 kernels
will have just 900 parameters. The dramatic reduction in the number of parameters
combined with the representative power of convolution kernels are the fundamental
reasons why convolutional neural networks are by far the best option when working
with images.

2.2.2

Training and Optimizers

Training a neural network is done by sending training examples through the network
and comparing the expected output to what the network actually outputs. A loss
function, sometimes called a cost function, is used to quantify the difference between
expected output and the network’s output. Perhaps the most basic loss function
is mean squared error (MSE) which simply computes the average of the squared
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difference between the two outputs [34].
n

MSE =

1X
(Yi − Ŷi )2
n i=1

(2.3)

Once we have some measure of the network’s error we can start to determine how
to adjust the parameters of the network so that the error decreases. This is typically
done using a process called backpropagation which allows us to determine how much
every individual parameter in the network contributed to our final error value. The
collection of how much every parameter contributes to the overall error is called the
gradient. We can use the gradient to determine how much to change the parameters
of the network in a process called optimization.

Optimizers

There are many different approaches to optimization. The most basic of which is
simply to scale the gradient by some factor, typically called the learning rate, and
subtract it from the current network parameters. This works well for many simple
cases but can run into problems when the network and training data become more
complex. This is where more complex optimizers come into play, such as the optimizer
used in this thesis, Nadam.
Nadam is an optimizer proposed by Timothy Dozat. It is a variant of the popular
Adam optimizer [16]. The original Adam optimizer combined a number of popular
optimization approaches together into one single optimizer [26]. This includes incorporating ideas from the RMSProp and Adagrad optimizers as well as an idea called
momentum [26] [49] [17].
The RMSProp and Adagrad optimizers both involve some form of adaptive gradient, where how much to actually adjust the network parameters is influenced by
the history of previous gradients [49] [17]. Momentum is the idea that whatever our
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previous gradient was is likely a good guess for the future. With momentum we compute the current gradient and update the network’s parameters as normal, then we
take some small portion of the previous gradient and adjust the network’s parameters
again. Momentum is an excellent way to speed up the training process.
The Adam optimizer combines all of these ideas together. Briefly, the Adam
optimizer works by tracking estimates for the mean and variance of the previous
gradients computed. It then uses these to adaptively control how much the network
is changed. If the mean is large and the variance is small it will make much larger
changes. If the mean is small and the variance is high it will make much smaller
changes [26].
One of the problems with classical momentum is that it makes its jump after
we’ve computed and applied the current gradient. By reversing this, taking our
guess then computing the current gradient and applying it as normal, our models
can train even faster. This approach is called Nesterov’s accelerated gradient or
Nesterov momentum [33]. Nadam is simply the original Adam optimizer modified to
use Nesterov momentum instead of classical momentum [16].

Overfitting

When it comes to training any machine learning model, not just a neural network,
one of the biggest concerns is overfitting. Overfitting occurs when the model learns
the specifics of the training dataset too well rather than learning to generalize it [34].
Consider trying to train a model that can tell the difference between cats and
dogs. If our dataset consists of only pictures of black cats and yellow dogs then
our model could easily overfit this dataset. Rather than learning the harder task of
distinguishing cats versus dogs, the model could instead learn that black colors mean
a cat and yellow colors mean a dog. For this dataset our model would appear to do
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very well, however, this isn’t what we wanted the model to learn. If we show the
model a picture of a black dog or a yellow cat it will classify it incorrectly. The model
has overfit the training data.
There are many different ways to discourage overfitting during training with a
neural network. Perhaps the most basic approach is to apply random modifications
to the training data if possible. In the cats versus dogs example, we could cope
with the color problem by randomly changing the hue of the images. This random
variation would make it far more difficult for the model to rely on the color of the
image to distinguish the two animals. The type of modifications that can be done
depends heavily on the type of data we’re working with. In our case we will be
dealing with faces so one simple modification that we can perform is flipping the
image horizontally.
Other approaches involve tweaking the behavior of the model during training.
For example, one popular overfitting prevention technique is called dropout. Dropout
works by randomly setting portions of a given layer’s output to zero regardless of
what its actual value is [34]. Typically a percentage is defined and that percentage of
neurons will have their output set to zero. Dropout limits the neural network from
forming a dependency on a small subset of neurons in the network since at any time
these neurons may unexpectedly output zero.
Another approach is to modify the neural network’s error function to punish behavior we don’t want. In particular, we will discuss L2 Regularization. Regularization
works by summing together the magnitude of all weights of the neural network and
adding some small proportion of the sum to the error [34]. This means larger weight
values will contribute to a larger error. L2 Regularization in particular sums the
square of the weights, punishing larger weight values even more so. In general, large
weight values mean a neuron only has limited use, a sign of overfitting. If a neuron
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has one extremely large weight value, it is effectively saying “if I get a value from this
specific neuron before me, ignore everything else.” This is undesirable behavior and
using L2 Regularization can mitigate this.
Lastly, it is important to note that all of these overfitting prevention techniques can
be used together. In fact, using more than one overfitting prevention approach is quite
beneficial. Using just one can result in the neural network simply overfitting in a way
that doesn’t conflict with the approach used. In the cats and dogs example, if we had
just used L2 regularization the neural network certainly could have discovered how to
detect black versus yellow but using only small weight values. Using many overfitting
approaches provides the best possible chance of the model properly generalizing the
training data.

2.3

Optical Flow

At a high level, the problem of speaker detection comes down to one key feature, the
motion of the speaker’s lips and mouth. In the most basic case of the problem, if
the person is speaking their lips are moving, and if they’re not speaking their lips are
not moving. We’ll discuss the many edge cases, such as a person eating, later but
for now, we can safely say that the motion of the speaker’s lips and mouth play an
important role in whether or not they are speaking.
So how can we encode motion in some meaningful way to use it as a feature? This
is where optical flow comes into play. Optical flow in the broad sense is the idea of
apparent motion of objects in a scene. Regardless of the cause, whether it be the
camera moving or the object itself is actually moving, we’re simply trying to say that
an object appears to be moving in a given direction [30].
In the context of video, we consider the optical flow between two adjacent video
frames. For each pixel in the first frame, we estimate a vector describing where that
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pixel moved to in the second frame. The field of these vectors is the optical flow
between these two frames. If our estimated optical flow is good enough, we should
be able to undo the motion, transforming the second frame into the first.
Since the optical flow between two frames is represented by a field of vectors we
can easily encode this as an image. By mapping the vectors to the HSV color space
we can encode the motion of the frames as just another sequence of images. In the
HSV color space hue, the base color of red, green, blue, etc, is encoded as an angle
and value, the intensity of the color is encoded just as a scalar value. This means we
can encode the angle of our vector as the hue and the magnitude of our vector as the
saturation or the value. We can use either to represent the magnitude as long as we
set the other to a constant value, such as 1.

Figure 2.5: An example of optical flow. From left to right we have our
two input frames. The motion between them becomes more apparent
when layered on top of each other at 50% opacity. Next we have the
computed optical flow represented as an image in the HSV color space.
Lastly, we have the flow image with arrows indicating the general direction
of movement the flow image is showing. [30]
An example of what optical flow looks like can be seen in Figure 2.5 [30]. In
this example, the optical flow is computed between two frames of a moving car. The
resulting optical flow image encodes the motion as described above, using the hue as
the angle and the saturation as the magnitude. The final image shows the general
movement captured by the optical flow. Given the context of the input frames, this
motion makes sense. We have an oncoming car moving towards the camera, the
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camera itself is in the other lane of traffic moving slowly moving forwards, and as
the camera moves forwards the perspective of the trees and clouds in the background
shifts as well.
This representation gives us a simple means of encoding motion between two
frames of video. Furthermore, encoding the motion as an image makes inputting
motion as a feature into a machine learning model significantly easier. Since we
already want to consider the frames of video themselves as a feature, also considering
the motion as a feature requires very little additional work.

2.4

Metrics

When it comes to machine learning, one of the most important details is how to
accurately measure the performance of our model. The simplest metric is accuracy,
the proportion of items in the dataset that were correctly identified. However, this
doesn’t tell the whole story and can be quite misleading. Consider a dataset of 80
pictures of dogs and 20 pictures of cats. If our model were to simply guess dog every
time regardless of the input, it would still achieve 80% accuracy. If we consider the
two classes individually, we would be 100% correct with dogs, but 0% correct with
cats.

Confusion Matrix

In the case of this paper, our model will produce either a yes or a no result for whether
or not someone is speaking. We consider the yes case to be a positive prediction and
the no case to be a negative prediction. Given this, we can formulate a table of possible
results when compared against the expected results called a confusion matrix [45].
Table 2.2 shows what we call each of these cases. The cases where we predict the
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Actual
Positive

Negative

Positive

True Positive

False Positive

Negative

False Negative

True Negative

Predicted
Table 2.2: The structure of a confusion matrix.
correct answer are called the true cases. A true positive is then the case where we
correctly predicted yes and a true negative is the case where we correctly predicted
no. The cases where we predict the incorrect answer are called the false cases. A
false positive is the case where we incorrectly predicted yes and a false negative is
the case where we incorrectly predicted no.
By dividing our results into these four categories we get a much better view of
how our model behaves. We can now not only track overall accuracy but we can also
see just how often our model makes yes and no predictions. If our model were to
predict yes every time regardless of the input, while it may achieve a high accuracy,
we could easily identify a problem by the lack of negative cases. Like accuracy, we can
use simple metrics to characterize the behavior of the model given this information,
namely precision and recall [37].

Precision

Precision is a measure that characterizes when our model predicts yes, how often is
this correct. In regards to the confusion matrix, this is the ratio of true positives to
all positive cases [37]. Equation 2.4 shows the formula for precision.
Precision =

TP
TP + FP

(2.4)

In general, the positive cases are the most desirable cases but also the most detrimental to be wrong about. Consider a search engine trying to return documents
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relevant to your query. If the search engine returns a completely irrelevant document
it can be very jarring for the user. Not only is it unhelpful but it makes the search
engine look bad. Precision gives a concrete measure of how often we can expect one
of these irrelevant documents to show up.
Just like accuracy, precision can also be gamed by the model to artificially inflate
its value. Recalling Equation 2.4, if we can somehow decrease the value of the denominator we can increase the overall precision. The denominator here is simply the
total number of positive cases, so the clear solution to increase precision is simply
to make fewer positive predictions. But this implies the optimal way to maximize
precision is to always predict no, the exact behavior we’re trying to avoid. This is
where our second metric comes into play, recall.

Recall

Recall is a measure that characterizes how often our model predicts yes when it
should. In regards to the confusion matrix, this is the ratio of true positives to all
the cases where the expected prediction is positive, the true positives and the false
negatives [37]. Equation 2.5 shows the formula for recall.
Recall =

TP
TP + FN

(2.5)

Again, the positive cases are typically the most desirable cases and the recall
metric directly measure how often we correctly identify these cases. This directly
counteracts the problem of trying to game the precision. By only predicting no in
an attempt to inflate precision, we end up increasing our false negatives causing the
recall to plummet.
Just like both accuracy and precision, recall on its own can also be exploited.
Rather than always predicting no in the case of precision, we can always predict yes
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to inflate the recall. However, if we factor in both of these measures the model can’t
get away with this. Artificially inflating one of the metrics will decrease the other.
The only way to maximize both is to be able to correctly identify both the positive
and negative cases.

F1 Score

While having both precision and recall metrics helps us accurately characterize our
model, sometimes it is more convenient to have just a single value that indicates the
overall performance of the model rather than two. We can do this with a metric called
the F1 Score. The F1 Score takes the harmonic mean of both precision and recall to
produce one value [37]. Equation 2.6 shows the formula for F1 Score.
F1 = 2 ∗

precision ∗ recall
precision + recall

(2.6)

Since the F1 Score simply combines the two complementary measures of precision
and recall we still prevent the exploitation of either one of these measures. Artificially
increasing one will decrease the other rarely having a beneficial impact on the F1
Score. The only way to maximize the F1 Score is to maximize both precision and
recall.

2.5

Implementation Resources

To accomplish this thesis many libraries and external resources were used. This
section will outline all of these including the language and resources the model was
implemented in, what hardware was used, as well as how the data used for this thesis
was gathered originally.
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2.5.1

Implementation Environment

Implementation of the neural network model used in this thesis was written in Python2.7
using the Keras neural network library with a Tensorflow backend [8] [6] [9]. The
model was trained and evaluated on an Amazon AWS EC2 g2.2xlarge instance running an AWS Deep Learning AMI [1] [2]. This particular EC2 instances runs on an
Intel Xeon E5-2670 CPU clocked at 2.60GHz with 15GB of available system memory
and an NVIDIA GRID K520 GPU with 4GB of memory [5] [7].

2.5.2

Digital Democracy Transcription Tool

This thesis makes extensive use of data gathered and tagged by Digital Democracy.
To accomplish this Digital Democracy employs dozens of transcribers to manually
up-level and tag legislative hearings. To aid in the manual transcription of these
hearings, Digital Democracy developed their own in-house Transcription Tool [4].
This tool enables transcribers to not only ensure the written transcription matches
the audio but also to tag individual utterances with appropriate speaker labels. This
thesis makes use of these accurately labeled utterances as a base to generate the
datasets used to train our models.
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Chapter 3
RELATED WORKS

3.1

Speaker Detection

One of the most common approaches for performing speaker detection is simply
through audio analysis. However, given the constraints of the system we’re interested in created we cannot rely on audio. There have been many attempts at using
visual information to either aid in speaker detection or as the primary method. To
gain additional insight into how we might go about solving our problem we will look
at many of these approaches.

3.1.1

Audio-Visual Speaker Detection

Visual information has been used to aid in audio-based speaker detection for decades.
One early approach involves deciphering correlations between the audio signal itself
and changes between video frames [14]. More recently the fusion of audio and video
information has been applied in context where multiple possible speakers are present
on camera [15] [12] [48] [44] [23].
Many approaches assume significant control over the environmental setup is possible [15] [48] [44]. In one approach the authors employ multiple microphones around
the scene to triangulate the source of the audio signal. Following this the authors perform image segmentation and canonical correlation analysis to identify which image
segment correlates best with the audio signal [15]. In another approach the authors
employ two Microsoft Kinect1 devices to capture video, audio, and depth information
at two separate angles, a profile view and a frontal view. The authors then use an
SVM-based approach to fuse this information together and predict which of the two
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candidate speakers is actually speaking [48]. Lastly, another approach involves setting
up many cameras aimed directly at each potential speaker and each potential speaker
is also equipped with a headset microphone. The authors then experiment with many
different methods to process this information and predict who is the actual speaker
[44].
All of these approaches involve careful setup of sensors throughout the scene before
accurate speaker detection can be performed. In our case, we have no control over the
scene what-so-ever. As such, we cannot rely on these sophisticated technical solutions
to the problem of speaker identification.
The next set of papers we’ll discuss make fewer assumptions about control over the
environment [23] [12]. In the first of these papers the authors demonstrate successfully
identifying the speaking in a scene in which the only sensor is a single camera and
microphone. The authors first identify clusters of faces and clusters of audio. They
then experiment with three different approaches to link audio clusters to face clusters.
Most notably about this work is the authors demonstrate the system’s ability to
identify when the speaker is off-screen, a feature we’re greatly interested in detecting
as well [23].
The second of these two papers not only makes little assumptions about the environmental setup but it also demonstrates a video-only speaker detection system.
However, the primary caveat is that the system is first trained under audio supervision. While the end product is video-only, training the system requires accurate
audio information. Furthermore, the video-only speaker detection system is used to
attribute which of the many possible on-screen speakers is the person actually speaking. One assumption made is that accurate audio-based speaker detection is available.
The audio-based system signals that someone is speaking while the video-based system identifies which person visible is speaking [12].
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3.1.2

Visual Speaker Detection

There also have been many attempts at visual only speaker detection, very similar
to what we’re attempting to accomplish in this thesis. Many visual only speaker
detection systems focus on identifying and tracking the lips of potential speakers [38]
[42] [35] [20]. Early approaches used a single camera and extracted many different
features, such as skin texture and mouth motion, with a Bayesian network to classify
these features [38]. More recent approaches place an even stronger emphasis on the
lip movement alone. One such work employs a lip detection algorithm followed by
analysis of adjacent video frames using a novel chaos theory inspired classification
approach [42]. Despite their success, lip detection alone is likely not sufficient for
speaker detection in our case. In many cases the lips of speakers can be partial
obscured by either a microphone or even facial hair. While the lips play an important
role we cannot rely on them alone.
Another work, whose primary focus was on analyzing lip movement, also found
that the motion of the head can an equally valuable feature for speaker detection
[20]. This is further confirmed in another work which aims to extract features from
the entire face. In this work the authors compute histogram of oriented gradient and
histogram of optical flow descriptors over sequences of images to track what they
call space time interest points. The authors pass these points into various machine
learning classifiers to produce their predictions [35]. Most notably about this work
is that while these features tend to group around the lips, they still frequently found
notable and useful information in other areas of the face, such as the eyes. This is
promising as it gives us other features to consider beyond the lips alone.
One key distinguishing feature between what these works accomplish and what
this thesis is attempting to solve can be seen simply by what the problem is called.
Many of these works refer to the problem as visual voice activity detection (VVAD).
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The goal of VVAD is to identify any instances where there is voice activity no matter
how short or minimal they may be. However, in this thesis the problem isn’t about
finding all instances where there is voice activity. Our problem is more specific.
Voice activity alone isn’t enough to be considered speaking. We need prolonged voice
activity that spans some duration of time. It is the prolonged voice activity which
we call speaking. This is the distinction between VVAD and speaker detection. In
our case, speaking is some action that takes place over a brief period of time and not
something that can be detected in one short instance.
To illustrate this further consider an utterance in which the person on camera only
says the word “yes” both preceded by and followed by no other speaking. For the
purposes of this thesis we would consider this person not speaking as the overwhelming
majority of the time they are on camera, they are not talking. However, with VVAD
they would be detected as having some voice activity. It is this fine detail that
separates speaker detection from generalized VVAD.

3.2

Action Recognition

For the purposes of this thesis we’ve decided to treat speaking as a type of action.
This allows us to take advantage of the research done in action recognition. A popular
approach demonstrated is a two-stream convolution approach [41] [54] [53]. In this
work the authors demonstrate using two convolutional neural networks to successfully
classify actions in video. One network, called the context stream, processes frames of
video and the other network, called the motion stream, processes the corresponding
optical flow fields. The authors then fuse the results of these two network together
to produce a final prediction [41].
This work was then later improved upon by showing neural network based approaches for merging the two streams as well as demonstrating that the input video
30

can be downsampled greatly, down to even 1 fps, and still produce exceptional results
[54]. Additional work has also show success with extremely low resolution inputs and
arbitrary length inputs [53].
For our purposes we only have one binary action to consider rather than a large
range of possible actions. This allows us to greatly simplify some of the structures
demonstrated. We’ve also found that we can further simplify by using heavily downsampled video and low resolution inputs without compromising the quality of the
network.
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Chapter 4
DATASETS

For this thesis, two datasets were collected to train an appropriate neural network
model. The first is a dataset comprised of instances where a legislator is either
speaking or not speaking. This dataset captures the intended goal of the thesis,
being able to differentiate these two cases. The second dataset is a separately created
dataset filmed with much higher quality. This second dataset is much easier to train
a model for but still captures the idea. We first train our model on the easier second
dataset, then transition it to our more difficult target dataset.

4.1

Legislator Dataset

The first dataset collected for this project is our target dataset. This is a dataset
comprised of instances of legislators both speaking and not speaking. This is the
dataset we want our model to perform well on. The legislator dataset is comprised
of 195 clips with 85 labeled as speaking and 110 labeled as not speaking.

4.1.1

Collection

This dataset was extracted from the vast quantities of legislative hearing videos
housed by Digital Democracy. Within this collection of videos we’re looking to identify two specific types of utterances. Those where the person on camera is speaking
and those where the person on camera is not speaking.
The first type of utterance, where the person on camera is speaking, is significantly
more common than the second type, where the person on camera is not speaking.
Unfortunately, the uncommon second type of utterance is what we are most interested
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in. These are all the cases we’re hoping to prevent with this system.
Finding these specific cases in the thousands of hours of video available to us
is like finding a needle in a haystack. To accomplish this we first generate a set of
candidate utterances, those that are likely to be an utterance we are interested in.
This narrows down our search pool greatly allowing us to then manually categorize
the candidate utterances, ensuring a quality dataset.

Candidate Generation

We first generate candidate utterances using an automated process. We do this
by exploiting the existing facial recognition system. When the facial recognition
system produces high confidence predictions we gain information about the utterance
it classified. In these instances we know that, given the high confidence, it is very
likely someone is clearly visible on camera.
Since the utterances in the Digital Democracy videos have been manually transcribed, including the speaker identified, we can use these videos as a ground truth
for whether or not the facial recognition system correctly identified the utterances.
This gives us additional insight into the type of utterance classified.
If the facial recognition produces a correct high confidence prediction, it is highly
likely that the person speaking was on camera. However, if the facial recognition
produces an incorrect high confidence prediction there is a chance this was due to the
person on camera not actually speaking.
By running the facial recognition over these videos, we can automatically generate
thousands of candidate utterances. If the facial recognition produces a high confidence
prediction we can use the utterance as a candidate. We assign its candidate label,
which case the utterance belongs to, based off whether or not the facial recognition
was correct. Labeling them as speaking when it is correct and not speaking when it
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is incorrect.
In both such cases, we must consider the inherent inaccuracy of the facial recognition. We must always consider that no such system can reasonably be 100% accurate.
A correct prediction could have been a fluke. An incorrect prediction could have been
simply because the facial recognition was wrong, not because the person on camera
wasn’t actually speaking. To ensure a quality dataset we must manually verify the
candidate utterances.

Candidate Selection

We select which candidate utterance to use for the dataset by checking them manually.
Utterances were manually sorted into four categories, good, flip, bad and unsure.
Good utterances are those whose candidate label correctly matches the content of
the utterance. An utterance labeled speaking contained someone on camera speaking
and an utterance labeled not speaking contained someone on camera not speaking.
Utterances in this category were directly added to the dataset.
Flip utterances are those whose candidate label is the exact opposite of the content
in the utterance. This commonly happens when the facial recognition was incorrect.
The candidate utterance is labeled as not speaking, however, the person on camera
was actually speaking and the facial recognition was simply wrong. The majority of
utterances categorized as flip were those originally labeled as not speaking.
Bad utterances are those which have any number of problems. These are not
utterances that were simply labeled incorrectly, otherwise they would be categorized
as flip. These are utterances that were not suitable for the dataset due to problems
with their quality or their content. Every utterance categorized as bad is discarded.
An example of a quality problem would be the camera being so far away from the
speaker that it is impossible to make out their face. In this case, the person on
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camera would be speaking, but due to limitations of the video resolution, we cannot
reasonably expect a computer vision system to find their face.
An example of a content problem is an utterance where different speaking or not
speaking labels are applicable to different parts of the utterance. For example an
utterance may be reasonably labeled as speaking for the first half and as not speaking
for the second half. In this case there is no one label that would work for the entire
utterance. Rather than spending the time to identify an appropriate place to split
the utterance into two new utterances, we simply categorize the utterance as bad,
throwing it away.
Unsure utterance are those which have some peculiar quality about them or do
not immediately fall under one of the other categories. These utterances would then
be reviewed at a later time where a final categorization for them would be made. The
inclusion of this category provides two benefits. First, it reduces decision fatigue.
While manually checking hundreds of utterances it can be fatiguing to continuously
make decisions about which category an utterance belongs to. When it comes to some
of the more difficult to categorize utterances, the unsure category provides the option
to simply move on without being forced to decipher the most appropriate category.
The second benefit of the unsure category is when it comes to some of the peculiar
cases. For example, in some utterances we find the person on camera is not speaking
at all except for one brief moment. This may be a short acknowledgment of what
the actual speaker is saying, such as “yes” or “okay”, or it may be a few words such
as “that is not the case” or “can you please repeat that”. Many of these types of
utterances were categorized as unsure initially and later discussed with colleagues.
After some debate we decided to consider these cases as not speaking, categorizing
them as either good or flip depending on their initial speaker label. The justification
being that while the person on camera did speak for a brief moment, it is not the

35

type of speaking we’re interested in detecting. This is one such example where the
unsure category provides the opportunity to refine our definition of what we consider
to be speaking.
Once we’ve manually categorized the utterances we can create our final dataset.
The final dataset is comprised of all of the utterances categorized as good with their
original speaker label preserved as well as all of the utterances categorized as flip with
their speaker label reversed. The utterances categorized as bad are discarded and any
still labeled as unsure are not included in the final dataset. This gives us our final,
hand checked, dataset which we can be confident is accurately labeled.

4.2

Filmed Dataset

The second dataset collected is used to jump-start the training process. In this
dataset, people were asked to film themselves in a variety of scenarios both speaking
and not speaking. Since people filmed themselves, the quality of the videos and
their corresponding environments can be controlled significantly more than our target
dataset. This makes this dataset a much easier dataset to train a model for. Rather
than training directly on our target dataset, we first train our model on this filmed
dataset then gently transition the model to be trained entirely on the target dataset.
We worked to create a high-quality dataset that would force the model to ignore
extraneous features, such as environmental differences, and focus on the features
that pertain to whether or not someone is speaking, such as mouth movement. For
this dataset we needed to have samples such that for any given person in any given
environment, we always have a pair of samples. One sample of them speaking and
one sample of them not speaking. The only difference between these samples would
be the feature we’re interested in detecting, speaking versus not speaking. Then, by
gathering many pairs of samples in a variety of environments with a variety of people,
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we have a dataset that encourages learning the facial features that signal speaking
while discourages learning irrelevant features such as environmental changes or facial
structure.
The filmed dataset is comprised of 16 clips with 7 labeled as speaking and 9 labeled
as not speaking. All of these clips are many minutes in length and will be expanded
upon greatly later.

4.2.1

Collection

This dataset was collected in two parts with the goal of covering the general case as
well as a number of specific cases. The general case was the case described above,
collecting pairs of samples with a variety of people and a variety of environments. In
the general case, we are much more concerned with ensuring we always have pairs of
samples than we are in the type of speaking. We want to ensure we always have one
sample were the person is clearly speaking and one sample were the person is clearly
not speaking.
The specific cases are a variety of cases that both challenge our definition of what
we consider speaking and push the boundaries of what we would expect the model
to be able to learn. One case that refines our definition of speaking is when the
person on camera only says very short words or phrases in response to a question or
in acknowledgment of what the actual speaker is saying. For example, we decided to
consider someone on camera who simply says “yes” or “no” with no further speaking
throughout the utterance to be not speaking.
We asked for volunteers to record themselves to cover the general case and then
we also recorded ourselves to cover many specific cases. Due to limited volunteers,
the majority of this dataset was comprised of recordings of ourselves.
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General Case

Samples for the general case were collected by asking people to film themselves both
speaking and not speaking. Participants were asked to record themselves twice, once
reading an excerpt of a novel aloud and once reading the excerpt silently. While
reading the eyes will skate back and forth across the text regardless if reading aloud
or silently. Therefore, participants were asked to read in both scenarios to prevent
the model from making the incorrect association between the repetitive eye movement
and speaking.
Our guidelines for what the recordings should look like were quite relaxed in hopes
of minimizing the perceived effort of the task being asked. We asked for each of the
two videos to be a minimum of 2 minutes in length and that the participant’s face
is the only face visible. Participants were told not to worry about video quality and
that the camera on their laptop or phone would be more than sufficient. We provided
the first chapter of Harry Potter and the Sorcerer’s Stone as reading material so
participants wouldn’t need to worry about finding material to read.
Unfortunately, despite our efforts to reduce the perceived effort involved with
the task, emphasizing that a perfectly acceptable contribution would take less than
5 minutes, we received very few volunteers. Most people simply found the idea of
recording themselves in any way to quite unappealing. Despite limited volunteers, we
still ensured that the general case was covered well.
To help mitigate the lack of volunteers we filmed ourselves under the same circumstances. We made a few sample pairs in a variety of environments while attempting
to vary how our faces look as much as possible. We varied the look of our faces
by we recording ourselves before and after shaving facial hair as well as with and
without glasses. We also attempted to change the environment as much as possible
by recording in different rooms with vastly different lighting, such as a well-lit living
38

room or a dimly lit bedroom. These recordings of ourselves under such wildly different circumstances ensures that, regardless of volunteer contribution, we cover the
general case.

Specific Cases

We also made a number of sample pairs of ourselves in a variety of specific cases
to ensure we cover the many edge cases. While creating our legislator dataset we
identified a number of specific cases we would like to ensure our model covers.
One of the most pervasive issues with the videos available to us, those that we
used to construct the legislator dataset, is the large variations in quality that can be
found even within the same video. Figure 4.1 provides a small set of examples for
some of the variations that are frequently found.

Figure 4.1: Examples of the variations found within a single video.
We identified three types of quality related issues that we wanted our model to
become familiar with. First we have the detail or resolution problem. The videos not
only have differences in their recorded resolution but we also encounter significant
differences in the resolutions of the faces we extract out of the video. While we
normalize the size of all the faces we find to 64 by 64 pixels, their original size can
vary dramatically. The primary cause of this is simply distance to the camera. Faces
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further away will unavoidably have significantly less detail than those up close. In the
filmed dataset, we covered this case by filming a sample pair with a notably larger
distance to the camera.
Next we have a problem with dramatic differences in lighting conditions. The
videos available to us are commonly filmed in many different rooms all with their
own unique set of lighting conditions. Furthermore, within one video we can have
significant differences between the lighting conditions of individuals simply due to
their location in the room. In the filmed dataset, we incorporated many sample pairs
each filmed under a unique set of lighting conditions. From bright, soft lighting to
dim, harsh lighting we covered many different lighting situations.
Lastly, we have a problem where people frequently look away or off to the side
of the camera. Given that these videos are of legislative discourse, it is expected for
people to pay little attention to the camera and much more attention to their peers.
As a result, the angle of faces to the camera can vary wildly. Many faces are facing
at or nearly at the camera while others are hardly facing the camera at all. In some
cases pushing the boundaries of what our face detection algorithm can even detect.
In the filmed dataset, we covered this case by including a sample pair where the
person filmed was facing roughly 45 degrees to the side of the camera. Throughout
the samples, their face would move both towards and away from the camera ensuring
we cover many different angles.
This covers the variety of quality related issues that we made sure to cover in the
filmed dataset. However, there is one more case we had interest in including, short
responses. We decided to consider very short responses spoken by someone on camera
to be considered not speaking. For example, someone on camera who simply says “yes”
or “no” with no further speaking throughout the utterance would be considered not
speaking. This is an important case for our model to learn as it refines our definition
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of speaking. In the filmed dataset, we covered this case by filming a sample pair
in which the not speaking samples consisted of many various short responses. Some
of the phrases spoken include “Yes”, “No”, “I agree”, “I disagree”, “Tell me more”,
“That is the case”, “That is not the case”, as well as many more. Each phrase was
spoken with a lengthy pause between them to prevent two adjacent phrases from
interfering with each other.
The four cases described have all been included in our filmed dataset. While the
intent of the filmed dataset is for it to be an easier dataset for our model to learn,
we certainly didn’t want this dataset to be trivial. By including some of these more
difficult cases alongside many of the more common cases we give our model the best
chance to properly generalize, which will, in turn, give our model the best chance of
generalizing our target dataset as well.

4.3

Dataset Expansion

We employed a number of techniques to expand the above datasets. These techniques
not only add more data points but also help prevent overfitting. Given that both of
our datasets are fairly small we would like to squeeze as much as we can out of them.
More good training samples are always beneficial to have when training machine
learning models. Our model will also be very susceptible to overfitting with such
small datasets. All of the dataset expansion techniques have a useful side-effect of
also reducing the possibilities for overfitting.

4.3.1

Clip Subdivision

Frequently, many clips in our datasets would be longer than necessary for a training
sample. Rather than letting the excess video go to waste, we can divide the clips
into parts, with each part being a suitable length for training. For example, if our
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original clip has 120 frames of video but we only want 60 for training we can split the
original clip in half. This is the basic idea behind the clip subdivision we perform on
the datasets.
One problem with this is that the middle portion of the clip has been broken up. If
someone was speaking in the middle of the clip we would have just lost out on a good
training example. We can mitigate this by allowing some degree of overlap between
adjacent subdivided clips. For example, if we allow for an overlap of 30 frames then
we can split our original 120 frame clip into three sub-clips. One from frame 0 to 60,
another from 60 to 120, and our allowed overlap of 30 lets us have a third sub-clip
from frame 30 to 90. This extra third sub-clip now completely covers the cut between
the first and second clips, ensuring it is properly represented.
By allowing some overlap between adjacent clips we can ensure all parts of a clip
can still be accurately represented in the sub-clips. Allowing overlap also dramatically
increases the number of training samples available to us without compromising the
quality of the training. In fact, the quality of the training is likely to be improved by
allowing some overlap.
If one sub-clip shows a person speaking only briefly before being cut off, we know
that we will have another sub-clip that will show the same person speaking fully,
without being cut off. We then expect both sub-clips to be classified the same.
By including training samples with only partial information alongside samples with
complete information we encourage the model to generalize the problem.
Not only does clip subdivision extract as many possible data points from a video
clip as possible, it also helps our model generalize. Since we allow some degree of
overlap between adjacent sub-clips we are in effect randomizing when exactly speaking
takes place within a training sample. For example, the person may be speaking
throughout the duration of the training sample but they also may not start talking
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until midway through the training sample. This ensures the model will be able to
pick up on speaking regardless of when it happens.

4.3.2

Image Manipulation

We also perform a number of image manipulation techniques to randomly and artificially expand our dataset. These are performed during training and only modify each
training sample temporarily. When a training sample is being loaded we randomly
apply any number of modifications to it with a randomly determined level of variance.
Applying the image modifications randomly and temporarily in this way is far more
efficient than storing dozens of variations of every training sample.
We randomly perform three forms of image manipulation on the training samples.
The most basic manipulation we perform is randomly flipping a training sample
horizontally. This is a simple, fast, and effective way to add variation to the training
data. In our case each training sample has a 50% chance of being flipped.
The next two types of image manipulation are both about adding noise and pixel
variations to the training samples. First, samples have a 20% chance for random
additive Gaussian noise to be applied. Second, samples have a 20% chance for random
RGB jittering to be applied. RGB jittering is the process of randomly shifting the
red, green, and blue color channels of the image independently. For example, rather
than modifying all three color channels of a pixel together, we randomly select one of
the color channels to modify. Each color channel of every pixel has a 20% chance of
being modified by some small amount.
One of the primary benefits of image manipulation is to help prevent overfitting as
discussed in section 2.2.2. By constantly and randomly altering the training samples
we ensure the model doesn’t learn obscure environmental features that coincide with
the correct speaker label purely by happenstance.
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4.4

Dataset Contents

In this section, we’ll provide an overview of the size and distribution of samples in
each of the two datasets. Each dataset went through multiple preprocessing steps
prior to their use in training the model. These steps are filtering, subdividing, and
balancing.
The filtering step removes any clips which don’t meet our minimum requirements.
The most fundamental of these requirements is the duration of the clip. During the
training process, we defined a minimum number of frames for each training sample.
We settled on 60 frames minimum, roughly 2 seconds of video. Any clips shorter than
this were ignored. Another filtering step was filtering by video bit rate. We found
that video clips with an abnormally low bit rate generally indicated a problem with
the clip. Abnormally low bit rate clips were typically a product of some error when
extracting the clip from the source video.
Next, the subdivision step splits longer clips into many smaller clips. We frequently
encountered clips longer than our target of 60 frames. Therefore, we can apply the
subdivision described earlier. For the legislator dataset, we applied subdivision with
an aggressive allowed overlap of 55 frames to squeeze as much as possible from the
dataset. For the filmed dataset we applied subdivision with an allowed overlap of 35
frames.
Lastly, the balancing step works to even out the number of positive and negative
samples. After applying the filtering and subdivision steps we can end up with a
skewed dataset, with significantly more of one type of samples than the other. This
can not only introduce problems during training but also makes evaluating the performance of the network less intuitive. Therefore, we randomly remove clips from the
majority until we have a balanced set of training samples.
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Legislator Dataset

Table 4.1 outlines the size and distribution of the legislator dataset. With the legislator dataset, we end up removing nearly 60% of the dataset by the filtering step.
Thankfully, the aggressive subdivision applied mitigates this problem greatly.
Total

Positive

Negative

Base Clips

195

85

110

Filtered Clips

80

43

37

Subdivided Clips

424

258

166

Balanced Clips

322

166

166

Table 4.1: The size and distribution of the legislator dataset after various
stages of preprocessing.

Filmed Dataset

Table 4.2 outlines the size and distribution of the filmed dataset. With the filmed
dataset we start with very few clips, just 16, but each of these clips is many minutes
long. This not only explains why no clips were filtered but it also explains how these
16 clips were able to be expanded to over 1300 after subdivision.
Total

Positive

Negative

Base Clips

16

7

9

Filtered Clips

16

7

9

Subdivided Clips

1309

561

748

Balanced Clips

1122

561

561

Table 4.2: The size and distribution of the filmed dataset after various
stages of preprocessing.
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Chapter 5
THE MODEL

This chapter will discuss the inputs, structure, and training process of the model used
in detail. First, we will outline what the expected inputs into the model are and any
preprocessing steps done to the input data. Next, we will go over the architecture of
the neural network used along with justifications for the decisions made. Lastly, we
will go over the entire training process along with all the hyperparameters used.

5.1

Model Inputs and Outputs

Before discussing either the architecture of the model or how we trained it, it is crucial
to outline exactly what data we will be giving the model and what we are expecting
out of the model in return. As discussed previously, our two datasets consist of clips
of exactly 60 frames in length, roughly 2 seconds of video. The frames from each clip
are first resized to 32 × 32 pixels and then converted to greyscale. We then compute
the optical flow between the frames to get an RGB flow field representation for each
frame. Lastly, we sample exactly 15 frames and their corresponding optical flow fields.
With clips of 60 frames, this is downsampling by a factor of 4.
This last step is one of the most important details about our model. Our model
expects 15 frames worth of input data, not 60 frames. Although the data we use for
training consists of clips with exactly 60 frames there is no reason these clips could
not be longer or shorter. For example, we could easily start with a clip of 120 frames
and sample it down to just 15 frames. In the next chapter, Model Evaluation, we will
test our model with clips that have a wide variety in their initial length.
The expected output of our model is a value between 0 and 1, where 0 indicates not
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speaking and 1 indicates speaking. Given the nature of neural networks, the output
is a real value, not simply a boolean value. This leaves open the option to interpret
intermediate values differently. For example, an output of 0.5 may indicate the neural
network is unable to determine whether or not someone is speaking. However, we have
no need for interpreting these cases differently. Therefore, when computing metrics
such as accuracy we round the output of the neural network to the nearest integer.
A value of 0.49 is interpreted as 0 and a value of 0.51 is interpreted as 1.

5.2

Network Structure

The neural network structure used takes inspiration from work done by Simonyan, et
al. and Ng, et al. [41] [54]. However, unlike these works which aim to classify entire
groups of actions, we have a significantly simpler set of possible outputs. This allows
us to greatly simplify our network in many places.
A detailed diagram of our model can be seen in Figure 5.1. Each type of layer
shares the same shading. The shapes presented are independent of the batch size and
indicate what that layer’s output shape is. Finally, utility layers are simply layers
that manipulate the shape of their input, they don’t have any training parameters
nor do they modify any actual values.
For our model we used a two-stream convolutional neural network with timedomain max pooling to merge the results of the two streams. The two stream design
is based on the network presented by Simonyan et al. where the authors combine
two convolutional neural networks to perform action recognition in video [41]. One
stream is dedicated to processing a single frame of video while the other processes
multi-frame optical flow. The architecture of the two streams is nearly identical to
each other despite processing different information. For our implementation we have
a context stream that processes 15 frames of video as well as a motion stream which
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processes the corresponding 15 optical flow fields.
To combine the two streams we followed the lead of Ng et al. who experimented
with dozens of different approaches to combine the two-streams presented by Simonyan et al. [54]. The two approaches found to work best were a deep LSTM
architecture and a time-domain convolution. Both approaches were neck and neck
throughout the authors testing with the deep LSTM architecture just edging out the
time-domain convolution.
However, given our limited datasets, we believed that using a deep LSTM architecture to combine the two streams would be a poor choice. We don’t believe we
have enough data to effectively take advantage of such a structure nor do we believe
the additional complexity is worthwhile given how simple our expected output is.
Instead, we took inspiration from the simpler time-domain convolution. Rather than
including another additional convolution, we opted to simplify our network further
and only use a time-domain max pooling layer.
Once the two streams have been combined, the results are then fed through two,
reasonably small fully-connected layers and finally to our output layer. All layers in
our network use a ReLU activation function when applicable except for the output
layer which uses a sigmoid activation.
Our network has two inputs, one to the context stream and one to the motion
stream. The context stream is given 15 greyscale frames of video downsampled to
32 × 32. These frames of video are not strictly adjacent and may be sampled from the
video at a low sample rate. The motion stream is given 15 optical flow fields computed
between each of the 15 frames passed to the context stream and their adjacent frames
in the original source video. The optical flow field is represented originally as an HSV
image that is then converted to an RGB image and downsampled to 32 × 32 before
being passed to the motion stream.

48

Figure 5.1: The structure of the neural network used. Green indicates the
network inputs. Red indicates convolution layers. Blue indicates spatial
max-pooling layers. Purple indicates temporal max-pooling layers. Yellow
indicates dense or fully-connected layers. Orange indicates the sigmoid
output layer. Grey indicates a utility layer which only performs shape
manipulation.
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5.3

Model Training

Our first attempts to train a model involved training the model directly on the target
dataset. What we found is that an untrained, randomly initialized network, was
simply unable to fit the target dataset in any meaningful way. The model struggled
to achieve 60% accuracy on the training set, let alone its abysmal performance on
the validation or testing datasets. This strongly indicates that the features we want
the model to learn are too complicated to be simply learned directly.
This is where having our two datasets comes into play. If we can train our model on
a similar but easier dataset first, we can then slowly transition to the more complicated
dataset we want it to learn. In a sense, we are going to teach our model to walk before
we ask it to run. Our filmed dataset, as described in Section 4.2, is a much simpler
dataset to learn than our desired target dataset, described in Section 4.1. If we can
train a model to work well with our filmed dataset then hopefully we can later have
the same model successfully learn our target dataset.
To accomplish this we trained our model in three stages. The first step is to
train our base model which is trained entirely on the filmed dataset. This should be
a relatively easy dataset for our model to learn and will provide the basis for our
eventual final model.
After training the base model we then move on to our combined model which
starts with the trained base model and further trains it on both our filmed dataset
and our target dataset. The combination of these two datasets should prove more
challenging than the filmed dataset alone, however, it should enable the model to
learn how to generalize the features it has learned. By combining both the datasets
we ensure that what has been learned for the filmed dataset will not be forgotten
completely while also encouraging the model to generalize for the target dataset.
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Finally, we use the combined model to move onto the target model which starts
with the combined model and trains it entirely on the target dataset. By training
entirely on the target dataset we ensure that the final model must truly learn the
target dataset, rather than potentially relying upon the filmed dataset to inflate its
performance. The target model is then our final model which will have been trained
to perform speaker detection on videos of legislative hearings.
Each model was trained using a number of shorter training sequences, 50 to 100
epochs each, where one epoch is one full pass over the entire training data. Training
in this way allows us to better monitor the progress of the network and adjust hyperparameters accordingly. Given the relatively small size of our datasets, we had strong
concerns about over-fitting. By training our model in a number of shorter sequences
we could ensure that our over-fitting prevention techniques were strict enough to help
prevent over-fitting while also not being too strict to prevent effective learning.
We used the Nadam optimizer discussed in Section 2.2.2 with the default parameters proposed in the original paper, that is β1 = 0.9 and β2 = 0.999 [26]. This
optimizer was used for every model that we trained. The learning rate parameter was
defined specifically for each round of training.
Additionally, we used both dropout and L2 regularization while training, also
discussed in Section 2.2.2. Both of these parameters were set dynamically for each
round of training and will be listed below. We also defined two sets of these parameters allowing for finer control. The two streams in the network shared their own
dropout and l2 regularization, referred to as stream dropout and stream l2. After the
streams have been merged we then have a second set of dropout and l2 regularization
parameters referred to as merged dropout and merged l2.
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5.3.1

Base Model

Our base model is trained entirely on the filmed dataset. The loss curve for both the
training and validation datasets can be found in Figure 5.2 and the associated hyperparameters can be found in Table 5.1. Throughout training our hyperparameters
remained largely the same except for the learning rate that we generally decreased.
After the first round of training, we noticed the loss curve started to level out
sharply which is concerning at such an early point in training. To fix this we decided to
loosen up our over-fitting prevention parameters to ensure training progress continued.
This proved fruitful as the next rounds of training made significant learning progress.
Towards the end of training our loss curves began to smoothly and slowly level
out as expected of a model approaching its peak performance. At epoch 194 the
model finally achieved its peak performance with a training accuracy of 96.8% and a
validation accuracy of 95.9%. This is the model that will go onto the next stage of
training, the combined model. The full results of this model can be found in Table
5.2. Additional graphs can be found in Appendix A.
Epochs

Learning Rate

Merged Dropout

Merged L2

Stream Dropout

Stream L2

Round 1

50

0.0006

0.6

0.00001

0.4

0.000005

Round 2

50

0.0004

0.5

0.0000075

0.3

0.000004

Round 3

50

0.0003

0.5

0.0000075

0.3

0.000004

Round 4

50

0.0003

0.5

0.0000075

0.3

0.000004

Table 5.1: The hyperparameters used to train the base model.
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Figure 5.2: The training and validation loss of the base model during
training. The vertical bars signify the breaks between training rounds and
typically a change of hyperparameters. The base model peaked at epoch
194.

Base Model

Loss

Accuracy

Precision

Recall

F1 Score

Training Dataset

0.0742

0.9687

0.9591

0.9803

0.9686

Validation Dataset

0.1071

0.9598

1.0

0.9050

0.9470

Table 5.2: The results from training the base model.
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5.3.2

Combined Model

Starting with the trained base model, our combined model is trained by combining
both the filmed dataset and the target dataset. Our loss curve for both the training
and validation datasets can be found in Figure 5.3 and the associated hyperparameters
can be found in Table 5.3. Throughout training, we only needed to make minor
adjustments to the hyperparameters, including the learning rate.
The first round of training made slow but steady progress. Pleased with the
results of the first round we extended the same hyperparameters to the second round
of training. By the middle of the second training round, we started to notice the
validation loss curve trend upwards while the training loss curve flattened. This is a
classic sign that the model is struggling to make progress. To fix this we loosened up
our over-fitting prevention parameters and slightly decreased our learning rate. After
doing so we see an immediate decrease in both the training and validation loss curves
as we started the third round of training.
In the fourth and final round of training, we see both the training and validation
loss curves stay largely flat and steady for a span of nearly 40 epochs. At epoch 236
the combined model reach its peak performance with a training accuracy of 95.5%
and a validation accuracy of 94.4%. This is the model that will go onto the next stage
of training, the target model. The full results of this model can be found in Table 5.4.
Additional graphs can be found in Appendix A.
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Figure 5.3: The training and validation loss of the combined model during
training. The vertical bars signify the breaks between training rounds and
typically a change of hyperparameters. The combined model peaked at
epoch 236.

Epochs

Learning Rate

Merged Dropout

Merged L2

Stream Dropout

Stream L2

Round 1

100

0.0004

0.6

0.00001

0.4

0.000005

Round 2

50

0.0004

0.6

0.00001

0.4

0.000005

Round 3

50

0.0003

0.5

0.0000075

0.3

0.000004

Round 4

50

0.0002

0.5

0.0000075

0.3

0.000004

Table 5.3: The hyperparameters used to train the combined model.

Combined Model

Loss

Accuracy

Precision

Recall

F1 Score

Training Dataset

0.1076

0.9559

0.9360

0.9803

0.9562

Validation Dataset

0.1498

0.9444

0.9568

0.9311

0.9400

Table 5.4: The results from training the combined model.
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5.3.3

Target Model

Starting with the trained combined model, our target model is trained entirely on just
the target dataset. For validation, the vast majority of the dataset was sampled from
the target dataset, however, we did include a few samples from the filmed dataset as
well. Our loss curve for both the training and validation datasets can be found in
Figure 5.4 and the associated hyperparameters can be found in Table 5.5.
The first round of training for the target model was immediately concerning. The
training loss was dropping quickly but the validation loss was jumping all over the
place with no clear downward trend. These types of rapid fluctuations can sometimes
occur when the overfitting prevention parameters are too strict. For the second round
of training, we lowered these parameters. While doing so helped put the validation
loss on a downward trend it still had large, persistent fluctuations. Another likely
cause of these fluctuations is too large of a learning rate, the changes the model is
making are too drastic causing large variation in the validation loss.
For the third and final round of training we lowered the learning rate. This
immediately resolved the problem and was likely the cause of the fluctuations to
begin with. While we could have retrained earlier rounds with a lower learning rate
we believed this was unnecessary. The model appeared to have recovered just fine
and we’re very pleased with the final results. At epoch 377 the target model reached
its peak performance with a training accuracy of 99.65% and a validation accuracy
of 100%. Keep in mind that our validation dataset was really quite small and the
perfect validation accuracy is simply a result of this. This model is our final speaker
detection model that we will be using in our model evaluations. The full results of
this model can be found in Table 5.6. Additional graphs can be found in Appendix
A.
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Figure 5.4: The training and validation loss of the target model during
training. The vertical bars signify the breaks between training rounds and
typically a change of hyperparameters. The target model peaked at epoch
377.

Epochs

Learning Rate

Merged Dropout

Merged L2

Stream Dropout

Stream L2

Round 1

100

0.0003

0.5

0.0000075

0.3

0.000004

Round 2

100

0.0003

0.4

0.000005

0.2

0.0000025

Round 3

200

0.0001

0.4

0.000005

0.2

0.0000025

Table 5.5: The hyperparameters used to train the target model.

Target Model

Loss

Accuracy

Precision

Recall

F1 Score

Training Dataset

0.0352

0.9965

1.0

0.9930

0.9964

Validation Dataset

0.0727

1.0

1.0

1.0

1.0

Table 5.6: The results from training the target model.
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Chapter 6
MODEL EVALUATION

To evaluate our model fully we performed two tests. The first of which is empirical
benchmarking in which we test our model against a set of data larger than what was
used to validate the model during training. The second test is integration testing in
which we test whether or not using this model in combination with a facial recognition
system can actually improve the overall performance.

6.1

Empirical Benchmark

During training we restricted all of our clips to be exactly 60 frames in length. In
our empirical benchmark test we will evaluate how the model performs with clips of
different lengths. We can accomplish this simply by subdividing our original samples
differently based on our desired clip length. We also report how our model performs
over the entire training dataset for reference. We evaluate our model twice, once
on the target dataset and once on the filmed dataset. We use the target dataset to
evaluate our model’s ability to detect speaking under real-world data. We then use
the filmed dataset to evaluate how our model behaves under dramatically different
clips lengths, from 15 frames up to 1800 frame clips.

6.1.1

Target Dataset Evaluation

First we evaluate our model’s performance on the target dataset with clip lengths of
15 frames to 120 frames at 15 frame increments. The results of this can be found in
Table 6.1. Due to the nature of the subdivision process, we can extract many more
shorter clips than we can longer clips. With 15 frame clips we can extract well over
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1000 clips to test our model on but with 120 frame clips we are only able to extract
one single clip out of the entire dataset.
Input Frames

Duration (s)

Size

Accuracy

Precision

Recall

F1 Score

15

0.5

1786

0.7458

0.8224

0.6190

0.7064

30

1

1261

0.8017

0.8727

0.7255

0.7923

45

1.5

762

0.8782

0.9466

0.8310

0.8850

60

2

424

0.9693

1.0

0.9535

0.9762

75

2.5

218

0.9763

1.0

0.9648

0.9821

90

3

97

0.9897

1.0

0.9846

0.9922

105

3.5

24

1.0

1.0

1.0

1.0

120

4

1

1.0

1.0

1.0

1.0

Table 6.1: Performance metrics for our model on the target dataset at different input lengths, measured in number of frames. The duration column
is the rough duration of a video with the corresponding number of frames
in seconds.
To understand the behavior of our model more clearly we present a set of grouping
for the above results which can be found in Table 6.2. When tested on only clips of
length 60, the same length as during training, our model achieves an accuracy of
96.93%. If we consider only clips 60 frames or shorter we see the accuracy drops
to 85.45%. However, this makes sense as shorter clips also contain less information
about the scene as a whole. Interestingly, when we consider only clips 60 frames
or longer we see the accuracy increase to 97.51%. This tells us that restricting our
training set to only clips with 60 frames had no detrimental impact to our model’s
ability to accurately classify longer clips.
Perhaps one of the most beneficial properties of our model is its extremely high
precision. Overall it achieved a precision of 93.54% and on longer clips it even manages
to reach 100% precision. What this tells us is that when our model says someone is
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Size

Accuracy

Precision

Recall

F1 Score

= 60

424

0.9693

1.0

0.9535

0.9762

≤ 60

4233

0.8086

0.8935

0.7428

0.8112

≥ 60

745

0.9751

1.0

0.9624

0.9809

Overall

2787

0.8701

0.9354

0.8272

0.8780

Table 6.2: Various groupings of the performance metrics for our model on
the target dataset.
speaking we can be extremely confident it is correct. In other words, our model tends
to predict someone is not speaking unless it is extremely confident otherwise. This
behavior becomes clear when looking at shorter clips where the recall is only 74.28%.
This tells us that roughly 25% of the time our model says someone is not speaking
when they are actually speaking. Given that shorter clips carry less information about
the scene, this conservative behavior makes sense.
Overall our model has demonstrated it’s strong ability to accurately detect whether
or not a legislator is speaking. Overall it achieves an accuracy of 87.01% and when
considering longer clips, those most similar to the type of clips available to Digital
Democracy, it achieves an accuracy of 97.51%.

6.1.2

Filmed Dataset Evaluation

Next we evaluate our model’s performance on the filmed dataset across many different
clips lengths. With real-world data, the length of the clips available can vary wildly.
Ideally, our model can retain it’s performance regardless of the length of the original
clips. Unfortunately, our target dataset doesn’t contain any clips longer than 120
frames prevent us from investigating the model’s performance on significantly longer
clips. However, in our filmed dataset every clip available is many minutes in length.
Therefore, to evaluate how our model performs with different original clip lengths we
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use the filmed dataset.
We evaluated the model’s performance on clips of 15 frames up to clips of 1800
frames. For reference, our model was trained on clips of 60 frames, roughly 2 seconds
of video. At 1800 frames we have roughly 60 seconds or one full minute of video.
Another benefit of testing on the filmed dataset is that since the original clips are
far longer than those in the target dataset, we can extract thousands of clips to test
with. Overall our model was evaluated on well over 100,000 clips. The full results of
our tests can be found in Table 6.3.
One concern with testing on the filmed dataset is that the results may not translate
over to real-world data like the target dataset does. If we see similar trends in the
results of the filmed dataset as we saw with the target dataset we can infer that
the results of the filmed dataset will likely translate over to real-world data. In our
results, we find that as we shorten the input clips both the accuracy and recall start
to drop which matches the trend seen in our results on the target dataset. We also
find that as we increase the length of the clips both the accuracy and recall slowly
increase which also matches the trend seen with the target dataset. Given this, we
can infer that any trends we identify in the results will likely translate to the model’s
trends on real-world data.
To better understand these results we present a set of groupings, similar to the
target dataset, in Table 6.4. When tested on only clips of length 60 our model
achieves an accuracy of 95.55%. If we consider only clips 60 frames or shorter we see
the accuracy drops to 94.74%, similar to what we see with the target dataset. As
with our target dataset, when we consider only clips 60 frames or longer we see the
accuracy increase to 97.28%.
However, the most notable results from our tests on the filmed dataset come from
how our model behaves on clips significantly longer than what we could test using
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Input Frames

Duration (s)

Size

Accuracy

Precision

Recall

F1 Score

15

0.5

6659

0.9354

0.9907

0.8571

0.9191

30

1

6613

0.9478

0.9972

0.8808

0.9354

45

1.5

6565

0.9513

0.9984

0.8892

0.9406

60

2

6517

0.9555

1.0000

0.8955

0.9449

75

2.5

6469

0.9644

1.0000

0.9160

0.9561

90

3

6421

0.9603

1.0000

0.9062

0.9508

105

3.5

6373

0.9631

1.0000

0.9150

0.9556

120

4

6325

0.9638

1.0000

0.9159

0.9561

135

4.5

6277

0.9664

1.0000

0.9208

0.9588

150

5

6229

0.9737

1.0000

0.9382

0.9681

180

6

6133

0.9708

1.0000

0.9307

0.9641

210

7

6037

0.9700

1.0000

0.9296

0.9635

240

8

5943

0.9743

1.0000

0.9387

0.9684

270

9

5853

0.9759

1.0000

0.9442

0.9713

300

10

5763

0.9783

1.0000

0.9506

0.9747

450

15

5313

0.9832

1.0000

0.9607

0.9800

600

20

4866

0.9834

0.9995

0.9612

0.9800

750

25

4446

0.9908

1.0000

0.9788

0.9893

900

30

4026

0.9933

1.0000

0.9840

0.9919

1350

45

2805

0.9939

1.0000

0.9868

0.9934

1800

60

1882

0.9942

1.0000

0.9861

0.9930

Table 6.3: Performance metrics for our model on the filmed dataset at different input lengths, measured in number of frames. The duration column
is the rough duration of a video with the corresponding number of frames
in seconds.
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target dataset. If we consider only clips 120 frames or longer, that is only clips
longer than those available from the target dataset, we see the accuracy increase
further to 97.71%. This trend continues all the way up to only clips 900 frames or
longer, that is clips that are at least 30 seconds long, where our model achieves an
accuracy of 99.37%. These results confirm what we suspected from the results on the
target dataset, that longer clips provide more information for our model to work with
improving its accuracy.
Size

Accuracy

Precision

Recall

F1 Score

= 60

6517

0.9555

1.0000

0.8955

0.9449

≤ 60

26354

0.9474

0.9966

0.8805

0.9350

≥ 60

97678

0.9728

1.0000

0.9363

0.9671

≥ 120

71898

0.9771

1.0000

0.9464

0.9724

≥ 300

29101

0.9866

0.9999

0.9690

0.9842

≥ 600

18025

0.9902

0.9999

0.9772

0.9884

≥ 900

8713

0.9937

1.0000

0.9854

0.9926

Overall

117515

0.9681

0.9993

0.9261

0.9613

Table 6.4: Various groupings of the performance metrics for our model on
the filmed dataset.
More specifically the trend we see is an increase in our model’s recall. Throughout
our tests, our model almost always hits 100% precision which tells us that when our
model predicts that someone is speaking we can be extremely confident it is correct.
However, this means that our model is likely very conservative with when it actually
predicts that someone is speaking and much rather prefers assuming someone is not
speaking. In our results, recall is the most telling metric as recall measures how often
our model predicts someone is speaking when it should. Since the precision remains
largely unchanged, the increase in recall as clips get longer can be attributed to our

63

model being more confident about when someone is actually speaking. This confirms
that as the length of clips increases our model has more information to work with
despite always receiving a constant 15 frames worth of input.

6.2

Integration Testing

To test the usefulness of the model we created we will perform an integration test.
Our integration test simulates incorporating this system into the existing VFT system
as described in section 1.2.1. This is done by first running the facial recognition over
a large collection of Digital Democracy videos and storing the predictions made. We
can then run the speaker detection model we just created over the same set of videos
and gather how it would predict. We can then apply the cases described earlier in
Table 1.1 and see how much the speaker detection system contributes to the overall
performance of the facial recognition system.

6.2.1

Experimental Setup

Facial Recognition Procedure

To understand how we constructed the integration test it is helpful to have a brief
overview of how the facial recognition produces its predictions. Starting with a video
file we execute a process called diarization which analyzes the audio of the video
to produce a set of labeled utterances. A single utterance is a reasonably small
time interval in which one person says something. The diarization process not only
identifies individual utterances it also groups them together with a label called a
diarization ID, referred to as a DID, where one DID indicates one unique speaker.
Thus, all utterances that share the same DID are assumed to have the same person
speaking in all of them. Importantly, a DID does not indicate exactly who the speaker
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is, it simply says that whoever is speaking is likely the same person. Therefore, the
goal of the facial recognition, and the VFT speaker identification as a whole, is to
assign an actual person to each DID.
After diarization, we now have a set of utterances each with an assigned DID. To
process this data we focus on a single DID at a time. For a given DID, we extract
a small number of frame samples from all utterances that share this DID. We then
apply face detection to all of the frame samples to get a set of candidate faces for
who the speaker may be.
Next, we pass each individual face into our facial recognition model which produces
a set of predictions for who that face may be. This set of predictions is a list of people
and an associated confidence value for how likely the given face belongs to that person.
We then average together all the predictions for each face to produce our final set of
predictions for who the DID likely belongs to. The output of the facial recognition is
a mapping from each DID to a set of predictions about who is likely the speaker.

Speaker Detection Procedure

The speaker detection procedure follows similar steps to that of the facial recognition
with a few small changes. As with the facial recognition we start with a video file
which goes through the diarization process. We again have a set of utterances each
assigned a DID. We can then focus on a single DID at a time.
Given a single DID, we extract every frame from all utterances that share that
DID. We then perform face detection on every frame. For each utterance, we then
have a set of faces which comprise the individual input sequence that we will use
to determine if someone is speaking during that utterance. If we cannot extract at
least 15 faces from a given utterance we are forced to skip that utterance and not
provide any predictions for it. After we apply our model to every sequence of faces for
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each utterance, we then have a prediction for whether or not someone is speaking for
each utterance. Then, like with the facial recognition, we average these predictions
together to get one final prediction for whether or not this DID is actually speaking.
It is important to note that averaging the predictions together in this way may
not be the optimal approach, however, it is sufficient to demonstrate the feasibility
of the system. We will address alternative methods in our Future Work section.
Given the speaking predictions, we can then filter the facial recognition predictions
accordingly. If the person is predicted to not be speaking then we can ignore the facial
recognition’s predictions. Conversely, if they are predicted to be speaking then we go
ahead and use the facial recognition’s prediction. Our hope is that by filtering in this
way we eliminate many of the incorrect predictions made by the facial recognition.

6.2.2

Experimental Results

We evaluated the effects of integrating the speaker detection system as described over
a set of 1258 diarization ID’s across 279 videos. First we evaluated the system without
any form of speaker detection to get a baseline accuracy for the facial recognition.
Presented in Table 6.5 we see that we have a recall of 100% since we are performing
no filtering on the predictions along with a precision of 83.86%. For us to conclude
that speaker detection is beneficial we want to reduce the number of false positives
produced, that is, we want to increase the precision of the system.
When we move on to introducing speaker detection we encounter a decision that
must be made. Recall that our model expects a minimum of 15 frames worth of
information, however, in practice we cannot guarantee this. Since we may not have
enough information we must decide whether or not to assume the person is speaking.
We call this our none handling.
Currently, the facial recognition works on the assumption that everyone is always
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Baseline Results
Total

1258

True Positives

1055

True Negatives

0

False Positives

203

False Negatives

0

Accuracy

0.8386

Precision

0.8386

Recall

1.0

Table 6.5: Results of applying the facial recognition without using any
speaker detection at all.
speaking. Therefore, one option would be to assume the person is speaking if we
cannot make a speaker detection prediction. We refer to this approach as positive
none handling. Another option would be to instead assume the person is not speaking
which we call negative none handling. Lastly, we could also completely ignore all cases
where we are unable to produce speaker detection predictions. This none handling
approach is referred to as ignore. The difference between ignore and negative none
handling is that under ignore none handling the model is always wrong regardless
of the facial recognition’s prediction. Conversely, negative none handling can still be
correct if we assume the person isn’t speaking and the facial recognition was also
incorrect with its prediction.
A comparison of these three none handling approaches can be found in Table 6.6.
When looking at positive none handling we see that the speaker detection system did
reduce the number of false positives by introducing a number of true negatives. However, the dramatic reduction in true positives causes the precision to just dip below
our baseline precision of 83.86%. With negative none handling we see even more false
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Positive Handling

Negative Handling

Ignore

Total

1258

1258

1258

True Positives

771

742

742

True Negatives

44

97

44

False Positives

159

106

159

False Negatives

284

313

313

Accuracy

0.6479

0.6669

0.6248

Precision

0.8290

0.8750

0.8235

Recall

0.7308

0.7033

0.7033

Table 6.6: Comparison of the three different none handling approaches.
positives converted into true negatives at the cost of a few more false negatives. Most
importantly is that with negative none handling we achieve a precision of 87.50%,
a 4% increase over the baseline. Lastly, we find that ignore none handling is the
worst option in every regard. These results show that using negative none handling
maximizes the precision of the system and is what we will use for the next tests.
Since our speaker detection model produces a real numbered output between 0
and 1, we can actually manipulate how we translate that value into a boolean output.
The standard approach is to use 0.5 as the threshold value, however, another value
may prove better for the model we trained. In Figure 6.1 we show the results of our
speaker detection model using negative none handling over a wide range of possible
boolean threshold options.
For this experiment use converted the real-valued output to a boolean with the
comparison of real output ≥ bool thresh. This means that at a boolean threshold
of 0.0 we are effectively assuming everyone is always speaking. This is equivalent
to having no speaker detection at all. At a boolean threshold of 1.0, the model will
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Figure 6.1: Results of various boolean threshold values.
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predict someone is speaking only with 100% confidence. In our experiment we find
the peak precision of 88.47% to be at a boolean threshold of 0.67. However, from the
graph it becomes clear how costly the speaker detection really is. As we increase the
boolean threshold, allowing more people to be classified as not speaking, the overall
accuracy of the system starts to rapidly drop.
Baseline

Standard Bool Thresh

Adjusted Bool Thresh

Total

1258

1258

1258

True Positives

1055

742

614

True Negatives

0

97

123

False Positives

203

106

80

False Negatives

0

313

441

Accuracy

0.8386

0.6669

0.5859

Precision

0.8386

0.8750

0.8847

Recall

1.0

0.7033

0.5820

Table 6.7: Final comparison between with and without speaker detection
using a standard boolean threshold and our adjusted boolean threshold.
To effectively gauge whether or not the speaker detection system in its current
form is worth it, we present a comparison in Table 6.7. When we apply speaker
detection we do see the results we were hoping to see, a clear increase in precision.
When we use our adjusted boolean threshold of 0.67 we achieve a maximal increase
of 5% over the baseline. However, the recall drops by over 40% and the accuracy
drops by over 25%. The cost of using the adjusted boolean threshold is clearly not
worth such a minor increase in precision. Even the standard boolean threshold of 0.5
is difficult to justify. An increase in precision of just 4% means the recall must drop
by nearly 30% and accuracy must also drop by over 15%.
To correctly interpret the significance of this drop in recall we need to understand
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why is likely happened in the first place. We believe that the steep drop in recall
can be largely attributed to three causes. First consider Figure 6.2 which shows the
distribution of the utterance lengths in number of frames that were classified by the
speaker detection system for this test. The green bar highlights frame lengths of 60
frames which are the same length as the clips the model was trained on. To the
right of this is all the instances longer than what we trained with and to the left is
all the instances shorter. Each point on this graph is binned with a bin size of 15.
For example, the point at 60 is the number of utterances which had frame lengths
between 60 and 74 frames.

Figure 6.2: The distribution of the utterance lengths classified by the
speaker detection system for the integration test. Each point is binned
with a bin size of 15. For example the point at 60 is the number of
utterances which had frame lengths between 60 and 74 frames.
Most notably we see that the majority of the utterances classified were shorter
than 60 frames in length. Recalling the results of the empirical benchmark we saw
that as the initial frame lengths of the inputs got shorter the recall of the model began
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to drop significantly, indicating a tendency towards negative cases.
In addition the point at 0 shows the number of utterances which were too short to
be classified by the speaker detection model, they simply didn’t have enough frames to
work with. Recall that we found negative none handling to be the optimal approach
in this circumstance, favoring negative cases.
Lastly, our adjusted boolean threshold was at 0.67. This threshold makes it more
difficult to predict positive cases, requiring much more confidence to do so compared
to the standard threshold of 0.5. It also makes it far easier to predict negatives cases
adding additional favoritism towards negative cases.
The predisposition towards negative cases isn’t inherently a problem if each utterance is classified individually. However, the approach we used to integrate the speaker
detection system averages the results of it’s predictions over a set of utterances. As
a result the tendency towards negative cases causes an increased likelihood that the
majority of the utterances will be classified as not speaking, thus the overall prediction will be not speaking. We believe this is the primary contributor to our large false
negative rates and our sharp drop in recall.
Despite this strong tendency towards negative cases we still find an increase in
precision. As a result we know that our model must still be contributing towards our
overall goal of reducing the false positives. Since our model successfully increases the
overall precision of the system we can conclude that the concept of a speaker detection
system for the purposes of aiding a facial recognition system is a worthwhile pursuit
that should be investigated further.
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6.3

Real World Benchmark

Disappointed that we were unable to accurately measure the performance of the
speaker detection system alone we decided to perform additional tests using a small
amount of newly tagged data. With these tests we want to answer three questions of
increasing difficulty.
First, how good is our speaker detection model at detecting people it has seen in
training in the same video they were seen in training? This question should be the
easiest for our model and is identical to the tests ran in the empirical benchmark.
The results of this question can be seen in Table 6.8.
Size

Accuracy

Precision

Recall

F1 Score

= 60

424

0.9693

1.0

0.9535

0.9762

≤ 60

4233

0.8086

0.8935

0.7428

0.8112

≥ 60

745

0.9751

1.0

0.9624

0.9809

Overall

2787

0.8701

0.9354

0.8272

0.8780

Table 6.8: Results from detecting people our model has seen in training
and in the same video it has seen them in.
Second, how good is our model at detecting people it has seen in training but in
different videos? Given the small size of our dataset, we believe this question will be
the best test of how well our model has generalized the problem. The results of this
question can be seen in Table 6.9.
Lastly, how good is our model at detecting people is has never seen before? This
question will be by far the most difficult for our model. We expect our model to
perform quite poorly in this case since we don’t believe we had enough training data
to properly generalize across all potential speakers. The results of this question can
be seen in Table 6.10.
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Size

Accuracy

Precision

Recall

F1 Score

= 60

38

0.6316

0.7857

0.5000

0.6111

≤ 60

189

0.5238

0.5694

0.4100

0.4767

≥ 60

101

0.6634

0.7736

0.6508

0.7069

Overall

252

0.5635

0.6396

0.5035

0.5635

Table 6.9: Results from detecting people our model has seen in training
but in different videos.
Size

Accuracy

Precision

Recall

F1 Score

= 60

51

0.5098

0.7273

0.2667

0.3902

≤ 60

188

0.5426

0.4565

0.2561

0.3281

≥ 60

250

0.5880

0.5455

0.2804

0.3704

Overall

387

0.5762

0.4778

0.2704

0.3454

Table 6.10: Results from detecting people our model has never seen before.
As expected our model performs very well when detecting people it has seen before
in the same environment it has seen them in previously. When detecting people it
has seen before but in a new environment our model shows the behavior we had seen
in the empirical benchmark. Both the precision and recall drop significantly with
clips shorter than 60 frames initially but performs quite well on clips longer than 60
frames. Lastly, when it comes to predicting people our model has never seen before
it struggles greatly. However, this was expected as the small size of our training data
doesn’t provide enough information to generalize across all possible speakers.
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Chapter 7
FUTURE WORK

In this chapter we will go over some possible improvements to the model created as
well as any areas of additional research.

7.1

Larger Dataset

Perhaps the most immediate area that could use improvement is the size of our target
dataset. Unfortunately, since this dataset requires manual verification it can be not
only tedious but time-consuming to collect. Many of the oddities encountered during
training and evaluation can largely be attributed to simply the size of our dataset.
For example, reaching a validation accuracy of 100% during training and reaching a
precision of 100% during our evaluation was a problem. When it comes to machine
learning, achieving 100% on any metric is simply unrealistic.
During training, achieving 100% validation accuracy was entirely a product of
having such a small dataset. Our validation dataset was only 75 items which is
extremely small, however, we didn’t want to hinder our training dataset any more
than necessary.
During our evaluation, achieving 100% precision is a result of the kind of samples
we were testing against. In every case, we could guarantee that an entire clip could
justly be labeled the way it was no matter how it was split up. This means that when
it came to subdividing the clips into different lengths they would always contain some
of the same features. It is certainly possible that during evaluation our model was
able to identify these common features regardless of how long the original input was,
allowing it to achieve such a high precision.
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By gathering a larger, more complex dataset, we could mitigate both of these
problems. A larger dataset means we can allocate more of it to validation without
compromising training. Also, additional samples to perform the evaluation with adds
more complexity making it far more difficult for there to be some form of common
feature our model could exploit.

7.2

Improved Integration

One of the primary reasons we believe our model was so costly during the integration
tests was largely a product of how the speaker detection was integrated with the facial
recognition. Since we averaged the predictions over a set of utterances for a single
diarization ID we only get a generalized view of how often the person on camera
is actually speaking, if at all, for that diarization ID. However, it is not difficult to
imagine a case where someone is clearly speaking in one utterance while clearly not
speaking in another utterance.
An improvement to this approach would be to filter individual utterances based
on the speaker detection’s predictions rather than the entire diarization ID. In such an
approach we would postpone the facial recognition until after the speaker detection
has filtered the utterances. In this case, we would only apply facial recognition to
the utterances that we are confident contain someone speaking. Given the promising
results of the integration test ran in this thesis we believe future work that focuses on
improving the integration approach could dramatically reduce the cost in recall the
current approach suffers from.
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7.3

Scene Change Detection

When it comes to actually using the model for its intended purpose there are a number
of quirks that need to be addressed. For example, when gathering the target dataset
one type of sample commonly discarded was one that included some form of a scene
change. This includes clips where for the first half the person on camera is actively
talking, then the camera changes to show someone else simply listening, not talking.
We discarded these to keep the dataset as clean as possible.
However, we can’t manually ignore such cases in a live environment. One solution
would be to implement a scene change detection algorithm which can identify when,
if at all, a scene change occurs. With this information, the model could be tasked
with detecting speakers for each scene individually, rather than as one whole.

7.4

Comparison of Architectures

When designing the architecture of our model we made a number of decisions without directly comparing alternatives. For example, to merge the two streams of our
network we decided to use a time-domain max pooling layer despite the original literature suggesting using a time-domain convolution plus a time-domain max pooling
layer. We chose to do this to further simplify our network’s structure, however, we
never actually compared the alternative.
Another instance where we made a decision without comparing the alternative is
how we structure our inputs the network. The original two-stream architecture paper
suggests using only a single frame from the video for context with many frames of
optical flow. Furthermore, the authors also don’t use RGB flow field representations
for optical flow. Rather they break the optical flow vectors into their horizontal and
vertical components and construct two greyscale representations instead.
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While the decisions we made appear to have performed very well we still never
investigated any of these alternatives. Given a larger dataset to test with we may
find some of the decisions we made to not be up to par with some of the alternatives.
Additional research in these areas would prove beneficial to clarify this.
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Chapter 8
CONCLUSION

In this thesis, we identified a problem with using facial recognition for the purposes of
speaker identification. We found many instances where the person visible to the camera was clearly not speaking, however, the facial recognition has no way to know this.
In these cases, the facial recognition would inevitably produce high confidence but
incorrect predictions limiting the overall accuracy of the VFT speaker identification
system.
Our proposed solution is to incorporate a second system that performs speaker
detection alongside the facial recognition. The speaker detection system would then
help prevent the facial recognition from making these incorrect predictions in the
cases where the person visible is not actually speaking. We constrained this system
to work entirely visually, deliberately not taking advantage of audio information due
to the overall goals and purposes of the VFT speaker identification system.
To perform the speaker detection we trained a two-stream convolution neural
network. This neural network received 15 frames worth of context images as well as
their corresponding optical flow fields. It then output a single value between 0 and
1, representing not speaking versus speaking. We trained our model in three phases
using two datasets to finally achieve 99% accuracy on the training dataset and 100%
accuracy on the validation dataset. Given the small size of our target dataset, we
know that achieving 100% on the validation dataset is a largely superficial result.
To further verify the results of our model we ran two sets of empirical benchmarks.
The first benchmark was on the target dataset, ran with a variety of different input
lengths. On inputs at least 1 second in length we achieved an accuracy of 97.51%.
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Conversely, on inputs no longer than 1 second we see the accuracy drops as expected
to 80.86%. Our second benchmark was on our filmed dataset and was used to test
how changes in the input length impact the model’s accuracy in more detail than the
target dataset allowed for. We found that our model retained a very high accuracy
of at least 97% from clips 1 second in length up to clips 1 full minute in length. As
with the first benchmark we also notice a clear drop in accuracy with clips shorter
than 1 second.
We then moved on to our integration benchmarks which simulated how speaker
detection would impact the accuracy of the existing facial recognition system. We
found that the system achieved our original goal of improving the precision of the
facial recognition by up to 5% but came at the cost of a sharp drop in recall of up to
40%. We largely attribute the sharp drop in recall to implementation concerns which
we believe could be improved upon without compromising the increase in precision.
Overall, we demonstrated a feasible and successful neural network architecture for
performing speaker detection entirely visually. We’ve shown that such an approach
has the potential to greatly reduce the number of false positives produced by an
accompanying facial recognition system. However, the current method of integrating
the speaker detection system with the facial recognition system requires additional
work before such a system is ready for use in a production environment.
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APPENDICES

Appendix A
ADDITIONAL MODEL TRAINING FIGURES
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Figure A.1: All model loss graphs combined one after another. The green lines indicate the start of the next
model. Starts with the base model’s loss, followed by the combined model’s loss, and ends with the target
model’s loss.
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Figure A.2: All model accuracy graphs combined one after another. The green lines indicate the start of the
next model. Starts with the base model’s accuracy, followed by the combined model’s accuracy, and ends with
the target model’s accuracy.
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Figure A.3: All model F1 score graphs combined one after another. The green lines indicate the start of the
next model. Starts with the base model’s F1 score, followed by the combined model’s F1 score, and ends with
the target model’s F1 score.

