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ON A QUESTION OF LANDIS AND OLEINIK
TU NGUYEN
Abstrat. Let P = ∂t + ∂i(a
ij∂j) be a bakward paraboli operator. It is shown that
under ertain onditions on
{
aij
}
, if u satises |Pu| ≤ C(|u| + |∇u|), |u(x, t)| . eC|x|
2
in
R
n × [0, T ] and |u(x, 0)| . e−M|x|
2
for all M > 0, then u vanishes identially in Rn × [0, T ].
1. Introdution
Let P be a bakward paraboli operator on Rn,
Pu = ∂tu+ div(A∇u)
where A(x, t) = (aij(x, t))ni,j=1 is a real, symmetri matrix suh that for some λ > 0,
(1) λ |ξ|2 ≤ aij(x, t)ξiξj ≤ λ
−1 |ξ|2 for all ξ ∈ Rn.
It was onjetured by Landis and Oleinik [10℄ that if Pu = b(x, t) ·∇u+a(x, t)u in Rn× [0, T ]
and |u(x, 0)| . e−|x|
2+ǫ
, ∀x ∈ Rn then u ≡ 0 in Rn × [0, T ], provided A, b and c satisfy
appropriate onditions at innity.
Esauriaza, Kenig, Pone and Vega [2℄ showed that this is true when P is the bakward
heat operator (i.e. A(x, t) ≡ Id) and b and c are bounded. They also obtained a similar
result when the domain is R
n
+ × [0, T ]. The aim of this paper is to extend these results to
paraboli operators with variable oeients.
Theorem 1.1. Suppose that {aij} satisfy the elliptiity ondition (1), and for some ǫ > 0∣∣∇xaij(x, t)∣∣ . 〈x〉−1−ǫ , ∣∣∂taij(x, t)∣∣ . 1,∣∣aij(x, t)− aij(x, s)∣∣ . 〈x〉−1 |t− s|1/2 , ∀x ∈ Rn; t, s ∈ [0, T ].
Assume that u satises the inequalities
|Pu| ≤ C(|u|+ |∇u|) in Rn × [0, T ]
and
|u(x, t)| . eC|x|
2
∀(x, t) ∈ Rn × [0, T ],
for some C > 0. Then
1. If |u(x, 0)| . e−M |x|
2
for all M > 0, then u ≡ 0.
2. If u(x, 0) 6≡ 0 then there exists M > 0 suh that if |x| > M ,∫
B(x,1)
|u(y, 0)|2 dy & e−M |x|
2 log|x|
and
∫
B(x,|x|/2)
|u(y, 0)|2 dy & e−M |x|
2
.
We also obtain a similar result where the domain is a half-spae.
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Theorem 1.2. Let R
n
+ = {x ∈ R
n : x1 > 0}. Suppose that {a
ij} satisfy the elliptiity ondi-
tion (1), and for some ǫ > 0∣∣∇xaij(x, t)∣∣ . 〈x〉−1−ǫ , ∣∣∂taij(x, t)∣∣ . 1,∣∣aij(x, t)− aij(x, s)∣∣ . 〈x〉−1 |t− s|1/2 , ∀x ∈ Rn+; t, s ∈ [0, T ].
Assume that u satises the inequalities
|Pu| ≤ C(|u|+ |∇u|) in Rn+ × [0, T ]
and
|u(x, t)| . eC|x|
2
∀(x, t) ∈ Rn+ × [0, T ],
for some C > 0. Then
1. If |u(x, 0)| . eC|x|
2−Mx21
for all M > 0, then u ≡ 0.
2. If u(·, 0) 6≡ 0 then there exists M > 0 suh that if R > M ,∫
B(Re1,1)
|u(y, 0)|2 dy & e−MR
2 logR
and
∫
B(Re1,R/2)
|u(y, 0)|2 dy & e−MR
2
.
The proof in [2℄ for the heat operator used a Carleman inequality together with a saling
argument to show u(x, 0) has a doubling property whih implies that∫
B(x,|x|/2)
|u(y, 0)|2 dy & e−M |x|
2
for some M > 0. This argument breaks down in the variable oeients ase, as it requires
a uniform bound on
∥∥∇aijx0,R∥∥L∞ where aijx0,R(x, t) = aij(x0 +Rx,R2t) and R > |x0|.
To prove the rst part of Theorem 1.1, we rst show that if |u(x, 0)| . e−M |x|
2
for all
M > 0 then there exists T0 ∈ [0, T ] suh that for any M ≥ 0,∫ T0
0
∫
B(x,|x|/2)
u2(y, t)dydt . e−M |x|
2
if |x| ≥ RM .
Then we show that if u(·, 0) 6≡ 0, for any T0 ∈ [0, T ], the following lower bound holds∫ T0
0
∫
B(x,|x|/2)
u2(y, t)dydt & e−C2|x|
2
where C2 = C2(T0, u) ≥ 0. (a similar bound for the Shrödinger equation was proved in
[3℄.) Thus, we must have u(·, 0) ≡ 0, whih then implies u ≡ 0 in Rn × [0, T ]. The proof of
Theorem 1.2 follows the same argument, using anisotropi Carleman inequalities instead, as
now u deays in the diretion of x1 only.
We would like to mention a unique ontinuation result of [6, 7℄. Let u be a solution of the
inequality |Pu| ≤ M(|u|+ |∇u|) in B(0, 1)× [0, T ] whih vanishes to innite order at 0, i.e.
|u(x, 0)| ≤ Ck |x|
k
for all k ≥ 0, ∀x ∈ B(0, 1). Then u(·, 0) ≡ 0 in B(0, 1). We have beneted
from the Carleman inequalities and ideas ontained in these papers, and also from those of
[8, 5, 4, 3, 2℄.
Details of the proofs of Theorem 1.1 and 1.2 are in setion 2 and 3, respetively. The proofs
of the Carleman inequalities used in setion 2 and 3 will be gathered in setion 4, together
with other auxiliary lemmas.
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2. Proof of theorem 1.1
We rst remark that by onsidering Pr = ∂t + div (Ar∇) where a
ij
r (x, t) = a
ij(rx, r2t) and
ur(x, t) = u(rx, r
2t) for suitably small r > 0, we an assume that the onstant C in the
hypothesis of Theorem 1.1 is as small as we like, say C ≤ λ5/100, and that |∂ta
ij(x, t)| ≤ C.
Furthermore, we an take T = 1.
2.1. Upper bound. In this setion we will adapt the arguments of [4℄ to show that under
the hypothesis of Theorem 1.1, there exists T0 > 0 suh that for any M > 0, if |x| ≥ RM > 0
(2) |u(x, t)|+ |∇u(x, t)| . e−M |x|
2
for all t ∈ [0, T0].
First, we prove the weaker bound
(3) |u(x, t)|+ |∇u(x, t)| . e−M |x|
2
if 0 ≤ t .M−1.
(Note that the time interval of this weaker bound shrinks as M → ∞.) Then we ombine
this bound with M = 2 and another Carleman inequality to obtain (2).
2.1.1. First step. We will use the following Carleman inequality of [6℄.
Lemma 2.1. Suppose aij(0, 0) = δij and |a
ij(x, t)− aij(y, s)| ≤ L
(
|x− y|+ |s− t|1/2
)
.
Then there is a onstant N = N(n, λ, L) > 0 suh that for any α ≥ 2 there is a positive
funtion σ : (0, 4
α
)→ R+ satisfying
N−1 ≤
σ(t)
t
≤ 1
so that if v ∈ C∞c (R
n × [0, 2
α
)) and 0 < a < 1/α, then∫
Rn+1
(α2v2 + ασa |∇v|
2)σ−αa Gadxdt ≤ N
∫
Rn+1
σ1−αa |Pv|
2Gadxdt
+σ(a)−α
[
−
a
N
∫
Rn
|∇v(x, 0)|2Ga(x, 0)dx+ αN
∫
Rn
v2(x, 0)Ga(x, 0)dx
]
+ααNα sup
t≥0
∫
Rn
(v2 + |∇v|2)dx
Here Ga(x, t) = (t+ a)
−n/2e−|x|
2/4(t+a)
and σa(t) = σ(t+ a).
Sine the hypothesis of the lemma requires aij(0, 0) = δij , we rst need to make a hange
of variable. Let x0 ∈ R
n
with |x0| & 1. Let S = A(x0, 0)
1/2
, z0 = S
−1x0, u˜(x, t) = u(Sx, t)
and A˜(x, t) = S−1A(Sx, t)S−1. Then A˜(z0, 0) = Id and
∂tu˜+ div(A˜∇u˜)|(x,t) = ∂tu+ div(A∇u)|(Sx,t).
Let u˜R be a resale of u˜ entered at z0, u˜R(x, t) = u˜(z0+Rx,R
2t) where R = λ |x0| /4. Then
u˜R satises
|PRu˜R| ≤ R
2 |u˜R|+R |∇u˜R|
where PR = ∂t + div(A˜R∇), and A˜R(x, t) = A˜(z0 +Rx,R
2t).
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From the hypothesis of Theorem 1.1 and our hoie of R, it is easy to see that∣∣∇a˜ijR(x, t)∣∣ . 1, ∣∣a˜ijR(x, t)− a˜ijR(x, s)∣∣ . |t− s|1/2
in B(0, 2)×[0, 1/R2). Furthermore, A˜R(0, 0) = A˜(z0, 0) = Id. Thus, we an apply Lemma 2.1
to PR and v = u˜Rψ(x)ϕ(t), where χ[0,1/α] ≤ ϕ ≤ χ[0,2/α) and χB(0,1) ≤ ψ ≤ χB(0,2) are bump
funtions, α ≥ 2R2 is a positive onstant to be hosen. Let E = B(0, 2)× [0, 2/α)\B(0, 1)×
[0, 1/α] then
|PRv| ≤ R
2 |v|+R |∇v|+ α(|u˜R|+ |∇u˜R|)χE .
Hene, by Lemma 2.1,∫
Rn+1
(α2v2 + ασa |∇v|
2)σ−αa Gadxdt . N
∫
Rn+1
σ1−αa (R
2 |v|+R |∇v|)2Gadxdt +
N
∫
E
σ1−αa α
2(|u˜R|+ |∇u˜R|)
2Gadxdt+
ααNα sup
t≥0
∫
Rn
(v2 + |∇v|2)dx+
αNσ(a)−α
∫
Rn
v2(x, 0)Gadx.
If α ≥ 2NR2 then the rst term on the right hand side an be absorbed by the left hand
side. Also, σa(t)
−αGa(x, t) ≤ N
ααα+
n
2
in E, and |u˜R| + |∇u˜R| . e
CR2
by hypothesis on u
and Lemma 4.1 in the Appendix. Thus, we obtain∫
Rn+1
(α2v2 + ασa |∇v|
2)σ−αa Gadxdt . N
ααα+
n
2 e2CR
2
+ αNσ(a)−α
∫
Rn
v2(x, 0)Gadx.
Let ρ = 1
Ne
, and a = ρ
2
2α
. Then
σa(t)
−α+1Ga(x, t) ≥ α
α+n
2
−1N2α+n−2 in B(0, 2ρ)× [0,
ρ2
2α
]
and
σ(a)−αGa(x, 0) ≤ N
αa−α−
n
2 = (2αe2)α+
n
2N3α+n for all x.
Hene,
αα+
n
2N2α+n−2
∫
B(0,2ρ)×[0, ρ
2
2α
]
(v2 + |∇v|2)dxdt . Nααα+
n
2 e2CR
2
+αα+
n
2
+1(2e)2α+nN3α+n+1
∫
B(0,2)
v2(x, 0)dx
or ∫
B(0,2ρ)×[0, ρ
2
2α
]
(v2 + |∇v|2)dxdt . N2−α−ne2CR
2
+ α(2e)2α+nNα+3
∫
B(0,2)
v2(x, 0)dx.
We now hoose α = MR2 then the rst term in the right hand side is bounded by e−MR
2
.
The seond term is also bounded by e−MR
2
by the deay hypothesis on u(·, 0). Thus, for any
M > 2N , ∫
B(0,2ρ)×[0, ρ
2
2MR2
]
(v2 + |∇v|2)dxdt . e−MR
2
.
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By Lemma 4.1, this implies
|v|+ |∇v| . e−MR
2
in B(0, ρ)× [0,
ρ2
4MR2
].
Undoing the hange of variable, we get
|u(x0, t)|+ |∇u(x0, t)| . e
−MR2
if 0 ≤ t ≤
ρ2
4M
.
This proves (3).
2.1.2. Seond step.
Lemma 2.2. Let ǫ be the onstant in the hypothesis of Theorem 1.1. Let
G(x, t) = exp
(
c(T − t) |x|+ |x|2
)
where 0 ≤ c ≤ R1+ǫ/8. Then for any v ∈ C∞c (
{
R ≤ |x| ≤ R1+ǫ/8
}
× [0, T ]), the following
inequality holds
λ2
4
∫
Rn+1
v2Gdxdt+
λ2
4
∫
Rn+1
|∇v|2Gdxdt ≤
∫
Rn+1
|Pv|2Gdxdt
+λ−1
∫
Rn
|∇v(x, T )|2G(x, T )dx+R2+ǫ/4
∫
Rn
v2(x, 0)G(x, 0)dx,
provided R & 1.
This Carleman inequality is an extension of a Carleman inequality in [4℄ to the ase of
variable oeients. As {aij} are no longer onstants, it is neessary to put a restrition on
the support of v (ompared with [4℄.) We will prove this inequality in the Appendix. We
now dedue (2) from (3) and Lemma 2.2.
Proposition 2.3. Suppose that u is as in the hypothesis of Theorem 1.1, and |u(x, 0)| .
e−M |x|
2
for all M > 0. Let T = ρ2/8N , where ρ and N are as above. Then for all M > 0,
|u(x, t)|+ |∇u(x, t)| . e−M |x|
2
for all t ∈ [0, T/4].
Proof. Fix M > 0. Let
v(x, t) = u(x, t)θ(x)
where
θ(x) =
{
0 if |x| < R− 1 or |x| > MR + 1
1 if R < |x| < MR
Sine
Pv = θPu+ 2 〈A∇u,∇θ〉+ u∆θ,
it follows that
|Pv| ≤ Cθ (|u|+ |∇u|) + 2λ−1 |∇u| |∇θ|+ |u∆θ|
≤ C (|v|+ |∇v|) + |u| (C |∇θ|+ |∆θ|) + 2λ−1 |∇u| |∇θ|
≤ C (|v|+ |∇v|) + C ′ (|u|+ |∇u|)χE
where E = ({R − 1 < |x| < R} ∪ {MR < |x| < MR + 1})× [0, T ], C ′ ≤ 4λ−1.
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Choose c = MR/T . Then for large R, c ≤ R1+ǫ/8 and suppv ⊂
{
R ≤ |x| ≤ R1+ǫ/8
}
. Thus,
we an apply the previous lemma to v to obtain∫ T
0
∫
Rn
(v2 + |∇v|2)Gdxdt .
∫
Rn
|∇v(x, T )|2G(x, T )dx+R2+ǫ/4
∫
Rn
v2(x, 0)G(x, 0)dx
+
∫
E
(
|u|2 + |∇u|2
)
Gdxdt.
In the previous subsetion, we have shown that
|u(x, t)|+ |∇u(x, t)| . e−2N |x|
2
for all t ∈ [0, T ].
Hene, as G(x, T ) = e|x|
2
, we have∫
Rn
|∇v(x, T )|2Gdx . 1.
Sine |u(x, 0)| . e−2M |x|
2
and G(x, 0) ≤ e(M+1)|x|
2
if |x| ≥ R by our hoie of c, it follows that
R2+ǫ/4
∫
Rn
v2(x, 0)Gdx . 1.
In {MR < |x| < MR + 1}, G(x, t) ≤ e2|x|
2
, hene,∫ T
0
∫
MR<|x|<MR+1
(
|u|2 + |∇u|2
)
Gdxdt . Rn−1.
In {R− 1 < |x| < R}, G(x, t) ≤ e(M+1)R
2
, so∫ T
0
∫
R−1<|x|<R
(
|u|2 + |∇u|2
)
Gdxdt . e(M+2)R
2
.
Thus, ∫ T
0
∫
Rn
(v2 + |∇v|2)Gdxdt . e(M+2)R
2
.
As G(x, t) ≥ e4MR
2
in {6R ≤ |x| ≤ 7R} × [0, T/2], this implies∫ T/2
0
∫
6R≤|x|≤7R
(
|u|2 + |∇u|2
)
dxdt . e−MR
2
,
provided R ≥ RM . This and Lemma 4.1 prove the proposition. 
2.2. Lower Bound. In this subsetion, assuming u(·, 0) 6≡ 0, we will show that the following
lower bound holds for any T ≤ 1,
(4)
∫ T
0
∫
R<|x|<2R
u2(x, 0)dx & e−C2R
2
To prove this, we rst adapt arguments of [1℄ and [8℄ to show that there exists s > 0, suh
that for small t, we have
(5)
∫
R<|x|<2R
u2(x, t)dx & e−R
s
.
Then we use this bound together with a bootstrap argument to obtain (4).
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2.2.1. First step. Sine u(·, 0) 6≡ 0, we an suppose that,∫
B(e1,ρλ/4)
u2(x, 0)dx 6= 0.
Here ρ is a positive onstant to be hosen. By using Lemma 4.2, and multiplying u by a
onstant if neessary, we an assume that
(6)
∫
B(e1,ρλ/2)
u2(x, t)dx ≥ L
if t is small enough. Here L is a large onstant to be hosen.
We will use the doubling property of u(·, 0) proved by Esauriaza, Fernández and Vessella.
We present their arguments here in the form that we need. Let x0 = |x0| e1, and v be as in
setion 2.1. As before, if α ≥ 2NR2 the following inequality holds∫
Rn+1
(α2v2 + ασa |∇v|
2)σ−αa Gadxdt ≤ N
ααα+
n
2 eCR
2
+
σ(a)−α
[
−
a
N
∫
Rn
|∇v(x, 0)|2Gadx+ αN
∫
Rn
v2(x, 0)Gadx
]
.(7)
Let ρ = 1
Ne
and 0 < a ≤ ρ2/2α. Then,
α2
∫
Rn+1
v2σ−αa Ga ≥ α
2
∫ ρ2/α
0
dt
∫
B(0,2ρ)
(t + a)−α−
n
2 e−ρ
2/(t+a)v2(x, t)dx
≥ Nρα
2
∫ a+ρ2/α
a
s−α−
n
2 e−ρ
2/sds
∫
B(0,ρ)
v2(x, 0)dx(8)
≥ Nρα
2
∫ ρ2/α
ρ2/2α
s−α−
n
2 e−ρ
2/sds
∫
B(0,ρ)
v2(x, 0)dx
≥
Nρα
α+n
2
+1N2α
2
∫
B(0,ρ)
v2(x, 0)dx.
(we have used Lemma 4.2 in the seond inequality. Nρ is the onstant appears in that lemma.)
Here, α has to satisfy
ρ2/α ≤ N−1ρ min
{
R−2, 1/ log
(
Nρ
∫
B(0,1)×[0,R−2]
v2(x, t)dxdt∫
B(0,ρ)
v2(x, 0)dx
)}
As |v(x, t)| . eCR
2
, we an take
α = ρ2Nρ
(
2R2 + log
Nρ∫
B(0,ρ)
v2(x, 0)dx
)
.
For this value of α,
Nρα
α+n
2
+1N2α
2
∫
B(0,ρ)
v2(x, 0)dx ≥ Nααα+
n
2 eCR
2
.
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This together with (7) and (8) show that
−
a
N
∫
Rn
|∇v(x, 0)|2Ga(x, 0)dx+ αN
∫
Rn
v2(x, 0)Ga(x, 0)dx ≥ 0
or,
2a
∫
Rn
|∇v(x, 0)|2Ga(x, 0)dx+
n
2
∫
Rn
v2(x, 0)Ga(x, 0)dx ≤ 4αN
2
∫
Rn
v2(x, 0)Ga(x, 0)dx
for all a ≤ ρ2/2α.
By Lemma 4.3, this implies that∫
B(0,2r)
v2(x, 0) ≤ e128αN
2
∫
B(0,r)
v2(x, 0)
for all 0 ≤ r ≤ 1/2. It follows that there exists positive onstant C1 and C2 suh that if
r ≤ ρ/2,
(9)
(∫
B(0,ρ)
v2(x, 0)
)1+C1 log ρr
≤ eC2R
2 log ρ
r
∫
B(0,r)
v2(x, 0).
Taking r = ρλ2/2, we see that there are onstants J and K so that(∫
B(0,ρ)
v2(x, 0)
)K
≤ eJR
2/2
∫
B(0,ρλ2/2)
v2(x, 0).
This implies, after undoing the hanges of variable,
(10)
(∫
B(x0,ρλR)
u2(x, 0)
)K
≤ λ−KeJR
2
∫
B(x0,ρλR/2)
u2(x, 0).
We now use a hain-of-balls argument similar to that of [8℄. Let xk+1 = (1 −
ρλ2
8
)xk for
k = 0, 1, 2, . . .. Then by (10),
(∫
B(xk+1,ρλ2|xk+1|/8)
u2(x, 0)
)K
≤ λ−KeJ |xk|
2
∫
B(xk ,ρλ2|xk|/8)
u2(x, 0) k = 0, 1, . . .
Let m = [log |x0| / log
8
8−ρλ2
] then |xm| ∼ 1, hene∫
B(xm,ρλ2|xm|/8)
u2(x, 0) ≥ λKe−J |xm|
2
(∫
B(e1,ρλ2/8)
u2(x, 0)
)K
≥ 1.
(we have used (6) in the last inequality.) It follows that∫
B(x0,ρλ2|x0|/8)
u2(x, 0) ≥ λ
Km+1−K
K−1 e−
J(Km−1)
K−1
|x0|
2
,
whih, by the hoie of m, implies∫
B(x0,ρλ|x0|/2)
u2(x, 0) ≥ e−Cs|x0|
s
for some positive onstants s and Cs. The same inequality holds for u(·, t) if t is small so
that (6) holds.
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2.2.2. Seond step. We now use (5) and another Carleman inequality to prove (4). Let
ψ ∈ C∞c (0, T ) be a positive bump funtion satisfying
ψ(t) =
{
0 if t ∈ [0, T
8
] ∪ [7T
8
, T ]
4 t ∈ [T
4
, 3T
4
]
.
Let δ ∈ (1, 1 + ǫ/2), where ǫ is the onstant in the hypothesis of Theorem 1.1. Let
SR,T :=
{
(x, t) : R1/δ ≤ |x| ≤ R, T/8 ≤ t ≤ 7T/8
}
.
Lemma 2.4. Let G(x, t) = eϕ(x,t) where ϕ(x, t) = E1R(T − t) |x| + E2 |x−Rψ(t)e1|
2
. Here
E1 & T
−2, E2 & 1 are onstants that may depend on R, but E1/E2 ≥ 100/T is a xed
onstant. Then if R ≥ R0 = R0(E1/E2, T, λ),
E31R
2
∫
R
n+1
+
v2Gdxdt+ E2
∫
R
n+1
+
|∇v|2Gdxdt .
∫
R
n+1
+
|Pv|2Gdxdt,
for any v ∈ C∞c (SR,T ). The impliit onstant depends only on T and λ.
We give a proof of this lemma in the Appendix. Note that in ontrast to Lemma 2.2, here
the main term in ϕ is E1R(T − t) |x|, as E1 ≫ E2. The use of the shift x−Rψ(t)e1 originates
in a Carleman inequality for Shrödinger equations proved in [3℄ (see their Lemma 3.1)
The next proposition, a orollary of this lemma, is the basis of our bootstrap argument.
Proposition 2.5. Let u be as in Theorem 1.1. Suppose that for some s ≥ 2, there exist
Cs > 0 suh that ∫ 3T/4
T/4
∫
R≤|x|≤2R
(u2 + |∇u|2)dxdt & exp(−CsR
s)
for all R ≥ Cs. Let s1 = max
{
2, s−1
δ
+ 1
}
, where 1 < δ < 1 + ǫ
2
. Then there is Cs1 > 0 suh
that ∫ T
0
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt & exp(−Cs1R
s1)
for all R ≥ Cs1.
Proof. Let v(x, t) = u(x, t)θ(x, t) where θ(x, t) = θ1(x)θ2(x − Rψ(t)e1), with ψ dened as
above, and
θ1(x) =
{
0 if |x| < R1/δ or |x| > cR
1 if R1/δ + 1 ≤ |x| ≤ cR− 1
θ2(x) =
{
0 if |x| < 2R
1 if |x| > 3R,
with c = 2−11. Clearly, supp(v) ⊂ SR,T .
We have
|Pv| ≤ C (|v|+ |∇v|) + |u| (C |∇θ|+ |∂tθ|+ |∆θ|) + 2λ
−1 |∇u| |∇θ|
≤ C (|v|+ |∇v|) + C ′ (|u|+ |∇u|)χE
where E = supp∇θ and C ′ ≤ λ4/T .
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Applying the previous Carleman inequality to v, we get∫ T
0
∫
Rn
(v2 + |∇v|2)Gdxdt .
∫
E
(
|u|2 + |∇u|2
)
Gdxdt.
Sine
inf
16R1/δ ≤ |x| ≤ 32R1/δ
T/4 ≤ t ≤ 3T/4
{G(x, t)} ≥ exp
(
4E1TR
1+ 1
δ + E2
(
4R− 32R1/δ
)2)
,
if E1 ≥ 2 · 16
sCsR
s−1
δ
−1
and E1/E2 = 256/T then∫ T
0
∫
Rn
(|v|2 + |∇v|2)Gdxdt & exp
(
4E1TR
1+ 1
δ + E2
(
4R− 32R1/δ
)2
− 16sCsR
s/δ
)
≥ exp
(
3E1TR
1+ 1
δ + 16E2R
2
)
=: Σ
The set E is ontained in the union of {R1/δ ≤ |x| ≤ R1/δ + 1}, {2R ≤ |x−Rψ(t)e1| ≤
3R} ∩ {|x| ≤ cR} and {cR− 1 ≤ |x| ≤ cR}. In {R1/δ ≤ |x| ≤ R1/δ + 1},
G(x, t) ≤ exp
(
2E1TR
1+ 1
δ + E2
(
4R + 2R1/δ
)2)
and |u|+ |∇u| . eCR
2/δ
, hene∫ T
0
∫
R1/δ≤|x|≤2R1/δ
(
|u|2 + |∇u|2
)
Gdxdt .
exp
(
2E1TR
1+ 1
δ + 16E2R
2 + 20E2R
1+ 1
δ + CR2/δ
)
≪ Σ/4.
In {2R ≤ |x− Rψ(t)e1| ≤ 3R} ∩ {|x| ≤ cR},
G(x, t) ≤ exp
(
c2E1TR
2 + 9E2R
2
)
≤ exp(10E2R
2)
hene ∫ T
0
∫
2R≤|x−Rψ(t)e1|≤3R,|x|≤cR
(
|u|2 + |∇u|2
)
Gdxdt≪ Σ/4.
Thus, we onlude that
Σ/4 ≤
∫ T
0
∫
cR−1≤|x|≤cR
(
|u|2 + |∇u|2
)
Gdxdt.
Sine in {cR− 1 ≤ |x| ≤ cR}, G ≤ exp(25E2R
2), we obtain∫ T
0
∫
cR−1≤|x|≤cR
(|u|2 + |∇u|2)dxdt ≥ exp(−9E2R
2).
Reall that we need E1 ≥ 2 · 16
sCsR
s−1
δ
−1
and E1 & T
−2
. With the minimum hoie
E1 ∼ max{1, R
s−1
δ
−1}, we obtain∫ T
0
∫
cR−1≤|x|≤cR
(|u|2 + |∇u|2)dxdt ≥ exp(−Cs1R
s1).
for large R. The proposition follows from this. 
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Proposition 2.6. Suppose u satises the assumption of Theorem 1.1. If u(·, 0) 6≡ 0 then for
any T ≤ 1, there exist C2 = C2(T, u) > 0 suh that∫ T
0
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt & exp(−C2R
2)
for all R ≥ C2.
Proof. This is a onsequene of repeatedly applying the previous proposition. Let s0 = s
where s is the exponent appeared in (5), and
sk+1 = 2 +
(
sk − 1
δ
− 1
)
+
, k = 1, 2, 3, . . .
It is simple to hek that there is k0 suh that sk = 2 for all k ≥ k0. Clearly, we an assume
that on [0, T ], (5) holds. Let ak = T
(
1
2
− 2k−k0−1
)
and bk = T
(
1
2
+ 2k−k0−1
)
. Sine∫ b0
a0
∫
R<|x|<2R
|u(x, t)|2 dxdt & e−R
s
,
the previous proposition (applied to the time interval [a1, b1]) shows that∫ b1
a1
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt & exp(−Cs1R
s1) if R ≥ Cs1
for some positive Cs1. Indution then shows that for any k, there is Csk > 0 suh that∫ bk
ak
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt & exp(−CskR
sk) if R ≥ Cs1.
In partiular when k = k0 we obtain∫ T
0
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt & e−C2R
2
.

2.3. Proof of Theorem 1.1.
Proof. 1. Suppose otherwise u 6≡ 0. We an assume without loss of generality that u(·, 0) 6≡ 0.
(if not, we an translate to a time 0 < s < 1 suh that u(·, s) 6≡ 0. The bounds |u(x, s)| .
e−M |x|
2
for all M , follows from (2)). But then we are in position to apply Proposition 2.6,
and obtain a lower bound that ontradits the upper bound of Proposition 2.3. Thus, we
must have u ≡ 0.
2. Let T = ρ2/8N . Inspeting the proof of Proposition 2.3, we see that to obtain the
upper bound
|u(x, t)|+ |∇u(x, t)| . e−M |x|
2
in (B7R\B6R)× [0, T/4],
for some M ≥ 2N , it sues to have∫
B(x,1)
u2(y, 0) ≤ e−2M |x|
2
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for all x ∈ B2MR\BR/2. Hene, in order to avoid ontradition with the lower bound (4), we
must have
sup
x∈B2MR\BR/2
∫
B(x,1)
u2(y, 0) ≥ e−4M
2R2 ,
if M ≥ 2max{N,C2} (here C2 is the onstant appears in Proposition 2.6). This and (10)
together with a hain-of-balls argument shows that
inf
x∈BMR\BR
∫
B(x,ρλR)
u2(y, 0) ≥ e−M1R
2
,
for some M1 > 0. Combining this with the doubling inequality (9), we obtain
inf
x∈BMR\BR
∫
B(x,1)
u2(y, 0) ≥ e−M2R
2 logR.
These estimates prove the seond part of the theorem. 
Remark 2.7. As the uto funtions used in the proof of Theorem 1.1 are radial, the same
results and proofs apply to solutions of |Pu| . |u|+ |∇u| in (Rn\BR)× [0, 1].
3. Proof of theorem 1.2
The proof of Theorem 1.2 is very similar to that of Theorem 1.1, using anisotropi Carleman
inequalities. We use the notation x = (x1, x
′).
3.1. Upper bound. For the rst step, the same argument as in setion 2.1.1 shows that for
all M > 0
(11) |u(x, t)|+ |∇u(x, t)| . eC|x|
2−Mx21
for all x ∈ Rn+,
if 0 ≤ t . M−1(here C is the onstant in the statement of Theorem 1.2. Now we an only
resale with R ∼ x1, resulting in the weaker bound.)
For the seond step, we will need the next lemma, whih is inspired by a Carleman in-
equality in [5℄. To ease notations, we will assume that a1j∞ = 0 for j 6= 1 where a
ij
∞ =
limx→∞ a
ij(x, t). Otherwise, we will need to replae ϕ below by
ϕ˜(x, t) = ϕ(x1, Bx
′, t)
where B is a positively denite, symmetri (n−1)×(n−1)-matrix, satisfying
∑
j 6=1B
ija1j∞ = 0
for all i = 2, 3, . . . , n. The reader an hek that the onlusion of the lemma holds with suh
a modiation of ϕ. (we only use a1j∞ = 0 to ontrol the term I4 in the proof.)
Lemma 3.1. Let ǫ be the onstant in the hypothesis of Theorem 1.2. Let G(x, t) = eϕ(x,t)
where
ϕ(x, t) = −
λ |x′|2
8s
+
c(Sα − sα)
sα
x1 + bs.
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Here 0 ≤ c ≤ R1+ǫ/8, α and b ≤ α/4 are large xed onstants, s is the translated time variable
s = t+ 1, and S = T + 1. Then for large R, for any v ∈ C∞c (
{
R ≤ x1 ≤ R
1+ǫ/8
}
× [0, T ]),
1
16
∫ T
0
∫
R
n
+
(cRv2 + b |∇v|2)Gdxdt ≤
∫ T
0
∫
R
n
+
|Pv|2Gdxdt+
∫
R
n
+
‖∇v(x, T )‖2Gdx
+
∫
R
n
+
(|x′|
2
+R2+ǫ)v2(x, 0)G(x, 0)dx+
∫
R
n
+
(|x′|
2
+R2+ǫ)v2(x, T )G(x, T )dx
We give a proof of this lemma in the Appendix.
Proposition 3.2. Suppose that
(12) |u(x, t)|+ |∇u(x, t)| . eC|x|
2−2αx21 ∀(x, t) ∈ Rn+ × [0, T ],
Let d = 2
α+1(T+2)
αT
, where α is as in the previous lemma. Then for any M > 0 we have
∫ T/2
0
∫
dR<x1<2dR,|x′|<R
(
|u|2 + |∇u|2
)
dxdt . e−MR
2
Proof. Let
v(x, t) = u(x, t)θ(x) where θ(x) = θ1(x)θ2(x),
and
θ1(x) =
{
0 if x1 < R− 1 or x1 > MR + 1
1 if R < x1 < MR
θ2(x) =
{
1 if |x′| < r
0 if |x′| > r + 1
We will now apply the previous lemma with c = MR, to the funtion v and get∫ T
0
∫
R
n
+
(v2 + |∇v|2)Gdxdt .
∫
E
(
|u|2 + |∇u|2
)
Gdxdt+
∫
R
n
+
‖∇v(x, T )‖2Gdx
+
∫
R
n
+
(|x′|
2
+R2+ǫ)v2(x, 0)G(x, 0)dx+
∫
R
n
+
(|x′|
2
+R2+ǫ)v2(x, T )G(x, T )dx
where E = supp∇θ × [0, T ].
Using (12) and the deay of u(·, 0), we an hek easily that the last three integrals in the
right hand side are bounded by R2+ǫ, and∫
{r<|x′|<r+1,R<x1<MR}×[0,T ]
(
|u|2 + |∇u|2
)
Gdxdt→ 0 as r →∞.
In MR < x1 < MR + 1, G(x, t) ≤ e
−
λ|x′|2
8
+2αx21+2b
. Hene, beause of the bound (12)∫ T
0
∫
MR<x1<MR+1
(
|u|2 + |∇u|2
)
Gdxdt . 1.
Furthermore, ∫ T
0
∫
R−1<x1<R
(
|u|2 + |∇u|2
)
Gdxdt . e2
αMR2 .
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Thus, we onlude that ∫ T
0
∫
R
n
+
(
|v|2 + |∇v|2
)
Gdxdt . e2
αMR2 .
As in {x : dR < x1 < 2dR, |x
′| < R}, u = v and G(x, t) ≥ e(2
α+1)MR2
, it follows that∫ T/2
0
∫
dR<x1<2dR,|x′|<R
(
|u|2 + |∇u|2
)
dxdt . e−MR
2
.

Remark. Using the inequality (10) and a hain-of-balls argument, we an atually take d to
be any positive number.
3.2. Lower bound. Assuming u(·, 0) 6≡ 0, the same argument as in setion 2.2 gives the
lower bound ∫
B(Re1,ρλR)
|u(x, t)|2 dxdt & e−R
s
∀t ∈ [0, T ], ∀R & 1
for some T ≤ 1.
For the seond step, we will need another Carleman inequality. Let δ ∈ (1, 1 + ǫ/2) where
ǫ is the onstant in the hypothesis of Theorem 1.2, and
SR,T :=
{
(x, t) ∈ Rn+ : R
1/δ ≤ x1 ≤ R, T/8 ≤ t ≤ 7T/8
}
.
Lemma 3.3. Let G(x, t) = eϕ(x,t) where
ϕ(x, t) = −
λ |x′|2
8t
+ E1R
(T α − tα)
tα
x1 + E2 (x1 − Rψ(t))
2 + bE2t
where α and b are suitable xed positive onstants, E1, E2 & 1 are large onstants that may
depend on R, but E1/E2 is a large xed onstant independent of R. Then for large R,∫
R
n+1
+
v2Gdxdt+
∫
R
n+1
+
|∇v|2Gdxdt ≤
∫
R
n+1
+
|Pv|2Gdxdt,
for any v ∈ C∞c (SR,T ). Here and ψ is as in setion 2.2.
We will omit the proof of this lemma as it is almost the same as that of Lemma 4.1, exept
for the important fat that E1R
(Tα−tα)
tα
x1 is now the dominating term. (This is similar to the
relationship between Lemma 2.2 and Lemma 2.4)
Proposition 3.4. Let u and P be as in Theorem 1.2. Suppose that for some s ≥ 2, there
are onstants Rs, Cs > 0 suh that∫ 3T/4
T/4
∫
R ≤ x1 ≤ 2R
|x′| ≤ CsR
s/2
(u2 + |∇u|2)dxdt & exp(−CsR
s)
for all R ≥ Rs. Let s1 = max
{
2, s−1
δ
+ 1
}
for some 1 < δ < 1 + ǫ
2
. Then there is Rs1 , Cs1
suh that
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∫ T
0
∫
R ≤ x1 ≤ 2R
|x′| ≤ Cs1R
s1/2
(u2 + |∇u|2)dxdt & exp(−Cs1R
s1)
for all R ≥ Rs1.
Proof. Let
v(x, t) = u(x, t)θ(x, t) where θ(x, t) = θ1(x)θ2(x1 − Rψ(t))θ3(x
′),
where ψ is dened as before, and
θ1(x) =
{
0 if x1 < R
1/δ
or x1 > cR
1 if R1/δ + 1 ≤ x1 ≤ cR− 1
θ2(r) =
{
0 if r < 2R
1 if r > 3R,
θ3(x
′) =
{
0 if |x′| > Cs1R
s1/2 + 1
1 if |x′| < Cs1R
s1/2,
where c and Cs1 are positive onstants to be hoosen. It is lear that supp(v) ⊂ SR,T .
Applying the previous Carleman inequality to v, as before we get∫
R
n+1
+
(v2 + |∇v|2)Gdxdt .
∫
E
(
|u|2 + |∇u|2
)
Gdxdt,
where E = supp∇θ.
Beause in the set {x : 10αR1/δ ≤ x1 ≤ 2 · 10
αR1/δ, |x′| ≤ Cs(10
αR1/δ)s/2} × [T
4
, 3T
4
],
G(x, t) ≥ exp
(
−D
′
sR
s/δ + 10αE1R
1+ 1
δ + E2
(
4R− 2 · 10αR1/δ
)2)
we have,∫
R
n+1
+
(|v|2 + |∇v|2)Gdxdt & exp
(
10αE1R
1+ 1
δ + E2
(
4R− 2 · 10αR1/δ
)2
− CsR
s/δ −D
′
sR
s/δ
)
& exp
(
9αE1R
1+ 1
δ + 16E2R
2
)
=: Σ
if E1/R
s−1
δ
−1
and E1/E2 are large enough.
In {R1/δ ≤ x1 ≤ R
1/δ + 1},
G(x, t) ≤ exp
(
−
λ |x′|2
8
+ 8αE1R
1+ 1
δ + 16E2R
2
)
so using the bound (12) we get∫ T
0
∫
R1/δ≤x1≤2R1/δ
(
|u|2 + |∇u|2
)
Gdxdt . exp
(
8αE1R
1+ 1
δ + 16E2R
2
)
≪ Σ.
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In {2R ≤ |x1 −Rψ(t)| ≤ 3R} ∩ {x1 ≤ cR},
G(x, t) ≤ exp
(
−
λ |x′|2
8
+ c8αE1R
2 + 9E2R
2
)
Hene, if c is hosen to be small enough,∫ T
0
∫
2R≤|x1−Rψ(t)|≤3R,x1≤cR
(
|u|2 + |∇u|2
)
Gdxdt . exp
(
10E2R
2
)
≪ Σ.
In {Cs1R
s1/2 ≤ |x′| ≤ Cs1R
s1/2 + 1},
G(x, t) ≤ exp(−λC2s1R
s1/8 + c8αE1R
2 + 16E2R
2)
Note that by our hoie of E1 and E2, E1R
2 ∼ E2R
2 ∼ Rs1 , so if we hoose Cs1 big enough,∫ T
0
∫
x1<cR,Cs1R
s1/2≤|x′|≤Cs1R
s1/2+1
(
|u|2 + |∇u|2
)
Gdxdt . 1.
Thus, we onlude that
Σ .
∫ T
0
∫
cR<x1<cR+1,|x′|≤Cs1R
s1/2
(
|u|2 + |∇u|2
)
Gdxdt.
Sine in {cR < x1 < cR + 1, |x
′| ≤ Cs1R
s1/2}, G ≤ exp(KRs1), we obtain∫ T
0
∫
cR ≤ x1 ≤ cR + 1
|x′| ≤ Cs1R
s1/2
(|u|2 + |∇u|2)dxdt ≥ exp(−KRs1).
The proposition follows immediately from this. 
Proposition 3.5. Let u and P be as in Theorem 1.2. If u(·, 0) 6≡ 0 then then for any T ≤ 1,
there exist C2 = C2(T, u) > 0 suh that∫ T
0
∫
R ≤ x1 ≤ 2R
|x′| ≤ C2R
(u2 + |∇u|2)dxdt & exp(−C2R
2)
for all R ≥ C2.
Proof. The proof is similar to that of Proposition 2.6, using Proposition 3.4 instead of Propo-
sition 2.5. We omit the details. 
Using Proposition 3.2 (see also the remark after it) and Proposition 3.5, the proof of
Theorem 1.2 is idential to that of Theorem 1.1. We omit the details.
4. appendix
4.1. Some auxiliary lemmas. The rst lemma is a standard estimate for solutions of
paraboli inequalities, we refer to [9℄.
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Lemma 4.1. Suppose that in Ω∗ := B(0, 2)× [0, 2R−2] , the following inequality holds
|Pv| ≤ R2 |v|+R |∇v| .
Then
‖v‖L∞(Ω) + ‖∇v‖L∞(Ω) ≤ CnR
c ‖v‖L2(Ω∗)
where Ω = B(0, 1)× [0, R−2] and c is a onstant depending only on n.
The next two lemmas are from [1℄ (see also [2℄).
Lemma 4.2. For ρ ∈ (0, 1/2), there is onstant Nρ > 0 suh that if
|Pv| ≤ R2 |v|+R |∇v|
in Ω∗ := B(0, 2)× [0, 2R−2] then∫
B(0,ρ)
v2(x, 0)dx ≤ Nρ
∫
B(0,2ρ)
v2(x, t)dx
for all
0 ≤ t ≤ N−1ρ min
{
R−2, 1/ log
(
Nρ
∫
Ω∗
v2(x, 0)dxdt∫
B(0,ρ)
v2(x, 0)dx
)}
.
Lemma 4.3. Suppose v ∈ C∞c (R
n) suh that for some C > 1,
2a
∫
Rn
|∇v|2 e−|x|
2/4adx+
n
2
∫
Rn
v2e−|x|
2/4adx ≤ C
∫
Rn
v2e−|x|
2/4adx,
for all 0 < a ≤ 1/(12C). Then∫
B(0,2r)
v2dx ≤ e32C
∫
B(0,r)
v2dx
for all 0 ≤ r ≤ 1/2.
4.2. Proof of the Carleman inequalities. In this setion we will prove the Carleman
inequalities that were used in the proofs of Theorems 1.1 and 1.2. We will use the following
notations
∆v = div(A∇v)
‖∇v(x, t)‖ = 〈A(x, t)∇v(x, t),∇v(x, t)〉1/2 .
We reall the following lemma of [6℄ (see also [7℄, [1℄).
Lemma 4.4. Suppose σ(t) : R+ → R+ is a smooth funtion, α is a real number, F and G are
dierentible funtions, G positive. Then the following identity holds for v ∈ C2c (R
n × [0, T ])
2
∫
R
n+1
+
σ1−α
σ′
w2Gdxdt+
1
2
∫
R
n+1
+
σ1−α
σ′
v2MGdxdt−
α
2
∫
R
n+1
+
σ−αv2
(
∂tG−∆G
G
− F
)
Gdxdt
+
∫
R
n+1
+
σ1−α
σ′
[(
log
σ
σ′
)′
+
∂tG−∆G
G
− F
]
‖∇v‖2Gdxdt+ 2
∫
R
n+1
+
σ1−α
σ′
〈DG∇v,∇v〉Gdxdt
−
∫
R
n+1
+
σ1−α
σ′
v 〈A∇v,∇F 〉Gdxdt = 2
∫
R
n+1
+
σ1−α
σ′
wPvGdxdt+
∫
Rn×{T}
σ1−α
σ′
‖∇v‖2Gdx−
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−
∫
Rn×{0}
σ1−α
σ′
‖∇v‖2Gdx+
1
2
∫
Rn×{T}
σ1−α
σ′
v2(F −
ασ′
σ
)Gdx−
−
1
2
∫
Rn×{0}
σ1−α
σ′
v2(F −
ασ′
σ
)Gdx.
where
w = ∂tv − 〈A∇ logG,∇v〉+
Fv
2
−
ασ′
2σ
v,
M =
(
log
σ
σ′
)′
F + ∂tF + F
(
∂tG−∆G
G
− F
)
− 〈A∇ logG,∇F 〉 ,
and
DijG = a
il∂kl(logG)a
kj +
∂l(logG)
2
[
akj∂ka
il + aki∂ka
jl − akl∂ka
ij
]
+
1
2
∂ta
ij .
We will rst derive a orollary of this lemma whih will be used to prove all of our Carleman
inequalities. Letting α = 0 and σ(t) = et in Lemma 4.4, we obtain the following identity for
v ∈ C2c (R
n × [0, T ]),
2
∫
R
n+1
+
w2Gdxdt+
1
2
∫
R
n+1
+
v2MGdxdt−
∫
R
n+1
+
v 〈A∇v,∇F 〉Gdxdt
+
∫
R
n+1
+
‖∇v‖2
(
∂tG−∆G
G
− F
)
Gdxdt+ 2
∫
R
n+1
+
〈DG∇v,∇v〉Gdxdt
= 2
∫
R
n+1
+
wPvGdxdt+
∫
Rn
‖∇v(x, T )‖2Gdx−
∫
Rn
‖∇v(x, 0)‖2Gdx(13)
+
1
2
∫
Rn
v2(x, T )FGdx−
1
2
∫
Rn
v2(x, 0)FGdx.
where
M = ∂tF + F
(
∂tG−∆G
G
− F
)
− 〈A∇F,∇ logG〉 .
Note that if ∇F is dierentiable, we an integrate by parts to obtain
−
∫
R
n+1
+
v 〈A∇v,∇F 〉Gdxdt =
1
2
∫
R
n+1
+
v2∆FGdxdt +
1
2
∫
R
n+1
+
v2 〈A∇F,∇ logG〉Gdxdt.
Then this term an be ombined with the seond term of the left hand side. However, in our
appliations, ∇F might not be dierentiable, so we approximate F by some C2 funtion F0
and use the above identity with F0 in plae of F . Then, using Cauhy-Shwarz, we arrive at
the following lemma.
Lemma 4.5. Suppose v ∈ C2c (R
n × [0, T ]), then
1
2
∫
R
n+1
+
v2M0Gdxdt+
∫
R
n+1
+
[
2 〈DG∇v,∇v〉+ ‖∇v‖
2
(
∂tG−∆G
G
− F
)]
Gdxdt
−
∫
R
n+1
+
v 〈A∇v,∇(F − F0)〉Gdxdt ≤
∫
R
n+1
+
|Pv|2Gdxdt+
∫
Rn
‖∇v(x, T )‖2Gdx
−
∫
Rn
‖∇v(x, 0)‖2Gdx+
1
2
∫
Rn
v2(x, T )FGdx−
1
2
∫
Rn
v2(x, 0)FGdx.(14)
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where
M0 = ∂tF + F
(
∂tG−∆G
G
− F
)
+∆F0 − 〈A∇(F − F0),∇ logG〉
and
DijG = a
il∂kl(logG)a
kj +
∂l(logG)
2
[
akj∂ka
il + aki∂ka
jl − akl∂ka
ij
]
+
1
2
∂ta
ij .
We will now prove our Carleman inequalities using Lemma 4.5.
Proof of lemma 2.2. As suppv ⊂ {R ≤ |x| ≤ R1+ǫ/8}× [0, T ], we will assume that R ≤ |x| ≤
R1+ǫ/8 in all the omputation below.
Sine ∇2ϕ ≥ Id, |∇ logG| ≤ R1+ǫ/8, and |∇aij(x, t)| ≤ R−1−ǫ, it follows that DG ≥
λ2
2
Id
for large R. To make the gradient term (i.e. the seond term in (14)) positive, we will hoose
F satisfying
(15)
∣∣∣∣∂tG−∆GG − F
∣∣∣∣ ≤ λ4/2,
so that
2 〈DG∇v,∇v〉+ ‖∇v‖
2
(
∂tG−∆G
G
− F
)
≥
λ2
2
|∇v|2 .
Let ϕ(x, t) = c(T − t) |x| + |x|2, then
∂tG−∆G
G
= ∂tϕ−∆ϕ− a
ij∂iϕ∂jϕ
= −c |x| − xj∂ia
ij(x, t)
(
c(T − t) |x|−1 + 2
)
− aij(x, t)xixj
(
c(T − t) |x|−1 + 2
)2
−aij(x, t)
[
δij
(
c(T − t) |x|−1 + 2
)
− c(T − t)xixj |x|
−3] ,
As the seond term is of order O(R−7ǫ/8), if we let
F (x, t) = −c |x|+
λ4
3
− aij(x, t)xixj
(
c(T − t) |x|−1 + 2
)2
−aij(x, t)
[
δij
(
c(T − t) |x|−1 + 2
)
− c(T − t)xixj |x|
−3] .
then (15) is satised. Moreover,
−R2+ǫ/4 . F . −R2, −
λ4
2
≤
∂tG−∆G
G
− F ≤ −
λ4
4
.
We have
∂tF (x, t) = −∂ta
ij(x, t)xixj
(
c(T − t) |x|−1 + 2
)2
+ 2caij(x, t)xixj |x|
−1 (c(T − t) |x|−1 + 2)
−∂t
{
aij(x, t)
[
δij
(
c(T − t) |x|−1 + 2
)
− c(T − t)xixj |x|
−3]} .
The seond term on the right hand side is positive by elliptiity of {aij}. Noting that the
last terms of F and ∂tF are O(R
ǫ/8), we get
∂tF + F
(
∂tG−∆G
G
− F
)
≥ −
(
∂tG−∆G
G
− F
)
aij(x, t)xixj
(
c(T − t) |x|−1 + 2
)2
−∂ta
ij(x, t)aij(x, t)xixj
(
c(T − t) |x|−1 + 2
)2
+O(Rǫ/8)
& R2.
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(note that |∂ta
ij(x, t)| ≤ C ≤ λ5/100.)
For the approximation F0 of F , we hoose
F0(x, t) = −c |x| +
λ4
3
− aij(X, t)xixj
(
c(T − t) |x|−1 + 2
)2
−aij(X, t)
[
δij
(
c(T − t) |x|−1 + 2
)
− c(T − t)xixj |x|
−3] ,
where X = (2R, 0, . . . , 0).
As ∣∣aij(x, t)− aij(X, t)∣∣ = O(R−7ǫ/8), ∣∣∇aij(x, t)∣∣ = O(R−1−ǫ)
and
xixj
(
c(T − t) |x|−1 + 2
)2
= O(R2+ǫ/4), ∇
(
xixj
(
c(T − t) |x|−1 + 2
)2)
= O(R1+ǫ/4)
δij
(
c(T − t) |x|−1 + 2
)
− c(T − t)xixj |x|
−3 = O(Rǫ/8),
∇
(
δij
(
c(T − t) |x|−1 + 2
)
− c(T − t)xixj |x|
−3) = O(R−1+ǫ/8),
we have
∇(F − F0) = O(R
1−5ǫ/8).
Easy omputation shows
∆F0 = O(R
ǫ/4).
Thus,
M0 = ∂tF + F
(
∂tG−∆G
G
− F
)
+∆F0 − 〈A∇(F − F0),∇ logG〉 & R
2.
Finally, we an use Cauhy-Shwarz to ontrol the remaining term as follows∣∣∣∣∫ T
0
∫
Rn
v 〈A∇v,∇(F − F0)〉Gdxdt
∣∣∣∣ ≤ M04
∫
Rn
v2Gdxdt+
λ2
4
∫
Rn
|∇v|2Gdxdt.
This show that the left hand side of (4.5) is greater than
R2
4
∫
Rn
v2Gdxdt+
λ2
4
∫
Rn
|∇v|2Gdxdt.
In our ase, F < 0 so the third and fourth terms in the right hand side of (4.5) are negative.
Thus, the lemma is proved. 
Proof of lemma 2.4. As ∇2ϕ ≥ 2E2Id, the rst term in DG is at least 2λ
2E2Id. The middle
three terms of DG are O(E1R
1− 1+ǫ
δ ), and the last term is bounded by C ≤ λ4. Thus,
DG ≥ λ
2E2Id. To make the gradient term positive, we will hose F satisfying∣∣∣∣∂tG−∆GG − F
∣∣∣∣ ≤ λ4E2,
so that then
2 〈DG∇v,∇v〉+ ‖∇v‖
2
(
∂tG−∆G
G
− F
)
≥ λ2E2 |∇v|
2 .
Let x˜ = x− Rψ(t)e1. Then we have
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∂tG−∆G
G
= ∂tϕ−∆ϕ− a
ij∂iϕ∂jϕ
= −E1R |x| − 2E2Rψ
′(t) (x1 − Rψ(t))
−∂ia
ij(x, t)
(
E1R(T − t)
xj
|x|
+ 2E2x˜j
)
−aij(x, t)
(
E1R(T − t)
xi
|x|
+ 2E2x˜i
)(
E1R(T − t)
xj
|x|
+ 2E2x˜j
)
−aij(x, t)
[
−E1R(T − t)
xixj
|x|3
+ δij
(
E1R(T − t) |x|
−1 + 2E2
)]
.
Note that in SR,T we have ∣∣∇aij(x, t)∣∣ ≤ 〈x〉−1−ǫ ≤ R−(1+ǫ)/δ,
hene ∣∣∣∣∂iaij(x, t)(E1R(T − t) xj|x| + 2E2x˜j
)∣∣∣∣ . E1R1− 1+ǫδ .
Thus, we hoose
F (x, t) = −E1R |x| − 2E2Rψ
′(t) (x1 −Rψ(t)) + λ
4E2/2
−aij(x, t)
(
E1R(T − t)
xj
|x|
+ 2E2x˜j
)(
E1R(T − t)
xi
|x|
+ 2E2x˜i
)
−aij(x, t)
[
−E1R(T − t)
xixj
|x|3
+ δij
(
E1R(T − t) |x|
−1 + 2E2
)]
Also, let
F0(x, t) = −E1R |x| − 2E2Rψ
′(t) (x1 − Rψ(t)) + λ
4E2/2
−aij(X, t)
(
E1R(T − t)
xj
|x|
+ 2E2x˜j
)(
E1R(T − t)
xi
|x|
+ 2E2x˜i
)
−aij(X, t)
[
−E1R(T − t)
xixj
|x|3
+ δij
(
E1R(T − t) |x|
−1 + 2E2
)]
where X = (2R1/δ, 0, . . . , 0).
In the support of v, T − t ≥ T/8, and |x˜| ≤ 5R, so by elliptiity of {aij},
−aij
(
E1R(T − t)
xj
|x|
+ 2E2x˜j
)(
E1R(T − t)
xi
|x|
+ 2E2x˜i
)
≤ −λ
∣∣∣∣E1R(T − t) x|x| − 2E2x˜
∣∣∣∣2 . −T 2E21R2.
The other terms in F are bounded by E1R
2
, E2R
2/T , E2, and E1TR
1− 1
δ
. Hene, for large R,
F . −E21T
2R2 and F
(
∂tG−∆G
G
− F
)
& E21E2R
2
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It is easy to hek that
∂tF = O(E
2
1R
2)
∆F0 = O(E
2
1R
2− 2
δ )
whih is smaller than F
(
∂tG−∆G
G
− F
)
provided E2 ≫ 1. Using |a
ij(x, t)− aij(X, t)| .
R1−
1+ǫ
δ
and |∇ (aij(x, t)− aij(X, t))| = R−
1+ǫ
δ
in SR,T , we get
|∇(F − F0)| . R
3− 2+ǫ
δ E21
hene
|〈A∇(F − F0),∇ logG〉| . R
4− 2+ǫ
δ E31 ≪ E
2
1E2R
2
for large R, as δ < 1 + ǫ
2
.
Putting together these estimates, we obtain
M0 = ∂tF +∆F0 + F
(
∂tG−∆G
G
− F
)
− 〈A∇(F − F0),∇ logG〉 ≥ E
2
1E2R
2.
Finally, sine
M0E2 ≫ R
6− 2(2+ǫ)
δ E41 & |∇(F − F0)|
2 ,
we an ontrol the remaining term by Cauhy-Shwarz,∣∣∣∣∣
∫
R
n+1
+
u 〈A∇u,∇(F − F0)〉Gdxdt
∣∣∣∣∣ ≤ M02
∫
u2Gdxdt+
λ2E2
8
∫
|∇u|2Gdxdt
Thus, the lemma is proved. 
Proof of lemma 3.1. As ∇2ϕ ≥ −λ
8
Id and
|∇ logG|
∣∣∇aij∣∣ = O(|x|−7ǫ/8), ∣∣∂taij∣∣ ≤ C ≤ λ4/100,
it follows that if
H :=
∂tG−∆G
G
− F ≥
1
λ
then the gradient term is positive. We have
∂tG−∆G
G
=
λ
16s2
∑
i,j 6=1
(
2δij − λa
ij(x, t)
)
xixj −
cαSαx1
sα+1
+ b
−a11(x, t)
c2(Sα − sα)2
s2α
−
∑
j 6=1
a1j(x, t)
λxj
2s
c(Sα − sα)
sα
−∂i(a
ij∂jϕ).
Sine c ≤ x
1+ǫ/8
1 , from the deay of ∇a
ij
it follows that |∂i(a
ij∂jϕ)| . 1. If we hoose
F (x, t) =
λ
16s2
∑
i,j 6=1
(
2δij − λa
ij(x, t)
)
xixj −
cαSαx1
sα+1
−a11(x, t)
c2(Sα − sα)2
s2α
−
∑
j 6=1
a1j(x, t)
λxj
2s
c(Sα − sα)
sα
,
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then for large b,
2b ≥ H ≥ b/2
implying the positivity of the gradient term.
Consider four terms of (H + ∂t)F orresponding to four terms of F .
(1) I1 :=
(
1
2
Hs− 1
)
λ
8s3
∑
i,j 6=1 (2δij − λa
ij(X, t)) xixj −
∑
i,j 6=1 ∂ta
ijxixj ≥ b |x
′|2
for large b.
(2)
I2 :=
(
α + 1
s
−H
)
cαSαx1
sα+1
≥
cα2Sαx1
4sα+1
≥
1
8
cα2x1
if α ≥ 4b.
(3)
I3 : =
(
2α
s
−H
)
a11(x, t)c2(Sα − sα)2
s2α
+
2a11α(Sα − sα)
sα+1
−
−∂ta
11(x, t)
c2(Sα − sα)2
s2α
≥
λαc2(Sα − sα)2
s2α
,
again if α ≥ 4b.
(4)
I4 : = −a
1j(x, t)
λcxj
2
(
−
(α + 1)Sα
sα+2
+
1
s2
+
H(Sα − sα)
sα+1
)
−∂ta
1j(x, t)
λcxj
2
Sα − sα
sα+1
.
Sine we are assuming a1j∞ = 0, |a
1j(x, t)| . 〈x〉−ǫ, hene
|I4| ≤ 2
ααc |x′| 〈x〉−ǫ +
∣∣∂ta1j(x, t)∣∣ λc |x′|
2
Sα − sα
sα+1
Reall that c ≤ R1+ǫ/8 ≤ x
1+ǫ/8
1 , hene the rst term is bounded by
1
4
(I1 + I2). Also,
by dilation, we an assume |∂ta
ij | ≤ C ≪ 1, so that the seond term is bounded by
1
4
(I1 + I3). Thus,
|I4| ≤
I1
2
+
I2 + I3
4
.
From these estimates, we obtain
(H + ∂t)F ≥
I1 + I2
2
≥
1
32
(b |x′|
2
+ cα2x1).
As an approximation of F , we hoose
F0(x, t) =
λ
16s2
∑
i,j 6=1
(
2δij − λa
ij(X, t)
)
xixj −
cαSαx1
sα+1
−a11(X, t)
c2(Sα − sα)2
s2α
−
∑
j 6=1
a1j(X, t)
λxj
2s
c(Sα − sα)
sα
,
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where X = (R, 0, . . . , 0). Simple alulation shows that
|∆F0| . 〈x〉
−1−ǫ (|x′|+ c) + 1 . 1
and
|〈A∇(F − F0),∇ logG〉| . 〈x〉
−1−ǫ (|x′|+ c)
3
+R−ǫ (|x′|+ c)
2
. R−ǫ/2(b |x′|
2
+ cα2x1).
(the impliit onstants depend on λ but not on R).
It follows that for large R,
M0 = (∂t +H)F +∆F0 − 〈A∇(F − F0),∇ logG〉 & b |x
′|
2
+ cα2x1.
We use Cauhy-Shwarz to ontrol the remaining term∣∣∣∣∣
∫
R
n+1
+
u 〈A∇u,∇(F − F0)〉Gdxdt
∣∣∣∣∣ ≤ 14
∫
u2M0Gdxdt +
b
4
∫
|∇u|2Gdxdt.
As |F | . |x′|2 +R2+ǫ, the lemma is proved. 
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