Two simple agent based models are often employed in epidemic studies: the susceptible-infected (SI) and the susceptible-infected-susceptible (SIS). Both models describe the time evolution of infectious diseases in networks in which vertices are either susceptible (S) or infected (I) agents.
One of the main goals in epidemics studies of communicable diseases is to correctly predict the time evolution of a given disease within a population [1] . The forecasting procedure, which may take numerical or analytic formulations, often encounters obstacles due to heterogeneous populations and the disease spreading dynamics. For instance, ambiguous symptoms among distinct diseases may under or overestimate total reported infections, leading to incorrect estimates of transmission rates. Several epidemic models have been tailored to better grasp general behaviors in disease spreading [2, 3] . Among them, the simplest one is the susceptible-infected-susceptible (SIS) model. The SIS model is a Markov process and describes the time evolution of a single infectious disease in a population formed by susceptible (S) and infected agents (I). The infected agents carry the disease pathogens and may transmit them to susceptible agents with constant transmission rate β. The model also contemplates cure events for infected agents with constant cure rate γ and so does competition between cure and infection events.
There are two popular approaches often employed to mimic the disease spreading dynamic in populations with fixed size N: compartmental and stochastic ones [4] . In the compartmental approach, relevant properties derived from either infected or susceptible agents are well-described by averages, a direct result from the random-mixing hypothesis [5] . This enables one to derive non-linear differential equations to match the evolution of disease throughout the population. For instance, the number of infected agents in the compartmental SIS model, n(t), satisfies the following differential equation:
with k = N − 1 and basic reproduction number [6] R 0 = β/γ . For homogeneous populations, this is the expected behavior. However, real agents differ from each other, leading to heterogeneous population, in disagreement with the random-mixing hypothesis [7] . Stochastic approaches may also be further classified according to their descriptive variable. Similar to the compartmental model, the mesoscopic interpretation usually describes the time evolution of global variables [8, 9] , however, it allows fluctuations along time. Meanwhile, the microscopic approach describes the disease spreading of individual agents and their interactions, thus introducing fluctuations at the agent level over time. Both approaches mostly differ on how they treat fluctuations due to agent heterogeneity within a given population, in the epidemic processes.
Central to the microscopic stochastic approach is the underlying network used to reproduce the heterogeneity typically found within populations [10] . In the network scheme, agents are represented by vertices and their connections are distributed according to the adjacency matrix A for the assigned network configuration (graph) [11] . In this case, it is well-accepted that the mean number k of vertex connection in Eq. (1) describes the averaged process. Contrary to the random mixing hypothesis, non-trivial topological aspects of A may be incorporated in the effective transmission and cure rates, producing complex patterns in epidemics [3] . The time evolution is dictated by the transition matrix T , whose matrix elements T µν are transition probabilities from network configuration ν to µ [12] . In general, one often assumes Markovian behavior to describe disease transmission and cure events, in accordance with the Poissonian assumption [3] . The difference between the compartmental and stochastic schemes leads to distinct evolution patterns for statistics as well.
For instance, Eq. (1) displays stable infected population for γ < β, power-law behavior for γ = β and exponential decay otherwise. While all three behaviors are also observed in the stochastic approaches, fluctuations become much more relevant when the number of infected agents, n(t) , is small compared to total population, N. Incidentally, this is the relevant regime to sanitary measures and health policies to contain real epidemics in early stages.
The Markovian approach produces accurate results if the infection transmission is known.
However, its usability is restricted to numerical simulations with small N since computational time is O(N 2 ). This weakness lies in the fact theT is generally non-hermitian [12] .
Therefore, left and right eigenvectors are not related by transpositions, limiting the exact diagonalization only to small values of N or special transition matrices. One of the main goals in epidemic studies is the ability to correctly predict how small parameter or topological changes in the network affect the disease spreading. If such predictions are robust, preemptive actions to lessen the epidemic are also expected to achieve better results. This is exactly the subject of perturbation techniques, which make extensive use of scalar product between left and right eigenvectors. In epidemic models, however, one must deal with asymmetric transitions, prohibiting perturbative schemes based on normed scalar products.
Here, we have devised a method to avoid difficulties related to the non-hermiticity of T using the squared norm of probability vector, |P (t)| 
I. TRANSITION MATRIX
Graphs are mathematical realizations of networks [11] . They are formed by a set of The configuration C µ describes all agent states in the graph, |C µ ≡ |σ 1 σ 2 · · · σ N , with µ = 0, 1, . . . , 2 N − 1, as shown in Fig. 1 . For lack of a better procedure, we enumerate the configurations using binary arithmetic: 
while the operatorn k = (σ z k + 1)/2 extracts the number of infected agent at vertex k. Accordingly, the operatorn = kn k extracts the total number of infected agents in the population. The k-th agent health status is switched by action of operatorsσ null otherwise. Another useful operator isσ
satisfy additional algebraic properties. For each k, the setσ
Note that σ operators satisfy local fermionic anticommutation relations [13] . However, their non-local algebraic commutation
Let P µ (t) be the probability to find the system in the configuration |C µ , at time t. The collection of all P µ (t) forms the probability vector, |P (t) = µ P µ (t)|C µ , with µ P µ (t) = 1. For any Markov process, the transition matrixT describes allowed transitions among configurations such that |P (t + δt) =T |P (t) . Under Poissonian assumption [3] , one only considers either a single cure or single infection event during a time interval δt. The
Poissonian hypothesis tends to be more accurate for vanishing δt.
In the SIS model, any previously infected agent at vertex k is subjected to three distinct outcomes during the time interval δt: transmit the disease to one connected susceptible agent; cure itself; or remain unchanged. The operatorσ − kn k produces the desired cure action, while A kmσ + mn k transmits the disease from the k-th agent to m-th agent, given the k-th agent is currently infected and the other is susceptible, as exemplified for the fully connected graph depicted in Fig. 2 . If the cure and infection phases are independent from Markov process during the transmission phase. The probability P ↑↓↑↓ (t + δt) to find the system in the configuration |↑↓↑↓ , at time t + δt, depends on probability P ↑↓↓↓ (t) that the system was previously in the configuration |↑↓↓↓ and then transitioned with conditional probability p(↑↓↑↓ | ↑↓↓↓) = β/N to state |↑↓↑↓ . Analogous rationale applies to the configuration |↓↓↑↓ . The other possibility is that the system was already in the state |↑↓↑↓ at time t and remains unchanged during the time interval δt. As such, the probability to remain unchanged equals to one minus the probability to change to any other state. In this example, the graph is fully connected and there are 4 such transitions.
each other thenT =T cureTinfec . Under this circumstances, the transition matrix iŝ
with Γ = γN/β. Once the explicit action ofT is known, P µ (t) are readily evaluated. Fig. 3 exhibits numerical results for P µ (t) for µ = 0, 5, 2 N −1, parameter Γ/N = 0.0, 0.1, 0.3, 0.5, 1.2, P 1 (0) = 1 as initial condition and N = 12, in a fully connected network. For increasing Γ/N, the probability P 0 (t) to find the system without infected agents also increases, while the opposite holds true for P network. In a), probability P 0 (t) to observe all-cured configuration at time t for various couplings Γ/N . In b), P 5 (t) refers to the probability of transient configuration
exhibits the probability with all-infected agents, P following:
jk . The reason is the following: networks only assign distribution rules for connections, leaving the vertex distribution and, therefore, the Hilbert space unchanged. For each graph l = 1, . . . , M in the ensemble, one applies the associated transition matrix,T (l) , on the initial configuration |P (l) (0) , producing the probability vector |P (l) (δt) . In this way, one must also consider the ensemble averages. In particular, the average probability to find the system in configuration |C µ is
µ (t). Since the procedure is equivalent to the average ofT over the graph ensemble -the network sample -one needs only to consider the network distribution of A. For clarity, we drop the bar symbol and always assume the average over graph ensemble.
II. SQUARED NORM
Up to O(δt 2 ), P µ (t) obeys the following system of differential equations,
whereĤ ≡ (½−T )/δt is the time generator. For time independentĤ, |P (t) = exp(−Ĥt)|P (0) is the solution of Eq. (6). The operatorĤ governs the dynamics with eigenvalues {λ µ } and the respective left {χ µ } and right {φ µ } eigenvectors. The eigenvalues satisfy λ µ ≥ 0, vanishing for stationary states [12] . Statistics for observableÔ(t) are calculated according to
. Among the relevant observables in disease spreading models, the mean number of infected agents, n(t) , and variance, σ 2 (t), exemplified in Fig. 4 , are often relevant variables. Formally, they admit eigendecomposition: n(t) = µν γ µν e −λν t and σ 2 (t) = µν ξ µν e −λν t − n(t) 2 , with γ µν = C µ | kn k |C µ C µ |φ ν χ ν |P (0) and
Although left and right eigenvectors are expected to decompose the identity, their actual computation is rather cumbersome, doubling the computational effort and are specially prone to convergence errors. They also lack a clear analytical interpretation. Here we consider the squared norm, |P (t)| 2 = µ P 2 µ , which remains invariant under unitary transformations. First, total probability conservation µ P µ (t) = 1 does not warrant |P (t)| derivative of |P (t)| 2 is obtained from the hermitian operatorĤ = (1/2)(Ĥ +Ĥ T ),
UnlikeĤ, the operatorĤ has eigenvalues {Λ µ } but the left eigenvectors are computed from right eigenvectors {ψ µ } by simple Hermitian conjugation. The trade-off is that Λ µ may assume negative values, as shown in Fig. 6 , and the coefficients ψ µ |P (t) = g µ (t) are complex numbers. As such, the coefficients g µ are not probabilities. Despite this shortcoming, the coefficients g µ are used to evaluate configuration probabilities:
An important expression is derived from Eq. (7), subjected to the constraint µν C µ |ψ ν g ν (t) = 1. Now, Eq. (9) takes a simpler form if |P (t)| 2 is constant, which is the expected outcome whenever the system reaches at least one stationary state. In such case, Eq. (9) reads
where the collection of coefficientsg µ,l ≡ lim t→∞ g µ (t) describes the l-th stationary state. Table I In addition to stationarity, |P (t)| 2 may also assume maximal or minimal values at time instants t c , leading again to Eq. (10), the difference being only the evaluation of coefficients g µ (t) at t = t c . Numerical examples are shown in Fig. 7 . The time instant t c is important for dynamics as the extremal condition |P (t c )| 2 informs us when the disease spreading rate changes its growth pattern. Accordingly, t c may also be used to estimate the maxima for narrow peaked statistics. For instance, the nonexistence of cure creates a rapid transient phase in SI model, with all agents infected as stationary state. During the transient, the variance n 2 (t) − n(t) 2 is well described by a narrow function with peak near t c . The estimation improves as N increases. Therefore, by solving the constrained algebraic Eq. (10), either directly or via functional minimization, one also evaluates crucial statistics.
We note Eqs. (9) and (10) it can be employed for more realistic epidemic models.
III. PERTURBATION THEORY
The eigenvalues Λ µ are crucial to Eq. (10) 
Here, the adjacency matrix elements A jk are the network average. The fully connected network is obtained taking A jk = (1 − δ jk ) with mean field time generatorĤ MF . Despite its simplicity, this network provides relevant operatorial content. Defining the many-body spin operators as
The For general networks, the main strategy is to use the eigenvectors ofŜ 2 and treat any absent link among agents as perturbations. A simple perturbation to the fully connected topology is obtained by considering a small probability δp ≪ 1 to independently remove links between vertices, A jk = (1 − δ jk )(1 − δp). This procedure is equivalent to transform the underlying network into a random network [14] , with connection probability 1 − δp. Perturbative effects to |P (t)| 2 and σ(t) are shown in Fig. 8 . Although both network and topological perturbations are simple, distinct perturbative effects for increasing Γ are observed. The perturbative operator is −δp(β/N)V wherê
which is the SI symmetrized time generator and also satisfies [V ,Ŝ 2 ] = 0.
Concerning stationary states, the first order correction to the eigenvalues, Λ
(1) µ = ψ µ |V |ψ µ , and eigenvectors, g
, are obtained using standard perturbation theory [15] . Accordingly, first order correction to the probability to find the system in configuration C µ is
Eq. (15) emphasizes the role played by the Hermitian operatorsĤ to evaluate the effects caused by topological perturbations: P The perturbative scheme to the network topology adds connections with probability δp ≪ 1 among vertices not previously connected, as shown in Fig. 9b ). The perturbation creates shortcuts throughout the network, favoring rapid disease dispersion, in an attempt to mimic the relevant aspects found in small-world networks [16] . For a single graph realization, Let p k,k ′ = δp be the probability to create a single link between V k and V k ′ , including nearest-neighbor vertices. Clearly, the idea is to emphasize the emergence of translation invariance and to interpret the perturbation operator as the meanfield disease spreading operatorV in Eq. (14) . Under this assumption, the contributions to the adjacency matrix due to perturbations are δp(1 − δ kk ′ ). One must be careful to subtract contributions from links already accounted by A P , resulting in the symmetric time generatorĤ
i.e., the perturbation operator is proportional to δp ′ . The solution for δp ′ = 0 is obtained using techniques from strongly correlated systems and spinchains, in momentum space [13, 17] .
Moreover, total momentum Q = 0, 1, . . . , N − 1 is conserved and serves as a label, breakinĝ H P into N block-diagonal matrices. For very large δp, the network topology moves towards meanfield topology and favors perturbative analysis using Eq. (13) as the unperturbed operator. Therefore, for δp ≪ 1, the perturbative regime favors periodic eigenvectors whereas for (1 − δp) ≪ 1, many-body angular momentum eigenvectors are preferred.
V. BETHE-PEIERLS APPROXIMATION
In general, perturbations to topology are not required to affect all vertices in the same manner. For instance, consider a network whose links are distributed according to a parametric probability density function p(ω). If the network undergoes a parameter change ω → ω + δω, one may expect A ij → A ij + δω G ij . The matrix G carries all modifications experienced by the network under the change. Accordingly, the symmetric time generator isĤ = (β/N)(Ĥ 0 +Ĥ 1 + δωV G ). The perturbationV G iŝ
Hermiticity is sufficient to warrant RayleighSchrödinger perturbation theory. Furthermore, Eq. (10) requires first order perturbative corrections Λ (1) µ and g (1) µ must satisfy µ 2Re(g * µ g
(1)
Here, as usual, Λ
(1) µ = ψ µ |V |ψ µ and g
µ = ′ ν | ψ µ |V |ψ ν |/(Λ ν − Λ µ ). In addition to perturbative methods, analytical and numerical techniques from manybody theories are now available to epidemic models. This is also true for approximations, such as Bethe-Peierls [18] . In this approximation,n k is replaced by global averagen. Application to the SIS model in an arbitrary network produces the effective time generator 
where κ j = k A kj is the degree of j-th vertex, Ω j = 2(Γ 2 +n 2 κ 
