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Abstract
Let Fq be the finite field of q elements. Then a permutation polynomial (PP)
of Fq is a polynomial f ∈ Fq[x] such that the associated function c 7→ f(c) is
a permutation of the elements of Fq. In 1897 Dickson gave what he claimed to
be a complete list of PPs of degree at most 6, however there have been suggestions
recently that this classification might be incomplete. Unfortunately, Dickson’s claim
of a full characterisation is not easily verified because his published proof is difficult
to follow. This is mainly due to antiquated terminology. In this project we present
a full reconstruction of the classification of degree 6 PPs, which combined with a
recent paper by Li et al. finally puts to rest the characterisation problem of PPs of
degree up to 6.
In addition, we give a survey of the major results on PPs since Dickson’s 1897
paper. Particular emphasis is placed on the proof of the so-called Carlitz Conjecture,
which states that if q is odd and ‘large’ and n is even then there are no PPs of degree
n. This important result was resolved in the affirmative by research spanning three
decades. A generalisation of Carlitz’s conjecture due to Mullen proposes that if q is
odd and ‘large’ and n is even then no polynomial of degree n is ‘close’ to being a
PP. This has remained an unresolved problem in published literature. We provide a
counterexample to Mullen’s conjecture, and also point out how recent results imply
a more general version of this statement (provided one increases what is meant by
q being ‘large’).
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Chapter 1
Permutation Polynomials of
Finite Fields
This chapter is devoted to a preliminary exploration of permutation polynomials
and a survey of fundamental results. Most of the ideas, results and proofs presented
are based on published works of more than century’s worth of academic interest in
this area. In particular, the reader may find many of the theorems and proofs from
this chapter in the excellent treatise on finite fields by Lidl and Neiderreiter [15,
Ch. 7]. Some of the omitted proofs can also be found there. We would like to thank
A. B. Evans for providing us with a preprint of his book [7], from which we have
used the formula (1.2) and the proof of Theorem 1.20. Other published works have
been referenced where necessary.
1.1 Functions as Polynomials
Let q = pr, where p is a prime and r > 1 is an integer. In this project we are
interested in functions from the finite field Fq into itself, namely functions of the
form
Φ : Fq −→ Fq.
To study such functions it is enough to study polynomials of degree at most q − 1,
as the next lemma shows. This result was proved by Leonard Eugene Dickson in
1897 [6]; for q prime it was already noted by Hermite [11].
Lemma 1.1. For any function Φ : Fq → Fq there exists a unique polynomial f ∈
Fq[x] of degree at most q−1 such that the associated polynomial function f : c 7→ f(c)
satisfies Φ(c) = f(c) for all c ∈ Fq.
Proof. The following formula (Carlitz Interpolation Formula) gives a suitable poly-
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nomial:
f(x) =
∑
c∈Fq
Φ(c)
(
1− (x− c)q−1) . (1.1)
To show uniqueness, suppose that f, g ∈ Fq[x] are polynomials of degree 6 q − 1
satisfying f(c) = g(c) for all c ∈ Fq. If f 6= g then it follows that their difference f−g
is a nonzero polynomial that vanishes at all q elements of Fq. But deg(f−g) 6 q−1,
so f − g can have at most q − 1 roots in Fq, a contradiction.
Note that this lemma establishes a one-to-one correspondence between functions
Φ : Fq → Fq and polynomials f ∈ Fq[x] of degree 6 q − 1; for there are qq possible
functions each represented uniquely by one of qq polynomials.
Suppose that g ∈ Fq[x] is a polynomial with degree exceeding q − 1. Using (1.1)
we can find the unique polynomial f of degree 6 q−1 that induces the same function
on the underlying field. The following lemma shows we can also find f by reduction
modulo xq − x.
Lemma 1.2. For any f, g ∈ Fq[x] we have f(c) = g(c) for all c ∈ Fq if and only if
f(x) ≡ g(x) mod (xq − x).
Proof. By the division algorithm we can write
f(x)− g(x) = h(x)(xq − x) + r(x), where deg(r) < q.
Then f(c) − g(c) = r(c) for all c ∈ Fq, so f(c) = g(c) for all c ∈ Fq if and only if r
vanishes at every element of Fq. Since deg(r) < q this is equivalent to r(x) = 0.
1.2 Permutation Polynomials
More specifically, the objects of interest in this project are functions f : Fq → Fq
that permute the elements of Fq. That is, we are interested in bijections of Fq. By
Lemma 1.1 we may assume that such a function is a polynomial of degree at most
q − 1.
Definition 1.1. A polynomial f ∈ Fq[x] is called a Permutation Polynomial
(PP) of Fq if the associated polynomial function f : c → f(c) is a permutation of
Fq.
By the finiteness of Fq we can express this definition in several equivalent ways.
Lemma 1.3. The polynomial f ∈ Fq[x] is a permutation polynomial of Fq if and
only if one of the following conditions holds:
(1) the function f : c 7→ f(c) is one-to-one;
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(2) the function f : c 7→ f(c) is onto;
(3) f(x) = a has a solution in Fq for each a ∈ Fq;
(4) f(x) = a has a unique solution in Fq for each a ∈ Fq.
Example 1.1. Consider the polynomial
f(x) = 3x9 + 7x8 + 4x7 + 9x6 + 8x5 + 6x4 + 2x3 + 5x2 + x+ 1
= 3(x+ 9)(x4 + 5x+ 8)(x4 + 8x3 + 10x2 + 7x+ 8) ∈ F11[x].
By computing its values on the set {0, 1, ..., 10} = F11 we have
x 0 1 2 3 4 5 6 7 8 9 10
f(x) 1 2 0 3 4 5 6 7 8 9 10
.
Since f(x) is a bijection it is a permutation polynomial of F11, and we observe that
it represents the 3-cycle (0, 1, 2).
Example 1.2. Consider the polynomial
g(x) = x3 + 1 ∈ F11[x].
As in the previous example we check whether g is a PP of F11 by computing its
values on F11. We get
x 0 1 2 3 4 5 6 7 8 9 10
g(x) 1 2 9 6 10 5 8 3 7 4 0
.
We see that g is a PP of F11 with cycle structure (0, 1, 2, 9, 4, 10)(3, 6, 8, 7).
Example 1.3. Finally, consider the polynomial
h(x) = x2 + 3x+ 5 ∈ F11[x],
which takes the values
x 0 1 2 3 4 5 6 7 8 9 10
h(x) 5 9 4 1 0 1 4 9 5 3 3
.
We see that h(x) is not a PP of F11. This is also clear if we write h in the form
h(x) = (x+ 7)2,
and observe that since x2 is not an onto function neither is any function composed
with x2.
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Remark 1.1. Examples 1.1 and 1.2 demonstrate a noteworthy fact on the rela-
tionship between permutations and their associated polynomials: simplicity of cycle
structure does not imply simplicity as a polynomial, and vice versa. In fact, let
a, b ∈ Fq and consider the transposition (a, b); the permutation with simplest non-
trivial cycle structure. By (1.1) we determine that the PP representing (a, b) is
given by
f(x) = x+ (b− a)(1− (x− a)q−1) + (a− b)(1− (x− b)q−1). (1.2)
Clearly, this is a more complex structure than its cycle form.
In fact, it is true in general that permutations with simple cycle structure tend to
have complex polynomial structure. The interested reader may refer to [33], which
shows that most permutations that move very few elements have maximum possible
degree. For example, all transpositions and almost all 3-cycles have maximal degree.
1.3 Criteria for Permutation Polynomials
Given a polynomial f ∈ Fq[x] it is natural to ask: is f(x) a PP of Fq? For an
arbitrary polynomial f this is a difficult question to answer. A straightforward
approach (as in Examples 1.1 - 1.3) is to evaluate f(c) for each c ∈ Fq, and determine
by examination whether or not f is a bijection. If q and deg(f) are small this is
plausible, however in general it is computationally impractical. Although there
do exist other techniques, all currently known criteria for PPs are complicated by
way of requiring long calculations. There are no methods that allow an arbitrary
polynomial to be checked by inspection, for example.
In this section we aim to give a fairly comprehensive survey of all known criteria
for PPs. First we give considerable attention to a classical result known as Hermite’s
criterion. This theorem was first given by Hermite for fields of prime order [11], and
was later generalised by Dickson to general finite fields [6]. We will use this theorem
extensively in Chapter 3.
1.3.1 Hermite’s Criterion
Permutation polynomials of Fq may be characterised as polynomial functions f ∈
Fq[x] satisfying the property
{f(c) : c ∈ Fq} = Fq.
Hence, it is useful to have a characterisation of sequences a0, a1, ..., aq−1 of elements
of Fq that satisfy {a0, a1, ..., aq−1} = Fq. Note that the set {f(c) : c ∈ Fq} is known
as the value set of f, denoted Vf , and will be discussed further in Chapter 2.
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For the following lemma we must first recall the formula for the sum of the first
n terms of a geometric series. Let F be a field and let a ∈ F , a 6= 1. Then the
following identity holds
n−1∑
i=0
ai =
(1− an)
1− a . (1.3)
Lemma 1.4. The sequence a0, ..., aq−1 of elements of Fq satisfies {a0, ..., aq−1} = Fq
if and only if
q−1∑
i=0
ati =
{
0 for t = 0, 1, ..., q − 2,
−1 for t = q − 1.
Proof. For each 0 6 i 6 q − 1 consider the polynomial
gi(x) = 1−
q−1∑
t=0
atix
q−1−t.
It is clear that gi(ai) = 1 for all 0 6 i 6 q − 1. Note that we also have gi(b) = 0 for
all b ∈ Fq, b 6= ai. To show this, suppose that b 6= 0. Then by (1.3) we have
gi(b) = 1−
q−1∑
t=0
atib
q−1−t = 1−
q−1∑
t=0
(aib
−1)t = 1− 1− (aib
−1)q
1− (aib−1) = 1− 1 = 0.
Moreover it is clear that gi(0) = 0 whenever ai 6= 0. Hence the polynomial
g(x) =
q−1∑
i=0
gi(x) = −
q−1∑
i=0
(
q−1∑
t=0
atix
q−1−t
)
= −
q−1∑
t=0
(
q−1∑
i=0
ati
)
xq−1−t (1.4)
satisfies
g(x) =
{
1 if x ∈ {a0, a1, ..., aq−1},
0 if x ∈ Fq \ {a0, a1, ..., aq−1}.
So g(x) maps every element of Fq to 1 if and only if {a0, a1, ..., aq−1} = Fq. But
since deg(g) 6 q − 1 we have by Lemma 1.1 that g maps every element to 1 if and
only if g(x) = 1, which by (1.4) is equivalent to
q−1∑
i=0
ati =
{
0 for t = 0, 1, ..., q − 2,
−1 for t = q − 1.
The following criterion for permutation polynomials is known as Hermite’s cri-
terion.
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Theorem 1.5. (Hermite’s criterion.) Let q = pr, where p is a prime and r is
a positive integer. Then a polynomial f ∈ Fq[x] is a PP of Fq if and only if the
following two conditions hold:
(1) the reduction of f(x)q−1 mod (xq − x) is monic of degree q − 1;
(2) for each integer t with 1 6 t 6 q − 2 and t 6≡ 0 mod p, the reduction of
f(x)t mod (xq − x) has degree 6 q − 2.
Proof. For each 1 6 t 6 q − 1, denote the reduction of f(x)t modulo xq − x by
f(x)t mod (xq − x) =
q−1∑
i=0
b
(t)
i x
i.
Note that by (1.1) we have b
(t)
q−1 = −
∑
c∈Fq
f(c)t.
Suppose that f(x) is a PP of Fq. Then since {f(c) : c ∈ Fq} = Fq we have by
Lemma 1.4 that b
(t)
q−1 = 0 for all 1 6 t 6 q − 2 and b(q−1)q−1 = 1.
Now suppose that (1) and (2) are satisfied. Then (1) implies that −b(q−1)q−1 =∑
c∈Fq
f(c)q−1 = −1, whilst (2) implies that −b(t)q−1 =
∑
c∈Fq
f(c)t = 0 for all 1 6
t 6 q − 2, t 6≡ 0 mod p. If t ≡ 0 mod p we may write t = t′pj , where 1 6 t′ 6 q − 2
and t′ 6≡ 0 mod p. We then have
∑
c∈Fq
f(c)t =
∑
c∈Fq
f(c)t
′pj =

∑
c∈Fq
f(c)t
′


pj
= 0.
So
∑
c∈Fq
f(c)t = 0 for all 1 6 t 6 q − 2 and this identity also holds trivially for
t = 0. By Lemma 1.4, f(x) is a PP of Fq.
In the previous proof it is possible to remove the condition that the reduced
polynomial in (1) is monic; it is enough to say that its degree is q−1. Alternatively,
we can replace condition (1) in Theorem 1.5 by other conditions. The following
theorem is an equivalent form of Hermite’s criterion, and in fact is very close to the
original statement proved by Dickson in 1897.
Theorem 1.6. Let q = pr, where p is a prime and r is a positive integer. Then a
polynomial f ∈ Fq[x] is a PP of Fq if and only if the following two conditions hold:
(1) f has exactly one root in Fq;
(2) for each integer t with 1 6 t 6 q − 2 and t 6≡ 0 mod p, the reduction of
f(x)t mod (xq − x) has degree 6 q − 2.
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Proof. We wish to prove that f has exactly one root in Fq if and only if the reduction
of f(x)q−1 mod (xq − x) is monic of degree q − 1. As in the proof of Theorem 1.5
we write
f(x)t mod (xq − x) =
q−1∑
i=0
b
(t)
i x
i,
where b
(t)
q−1 = −
∑
c∈Fq
f(c)t. Suppose that f has exactly j roots in Fq. Then
b
(q−1)
q−1 = −
∑
c∈Fq
f(c)q−1 = −(q − j) = j,
and since 0 6 j 6 q − 1 we have b(q−1)q−1 = 1 if and only if j = 1.
Hermite’s criterion gives us some immediate and very useful corollaries. We first
show that every reduced PP of Fq must have degree 6 q − 2.
Corollary 1.7. If q > 2 and f(x) is a PP of Fq then the reduction of f modulo
xq − x has degree at most q − 2.
Proof. Set t = 1 in Theorem 1.5.
Corollary 1.8. If q ≡ 1 mod n then there is no PP of Fq of degree n.
Proof. Let f(x) ∈ Fq[x], where q = pr = nm + 1 for some positive integer m. By
Lemma 1.2 we may assume that n 6 q − 1. Then 1 6 m 6 q − 1 for all n > 1,
and m 6≡ 0 mod p (otherwise 0 ≡ 1 mod p). But deg(f(x)m) = nm = q − 1, so by
Theorem 1.5 f(x) is not a PP of Fq.
1.3.2 Survey of Known Criteria
Recall that a character χ of a finite abelian group G is a homomorphism from G into
the multiplicative group U of complex numbers of unit absolute value. The number
of characters of G is equal to |G|. If Fq is a finite field then an additive character
of Fq is a character of the additive group of Fq, that is, a function χ : Fq → U such
that
χ(x1 + x2) = χ(x1)χ(x2) for all x1, x2 ∈ Fq.
The trivial additive character χ0 of Fq is defined by χ0(c) = 1 for all c ∈ Fq; all
other additive characters are considered nontrivial.
The following characterisation of PPs of Fq is well known, see for example [15].
Theorem 1.9. A polynomial f ∈ Fq[x] is a PP of Fq if and only if∑
c∈Fq
χ(f(c)) = 0
for all nontrivial additive characters χ of Fq.
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The following characterisation ofPPs dates back to 1883 and is due to Raussnitz.
The version given here is from [23], where the reader may also find its proof. The
same theorem can also be found in [17, p. 133]. We have included a reference to the
original paper of Raussnitz [20], however we remark that we were not able to find a
copy.
Recall that the circulant matrix with first row (a0, ..., an) is defined by
M =


a0 a1 · · · an
an a0 · · · an−1
...
...
. . .
...
a1 a2 · · · a0

 .
Theorem 1.10. (Raussnitz). Consider the polynomial f(x) =
∑q−2
i=0 aix
i and let
Mf be the circulant matrix with first row (a0, a1, ..., aq−2). Then f(x) is a PP of Fq
if and only if the characteristic polynomial of Mf is (x− a0)q−1 − 1.
In [24] the author derives the following criterion equivalent to the theorem of
Raussnitz. If f(x) =
∑n
i=0 aix
i and g(x) =
∑m
i=0 bix
i, define the Sylvester matrix of
f and g by
R(f, g) =


an an−1 · · · a0
an an−1 · · · a0
. . .
. . .
. . .
an an−1 · · · a0
bm bm−1 · · · b0
bm bm−1 · · · b0
. . .
. . .
. . .
bm bm−1 · · · b0


.
Theorem 1.11. Let f ∈ Fq[x] and let
gf = det (R(x
q − x, f − y))− (−1)q(yq − y) ∈ Fq[y].
Then f(x) is a PP of Fq if and only if gf = 0.
By studying elementary symmetric polynomials, Turnwald [23, Theorem 2.13]
proves a theorem giving no less than nine characterisations of PPs. Let f ∈ Fq[x]
be a polynomial of degree n such that 1 6 n < q and let sk be the k
th elementary
symmetric polynomial of the values f(c), that is,
∏
c∈Fq
(x− f(c)) =
q∑
k=0
(−1)kskxq−k. (1.5)
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Let u be the smallest positive integer k such that sk = 0 and let w be the smallest
positive integer k such that pk =
∑
c∈Fq
f(c)k 6= 0. Let v be the number of distinct
values of f . In [23] the author studies the relationships between the values u, v, w, n
and q, in particular deriving the following characterisations of the statement v = q
(i.e. f is a PP).
Theorem 1.12. Let f ∈ Fq[x] be a polynomial of degree n with 1 6 n < q and let
u,w, v be as defined above. Then the following statements are equivalent:
(1) f(x) is a PP.
(2) u = q − 1.
(3) u > q − q/n.
(4) u > q − v.
(5) v > q − (q − 1)/n.
(6) w = q − 1.
(7) 2q/3 − 1 < w <∞.
(8) q − (q + 1)/n < w <∞.
(9) q − u 6 w <∞.
(10) u > (q − 1)/2 and w <∞.
The remarkable fact that v > q − (q − 1)/n implies v = q is a theorem due to
Wan, which we will discuss further in Chapter 2.
For completeness of this survey we give a final criterion that has been reported
in the literature. According to a statement in [18, p. 251], the following theorem
is taken from a preprint of Moreno et al., however it does not seem that the paper
in question was published. The reference of this preprint may be found in the
bibliography of [18].
Theorem 1.13. A polynomial f ∈ Fq[x] is a PP of Fq if and only if one of the
following conditions holds:
(1) (f(x)− c)q−1 6≡ 1 mod (xq − x) for all c ∈ Fq.
(2) (f(x)− f(c))q−1 ≡ (x− c)q−1 mod (xq − x) for all c ∈ Fq.
At the conclusion of this section we remark that all the criteria listed here are
computationally demanding, even for polynomials of small degrees over small fields.
For this reason, some of the above criteria have been converted into probabilistic
algorithms for testing for PPs. In particular, the reader is referred to [24] for
probabilistic versions of Theorem 1.6 and Theorem 1.11. See also [25, 21].
1.4 Classes of Permutation Polynomials
We have seen that in general it is difficult to tell whether or not an arbitrary poly-
nomial is a PP. However, for certain special classes of polynomials this question is
easier to answer. In this section we give a survey of the major known classes.
The following are elementary classes of PPs.
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Theorem 1.14.
(1) Every linear polynomial over Fq is a PP of Fq.
(2) The monomial xn is a PP of Fq if and only if gcd(n, q − 1) = 1.
Proof. (1) Trivial. (2) Since 0n = 0 the monomial xn is onto if and only if the
function f : F×q → F×q , x 7→ xn is onto. Let g be a primitive element of the cyclic
group F×q . Then the image of F
×
q under f is the cyclic subgroup generated by g
n,
which equals F×q if and only if g
n is a primitive element. This is equivalent to the
statement gcd(n, q − 1) = 1.
We now consider a class of polynomials known as q-polynomials. Let q = pr
where p is a prime and r is a positive integer. Then a polynomial of the form
L(x) =
n∑
i=0
aix
qi = a0x+ a1x
q + · · ·+ anxqn ∈ Fqm [x]
is called a q-polynomial over Fqm . Such polynomials are also known as linearised
polynomials, whose name stems from the properties
(1) L(β + γ) = L(β) + L(γ) for all β, γ ∈ Fqm ,
(2) L(cβ) = cL(β) for all c ∈ Fq, β ∈ Fqm.
We remark that properties (1) and (2) hold more generally for β, γ in an arbitrary
extension field of Fqm. If Fqm is considered as a vector space over Fq then these
properties show that L(x) is a linear operator on Fqm .
The following theorem classifies when a p-polynomial is a PP.
Theorem 1.15. Let Fq be of characteristic p. Then the p-polynomial
L(x) =
m∑
i=0
aix
pi ∈ Fq[x]
is a PP if and only if L(x) only has the root 0 in Fq.
Proof. Necessity is obvious. Suppose that L(x) only has the root zero. Then by the
discussion above we have L(a) = L(b) if and only if L(a− b) = 0. But since zero is
the only root of L(x) we must then have a = b. So L(x) is one-to-one, so it is a PP
(Lemma 1.3).
We have a second criterion that applies to a class of q-polynomials.
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Theorem 1.16. Let Fqm be an extension of Fq and consider polynomials of the form
L(x) =
m−1∑
i=0
aix
qi ∈ Fqm[x].
Then L(x) is a PP of Fqm if and only if det(A) 6= 0, where
A =


a0 a
q
m−1 a
q2
m−2 · · · aq
m−1
1
a1 a
q
0 a
q2
m−1 · · · aq
m−1
2
a2 a
q
1 a
q2
0 · · · aq
m−1
3
...
...
...
. . .
...
am−1 a
q
m−2 a
q2
m−3 · · · aq
m−1
0


.
If each ai is an element of Fq then L(x) is a PP of Fqm if and only if
gcd
(
m−1∑
i=0
aix
i, xi − 1
)
= 1.
If Fq is a finite field then polynomials that are PPs of all finite extensions of Fq
are very rare. The following theorem gives the complete classification of polynomials
with this property, which is in fact a special class of p-polynomial.
Theorem 1.17. Let q = pr where p is a prime and r is a positive integer. Then a
polynomial f ∈ Fq[x] is a PP of all finite extensions of Fq if and only if it is of the
form f(x) = axp
h
+ b, where a 6= 0 and h is a nonnegative integer.
Proof. Let Fqm be a finite extension of Fq. If c = a
−1b then we have
f(x) = axp
h
+ b = a(xp
h
+ c) = a(x+ c)p
h
.
Then f(x) = h ◦ g, where g(x) = x + c is a PP of Fqm by Theorem 1.14 and
h(x) = axp
h
is a PP of Fqm by Theorem 1.15. Hence, f(x) is a PP of Fqm . For
necessity see [15].
Corollary 1.18. If f ∈ Fq[x] is not of the form f(x) = axph + b then there are
infinitely many extension fields Fqm of Fq such that f is not a permutation polynomial
of Fqm.
The next theorem gives a class of PPs of a very specific form.
Theorem 1.19. Let h be a positive integer with gcd(h, q − 1) = 1 and let s be a
positive divisor of q− 1. Let g ∈ Fq[x] be such that g(xs) has no nonzero root in Fq.
Then the polynomial
f(x) = xh(g(xs))(q−1)/s
is a PP of Fq.
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Proof. We use Theorem 1.6. Clearly condition (1) is satisfied. Let 1 6 t 6 q − 2
and suppose that s does not divide t. Now, all exponents of f(x)t are of the form
ht+ms for some positive integer m, and since gcd(h, s) = 1 none of these exponents
is divisible by s. Hence no exponents are divisible by q − 1. So there are no terms
of the form xi(q−1) in the expansion of f(x)t, so the reduction of f(x)t has degree
6 q − 2.
Now suppose that t = ks for some positive integer k. Then we have
f(x)t = xht(g(xs))(q−1)k.
For all c ∈ F×q we have f(c) = cht (because g(cs) 6= 0), and for c = 0 we have
f(0) = 0 = 0ht. By Lemma 1.2 we have
f(x)t ≡ xht mod (xq − x),
and since q − 1 does not divide ht the monomial xht reduces modulo xq − x to a
polynomial of degree 6 q − 2.
The following theorem completely classifies PPs of the form x(q+1)/2 + ax for
odd q. As is the case with many families of permutation polynomials (see Table
A.1), whether or not a polynomial family parametrised by a is a PP often depends
on the quadratic character of a; that is, whether or not a is a square in Fq. The
following theorem is the first place we encounter this.
We remind the reader that for all x ∈ F×q we have
x(q−1)/2 =
{
1 if x is a square,
−1 if x is a nonsquare. (1.6)
Theorem 1.20. If q is odd then the polynomial x(q+1)/2+ax ∈ Fq[x] is a PP of Fq
if and only if a2 − 1 is a nonzero square.
Proof. Note that f(x) = x(q+1)/2 + ax = (x(q−1)/2 + a)x, so we have by (1.6)
f(x) =


(a+ 1)x if x is a nonzero square,
(a− 1)x if x is a nonsquare,
0 if x = 0.
(1.7)
If a2 − 1 = 0 then a = ±1, in which case f(x) has repeated roots by (1.7). So we
may assume that a 6∈ {1,−1}. Now (1.7) shows that the image of Fq under f is
given by
{(a− 1)x : x ∈ F×q is a nonsquare} ∪ {(a+ 1)x : x ∈ F×q is a square} ∪ {0}.
The first set contains precisely the squares in F×q if a− 1 is a square, and precisely
the nonsquares in F×q if a − 1 is a nonsquare. Similarly, the second set contains
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precisely the nonsquares in F×q if a+1 is a square, and precisely the squares in F
×
q if
a+1 is a nonsquare. Hence, f(x) is onto Fq if and only if a− 1 and a+1 are either
both squares or both nonsquares. We can state this condition more compactly as
(a− 1)(a + 1) = a2 − 1 is a nonzero square.
The more general class of polynomials of the form x(q+m−1)/m + ax, where m is
a positive divisor of q − 1, have also been classified.
Theorem 1.21. Let m > 1 be a divisor of q − 1. Then the polynomial f(x) =
x(q+m−1)/m + ax ∈ Fq[x] is a PP of Fq if and only if (−a)m 6= 1 and(
a+ ξi
a+ ξj
) q−1
m
6= ξj−i for all 0 6 i < j < m,
where ξ is a fixed primitive mth root of unity in Fq.
We now introduce a class of polynomials known as Dickson polynomials.
Definition 1.2. Let R be a commutative ring with identity. For a ∈ R define the
Dickson polynomial gk(x, a) of degree k over R by
gk(x, a) =
⌊k/2⌋∑
j=0
k
k − j
(
k − j
j
)
(−a)jxk−2j.
Dickson polynomials satisfy a number of interesting properties, for example we
have g1(x, a) = x, g2(x, a) = x
2 − 2a, and
gk+1(x, a) = xgk(x, a)− agk−1(x, a), for k > 2.
We refer the reader to [15] for more interesting properties of gk(x, a). The following
theorem characterises when Dickson polynomials are PPs. Remarkably, whether or
not the Dickson polynomial gk(x, a) is a PP of Fq depends only on its degree (not
on a).
Theorem 1.22. Let a ∈ F×q . Then the Dickson polynomial gk(x, a) is a PP of Fq
if and only if gcd(k, q2 − 1) = 1.
An interesting perspective of Dickson polynomials is that they generalise the
power polynomial xk. Because gk(x, 0) = x
k, which by Theorem 1.14 is a PP of Fq
if and only if gcd(k, q − 1) = 1. On the other hand, if a 6= 0 then the polynomial
gk(x, a) is a PP of Fq if and only if gcd(k, q
2 − 1) = 1.
In this section we have endeavoured to list the major known classes of PPs, but
note that we have not attempted an exhaustive survey. Other classes of polynomi-
als have also been characterised; for example, see [32] for polynomials of the form
xhf(x
q−1
d ), and [31] for binomials of the form xm+
q−1
2 + axm.
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1.5 Normalised Permutation Polynomials
Let q = pr and let f(x) =
∑n
i=0 aix
i be a PP of Fq. Note that the set of PPs of Fq
is closed under composition, so in particular the polynomial g(x) = cf(x+ b) + d is
a PP of Fq for all choices of b, c, d ∈ Fq, c 6= 0. Expanding g, we have
g(x) = canx
n + c(anbn+ an−1)x
n−1 + · · · + c(anbn + an−1bn−1 + · · ·+ a0) + d.
By suitable choices of c and d we can ensure that g is monic and satisfies g(0) = 0;
that is, if we choose
c = a−1n and d = −c(anbn + an−1bn−1 + · · ·+ a0). (1.8)
In addition, if n 6≡ 0 mod p then we can remove the xn−1 term by setting
b = −an−1/(ann). (1.9)
This motivates the following definition.
Definition 1.3. A PP f ∈ Fq[x] is said to be of normalised form if f is monic,
f(0) = 0, and when the degree n of f is not divisible by the characteristic of Fq, the
coefficient of xn−1 is zero.
Remark 1.2. If p ∤ n then any PP f ∈ Fq[x] of degree n has a unique normalised
representative g ∈ Fq[x] given by
g(x) = cf(x+ b) + d,
with b, c, d as defined in (1.8) and (1.9). If p | n then with the convention b = 0
every PP f ∈ Fq[x] of degree n has a unique normalised representative h ∈ Fq[x]
given by
h(x) = cf(x) + d,
with c, d as defined in (1.8).
If we divide all PPs of Fq into classes based on their unique normalised repre-
sentatives then we have a partition of the set of PPs of Fq. By counting the number
of polynomials in each partition we give an enumerative proof of a classical result
in number theory known as Wilson’s theorem.
If q is a prime power then there are exactly q! PPs of Fq of degree < q. We wish
to count the number of PPs represented by each normalised PP g ∈ Fq[x]. First
consider the monomial g(x) = x. This is the only normalised PP of degree 1 and is
the representative of all linear PPs of the form
cx+ d, where c, d ∈ Fq, c 6= 0.
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Hence, g(x) = x represents q(q − 1) PPs. If g is a normalised PP with deg(g) > 1
not divisible by p, then g represents the q2(q − 1) PPs given by
cg(x+ b) + d, where b, c, d ∈ Fq, c 6= 0.
If, on the other hand, deg(g) > 1 and p divides deg(g), then g represents the q(q−1)
PPs given by
cg(x) + d, where c, d ∈ Fq, c 6= 0.
Hence, if k1 is the number of nonlinear normalised PPs with degree prime to p, and
k2 is the number of normalised PPs with degree divisible by p, then we have the
identity
q! = q(q − 1)(1 + k2 + qk1). (1.10)
Using this identity we give the enumerative proof from [6] of the following theorem.
Theorem 1.23. (Wilson’s theorem). If n is a positive integer then the identity
(n− 1)! ≡ −1 mod n
holds if and only if n is prime.
Proof. Let p be a prime and consider the set of PPs of Fp. By Lemma 1.2 and
Corollary 1.7 we may assume that the degrees of all polynomials are less than p− 1,
thus not being multiples of p. By (1.10) we then have p! = p(p− 1)(1+ pk) for some
positive integer k. Dividing by p and reducing mod p we have
(p− 1)! ≡ −1 mod p.
On the other hand, if n is composite then (n − 1)! ≡ 0 mod p for all prime factors
p of n, so (n− 1)! 6≡ −1 mod n.
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Chapter 2
The Carlitz Conjecture
In an invited address before the Mathematical Association of America in 1966, Pro-
fessor L. Carlitz presented a conjecture that would motivate almost 30 years of
research and significant interest in permutation polynomials. It had been known
since 1897 that there exist PPs of degree 1, 3 and 5 over infinitely many fields Fq,
but excepting fields of even characteristic there exist only finitely many PPs of de-
gree 2, 4 or 6 (see Table A.1, Chapter 3 and [6]). Carlitz conjectured that perhaps
this behaviour was typical; that is, except for fields of small order there are no PPs
of even degree over fields of odd characteristic.
Although there was immediate success in some special cases, progress was made
slowly over the next three decades until Carlitz’s conjecture was finally resolved
in the affirmative by Fried, Guralnick and Saxl in 1993. The story does not end
there, however, for around the same time as the work of Fried et al. two separate
generalisations of Carlitz’s conjecture were published. The first, due to Wan, was
shortly confirmed. However, a second generalisation conjectured by Mullen has been
discussed in published literature but until now has remained unresolved. In Section
2.4 we provide a counterexample to Mullen’s conjecture, and also point out how
recent results imply an altered version of its statement.
The main goal of this chapter is to give a survey of the major results leading
to the proofs of the Carlitz conjecture and Wan’s generalisation. We also aim to
give some of the history of this journey, and disprove the aforementioned conjecture
of Mullen. We will see that the proof of Carlitz’s conjecture is closely linked with
with the notion of exceptional polynomials. These polynomials are discussed in
Section 2.1 along with their relationship with permutation polynomials. We will
also be concerned with the so-called value set of a polynomial, defined as follows: if
f ∈ Fq[x] is a polynomial then the value set of f, denoted Vf , is given by
Vf = {f(c) : c ∈ Fq[x]}.
Note that f is a permutation polynomial of Fq if and only if |Vf | = q.
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2.1 Exceptional Polynomials
Let F be a field and recall that we have unique factorisation in F [x1, x2, ..., xn] into
irreducibles.
Definition 2.1. A polynomial f ∈ F [x1, x2, ..., xn] is called absolutely irre-
ducible if it is irreducible over every algebraic extension of F .
Equivalently, f ∈ F [x1, x2, ..., xn] is absolutely irreducible if it is irreducible over
the algebraic closure of F .
Example 2.1. The polynomial f(x) = x2 + 1 ∈ F7[x] is irreducible, but not abso-
lutely irreducible because it factors as (x−√−1)(x+√−1) over F7(
√−1) = F72 . In
fact, it is easy to see that a univariate polynomial f ∈ Fq[x] is absolutely irreducible
if and only if it is a linear polynomial.
Example 2.2. The polynomial g(x, y) = x2+y2 ∈ F7[x, y] is irreducible, but factors
as g(x, y) = (x+
√−1y)(x−√−1y) over F7(
√−1) = F72 . However, the polynomial
h(x, y) = x2 − y3 ∈ F7[x, y] is absolutely irreducible.
We now introduce exceptional polynomials, which are closely related with per-
mutation polynomials.
Definition 2.2. A polynomial f ∈ Fq[x] of degree > 2 is said to be exceptional
over Fq if no irreducible factor of
Φ(x, y) =
f(x)− f(y)
x− y
in Fq[x, y] is absolutely irreducible.
Equivalently, f is exceptional if every irreducible factor of Φ(x, y) becomes re-
ducible over some algebraic extension of Fq.
Exceptional polynomials were first introduced by Davenport and Lewis in [5],
where the authors also conjectured the following relationship between exceptional
polynomials and permutation polynomials. Although special cases were proved by
MaCleur [16] and by Williams [34], first general proof was given by Cohen [1] using
deep methods of algebraic number theory.
Theorem 2.1. Every exceptional polynomial over Fq is a permutation polynomial
of Fq.
In [30], D. Wan shows that Theorem 2.1 is a consequence of the following result,
which states that any polynomial producing sufficiently many distinct elements is a
PP. Wan proves this theorem by way of a p-adic lifting lemma, but we present here
the more elementary proof from [23] based on elementary symmetric polynomials.
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Recall the following about symmetric polynomials. If R is a ring then a poly-
nomial f ∈ R[x1, ..., xn] is called symmetric if f(xi1 , ..., xin) = f(x1, ..., xn) for any
permutation i1, ..., in of the integers 1, ..., n. If z is an indeterminate over R[x1, ..., xn]
then the kth elementary symmetric polynomial sk is defined by
n∏
i=1
(z − xi) =
n∑
k=0
(−1)kskzn−k.
That is, s0 = 1 and
sk(x1, ..., xn) =
∑
16i1<···<ik6n
xi1 · · · xik for all 1 6 k 6 n.
The fundamental theorem on symmetric polynomials states that every symmetric
polynomial f(x1, ..., xn) is a polynomial in s1(x1, .., xn), ..., sn(x1, .., xn).
If R = Fq is a finite field then it is easy to see that
∏q
i=1(x− ci) = xq − x if and
only if {c1, ..., cq} = Fq. Hence, if {c1, ..., cq} = Fq then we have sk(c1, c2, ..., cq) = 0
for all 1 6 k 6 q − 2. Also note the identity
sk(x, x, ..., x) =
∑
16i1<···<ik6q
xk =
(
q
k
)
xk = 0 for all 1 6 k 6 q − 1.
Theorem 2.2. (Wan). Let f(x) ∈ Fq[x] be a polynomial of positive degree n. If
f(x) is not a PP of Fq, then
|Vf | 6 q −
⌈
q − 1
n
⌉
,
where ⌈m⌉ denotes the least integer > m.
Proof. If n > q then
⌈
q−1
n
⌉
= 1 and the assertion holds trivially, so assume that
1 6 n 6 q − 1. Then |Vf | > 2, for otherwise f is constant on all values of Fq in
contradiction to Lemma 1.1.
Let Fq = {c1, ..., cq} and let sk represent the kth elementary symmetric polyno-
mial of the values of f(x), that is,
q∏
i=1
(x− f(ci)) =
q∑
k=0
(−1)kskxq−k.
Let u be the least positive integer k such that sk 6= 0 if such k exists; otherwise let
u =∞.
Suppose that k is such that 0 < kn < q − 1 and consider the symmetric
polynomial sk(f(x1), f(x2), ..., f(xq)). This polynomial has degree at most kn <
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q − 1, so by the fundamental theorem on symmetric polynomials it is a poly-
nomial in s1(x1, ..., xq), ..., sq−2(x1, ..., xq). Hence, sk(f(c1), ..., f(cq)) is a polyno-
mial in s1(c1, ..., cq), ..., sq−2(c1, ..., cq), all of which are zero. The constant term is
sk(f(0), ..., f(0)) = 0. Hence,
u > (q − 1)/n. (2.1)
Consider the polynomial
g(x) = xq − x−
q∏
i=1
(x− f(ci)).
Since deg (xq −∏qi=1(x− f(ci))) = q − u we have deg(g) 6 q − u. Now g(x) = 0 if
and only if
∏q
i=1(x− ci) = xq − x, which is equivalent to f being a PP. Hence, if f
is not a PP then g(x) 6= 0. But then f(ci) is a root of g for all 1 6 i 6 q, so
|Vf | 6 deg(g) 6 q − u. (2.2)
Combining (2.1) and (2.2) we have
|Vf | 6 q −
⌈
q − 1
n
⌉
.
Note that Theorem 2.2 is the precisely the statement given in Theorem 1.12 (5).
For Wan’s proof that Theorem 2.2 implies Theorem 2.1, see [30, Theorem 5.1].
It is true that all exceptional polynomials are PPs, so the converse question
naturally arises: are all PPs exceptional? The following example shows that this is
not the case.
Example 2.3. Let q = pr, a ∈ Fq, and consider the polynomial
f(x) = xp + a ∈ Fq[x]. (2.3)
Then f is a PP by Theorem 1.15, but we have
Φ(x, y) =
xp − yp
x− y =
(x− y)p
x− y = (x− y)
p−1.
All irreducible factors Φ are linear, thus being irreducible over every algebraic ex-
tension of Fq. Hence, f is not exceptional.
The polynomial in (2.3) is a permutation polynomial of Fpr for all positive inte-
gers r. Hence, there exist examples of non-exceptional PPs over fields of arbitrarily
large order. However, such examples only arise for polynomials that are not sepa-
rable. We will see that excluding these troublesome polynomials it is true that all
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PPs are exceptional - provided that q is sufficiently large compared to the degree of
the polynomial.
Note that for any f ∈ Fq[x] there exists a unique integer t > 0 and a polynomial
g ∈ Fq[x] such that f(x) = g(xpt), but f(x) 6= h(xpt+1) for any h ∈ Fq[x]. Then
t > 0 if and only if f ′(x) = 0. This motivates the following definition.
Definition 2.3. A polynomial f ∈ Fq[x] is called separable if f ′(x) 6= 0.
We remark that in other areas of mathematics there exist different definitions
of separable polynomials, but in the study of permutation polynomials the above
definition is standard (see for example [28, 25, 2, 3]).
Note that if f(x) is not separable then we can write f(x) = g(xp
t
), where t > 0
and g ∈ Fq[x] is separable. Then f is a PP if and only if g a PP, so in most cases we
can assume without loss that polynomials are separable (otherwise we could replace
f with g).
If we assume separability then it is true that, apart from fields of small order,
all PPs are exceptional polynomials. The following result was proved by Wan [27]
using a powerful theorem of Lang and Weil on the number of rational points of an
algebraic curve over a finite field.
Theorem 2.3. There exists a sequence c1, c2, ... of integers such that for any sepa-
rable polynomial f ∈ Fq[x] of degree n we have: if q > cn and f is a PP then f is
exceptional over Fq.
We note that Theorem 2.3 had already been proved by Hayes [10] for polynomials
satisfying gcd(n, q) = 1. The special case of Hayes’ theorem when q is prime was
established by Davenport and Lewis [5]; quantitative versions were given by Bombieri
and Davenport [4] and Tieta¨va¨inen [22].
Although versions of Theorem 2.3 had been known for over 20 years, in 1991
von zur Gathen [25] proved the following version with the explicit sequence cn = n
4.
In the language of the previous discussion this quantifies what is meant by a field
of ‘small order’. As in the work of Hayes and Wan a central ingredient of von zur
Gathen’s proof is the Lang and Weil theorem. This result ultimately allows the
Carlitz conjecture to be stated quantitatively.
Theorem 2.4. Let f ∈ Fq[x] be separable of degree n. If q > n4 and f is a PP,
then f is exceptional.
In light of Theorem 2.4 we have the following results on the non existence of
PPs of Fq of certain degrees n. See [15, Ch. 7] for proofs of their non-quantitative
analogues; the bound q > n4 comes from Theorem 2.4, see [25, Corollary 3].
Theorem 2.5. Let n > 1 and suppose that q > n4. If gcd(n, q) = 1 and Fq contains
an nth root of unity different from 1 then there is no PP of Fq of degree n.
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Corollary 2.6. Suppose that n is positive and even, q > n4 and gcd(n, q) = 1.
Then there is no PP of Fq of degree n.
Proof. Let ζ = −1 in Theorem 2.5.
Corollary 2.7. Suppose that q > n4 and gcd(n, q) = 1. Then there exists a PP of
Fq of degree n if and only if gcd(n, q − 1) = 1.
Proof. If gcd(n, q − 1) = 1 then the monomial xn is a PP of Fq by Theorem 1.14.
Conversely, suppose that gcd(n, q − 1) = d > 1. Since the multiplicative group F×q
is cyclic of order q − 1 it follows that g(q−1)/d is an nth root of unity different to 1,
where g is a primitive element of Fq.
2.2 A Conjecture of Carlitz
In an invited address before the Mathematics Association of America in 1966, Pro-
fessor L. Carlitz made the following conjecture:
Proposition 2.8. (Carlitz conjecture). For every even positive integer n, there
is a constant cn such that for each finite field of odd order q > cn, there does not
exist a PP of Fq of degree n.
This proposition was the motivation for many papers and generated much inter-
est over the following three decades. A chronology of the major results leading to
the proof of Proposition 2.8 is given below. Carlitz’ conjecture was finally resolved
in the affirmative by Fried, Guralnick and Saxl in 1993. They used the classification
of finite simple groups to prove, in particular, the following theorem.
Theorem 2.9. (Fried et al.). If q is odd then every exceptional polynomial over
Fq has odd degree.
In light of Theorem 2.4 this confirms the Carlitz conjecture. We state this as a
theorem.
Theorem 2.10. Let n be a positive even integer and suppose that q > n4 is odd.
Then there does not exist a PP of Fq of degree n.
Proof. Let n be an even positive integer and let q = pr > n4 be odd. Suppose
that f ∈ Fq[x] has degree n. We may assume that f is separable. For otherwise,
write f(x) = g(xp
t
), where g′(x) 6= 0 and t is a positive integer. Then g ∈ Fq[x] is
separable of even degree m = n/pt, and q > m4 = n4/p4t. Moreover, f is a PP of
Fq if and only if g is, so we may replace f by g and n by m. Hence, assume that f
is separable. If f is a PP then it is exceptional by Theorem 2.4, but then n is odd
by Theorem 2.9, a contradiction.
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The following is a timeline of the major results leading to the proof of Theo-
rem 2.10.
1897 Dickson’s list (Chapter 3, Table A.1,[6]) shows that there are only finitely
many fields Fq of odd characteristic containing PPs of degree n = 2, 4, 6.
1966 Carlitz presents his conjecture during an address to the MAA.
1967 Hayes [10] proves the conjecture for n = 8, 10 and the general case case
p ∤ n.
1973 Lausch and Nobauer [12, p. 202] prove the conjecture for n = 2m.
1987 Wan [27] proves the conjecture for n = 12, 14 and states an equivalent
version in terms of exceptional polynomials.
1988 Lidl and Mullen [14, P9] feature the Carlitz conjecture as an unsolved
problem.
1990 Wan [28] proves the conjecture for n = 2r, where r is an odd prime.
1991 Independently to Wan, and almost at the same time, Cohen [2] proves the
case n = 2r, r an odd prime. In addition, he proves the conjecture for all
n < 1000.
1991 von zur Gathen [25] proves Theorem 2.4, allowing the Carlitz conjecture to
be stated quantitatively.
1993 Carlitz’s conjecture is proven in general by Fried, Guralnick and Saxl [9].
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Figure 2.1: A timeline of major results leading to the proof of the Carlitz conjecture.
2.3 Wan’s Generalisation
Coinciding with the time that Fried et al. proved Carlitz’s original conjecture, in
1993 Wan proposed the following generalisation [29].
Proposition 2.11. (Carlitz-Wan conjecture). Let q > n4. If gcd(n, q − 1) > 1,
then there are no PPs of degree n over Fq.
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Recall that if gcd(n, q − 1) = 1 then there exist PPs of degree n (for example
the monomial xn). Proposition 2.11 can be interpreted as a partial converse of
this statement; that is, if q > n4 then there exist PPs of degree n if and only if
gcd(n, q − 1) = 1. In the special case that n is even and q is odd, Proposition 2.11
reduces to the Carlitz conjecture (Proposition 2.8).
The work by Fried et al. in [9], which proved Carlitz’s original conjecture, also
proved the Carlitz-Wan conjecture for fields of characteristic p > 3. The remaining
special cases did not remain unresolved for long, for the following theorem by Lenstra
implies Proposition 2.11 in full generality. See [3] for a discussion of Lenstra’s proof
and an elementary version.
Theorem 2.12. (Lenstra). Suppose gcd(n, q−1) > 1. Then there is no exceptional
polynomial of degree n over Fq.
We state Wan’s generalisation of the Carlitz conjecture as a theorem.
Theorem 2.13. Let q > n4. If gcd(n, q − 1) > 1, then there are no PPs of degree
n over Fq.
Proof. Note that as in the proof of Theorem 2.10 we may assume without loss that all
polynomials are separable. The result follows from Theorem 2.12 and Theorem 2.4.
2.4 On a Conjecture of Mullen
The following generalisation of Carlitz’s conjecture by Mullen appeared in [17] and
is discussed in [30, 23, 18, 29]. Until now it is an unresolved problem in published
literature.
Based on computer calculations, Mullen proposed that if n is even and q is odd
and sufficiently large then no polynomial is “close” to being a PP.
Conjecture 2.14. (Mullen). If n is even, q is odd with q > n(n−2) and f ∈ Fq[x]
has degree n, then
|Vf | 6 q −
⌈
q − 1
n
⌉
.
In light of Theorem 2.2 and Theorem 2.10 (both appearing after Mullen’s con-
jecture) we know this to be true for all q > n4. We present a counterexample to
Mullen’s conjecture as stated. Let a be an arbitrary nonzero element of F33 and
consider the polynomial
f(x) = x6 + ax5 − a4x2 ∈ F33 [x].
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Then f is aPP of F33 , as proved in Section 3.4.2 and [6]. This contradicts Conjecture
2.14, because 27 = q > n(n− 2) = 24, but
| Vf |= 27 6 22 = q −
⌈
q − 1
n
⌉
.
Armed with results published after Mullen’s conjecture (Theorem 2.2 and Theo-
rem 2.13) we can give the following generalisation of Conjecture 2.14, although the
bound on q is considerably weakened. In the special case that n is even and q is
odd, this reduces (albeit with a looser bound) to Mullen’s conjecture.
Theorem 2.15. If gcd(n, q − 1) > 1 with q > n4 and f ∈ Fq[x] has degree n, then
|Vf | 6 q −
⌈
q − 1
n
⌉
.
Proof. Theorem 2.13 and Theorem 2.2.
It would be interesting if future research could further reduce the bound in
Theorem 2.15; by the above discussion the true bound lies between n(n−2) and n4.
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Chapter 3
Permutation Polynomials of
Degree 6
In 1897 Leonard Eugene Dickson [6] claimed to give, aside from degree 6 polynomials
in even characteristic, a complete list of all reduced quantics of degree 6 6 which are
suitable to represent substitutions. In modern parlance this is a claim to a complete
list of normalised permutation polynomials (compare [6, §16] to Definition 1.3).
Historically, Dickson’s claim has been largely accepted in literature [15, 10, 27, 28,
13], however in more recent times some doubts have been cast on this assertion.
Though his classification of polynomials of degree less than 6 is still trusted, some
authors have questioned the completeness of his characterisation of the degree 6,
odd characteristic case. Indeed, [8] refers to this as a ‘partial list’.
The main problem with verifying Dickson’s claim is that his published proof in
[6] is very difficult to follow. To his credit, the author did a remarkable job in de-
riving and solving the necessary sets of long, unfriendly equations without so much
as a pocket calculator. However, his long and tricky proof is not easily accessible
to the modern mathematician for a number of reasons, the main factor being that
his language, notation and terminology are somewhat antiquated 115 years later.
Furthermore, as is natural for a paper written before modern computing and print-
ing, there are some unhelpful typographical errors and inconsistent notations. For
these reasons, it has not been easy for the modern mathematician to verify Dickson’s
claim to a complete classification.
In this chapter we recreate in full detail the classical result of Dickson by deriving
the full characterisation of degree 6 permutation polynomials in odd characteristic.
The aim of this chapter is to finally put to rest the classification problem for per-
mutation polynomials of degree 6 6. Though our general ideas and methods are
essentially the same as in [6], we have not attempted to recreate Dickson’s proof
step-by-step. Indeed, in many ways our proofs are different to those presented in
[6]. We deliberately give most details, for we feel that many of the rearrangements
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and tricks used in solving sets of equations are nonobvious. Our goal is a proof that
can be easily followed in full detail by those who are unconvinced by Dickson’s claim
of a complete characterisation. Hopefully the arguments presented are more easily
accessible to the modern mathematician than those in the original paper.
Somewhat surprisingly, we find that the list given in [6] is, albeit with minor
errors, indeed a full classification. We are, however, able to improve Dickson’s list
in several ways. In [6], we note that not all normalised permutation polynomials of
degree 6 in characteristic 3 are listed. Instead, some of Dickson’s polynomials have
been reduced further than specified in Definition 1.3. We are able to rectify this, and
we suggest that confusion over this point is perhaps the reason that Dickson’s list
has been recently questioned. Furthermore, we clear up some errors in the list, and
give a much cleaner parametrisation of one of the entries. In light of a very recent
paper by Li et al. [13], which lists all degree 6 and 7 PPs over fields of characteristic
2, this completes the classification problem of PPs of degree 6 6.
3.1 Some General Results
3.1.1 The Multinomial Theorem Modulo p
We begin by defining multinomial coefficients, which the next theorem shows are
analogous to the well-known binomial coefficients.
Definition 3.1. If t, n, k1, ..., kn are nonnegative integers with k1+ · · ·+ kn = t and
n > 2, then define the multinomial coefficient
(
t
k1,k2,...,kn
)
to be(
t
k1, k2, ..., kn
)
=
t!
k1!k2! · · · kn! .
The following theorem is known as the multinomial theorem.
Theorem 3.1. We have the following expansion:
(x1 + · · ·+ xn)t =
∑
k1+···+kn=t
k1>0,··· ,kn>0
(
t
k1, ..., kn
)
xk11 · · · xknn .
The following is the multinomial analogue of a classical theorem of Lucas. Its
proof can be found in [6, §14-15].
Theorem 3.2. Let p be a prime and k1, k2, ..., kn, t be nonnegative integers such
that k1 + k2 + · · · + kn = t. Suppose that we have the following p-adic expansions:
ki = bi0 + bi1p+ bi2p
2 + · · · + bisps for all 1 6 i 6 n,
t = c0 + c1p+ c2p
2 + · · ·+ csps,
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where 0 6 cj , bij 6 p− 1 for all 0 6 j 6 s and 1 6 i 6 n. Then(
t
k1, k2, ..., kn
)
6≡ 0 mod p if and only if
n∑
i=1
bij = cj for all 0 6 j 6 s.
If
(
t
k1,k2,...,kn
) 6≡ 0 mod p then we have(
t
k1, k2, ..., kn
)
≡
(
c0
b10, b20, ..., bn0
)
· · ·
(
cs
b1s, b2s, ..., bns
)
mod p.
3.1.2 A General Restriction on Coefficients
The following theorem shows that any normalised PP of degree n of Fq, where
q ≡ −1 mod n, has no xn−2 term.
Theorem 3.3. Let
f(x) = xn + an−2x
n−2 + · · ·+ a1x ∈ Fq[x]
be a normalised PP of Fq, where 3 6 n 6 q − 2 and q = pr ≡ −1 mod n. Then
an−2 = 0.
Proof. Note that pr ≡ −1 mod n implies that p ∤ n, so f is indeed the general form
for a normalised PP of degree n (Definition 1.3).
Write q = nm− 1; then it is clear that m = (q + 1)/n 6≡ 0 mod p. We also have
1 < m =
q + 1
n
6 q − 2,
because 1 < (q+ 1)/n is equivalent to q > n− 1 and (q + 1)/n 6 q− 2 is equivalent
to q > (2n + 1)/(n − 1), and both of these conditions hold under the assumption
3 6 n 6 q − 2. Hence, by Theorem 1.5, the reduction of f(x)m modulo xq − x has
degree 6 q − 2.
To find the coefficient of xq−1 in f(x)m mod (xq − x) we are interested in coeffi-
cients of terms of the form xi(q−1) in the expansion of f(x)m. But deg(f(x)m) = nm,
and we have, since nm > 6,
q − 1 = nm− 2 < nm < 2nm− 4 = 2(q − 1).
So there are no terms of the form xi(q−1) for i > 2.
We use the multinomial theorem to find the coefficient of xq−1 = xnm−2. By
Theorem 3.1 we have
f(x)m =
∑
k1+···+kn−2
+kn=m
(
m
k1, ..., kn−2, kn
)
ak11 · · · akn−2n−2 · xk1+···+(n−2)kn−2+n·kn .
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To find the coefficient of xq−1 = xnm−2 we must find all solutions over the
nonnegative integers of the following system.{
k1 + · · ·+ kn−2 + kn = m, (a)
k1 + 2k2 + · · · + (n− 2)kn−2 + n · kn = nm− 2. (b)
We observe that we must have kn = m − 1. For if kn = m then the LHS of (b) is
immediately too large. On the other hand, if kn < m− 1 then the LHS of (b) is too
small, for even if kn−2 = m− kn we have
(n− 2)(m− kn) + n · kn = (n− 2)m+ 2kn < nm− 2.
So we must have kn = m− 1, in which case the system reduces to{
k1 + · · ·+ kn−2 = 1, (a)
k1 + 2k2 + · · · (n− 2)kn−2 = n− 2. (b)
The only solution is
k1 = · · · = kn−3 = 0, kn−2 = 1, kn = m− 1.
Thus the coefficient of xq−1 in f(x)m mod (xq − x) is m!(m−1)!an−2, so we have
m · an−2 = 0.
Since we observed that m 6≡ 0 mod p we must have an−2 = 0.
3.2 Restrictions on p and q
In this section we determine necessary restrictions on p and q = pr for PPs of
degree 6 to exist in Fq[x]. We first note that the affirmatively resolved Carlitz-Wan
conjecture (Theorem 2.13) gives us the upper bound q 6 64. In fact we won’t
assume this theorem because Dickson’s original classification in [6] claims to show
this purely from Hermite’s criterion. Indeed, we will find that all degree 6 PPs of
Fq satisfy q 6 27. An interesting historical note is that Dickson’s characterisation of
degree 6 PPs was used in partial proofs of the Carlitz conjecture [10, 27, 28] before
the general proof was found by Fried et al. in [9].
Suppose that f(x) is a degree 6 PP of Fq, where q is odd. To apply Hermite’s
criterion we will need to treat separately the different residue classes of q modulo 6,
for the term of degree q − 1 in the expansion of f(x)t depends on the residue class
of q. If q = pr then we write q in the form
q = 6m+ µ, with 0 6 µ 6 5.
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Now since q is odd by assumption it is impossible that µ is even. Also, the case
µ = 1 is impossible by Corollary 1.8. So the two cases are q = 6m+3, in which case
p = 3, and q = 6m + 5, in which case p ≡ 5 mod 3 and r is odd, as the following
lemma shows.
Lemma 3.4. We have pr ≡ 5 mod 6 if and only if p ≡ 5 mod 6 and r is odd.
Proof. Since 5 ≡ −1 mod 6 the reverse implication is trivial. Suppose that pr ≡
5 mod 6. Then pr ≡ 1 mod 2 and pr ≡ 2 mod 3. These conditions imply, respec-
tively, that p ≡ 1 mod 2, and p ≡ 2 mod 3 with r odd. Hence, p ≡ 5 mod 6 and r
is odd.
3.3 Degree 6 PPs of F6m+5
The aim of this section is to classify all normalised PPs of degree 6 over finite fields
of the form F6m+5. By Definition 1.3 and Theorem 3.3 such a polynomial has the
general form
f(x) = x6 + a3x
3 + a2x
2 + a1x. (3.1)
We remark that we are only interested in finite fields of order q > 11, because any
degree 6 PP of F5 can be reduced mod x
5 − x to a polynomial of degree 6 3 (by
Lemma 1.2 and Corollary 1.7). Thus, no PP of F5 is a true degree 6 polynomial.
For any PP f(x) of the form (3.1) we now use Hermite’s criterion to derive a
set of necessary equations in the coefficients a1, a3, a3. Since deg (f(x)
m) = 6m =
q − 5 and deg (f(x)m+1) = 6m + 6 = q + 1, we observe that f(x)m+1 is the first
power of f(x) with degree > q − 1. Hence m+ 1 is the first useful power to apply
in Hermite’s criterion. However, Theorem 3.3 ensures that the polynomial (3.1)
always satisfies the power f(x)m+1, so we begin by considering the next useful power,
namely f(x)m+2. We will require the following inequality
1 6 m 6 q − 10 for all q > 11. (3.2)
Lemma 3.5. Let
f(x) = x6 + a3x
3 + a2x
2 + a1x ∈ Fq[x]
be a PP of Fq, where q = p
r = 6m+ 5. If q > 11 then
a22 + 2a1a3 = 0. (3.3)
If q > 11 then
36a21a2 − 15a22a23 − 10a1a33 = 0. (3.4)
If q > 17 then
72a41 − 12a52 − 240a1a32a3 − 360a21a2a23 + 55a22a43 + 22a1a53 = 0. (3.5)
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Proof. Note that m+ 5−p6 and m+
(
5−p
6 + p
)
are consecutive multiples of p. Since
p > 5 this implies that there are no multiples of p lying strictly between m and
m+6; in particular, the integers m+2,m+3 and m+4 are not divisible by p. We
also have, by (3.2),
3 6 m+ 2,m+ 3,m+ 4 6 q − 6.
So by Theorem 1.5, the reductions of f(x)m+2, f(x)m+3, f(x)m+4 modulo xq − x
have degree 6 q − 2.
First consider the expansion of f(x)m+2. We are interested in the coefficient of
xq−1 in f(x)m+2 mod (xq − x), which means we must find coefficients of the terms
xi(q−1) in f(x)m+2. But the highest power of x in f(x)m+2 is 6(m + 2) = q + 7, so
if there were any terms in xi(q−1) with i > 2 then we would have
q + 7 > 2(q − 1),
which is equivalent to q 6 9. Since q > 11 there are no such terms, so we only need
to consider the coefficient of xq−1 = x6m+4.
By Theorem 3.1 we have
f(x)m+2 =
∑
k1+k2+k3
+k6=m+2
(
m+ 2
k1, k2, k3, k6
)
ak11 a
k2
2 a
k3
3 · xk1+2k2+3k3+6k6 .
We must find all solutions over the nonnegative integers of the following system.{
k1 + k2 + k3 + k6 = m+ 2, (a)
k1 + 2k2 + 3k3 + 6k6 = 6m+ 4. (b)
We give an outline of this routine task. First note that k6 6 m, for otherwise
k6 > m+ 1, in which case 6k6 > 6m+ 6 in contradiction to (b). We must also have
k6 > m, for otherwise k6 6 m − 1, in which case LHS of (b) can be at most, with
k3 = m+ 2− k6,
3(m+ 2− k6) + 6k6 = 3m+ 6 + 3k6 6 6m+ 3.
Hence k6 = m, and the system reduces to{
k1 + k2 + k3 = 2, (a)
k1 + 2k2 + 3k3 = 4, (b)
which is easily solvable over the finite domain of possibilities. The solutions are
k1 k2 k3 k6
0 2 0 m
1 0 1 m
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Hence, the coefficient of xq−1 in f(x)m+2 mod (xq − x) is
(m+ 2)!
2!m!
a22 +
(m+ 2)!
m!
a1a3 =
(m+ 2)(m+ 1)
2
a22 + (m+ 2)(m + 1)a1a3.
Equating this to zero (by Theorem 1.5) and dividing by (m + 2)(m + 1)/2 6= 0 we
have
a22 + 2a1a3 = 0.
Now suppose that q > 11, so that q > 17 since q ≡ 5 mod 6. By a similar process
we must find the coefficient of xq−1 in f(x)m+3 mod (xq − x). As before, we note
that there are no terms in f(x)m+3 of the form xi(q−1), i > 2. For the highest power
of x in f(x)m+3 is 6m + 18 = q + 13, and 2(q − 1) > q + 13 for all q > 15. So we
only need to find the coefficient of xq−1.
To find the coefficient of xq−1 = x6m+4 in f(x)m+3 we must solve the following
system {
k1 + k2 + k3 + k6 = m+ 3, (a)
k1 + 2k2 + 3k3 + 6k6 = 6m+ 4. (b)
By similar reasoning to the previous case we deduce that m − 1 6 k6 6 m, and in
both cases the system is easily solvable. The solutions are
k1 k2 k3 k6
2 1 0 m
0 2 2 m− 1
1 0 3 m− 1
Hence, by Theorem 1.5, we have the identity
0 =
(m+ 3)!
2 ·m! a
2
1a2 +
(m+ 3)!
4(m− 1)!a
2
2a
2
3 +
(m+ 3)!
6(m− 1)!a1a
3
3
=
(m+ 3)(m+ 2)(m+ 1)
12
[
6a21a2 +m(3a
2
2a
2
3 + 2a1a
3
3)
]
We may divide by (m + 3)(m + 2)(m + 1)/12 6= 0 and substitute m = −5/6 (since
m = (pr − 5)/6). Simplifying, we have
36a21a2 − 15a22a23 − 10a1a33 = 0.
Finally, suppose that q > 17 and consider the coefficient of xq−1 in f(x)m+4 mod
(xq − x). As before we deduce that there are no terms of the form xi(q−1), i > 2, so
we only need to consider the coefficient of xq−1 in f(x)m+4. To find this coefficient
we must solve {
k1 + k2 + k3 + k6 = m+ 4, (a)
k1 + 2k2 + 3k3 + 6k6 = 6m+ 4. (b)
(3.6)
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We have m− 2 6 k6 6 m, and the solutions are
k1 k2 k3 k6
4 0 0 m
0 5 0 m− 1
1 3 1 m− 1
2 1 2 m− 1
0 2 4 m− 2
1 0 5 m− 2
We must perhaps address the fact that k6 = m − 2 is not a valid solution to (3.6)
if m < 2. However, since q > 17 and m = (q − 5)/6 we have in fact that m > 2, so
that the given solutions are valid. Hence we have the identity
(m+ 4)!
m!
a41
4!
+
(m+ 4)!
(m− 1)!
(
a52
5!
+
a1a
3
2a3
6
+
a21a2a
2
3
4
)
+
(m+ 4)!
(m− 2)!
(
a22a
4
3
2 · 4! +
a1a
5
3
5!
)
= 0.
Dividing by (m+4)(m+3)(m+2)(m+1) 6= 0, substitutingm = −5/6 and simplifying
we have
a41
4!
− a
5
2
6 · 4! −
5a1a
3
2a3
36
− 5a
2
1a2a
2
3
24
+
55a22a
4
3
72 · 4! +
11a1a
5
3
36 · 4! = 0.
Multiplying by 72 · 4! = 26 · 33 6= 0 we have
72a41 − 12a52 − 240a1a32a3 − 360a21a2a23 + 55a22a43 + 22a1a53 = 0.
Armed with the equations derived in Lemma 3.5 our next goal is to prove that
there are no degree 6 PPs of Fq if q > 11. The following important lemma shows
that the linear term of a normalised degree 6 PP of Fq is necessarily nonzero.
Lemma 3.6. Let
f(x) = x6 + a3x
3 + a2x
2 + a1x ∈ Fq[x]
be a PP of Fq, where q = p
r = 6m+ 5. Then a1 6= 0.
Proof. If a1 = 0 then (3.3) implies that a2 = 0, so that f(x) = x
6 + a3x
3. Consider
the quadratic polynomial g(x) = x2 + a3x ∈ Fq[x]. By normalisation g(x) is a PP
of Fq if and only if the monomial x
2 is a PP, which occurs precisely when 3 | q
(Theorem 1.14). Since p 6= 3, g(x) is not a PP of Fq, so neither is g(x3) = f(x).
We now show that there are no degree PPs of Fq in the special case q = 17.
Theorem 3.7. There are no degree 6 PPs of F17.
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Proof. Suppose that f(x) is a degree 6 PP of F17. By normalisation and (3.1) we
may express f(x) in the form
f(x) = x6 + a3x
3 + a2x
2 + a1x.
Reducing (3.3) and (3.4) modulo 17, we have
{
a22 + 2a1a3 = 0, (1)
2a21a2 + 2a
2
2a
2
3 + 7a1a
2
3 = 0. (2).
We use Hermite’s criterion to derive a third necessary equation in the coefficients
of f(x). By Theorem 1.5 the reduction of f(x)6 modulo x17 − x has degree 6 15.
Upon performing this expansion and equating the coefficient of x16 to zero we have
15a41 + 6a2 + 6a
5
2 + a1a
3
2a3 + 10a
2
1a2a
2
3 + 15a
2
2a
4
3 + 6a1a
5
3 = 0. (3)
Since a1 6= 0 (Lemma 3.6) we have by (1) that a3 = −a22/(2a1). Substituting this
into (2) and (3) and multiplying each by a suitable power of a1 we get{
2a41a2 + 6a
6
2 = 0, (2
′)
15a81 + 6a
4
1a2 + 8a
4
1a
5
2 + 5a
10
2 = 0. (3
′)
If a2 = 0 then (3
′) implies that a1 = 0 in contradiction to Lemma 3.6, so we may
assume that a2 6= 0. Dividing (2′) by a2 and simplifying, we have a52 = 11a41.
Subsitituing this into (3′) we get a2 = a
4
1. Hence we have{
a52 = 11a
4
1, (2
′′)
a2 = a
4
1. (3
′′).
But dividing (2′′) by (3′′) gives a42 = 11, and 11 has no fourth root in F17, a contra-
diction.
We are now able to prove the more general result that there are no degree 6 PPs
of Fq when q > 11.
Theorem 3.8. Let q = 6m+ 5 > 11. Then there are no degree 6 PPs of Fq.
Proof. Let f(x) be a degree 6 PP of Fq, where q = p
r = 6m + 5 > 11. Since the
q = 17 case was considered in Theorem 3.7 we may assume that q > 17.
Moreover we may assume that f is normalised, so by (3.1) and Lemma 3.5 we
have
f(x) = x6 + a3x
3 + a2x
2 + a1x,
37
where 

a22 + 2a1a3 = 0, (1)
36a21a2 − 15a22a23 − 10a1a33 = 0, (2)
72a41 − 12a52 − 240a1a32a3 − 360a21a2a23 + 55a22a43 + 22a1a53 = 0. (3)
Note also that a1 6= 0 by Lemma 3.6.
If a2 = 0 then a3 = 0 by (1), but then by (3) we have a1 = 0, a contradiction.
So we may assume that a2 6= 0.
Now by (1) we have a3 = −a22/(2a1). Substituting this into (2) and (3) and
dividing by a2 6= 0 where necessary, we have{
5a52 = 72a
4
1, (2
′)
288a81 + 72a
4
1a
5
2 + 11a
10
2 = 0. (3
′)
If p = 5 then (2′) implies that a1 = 0, a contradiction. If p 6= 5 then substituting
a52 = 72a
4
1/5 into (3
′) gives
90144
25
a81 = 0,
and since 90144 = 25 · 32 · 313 is a product of primes 6≡ 5 mod 6, we have a1 = 0, a
contradiction.
Our results so far have reduced the characterisation of degree 6 PPs of F6m+5 to
the case 6m+ 5 = 11. In contrast to the fields of higher order there do exist degree
6 PPs of F11, and the following theorem gives their complete characterisation.
Theorem 3.9. The following is the complete list of normalised degree 6 PPs of F11:
x6 ± 2x,
x6 ± 4x,
x6 ± a2x3 + ax2 ± 5x (a a nonzero square),
x6 ± 4a2x3 + ax2 ± 4x (a a nonsquare).
Proof. By (3.1), let
f(x) = x6 + a3x
3 + a2x
2 + a1x ∈ F11[x]
be a normalised PP of F11. Then by Theorem 1.5 the reductions of f(x)
3, f(x)4 and
f(x)5 modulo x11−x must have degree 6 10. Performing these expansions (routine
calculations omitted) and equating the coefficient of x10 to zero in each case, we get
the necessary conditions

a22 + 2a1a3 = 0, (1)
4a2 + a
2
1a2 + 6a
2
2a
2
3 + 4a1a
3
3 = 0, (2)
1 + 10a21 + 5a
4
1 + a
5
2 + 9a1a
3
2a3 + 8a2a
2
3 + 8a
2
1a2a
2
3 = 0. (3)
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Since a1 6= 0 (Lemma 3.6), we may express (1) as a3 = −a22/(2a1). Substituting this
into (2) and (3) and simplifying gives


a3 = −a22/(2a1), (1′)
4a21a2 + a
4
1a2 + a
6
2 = 0, (2
′)
2a21 + 9a
4
1 + 10a
6
1 + 4a
5
2 + 8a
2
1a
5
2 = 0. (3
′)
If a2 = 0 then a3 = 0 by (1
′), and (3′) reduces to
a41 + 2a
2
1 + 9 = 0.
By the quadratic formula we then have a21 = 4 or 5, so that a1 = ±2 or ±4. Thus
we have the following candidates for PPs:
x6 ± 2x, x6 ± 4x.
If a2 6= 0 then we may divide (2′) by a2 and rearrange to get a52 = 10a21(a21 + 4).
Substituting this into (3′) we have
a41 + 3a
2
1 + 4.
By the quadratic formula we have a21 = 3 or 5 so that a1 = ±4 or ±5.
If a1 = ±4 then we have a52 = 10 · 42 · (42 +4) = −1. By (1.6), a2 is a nonsquare
in F11. We then have a3 = −a22/(±8) = ±4a22. Denoting a2 by a this gives us the
family of candidate polynomials
x6 ± 4a2x3 + ax2 ± 4x (a a nonsquare).
If a1 = ±5 then we have a52 = 10 · 52 · (52 + 4) = 1. By (1.6), a2 is a nonzero square
in F11. We then have a3 = −a22/(±10) = ±a22. Denoting a2 by a this gives us the
family of candidate polynomials
x6 ± a2x3 + ax2 ± 5x (a a nonzero square).
Routine checking shows that all of the polynomials given satisfy the remaining pow-
ers in Theorem 1.5, so they are indeed PPs.
3.4 Degree 6 PPs of F6m+3
If q = pr = 6m + 3 then p = 3; the goal of this section is to characterise all degree
6 PPs over finite fields of the form F3r . Note that we are only interested in r > 2,
because any degree 6 PP of F3 may be reduced mod x
3−x to a linear polynomial (by
Lemma 1.2 and Corollary 1.7). So PPs of F3 cannot be true degree 6 polynomials.
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Although normalisation in the sense of Definition 1.3 only allows us to restrict
the constant term and the coefficient of x6, the following lemma uses a linear trans-
formation to additionally remove the coefficient of either x5 or x4. It shows that if
we can characterise all degree 6 PPs with at most one x5 or x4 term, then via linear
transformations we can obtain the full list of PPs.
Lemma 3.10. Let
f(x) = x6 + a5x
5 + a4x
4 + a3x
3 + a2x
2 + a1x
be a normalised PP of degree 6 in F3r . If a5 6= 0 then by a transformation of the
form f(x+ b) + c we can remove the x4 term.
Proof. Expanding f(x+ b) + c in F3r we have
f(x+ b) + c = x6 + a5x
5 + (a4 + 2a5b)x
4 + (a3 + a4b+ a5b
2 + 2b3)x3
+ (a2 + a5b
3)x2 + (a1 + 2a2b+ a4b
3 + 2a5b
4)x
+ (a1b+ a2b
2 + a3b
3 + a4b
4 + a5b
5 + b6 + c).
If a5 6= 0 then set b = a4/a5 to remove the x4 term and set c = −(a1b+a2b2+a3b3+
a4b
4 + a5b
5 + b6) to remove the constant term.
We split our characterisation of degree 6 PPs into two cases; first the special
case q = 32, then the general case q > 32.
3.4.1 Degree 6 PPs of F32
In this section 21/2 is a symbol for either solution of x2 − 2 = 0 in F32 .
We first consider the case a5 = 0.
Theorem 3.11. The complete list of PPs of F32 of the form
f(x) = x6 + a4x
4 + a3x
3 + a2x
2 + a1x
is given by
x6 + a2x4 + a7bx3 + a4x2 + a(2b+ 1)x,
a 6= 0, b ∈ {0, 1, 21/2 , 1 + 21/2}.
Proof. Let f(x) be a PP of F32 . Then by Hermite’s criterion (Theorem 1.5) the
reductions of f(x)2, f(x)4 and f(x)5 modulo x9 − x have degree 6 7. Performing
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these expansions (routine calculations omitted) and equating the coefficient of x8 to
zero in each case, we get the necessary conditions

a2 = a
2
4, (1)
1 + a42 + a
4
4 = 0, (2)
a21a
3
2 + 2a
3
1a2a3 + a
2
3 + 2a1a
3
3 + 2a
4
1a4+
2a2a4 + 2a
3
2a4 + 2a
4
3a4 + a
3
4 + a
2
2a
3
4 + 2a1a3a
3
4 = 0. (3)
From (1) and (2) we have 1 + a44 + a
8
4 = 0. In particular this shows that a4 6= 0,
so we may let a84 = 1 and reduce the equation to a
4
4 = 1. By (1.6), a4 is a nonzero
square in F32 .
Substituting (1) into (3) we have
0 = a23 + 2a1a
3
3 + 2a
4
1a4 + 2a
4
3a4 + 2a
3
1a3a
2
4 + 2a1a3a
3
4 + a
2
1a
6
4
= (a21a
6
4 + 2a1a3a
3
4 + a
2
3) + 2(a1 + a3a4)(a
3
1a4 + a
3
3).
Multiplying by a34 6= 0 and simplifying via a44 = 1 we have
0 = a4(a
2
1 + 2a1a3a4 + a
2
3a
2
4) + 2(a1 + a3a4)(a
3
1 + a
3
3a
3
4)
= a4(a1 + a3a4)
2 + 2(a1 + a3a4)
4
= (a1 + a3a4)
2(a4 + 2(a1 + a3a4)
2).
Hence either a1 = 2a3a4 or a4 = (a1+a3a4)
2. But if a1 = 2a3a4 then the polynomial
x6 + a4x
4 + a3x
3 + a24x
2 + 2a3a4x
has roots at 0 and a
1/2
4 6= 0, thus failing to be injective. So we must have a1 =
2a3a4 ± a1/24 .
Thus (1)-(3) are satisfied precisely when:

a4 is a nonzero square,
a2 = a
2
4,
a1 = 2a3a4 ± a1/24 .
It is convenient to give the following parametrisation, where a is an arbitrary nonzero
element of F32 : 

a4 = a
2,
a2 = a
4,
a1 = 2a3a
2 + a.
We have chosen the values a1, a2, a4 to satisfy the powers 2, 4, 5 in Hermite’s criterion.
Indeed, it happens that these choices also ensure that the power 7 is satisfied. Hence
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f(x) is a PP if and only if the reduction of f(x)8 modulo x9 − x is monic of degree
8. Now we have shown that f(x) must be of the form (with a 6= 0)
f(x) = x6 + a2x4 + a3x
3 + a4x2 + a(2aa3 + 1)x.
Expanding f(x)8 mod (x9 − x) and equating the coefficient of x8 to 1, we have
1 + aa3 + a
2a23 + a
3a33 + 2a
4a43 + a
6a63 = 1.
After factorisation this condition becomes
aa3(aa3 + 2)(a
2a23 − 2)((aa3 + 2)2 − 2) = 0,
which is satisfied whenever aa3 = 0, 1, 2
1/2 or 1 + 21/2. Equivalently, a3 = 0, a
−1,
21/2a−1 or (1 + 21/2)a−1. Using a−1 = a7 and simplifying gives us the following
family of PPs:
x6 + a2x4 + a7bx3 + a4x2 + a(2b+ 1)x,
a 6= 0, b ∈ {0, 1, 21/2 , 1 + 21/2}.
We compare this result to other characterisations of this case in the literature.
The family of PPs given above is equivalent to the original family proposed by
Dickson in [6], however we suggest that our parametrisation is much cleaner than
his family given by
x6 + ax4 + bx3 + a2x2 + (2ab ± a5/2)x
a square, a 6= 0; b = 0,±21/2a3/2,±a3/2, or ± (21/2 + 1)a3/2.
The signs of b to correspond to that of ± a5/2.
On the other hand, the characterisation given in [8, Theorem 3.14] is incorrect, for,
in particular, it suggests that the coefficient of x4 must be a fourth power.
We now consider the case a5 6= 0. In light of Lemma 3.10 we may assume that
a4 = 0.
Theorem 3.12. The complete list of PPs of F32 of the form
f(x) = x6 + a5x
5 + a3x
3 + a2x
2 + a1x
with a5 6= 0 is given by
x6 + ax5 + a3x3 + 2a4x2 + 2a5x (a 6= 0),
x6 + ax5 + ϕa3x3 + 2ϕa4x2 + 21/2a5x (a 6= 0, ϕ = ±(1− 21/2)),
x6 + ax5 + 2a3x3 + a4x2 + (2 + 21/2)a5x (a 6= 0).
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Proof. If f(x) is a PP of F32 then by Theorem 1.5 the reductions of f(x)
2, f(x)4 and
f(x)5 modulo x9 − x have degree 6 7. Performing these expansions and equating
the coefficient of x8 to zero in each case we have

a2 = 2a3a5, (1)
1 + a42 + a
3
1a5 + a1a
3
5 = 0, (2)
a21a
3
2 + 2a
3
1a2a3 + a
2
3 + 2a1a
3
3 + 2a1a5 + 2a2a
3
3a5 + a
3
2a
2
5 + 2a3a
3
5 = 0. (3)
First we show that a1 6= 0 and a2 6= 0. If a2 = 0 then a3 = 0 by (1), from which it
follows from (3) that a1 = 0, in contradiction to (2). If a1 = 0 then substituting (1)
into (3) we have
a23 + a
4
3a
2
5 + 2a3a
3
5 + 2a
3
3a
5
5 = 0.
Multiplying by a65 6= 0 and simplifying via a85 = 1 we have
a43 + 2a3a5 + 2a
3
3a
3
5 + a
2
3a
6
5 = a3(a3 + 2a
3
5)(a
2
3 + a
6
5) = 0.
But each of a3 = 0, a3 = a
3
5 and a3 = 2
1/2a35 lead to a contradiction in (2). So we
must have a1 6= 0 and a2 6= 0.
Squaring (2) we have
0 = 1 + 2a42 + a
8
2 + 2a
3
1a5 + 2a1a
3
5 + 2a
3
1a
4
2a5 + 2a1a
4
2a
3
5 + a
6
1a
2
5+
2a41a
4
5 + a
2
1a
6
5
= 2 + 2a42 + a
8
2 + 2(a
3
1a5 + a1a
3
5 + 1) + a
4
2(2a
3
1a5 + 2a1a
3
5) + a
6
1a
2
5+
2a41a
4
5 + a
2
1a
6
5
= 2 + 2a42 + a
8
2 + a
4
2 + a
4
2(1 + a
4
2) + a
6
1a
2
5 + 2a
4
1a
4
5 + a
2
1a
6
5
= 2 + a42 + 2a
8
2 + a
6
1a
2
5 + 2a
4
1a
4
5 + a
2
1a
6
5.
But a82 = 1 since a2 6= 0, so we have
0 = (1 + a42) + a
6
1a
2
5 + 2a
4
1a
4
5 + a
2
1a
6
5
= 2a31a5 + 2a1a
3
5 + a
6
1a
2
5 + 2a
4
1a
4
5 + a
2
1a
6
5.
Dividing by a1a5 6= 0 and writing a1 = ηa55 we have
0 = 2a21 + a
5
1a5 + 2a
2
5 + 2a
3
1a
3
5 + a1a
5
5
= 2 + a85η + 2a
8
5η
2 + 2a165 η
3 + a245 η
5
= η5 + 2η3 + 2η2 + η + 2
= (η + 1)(η2 + 1)((η + 1)2 + 1).
Hence η = 2, 21/2 or 2 + 21/2.
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If η = 2 then a1 = 2a
5
5, and (1)-(3) reduce to

a2 = 2a3a5, (1)
a42 = 1, (2)
a43a
2
5 + 2a3a
3
5 + 2a
3
3a
5
5 + a
6
5 = a
2
5(a3 − a35)4 = 0. (3)
(1)-(3) are satisfied precisely when a3 = a
3
5 and a2 = 2a
4
5. Then one may check that
for any a5 6= 0 the powers 7 and 8 in Hermite’s criterion are also satisfied, so we
have the following family of PPs
x6 + ax5 + a3x3 + 2a4x2 + 2a5x (a 6= 0).
Now suppose that η = 21/2. Note that although 21/2 may refer to either square
root of 2 in F32 we assume that the particular choice is fixed. Then a1 = 2
1/2a55,
and (1)-(3) reduce to


a2 = 2a3a5, (1)
a42 = 2, (2)
(1− 21/2)a23 + a43a25 + 2a3a35 − 21/2a33a55 − 21/2a65 = 0. (3)
Multiplying (3) by a25 and letting a
4
3a
4
5 = a
4
2 = 2 and a3 = ϕa
3
5 we have
−21/2ϕ3 + (1− 21/2)ϕ2 + 2ϕ − (1 + 21/2) = 0.
The roots of this polynomial are ϕ = −1 + 21/2, 1 − 21/2,−1− 21/2. Letting a5 = a
we have reduced to the following candidates
x6 + ax5 + ϕa3x3 + 2ϕa4x2 + 21/2a5x,
a 6= 0, ϕ ∈ {±(1− 21/2),−1− 21/2}.
If ϕ = −1 − 21/2 then this polynomial has roots 0 and −21/2a 6= 0, thus failing to
be injective. However if ϕ = ±(1− 21/2) then one may verify that (1)-(3) as well as
the powers 7 and 8 in Hermite’s criterion are satisfied. This gives us the family
x6 + ax5 + ϕa3x3 + 2ϕa4x2 + 21/2a5x,
a 6= 0, ϕ = ±(1− 21/2).
Finally, if η = 2 + 21/2 then a1 = (2 + 2
1/2)a55, and (1)-(3) reduce to

a2 = 2a3a5, (1)
a42 = 1, (2)
0 = (1− 21/2)a65 + 21/2a33a55 + 2a3a35 + a43a25 − 21/2a23. (3)
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Multiplying (3) by a25 and letting a
4
3a
4
5 = a
4
2 = 1 and a3 = ϕa
3
5 we have
21/2ϕ3 − 21/2ϕ2 − ϕ− (1 + 21/2) = 0.
The only root is ϕ = 2, and the resulting family satisfies (1)-(3) as well as the powers
7 and 8 in Hermite’s criterion:
x6 + ax5 + 2a3x3 + a4x2 + (2 + 21/2)a5x (a 6= 0).
3.4.2 Degree 6 PPs of F3r , r > 2
We now address the more general case of classifying degree 6 PPs of F3r for all
r > 2. We will require the 3-adic expansion of m = (3r−1 − 1)/2:
m = 1 + 3 + · · ·+ 3r−3 + 3r−2. (3.7)
Lemma 3.13. Let q = 3r = 6m + 3 where r > 2. Then 1 < m < q − 8 and
m ≡ 1 mod 3.
Proof. We have m = (q − 3)/6 < q − 8 if and only if q > 9, which is true since
r > 2. Similarly, (q − 3)/6 > 1 if and only if q > 9. It is immediate from (3.7) that
m ≡ 1 mod 3.
As with the case q = 6m+5 we use Hermite’s criterion to derive necessary equa-
tions in the coefficients of a normalised PP f(x). Again we observe that f(x)m+1
is the first power of f with degree exceeding q − 1. Hence m + 1 is the first useful
power to apply in Hermite’s criterion.
In the next theorem we reduce the characterisation problem to the case a5 6= 0,
but we will need a lemma first. Using the powers m + 1,m + 4 and 3m + 1 in
Hermite’s criterion we determine a set of necessary equations in the coefficients of
a degree 6 PP satisfying a5 = 0. The reward for this long and tricky lemma is that
the equations will be proven inconsistent in F3r , thus showing that the case a5 = 0
is empty.
Lemma 3.14. Suppose that
f(x) = x6 + a4x
4 + a3x
3 + a2x
2 + a1x ∈ Fq[x]
is a PP of Fq, where q = 3
r = 6m+ 3. If r > 2 then we have

a2 = a
2
4, (1)
2a21a
3
2 + a
3
1a2a3 + 2a2a
6
3 + a
4
1a4+
a63a
2
4 + a2a
4
3a
3
4 + a1a
3
3a
4
4 + 2a
3
2a
5
4 + a
2
1a
6
4 = 0, (2)
1 + a3m+14 + a
3m+1
2 = 0. (3)
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Proof. Suppose that f(x) is a PP of Fq, where q = 3
r and r > 2. By Lemma 3.13
we have that m+ 1 and m+ 4 are nonzero mod 3, and
2 < m+ 1,m+ 4 < q − 4.
We also have 3m+ 1 ≡ 1 6≡ 0 mod 3 and that
1 6 3m+ 1 6 6m+ 1 = q − 2 for all m > 0.
So by Theorem 1.5 the reductions of f(x)m+1, f(x)m+4 and f(x)3m+1 modulo xq−x
each have degree 6 q − 2.
We use the multinomial theorem to expand these powers. By Theorem 3.1 we
have, for any positive integer t,
f(x)t =
∑
k1+k2+k3
+k4+k6=t
(
t
k1, k2, k3, k4, k6
)
ak11 a
k2
2 a
k3
3 a
k4
4 · xk1+2k2+3k3+4k4+6k6 . (3.8)
First consider the expansions of f(x)m+1 and f(x)m+4. We are interested in the
terms xi(q−1), but since 2(q − 1) > 6(m + 1) = q + 3 for all q > 5 and 2(q − 1) >
6(m+4) = q+21 for all q > 23 there are no terms of the form xi(q−1), i > 2. Hence,
in each case, we only need to find the coefficient of xq−1 = x6m+2. For the power
f(x)m+1 this amounts to solving the system
{
k1 + k2 + k3 + k4 + k6 = m+ 1, (a)
k1 + 2k2 + 3k3 + 4k4 + 6k6 = 6m+ 2, (b)
for which the solutions are
k1 k2 k3 k4 k6
0 1 0 0 m
0 0 0 2 m− 1
. (3.9)
Similarly, to find the coefficient of x6m+2 in f(x)m+4 we must solve the system
{
k1 + k2 + k3 + k4 + k6 = m+ 4, (a)
k1 + 2k2 + 3k3 + 4k4 + 6k6 = 6m+ 2. (b)
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There are in fact 34 solutions. A partial list is
k1 k2 k3 k4 k6
4 0 0 1 m− 1
...
...
...
...
...
3 0 1 2 m− 2
2 2 0 2 m− 2
2 1 2 1 m− 2
...
...
...
...
...
0 0 4 5 m− 5
0 0 2 8 m− 6
0 0 0 11 m− 7
. (3.10)
Now (3.9) and (3.10) determine terms in f(x)m+1 and f(x)m+4, respectively, of the
form(
m+ 1
k1, k2, k3, k4, k6
)
ak11 a
k2
2 a
k3
3 a
k4
4 x
q−1 and
(
m+ 4
k1, k2, k3, k4, k6
)
ak11 a
k2
2 a
k3
3 a
k4
4 x
q−1.
For each solution in (3.9) and (3.10) we apply Theorem 3.2 to calculate the corre-
sponding multinomial coefficient mod 3. We give two examples of this below.
Consider the first solution in (3.10). Using the 3-adic expansion of m from (3.7)
we have
m+ 4 = 2 + 2 · 3 + 1 · 32 + · · ·+ 1 · 3r−3 + 1 · 3r−2
m− 1 = 0 + 1 · 3 + 1 · 32 + · · ·+ 1 · 3r−3 + 1 · 3r−2
4 = 1 + 1 · 3 + 0 · 32 + · · ·+ 0 · 3r−3 + 0 · 3r−2
1 = 1 + 0 · 3 + 0 · 32 + · · ·+ 0 · 3r−3 + 0 · 3r−2
We observe that there are no ‘carries’ in the sum (m+ 4) = (m− 1) + 4 + 1, so by
Theorem 3.2 the multinomial coefficient
(
m+4
4,0,0,1,m−1
)
is nonzero mod 3, and we have
(
m+ 4
4, 0, 0, 1,m − 1
)
≡
(
2
1, 0, 0, 1, 0
)(
2
1, 0, 0, 1, 1
)(
1
0, 0, 0, 0, 1
)
· · ·
(
1
0, 0, 0, 0, 1
)
mod 3
≡ 2 · 2 mod 3
≡ 1 mod 3.
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Thus we get a term of the form a41a4x
q−1 in the expansion of f(x)m+4 mod (xq−x).
On the other hand, for the second solution listed in (3.10) we have
m+ 4 = 2 + 2 · 3 + 1 · 32 + · · ·+ 1 · 3r−3 + 1 · 3r−2
m− 2 = 2 + 0 · 3 + 1 · 32 + · · ·+ 1 · 3r−3 + 1 · 3r−2
3 = 0 + 1 · 3 + 0 · 32 + · · ·+ 0 · 3r−3 + 0 · 3r−2
1 = 1 + 0 · 3 + 0 · 32 + · · ·+ 0 · 3r−3 + 0 · 3r−2
2 = 2 + 0 · 3 + 0 · 32 + · · ·+ 0 · 3r−3 + 0 · 3r−2
In this case there is a carry in the sum (m + 4) = (m − 2) + 3 + 1 + 2, so by
Theorem 3.2 the multinomial coefficient
(
m+4
3,0,1,2,m−2
)
is zero mod 3.
By similar computations (this process can be automated) we calculate the re-
maining binomial coefficients mod 3, and hence the coefficients of xq−1 in f(x)m+1
and f(x)m+4 mod xq − x. Equating them to zero we have, respectively,

2a2 + a
2
4 = 0, (1)
2a21a
3
2 + a
3
1a2a3 + 2a2a
6
3 + a
4
1a4 + a
6
3a
2
4+
a42a
3
4 + a2a
4
3a
3
4 + a1a
3
3a
4
4 + 2a
3
2a
5
4 + a
2
1a
6
4 + 2a
9
4a2 + a
11
4 = 0. (2)
Note that the last two terms in (2) do not appear in the case r = 3. When r > 3
these terms become, by (1),
2a94a2 + a
11
4 = 3a
11
4 = 0.
Hence we can omit the last two terms in (2) in all cases.
Now consider the power f(x)3m+1. We are interested in terms of the form
xi(q−1) = xi(6m+2). Now deg (f(x)3m+1) = 6(3m + 1) = 3(6m + 2), so we are
interested in the coefficients of x6m+2, x2(6m+2), x3(6m+2). By (3.8) this amounts to
solving, for each i ∈ {1, 2, 3}, the system{
k1 + k2 + k3 + k4 + k6 = 3m+ 1, (a)
k1 + 2k2 + 3k3 + 4k4 + 6k6 = 2i(3m + 1). (b)
(3.11)
For i = 3 it is immediate that the only solution is
k1 k2 k3 k4 k6
0 0 0 0 3m+ 1
.
For i = 2 there are many solutions, but we only solve for those for which the
multinomial coefficient
(
3m+1
k1,k2,k3,k4,k6
)
is nonzero mod 3. To apply Theorem 3.2 we
need expressions for the 3-adic expansions of 3m+ 1, k1, k2, k3, k4, k6. Now by (3.7)
we have
3m+ 1 = 1 + 1 · 3 + · · ·+ 1 · 3r−2 + 1 · 3r−1,
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and we will denote 3-adic expansions of k1, k2, k3, k4, k6 by
k1 = b10 + b11 · 3 + · · ·+ b1(r−2) · 3r−2 + b1(r−1) · 3r−1
...
k6 = b60 + b61 · 3 + · · ·+ b6(r−2) · 3r−2 + b6(r−1) · 3r−1
Then by Theorem 3.2 the multinomial coefficient
(
3m+1
k1,k2,k3,k4,k6
)
is nonzero mod 3
if and only if
b1j + b2j + b3j + b4j + b6j = 1 for all 0 6 j 6 r − 1. (3.12)
Then (3.12) implies (3.11, a). Rewriting (3.11, b) with the 3-adic expansions we have
(b10 + 2b20 + 3b30 + 4b40 + 6b60) + (b11 + 2b21 + 3b31 + 4b41 + 6b61) · 3 + · · ·+
(b1(r−1) + 2b2(r−1) + 3b3(r−1) + 4b4(r−1) + 6b6(r−1))3
r−1
= 1 + 2 · 3 + · · ·+ 2 · 3r−1 + 3r (3.13)
By (3.12) and (3.13) we must have b2j = 0 for all j. For clearly b20 6= 1, and if
b2j = 1 for some 1 6 j 6 r − 2 then it follows that b2(j+1) = 1. We must then
conclude that b2j = b2(j+1) = · · · = b2(r−1) = 1, but then the LHS of (3.13) is too
small. So we must have b2j = 0 for all j. By a similar argument we have b1j = 0
for all j, because if b1j = 1 for some 0 6 j 6 r − 2 then we must have b2(j+1) = 1.
Hence (3.13) reduces to
(3b30 + 4b40 + 6b60) + (3b31 + 4b41 + 6b61) · 3 + · · ·+
(3b3(r−1) + 4b4(r−1) + 6b6(r−1)) · 3r−1
= 1 + 2 · 3 + · · ·+ 2 · 3r−1 + 3r (3.14)
It is clear that the only possible solution satisfying (3.12) and (3.14) is b40 = b41 =
· · · = b4(r−1) = 1 with all other terms zero. Hence k4 = 1 + 3+ · · ·+ 3r−1 = 3m+ 1
and the solution is given by
k1 k2 k3 k4 k6
0 0 0 3m+ 1 0
For i = 1 a similar (but easier) argument shows that the only solution with
nonzero multinomial coefficient is k2 = 1+3+ · · ·+3r−1 = 3m+1 and the solution
is given by
k1 k2 k3 k4 k6
0 3m+ 1 0 0 0
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Hence the term in xq−1 in the reduction of f(x)3m+1 mod (xq − x) is given by((
3m+1
0,0,0,0,3m+1
)
+
(
3m+1
0,0,0,3m+1,0
)
a3m+14 +
(
3m+1
0,3m+1,0,0,0
)
a3m+12
)
xq−1.
Thus Theorem 1.5 requires that
1 + a3m+14 + a
3m+1
2 = 0. (3)
The following theorem rewards the lengthy and tricky calculations in the previous
lemma by reducing the characterisation problem to the case a5 6= 0.
Theorem 3.15. If r > 2 then there are no PPs of F3r of the form
f(x) = x6 + a4x
4 + a3x
3 + a2x
2 + a1x.
Proof. If f(x) is a PP of F3r then by Lemma 3.14 we have

a2 = a
2
4, (1)
2a21a
3
2 + a
3
1a2a3 + 2a2a
6
3 + a
4
1a4+
a63a
2
4 + a
4
2a
3
4 + a2a
4
3a
3
4 + a1a
3
3a
4
4 + 2a
3
2a
5
4 + a
2
1a
6
4 = 0, (2)
1 + a3m+14 + a
3m+1
2 = 0. (3)
Substituting (1) into (3) we have
1 + a3m+14 + a
6m+2
4 = 0. (3.15)
This shows that a4 6= 0, so we have a6m+24 = aq−14 = 1. We may therefore write
(3.15) as
a3m+14 = a
(q−1)/2
4 = 1.
By (1.6), a4 is a nonzero square in F3r .
Substituting (1) into (2) we have
0 = a41a4 + a
3
1a3a
2
4 + a1a
3
3a
4
4 + a
4
3a
5
4
= a4(a
4
1 + a
3
1a3a4 + a1a
3
3a
3
4 + a
4
3a
4
4)
= a4(a1 + a3a4)
4.
Since a4 6= 0 we have a1 = 2a3a4. But the polynomial
x6 + a4x
4 + a3x
3 + a24x
2 + 2a3a4x
has roots at 0 and a
1/2
4 6= 0, thus failing to be injective.
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Since we know that a5 6= 0 we will therefore let a4 = 0 by Lemma 3.10. We first
give a full characterisation for the case r = 3.
Theorem 3.16. The complete list of PPs of F33 of the form
f(x) = x6 + a5x
5 + a3x
3 + a2x
2 + a1x
with a5 6= 0 is given by
x6 + ax5 + 2a4x2 (a 6= 0).
Proof. If f(x) is a PP of F33 , then by Theorem 1.5 the reductions of f(x)
5, f(x)7,
f(x)8 and f(x)13 modulo x27−x must have degree 6 25. These require, respectively,

a45 + a3a5 + a2 = 0, (1)
a32a
4
5 + a2a
3
3a
3
5 + a
3
1a5 + a
4
2 = 0, (2)
2a21a
3
2 + a
3
1a2a3 + 2a2a
6
3 + a
3
2a
3
3a5+
2a73a5 + a
3
1a2a
3
5 + a
4
2a3a
3
5 + 2a
2
1a
3
3a
3
5 + a
3
1a3a
4
5 = 0, (3)
1 + a132 + a
3
1a
9
2a5 + a
9
1a2a
3
5 + a1a
3
2a
9
5 = 0. (4)
Applying (1) to (2) we have
0 = a5(2a
3
1 + a
3
3a
6
5 + 2a3a
12
5
= a5(2a1 + a3a
2
5 + 2a
9
3a
4
5)
3.
Hence
a1 = a3a
2
5 + 2a
9
3a
4
5. (3.16)
If a3 = 0 then by (3.16) we have a1 = 0. By checking the remaining powers in
Hermite’s criterion, the resulting family
x6 + ax5 + 2a4x2 (a 6= 0)
are shown to be PPs.
Now suppose that a3 6= 0. Applying (1) and (3.16) to (3) we have
0 = 2a33a
13
5 + a
10
3 a
18
5 + 2a3a
19
5 + a
18
3 a
20
5
= a3a
13
5 (2a
2
3 + a
9
3a
5
5 + 2a
6
5 + a
17
3 a
7
5).
Dividing by a3a
13
5 6= 0 and letting a3 = ηa35, this becomes
η17 + η9 + 2η2 + 2.
Multiplying this equation by η9 and letting η26 = 1 and η11 = η52 · η11 = η63, we
have
0 = η63 + 2η18 + η9 + 2
= (η + 2)18(η2 + 1)9(η3 + 2η2 + 2η + 2)9
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Now the root η = 1 can be ignored since the polynomial
x6 + a5x
5 + a35x
3 + a45x
2
has roots at 0 and −a5 6= 0, and η2 = −1 is impossible since F33 is a degree 3
extension of F3. So we must have
η3 = η2 + η + 1.
Substituting a1 = a
5
5(η+2η
9), a2 = 2a
4
5(1+η) and a3 = a
3
5η into (4) and simplifying
gives
2η(η3 + 2η + 2)(η3 + η2 + 2)(η3 + η2 + 2η + 1)(η3 + 2η2 + 1) = 0.
But using η3 = η2 + η + 1 this simplifies to
2η4(η + 2)2(η2 + 1) = 0,
in contradiction to η 6∈ {0, 1} and η2 6= −1.
Finally, we show that there are no PPs of F3r when r > 3.
Theorem 3.17. If r > 3 and a5 6= 0 then there are no PPs of F3r of the form
f(x) = x6 + a5x
5 + a3x
3 + a2x
2 + a1x.
Proof. Suppose f(x) is aPP of F3r and r > 3. By Lemma 3.13 we have 1 6 m 6 q−8
and m ≡ 1 mod 3, so by Theorem 1.5 the reductions of f(x)m+1 and f(x)m+3
modulo xq − x have degree 6 q − 2. By similar calculations to Lemma 3.14 we
determine that these conditions require{
a2 = 2a3a5 + 2a
4
5, (1)
a42 + a
3
1a5 + a2a
3
3a
3
5 + a
3
2a
4
5 + a2a
12
5 + 2a
16
5 = 0. (2)
Substituting (1) into (2) we have
0 = 2a31a5 + a
3
3a
7
5 + 2a
16
5
= 2a5(a1 + 2a3a
2
5 + a
5
5)
3.
Since a5 6= 0 we must have a1 = a3a25 + 2a55. But the polynomial
x6 + a5x
5 + a3x
3 + (2a3a5 + 2a
4
5)x
2 + (a3a
2
5 + 2a
5
5)x
has roots 0 and −a5 6= 0, thus failing to be injective, so is not a PP.
3.5 Normalised PPs of Degree 6
In Theorems 3.8 - 3.17 we derived the complete classification of degree 6 PPs of Fq
up to transformations of the form
cf(x+ b) + d, where b, c, d ∈ Fq, c 6= 0.
These are listed in Table 3.1.
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(1) x6 ± 2x, q = 11.
(2) x6 ± 4x, q = 11.
(3) x6 ± a2x3 + ax2 ± 5x, a a nonzero square, q = 11.
(4) x6 ± 4a2x3 + ax2 ± 4x, a not square, q = 11.
(5) x6 + a2x4 + a7bx3 + a4x2 + a(2b+ 1)x, a 6= 0, b ∈ {0, 1, 21/2, 1 + 21/2}, q = 32.
(6) x6 + ax5 + a3x3 + 2a4x2 + 2a5x, a 6= 0, q = 32.
(7) x6 + ax5 + ϕa3x3 + 2ϕa4x2 + 21/2a5x, a 6= 0, ϕ = ±(1− 21/2), q = 32.
(8) x6 + ax5 + 2a3x3 + a4x2 + (2 + 21/2)a5x, a 6= 0, q = 32.
(9) x6 + ax5 + 2a4x2, a 6= 0, q = 33.
Table 3.1: Classification of degree 6 PPs of Fq (q odd) up to linear transformations.
We remark that this list agrees with the original list in [6], except that Dickson
fails to specify that a is not allowed to be zero in (3) and (6-9). Additionally, the
family of PPs given in (5) has a cleaner parametrisation than in the original list.
We note, however, that this is not the complete list of normalised degree 6 PPs
in the sense of Definition 1.3, because in the cases q = 32 and q = 33 we used a
second linear transformation to ensure that the coefficient of x5 or x4 was zero. So,
for example, the polynomial
f(x) = x6 + x5 + x4 + x2 ∈ F32 [x]
is a normalised PP of F32 not appearing in the above list. Similarly, the following
polynomial is a normalised PP of F33 not in the list:
g(x) = x6 + x5 + 2x4 ∈ F33 [x].
So, although the above list completely classifies degree 6 PPs up to linear trans-
formations, it is incorrect to call it a complete list of normalised PPs. This is the
claim made by Dickson in [6] when he said his list was a complete list of reduced
quantics. Although the distinction is minor, we suggest this ambiguity has caused
confusion and is the reason that Dickson’s characterisation has been questioned.
We now convert the list (1-9) into the complete list of normalised PPs of degree 6,
which we feel is necessary for the sake of consistency and avoiding future confusion.
We will then be able to insert the degree 6 classification unambiguously into the
complete list of normalised (in the sense of the globally accepted definition) PPs of
degree up to 6. Recall from Section 3.4 that in the case p = 3 and a5 6= 0 we used a
linear transformation to remove the x4 term (see Lemma 3.10). To recover the list
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of normalised PPs represented by (6-9) we must apply transformations of the form
f(x) = g(x+ b) + c,
where b is arbitrary and c is chosen so that the resulting polynomial f(x) satisfies
f(0) = 0. Applying these transformations to the polynomials (6-9), and simplifying,
we obtain the complete list of normalised PPs of degree 6 in Table 3.2. See Appendix
A for the complete list of normalised PPs of degree 6 6.
(1) x6 ± 2x, q = 11.
(2) x6 ± 4x, q = 11.
(3) x6 ± a2x3 + ax2 ± 5x, a a nonzero square, q = 11.
(4) x6 ± 4a2x3 + ax2 ± 4x, a not square, q = 11.
(5) x6 + a2x4 + a7bx3 + a4x2 + a(2b+ 1)x, a 6= 0, b ∈ {0, 1, 21/2, 1 + 21/2}, q = 32.
(6) x6 + ax5 + 2abx4 + (a3 + ab2 + 2b3)x3 + (2a4 + ab3)x2 + (2a5 + a4b+ 2ab4)x,
a 6= 0, b arbitrary, q = 32.
(7) x6+ax5+2abx4+(ab2+2b3+a3ϕ)x3+(ab3+2a4ϕ)x2+(21/2a5+2ab4+a4bϕ)x,
a 6= 0, b arbitrary, ϕ = ±(1− 21/2), q = 32.
(8) x6+ax5+2abx4+(2a3+ab2+2b3)x3+(a4+ab3)x2+(2a5+21/2a5+2a4b+2ab4)x,
a 6= 0, b arbitrary, q = 32.
(9) x6 + ax5 + 2abx4 + (ab2 + 2b3)x3 + (2a4 + ab3)x2 + (a4b + 2ab4)x, a 6= 0, b
arbitrary, q = 33.
Table 3.2: Complete list of normalised degree 6 PPs of Fq (q odd).
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Chapter 4
Orthomorphism Polynomials
4.1 Orthomorphism Polynomials of Finite Fields
We begin by defining orthomorphisms for general finite groups G.
Definition 4.1. Let G be a finite group. Then an orthomorphism of G is a permu-
tation Φ of G such that the map c 7→ c−1Φ(c) is also a permutation of G.
Orthomorphisms have also been referred to as orthogonal mappings. There are
numerous reasons to be interested in orthomorphisms, for example for the construc-
tion of orthogonal Latin squares.
A closely related concept is that of a complete mapping of G, which is a per-
mutation Φ such that the map c 7→ cΦ(c) is a permutation of G. Then Φ is an
orthomorphism of G if and only if the map c 7→ c−1Φ(c) is a complete mapping of G
and a complete mapping of G if and only if the map c 7→ cΦ(c) is an orthomorphism
of G.
In this paper we only consider orthomorphisms of the additive group F+q of a
finite field; the interested reader may refer to [8] for orthomorphisms of general
groups. Note that by Lemma 1.1 we may assume that an orthomorphism of F+q is a
polynomial f ∈ Fq[x]. We will call such a polynomial an orthomorphism polynomial.
It is clear that f is an orthomorphism polynomial of Fq if and only if f(x) and
f(x)− x are both PPs of Fq.
We begin by stating a fundamental result on the degree of an orthomorphism
polynomial of Fq. We already know (by Corollary 1.7) that the reduction modulo
xq−x of a PP of Fq has degree at most q−2. In fact for orthomorphism polynomials
we have the following stronger bound.
Theorem 4.1. If q > 2 and f(x) is an orthomorphism polynomial of Fq then the
reduction of f modulo xq − x has degree at most q − 3.
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The above theorem was proved by Niederreiter and Robinson [19] for odd q, and
by Wan [26] for even q. We refer the reader to [8] for its complete proof.
The following trivial lemma gives us a concept analogous to normalised a per-
mutation polynomials.
Lemma 4.2. If f ∈ Fq[x] is an orthomorphism polynomial of Fq then so is
g(x) = f(x+ b) + d, where b, d ∈ Fq.
By suitable choices of b and d we can ensure that the resulting polynomial g(x)
satisfies g(0) = 0, and when the degree n of f is not divisible by the characteristic
of Fq, the coefficient of x
n−1 is zero.
Remark 4.1. Unlike with permutation polynomials, it is not true that cf(x) is
also an orthomorphism polynomial for any c 6= 0. For example, 2x is always an
orthomorphism polynomial of Fq but x is not.
4.2 Degree 6 Orthomorphism Polynomials
Orthomorphism polynomials of degree up to 5 were classified by Niederreiter and
Robinson [19] in 1982. In fact they actually classified complete mapping polynomials,
but it is then a simple matter to determine the orthomorphism polynomials since
f(x) is a complete mapping polynomial if and only if f(x) + x is an orthomorphism
polynomial. In the same paper the authors also resolved the degree 6 case when
gcd(6, q) = 1. The reader may find the list of orthomorphism polynomials from
these cases in [8]. Using the characterisation of degree 6 PPs from Chapter 3 we now
proceed to classify all degree 6 orthomorphism polynomials of fields of characteristic
3.
Let f(x) be an orthomorphism polynomial of F3r , where r > 2. Then by
Lemma 4.2 the polynomial g(x) = f(x+ b)+ d is also an orthomorphism of F3r . By
choosing b and d suitably we can ensure that g(0) = 0 and if the coefficient of x5
is nonzero then the coefficient of x4 is zero. If we can classify orthomorphisms with
these properties then we have a complete classification up to linear transformations.
Let f ∈ F3r [x] be a degree 6 polynomial and define the following properties:
(P1 ) f(0) = 0.
(P2 ) The coefficient of x5 is zero.
(P3 ) The coefficient of x5 is nonzero and the coefficient of x4 is zero.
Also, recall that in this project the symbol 21/2 always represents either root of the
equation x2 + 1 = 0 in F32 . It will henceforth be necessary to distinguish between
the two solutions, so we let 21/2 ∈ {±i}, where i is a solution fixed throughout.
We first classify the orthomorphism polynomials of F32 satisfying (P1 ) and (P2 ).
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Theorem 4.3. The complete list of degree 6 orthomorphism polynomials f(x) of
F32 satisfying (P1) and (P2) is given by
cx6 + c7x4 + c5x2 + 2x (c 6= 0),
cx6 + c7x4 − 21/2c2x3 + c5x2 + (2 + 21/2)x (c 6= 0).
Proof. Recall that Table 3.1 (5) is the complete classification of monic PPs of F32
satisfying (P1 ) and (P2 ). Multiplying this family by an arbitrary constant c 6= 0 (to
remove the monoticity restriction), we recover the complete list of PPs satisfying
(P1 ) and (P2 ):
cx6 + a2cx4 + a7bcx3 + a4cx2 + ac(2b + 1)x,
a, c 6= 0, b ∈ {0, 1,±i, 1 ± i}. (4.1)
If f(x) is an orthomorphism polynomial of F32 then it is necessarily of the above
form; that is,
f(x) = cx6 + a2cx4 + a7bcx3 + a4cx2 + ac(2b + 1)x (4.2)
for some a, c 6= 0, b ∈ {0, 1,±i, 1 ± i}. Hence,
f(x)− x = cx6 + a2cx4 + a7bcx3 + a4cx2 + (ac(2b+ 1)− 1)x. (4.3)
Note that this is again a polynomial satisfying (P1 ) and (P2 ), so f is an orthomor-
phism polynomial if and only if f(x) − x is of the form (4.1). That is, there must
exist A,C 6= 0, B ∈ {0, 1,±i, 1 ± i} such that
f(x)− x = Cx6 +A2Cx4 +A7BCx3 +A4Cx2 +AC(2B + 1)x. (4.4)
We proceed to equate the coefficients of (4.3) and (4.4). Since clearly it is impossible
that A = a,B = b, C = c, we have from the coefficients of x6, x4, x3 and x2 that
A = −a,B = −b, C = c.
Hence b ∈ {0,±i}, the largest subset of {0, 1,±i, 1 ± i} closed under negation. The
coefficient of x then requires
ac(2b+ 1)− 1 = −ac(−2b+ 1).
Rearranging, we find that a = −c−1, and substituting this and b ∈ {0,±i} into (4.2)
and simplifying we have precisely the following orthomorphism polynomials:
cx6 + c7x4 − bc2x3 + c5x2 + (b+ 2)x (c 6= 0, b ∈ {0,±i}).
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Now we consider the case where (P1 ) and (P3 ) are satisfied.
Theorem 4.4. The complete list of degree 6 orthomorphism polynomials f(x) of
F32 satisfying (P1) and (P3) is given by
a5x6 + 21/2a4x5 + 21/2a2x3 + ax2 + 2(1 + 21/2)x (a 6= 0).
Proof. From Table 3.1 (6-8) the complete list of PPs of F32 satisfying (P1 ) and
(P3 ) is given by
cx6 + acx5 + a3cx3 + 2a4cx2 + 2a5cx, (a, c 6= 0) (4.5)
cx6 + acx5 + ϕa3cx3 + 2ϕa4cx2 + ia5cx, (a, c 6= 0, ϕ = ±(1− i)) (4.6)
cx6 + acx5 + ϕa3cx3 + 2ϕa4cx2 − ia5cx, (a, c 6= 0, ϕ = ±(1 + i)) (4.7)
cx6 + acx5 + 2a3cx3 + a4cx2 + (2 + i)a5cx, (a, c 6= 0) (4.8)
cx6 + acx5 + 2a3cx3 + a4cx2 + (2− i)a5cx. (a, c 6= 0) (4.9)
As before, note that if f(x) is a polynomial satisfying (P1 ) and (P3 ) then f(x)− x
also satisfies (P1 ) and (P3 ). Hence, f is an orthomorphism polynomial if and only
if f(x) and f(x)− x both appear in the complete list of PPs above.
It is not difficult to see that if f(x) is of the form (4.5) then it is not possible
for f(x) − x to be of any of the forms (4.5)-(4.9). So there are no orthomorphism
polynomials of the form (4.5). Similar reasoning shows that the only possibility for
f(x) and f(x)− x to both be on the list is if one is of the form (4.8) and the other
is of the form (4.9). First consider the case where f(x) is of the form (4.8). Let
f(x) = cx6 + acx5 + 2a3cx3 + a4cx2 + (2 + i)a5cx, (4.10)
where a, c 6= 0. Then
f(x)− x = cx6 + acx5 + 2a3cx3 + a4cx2 + ((2 + i)a5c− 1)x. (4.11)
For f(x)− x to be of the form (4.9) we there must exist A,C 6= 0 such that
f(x)− x = Cx6 +ACx5 + 2A3Cx3 +A4Cx2 + (2− i)A5Cx. (4.12)
Equating coefficients of (4.11) and (4.12) we conclude that C = c,A = a and that
(2 + i)a5c− 1 = (2− i)a5c.
Rearranging, we have c = a3i. Substituting this into (4.10) we have
f(x) = a3ix6 + a4ix5 + 2a6ix3 + a7ix2 + 2(1 + i)x
Replacing a with a−1i we have
f(x) = a5x6 + a4ix5 + a2ix3 + ax2 + 2(1 + i)x.
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In a similar fashion we determine that f(x) is of the form (4.9) and f(x) − x is of
the form (4.8) if and only if
f(x) = a5x6 − a4ix5 − a2ix3 + ax2 + 2(1 − i)x.
Finally we show that there are no degree 6 orthomorphism polynomials of F3r
for any r > 2.
Theorem 4.5. There are no degree 6 orthomorphism polynomials of F3r for any
r > 2.
Proof. By Theorems 3.15 and 3.17 there are no PPs of F3r for any r > 3, so certainly
there are no orthomorphism polynomials.
Let r = 3 and let f(x) be a degree 6 orthomorphism polynomial of F33 . By a
linear transformation we may assume that f satisfies (P1 ) and either (P2 ) or (P3 ).
By Table 3.1 (9) we then have
f(x) = cx6 + acx5 + 2a4cx2, (4.13)
for some a, c 6= 0. But clearly f(x)−x cannot also be of the form (4.13), so f(x)−x
is not a PP, a contradiction.
By Theorems 4.3 - 4.5 there are degree 6 orthomorphism polynomials of F3r if
and only if r = 2. The following is the classification of degree 6 orthomorphism
polynomials of F32 :
ax6 + a7x4 + a5x2 + 2x, (a 6= 0) (4.14)
ax6 + a7x4 − 21/2a2x3 + a5x2 + (2 + 21/2)x, (a 6= 0) (4.15)
a5x6 + 21/2a4x5 + 21/2a2x3 + ax2 + 2(1 + 21/2)x. (a 6= 0) (4.16)
Every degree 6 orthomorphism polynomial of F32 is of one of the forms
• f(x) + d, where f(x) is of the form (4.14) or (4.15) and d ∈ F32 , or
• g(x+ b) + d, where g(x) is of the form (4.16) and b, d ∈ F32 .
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Appendix A
List of Normalised PPs
With the exception of degree 6 polynomials in even characteristic, the following
table is the complete list of normalised permutation polynomials of degree 6 6. The
reader is referred to the recent paper [13] by Li et al. for the classification of PPs
of degree 6 and 7 over fields of even characteristic.
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Normalised PP q
x any q
x2 q ≡ 0 mod 2
x3 q 6≡ 1 mod 3
x3 − ax, a not square q ≡ 0 mod 3
x4 ± 3x q = 7
x4 + a1x
2 + a2x, if its only root in Fq is 0 q ≡ 0 mod 2
x5 q 6≡ 1 mod 5
x5 − ax, a not a fourth power q ≡ 0 mod 5
x5 + 21/2x q = 9
x5 ± 2x2 q = 7
x5 + ax3 ± x2 + 3a2x, a not a square q = 7
x5 + ax3 + 5−1a2x, a arbitrary q ≡ 2, 3 mod 5
x5 + ax3 + 3a2x, a not square q = 13
x5 − 2ax3 + a2x, a not square q ≡ 0 mod 5
x6 ± 2x q = 11
x6 ± 4x q = 11
x6 ± a2x3 + ax2 ± 5x, a a nonzero square q = 11
x6 ± 4a2x3 + ax2 ± 4x, a not square q = 11
x6 + a2x4 + a7bx3 + a4x2 + a(2b+ 1)x, q = 32
a 6= 0, b ∈ {0, 1, 21/2 , 1 + 21/2}
x6 + ax5 + 2abx4 + (a3 + ab2 + 2b3)x3 + (2a4 + ab3)x2+ q = 32
(2a5 + a4b+ 2ab4)x, a 6= 0, b arbitrary
x6 + ax5 + 2abx4 + (ab2 + 2b3 + a3ϕ)x3 + (ab3 + 2a4ϕ)x2+ q = 32
(21/2a5 + 2ab4 + a4bϕ)x, a 6= 0, b arbitrary,
ϕ = ±(1− 21/2)
x6 + ax5 + 2abx4 + (2a3 + ab2 + 2b3)x3 + (a4 + ab3)x2+ q = 32
(2a5 + 21/2a5 + 2a4b+ 2ab4)x, a 6= 0, b arbitrary
x6 + ax5 + 2abx4 + (ab2 + 2b3)x3 + (2a4 + ab3)x2+ q = 33
(a4b+ 2ab4)x, a 6= 0, b arbitrary
Table A.1: List of Normalised Permutation Polynomials.
Note that in this table 21/2 always occurs as a symbol for either root of the polyno-
mial x2 − 2 in F32 .
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