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Abstract
Deep neural networks (DNNs) have achieved huge successes in various tasks such
as object classification and detection, image synthesis, game-playing, and biological
developmental system simulation. State-or-the-art performance on these tasks is usually
achieved by designing deeper and wider DNNs with the cost of huge storage size and
high computational complexity. However, the over-parameterization problem of DNNs
constrains their deployment in resource-limited devices, such as drones and mobile phones.
With these concerns, many network compression approaches are developed, such as
quantization, neural architecture search, network pruning, and knowledge distillation.
These approaches reduce the sizes and computational costs of DNNs while maintaining
their performance.
In this dissertation, we first focus on two of the most popular network compression
schemes, i.e., network pruning and knowledge distillation. We aim to (1) develop more efficient network pruning approaches that can remove a large percentage of parameters/FLOPs
from the DNNs while minimizing the performance degradation, and (2) train compact
neural networks with the help of large, pre-trained networks under challenging scenarios
in which limited information of the pre-trained networks are accessible. In the second
part, we will develop efficient deep learning algorithms for a real-world application, i.e.,
modeling the biological cell migration process with deep reinforcement learning. The main
contribution of this dissertation is summarized as follows.
• We propose a novel network pruning approach, which removes filters based on the
redundancy measurement in each layer. Different from existing works that prune the
ii

least important filters across all layers, we find that pruning filters from the layer with
the most redundancy performs better.
• We study knowledge distillation, which trains a compact network by mimicking
the output of a pre-trained, over-parameterized network, under more challenging
scenarios. In specific, we explore the possibility to learn from the pre-trained model
when (1) the training set is not accessible and (2) the pre-trained model only returns
top-1 index rather than probabilities.
• We leverage efficient deep learning tools in the cell migration modeling with
reinforcement learning, which helps reduce the training time. Therefore, novel
biological mechanisms can be discovered within an acceptable period of time.

iii
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Chapter 1
Introduction
1.1

Motivation and challenges

In recent years, deep convolutional neural networks (CNNs) have enjoyed tremendous
successes and have been widely used in different computer vision tasks , such as
object classification [1, 2, 3, 4] and detection [5, 6, 7], image synthesis [8, 9, 10, 11],
semantic segmentation [12, 13, 14], and biological image-based disease diagnosis [15, 16].
Improvements over the state of the art in these areas are usually achieved by designing
deeper and wider CNNs [1, 17, 18, 2, 19]. However, the computing cost in these CNNs
is usually expensive, which restricts their usage on resource-constrained devices such as
robotics, mobile devices, and drones [20, 21, 22, 23, 24, 25, 26, 27].
To reduce the computation and storage cost of a CNN while maintaining its performance, many network compression approaches have been proposed, such as matrix
decomposition [28, 29, 30], quantization [31, 32, 33], knowledge distillation [34, 35, 36,
37, 38], and network pruning [39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. Among all these
approaches, network pruning and knowledge distillation have become the most popular
approaches because of its appealing properties of straightforward implementation and large
pruning ratio with little performance degradation.
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Network pruning aims to delete some unimportant parameters from a pre-trained
network and finetuning the remaining network to recover its performance. It can be divided
into two categories, i.e., weight pruning and channel pruning. Weight pruning uses for
deleting single parameters in the neural network, resulting in unstructured sparsity in the
pruned models. Although it can usually achieve high pruning ratios with little performance
loss, specialized hardware and software are needed to deal with the unstructured sparsity
to achieve the acceleration, which makes it less flexible. Compared to weight pruning
[39, 49], channel pruning is a more straightforward approach because it removes the entire
filter/channel rather than specific weights so that it can be implemented without the need for
specialized software and hardware [50]. In our study, we mainly focus on channel pruning.
Knowledge distillation is another popular scheme with which a compact student
network is trained by mimicking the softmax output (class probabilities) of a pre-trained
deeper and wider teacher model [34]. By doing so, the rich information learned by the
powerful teacher can be imitated by the student, which often exhibits better performance
than solely training the student with a cross-entropy loss. Many variants have been
developed to improve the vanilla KD approach by not only mimicking the softmax output
but also matching extra elements in the teacher, such as the output of intermediate
convolutional layers [51], attention maps [52], percentage of activated neurons [53], etc.
Although network pruning and knowledge distillation have achieved great successes,
there are still some issues that need to be solved.
Problems in existing network pruning approaches. Traditional network pruning
procedure includes three steps. First of all, an over-parameterized neural network is trained
in a normal way until it can not be further improved. Then the unimportant parameters
in the network are identified and removed. Finally, the remaining network is fine-tuned
for some iterations to recover the performance. Usually, the second and third steps are
conducted iteratively until the pruning rate is reached. There are many criteria to define
what kind of parameters are less important than others in previous studies [41, 42, 54, 55].
For example, [41] considers the parameters with small magnitudes are less important
because they contribute less to the calculation. Molchanov et al. use the Taylor series to
2

estimate the loss change after each filter’s removal and prune the filters that cause minimal
training loss change [42]. It has been taken for granted that dropping the least important
filters ranked with the optimal criterion results in the minimal performance loss [41, 56].
However, our studies on channel pruning contradict this common belief.

Using

statistical modeling to measure the redundancy in each convolutional layer, we will
theoretically show that pruning filters in the layer with the most redundancy outperforms
pruning the least important filters across all layers, which is also supported by the
subsequent empirical studies.
Problems in existing knowledge distillation approaches. In tradition, to train a
compact neural network via KD, the following factors must be provided. (1) The teacher’s
training samples are accessible. (2) The teacher model is a white-box teacher model, i.e.,
the teacher’s parameters are accessible. (3) the score-based outputs, i.e., class probabilities
of the training samples are provided by the teacher. However, these factors are usually
unrealistic in real-world applications.
In some cases, pre-trained models are not accessible because they may be the core
competitiveness of a company or researcher and its parameters are not released. A more
challenging situation is none of the three prerequisites mentioned above is available. A
pre-trained model stored remotely may only provide APIs for inference, the model and its
training samples are blind to the users. Worse than that, these APIs usually return hardlabels for the samples, instead of the probabilities of all the classes.
In our studies, we will focus on how to deal with these challenging scenarios with KD.
Efficient deep learning in real-world applications.

In real-world applications,

efficient deep learning is highly required. With the development of cutting-edge equipment
and infrastructure, tremendous data are generated. However, how to efficiently leverage
these data for further analysis becomes an issue [57, 58]. In this dissertation, we use
a biological case study, i.e., cell migration modeling in the developmental system to
demonstrate how to utilize efficient deep learning tools to improve the training efficiency
and help to discover new biological regulatory mechanisms in practical scenarios [59, 60].
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1.2

Dissertation overview

With the above concerns, in this dissertation, I make several contributions to design
efficient deep learning algorithms to (1) improve the performance in traditional deep neural
network compression tasks and (2) develop efficient deep learning tools to help improve
the training efficiency in real-world applications, using biological cell migration modeling
as an example. The main contributions of this dissertation include: a new network pruning
approach from the perspective of structural redundancy reduction (Chapter 3); a knowledge
distillation approach in the scenario with limited prior information (Chapter 4); a cell
migration modeling system using efficient deep reinforcement learning (Chapter 5,6,7).
The rest of the dissertation is organized as follows. Chapter 2 presents the background of the related fields of the work presented in this dissertation, including network
pruning, knowledge distillation, reinforcement learning, and agent-based modeling for cell
migration. Chapter 3 introduces the proposed channel pruning approach, which identifies
the most redundant layer in a pre-trained deep neural network and pruning filters from
that layer, rather than removing the least important filters across all layers as most of the
previous studies did. Chapter 4 introduces a knowledge distillation approach with a much
more challenging scenario, that is, the training set is not accessible, and the pre-trained
teacher model is black-box, with only the top-1 category returned. Chapter 5 introduces
a machine learning-based approach to determine whether two agents in a developmental
system are neighbors with each other at a given time, which is a basis for the modeling
of cell migration introduced in the following Chapters. Chapter 6 introduces a novel cell
migration approach with reinforcement learning. Chapter 7 improves the training efficiency
of the approach described in Chapter 6 in a more challenging but realistic scenario. Finally,
Chapter 8 concludes the dissertation.
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Chapter 2
Background and Related Works
2.1
2.1.1

Neural network compression
Overview

Training compact deep neural networks (DNNs) [61] efficiently has become an appealing
topic because of the increasing demand for deploying DNNs on resource-limited devices
such as mobile phones and drones [62]. Recently, a large number of approaches have
been proposed for training lightweight DNNs with the help of a cumbersome, overparameterized model, such as network pruning [41, 46], quantization [31], factorization
[63], and knowledge distillation (KD) [34, 64, 65, 66, 67, 37]. Among all these approaches,
network pruning and knowledge distillation are two popular schemes.

2.1.2

Network pruning

Early works and weight pruning. Network pruning is a long-standing topic that can be
traced back to the 1990s [68, 69]. In the era of deep learning, [39] is one of the most
famous early works that prunes weights below a threshold. After that, various weight
pruning approaches have been proposed [70, 71, 49]. As mentioned before, weight pruning
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causes unstructured sparsities in a network, which is difficult to be used without specialized
software and hardware [50].
Channel pruning. Channel pruning [41, 42, 46, 72] removes the entire filters in a
network so that there is no need for specialized hardware. Among all channel pruning
approaches, identifying and pruning the least important filters is one of the most popular
branches, and can be further divided into three categories. (1) Ranking and pruning filters
with a certain criterion. [41] and [40] prune the filters with small weight magnitudes or
activation values in the corresponding feature maps. [55] uses the average percentage of
zero (APoZ) activation neurons as the criterion and deletes the filters with small ApoZ. First
and second-order Taylor expansion are used to estimate the loss change after each filter’s
removal and the filters that cause minimal loss change are removed [42, 73]. HRank [74]
leverages the information in the feature maps to rank the filters. (2) Reconstruction error
minimization. Thinet [44] and NISP [45] prune the filters whose removal leads to minimal
reconstruction error of the next layer. (3) Similarity measurement. These approaches use
various strategies, such as geometric median [46] and clustering [75, 76], to identify the
most replaceable filters, or those functionally share the most similarity with others.
Pruning with reinforcement learning Recently, there are several studies leveraging
reinforcement learning (RL) in the network pruning area. N2N learning [77] proposes to
use a recurrent neural network trained with RL for network compression. [78] and [79]
use RL to prune connections in ResNet and DenseNet, respectively. AMC [80] introduces
a deep deterministic policy gradient (DDPG) [81] agent to optimize the best number of
filters in each convolutional layer and achieve considerable acceleration on mobile devices.
A “try-and-learn” scheme is described in [82], which trains an agent that takes filter weights
as the input and outputs a binary decision on whether the filters should be pruned. There
are also a number of automatic pruning approaches related to this line of research [83,
84, 85, 86]. AutoPruner [83] uses the gradient information during fine-tuning to rank the
filters so that pruning and fine-tuning can be combined. [85] uses Viterbi inference and [87]
introduces to achieve such a purpose. Related to network pruning, there are also several
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works in the neural architecture search (NAS) area using RL to obtain compact CNNs
[88, 89, 90].
Pruning as network structure optimization Recently, a number of empirical studies
indicate that the network structure after pruning, rather than the removal of unimportant
filters, plays a decisive role in maintaining the performance of a network. [91] trained
several compact networks obtained by pruning approaches but with random initialization.
Surprisingly, comparable or even better performance can be achieved compared with finetuning the pruned models. [92] reports that a network’s performance can be recovered even
after random pruning. Related to these works, we also find that pruning unimportant filters
is not always essential. But beyond that, we theoretically show that pruning in the layers
with large redundancy outperforms pruning the least important filters and propose to prune
a network based on structural redundancy reduction.

2.1.3

Knowledge distillation

Knowledge distillation. Knowledge distillation is first introduced in [93] and generalized
in [94, 34], which is a popular network compression scheme to train a compact student
network by mimicking the softmax output predicted by a high-capacity teacher or ensemble
of models. Besides transferring the knowledge of class probabilities, many variants have
been proposed to add extra regulations or alignments between the teacher and the student
to improve the performance [51, 95, 96, 53]. For example, FitNet [51] introduces an extra
loss term that matches the values of the intermediate hidden layers of the teacher and the
student, which allows fast training of deeper student models. [52] defines the attention of
DNNs and uses it as the additional transferred knowledge. In [95], inner product between
features from the two layers are calculated as an extra alignment between the teacher and
the student to improve the performance of knowledge distillation. As mentioned before,
the success of these methods relies on access to the training samples and the fully exposed
white-box teacher.
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Knowledge distillation with limited data. To mitigate the storage and transmission
costs of large training datasets, several studies propose the concept of few-shot KD, which
generates pseudo samples with the help of a small number of the original training samples
[97, 98, 99]. Another study suggests that instead of the raw data, some surrogates with
much smaller sizes (also known as metadata) can be used to distill the knowledge from
the teacher. [100] leverages the statistical features of the activations of the teacher to train
a compact student without access to the original data. However, releasing this kind of
metadata along with the pre-trained teacher is usually not a common scenario.
Zero-shot knowledge distillation. To deal with the scenario when training data is not
accessible, [101] proposes zero-shot knowledge distillation (ZSKD). The authors model
the softmax output space of the teacher with a Dirichlet distribution and samples soft labels
as the targets. Randomly generated noise inputs are optimized towards these targets via
backpropagation and are used as the transfer set. [37] replaces the Dirichlet distribution
with a multivariate normal distribution to model the softmax output space of the generated
samples. Therefore, pseudo samples of different classes can be generated simultaneously
rather than one after another as in [101]. Generative adversarial networks (GANs) [8]
are leveraged in [102, 103] to solve this task so that pseudo sample synthesis and student
network training can be conducted simultaneously. Another study [104] proposes to use the
features in the batch normalization layers to generate pseudo samples. The key idea of these
approaches is to generate informative pseudo samples that can capture the distributions of
the training set. However, these methods still need access to the parameters of the teacher
for backpropagation, which is unrealistic in many cases.
Black-box knowledge distillation. Although the vanilla KD is built with a black-box
teacher [34], the whole training dataset is used for training. [98] investigates the possibility
that a student is trained with limited samples and a black-box teacher. Other than zero-shot
KD methods that generate pseudo inputs, [105] proposes to sample from a large pool (such
as ImageNet) to get the transfer set to train the student. Therefore, there is no need to access
the teacher’s parameters. Different from previous few-shot knowledge distillation methods,
this study generates extra pseudo samples without access to the teacher’s parameters.
8

Although the prerequisites in these methods are relaxed, weak assumptions on the training
samples and a score-based teacher that outputs class probabilities are still needed. Different
from these studies, we consider a much more challenging case in which knowledge is
transferred from a black-box teacher that only returns top-1 classes.
Self-knowledge distillation. Similar to our proposed scenario, in the absence of a
pre-trained teacher, self-knowledge distillation aims to improve the performance of the
student by distilling the knowledge within the network itself [106]. Born-again neural
networks [107] proposes to use a multi-round self-distillation mechanism so that the student
network’s performance can be similar to the teacher with an identical structure.

2.2

Reinforcement learning

Reinforcement learning has developed substantially in recent years [108, 81, 109, 110]. By
leveraging CNNs, RL algorithms achieve superhuman performance in the long-standing
classic tasks with large search spaces such as playing video games [111, 108], the
game of Go [112, 113], and robotic control [114]. Because of these successes, RL
has attracted a huge amount of attention in various areas to optimize decision-making
problems. For example, [115] uses RL to optimize the traffic signal control problem. These
implementations inspire us to use RL to model the cell migration process.

2.3

Cell migration modeling

Agent-based modeling (ABM) [116] is a powerful approach to study systems consisting
of self- and environment-ruling, interacting agents [117, 118, 119, 120], and it is
well suited for multi-scale analysis of complex tissues and development.

A desired

framework would include players at multiple scales, namely how genes interact to give
rise to cellular behavior and how cells interact to give rise to an organism. An ABM
framework for complex tissues typically includes three scales: molecules (genes), cells,
and tissues, in which agents represent interacting individual cells. Behaviors of an agent
9

are controlled by inherited biological information: known actions of gene; intercellular
signals, physical limitations, environment factors and external interference; or statistical
models based on experimental measurements if the underlying molecular mechanism is not
known. Emergent properties, such as coordinated generation of the cell types and tissue
morphology, can be examined by simulating gene actions and cell interaction. Among
the earlier ABM-related approaches, the Cellular Potts Model (CPM) [121, 122] and
statecharts [123, 124, 125, 126] are two representative ones that are worth noting. These
models effectively simulate certain kinds of cell behavior, such as morphology, tissue
development, and organogenesis. Such models focus on examining known/prescribed
mechanisms, and are not aimed at, or even capable of handling, large amounts of
observational/phenomenological data from the live microscope and 3D time-lapse imaging.
However, these models requires a comprehensive of the regulatory mechanisms behind the
modeling process, which is often missing practically.
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Part I
Neural Network Compression with
Channel Pruning and Knowledge
Distillation
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Chapter 3
Network Pruning via Structural
Redundancy Reduction
3.1

Overview

As introduced in the previous chapters, convolutional neural networks (CNNs) [127]
have developed substantially in recent years and are widely used in various applications.
However, the over-parameterization problem of CNNs prevents them from being applied to
resource-limited devices, such as mobile phones and robotics [21, 20]. Many approaches
have been proposed to reduce the computation and storage cost of CNNs, such as
quantization [31], matrix decomposition [29], network pruning [39, 41, 128, 48, 129, 46,
130], and knowledge distillation [34]. Network pruning is one of the most popular methods
and attracts enormous attention.
Many of the existing channel pruning approaches rely on finding and pruning the least
important filters, or the filters that share the most similarities with others across all layers
[41, 42, 46, 131]. For example, [42] uses the Taylor series to estimate the loss change after
each filter’s removal and prune the filters that cause minimal training loss change. It has
been a common belief that with a better filter ranking criterion, there is a better chance to
drop the least important filters and get a compact network with less performance loss.
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However, our studies on channel pruning contradict this common belief [132]. Using
statistical modeling to measure the redundancy in each convolutional layer, we theoretically
show that (in certain cases, even randomly) pruning filters in the layer with the most
redundancy outperforms pruning the least important filters across all layers. To our best
knowledge, this is the first study that theoretically analyzes the rationale behind network
pruning from a redundancy reduction perspective. With this finding, we propose a layeradaptive channel pruning approach based on structural redundancy reduction (SRR), which
is achieved by establishing a graph for each convolutional layer of a CNN and using two
quantities associated with the graph, i.e., ℓ-covering number and quotient space size, as
the measurement of the redundancy in each layer. After that, unimportant filters in the
identified layer(s) with the most redundancy, rather than the least important filters across
all layers, are pruned.
We summarize the contribution of this chapter as follows.
• We theoretically analyze network pruning with statistical modeling from a perspective of redundancy reduction. We find that pruning in the layer(s) with the most
redundancy outperforms pruning the least important filters across all layers.
• We propose a layer-adaptive channel pruning approach based on structural redundancy reduction, which builds a graph for each convolutional layer of a CNN to
measure the redundancy existed in each layer. This approach prunes unimportant
filters in the most redundant layer(s), rather than the filters with the least importance
across all layers.
• We validate the proposed approach on various network architectures and datasets.
Experiment results demonstrate that our approach achieves state-of-the-art performance compared with recent channel pruning methods. More specifically, our pruned
ResNet50 model on ImageNet can reduce 44.1% FLOPs while losing only 0.37%
top-1 accuracy.
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3.2

A theoretical analysis on network pruning: a statistical perspective

In this section, we first statistically formulate the channel pruning problem from a structural
redundancy reduction perspective. We will theoretically prove that pruning in the layer with
the most redundancy outperforms pruning the least important filter across all layers. Then
we empirically use several experiments to validate that the claim still holds in real-world
scenarios.

3.2.1

Rethinking network pruning from the perspective of structural
redundancy reduction

To illustrate the importance of structural redundancy reduction, we consider the following
the simplest definition of structural redundancy and the simplest setup. We oversimplify
layer redundancy as the number of filters in a convolutional layer. (We will later show that
the structural redundancy can be better measured with other quantities in real applications
in Section 3.3.) Suppose we have a two-layer CNN* with m and n filters, where n ≫ m.
Let {ξ1 , ξ2 , · · · , ξm } and {η1 , η2 , · · · , ηn } be one dimensional positive random variables
(RVs) representing each filter’s contribution to the network performance. For example, a
filter’s contribution can be represented as the absolute value of training accuracy drop or
training loss change after pruning that filter. We call the two layers ξ layer and η layer for
convenience. We first highlight our finding and then prove it from a statistical modeling
perspective.
Claim: If a layer has much higher redundancy, pruning filters in that layer, either
randomly or selectively, outperforms pruning the least important filters across all layers.
P
We choose positive constants a, b > 0, and use the random events ( m
i=1 ξi ≥ a) and
Pn
( i=1 ηi ≥ b) to describe the layers ξ and η “performing well”. Then the performance of a
system (i.e., the whole neural network) p is measured by the sum of probabilities of the two
* This

configuration can be extended to a multi-layer network (number of layers ≥ 3) with no difficulty.
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events (see Eq. (3.1)). We define one system (p1 ) to perform better than another (p2 ) if p1 >
p2 . A natural question is, if we prune a filter from the network, i.e., remove one variable
from {ξ1 , ξ2 , · · · , ξm , η1 , η2 , · · · , ηn }, how does the system performance change? There are
the following cases (the performances of the systems are listed in Eqs. (3.1)-(3.5)): (1) no
pruning; (2) randomly pruning a filter in the η layer, without loss of generality, we assume
the last one ηn is pruned; (3) pruning the least important filter η = min{η1 , ..., ηn } in the
η layer; (4) pruning the least important filter ξ = min{ξ1 , ..., ξm } in the ξ layer; and (5)
pruning the globally least important filter, i.e., min{ξ, η}.
m
n
X
X
po = P (
ξi ≥ a) + P (
ηi ≥ b)
i=1

pηr

(3.1)

i=1

m
n−1
X
X
= P(
ξi ≥ a) + P (
ηi ≥ b)
i=1

(3.2)

i=1

m
n
X
X
ξi ≥ a) + P (
ηi − η ≥ b)
pη = P (
i=1

(3.3)

i=1

m
n
X
X
pξ = P (
ξi − ξ ≥ a) + P (
ηi ≥ b)
i=1

(3.4)

i=1

#
"
n
m
X
X
m
pg =
ηi ≥ b)
P(
ξi − ξ ≥ a) + P (
m+n
i=1
" i=1
#
m
n
X
X
n
+
P(
ξi ≥ a) + P (
ηi − η ≥ b)
m+n
i=1
i=1
m
n
pξ +
pη
=
m+n
m+n

(3.5)

It is worth mentioning that we consider the network performance from a perspective of
redundancy (or capacity). That is why we do not divide the probabilities in Eqs. (3.1)-(3.5)
by m or n. a or b can be considered as a threshold. As long as the total contribution of the
filters in a layer is greater than the threshold, there is no performance loss. If a layer has
too much redundancy (too many filters in our context), then it’s very likely that the total
contribution of the filters can still be greater than the threshold after pruning some of them.
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Note that 0 ≤ ηn − η ≤ ηn , we have
n
n−1
n
X
X
X
ηi ≥ b),
P(
ηi ≥ b) ≤ P (
ηi − η ≥ b) ≤ P (
i=1

(3.6)

i=1

i=1

which indicates pηr ≤ pη ≤ po .
For the filters in the η layer, we naturally assume that the contribution of a filter to
the network’s performance cannot be infinite, i.e., the variances of filters’ contributions are
uniformly bounded (Eq. (3.7)).
∃C1 > 0, s.t. Dηi ≤ C1 , i = 1, 2, · · · , n.

(3.7)

By Chebyshev’s inequality, for any real number ϵ > 0,
P
n
D( ni=1 ηi )
1 X
P( |
(ηi − Eηi )| ≥ ϵ) ≤
.
n i=1
ϵ2 n2
With Eq. (3.7), it is obvious that we have Cov(ηi , ηj ) ≤

(3.8)

p
Dηi · Dηj ≤ C1 .

We further define that there are C2 n (0 ≤ C2 ≤ 1) pairs of correlated filters in the η
layer, i.e., #{(i, j) : Cov(ηi , ηj ) ̸= 0, i ̸= j, i, j = 1, · · · , n.} ≤ C2 n. Then we have,

D(

n
X
i=1

ηi ) =

n
X

Dηi +

i=1

X

Cov(ηi , ηj )

i̸=j

≤ C1 n + C1 C2 n = C1 (1 + C2 )n.
By Eq. (3.8),
n

C1 (1 + C2 )
1 X
P( |
(ηi − Eηi )| ≥ ϵ) ≤
→ 0.
n i=1
ϵ2 n
This means

1
n

Pn

i=1 (ηi − Eηi )

converges in probability to zero, i.e.,

1
n

Pn

Suppose the number of filters in the η layer n is large enough, say n >

i=1 (ηi − Eηi )

P

−
→ 0.

2b
.
ϵ0

We consider that a filter’s contribution needs to be positive, but it could be infinitely
small, i.e., the expectation of filters’ contributions have a uniform positive lower bound
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(Eq. (3.9)).
∃ϵ0 > 0, s.t. Eηi ≥ ϵ0 , i = 1, 2, · · · , n.

(3.9)

With Eq. (3.9), we have,
n
n
n
X
X
ϵ0
ϵ0
1X
(ηi − Eηi ) > − ) = P (
ηi >
Eηi − n)
P(
n i=1
2
2
i=1
i=1
n
n
X

X
ϵ0
=P
ηi > n +
(Eηi − ϵ0 )
2
i=1
i=1
n
n
X
X
ϵ0
≤ P(
ηi > b).
ηi > n) ≤ P (
2
i=1
i=1

Letting n → +∞, taking the limit and note that

1
n

Pn

i=1 (ηi

P

− Eηi ) −
→ 0, we have

n
n
X
1X
ϵ0
lim P (
ηi > b) ≥ lim P (
(ηi − Eηi ) > − ) = 1,
n→∞
n→∞
n i=1
2
i=1

Similarly,
lim P (

n→∞

n
X
i=1

n
X
ηi − ηr > b) = lim P (
ηi − η > b) = 1,
n→∞

i=1

and then we have pηr ≈ pη ≈ po for n large enough. Note that pξ ≤ po ≈ pη and observe
that pg is the weighted average of pξ and pη . Hence we have pξ ≤ pg ≤ pη . It is worth
mentioning that we cannot imply pg ≈ pη from Eq. (3.5) by letting n → ∞ because we do
not assume m/n → 0.
In summary, we have pξ ≤ pg ≤ pηr ≤ pη ≤ po , which indicates that (even randomly)
pruning a filter in the layer with much larger redundancy outperforms pruning the least
important filter across all layers. Here we consider the CNN as a black-box and we do
not assume any prior distribution for the RVs to achieve a good generalization. So the
conclusion holds no matter how the RVs are distributed. Indeed, the conclusion relies
on the assumption n → +∞. However, the assumption can be relaxed in real world
applications such that pη ≥ pg still holds on average (though not in every filter selection
step). In the next subsection, we present some intuitive examples on a number of networks,
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which empirically provides evidence to validate the analysis above. As we can see in
the following, for more sophisticated architectures that contain less redundancy, such
as ResNet, with a well designed metric to measure the layer redundancy, our proposed
approach that prunes the least important filters in the layer(s) with larger redundancy
outperforms recent pruning approaches that removes the least important filters across all
layers.

3.2.2

Empirical study of the theoretic analysis

In this section, we provide a number of intuitive examples to support our theoretical
analysis in Section 3.2.1. For this purpose, we first manually create a redundant layer
in several benchmark structures by increasing the number of filters in certain layers.
Following the hypothesis in Section 3.2.1, here we simply use the number of filters
in a layer as the redundancy measurement. Therefore, our naive structural redundancy
reduction pruning approach just removes filters from the layers with the most number of
filters in the neural network. In the following, we describe our experimental settings and
compare the performance of this straightforward approach with several popular channel
pruning methods.
Experiment configurations. We employ AlexNet and VGG16 as the backbones. We
and enlarge the width of one of the last four convolutional layers for each architecture
because deeper layers are usually considered as more redundant [42]. Specifically, we
increase number of filters for each layer by a factor of four, except for the fourth layer from
the last for AlexNet (i.e., the second convolutional layer), in which we increase number
by a factor of six because the initial number of filters of this layer in the vanilla AlexNet
is relatively small. We prune the enlarged AlexNets and VGG16s with the CIFAR-10
and Birds200 datasets, respectively. The architectures employed for the experiments are
summarized in Table 3.1.
We train each enlarged network for 100 epochs with an SGD optimizer, using a learning
rate started from 0.001. If the test accuracy does not increase for ten consecutive epochs,
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Table 3.1: The manually augmented network architectures used for the experiments.
Architecture
Vanilla AlexNet
AlexNet Aug2
AlexNet Aug3
AlexNet Aug4
AlexNet Aug5
Architecture
Vanilla VGG16
VGG16 Aug10
VGG16 Aug11
VGG16 Aug12
VGG16 Aug13

AlexNet on CIFAR-10
L1
L2
L3
192
384
1152 384
64
192 1536
192
384
192
384
VGG16 on Birds200
L1-9
L10 L11
512
512
L1-2: 64x2 2048 512
L3-4: 128x2
L5-7: 256x3 512 2048
512
L8-9: 512x2 512
512
512
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L4
256
256
256
1024
256

L5
256
256
256
256
1024

L12
512
512
512
2048
512

L13
512
512
512
512
2048

we decay the learning rate by a factor of 2. For enlarged AlexNets, each network is trained
from scratch. For enlarged VGGs, we first train a vanilla VGG16 on the Birds200 dataset
via transfer learning, building upon the pretrained model on ImageNet. After that, we use
its weights as the initialization of each enlarged network, except for the enlarged layers,
in which the weights are only copied to the first Ni filters (where Ni is the number of the
filters in the i-th layer), leaving the rest random initialized. Except for the enlarged layer,
we fix the rest of the weights and train the network for the first 25 epochs. Then we allow
the loss to backpropagate across all the layers for the following training process.
We use progressive pruning for demonstration so that the performance of each
approaches can be continuously observed. We compare the performance of our approach
based on naive structural redundancy reduction with several popular channel pruning
methods under the same configuration. Specifically, for the AlexNets, we prune 10 filters
each time, which is followed by a 100 batch update of the slimmed network (with a batch
size of 64) for the finetuning purpose. For the VGGs, we prune 50 filters each time and
finetune the remaining network for 500 batches with a batch size of 32. The pruning &
finetuning procedure repeats until the number of filters in the enlarged layer is less than
any of the other layers in the network. All the finetuning are conducted with a learning rate
of 0.0001.
We use two pruning strategies with our approach: (1) randomly pruning filters from
the layer with the most number of filters, and (2) ranking the filters from the layer with
the most number of filters with the Taylor expansion approach [42] and pruning the lowest
ranked (recognized as the least important) filters. We compare our approach with a number
of popular pruning approaches, including minimum weight [41], mean activation [40],
average percentage of zeros (APoZ) [55], and Taylor expansion [42]. We also present
the results of random pruning (across all layers) for better illustration.
Performance comparison.
Enlarged AlexNets on CIFAR-10.

The experiment results of the four enlarged

AlexNet networks trained/pruned with the CIFAR-10 dataset is presented in Fig. 3.1. It
is observed that our approach achieves competitive performance against other methods on
20

(a) Conv2, NOF

(b) Conv3, NOF

(c) Conv4, NOF

(d) Conv5, NOF

(e) Conv2, Params

(f) Conv3, Params

(g) Conv4, Params

(h) Conv5, Params

(i) Conv2, FLOPs

(j) Conv3, FLOPs

(k) Conv4, FLOPs

(l) Conv5, FLOPs

Figure 3.1: AlexNet on CIFAR-10. The shaded regions indicate one standard deviation.
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the enlarged AlexNets, especially with the networks in which the third, fourth, and fifth
layers are enlarged, respectively. Since our approach just randomly remove filters from
the layer with the most number of filters rather than designing sophisticated mechanism
to find unimportant filters across all layers in other compared approaches, these results
are surprising and contradict common beliefs.

Specifically, when pruning from the

last convolutional layer, the test accuracies of the network, as the number of filters in
this layer decreases from 1024 to 374, even increases from 77.27% to 77.69%, 77.81%,
and 77.80% in terms of number of filters, parameters, and FLOPs, respectively, which
is around 0.5% performance gain. For other approaches, the best test accuracy achieved
by Taylor expansion is % after pruning, which is approximately 2% to 3% performance
loss after pruning the same number of filters, parameters, and FLOPs. In the fourth and
third convolutional layers, our approach also performs the best test accuracy among all
approaches, even though the performance gain against others decreases as the pruning is
conducted to shallower layers. It is observed that in the fourth convolutional layer, the
network performance after pruning still increases with our approaches. However, all the
approaches begin to lose performance as pruning filters in the third convolutional layer. In
the second convolutional layer, our approach is outperformed by the Taylor expansion and
minimum weight strategies, but is still competitive compared to APoZ, mean activation and
random pruning. These results indicate that deep layers are usually with more redundancy
given the number of filters within a similar range. More effective measurements on
structural redundancy is needed since in this case we only use a very naive strategy, i.e.,
the number of filters in a convolutional layer, to measure the redundancy in each layer.
Enlarged VGGs on Birds 200. We also conducted experiments with several enlarged
VGGs on the Birds200 dataset. The results are shown in Fig. 3.2. Similar to the AlexNet
experiments, our approach achieves superior performance compared to other methods, with
the simple strategy that prunes filters from the widest layer. In this series of experiments,
however, we discover that the performance gap between our approach and other methods is
less than those with AlexNet, indicating that VGG16 is a more effectively designed network
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(a) Conv10, NOF

(b) Conv11, NOF

(c) Conv12, NOF

(d) Conv13, NOF

(e) Conv10, Params

(f) Conv11, Params

(g) Conv12, Params

(h) Conv13, Params

(i) Conv10, FLOPs

(j) Conv11, FLOPs

(k) Conv12, FLOPs

(l) Conv13, FLOPs

Figure 3.2: VGG16 on Birds200. The shaded regions indicate one standard deviation.
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with a better redundancy balancing among layers, even after manually enlarging a specific
layer.
Specifically, we observe that randomly pruning from the layer with the most number
of filters is no longer the best solution in these cases. But it is still worth mentioning that
this strategy is still proved effective for layer redundancy identification since it performs
much better than randomly pruning filters arbitrarily in the network. However, when we
rank the filters’ importance via the Taylor expansion approach in the most redundant layer
and prune the least important filters in the single layer, its performance outperforms other
popular approaches that prune least important filters across all layers in terms all three
criteria (number of filters, parameters, and FLOPs). Taking the second last convolutional
layer (Conv12) as an example, when the number of filters in this layer decreases from
2048 to 508, the performance loss is only 1% with our approach. On the other hand, the
performance degradation of the Taylor expansion approach is around 2% after pruning the
same amount of filters/parameters/FLOPs. For other approaches such as APoZ and mean
activation, the test accuracies drop severely to around 66% after the pruning and finetuning,
which is around 10% loss compared to the network’s performance before pruning. These
results validate the theoretic analysis in Section 3.2.1.
We also find similar phenomena of performance degradation as in the AlexNet
experiments for the pruning results in the shallower layers. For example, when pruning
in the ninth and tenth convolutional layers, our approach performs slightly worth than the
Taylor expansion approach in terms of the number of parameters. This might be resulted
from the fact that the filters in different layers contain different number of parameters
and this factor is not considered for this calculation of structural redundancy in our naive
pruning strategy.
In summary, we verify the effectiveness of the redundancy-based pruning approach
with a simple strategy and several enlarged architectures in which redundancy are manually
created in certain layers. The experiment results thus validate our theoretical claim that if a
layer has much higher redundancy than others, pruning filters in that layer outperforms
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pruning the least important filters across all layers.

Beyond that, these experiments

also indicate that more sophisticated strategy is need for better structural redundancy
measurement, especially dealing with more effectively designed modern neural networks,
which is usually with less structural redundancy, such as ResNet. In the next Section, we
will propose a more systematic approach to measure the redundancy by establishing a graph
for each convolutional layer according to the filters’ weights and discover the redundancy
in each graph as a representation of the level of layer redundancy.

3.3

Methodology

In this section, we present our proposed channel pruning approach. We first introduce
the notations, preliminaries of network pruning and graph-related concepts used in our
approach.

Then we describe the proposed approach based on structural redundancy

reduction.

3.3.1

Notations and preliminaries

Network pruning. Suppose a CNN has L layers. For the i-th layer, the number of the input
and output channels are represented by Ni and Ni+1 . Therefore, the CNN’s parameters W
can be represented as {W(i) ∈ RNi+1 ×Ni ×hi ×wi , i = 1, 2, · · · , L}, where hi and wi are
the filter’s width and height. Channel pruning is formulated to find a set of parameters
W′ optimized on certain objective functions such that ||W′ ||0 < K, where || · ||0 denotes
the ℓ0 norm and K limits the number of non-zero filters in W′ . Depending on different
configurations, the objective functions can be minimizing a CNN’s cost function, drop of
training accuracy, or the reconstruction error, etc.
Graph theory. Let X be a finite set. An undirected graph is a pair (X, E), where E
is a symmetric subset of X × X \ {(x, x) : x ∈ X}. We call x ∈ X a vertex (or a
node) and (x, y) ∈ E an edge. For x, y ∈ X, a path from x to y is a finite sequence
{x0 , x1 , · · · , xn } ⊂ X such that x0 = x, xn = y and (xi , xi+1 ) ∈ E. In general, the above
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path may not be unique if such a path exists. Denote d(x, y) the minimal length of paths
from x to y if x and y can be connected by a path; d(x, y) = 0 if x = y; and d(x, y) = +∞
if x and y cannot be connected by a path. Then it is clear that d(x, y) is an integer value
metric. Recall that the degree of a vertex x ∈ X is the total number of edges connected to
x, i.e., deg(x) = #{(x, y) : (x, y) ∈ E} (#A is the total number of elements in A).

3.3.2

Overall framework

We showed that pruning filters in the layer with larger redundancy outperforms pruning
the least important filters across all layers. Our approach focuses on measuring how
much redundancy exists in each layer and pruning filters from the most redundant layer(s)
(Fig. 3.3). To measure the structural redundancy in a network, for each layer, we build
an undirected graph in which each vertex represents a filter and the edges are defined
with the distances between filter weights. We use two quantities associated with the
graph, i.e., quotient space size and ℓ-covering number, as a measurement of how much
redundancy exists in each graph, which is considered as the redundancy exists in each
layer. At each time step, after the graph establishment and redundancy quantification, we
randomly remove a vertex and its associated edges from the graph identified as with the
most redundancy. Then we recalculate the redundancy after graph reconstruction for the
next iteration. This process continues until a target is reached (e.g., a certain number of
filters are pruned). Finally, we prune the filters in each layer according to the remaining
number of vertices in each graph with a certain filter selection criterion. Note that in the
filter pruning phase, filters are ranked separately in each layer, rather than globally across
all layers. Since the redundancy identification phase has selected a different number of
filters in each layer, our approach is a layer-adaptive approach.
We present the details of our approach as follows: graph establishment, calculation
of quotient space size and ℓ-covering number, intuition and quantification of graph
redundancy, and filter selection.
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Redundancy identiﬁcation
Original CNN

Graph establishment for each layer

Redun
dancy:
Layer 1

Layer 2 Layer 3

Layer 1

Layer 2

Layer 3

0.8

1.2

1.5

Pruning
ratio
achieved

Node removal

Redun
dancy:

Layer 1

Layer 2

Layer 3

0.8

1.2

1.5 1.1

Pruning ratio not achieved

Filter selection and pruning

Layer 1

Most
important

Layer 2

Least
important

Layer 3

Figure 3.3: Overall workflow of the proposed approach. The number below each graph
refers to the measurement of redundancy, which are just used for the illustration purpose
and do not reflect the real measurements of the graphs.
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3.3.3

Graph establishment

To illustrate how to build a graph for a convolutional layer, we use X to represent the
filter weights of a certain layer W(i) for simplicity. We first flatten and normalize the
filter weights, which changes their lengths to 1. After that X becomes a finite subset of n
dimensional unit sphere Sn = {x ∈ Rn : |x| = 1} in Rn , where n = Ni × hi × wi and |x|
is the length of x in Rn . We define a graph on X as follows (assuming the elements in X
are distinct). We choose a positive real number γ > 0 and define an edge set on X as
√
E = {(x, y) ∈ X × X \ ∆ : |x − y|/ n ≤ γ},
where ∆ = {(x, x) : x ∈ X} is the diagonal of X, and |x − y| is the Euclidean distance
on Rn . Then we get a graph (X, E). By definition (x, y) ∈ E implies x and y are
approximately equal if γ is small.

3.3.4

ℓ-covering number

Recall that (X, d) is a metric space, where d is the graph metric defined previously. Let
ℓ > 0 be a fixed natural number, a subset X0 ⊂ X is called an ℓ-cover set of X, if
S
X ⊂ {B(x′ , ℓ) : x′ ∈ X0 }, where B(x′ , ℓ) = {x ∈ X : d(x′ , x) ≤ ℓ} is the ball centered
at x′ with radius ℓ. This means X is covered by the balls {B(x′ , ℓ) : x′ ∈ X0 }. We call the
following quantity the ℓ-covering number of X:
Nℓc = (Nℓc (X) =) min{#X0 : X0 is an ℓ-cover set of X}.

3.3.5

Decomposition of a graph

We call a graph connected if for any x ̸= y, there exists a path from x to y. In this case
d(x, y) < ∞ for all x, y ∈ X. For an unconnected graph (X, E), we define the notation
“∼” on X as follows: x ∼ y if and only if there exists a path from x to y. Then it is clear
that “∼” is an equivalence relation. Let X/ ∼= {X1 , X2 , · · · , Xk } be the quotient space.
This mathematical concept means that: using an equivalence relation, we can decompose
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the set X as a disjoint union X = X1 ∪ X2 ∪ · · · ∪ Xk such that the elements in the same Xi
are equivalent. We call the number k (the total number of equivalence classes) the quotient
space size. Intuitively, k is the number of unconnected sub-graphs of (X, E). We give a
straightforward example of the calculation of the above two quantities (Fig. 3.4). First of
all, there are 3 unconnected sub-graphs in total, so k = 3. For each sub-graph, 1, 1, and 2
balls (centered at the darker nodes) need to be selected as the 1-cover set to cover all the
vertices in the graph, so N1c = 4.

3.3.6

Graph redundancy, intuition and quantification

Intuitively, larger values of the quotient space size and ℓ-covering number indicate a more
complicated set of data (with less redundancy). In fact, x ∈ B(x′ , ℓ) if and only if
d(x, x′ ) ≤ ℓ, so x and x′ are approximate equal. Hence the covering number can be
approximately considered as the total number of vectors in X that are linearly independent.
In our implementation we simply use ℓ = 1, with the consideration of both performance
and computation efficiency. Based on the above analysis, we define the graph (layer)
redundancy as in Equation (3.10).
R(X) =

N
,
w1 k + w2 N1c

(3.10)

where {w1 , w2 } is a probability weight that balances the importance of k and N1c , N is
the number of filters. Besides the graph redundancy, we also investigate other criteria (i.e.,
the number of filters and principal component analysis (PCA)) to measure the structural
redundancy in the ablation study.

3.3.7

Estimate of the 1-covering number.

Since the calculation of ℓ-covering number is NP-hard and time-consuming in practice
[133], we propose a lightweight method to estimate N1c . Let X0 be the 1-cover set of a
graph X, such that #X0 = N1c . We estimate #X0 as follows. Fix an integer ℓ(= 1 or 2)
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Figure 3.4: An example of the calculation of ℓ-covering number and quotient space size.
Darker color nodes indicate the selected ball centers and lighter color nodes represent the
elements within the corresponding balls.
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(ℓ)

and let x1 ∈ X, s.t.
(ℓ)

deg(x1 ) = max{deg(x) : x ∈ X}.
(ℓ)

(ℓ)

(ℓ)

(ℓ)

We define a finite sequence {x1 , x2 , · · · , xnℓ } by induction: If we have defined xk ,
S
(ℓ)
then there are two possible cases: (i) X = ki=1 B(xi , ℓ), i.e., the family of balls
(ℓ)

{B(xi , ℓ) : 1 ≤ i ≤ k} is an ℓ-cover of X. Then we stop the construction of the sequence
S
(ℓ)
(ℓ)
(ℓ)
(ℓ)
(ℓ)
and get {x1 , x2 , · · · , xnk }. (ii) Otherwise, choose (any) xk+1 ∈ X\ ki=1 B(xi , ℓ), s.t.
(ℓ)
deg(xk+1 )

= max{deg(x) : x ∈ X\

k
[

(ℓ)

B(xi , ℓ)}.

i=1

We repeat the above process eventually, and get the sequence
(ℓ)

(ℓ)

{x1 , x2 , · · · , x(ℓ)
nℓ },

l = 1 or 2.
(1)

It is obvious that we have N1c = #X0 ≤ n1 because the family {B(xk , 1) : 1 ≤
(2)

(2)

k ≤ n1 } is a 1-cover of X. Moreover, for any i ̸= j (i, j ≤ n2 ), we have d(xi , xj ) ≥
3. On the other hand, for each x0 ∈ X0 , and any x, y ∈ B(x0 , 1), we have d(x, y) ≤
(2)

d(x, x0 ) + d(x0 , y) ≤ 2. Recall that X0 is a 1-cover set of X, then for any xi , there exists
(2)

(may not unique) x0 ∈ X0 such that xi

(2)

∈ B(x0 , 1). Moreover, for i ̸= j, xi
(2)

(2)

and xj

(2)

cannot be in the same ball B(x, 1) (otherwise d(xi , xj ) ≤ 2, a contradiction). We see
n2 ≤ #X0 = N1c . Hence n2 ≤ N1c ≤ n1 .
We can use Ñ1c = 12 (n1 +n2 ) as an estimation of N1c , if |n1 −n2 | ≤ ϵ and ϵ is acceptably
small. Although we cannot theoretically find an upper bound of ϵ, extensive empirical
study on various networks indicate that Ñ1c is well enough as an estimation of N1c , and the
computation time of Ñ1c is negligibly small (see Section 3.5 for empirical details).

3.3.8

Filter selection strategy

After identifying the layers with large redundancy, we prune unimportant filters from
these layers. We can either train a pruned network architecture from scratch with random
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initialization or prune certain filters from the pretrained network and do fine-tuning. There
are various approaches for unimportant filter selection. In our study, we use a very common
and simple strategy, i.e., pruning the filters with smaller absolute weights [41]. This method
avoids feeding a large number of training samples into the CNN to get filter rankings, which
is usually computationally intensive [40, 42]. But in general, our approach can be used
together with any filter selection criterion.

3.4
3.4.1

Experiments
Setup

We first evaluate our approach with the single-shot pruning scheme (pruning a large number
of filters at one time), with two-widely used benchmark datasets (CIFAR-10 [134] and
ImageNet ILSVRC-2012 [135]) on ResNet. We also present the results with the progressive
pruning scheme (pruning a small number of filters and fine-tuning the remaining network
for multiple times).
For single-shot pruning, we use ResNet{20,56} on the CIFAR-10 dataset and Resnet50
on ImageNet to evaluate the performance, in terms of accuracy drop and FLOPs reduction.
We used the widely-used ResNet architecture as described in [2]. For the CIFAR-10
experiments, the models are trained following the setup in [46].

For the ImageNet

experiments, pre-trained models from torchvision are used. We first evaluate the layer
redundancy in the pre-trained models and identify the number of filters to be pruned in
each layer, with our proposed approach. Then we prune the filter in each layer with the
corresponding numbers identified and fine-tune the slimmed network. We follow the finetuning strategy in [54]. For CIFAR-10, we fine-tune each pruned network for 200 epochs,
with a learning rate starting from 0.1, which is divided by 10 at the epochs 60, 120, and
160. For ImageNet, we fine-tune each pruned network for 150 epochs, with a learning
rate starting from 0.1, which is divided by 10 every 30 epochs. For all the models, we use
an SGD optimizer with a momentum of 0.9, a weight decay of 2e−5 , and a batch size of
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256. For the graph associated parameters, we use w1 = 0.35, w2 = 0.65 to emphasize the
importance of ℓ-covering number. We choose γ = 0.034 to achieve the best performance.
We implement the experiments with Pytorch 1.3 [136].
We compare the performance of our approach with several recent channel pruning
methods, namely, minimum weight (MW) [41], Taylor expansion [42], average percentage
of zero activation neurons (APoZ) [55], soft filter pruning (SFP) [54], discriminationaware channel pruning (DCP) [137], neuron importance score propagation (NISP) [45],
slimmable neural networks (SNN) [128], autopruner (AP) [83], generative adversarial
learning (GAL) [138], geometric median (GM) [46], transformable architecture search
(TAS) [90], cluster pruning (CUP) [76], ABC [139], trained rank pruning (TRP) [140],
soft channel pruning (SCP) [141], and high-hank (HRank) [74].
Progressive pruning usually takes much more time than single-shot pruning. We
validate the performance of our approach with AlexNet on the CIFAR-10 dataset and
VGG16 on the Birds-200 dataset. We re-implement all of the methods with the same
configuration. We prune 10 and 50 filters for AlexNet and VGG16 in each iteration and
fine-tune the remaining network for 500 mini-batches with a learning rate of 0.0001. During
experiments, we discover that as more filters are removed, there exists less redundancy in
the graphs. Slightly increasing γ results in better performance. In our experiments we set
γi+1 = γi × 1.01 at each time step i. We plot the accuracy after each step of pruning
and fine-tuning, in terms of the number of filters, parameters, and FLOPs pruned from the
original network.
For progressive pruning, we compare our proposed approach with the following popular
channel pruning methods, with the same pruning settings as our approach: [41], Taylor
expansion [42], average percentage of zero activation neurons (APoZ)[55], mean activation
[40], and random pruning filters from the network.
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3.4.2

Performance evaluation of single-shot pruning

CIFAR-10. Results of pruning ResNet20 and ResNet56 on CIFAR-10 are presented in
Table 3.2. Our approach prunes a large percent of FLOPs from both architectures without
performance degradation, which outperforms the previous state-of-the-art with an obvious
margin. For ResNet20, we prune 45.8% FLOPs and the test accuracy is increased by 0.21%.
Our pruned ResNet56 model reduces 53.8% FLOPs and achieves a test accuracy of 93.75%,
which outperforms the baseline by 0.37%.
ImageNet. Results of ResNet50 on ImageNet are shown in Table 3.3. Our pruned model
with 44.1% FLOPs reduction only loses 0.37% top-1 accuracy and 0.19% top-5 accuracy.
When pruning comparable FLOPs, the top-1 accuracy of the previous state-of-the-art
approaches usually drop by more than 1%. As the pruning ratio increases to 55.1%, the
proposed approach can still achieve a promising test accuracy (1.02% and 0.51% drop for
top-1 and top-5 accuracy), which is the best performance compared with recent works.
These results verify the effectiveness of our approach on the single-shot pruning scheme. It
is worth mentioning that the MW approach can be considered as a baseline of our approach
because we add a redundancy identification stage before using MW for filter pruning. It is
observed that pruning filters uniformly with MW results in unsatisfactory results (71.24%
top-1 accuracy). After identifying the redundancy and pruning the corresponding number
of filters in each layer, the performance is significantly improved by around 4%.

3.4.3

Performance evaluation of progressive pruning

CIFAR-10. We first pre-train an AlexNet on the CIFAR-10 dataset and achieve an accuracy
of 76.67%. Results in Fig. 3.5 show that our approach significantly outperforms other
methods when reducing the same number of filters or parameters. For example, when
pruning 600 (out of 1152) filters from AlexNet, we achieve an accuracy of 69.85%,
while the highest performance among the other method is 63.89% (Taylor). Although
improvement in terms of FLOPs is not as obvious as the previous two metrics, our approach
still achieves better performance than other methods.
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Table 3.2: Results of ResNet on CIFAR-10. MW results is with our own implementation.
GR is graph redundancy.
Model

ResNet20

ResNet56

Approach
MW
SFP
GM
TAS
SRR-GR
MW
NISP
GAL
DCP
HRank
SFP
GM
TAS
SRR-GR

Acc. before p.
92.35%
92.20%
92.20%
92.27%
93.51%
93.26%
93.80%
93.26%
93.59%
93.59%
93.38%

Acc. after p.
90.93%
90.83%
91.09%
92.88%
92.48%
92.90%
93.01%
93.38%
93.49%
93.17%
92.26%
92.93%
93.69%
93.75%
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Acc. drop
1.42%
1.37%
1.11%
0.00%
-0.21%
0.61%
-0.12%
0.31%
0.09%
1.33%
0.66%
0.77%
-0.37%

FLOPs drop
41.0%
42.4%
42.2%
45.0%
45.8%
51.5%
35.5%
37.6%
49.8%
50.0%
52.6%
52.6%
52.7%
53.8%

Table 3.3: ResNet50 results on ImageNet. Results of MW, APoZ, and Taylor are based on
our own implementation.
Approach
MW
SFP
GM
GAL
TAS
HRank
SNN
SRR-GR
TRP
AP
GM
ABC
SCP
CUP
GAL
SRR-GR

Top1 acc.
baseline
76.13%
76.15%
76.15%
76.15%
76.15%
76.13%
76.15%
76.15%
76.01%
75.89%
76.15%
76.13%

Top5 acc.
baseline
92.86%
92.87%
92.87%
92.87%
92.87%
92.86%
92.87%
92.87%
92.96%
92.98%
92.87%
92.86%

Top1 acc.
after p.
71.24%
74.61%
75.03%
71.95%
76.20%
74.98%
74.90%
75.76%
74.06%
74.76%
74.13%
73.86%
74.20%
71.80%
75.11%
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Top5 acc.
after p.
90.38%
92.06%
92.40%
90.94%
93.07%
92.33%
92.67%
92.07%
92.15%
91.94%
91.69%
92.00%
90.82%
92.35%

Top1
acc. ↓
4.89%
1.54%
1.12%
4.20%
1.26%
1.17%
1.10%
0.37%
1.39%
2.02%
2.15%
1.69%
1.47%
4.35%
1.02%

Top5
acc. ↓
2.48%
0.81%
0.47%
1.93%
0.48%
0.54%
0.19%
0.72%
0.93%
1.27%
0.98%
0.88%
2.05%
0.51%

FLOPs
↓
41.8%
41.8%
42.2%
43.0%
43.5%
43.8%
43.9%
44.1%
44.4%
51.2%
53.5%
54.0%
54.3%
54.5%
55.0%
55.1%
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Figure 3.5: Progressive pruning results of AlexNet on CIFAR-10.
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Birds-200.

For the experiments of VGG16 on Birds-200, the pre-trained model

achieves an accuracy of 76.70%. Fig. 3.6 shows the results after pruning. Our approach
exhibits the best performance for nearly the entire range in terms of the number of filters
and parameters pruned. We observe that in terms of FLOPs, most pruning criteria perform
even worse than randomly pruning filters from the network. This is because progressive
pruning approaches remove a fixed number of filters in each iteration. These approaches
(including ours) tend to prune the filters in the deeper layers, which are usually with fewer
FLOPs than the shallower layers. However, FLOPs is not jointly considered when selecting
filters. We leave this issue as future work.

3.5

Analysis and ablation study

In this section, we conduct several experiments to analyze the key components of our
proposed approach.

3.5.1

ℓ-covering number estimate and computation time

We first show the effectiveness of our approach for l-covering number estimate. We build
a series of graphs for each layer of a pre-trained AlexNet and VGG16 by changing γ from
0.001 to 0.3 and visualize n1 and n2 (defined in the Methodology section) for the illustration
purpose (Fig. 3.7). Obviously, n1 ≈ n2 in nearly all cases. The same trend is also observed
in ResNet. Actually, in all of our experiments, we do not observe any large deviations
between n1 and n2 . It is with negligible influence to use Ñ1c = 21 (n1 + n2 ) as an estimate
of N1c , whose values is between n1 and n2 .
We also evaluate the computing time for estimating the 1-covering number N1c (Table
3.4). To obtain N1c , a complete search of all combinations of vertices has to be done to see
if all the vertices are covered by the selected balls, We name this approach as the oracle
approach. We measure the computation time of the oracle approach and our proposed
lightweight approach for calculating 1-covering number. It is clear that with the oracle
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Figure 3.6: Progressive pruning results of of VGG-16 on Birds-200.
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Table 3.4: Average computation time of the oracle and our proposed method for the 1covering number calculation/estimate (in secs).
Num of
filters
64

192

1-covering
number
1
2
3
4
1
2
3

Time with
oracle method
0.001
0.045
1.384
28.21
0.023
0.974
90.29
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Time with
our method
0.0015
0.0013
0.0020
0.0026
0.0014
0.0027
0.0028

method, the computation time grows drastically as the number of filters and the actual
value of N1c increase. It is even not temporally feasible to use the oracle approach when
N1c > 4. In contrast, the time used with our method for Ñ1c is negligibly short and is merely
influenced by the number of filters in the layer and the value of Ñ1c . These results indicate
that our proposed approach for the estimate of N1c is valid and efficient. Therefore, the real
running time of the proposed approach is almost the same as existing methods with the
same filter selection criteria.

3.5.2

Filter selection criteria

In previous experiments, we use the minimum weight criterion to prune filters. We further
investigate whether different filter selection criteria have any influence on the performance.
We use AlexNet on CIFAR-10 for illustration, by pruning 30% FLOPs and fine-tuning
the remaining networks for 100 epochs with a learning rate of 1e−4 . Results (Table 3.5)
indicate that choosing filters with the minimum weight strategy achieves the best accuracy
(75.99%). However, using other filter selection criteria results in a similar performance, and
the accuracy only drops 0.17% even we randomly prune filters in the layers identified as
with large redundancy by our approach. Therefore, our proposed approach is not sensitive
to filter selection criteria, which further validates the fact that pruning filters in the layers
with large redundancy is more essential than identifying unimportant filters.

3.5.3

The value of gamma

We change the distance threshold γ for graph establishment to analyze its influence on the
performance. We keep using AlexNet on CIFAR-10 as an example by pruning 40% of
the filters with γ = 0.003, 0.034, and 0.3. Results (Fig. 3.8) shows that with a large γ,
the last four layers remain the same number of filters, which indicates that the layer with
the largest number of filters are identified as the redundant layer at each time (Fig. 3.8(a)).
When γ is small, nearly the same percent of filters are removed from all layers (Fig. 3.8(b)).
With a suitable value of γ (0.034), our approach identified Layer 3 as the most redundant
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Table 3.5: Performance with different filter selection criteria after pruning 30% FLOPs of
AlexNet.
Approach
Accuracy

MW
75.99%

MA
75.84%
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75.82%
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Figure 3.8: The network structure comparison when 40% filters are pruned from AlexNet
using different γs.
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layer. Layer 4 and 5 are also redundant to some extent but Layer 4 is with a little more
redundancy. Different from other existing works, our approach suggests that Layer 1 should
not be pruned if we only aim to remove 40% of the filters from AlexNet. These results are
consistent with the definition of layer redundancy (in the Methodology section). For a layer
with n filters, when γ → 0, it is clear that k = n, N1c = n, and R(X) = 1. Therefore,
all layers have the same level of redundancy and the approach becomes a uniform pruning.
When γ → +∞, k = 1, N1c = 1, and R(X) = n, which indicates that the layer with the
most number of filters is with the largest redundancy. Our approach can be considered as a
dynamic architecture search approach controlled by γ.

3.5.4

Other criteria for structural redundancy identification

Since there are few studies that consider network pruning from the perspective of structural
redundancy reduction, we further investigate the effectiveness of structural redundancy
reduction for channel pruning with the following layer redundancy measurement metrics.
(1) SRR-NOF: This strategy simply uses the number of filters in the convolutional layers
as the measurement of layer redundancy. The layer with more filters is considered as with
more redundancy. In the redundancy identification phase, for each iteration, a filter from
the layer with the most number of filters are removed. If there exist more than one layer
containing the same number of the most filters, a filter is removed from a randomly chosen
layer. When the requirement is reached, the network is pruned with the minimum weight
criterion according to the remaining number of filters in each layer. (2) SRR-PCA: This
strategy uses principal component analysis (PCA) on the intermediate feature maps of a
network to measure the correlation between filters. We first feed training samples to the
CNN and record the flattened feature maps of each convolutional layer. Then we fit PCA
on these flattened feature maps and get a list of percentage of variance explained by each of
them for all convolutional layers. We select the N smallest percentage of variances across
all layers and count how many items are selected in each convolutional layer. Finally, we
prune the filters in each layer accordingly, with the minimum weight ranking criterion. (3)
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SRR-GR: This strategy uses graph redundancy as described in the Methodology section.
The training and pruning configuration are the same as in the Experiment section.
Experiment results (Table 3.6) show that by pruning 44% FLOPs from ResNet50, even
with a naive layer redundancy measurement (i.e., the number of filters in the layer), the
performance is comparable to recent studies. PCA identifies the layer redundancy better
than NOF and with SRR-PCA, the drops of top-1 and top-5 accuracy further decrease to
0.94% and 0.38%. With the graph redundancy-based approach, the pruning performance
is significantly improved. These results validate that (1) structural redundancy reduction
is an efficient approach for channel pruning, and (2) the proposed graph redundancy-based
approach is a promising way for layer redundancy measurement.

3.6

Conclusion

In this chapter, we theoretically studied the rationale behind network pruning from a
perspective of redundancy reduction via a statistical modeling and discovered that pruning
filters in the layer(s) with the most structural redundancy plays a more essential role than
pruning the least important filters across all layers. We proposed to identify the level of
redundancy existed in each convolutional layer of a CNN via a graph establishment for
each layer and two graph-related quantities as the measurement of the redundancy. After
that, filters are pruned from the selected layer(s) by a simple filter selection criterion.
Experimental results validated that our approach improved the state-of-the-art on image
classification tasks. We believe that the proposed approach can be effective on more
complicated tasks such as object detection and image synthesis.
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Table 3.6: Performance of the pruned ResNet50 networks with different redundancy
reduction measurements.
Approach

Top1 acc.
baseline

Top5 acc.
baseline

SRR-NOF
SRR-PCA
SRR-GR

76.13%

92.86%

Top1 acc.
after p.
74.88%
75.19%
75.76%
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Top5 acc.
after p.
92.27%
92.48%
92.67%

Top1
acc. ↓
1.25%
0.94%
0.37%

Top5
acc. ↓
0.59%
0.38%
0.19%

FLOPs
↓
44.0%
44.1%
44.1%

Chapter 4
Zero-Shot Knowledge Distillation from a
Decision-Based Black-Box Model
4.1

Overview

In the last chapter, we have introduced a network pruning approach to reduce the size and
computational cost of deep neural networks. In this chapter, we study another approach for
neural network compression, i.e., knowledge distillation (KD).
KD is a popular scheme that trains a smaller model (student) to mimic the softmax
outputs of a pre-trained over-parameterized model (teacher) [34]. With this approach, the
performance of the student model can be improved compared to training the model solely
with the cross-entropy loss. The success of KD relies on three factors: (1) access to the
teacher’s training dataset, (2) the white-box teacher model, i.e., access to the teacher’s
parameters, and (3) the score-based outputs, i.e., class probabilities of the training samples
outputted by the teacher.
In real-world applications, however, these prerequisites are usually unrealistic. Due to
storage costs of large training datasets (such as ImageNet [135]) or privacy issues (such as
sensitive patient data or personal photos), accessing the training samples are sometimes not
feasible. With this concern, the concept of zero-shot knowledge distillation (ZSKD) [101,
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102, 104, 37] is proposed. ZSKD generates pseudo training samples via backpropagation
with access to the parameters of the white-box teacher, which are then used as the transfer
set for training the student model via KD. However, we argue that this scenario is still not
realistic under certain circumstances.
In some cases, training samples are publicly available, but pre-trained models are not.
For example, YouTube’s recommendation system [142] is trained with tons of videos that
can be accessed by any user. However, the trained model is a core competitiveness of the
company and its parameters are not released. One can argue that a surrogate teacher can be
trained locally with the accessible training set, but due to the limitations such as computing
resources, its performance is usually not satisfactory compared to the provided powerful
model with much more parameters and complicated architectures.
Moreover, a much more challenging scenario is that, in many real-world applications,
none of the three factors mentioned above is available. A pre-trained model stored on the
remote server may only provide APIs for inference, neither the model parameters nor the
training samples are accessible to the users. Worse than that, these APIs usually return a
category index for each sample (i.e., hard-label), rather than the class probabilities over
all classes. For example, speech recognition systems like Siri and Cortana are trained with
internal datasets and only return the results to users [143]. Cloud-based object classification
systems like Clarifai [144] just give the top-1 classes of the identified objects in the images
uploaded by users.
With these concerns, we propose the concept of decision-based black-box knowledge
distillation (DB3KD), i.e., training a student model by transferring the knowledge from a
black-box teacher that only returns hard-labels rather than probability distributions. We
start with the scenario when the training data is available. Our key idea is to extract the
class probabilities of the training samples from the DB3 teacher. We claim that the decision
boundary of a well-trained model distinguishes the training samples of different classes to
the largest extent. Therefore, the distance from a sample to the targeted decision boundary
(the boundary to the samples of a certain class) can be used as a representation of a sample’s
robustness, which determines how much confidence of a specific class is assigned to the
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sample. Based on this, the soft label of each training sample can be constructed with the
value of sample robustness and used for training the student via KD.
We further extend DB3KD to the scenario when training data are not accessible. As the
decision boundary makes every effort to differentiate the training samples of all classes,
samples used for training the teacher tend to be with longer distances to the boundary than
others. We propose to optimize randomly generated noises away from the boundary to
obtain robust pseudo samples that simulate the distribution of the training samples. This is
achieved by iteratively estimating the gradient direction on the boundary and pushing the
samples away from the boundary in that direction. After that, pseudo samples are used for
training the student via DB3KD. To our best knowledge, this is the first study of KD from
a DB3 teacher, both with and without access to the training set.
The contribution of this study is summarized as follows.
• We propose the concept of decision-based black-box knowledge distillation for the
first time, with which a student is trained by transferring knowledge from a black-box
teacher that only returns hard-labels.
• We propose to use sample robustness, i.e., the distance from a training sample to
the decision boundaries of a DB3 teacher, to construct soft labels for DB3KD when
training data is available.
• We extend the DB3KD approach to a more challenging scenario when accessing training data is not feasible and name it zero-shot decision-based black-box
knowledge distillation (ZSDB3KD). This is achieved by generating pseudo samples
distinguished by the teacher’s boundaries to the largest extent and using DB3KD for
soft label construction.
• Extensive experiments validate that the proposed approaches achieve competitive
performance compared to existing KD methods in more relaxed scenarios.
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4.2

Knowledge distillation

We first formulate KD in its standard form and present our approach that creates soft labels
of the training samples with a DB3 teacher. Finally, we extend our approach to the scenario
in which the training set is not accessible.
KD is used for training a compact student by matching the softmax outputs of a pretrained, cumbersome teacher [34] (Fig. 4.1(left)). For an object classification task, denote
Ft (x) and Fs (x) the teacher and the student DNNs, respectively, which take an image x
as the input, and output a vector P ∈ [0, 1]L , i.e., Ft (x) = Pt = softmax(at ), Fs (x) =
Ps = softmax(as ), where L is the number of classes and a is the pre-softmax activation.
In a KD procedure, a temperature τ is usually introduced to soften the softmax output, i.e.,
P τ = softmax(a/τ ), which is proved to be efficient to boost the training process. The
student is trained by minimizing the loss function in Eq. (4.1).
L = LCE (Ps , y) + λLKD (Ptτ , Psτ ),

(4.1)

where y is the ground truth label, LCE and LKD are the cross-entropy loss and the
distillation loss. A scaling factor λ is used for balancing the importance of the two losses.

4.3

Decision-based black-box knowledge distillation

As mentioned, in many real-world applications, users are prohibited from querying any
internal configuration of the teacher except for the final decision (top-1 label). Denote
FtB (x) the DB3 teacher, then FtB (x) = l, l ∈ {1, 2, · · · , L}. In this case, Pt cannot
be obtained and the student cannot be trained with Eq. (4.1). We claim that a sample’s
robustness against a specific class can be used as a representation of how much confidence
should be assigned to this class, with proper post-operations. Therefore, we extract the
sample’s robustness against each class from the DB3 teacher and convert it to a class
distribution P̂t as an estimate of Pt (Fig. 4.1(bottom)). In the following, we propose three
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Figure 4.1: The overall workflow of the proposed approach. Left: classic KD. Bottom:
decision-based black-box KD (DB3KD). Samples are iteratively fed to the DB3 teacher to
compute the sample robustness, which is transformed as soft labels for training the student
via KD. Right: Zero-shot DB3KD (ZSDB3KD). Pseudo samples are generated by moving
random noises away from the decision boundary and approaching the distribution of the
original training samples, which are used as the transfer set for training the student via
DB3KD.
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metrics to measure sample robustness and present how to construct class distributions with
the sample robustness measurements. Intuitively, if a sample is closer to some points in the
region of a specific class, it is more vulnerable to this class and thus should be assigned
higher confidence.

4.3.1

Sample robustness

Sample Distance (SD). The most straightforward way to quantify the sample robustness
is to compute the minimal ℓ2 -norm distance from a sample to those of other classes
C×W ×H
a sample of the m-th class, xn = {xn1 , xn2 , · · · , xnS }
(Fig. 4.2(left)). Denote xm
0 ∈ R

a batch of S samples from the n-th class, where n ̸= m, C, W, H are the number of
channels, width and height of the sample, respectively. The robustness of xm
0 against class
n is computed with Eq. (4.2).
r0m,n = min ||xni − xm
0 ||2 .
1≤i≤S

(4.2)

The advantage of using SD is it can be implemented without querying from the teacher.
However, SD is a rough estimate of sample robustness since it does not mine any
information from the teacher. Therefore, we introduce two advanced strategies to measure
sample robustness.
Boundary Distance (BD). To obtain better representation of sample robustness, we
propose to leverage the distances from a sample to the targeted decision boundaries of the
teacher (Fig. 4.2(middle)). For each xni ∈ xn , we implement a binary search in the direction
n
(xni − xm
0 ) and find the corresponding point x̄i on the decision boundary (Eq. (4.3)).

x̄ni

=

min(xm
0
α
s.t.

xni − xm
0
+α· n
), i = 1, 2, · · · , S,
m
||xi − x0 ||2
FtB (x̄ni

+ ϵ) = n,

||ϵ||2 → 0.

We then compute the sample robustness with Eq. (4.2) in which xni is replaced by x̄ni .
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(4.3)

Figure 4.2: Strategies for computing sample robustness.
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Minimal Boundary Distance (MBD). Inspired by recent studies of decision-based blackbox adversarial attack [145, 146, 147, 148], we further optimize x̄ni by moving it along the
m
∗n
decision boundary to the point x∗n
i where ||xi − x0 ||2 is minimized (Fig. 4.2(right)).

Starting from x̄ni , we first estimate the gradient of the boundary ∇FtB (x̄ni ) via zeroth
order optimization [149], which is achieved by sampling Q Gaussian random vectors
uq ∈ RC×W ×H (q = 1, 2, · · · , Q) and averaging them (Fig. 4.3, Eq. (4.4)).
Q

∇FtB (x̄ni ) =

1 X
sign(x̄ni + ϵg uq )uq ,
Q q=1

(4.4)

where ϵg is a very small scalar, and sign(xni + ϵg uq ) is a sign function, i.e,

sign(xni + ϵg uq ) =



+1, FtB (x̄ni + ϵg uq ) = n,

(4.5)


−1, Otherwise.
Once the gradient is determined, we get a new sample outside the decision boundary
x̂ni ← x̄ni + ξd ∇FtB (x̄ni ) with a step size ξd . Then we conduct the same binary search
n
procedure (Eq. (4.3)) in the direction (x̂ni − xm
0 ) and obtain an updated x̄i . Since the search

is within a very small region, the decision boundary in such a region is smooth. Therefore,
the new x̄ni has a smaller distance to xm
0 (Fig. 4.3). We repeat the procedure above to get
n
n
m
the optimal solution x∗n
i = x̄i until ||x̄i − x0 ||2 cannot be further minimized or the query

limit is reached. Finally, we compute the sample robustness with Eq. (4.2) in which xni is
replaced by x∗n
i .

4.3.2

Soft label construction

After obtaining all the samples’ robustness on all classes, we construct the soft labels for
them with proper manipulations. We start with the pre-softmax activations for better illusm
m
m
m
tration. Suppose the pre-softmax activation of a sample xm
s is as = {as,1 , as,2 , · · · , as,L }.

Then the pre-softmax activation and the sample robustness should be in correlation with
m
the following conditions. (1) argmaxi am
s,i = m. It is obvious that as,m should be the largest

number to ensure that the sample is assigned to the correct class. (2) If rsm,j > rsm,k , then
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Figure 4.3: The iterative procedure for the optimization of MBD.
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m
am
s,j < as,k . This is because bigger sample robustness indicates longer distance to the

targeted decision boundary, which means that the sample is more robust against the certain
P
P
class and should be assigned a lower confidence. (3) If Lj=1 rsm,j > Lj=1 rpm,j , j ̸= m,
m
then am
s,m > ap,m . This is because when the sum of a sample’s distances to its targeted

decision boundaries is larger, the probability mass of this sample is more concentrated in
its top-1 class. Otherwise, the mass is more dispersed among all elements.
With the above design philosophy, to meet requirement (1) and (2), we define âm
s,n (n =
1, 2, · · · , L) in Eq. (4.6).

âm
s,n

=





1
,
rsm,n


PL

for n ̸= m,
(4.6)
1

i=1 rsm,i , i

âm
s,n is then divided by (

PL

1 2
i=1 rsm,i )

̸= m,

for n = m.

to meet requirement (3), as presented in Eq. (4.7).

âm
s,n
am
=
, i ̸= m, for n = 1, 2, · · · , L.
P
s,n
L
1 2
( i=1 rm,i
)

(4.7)

s

m
Finally, we get P̂t = softmax(am
s ) for sample xs .

4.3.3

Training of student model

Once the soft labels of all the training samples are constructed with the above approach,
we can train the student with standard KD, using the objective function in Eq. (4.1).

4.4

Zero-shot decision-based black-box knowledge distillation

In zero-shot KD, pseudo samples are usually generated by optimizing some noise inputs
via backpropagation towards some soft labels sampled from a prior distribution, which
are then used as the transfer set. However, with a DB3 teacher, backpropagation cannot
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be implemented and the prior distribution cannot be obtained, which makes ZSDB3KD a
much more challenging task. Since the teacher is trained to largely distinguish the training
samples, the distance between a training sample to the teacher’s decision boundary is
usually much larger than the distance between a randomly generated noise image to the
boundary. With this claim, we propose to iteratively push random noise inputs towards the
region that is away from the boundary to simulate the distribution of the original training
data (Fig. 4.1(right)).
m̄
m̄
m̄
Denote om
= [om̄
0 and o
1 , o2 , · · · , oT ] a random noise input of the m-th class and a

batch of T random noises with any other class, respectively. Similar but slightly different
m̄
from Eq. (4.3), for each om̄
i ∈ o , we first identity its corresponding points on the boundary

ōm
i with Eq. (4.8).
m
ōm
i = min(o0 + α ·
α

s.t.

m
om̄
i − o0
), i = 1, 2, · · · , T,
m
||om̄
i − o0 ||2

FtB (ōm
i

+ ϵ) ̸= m,

(4.8)

||ϵ||2 → 0.

∗m
Similarly, the MBDs of om
0 , i.e., oi , can be iteratively estimated with Eq. (4.4) and (4.5).
∗m
−om
Let o∗m be the one of o∗m
0 ||2 attains its minimal value,
i (i = 1, 2, · · · , T ) such that ||o
∗m
− om
i.e., ||o∗m − om
0 ||2 . We then estimate the gradient at the boundary
0 ||2 = mini ||oi

∇FtB (o∗m ) with Eq. (4.4) and update om as om ← om − ξo ∇FtB (o∗m ) with the step size ξo .
The new om is usually with longer distance to the boundary. We repeat the above process
until ||o∗m − om ||2 cannot be further maximized or the query limit is reached. Finally,
we used the generated pseudo samples with the DB3KD approach to train the student as
described in Section 4.3.

4.5

Experiments

In this section, we first demonstrate the performance of DB3KD when training samples are
accessible. Then we show the results of ZSDB3KD under the circumstance that training
data is not accessible.
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4.5.1

Experiment setup of DB3KD

We demonstrate the effectiveness of DB3KD with several widely used DNNs and datasets
as follows. (1) A LeNet-5 [150] with two convolutional layers is pre-trained on MNIST
[150] as the teacher, following the configurations in [100, 102]. A LeNet-5-Half and a
LeNet-5-1/5 are designed as the student networks, which contains half and 1/5 number
of convolutional filters in each layer compared to LeNet-5, respectively. (2) The same
teacher and student networks as in (1) are used but are trained and evaluated on the FashionMNIST dataset. (3) An AlexNet [1] pre-trained on CIFAR-10 [134] is used as the teacher.
An AlexNet-Half and an AlexNet-Quarter with half and 25% filters are used as student
networks. (4) A ResNet-34 [2] pre-trained on the high-resolution, fine-grained dataset
FLOWERS102 [151] is used as the teacher, and the student is a ResNet-18.
We evaluate our approach with the three strategies for sample robustness calculation as
described in Section 4.3.1, represented as DB3KD-SD, DB3KD-BD, and DB3KD-MBD,
respectively. For DB3KD-SD, we use 100 samples from each class to compute the sample
robustness r for MNIST, Fashion-MNIST, and CIFAR-10. Since there are only 20 samples
in each class of FLOWERS102, we use all of them. Starting with these samples, ϵ is set
to 1e−5 as the stop condition of the binary search in DB3KD-BD. In DB3KD-MBD, we
use 200 Gaussian random vectors to estimate the gradient and try different numbers of
queries from 1000 to 20000 with ξd = 0.2 to optimize the MBD and report the best test
accuracies. The sample robustness are calculated in parallel with a batch size of 20 with
FLOWERS102, and 200 with the other datasets.
With the constructed soft labels, we train the student networks for 100 epochs, using an
Adam optimizer (learning rate 5e−3 ), for all the datasets except for FLOWERS102, which
is trained for 200 epochs. The scaling factor λ is set to 1 for simplicity. Since Eq. (4.7) has
the similar functionality with the temperature τ , τ is not need to be as large as in previous
studies [34].With a hyperparameter search, we find that smaller τ s between 0.2 and 1.0
leads to good performance. We use τ = 0.3 in our experiments. All experiments are
evaluated for 5 runs with random seeds.
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4.5.2

Performance evaluation of DB3KD

The performance of DB3KD is presented in Tables 4.1 and 4.2. To understand the proposed
approach better, we also present the performance of the following training strategies. (1)
The teacher and the student networks trained solely with the cross-entropy loss. (2) The
standard KD with Eq. (4.1) [34]. (3) Training the student network via KD with a surrogate
white-box teacher (Surrogate KD in Tables 4.1 and 4.2), which is used for simulating the
scenario in which one can train a smaller but affordable surrogate model with full access
to its parameters compared to the powerful DB3 teacher. Here the surrogate has the same
architecture with the student. The performance of surrogate KD is considered as the lower
bound of DB3KD. (4) Training with the soft labels constructed with randomly generated
sample robustness (Noise logits in Tables 4.1 and 4.2), which is used for verifying the
effectiveness of DB3KD for soft label construction.
We observe from the results that DB3KD works surprisingly well. With the most
straightforward strategy SD, our approach still achieve competitive performance on
all experiments compared to standard KD and outperform surrogate KD. When using
MBD to compute sample robustness, DB3KD-MBD outperforms standard KD on all the
experiments except for FLOWERS102. On FLOWERS102, the performance of DB3KD
is slightly worse due to the complexity of the pre-trained teacher model. However,
DB3KD still outperforms the surrogate KD with a clear margin. These results validate the
effectiveness of DB3KD and indicates that sample robustness with proper post-operation
provides an informative representation of a sample’s probabilities over all classes and can
be used as an alternative to the softmax output when only a DB3 teacher is provided.
We also observe the following phenomena in the experiments. (1) Training with noise
logits via KD does not work, but even results in worse performance than training with
cross-entropy. It indicates noise logits cannot capture the distribution of class probabilities,
but are even harmful due to the wrong information introduced. (2) Training a student with
a surrogate teacher not only results in unsatisfactory performance, but is also a difficult
task due to the low capacity of the surrogate model. Also, the performance is sensitive to
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Table 4.1: Performance evaluation of the proposed DB3KD approach on small datasets
(MNIST, Fashion-MNIST, and CIFAR-10).
Algorithm
Teacher CE
Student CE
Standard KD
Surrogate KD
Noise logits
DB3KD-SD
DB3KD-BD
DB3KD-MBD

MNIST
LeNet5 LeNet5
-half
-1/5
99.33% 99.33%
99.11% 98.77%
99.33% 99.12%
99.13% 98.85%
99.01% 98.72%
99.15% 98.98%
99.51% 99.19%
99.52% 99.22%

Fashion-MNIST
LeNet5 LeNet5
-half
-1/5
91.63% 91.63%
90.21% 88.75%
90.82% 89.09%
90.27% 88.72%
89.81% 88.20%
90.86% 89.31%
90.68% 89.47%
91.45% 89.80%
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CIFAR10
AlexNet AlexNet
-half
-quarter
79.30% 79.30%
77.28% 72.21%
77.81% 73.14%
77.49% 72.49%
77.04% 72.06%
77.66% 72.78%
77.92% 72.94%
78.30% 73.78%

Table 4.2: Performance evaluation of the proposed DB3KD approach on high-resolution,
fine-grained dataset (Flowers-102).
Algorithm
Teacher CE
Student CE
Standard KD
Surrogate KD
Noise logits
DB3KD-SD
DB3KD-BD
DB3KD-MBD
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Accuracy
95.07%
92.18%
94.05%
92.93%
91.99%
93.18%
93.30%
93.77%

hyperparameter selection (λ, τ , learning rate, etc.). Therefore, training an extra affordable
surrogate teacher is not an optimal solution compared to DB3KD.
We notice that in some experiments, surprisingly, DB3KD even works better than
standard KD, though the models are trained with a more challenging setting. A reasonable
hypothesis is that, for some problems, the distance between a training sample to the
decision boundary may provide more information than the softmax output. These results
provide future research directions that the dark knowledge behind the teacher’s decision
boundary is more instructive compared to the teacher’s logits in certain cases.

4.5.3

Ablation studies and analyses of DB3KD

We conduct several ablation studies and analyses for further understanding of the effectiveness of DB3KD.
Number of queries in label construction. We first investigate whether different numbers
of queries used for computing sample robustness has any influence on the performance.
For each dataset, we query from the teacher for a variety of times from 1000 to 20000 to
compute the sample robustness (Fig. 4.4). It can be observed that with more queries, the
student models perform slightly better, especially for deeper architectures (ResNet) and
high-resolution datasets (FLOWERS102). In general, the student models perform well
with various numbers of queries. Even using a binary search with around 100 queries
(DB3KD-BD), the performance are satisfactory on all student models. This is because
the quality of a sample’s soft label is largely related to its robustness against different
classes. Moreover, the MBD used for computing sample robustness shows a highly positive
correlation with the number of queries (Fig. 4.5(a)). The ratios of sample robustness against
different classes remain stable against the number of queries. Therefore, it is not necessary
to optimize the MBD with a large number of queries, which indicates that DB3KD is query
efficient. It is also worth noting that the performance is not linearly correlated with the
query numbers. This is because for all experiments, we use the same set of hyperparameters
for fair comparison, which may not be optimal as the query number increases. However,
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(a) LeNet5-MNIST

(b) LeNet5-FMNIST

(c) AlexNet-CIFAR10

(d) ResNet-FLOWERS

Figure 4.4: Performance comparison with different numbers of queries for computing
sample robustness.
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(a)

(b) MNIST

(c) Fashion-MNIST

(d) CIFAR10

Figure 4.5: (a) The average minimal boundary distances over number of queries. Error bar
indicates one standard deviation. (b-d) Normalized average minimal boundary distances
of the samples of different classes. Darker colors indicate smaller distances between two
classes.
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we’d like to emphasize the performance is not sensitive to query numbers and is satisfactory
with a wide range of numbers (from 2k to 20k).
Although the boundary may be complex in the pixel domain and the boundary sample
may be fragile, what we actually care about is the minimal boundary distance (MBD). It
actually measures how fragile a training sample is against other classes and is a robust
measurement. As supplementary evidence, the standard deviations of the MDBs are
relatively small (shown with the error bars in Fig. 4.5(a)), indicating the robustness of
the proposed approach.
Correlation between sample robustness and class probability. To further analyze the
effectiveness of DB3KD for constructing soft labels, we visualize the normalized average
MBDs of the samples with different classes (Fig. 4.5(b-d)). It is observed that classes
semantically closer with each other are with smaller distances to their decision boundary.
For example, in MNIST, the distance between ‘8’ and ‘9’ is smaller than ‘8’ and ‘1’ because
‘8’ looks more like ‘9’ than ‘1’. Therefore, a sample of ‘8’ is assigned higher confidence
in class ‘9’ than ‘1’. Similarly, in Fashion-MNIST, ‘T-shirt’ looks more like ‘shirt’ than
‘sneaker’ so that their distance are smaller. In CIFAR-10, samples of the ‘dog’ class are
with smaller distances to the boundary with ‘cat’ than ‘truck’ since ‘dog’ and ‘cat’ are
semantically closer. These analyses confirm the consistency between sample robustness
and class probability distribution.

4.5.4

Experiment setup of ZSDB3KD

We evaluate ZSDB3KD with (1) a LeNet-5 and a LeNet-5-Half (on MNIST and FashionMNIST), and (2) an AlexNet and an AlexNet-Half (on CIFAR-10) as the teacher and the
student. The networks are the same as in Section 4.5.1.
We optimize the pseudo samples for 40 (ξo = 0.5) and 100 iterations (ξo = 3.0) for
the two LeNet-5 and the AlexNet experiments, respectively. The query is limited to 5000
when iteratively searching for the MBD. We generate 8000 samples for each class with a
batch size of 200 for all the experiments. We use data augmentation to enrich the transfer
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set. We use 5000 queries for computing the sample robustness since we have shown the
number of queries is trivial. Other parameters are the same as the DB3KD experiments.
We compare the performance of ZSDB3KD with several popular KD approaches in more
relaxed scenarios, including FSKD [97], BBKD [98], Meta KD [100], DAFL [102], ZSKD
[101] and DFKD [37].

4.5.5

Performance comparison of ZSDB3KD

The performance of ZSDB3KD on MNIST and Fashion-MNIST, and CIFAR-10 presented
in Table 4.3 and 4.4 show that ZSDB3KD achieves competitive performance.

The

accuracies of the student networks are 96.54% and 72.31% on MNIST and Fashion-MNIST,
which are quite close to other KD approaches with more relaxed scenarios (training data or
the teacher’s parameters are accessible). On CIFAR-10, our AlexNet-Half model achieves
an accuracy of 59.46% without accessing any training samples and the softmax outputs of
the teacher. It is worth noting that using random noise as the input results in very poor
performance with a DB3 teacher. These results indicate that the samples generated with
our proposed approach indeed capture the distribution of the samples used for training the
teachers.

4.5.6

Ablation studies and analyses of ZSDB3KD

In this subsection, we perform several studies to understand the effectiveness of ZSDB3KD,
using LeNet-5-Half trained on MNIST as an example.
Iteration of sample generation. We first evaluate the performance of the student with
pseudo samples generated with different iterations (Fig. 4.6(upper right)). As expected, the
performance is improved as the samples are optimized away from the decision boundaries
with more iterations. As shown in Fig. 4.6(left), with more steps, more pixels in the pseudo
samples are activated, with sharper edges and recognizable digits, which indicates that
the samples become more robust as we keep moving them to the opposite of the gradient
direction on the decision boundaries.
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Table 4.3: Result of ZSDB3KD with MNIST and Fashion-MNIST. S: score-based teacher.
D: decision-based teacher.
Algorithm
Teacher CE
Student CE
Standard KD
FSKD
BBKD
Meta KD
DAFL
ZSKD
DFKD
ZSDB3KD

Data
Yes
Yes
Yes
Few
Few
Meta
No
No
No
No

Model
White
White
Black-S
White
Black-S
White
White
White
White
Black-D
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MNIST
99.33%
99.11%
99.33%
86.70%
98.74%
92.47%
98.20%
98.77%
99.08%
96.54%

FMNIST
91.63%
90.21%
90.82%
72.60%
80.90%
79.62%
72.31%

Table 4.4: Result of ZSDB3KD on AlexNet with CIFAR-10.
Algorithm
Teacher CE
Student CE
Standard KD
FSKD
BBKD
DAFL
ZSKD
DFKD
Noise input
Noise input
ZSDB3KD

Data
Yes
Yes
Yes
Few
Few
No
No
No
No
No
No

Model
White
White
Black-S
White
Black-S
White
White
White
Black-S
Black-D
Black-D
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Accuracy
79.30%
77.28%
77.81%
40.58%
74.60%
66.38%
69.56%
73.91%
14.79%
13.53%
59.46%

Figure 4.6: Analysis and ablation study of ZSDB3KD with MNIST. Left: evolution of
pseudo images over iterations. Middle: averaged images compared to other white-box
zero-shot KD approaches. Upper right: the accuracies with different iterations of sample
generation. Bottom right: the accuracies with different numbers of samples used for
training the student.
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Number of samples used for training. We then investigate the effect of the number of
pseudo samples used for training on the performance of the student network. The results
of training the student network with different numbers of generated samples (from 1k to 8k
per class) are presented in Fig. 4.6(bottom right). Not surprisingly, with more samples, the
test accuracy increases. Even with a small number of samples (1k per class), the student
network can still achieve a competitive performance of 94% test accuracy. With 8k samples
per class, the student’s performance gets saturated and is comparable to the performance of
standard KD.
Visualization of generated samples. As mentioned above, we have shown the evolution
of individual samples over iterations (Fig. 4.6(left)), which gradually exhibits clear digits.
To have a further visualization of the generated pseudo samples, we further average 1k
samples for each class as shown in Fig. 4.6(middle). Even though generated with a DB3
teacher, the samples are with a satisfactory quality compared with the averaged samples
generated with ZSKD and DAFL that use white-box teachers.

4.6

Conclusion

In this chapter, we introduced KD from a decision-based black-box teacher for the first
time. We proposed DB3KD to deal with this problem, which uses sample robustness to
construct the soft labels for the training samples by iteratively querying from the teacher.
We also extend DB3KD to a much more challenging scenario in which the training set
is not accessible and named it Zero-shot DB3KD (ZSDB3KD). Experiments on various
networks and datasets validated the effectiveness of the proposed approaches.
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Part II
Modeling Cell Migration with Efficient
Deep Reinforcement Learning
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Chapter 5
Neighbor Relationship Determination in
Metazoan Embryos
5.1

Overview

Cell neighbor determination is a significant component in the simulation of a metazoan
embryo system since it influences a number of fundamental biological processes, such as
cell signaling, migration, and proliferation. Therefore, before introducing modeling cell
migration, we first present a neighbor relationship determination model that can determine
whether two cells are neighbors with each other given a certain embryonic circumstance,
which is used a lot during the cell migration simulation process.
Recent breakthroughs in cutting-edge live microscopy and 3D time-lapse imaging
technologies allow biologists to observe the dynamics in diverse organisms and gather
a tremendous amount of data with cellular resolution. Such data explosion promotes
the research in specific developmental aspects, including but not limited to cell-cell
signaling, cell migration, and proliferation. Recently, the regulatory mechanism of cell
asymmetric division was discovered in [152]. A study analyzed the loss of function
phenotypes of genes that functioning substantially during significant signaling processes
during embryogenesis, and a multi-scale model was generated including a regulatory
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landscape of lineage differentiation [153, 154, 155]. In the above studies, to determine
the neighbors of certain cells is a fundamental prerequisite. Signaling processes, especially
those during early embryogenesis, are accomplished by a contacted interaction from one
cell to another. The moving/dividing speed and direction of a cell are influenced to some
extent by its neighbors that generate squeezing forces to it during its migration and division
processes. Therefore, to obtain a correct neighbor relationship is the core of the success of
the in silico simulation and in vivo experiment focusing on the above problems.
Voronoi diagram [156] is wildly used for cell neighbor determination and its upstream
applications, such as cell volume calculation and embryo segmentation in recent years
[157, 158, 159]. By assigning every grid to the target point of (weighted) minimum distance
with proper resolution, Voronoi diagram provides biologists with a sufficiently approximate
solution to the above problems with the consideration of the complexity of a tissue.
However, obtaining a Voronoi tessellation is not a computationally simple task, since it
is difficult to derive an analytical solution. For a metazoan embryo (or similar situations),
if we consider the asymmetric division of a cell, which leads to different volumes of the
following generations, a weighted 3D Voronoi diagram has to be implemented, which
makes things much worse. As a result, traversal approaches [160] are largely used for
such kind of problems. The task becomes extremely time-consuming as the number of
cells in the system grows exponentially.
Machine learning, especially its popular branch, deep learning, has been developing at
a tremendous speed in recent years and opened new doors to a variety of fields [161, 1,
162, 112]. We are provided with unprecedented opportunities to consider the traditional
neighbor determination problem with such completely new point of view. As mentioned
above, cellular resolution, minute level embryogenesis data contain rich information that
allows us to reduce the computational redundancy of the Voronoi approach. With properly
extracted features and well-designed framework, we can train an efficient classifier to
achieve real-time cell neighbor determination with very little accuracy loss. In this chapter,
we transform the neighbor determination problem to a classification task. We preprocess
the raw embryogenesis data as neighbor samples and label them, extract appropriate
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features and train the classifier. An accuracy of 99.66% is acquired and by adding certain
constraints in specific real world problems, the accuracy further increases to 99.98%.

5.2
5.2.1

Methodology
Voronoi diagram

Voronoi diagram (Fig. 5.1(a)) is a unique space partition that contains certain points and
a corresponding region with every point [163]. Suppose there are a set of target points
P = {p1 , p2 , ..., pn } in the space. For each point x belongs to the region dom(pi ), x is closer
to pi than any other ps in the space (Eq. (5.1)). Voronoi diagram and its variants, such as
weighed Voronoi diagram, are wildly used in various fields, such as forest simulation [164],
wireless sensor networks (WSNs) [165], and embryo segmentation (Fig. 5.1(b)) [166].

dom(pi ) = {x ∈ Rm |d(x, pi ) < d(x, pj ), i ̸= j},

(5.1)

where d(x, p) is the Euclidean distance between x and p.
Voronoi diagrams are usually generated with heuristic algorithms. Space is divided
into small grids with proper resolution and the distances between a grid and each point
in the space are calculated and compared to assign it to its nearest point. Even though
several preprocessing approaches that can reduce the computational complexity have been
proposed [167], they have the following defects. (1) These algorithms focus on certain subproblems derived from Voronoi diagrams, such as nearest neighbor query, path planning,
and collision detection. Unfortunately, none of them solves our neighbor determination
problem in the embryo system. (2) These algorithms require a preprocessing step as a
prerequisite before reducing the computational complexity and a fixed Voronoi diagram is
needed. However, in a metazoan embryo system, cells migrate, divide and squeeze with
each other over time, which leads to highly dynamics of the Voronoi tessellation. Therefore,
these approaches are not feasible under such situations. The most classical approach to
obtain the Voronoi neighbor is Delaunay triangulation, which connects all the neighbor
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(a) General case.

(b) Embryo segmentation

Figure 5.1: Voronoi diagrams.

76

pairs in the whole diagram. Unfortunately, for a 3D weighted Voronoi diagram, there does
not exist a way to obtain its Delaunay triangulation besides the heuristic approaches [168].
In conclusion, the Voronoi diagram, as an approach for neighbor determination, is not
able to achieve fast processing. In a metazoan embryogenesis process, which contains
hundreds to thousands of cells over hours to days of development, simulation time is
much more valuable than that we spend to construct other pre-trained/processed built-in
modules. As a result, a training/preprocessing expensive, but testing cheap framework for
cell neighbor determination is required.

5.2.2

Framework

The whole framework is described in Fig. 5.2. First of all, proper features are extracted
from the raw embryogenesis data, and corresponding labels are assigned, indicating that
under such circumstance, whether the two cells are neighbors (using 1) or not (using
0). Then we design/select an appropriate classifier and feed it with the samples. The
performance is evaluated during the testing process and feedback is given to the classifier
to adjust its hyperparameters. Finally, the well-trained model is built into specific real world
problems to model more complicated tasks, such as cell-cell signaling and cell division.

5.2.3

Feature extraction

To select proper features to train the classifier is the key for acquiring high accuracy. For
the cell neighbor determination problem, an appropriate set of features can accurately
provide sufficient information to describe the neighbor relationship between cells without
redundancy. Here we list some of the features that can be the candidates for the neighbor
determination problem.
• Distance between two cells.
• Radius (or volume) of each cell.
• Length of each body axis (or volume) of the embryo.
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Extract
features from
raw data

Prepare
samples and
label them

Train the
classifier

Test the
classifier

Implement the
model in the
simulation

Modify the
parameters

Figure 5.2: The framework of the proposed cell neighbor determination model.
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• Distance between each cell to the eggshell.
• Total number of cells in the embryo.
• The distribution of the generations of the cells in the embryo.

5.2.4

Classification

Two classical classifiers, namely, k-nearest neighbor (kNN) and support vector machine
(SVM) [169], are implemented in our model. These algorithms are linear models that
achieve a fast implementation for cell neighbor determination. In Section 5.4, we will
discuss the potential probability to carry out some advanced non-linear models, such as the
convolutional neural network (CNN), to acquire higher accuracy.
The kNN classifier aims to find the nearest k points to a testing sample. The result
of the number of nearest neighbors is transferred as a maximum posterior probability (Eq.
(5.2)) to determine whether the two cells are neighbors with each other given the situation
described in the sample.

P (ωi |x) =

p(x|ωi )P (ωi )
Ki
=
,
p(x)
K

(5.2)

where p(x|ωi ) = Ki Ni /V is the probability density function (pdf) for each class, P (ωi ) =
Ni /N is the prior probability, and p(x) = K/(N V ) is the normalization constant. K, Ki ,
N , Ni , V denote the total number of points in the hypersphere, the total number of points
that belongs to ωi in the hypersphere, the total number of samples, the total number of
samples that belongs to ωi , and the volume of the hypersphere, respectively.
The SVM classifier, also known as the large margin classifier, finds the best decision
boundary that linearly separates the samples in the different classes. Such boundary holds
largest minimum distances to both of the two classes by selecting proper support vectors.
With SVM, the cell neighbor determination problem is transferred to an optimization
problem that tries to minimize the loss function L (Eq. (5.3)).
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L=C

N
X

1
max(0, 1 − yn wT xn ) + ||w||2 ,
2
n=1

(5.3)

where C is the hyperparameter, N is the total number of training samples, yn ∈ {−1, 1}
depends on the specific label of the sample, w is the parameter of the classifier. The second
term in Eq. (5.3), 1/2||w||2 , is a regularization penalty and the Euclidean distance is used
for this case.

5.3
5.3.1

Experiments
Simulation setup

Our simulation uses Nematode C. elegans as a study model. Because of its invariant cell
lineage, fast developmental speed (only a few hours) from a zygote to hundreds of cells, C.
elegans is a very suitable model for large-scale systematic quantitative analyses [154] and
the existing data have been well formatted for further study. In our experiments, C. elegans
embryogenesis data from [170] is used as the raw dataset. We cut off the dataset and reserve
those from 0 to 350-cell stage. About 2 million samples are generated from 3D weighted
Voronoi diagram as “correct answers” of neighbor relationship. For both classifiers (kNN
and SVM), 20% of the data are used for training and the rest for testing. A 5-fold cross
validation is implemented to guarantee the validity of the result. The runtime performance
is tested on the hydra supercomputer from UTK’s EECS department [171].
Besides the distance of two cells and the total number of cells in the embryo as the
selected features, we use the concept of “relative radius” as the feature of each cell in the
sample. The advantage of introducing this concept is that we can reduce the complicated
implementation of estimating the volume of the cell, and the lengths of body axes of the
eggshell, since for a single organism with consistent format data, these features are exactly
the same for every sample. Although we implement this simplified version of feature
selection in our current model, we strongly believe that such model is without loss of
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generality, and can achieve as good accuracy as this simulation study by adding the missing
features when dealing with the situation that embryo sizes vary.
During the very early stage of embryogenesis, asymmetric division commonly exists,
especially in the germline cells. In Table 5.1, a list of the predefined ratio of volumes after
asymmetric cell division in our simulation is provided. For other cells, relative radii are
calculated based on symmetric division.

5.3.2

Runtime performance and accuracy

Running time is a significant factor when we build in silico models. The Voronoi approach
iterates every grid in the 3D space, which is extremely time-consuming. What makes things
worse is that such iteration has to be done three times with different orders of the axes to
eliminate the miss of a neighbor pair where the Voronoi boundary is exactly along an axis.
kNN compares the distance between a testing sample to all the training samples to find a
certain number of nearest neighbors, while SVM optimizes a set of parameters and only a
matrix multiplication is needed for a testing sample. Therefore, both kNN and SVM run at
a much faster speed than the Voronoi approach. Due to the features of the two classifiers,
as the number of cells increases, SVM performs better than kNN on the running time.
Fig. 5.3 shows the running time comparison of the approaches using the Voronoi
diagram, kNN, and SVM. The Voronoi approach is extremely time-consuming as the
number of cells grows exponentially. But for the other two methods, the running times are
controlled in an appropriate time. At the 350-cell stage, our proposed approaches increase
the running speed by 104 times. Although SVM is more training expensive than kNN
(training time at 350-cell stage: 370s vs. 18s), we care more about the simulation time, i.e.,
the testing time in our case, and SVM saves half time with the comparison to kNN (testing
time at 350-cell stage: 72s vs 146s).
In our setup, the results generated from the Voronoi diagram are considered as the
“correct answer” of the neighbor relationship, so the accuracy for the Voronoi approach is
1 at each stage as a reference. During early stages (0 to 100-cell), though kNN performs
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Table 5.1: Volume ratios after asymmetric cell division during C. elegans early
embryogenesis.
Cell Name
P0
P1
P2
P3

Daughter 1
AB
EMS
C
D
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Daughter 2
P1
P2
P3
P4

Ratio
55:45
54:46
53:47
52:48

7
6

Voronoi
kNN
SVM

log(time+1)

5
4
3
2
1
0

0

50

100

150

200

250

300

350

cell stage

Figure 5.3: Running time comparison from 4 to 350-cell stage.
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slightly better than SVM, neither classifier gives a satisfactory accuracy. But as the number
of cells increases, the accuracy increases correspondingly, and SVM performs as good as
kNN. When the simulation ends at 350-cell stage, the accuracies with kNN and SVM is
99.62% and 99.66%, respectively (Fig. 5.4).
In conclusion, at the early stage (0 to 100-cell), there is no big difference of the running
time, but kNN achieves higher accuracy. At late stage (100 to 350-cell), SVM performs as
good as kNN on the accuracy, but can save half of the running time.
It is worth noting that sometimes there exist multiple sample points in which certain
cell pairs develop in their cell cycle simultaneously. In specific real world problems, to
regard certain cell pairs as neighbors or not from just one-time classification is superficial.
Modifications can be made under specific situations to increase the accuracy. For example,
during a cell-cell signaling process, if we set a proper threshold, and a neighbor relationship
is not confirmed until they contact over certain time intervals. The risk that the classifier
generates a wrong result is then decreased under extreme circumstances. Therefore, in
certain applications, we can modify the definition of accuracy as follows. If there exist
more than 10% of the sample points that the classifier makes mistakes, then a wrong result
of cell neighbor relationship is confirmed. Based on this improvement, the accuracy of our
model further increases to 99.98%.

5.3.3

Verification and visualization

To verify the validity of our proposed approach in specific problems, we implement it
in C. elegans Notch signaling pathways, and the cell-cell squeeze model for cell division
direction. The Notch signaling pathways play significant roles in C. elegans embryogenesis
[172]. During four Notch signaling processes, certain cells interact in a contactable way to
activate certain gene expressions, which leads to different cell fates in the AB-lineage. We
test the neighbor relationships of the involved cells in the four Notch signaling pathways
listed in Table 5.2. More specifically, signaling and receiving cells are used for testing
the neighbor relationship, while others listed in the “unsignaled cell” column are used for
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Figure 5.4: Accuracy comparison from 4 to 350-cell stage.
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Table 5.2: Cells involved in the four Notch signaling pathways in C. elegans
embryogenesis.
#
1st
2nd
3rd
4th

Signaling cell
P2
MS
ABalapp
MSapa,MSapp

Receiving cell
ABp
ABalp,ABara
ABplaaa
ABplpapp

∗

Unsignaled cell∗
ABa
ABala,ABarp
ABpraaa
ABprpapp

The cells required not to be the neighbors of the signaling cell during certain Notch
pathways.
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testing the algorithm that there does not exist a neighbor relationship between those and
the signaling cells, which is exclusively required by each of the four Notch processes.
The neighbor relationship of the involved cells in the third and fourth Notch interactions
are visualized via WormGUIDES [166] with the approach of Voronoi diagram, and our
learning based approaches, respectively (Fig. 5.5). The results from Voronoi diagram
are pre-examined to be consistent with the real world situations, and our approaches
successfully capture the neighbor relationship in the Voronoi diagram (data not shown for
the first two Notch cases).
Division/proliferation is one of the most fundamental cell behaviors, and the squeeze
force between cells is a significant component that influences the division direction of a
cell. Our model can be used for the determination of the neighbors of a dividing cell. A
single cell-cell squeeze direction is then calculated by comparing the sum of the estimated
cell radii and their spatial distance. Finally, we combine all the direction vectors associated
with a squeeze distance k to obtain the composition direction. We test the model with C.
elegans embryogenesis data from 4 to 350-cell stage and the whole system works well with
our learning based cell neighbor determination approach. Some samples of the result (two
daughters of ABal at AB8 stage) of the cell-cell squeeze direction during division process is
presented in Table 5.3. The modeling framework for other division direction components,
and the composition of them is beyond the scope of this paper.

5.4
5.4.1

Discussions
Analysis of the accuracy rate

Accuracy is the most important issue we care about given that the proposed cell neighbor
determination framework has largely increased the speed for calculating it. We consider
the reasons for the errors in the following aspects. (1) The Voronoi diagram itself is an
approximate approach for embryo segmentation. The real situation is that there exist gaps
between cells, and the boundaries are not as sharp as those from Voronoi diagram, either.
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(a) 3rd, Voronoi

(b) 3rd, kNN

(c) 3rd, SVM

(d) 4th, Voronoi

(e) 4th, kNN

(f) 4th, SVM

Signaling cell

Receiving cell

Other neighbors except for the receiving cell

Unsignaled cell

Figure 5.5: The neighbor relationship from the Voronoi, kNN and SVM approaches during
the 3rd and 4th Notch signaling pathways of C. elegans embryogenesis.
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Table 5.3: Cell-cell squeeze direction of ABala and ABalp with their neighbors at AB8
stage.
Dividing cell
ABala
ABalp
Dividing cell
ABala

ABalp

Neighbor
ABalp
ABara
ABarp
ABplaa
ABara
ABala
MSa
ABplp
ABplaa
ABplap

Location
(321, 181, 105)
(334, 250, 90)
Location
(334, 250, 90)
(254, 194, 65)
(220, 198, 130)
(299, 238, 140)
(254, 194, 65)
(321, 181, 105)
(276, 276, 55)
(251, 312, 120)
(299, 238, 140)
(280, 245, 145)
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Radius
92.52
92.52
Distance
71.80
79.11
105.43
70.41
100.80
71.80
72.56
107.86
62.20
77.24

Cell stage
16
16
Radius
92.52
92.52
92.52
46.26
92.52
92.52
88.78
92.52
46.26
46.26

Squeeze dist
113.24
105.93
79.61
68.35
84.24
113.24
108.74
77.18
76.56
61.52

(2) The linear classification models have their own limitations, which make the decision
boundaries not separate the samples well enough.
We divide the error into two categories, namely, false positive (FP, the two cells are
not neighbors but the classifier believes they are.) and false negative (FN, the two cells are
neighbors but the classifier believes they are not.) errors, and analyze them respectively.
By counting the number of recognition errors during certain times (represent as cell stage),
we find that the time intervals in which errors occur more frequently are centered around
only a few cell stages, namely, 90, 190, and 350-cell stage (Fig. 5.6(a) and 5.6(b)). With
further analysis of the number of cells in the embryo over time (Fig. 5.6(c)), we find that
such time intervals are exactly the periods that the number of cells grows exponentially
when the cells from the AB lineage divide extensively at similar times. As a result, the 3D
geometry structure changes intensively, which leads to more errors.
We count the number of neighbor determination errors in every cell pair in their cell
cycles (Fig. 5.7(a)), and most errors happen less than three times (793 out of 859, 93% in
FP results, 947 out of 1069, 89% in FN results). To further validate the assumption we make
in Section 5.3.2, the frequency of these errors are presented in Fig. 5.7(b). We find out that
most of the errors in certain cell pairs occur at a rate of less than 10% (696 out of 859, 81%
in FP results, 839 out of 1069, 78% in FN results), which follows that our assumption to
use 10% of the time steps as a threshold to determine the neighbor relationship in an overall
time window is reasonable.
An interesting spot in Fig. 5.7(b) is that there exists a slight increase of the frequency
of errors in the interval from 90% to 100%. Therefore, we list these cell pairs, the number
of errors, and the total number of time steps they exist simultaneously in the embryo,
respectively (Table 5.4). It turns out that these high frequencies of errors occur when
the two cells are not from the same generation, which means that one cell is just born,
and the other is at the very end of her cell cycle. Therefore, the high frequency of errors
results from the short time interval they exist in the embryo simultaneously, rather than the
extensive errors generated from the classifier.
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Figure 5.6: Distribution of the FP and FN results during embryogenesis simulation.
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Figure 5.7: The number and frequency of errors of all cell pairs in FP and FN results.
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Table 5.4: Cell neighbor pairs with a high frequency of errors (90% to 100%) in FP and FN
results.
Cell pair
Cpp,Cpaa
Dap,Dppp
P4 ,MSppap
ABalapapa, ABalpppaap
MSppaaa, ABalaapaaa
Cpap,Cpaaa
ABalpp, ABplapa
ABprpa, ABarapp
ABplaaaaa, ABplaaaapp
ABalapp, ABalapaa
ABplaaap, ABalapapa
Daa,Dppa
Daa,Dppp
ABarappaa, ABprpapaaa
Caaaa,Cpaaaa
ABaraaa, ABarapap

Gens∗
6,7
7,8
4,8
9,10
9,10
7,8
6,7
6,7
9,10
7,8
8,9
7,8
7,8
9,10
8,9
7,8

∗

Error◦
3
1
1
1
3
1
1
1
3
1
1
1
1
2
1
1

Existence†
3
1
1
1
3
1
1
1
3
1
1
1
1
2
1
1

Generations of both cells.
Number of errors occurring in their life cycles.
†
Number of time steps of the existence in their life cycles.
◦
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Cat
FP
FP
FP
FP
FN
FN
FN
FN
FN
FN
FN
FN
FN
FN
FN
FN

It is worth noting that in Fig. 5.7(a), the total number of FN results is larger than that
of FP ones (1069 vs. 859). Moreover, for the frequency interval of 10% to 40%, FN
results is more than FP ones (141 vs. 198). To study the reason behind it, we count the
thirty cells with the most number of errors in FP and FN results, respectively (Fig. 5.8(a)
and 5.8(b)). Besides the fact that boundary cells close to the eggshell are more likely to
be classified inaccurately in both cases, there exist a large number of errors that occur in
peripheral cells with the largest weight around, which are the biggest ones near the eggshell,
but are not the neighbors of the boundary cells, in the FN results. Further study indicates
that the weighted Voronoi approach has a certain probability to generate wrong neighbor
labels outside the embryo under the circumstance that the boundary of the eggshell is not
estimated appropriately.
Analysis from AceTree [173] validates that for some of the boundary cells and
peripheral cells, Voronoi approach gives a wrong segmentation, which leads to FN cases
from the classifier, but is actually true results. Fig. 5.5(a) and 5.5(b) show an example
in which the boundary cell ABalapaa and the peripheral cell ABalapp are not neighbors
(at least they are separated by ABalapaa’s posterior sister ABalapap). Under the situation
that the peripheral cell ABalapp holds the largest weight near by, the Voronoi approach
provides the classifier with a wrong label, while the classifier gives the correct answer, but
is considered as an FN result. Further study of the 3D weighted Voronoi diagram shows
that for the points with a large weight, encapsulated Voronoi tessellation is generated to
nearby cells because of the distances calculated with the ratio of their different weights,
even though they are actually not neighbors (Fig. 5.5(c)). Therefore, when the boundary
of the eggshell is not estimated appropriately, a number of non-existent neighbor pairs are
generated outside the embryo. On the other hand, learning-based approaches consider the
distances between the features, which results in FN results that contradict those from the
Voronoi approach, but is actually true.
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Figure 5.8: Top 30 cells with the most errors in FP and FN results, and analysis from
AceTree.

5.4.2

Customization on different purposes

To assign different penalties on FP and FN results can improve the model, since they have
different influences on the downstream applications. In the cell-cell squeeze model, it is
reasonable to assume that the risk from FP results is much smaller than those from FN
ones. This is because when we take the false neighbor pair from the FP results to calculate
the squeeze force afterward, the sum of the radii of the two cells is very likely to be larger
than the distance between them, and no extra force is generated to influence the division
direction. Even if the force is generated unfortunately, since the embryo is a highly dynamic
system, the extra vector from wrong results leads to a movement towards the direction of
it, which is likely to be neutralized at the next time step when there does not exist FP result.
For the neighbor determination during signaling process, if various of cells contain
certain receptor that can be activated by the same ligand through specific pathways, both
FP and FN results lead to irreversible consequences. For example, during the first Notch
signaling process, the germline cell P2 expresses the Notch ligand APX-1/Delta, which can
be received by both of the daughters of AB (ABa and ABp) with the receptor GLP-1/Notch.
ABa and ABp are originally identical, but because of the anterior-posterior relationship,
the posterior cell ABp is a neighbor of P2 while ABa is not. As a result, the expression of
the ref-1 family in ABp is induced and this leads to different cell fates of ABa and ABp.
Suppose that both FP and FN results are wrongly generated from the model on the neighbor
relationship of (P2 ,ABa) and (P2 ,ABp), respectively. It is obvious that a fate exchange will
occur in the ABa and ABp cells. Under such circumstance, FP and FN results should be
assigned with the same penalty. Therefore, for the signaling process, bad results on the
neighbor relationship may have very large influences on the following processes. For the
situations that regulatory mechanisms remain unknown, the operation to assign different
penalties on FP and FN results should be treated cautiously.
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5.5

Conclusion

In this chapter, we present a cell neighbor determination algorithm to discover the neighbor
relationship in the metazoan embryo system. Our idea transfers the traditional Voronoi
diagram approach into a classification problem, and takes kNN and SVM as the classifiers,
which are trained by the “correct answers” generated from Voronoi. Simulation results
show that our approach increases the running speed by 104 times. The accuracy for single
time step recognition is 99.66%, and such result can be further increased to 99.98% by
adding specific restrictions. Our approach successfully models the neighbor relationship in
C. elegans Notch signaling pathways and cell-cell squeeze forces prove its validity for the
cell neighbor determination problem in metazoan developmental systems.
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Chapter 6
Cell Migration Modeling with Deep
Reinforcement Learning
6.1

Overview

Recent developments in cutting-edge live microscopy and image analysis provide an
unprecedented opportunity to systematically investigate individual cells’ dynamics and
quantify cellular behaviors over extended period of time. Systematic single-cell analysis of
C. elegans has led to the highly desired quantitative measurement of cellular behaviors
[174, 153, 154, 175].

Based on 3D time-lapse imaging, the entire cell lineage can

be automatically traced, and quantitative measurements can be made on every cell to
characterize its developmental behaviors [176, 157, 177, 178]. These massive recordings,
which contain hundreds to thousands of cells over hours to days of development, provide
a unique opportunity for cellular-level systems behavior recognition as well as simulationbased hypothesis testing.
Agent-based modeling (ABM) is a powerful approach to analyze complex tissues
and developmental processes [123, 179, 180]. In our previous effort, an observationdriven, agent-based modeling and analysis framework was developed to incorporate large
amounts of observational/phenomenological data to model the individual cell behaviors
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with straightforward interpolations from 3D time-lapse images [181, 182, 183]. With
the ultimate goal being to model individual cell behaviors with regulatory mechanisms,
tremendous challenges still remain to deal with the scenarios where regulatory mechanisms
lag data collection and potential mechanistic insights need to be examined against complex
phenomena.
Directional cell movement is critical in many physiological processes during C.
elegans development, including morphogenesis, structure restoration, and nervous system
formation. It is known that, in these processes, cell movements can be guided by gradients
of various chemical signals, physical interactions at the cell-substrate interface and other
mechanisms [184, 185, 186]. It remains an open and interesting challenge as to What and
how one could learn about the rules and mechanisms of cell movement from the movement
tracks recorded in live imaging.
This chapter presented a new approach to study cell movement by adopting deep
reinforcement learning approaches within an agent-based modeling framework. Deep
reinforcement learning is good at dealing with high-dimensional inputs and can optimize
complex policies over primitive actions [111], which naturally aligns with the complex cell
movement patterns occurred during C. elegans embryogenesis, especially where regulatory
mechanisms are not completely studied. More specifically, deep neural networks can
be adopted to characterize the cell movement within an embryonic system. The neural
network takes information from 3D time-lapse images as direct inputs, and the output is
the cell’s movement action optimized under a collection of regulatory rules. Since deep
reinforcement learning can optimize the cell migration path over considerable temporal
and spatial spans in a global perspective, it overcomes the local optimization problem
encountered by traditional rule-based, agent-based modeling that uses greedy algorithms.
We tested our model through two representative scenarios during C. elegans embryogenesis: the anterior movement of Cpaaa via intercalation and the rearrangement of the
superficial left-right asymmetry. In the first case, we proposed two hypotheses for the
intercalation of Cpaaa, and simulation results indicated that Cpaaa experienced an active
directional movement towards the anterior, which is caused by the continuous effects from a
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longer distance, rather than a passive process in which it is squeezed to the target location by
its neighbors’ movements. In the second case, the frequently occurring ”leader-follower”
mechanism was also supported by the simulation results of the asymmetry rearrangement.
In summary, this framework presented a reverse engineering perspective to investigate
regulatory mechanisms behind a certain developmental process: By formulating the reward
functions as the representation of regulatory mechanisms, different hypotheses can be
tested via reinforcement learning procedures. By comparing the extent of similarities
between the simulation cell migration paths and the observation data, such hypotheses
can either be supported or rejected, which can facilitate new explanations of certain cell
movement behaviors. The model can also be used to study cell migration paths in mutants
or other metazoan embryo/tissue systems when related data are given.

6.2

Modeling approach

In our modeling framework, an individual cell is modeled as an agent that contains a variety
of information on its fate, size, division time, and group information. For a wild-type
C. elegans simulation, the cell fate and division information can be directly derived from
predefined observation datasets. For more complicated cases that involve gene mutation
and manipulation, the developmental landscape can be incorporated for the purpose of
modeling [154]. More detailed design information on the agent-based model can be found
in [181]. In this study, the cellular movements are treated as results of inherited and
genetically controlled behaviors regulated by inter- or intracellular signals, and these cell
movements are also constricted by the neighbor cells and the eggshell.
We further assume that the migration path of an individual cell is the optimal path that a
cell can use to migrate under a collection of regulation networks and/or constraints within
a physical environment. Then we can transform the cell movement problem into a neural
network construction and learning problem using observational and/or predefined rules.
Therefore, neural networks can be constructed inside each cell to represent its behaviors,
and the reinforcement learning method can be used to train the neural networks from
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3D time-lapse imaging (with information on locations of cells, their neighbor lists, and
other cell interactions after automated cell lineage tracing [187]). After training, the neural
networks can determine a feasible and optimal cell migration path in a dynamic embryonic
system, but the migration path is still controlled and constrained by the underlying
regulation networks and the physical environment.
While the regulation networks can be defined at cellular, group, tissue, or even
embryonic levels, only the individual cell movement and group movement are examined
and modeled in this study.

6.2.1

Individual cell movements

Two basic kinds of individual cell movements are investigated. The first movement pattern
is directional movement, in which the regulation network presents strong signals (such
as morphogen gradient or planar cell polarity [188]) and results in directional individual
cell movements. The second type of cell movement, defined as passive cell movement,
represents the scenarios in which no explicit movement patterns are observed when the
signals from regulation networks are weak or canceled out.
Directional cell movement
At this stage, with strong regulation signals from regulation networks, cell movement is
mainly controlled by the potential destination and physical pressures from neighbor cells
or the eggshell. The destination of cell movement can be defined as a spatial location or
region within the embryonic system when regulatory mechanisms are not well studied, or
it can be defined as a location next to a specific cell.
Passive cell movement
At this stage, without strong overall regulation mechanisms, cell movement is mainly
controlled by the physical pressures between neighbor cells or the eggshell. Therefore,
it is defined as passive cell movement with a high level of randomness.
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6.2.2

Collective cell migration

In a C. elegans embryonic system, individual cells can also be a part of functional
group with group-specific communication and regulation mechanisms. In collective cell
migration, all the cell movements are directional. However, depending on the role of cell
movement, the cells in collective migration can be further categorized as leading cells and
following cells.

6.3
6.3.1

Methods
ABM framework

An ABM platform was adopted to present fundamental cell behaviors, including cell fate,
division, and migration for a wild-type C. elegans in which all cell fates are predefined. The
framework, which retains two fundamental characteristics (cell movement and division)
for C. elegans early embryogenesis is illustrated in (Fig. 6.1). We use the terminologies
“intelligent cell” and “dumb cell” to represent the cell that learns its migration path, and
those move based on the observation dataset, respectively. At each time step, each cell first
moves to its next location, based on either the observation data (that contain cells’ locations
at different time points) or the output action from the neural network, depending on their
specific identities (dumb cells or the intelligent cell). After that, if it is at the right time for
division, a new cell is hatched. The global timer is updated when all the cells have acted at
a single time step, and such a loop repeats until the end of the process.

6.3.2

Cell movement via deep Q-network

As mentioned in the Modeling Approach section, cell movement has been modeled as a
reinforcement learning process [189] in which an agent (cell) interact with the environment
(other cells in the embryo and the eggshell) to achieve predefined goals. In an individual
cell movement case, an intelligent cell always tends to seek the optimal migration path
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Figure 6.1: The ABM framework. Cells move at each time step based on reading the
observed locations (dumb cells) or the output of the neural network (intelligent cell). After
a cell’s movement, if it is at the right time for division, a new cell is hatched. Such a process
repeats until the end of the simulation.
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towards its destination based on the regulatory rules. At each discrete time step t, the cell
senses its environmental state St ∈ S from the embryo and selects an action At ∈ A, where
the set of A includes the candidate actions at that state. The embryo returns a numerical
reward Rt ∈ R to the cell as an evaluation of that action based on the state. Finally, the cell
enters the next state St+1 and repeats the process until a terminal condition is triggered. The
intelligent cell’s objective is to maximize the overall rewards collected during the process.
The whole process is demonstrated in Fig. 6.2.
Traditionally, tabular-based Q-learning approaches were largely used for reinforcement
learning tasks with modest amounts of input states. However, a dynamic agent-based
embryogenesis model usually contains hundreds of cells that act at high temporal and
spatial resolutions. Millions of different states are generated during a single embryogenesis
process, which cannot be handled by traditional tabular-based Q-learning algorithms.
Recent breakthroughs in reinforcement learning that incorporate deep neural networks as
mapping functions allow us to feed in high-dimension states and obtain the corresponding
Q-values that indicate a cell’s next movement [111, 108]. Such a deep Q-network (DQN)
outperforms most of the previous reinforcement learning algorithms.
Framework
We implemented a DQN customized for cell movement modeling. It contains two main
loops: a cell migration loop and a network training loop (Fig. 6.3). At each time
step in the cell migration loop, a state tracker is used for collecting the input state as
a representation of the environmental conditions (details in Section 6.3.4). An ϵ-greedy
strategy is implemented to balance the exploration and exploitation. Specifically, ϵ is a
hyperparameter in [0, 1). A random number x is sampled from a uniform distribution
U (0, 1) each time before the selection of an action. If x ∈ [ϵ, 1), the intelligent selects a
random action, obtains a reward and moves to the next location. Otherwise, the movement
action is calculated by feeding the input state to the neural network. Such a process repeats
until a terminal condition is triggered. For the training loop, the DQN is established based
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Figure 6.2: The reinforcement learning framework. A cell interacts with the embryo. At
each time step, the cell receives a state St , selects an action At , gets a reward Rt and enters
the next state St+1 . The cell’s objective is to maximize the total rewards received.
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Figure 6.3: The deep Q-network framework for cell movement, which cotnains a cell
migration loop and a network learning loop. The intelligent cell’s movement is selected
via the ϵ-greedy mechanism, from either a random sampling of all the possible actions or
the output of the neural network. Then it gets a reward, moves to the next location, and
repeats this process. The samples generated from the cell migration loop are used to update
the parameters of the neural network via backpropagation. Experience replay and target
network are implemented to improve the performance.
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on traditional Q-learning algorithms. Rather than searching a Q-table to find the maximal
value of Q(St , At ), Q-values are obtained through a neural network parameterized by a
set of weights θ. The inputs of the neural network are the tuples (St , At , Rt , St+1 ) gathered
from the migration loop. The update process (Eq. (6.1)) can be achieved by minimizing the
loss function L (Eq. (6.2)) and backpropagating the loss through the whole neural network
to update θ by θt+1 = θt − α∇θ L(θt ) [190]. Therefore, the intelligent cell will gradually
choose better actions as the training process proceeds.
Q(St ,At |θt ) ← Q(St , At |θt )
h
i
+ α Rt + γ max Q(St+1 , At+1 |θt ) − Q(St , At |θt ) ,

(6.1)

h
i2
L(St , At |θt ) = Rt + γ max Q(St+1 , At+1 |θt ) − Q(St , At |θt ) ,

(6.2)

a

a

where α is the learning rate and γ ∈ (0, 1) is the discount factor, which determines the
present value of future rewards [189].
In order to improve the system’s performance, we utilized two mechanisms: experience
replay [111] and target network [108] in the framework. Experience replay cuts off
the correlation (which is one of the sources of instabilities) between samples by storing
the movement tuples (St , At , Rt , St+1 ) in a replay memory and sampling them randomly
during the training process. This is because the capacity of the replay buffer is much
larger than the number of samples generated in a single process (from the beginning to
a terminal state), and the randomly selected samples for training at each time will come
from various processes, which are much less related with each other than those consecutive
samples from a single process. In a DQN with a single neural network, the target for
gradient descent is always shifting as θ is updated at each time step. Therefore, rather than
calculating the future maximal expected reward maxa Q(St+1 , At+1 |θt ) and updating the
weights in a single neural network, a target network, which has the same architecture as the
original network (called the online network in the new scenario) but parameterized with θt− ,
was implemented for the calculation of maxa Q(St+1 , At+1 |θt− ). The weights θt− remains

107

unchanged for all n iterations until they are updated with θt from the online network. This
mechanism reduces the oscillations and improve the stabilities of the framework. The
improved process is represented in Eq. (6.3).
Q(St ,At |θt ) ← Q(St , At |θt )
h
i
+ α Rt + γ max Q(St+1 , At+1 |θt− ) − Q(St , At |θt )

(6.3)

a

The neural network, which is fed with the embryo state and outputs a Q-value for each
action, contains three hidden layers, with 512, 1024, and 1024 nodes, respectively. The
Rectified Linear Units (ReLU) was implemented as the activation function after all the
hidden layers except for the output layer.
Regulatory mechanisms and reward settings
In the reinforcement learning scenario, the regulatory mechanisms that guide cell movements can be transformed to reward functions as an evaluation of how well a cell moves
during a certain period of time based on those mechanisms. For the physical constraints of
the cell movements, we defined the following two rules:
• Collision: Cells cannot squeeze too much with each other. The closer two cells are,
the larger penalty (negative reward) they receive.
• Boundary: Cells cannot break through the eggshell. The closer the cell is to the
eggshell, the larger penalty (negative reward) it receives.
For both of the above rules, as a threshold of distance is reached, a terminal condition is
triggered and the process restarts. For the directional cell movement, an explicit destination
is given as a simplified third rule when other regulatory mechanisms are missing:
• Destination: A cell always seeks the optimal path towards its target location.
This rule can be replaced as more specific regulatory mechanisms are discovered (e.g.,
following a leading cell or becoming the neighbor of a certain cell), or new hypotheses are
formulated.
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6.3.3

Behaviors of the dumb cells

The automated cell lineage tracing technology was utilized to obtain the information of
cells’ identities and locations from 3D time-lapse microscopy images. These information
were used to model the non-intelligent cells’ (dumb cells’) movement. Because the
temporal resolution of our observation data is one minute, and an ABM simulation often
requires a much smaller tick interval, a linear interpolation is implemented between two
consecutive samples to calculate the next locations of these cells. Additionally, we added
a random noise for each movement by sampling it from a normal distribution whose mean
value and standard deviation were averaged from the locations of the cells of 50 wild-type
C. elegans embryos [170].

6.3.4

Behaviors of the intelligent cell

For the intelligent cell, an ϵ-greedy strategy was implemented, which makes it not only
act based on past experiences to maximize the accumulated rewards most of the time but
also gives it a small chance to randomly explore unknown states. Usually, the value of ϵ
is set to increase (the probability of random exploration decreases) as the training process
proceeds. This is because the demands of exploration narrows down as the intelligent cell
moves towards the destination. In the following sub-sections, we give a description of the
settings of the intelligent cell’s input states and output actions.
Input states
Representing the input state accurately and efficiently is a key issue for the deep
reinforcement learning framework of cell movement. Besides the location of the intelligent
cell, which is indispensable, an intuitive assumption is that its neighbors, which represent
the environment, should be incorporated to form the input state. We implemented a
neighbor determination model (which takes a set of features of two cells, such as the
distance between them, their radii, etc., and determines whether they are neighbors with
each other with machine learning algorithms) [191] in a conservative manner for this
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purpose. Specifically, we extracted a number of candidate cells that might influence the
intelligent cell with a relatively loose condition, so that more cells would be selected to
guarantee that the input state was sufficiently represented. This was done by running
the agent-based model in a non-reinforcement learning mode (all cells move based on
the observation data) and recording the neighbors of the intelligent cell at each time step.
Finally, we combined the locations of all these cells (selected accumulatively in the whole
process) in a fixed order as the input for the neural network.
Output actions
It is intuitive to give the intelligent cell as many candidates of actions as possible (or a
continuous action space) so that it can make the most eligible choice during the simulation.
The diversity of the action includes different speeds and directions. However, the number of
output nodes grows exponentially as we take looser strategies to select the action. Based on
our extensive experiments, we discovered that an enumeration of eight directions of action,
with 45◦ between each of them, is good enough for this scenario. Moreover, we fixed the
speed based on an estimation of the average movement speed during the embryogenesis,
which was measured from the observation data.
Finally, we give an example of a specific evaluation step for a single action selection
process (Fig. 6.4). We collect all the locations of the selected cells by the neighbor
determination model, concatenate them to form a vector in a fixed order, and feed it into the
neural network. The output of the neural network are the Q-values (i.e., a probability for
selecting each action). The action that corresponds to the maximal probability (or a random
action as the ϵ-greedy suggested) is selected as the intelligent cell’s next movement.
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Figure 6.4: An example of a specific evaluation step for a single action. A list of cells are
pre-selected as the state cells via the cell neighbor determination model. Their locations
are concatenated and sent to the neural network, and the output action with the maximal
probability is selected as the intelligent cell’s next movement.
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6.4
6.4.1

Experiments
Computational environment and platform

The agent-based model was implemented with Mesa, which is an ABM framework in
Python 3+. We used Python’s GUI package Tkinter for the purpose of visualization. The
cell movement behavior model was built with 3D coordinates, and certain slice of the whole
embryo was visualized in a 2D manner to illustrate where emergent behaviors specifically
happen. We used Pytorch to achieve reinforcement learning algorithms with the advantage
of GPU acceleration during the training process. The reinforcement learning architecture
was integrated as part of the agent-based model. All the computations were executed in a
DELL® Precision workstation, configured with a 3.6 GHz 4-core Intel® Xeon® CPU, 64
GB main memory, and a 16-GB NVIDIA® Quadro® P5000 GPU.

6.4.2

Model setup

Live 3D time-lapse images of C. elegans embryogenesis data were used to study cell
movement. Cell lineage [192] was traced by Starrynite II [193] and manually corrected
in Acetree [173]. Acetree was also used to visualize the observation data.
Two special C. elegans biological phenomena, the intercalation of Cpaaa and leftright asymmetry rearrangement, were investigated. The first case is a remarkable process
during C. elegans early morphogenesis of dorsal hypodermis. Cpaaa is born at the dorsal
posterior. About 10 minutes later after its birth, Cpaaa moves towards the anterior and
intercalates into two branches of ABarp cells, which will give rise to left and right seam
cells, respectively. The intercalation of Cpaaa is consistent among wild-type embryos. It
leads to the bifurcation of ABarp cells and the correct positioning of seam cells. The second
case is left-right asymmetry rearrangement. It is a significant development scenario: At the
4-cell stage, the left-right symmetry is broken after the skew of ABa/ABp spindle. The
right cell ABpr is positioned more posterior than the left cell ABpl. At the AB64 (64 AB
cells, 88 total cells) stage, the movement of ABpl and ABpr cells start to restore the spatial
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symmetry, i.e., ABpl cells move towards the posterior and ABpr cells move towards the
anterior. By 350-cell stage, ABpl and ABpr cells are again in symmetry on the AP axis.
This asymmetry rearrangement achieves a superficially symmetric body plan [194].
The embryo was considered to be an ellipsoid for the volume estimation. The mounting
technique aligns the DV axis in the embryo with the z-axis of the data [187, 195], and the
lengths of the other two axes (AP and LR) were obtained by finding the minimum and
maximum cell positions along them [170]. For the estimation of the cell radius, the ratio of
the cell volume to the entire embryo was determined based on its identity. Then, the radius
was estimated by considering a cell as a sphere [191].
We utilized linear functions to define the rewards in our simulations. Specifically, for
the Collision rule, a penalty (negative reward) was exerted as the distance between two
cells reached a threshold. As their distance became smaller, the penalty linearly grew until
a terminal threshold was reached (Eq. (6.4)). Similarly, for the Boundary rule, the penalty
was calculated based on the distance between the intelligent cell and the eggshell. Finally,
for the Destination rule, bigger positive rewards were given as the cell moved towards the
destination.

r=

d − dl
× (rh − rl ) + rl ,
dh − dl

(6.4)

where d is the distance between two cells and dh and dl represent the highest and lowest
bounds of the distance between two cells where a penalty is generated. rh and rl indicate
the range of the penalty.

6.4.3

An agent-based deep reinforcement learning framework for C.
elegans embryogenesis

The ABM environment was initialized with the observation data from live imaging with
automated cell lineage tracing. We first tested the performance of out ABM framework.
The ABM platform was configured to track the movements of the intercalation cell, namely,
Cpaaa, for the purpose of illustration. Although the embryo we measured had a length of
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30 µm in the dorsal-ventral axis, we only considered the space that is 5-9 µm to the dorsal
side, where Cpaaa’s intercalation happens. The entire space was visualized by projecting
all cells in this space to the center plane (7 µm to the dorsal side). Based on the result
(Fig. 6.5) we found that the movement path of Cpaaa is consistent with that in the 3D timelapse images. The visualized cell sizes are largely consistent with the observation data,
except the fact that a few of them, especially located in the planes that are far away from
the center plane, have slightly different sizes visually. However, those differences have an
insignificant impact on cell movement modeling.
Unlike supervised learning tasks, such as classification and regression, evaluating the
performance is quite challenging in deep reinforcement learning tasks. We followed the
evaluation metric in [111] to quantify the general performance of the system. The total
rewards a cell collects in a single movement path generally goes upward, but tends to
be quite noisy since very tiny changes in the weights of the neural network results in large
changes in the actions a cell chooses [111] (Fig. 6.6(a)). Training loss tends to oscillate over
time (Fig. 6.6(b)), and the reason behind this is the implementation of the experience replay
and the target network, which cut off the correlation between training samples. Finally,
we extracted a set of states by running the model in a non-reinforcement learning way
and collecting the state cells’ locations. We then fed these predefined states to the neural
network during the training process. It turns out that the average action values of these
states grows smoothly during the training process (Fig. 6.6(c)). We did not encounter
any divergence problems, though the convergence of DQN is still an active research area.
Sometimes, we experienced a few unstable training scenarios, but these problems could be
solved by implementing a learning rate decay strategy.

6.4.4

Regulatory mechanisms of individual cell movements

We examined our hypotheses of individual cell movement in the Cpaaa intercalation case
(see Section 6.2.1). Specifically, we tested (1) whether Cpaaa’s intercalation results from an
active directional movement or a passive movement, and (2) whether a passive movement
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(b)

Figure 6.5: Comparison between (a) the 3D time-lapse images and (b) the visualizations of
the ABM simulation results. Simulation results highly reproduce the observed patterns.
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Figure 6.6: Performance evaluation of the deep reinforcement learning algorithm for cell
movement modeling. (a) The accumulated rewards generally goes upward, but tends to
be noisy. (b) The loss tends to oscillate because of the implementation of the experience
replay and the target network. (c) The average action value grew smoothly over time.
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mechanism is sufficient for explaining the migration path of Cpaaa’s neighbors. In this
case, the observed fact is that during the first four minutes of the process, the intercalating
cell Cpaaa moves randomly. After extensive divisions of the ABarp cells, Cpaaa changes
its behavior to a directional movement until the end of the process. The signal triggering
the switch may come from the newborn ABarp cells.
In the directional cell movement process, unexpected regularization signals or irregular
movement patterns have to be considered. In our study, we defined the possibility of
selecting a directional movement from the neural network by a ratio between 0 and 1.
The value of zero means a completely random movement, and the value of one means a
completely directional cell movement.
Regulatory mechanisms in the Cpaaa intercalation case
We trained individual neural networks (parameters were initialized by random sampling
from a Gaussian distribution.) for directional and passive movements with different sets of
regulatory mechanisms. Specifically, we trained the neural network for passive movement
with the Collision and Boundary rules, and the one for directional movement with an
addition of the Destination rule. The different behaviors of Cpaaa (random movement for
the first four minutes and directional movement after that) were controlled by manipulating
the probability of random movement ϵ in the action selection procedure. The results of
the simulation of Cpaaa with the Destination rule (Fig. 6.7(b)) show that during the first
four minutes, the intelligent cell didn’t have an explicit destination and, to a large extent,
acted randomly. After that, Cpaaa switched its behavior and began to move directionally to
the destination, as well as kept proper distances from its neighbors and the eggshell. The
whole migration path largely reproduced that in the live microscopy images (Fig. 6.7(a)).
However, when we trained Cpaaa without the Destination rule, it failed to identify the
migration path and fell into a suboptimal location where it kept proper distances with its
neighbors (Fig. 6.7(c)). We also trained a neighbor of Cpaaa, namely, Caaaa, as a passive
movement cell during the process (Fig. 6.7(d)), and its migration path in this scenario also
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(a)

(b)

(c)

(d)

Figure 6.7: Results of the Cpaaa intercalation case. (a) Observation results visualized
by Acetree from 3D time-lapse images. (b) Simulation results of the intercalating cell
Cpaaa with the Destination rule. (c) Simulation results when training Cpaaa only with
the Boundary and Collision rules, without the Destination rule, which indicate that Cpaaa
fell into a suboptimal location. (d) Simulation results of the cell Caaaa, a neighbor of
Cpaaa. Red, yellow, and green circles represent the intelligent cell, input state cells, and
non-related cells, respectively. The white circle indicates the destination of the intelligent
cell. All four sets of data were collected at the following time steps: 0, 4, 8, 12, 17, and 22
(minutes from the beginning of the simulation).
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reproduced that in the images, which indicated that Caaaa played a passive role during
Cpaaa’s intercalation.
For the verification of the generality of the model, random noises were added to the
initial positions of all the cells (including the intelligent cell) and to all the migration
paths of the dumb cells during the training process. It turns out that the neural networks
can still provide the most proper actions under a large variety of input states after the
policy converges, though the optimization process takes longer to converge than that in the
scenarios without random noises.
Migration path of the intelligent cell
We found that qualitatively, the intelligent cell Cpaaa adopted a similar migration path
to the destination with the directional movement setting, as compared to the observation
case (Fig. 6.8(a)), though from the 13th to 19th minute, the observation movement of
Cpaaa went towards the anterior faster than the simulation path. The difference between
the simulation and observation results indicates that extra regulatory mechanisms (such
as cell adhesion, or intermediate sub-mechanisms, see the Discussion section) could be
considered to control cell movement during the whole Cpaaa intercalation process. On
the other hand, without the Destination rule, Cpaaa’s simulated path is quite far away from
the observed path (Fig. 6.8(b)). We used the mean square error (MSE) as a quantitative
measurement of the simulated path and the observed path. It turns out that the MSE in Fig.
6.8(a) is much smaller than that in Fig. 6.8(b) (4.05 vs. 237.60). In conclusion, the above
results showed that Cpaaa’s intercalation is regulated by an active directional movement
mechanism, which is strongly influenced by the Destination rule (or its alternatives), rather
than by a passive movement mechanism. Moreover, another interesting finding is that the
standard deviation of the migration path of Cpaaa with the Destination rule is controlled in
a proper range, whereas that of the path without the Destination rule diverges as time goes
by. Such a result indicates that the intelligent cell achieves an error correction mechanism
in its migration path to the destination.
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Figure 6.8: (a) Migration paths of Cpaaa with directional movement. (b) Simulation results
when training Cpaaa only with the Boundary and Collision rules, without the Destination
rule. Results indicate that Cpaaa fell into a suboptimal location. Both simulation paths are
the averages over 50 runs, and the shaded regions indicate ranges of one standard deviation
greater/less than the average values. The horizontal axis represents the developmental time
in minutes. The vertical axis represents the projected position of Cpaaa on the AP-axis to
the center of the embryo.
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6.4.5

Regulatory mechanisms of group cell migration

In this experiment, we trained the neural network to test the cell movement in group
migration via the case of left-right asymmetry rearrangement. Rather than explicitly
pointing out the destination, we let the intelligent cell (ABplpaapp) follow the leading
cell (ABplppaa, or its daughter cells). The reward setting was then modified accordingly:
When the distance between the leading cell and the following cell is in a proper range,
a positive reward is given. In this case, we did not explicitly point out the leading cell
(or its locations) as part of the environment. This is because here we aimed to model cell
movement in a specific case and the cells’ locations were organized as the input state in a
fixed order, so the neural network will gradually learn and know which one is the leading
cell (following a leading cell will obtain a big reward). We believe that adding the leading
cell as part of the environment will help the model deal with more general and complex
cases. The results (Fig. 6.9(b)) show that ABplpaapp always moves following the leading
cell, and keeps proper distances from its neighbors. The results are consistent with the
observation data (Fig. 6.9(a)), which shows the flexibility of our model by replacing the
Destination rule with more concrete ones.

6.5

Discussion

In this chapter, we presented a novel approach to model cell movement using a neural
network and reinforcement learning within an agent-based modeling framework. Our study
showed that neural networks can be adopted to characterize cell movement and that the
deep reinforcement learning approach (DQN) can be used to find the optimal migration
path of a cell under certain regulatory mechanisms. As comparing to the heuristic rulebased, agent-based models, with which macroscopical behaviors (such as tissue/organ
morphogenesis) can be studied [123, 126], this model provides a new point of view in
which single cell movements can be defined and optimized over a considerable period
of time. In the Cpaaa intercalation case, we tested two hypotheses (active directional
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(a)

(b)

Figure 6.9: The simulation of left-right asymmetry rearrangement. (a) Observation data.
The intelligent cell and the leading cell are circled. (b) Simulation results. The cyan circle
represents the leading cell, and the others are color coded, as in Fig. 6.7. The white circle
here indicates the destination of the intelligent cell only for the purpose of visualization.
Both sets of data were collected at the following time steps: 0, 3, 6, and 9 (minutes from
the beginning of the simulation).
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movement vs. passive movement) that might explain Cpaaa’s migration towards the
anterior by manipulating the reward settings (use the Destination rule or not). Simulation
results rejected the passive movement assumption after comparisons between simulated
and observed paths of Cpaaa. Such results indicated that target site specification (the
Destination rule), as a simplified representation of morphogen gradient, is an effective
approach for cell migration path learning, especially when regulatory mechanisms lag data
collection. The left-right asymmetry rearrangement case demonstrated that the framework
has the capability to generalize the Destination rule to more specific mechanisms (a
leader-follower mechanism in this case) to explain certain cell movement behaviors. By
comparing simulated cell migration path regulated by the proposed assumptions and
the observed path in a reverse engineering perspective, this framework can be used for
facilitating new hypotheses during certain developmental processes not only in C. elegans,
but other in tissues/organisms as well.
This model captures the main aspects of cell movement and provides a new idea that
represents cell behaviors with neural networks trained by deep reinforcement learning
algorithms. More powerful models can be implemented in the following aspects: (1) Multiagent reinforcement learning [196, 197] can be used for studying cooperative/competitive
cell behaviors by manipulating the rewards in the framework. Such an extension can
provide further biological insights. For example, for the Cpaaa intercalation case, we
may investigate whether the certain group of cells (i.e., Cpaaa and its neighbors) works
cooperatively (as a result of the intercalation of Cpaaa) or its neighbors actually act
competitively with their own rules (but the regulatory rule of Cpaaa is over-dominant).
More specifically, we observed that during the last few minutes of the process, the cell
ABarpaapp moves to the posterior to become a neighbor of Cpaaa. It is interesting to
study whether ABarpaapp helps Cpaaa to intercalate towards the anterior (cooperative
behavior, give both cells rewards when the intercalation of Cpaaa is achieved.), or such
a migration of ABarpaapp is just due to its dislocation (competitive behavior, ABarpaapp
will not be rewarded when Cpaaa achieves the intercalation.).

(2) The hierarchical

regulatory mechanism is another area of interest. Although the Destination rule provides a
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simplified representation of morphogen gradient, it can be generalized with the formation
of certain cell neighbor relationships. In the Cpaaa intercalation case, the intelligent cell
experiences a series of changes of neighbor relationships before reaching the target site. It
is worth investigating whether these relationships play as significant sub-goals to serve the
ultimate goal. As presented in [108], the deep Q-network performs poorly on hierarchical
tasks. Such tasks require more advanced strategies that are obtained by prior knowledge,
which can hardly be represented by the input state. Moreover, to investigate the cellcell interaction mechanism represented with sub-goals, the reward feedback is sparse and
delayed, and the search space is extremely large compared to the Destination rule setting.
Using a hierarchical model can also boost efficient training. Therefore, future work is
immediately needed to implement hierarchical deep reinforcement learning architectures
to meet such demands [198]. (3) Other advanced training strategies and reinforcement
learning algorithms are also worth investigating to improve the performance of the model,
such as learning rate decay [199], continuous control [81], and asynchronous methods
[109]. (4) Finally, we hope to incorporate more biological domain knowledge in the model
to simulate more complex cell movement behaviors. As one of our previous effort, we have
developed a developmental landscape for mutated embryos [153, 154], the mutated cell fate
information from this research can be integrated as part of the input state to study a cell’s
migration path in a mutant. With fate-related adjustments of the regulatory mechanisms and
the reward functions behind them, we can verified/rejected the hypotheses of certain cell
movement behaviors in a mutant based on the extent of differences between the simulated
path and the observed path. Furthermore, by comparing the simulation and observational
paths, we can design more biological experiments for follow-up investigations. Other
concepts, such as cell-cell adhesion and spatial hindrance, as environmental factors (like
the Collision and the Boundary rule) can also be incorporated to improve the performance
of the model.
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6.6

Conclusion

In this chapter, we developed a cell movement modeling system by integrating deep
reinforcement learning with an ABM framework. Our modeling system can learn a cell’s
optimal path under certain regulatory mechanisms, and it can also examine hypotheses by
comparing the similarities between the simulation cell migration paths and the observation
data. These two capabilities, in turn, provide new opportunities to explore large-scale live
image data.
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Chapter 7
Efficient Cell Migration Modeling with
Hierarchical Deep Reinforcement
Learning
7.1

Overview

Recent application of deep learning has demonstrated great power in image processing and
image analysis in biology and biomedicine in terms of image reconstruction, classification,
segmentation, and augmentation [200, 201]. Meanwhile, 3D time-lapse images contain rich
information on dynamic cell behaviors such as cell division, cell migration, and collective
cell behaviors, which in turn reflect diverse processes of proliferation, differentiation
and morphogenesis [202, 203, 57]. In particular, cell-cell interactions produce forces
and recognizable features such as movement, shape changes, and spatial configuration of
neighboring cells [204]. These features can be explored to infer hidden cell-cell interactions
and potentially identify novel biology. The supreme ability of deep learning to capture
intricate relationships in features offers a great opportunity to do so. However, it is not yet
clear what learning strategies and approaches would be productive.
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Deep reinforcement learning (DRL), which formulates the dynamic decision-making
problem with a Markov decision process (MDP), has been highly successful in solving
dynamic, global optimization problems, such as game-playing [108, 81, 112, 205] and
robotic manipulation [114, 206, 207], achieving or surpassing human performance. These
problems involve learning to optimize a sequence of actions, where each action is based on
the current state of a dynamic environment and the sequence of actions achieves a global
optimum [208]. While the time-sequence scheme of DRL is natural to learning dynamic
cell behaviors, it typically requires millions of training data and days of computation [209],
and its application in bioimage analysis has been limited [200, 201].
Among a variety of DRL approaches, hierarchical deep reinforcement learning (HDRL)
[210, 211] emphasizes the use of subgoals, i.e., meaningful intermediate achievements. For
example, in a two-level hierarchy, the higher-level module learns to choose the sequence
of subgoals to achieve the overall task and the lower-level module learns the sequence of
actions to achieve a subgoal [198, 212]. As to the reward, the value functions combine local
feedback for the action at each timestep with long-range feedback for achieving subgoals
and the ultimate goal. The use of subgoals reduces the search space and the demand for
sample size [209] and the optimal solution can be found in an acceptable time.
Here, we exploited HDRL to learn cell behaviors during cell migration from timelapse images, treating the migrating cell as an agent, the other cells in the images as the
environment, and the migration process as a series of intermediate destinations (subgoals).
Emergent attributes of the learned migratory behavior such as the choice of subgoals
and the associated movement patterns were collected to examine the underlying biology
in terms of potential cell-cell interactions and collective cell behaviors.

We further

hypothesized that after successful learning, the feature extraction component of the policy
network in the lower-module of HDRL, which functions to capture salient features of
the environment, provides an effective representation of the cell behaviors and cell-cell
interactions, and tested this hypothesis with a novel transfer learning experiment whereby
the feature extraction component in the lower-level module was transferred into a new
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image classifier to recognize additional cases of cell migration driven by the same cellular
mechanism.
Using this approach, we examined cell migrations in C. elegans embryogenesis [192].
The 3D, time-lapse images contained minimal labeling and annotation of cells where only
the position and size of cell nuclei were provided. The reward system consisted of a
global feedback (reaching destination in a specified time) and local rules compiled from
observational data to guide cell movement actions at each timestep, with the overall goal
to arrive at the destination within a specified time but not necessarily copying the observed
path. Our method revealed modular organization of cells during cell migration. Subsequent
imaging and genetic perturbations confirmed these modules as sequential formation of
multicellular rosettes involving the migrating cell and its neighbors, which is a novel
mechanism of cell migration that we term sequential rosettes. A new classifier created
through transfer learning successfully identified additional cases of cell migration driven by
sequential rosettes and distinguished those that are not, suggesting effective representation
of cell behaviors in HDRL. Our study demonstrated that HDRL can be used to form
informative models of dynamic cell behaviors with simple rules and a small observational
dataset, and to discover emergent features of cells and tissues without prior knowledge.

7.2
7.2.1

Design and scheme
Image data and setup for reinforcement learning

The images we studied were 3D, time-lapse images in which cells were labeled with a
ubiquitously expressed nuclear marker [187]. The nuclei were segmented and tracked in
order to obtain the information of nuclear sizes and positions over time [213, 193, 214].
We used the 3D, time-lapse images to create a reinforcement learning system (see the
Methods Section). Specifically, we treated the migrating cell of interest as a learning agent
and the other cells in the images as the environment. In order to construct this environment,
the positions of the environmental cells over time were cloned from the input image data.
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To further enhance the dynamic scenes of the environment, we increased the temporal
resolution by 10 fold, interpolating cell positions with small injection of randomness (see
the Methods Section). We then annotated elements in the environment that were key for
learning, namely a migration destination (a designated cell in the environment), subgoals
(cells selected from the environment), and neighbor relationship among cells at every time
point (Fig. 7.1(a), see also below).
For the migrating cell, its starting position was copied from the input image data, and
the subsequent positions over time were generated by the sequence of movement actions of
the agent. For simplicity, the migrating cell moved at a constant speed, which was estimated
as the average speed in observational images. The agent learned to choose the direction of
movement at each time point.

7.2.2

Reward construction

The rewards in our system consist of long-range and local feedback on cell movement
(Fig. 7.1(b)). The long-range feedback includes a global reward for reaching the specified
destination, as well as rewards for achieving each subgoal. The local feedback consists of
rules that are used to score cell movement at each timestep.
To develop the local rules, we assume that a period of directional movement of the
migrating cell is an indication of a directional net force acting on the cell; and that the
spatial configuration of cells around the migrating cell reflects the forces. Two models
were developed to serve as the local rules.
The first model is termed the Motion Model, which uses a convolutional neural network
(CNN) to call directional vs random movement at a given time point. The CNN was
trained on observational images that were labeled directional or random after considering
the correlation of the velocity vectors in a period of time. In order to focus the learning on
features of the local neighborhood, images were cropped to include only the migrating cell
and its direct neighbors.
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Figure 7.1: Concepts and design to model cell movement with HDRL. (a) A schematic
showing actors in cell movement modeling. Small circles represent cell nuclei in a tissue.
The migrating cell, subgoals, and other cells are colored red, green, and white, respectively.
Dashed circle indicates the current neighborhood of the migrating cell. The migrating cell
moves along the arrows towards the destination marked with a cyan star. (b) Architecture
and major components of the two-level HDRL used. Arrows indicate data flow between
components. Green bounding box indicates the input of the CNNs (feature extraction
component). Black bounding boxes indicate model components. Model inputs and outputs
are shown as text/symbols without bounding boxes (red indicates output). White and blue
CNNs indicate separate networks with their own parameters. (c) Architecture of the TMM.
The blue CNN indicates that it is transferred from the CNN of the lower-level module in
the HDRL framework in (b).
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The second model is termed the Neighbor Distance Model, which considers acceptable
minimal distance between neighboring cells. The distribution of such distances was
compiled from observational data.

7.2.3

HDRL for model formation

An HDRL with a two-level architecture was used to learn how to guide the migrating
cell to reach a given destination in time (Fig. 7.1(b), Table A.1). The lower- and higherlevel RL module each contains a policy network, which contains a CNN that serves as
the feature extraction component to learn features of the input image series, and a fullyconnected network that makes its actions on top of the CNN. Images of the entire embryo
were provided as input, allowing the system to learn features beyond the immediate vicinity
of the migrating cell. The policy network in the lower-level module uses the image features
projected from its CNN to generate suitable movement at each time point (direction of
movement with a quantal step size) to reach a given subgoal, while the higher-level policy
network uses the image features from its own CNN to select a sequence of subgoals for the
lower-level module.
We used the hierarchical Deep Q-Network (h-DQN) [198], which allows for flexible
subgoal specification, to integrate value functions based on the local and long-range
feedback. Subgoals were chosen from the annotated nuclei that are secondary neighbors of
the migrating cell (neighbor of a neighbor). For fast and stable learning, we chose a pair
of secondary neighbors at a time as a potential subgoal. A subgoal is considered achieved
if both cells become stable neighbors of the migrating cells that last over a certain time
period. Similarly, the final destination is considered achieved if the designated destination
cell becomes a stable neighbor of the migrating cell (Fig. 7.1(a)). Neighbor relationship
among cells is determined by a Neighbor Relationship Model [191] in real-time with a
fast random forest classifier that was trained to approximate Voronoi neighbors (see the
Methods Section).
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To gain more insights on the migration process, we collected all successful time
sequences of subgoals (Fig. 7.1(b)), as opposed to the typical single optimal sequence. For
each successful sequence, we also recorded the movement types (directional vs random) at
each timestep (Fig. 7.1(b)).

7.2.4

Deployment of learned model through transfer learning

We hypothesize that the CNN in the lower-level HDRL module constitutes an effective
model that represents the examined cell movement. To test this hypothesis and to exploit
the potential model for novel biology, we devised a transfer learning approach to create an
image-based classifier of cell movement types. Specifically, the CNN in the lower-level
HDRL module was fused to a fully connected network (Fig. 7.1(c)). This classifier, which
we termed the Transferred Motion Model (TMM), was trained on labeled observational
images of the same cell migration process analyzed by HDRL, with the CNN being fixed
to serve the purpose of testing the HDRL-trained CNN. The TMM was then tested on
images of other cell migration processes to determine whether or not they use the same
underlying mechanism as in the HDRL training case (and therefore share key cellular and
tissue features).

7.3

HDRL model formation in C. elegans embryogenesis

We applied our method to examine a cell migration event during C. elegans embryogenesis.
A cell named Cpaaa is born at the dorsal posterior side of the embryo and migrates
anteriorly around 15 minutes after its birth [59, 215]. Cpaaa intercalates in between two
rows of cells of the ABarp lineage. The migration ends when Cpaaa becomes the neighbor
of the ABarpaapp cell in about 25 minutes (Fig. 7.2(a)). Cpaaa is annotated as the migrating
cell, and ABarpaapp the destination.
As the input, embryos were imaged at 1 minute interval, and nuclei were segmented
and tracked as described [216]. The Motion Model and the Neighbor Distance Model were
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Figure 7.2: Modeling Cpaaa migration in C. elegans embryogenesis.(a) Micrographs of
C. elegans embryo showing the migration of Cpaaa. Dorsal view, anterior to the left (A,
anterior; P, posterior). Nuclei in green. Star indicates the ABarpaapp cell. Time 0 is the
birth of Cpaaa. (b) The annotated image at a time point during HDRL training. Red,
yellow, cyan and green indicate the migrating cell, subgoals, the destination and other cells
in the embryo, respectively. (c) The rewards generated over training epochs with different
rule settings. “HDRL” indicates HDRL training with the global feedback, subgoals, and
local feedback. “No subgoals” indicates DRL training with the global feedback and the
local feedback but no subgoals. “Local feedback” indicates training with only the local
feedback. The earned rewards were averaged based on five runs and the shaded regions
indicate one standard deviation. (d) Position of the migrating cell over time after training
with different rule settings. “Observational data” indicates Cpaaa migration in image series.
Lines represent the average of each group (20 runs for each rule setting and 10 wild-type
embryos for observational data) and shaded regions indicate one standard deviation. Time
0 is 15 minutes after the birth of Cpaaa.
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trained on 50 wild-type embryos [170]. For HDRL, the timestep was set at 6 seconds,
a 10 fold upsampling from the observational data. The environment was based on the
image series of a wild-type embryo. A typical successful scenario lasted around 250-300
timesteps. Through the simulation, HDRL thoroughly examined 120 scenarios (sequences
of potential subgoals) and identified a total of 21 successful scenarios.
When both the local and longer-term feedback were used, the migrating cell earned
meaningful rewards that guide cell movement through the learning process (Fig. 7.2(bc)). At the end of learning, the migration path of Cpaaa approximated the path in the
observational data (Figure 7.2(d)). In contrast, without using subgoals, the reward did
not increase over epochs and at the end of learning Cpaaa failed to move towards the
destination, demonstrating the power of using subgoals in HDRL. Similarly, with local
feedback alone, the system also failed to learn. While it is not surprising that the simple,
common-sense local rules compiled from observational data alone are not sufficient to
correctly direct cell movement, combination with the global feedback of destination allow
successful learning of cell movement.

7.4

HDRL reveals modular organization of Cpaaa migration

To better understand the successful scenarios of Cpaaa migration, we examined the
temporal pattern of directional movement and the set of subgoals.
In terms of the temporal pattern of directional movement, our HDRL reports the Cpaaa
movement type (directional as “1” and random as “0”) at each timestep. We smoothed the
sequence of movement types over a sliding window of 30 timesteps to calculate a value of
Movement Index (MI), which better illustrates sustained directional movement (Fig. A.1).
The mean MI of the 21 successful scenarios (Fig. 7.3(a)) revealed two phases of directional
movement, from minute 0 to 5 and from minute 15 to 22 after Cpaaa starts to migrate.
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Figure 7.3: Modular organization of Cpaaa movement in HDRL and 3D time-lapse
imaging.(a) The MI curve of successful migration scenarios. The average MI (black line)
with one standard deviation (shaded region) are shown. Green and blue lines indicate
the timing of achieving the first and second subgoal, respectively, where the vertical lines
indicate the average time and horizontal line one standard deviation. Red lines indicate
the timing of rosette formation identified from imaging experiments shown in (c). Time
0 is 15 minutes after the birth of Cpaaa. (b) The collection of all the subgoals in each
of the directional movement phases. The group of subgoals for the first phase includes
n1-n4 (green) and the group for the second phase n3-n6 (blue). Red circle, Cpaaa; cyan
star, ABarpaapp. (c) Micrographs of C. elegans embryo showing sequential rosettes during
Cpaaa migration. Dorsal view, anterior to the left (A, anterior; P, posterior). Nuclei in
green and cell membranes in red. Time 0 is 15 minute after the birth of Cpaaa. Dashed
lines encircle the eight cells involved. Arrows indicate the centers of three rosettes. Star:
ABarpaapp; n1: ABarppapp; n2: ABarppppa; n3: ABarppapa; n4: ABarpppap; n5:
ABarppaap; n6: ABarpppaa.
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The set of subgoals in the 21 successful scenarios also suggests a step-wise organization
of movement. Each of the 21 scenarios involved a sequence of two subgoals. All subgoals
consisted of the two rows of ABarp cells that Cpaaa migrates through in observational
data. For simplicity, these ABarp cells are denoted as n1-n6 (Fig. 7.3(b)). Among the 21
scenarios, the first subgoals involved n1-n4 (green in Fig. 7.3(b)) and the second subgoals
n3-n6 (blue in Fig. 7.3(b)). The two subgoals were achieved on average around minute 4.1
and 15.3, respectively, which correspond to the two phases of directional movement (green
and blue lines in Fig. 7.3(a)).

7.5

Collective behavior explains organization of cell movement

To better understand the modular organization of the Cpaaa movement, we performed twocolor 3D time-lapse imaging of embryogenesis with a broadly expressed cell membrane
marker to assess cell shape dynamics on top of the ubiquitously expressed histone marker
for cell tracking [216].
The images revealed a striking collective behavior of Cpaaa and its neighboring
cells to mediate its migrations (Fig. 7.3(c)). Specifically, Cpaaa forms a sequence of
multicellular rosettes with the ABarp cells during its migration (dashed region in Fig.
7.3(c)). Multicellular rosettes are recognized by morphology where 5 or more cells
converge to a point [217]. Three rosettes form over time with sequential edge contraction
and resolution events (arrowheads in Fig. 7.3(c)). The formation and resolution of each
rosette are correlated with Cpaaa movement anteriorly towards the ABarpaapp cell (star in
Fig. 7.3(c)), so that when the last rosette resolves Cpaaa forms contact with ABarpaapp
and stops migrating. The sequence of rosettes is stereotypical among embryos (n=6
embryos) in terms of the cell composition and timing of each rosette. The first one forms at
approximately minute 3 after Cpaaa starts to migrate, which involves Cpaaa and 4 ABarp
cells (n1-n4) and resolves around minute 6. The second rosette forms at approximately
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minute 11 involving Cpaaa and n3-n6. The third rosette forms at approximately minute 16,
involving Cpaaa, n4-n6, and the target cell ABarpaapp, and resolves by minute 22.
While the formation and resolution of multicellular rosettes are known to mediate cell
intercalation [217], the sequence of rosettes formed by Cpaaa and the ABarp cells is a
distinct form from the known cases. The known cases of rosettes occur in isolation in that
a rosette forms and resolves. In contrast, the sequence of rosettes involves overlapping
populations of cells and temporally coordinated order of edge contraction and resolution,
which indicates an additional level of coordination mechanism. We therefore term this
collective behavior as sequential rosettes.
The sequence of three rosettes naturally delineates the Cpaaa movement into three
steps that could explain the modular organization revealed by HDRL. The first rosette
corresponds to the first phase of directional movement revealed by HDRL in terms of
timing (minute 0 to 6 vs. minute 0 to 5) (Fig. 7.3(a)), and the set of subgoals (n1-n4)
corresponds to the cell composition of the first rosette (Cpaaa+n1-n4). The second and
third rosettes largely overlap in cell composition in terms of the ABarp cells (n3-n6 vs.
n4-n6), which correspond to the second subgoals (n3-n6). Timing of the second phase of
directional movement in the averaged MI curve (minute 15 to 22) overlaps with the end of
the second rosette (minute 11 to 15) and the third rosette (minute 16 to 22). The average
MI in the second phase shows increased variance, indicating heterogeneity of paths among
individual scenarios. Indeed, the MI curve of individual scenarios (Fig. A.1) shows peaks
whose timing corresponds to the second or the third rosette in a subset of scenarios.

7.6

Local cell-cell interactions underlie sequential rosettes

Rosette formation involves a group of neighboring cells. The stereotypical features of the
sequential rosettes in terms of cell composition and order of rosettes further indicate a
hypothesis where specific cell-cell interactions among appropriate cell types underlie the
dynamic behaviors. To test this hypothesis, we examined situations where the fates/types
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of the participating cells were perturbed. We analyzed two sets of perturbations where
RNAi/knockdown of genes changed the fate in different cells [154].
In the first set, the fate of Cpaaa and/or the ABarp cells were perturbed. Loss of
function/RNAi of the pal-1/Caudal gene, which encodes a conserved transcription factor
that activates the expression of other genes, abolishes the C fate but does not appear to
affect other lineages [154, 218]. In pal-1(RNAi) we found that Cpaaa failed to intercalate
into the ABarp cells and stayed where it was born (Fig. 7.4(a)), 6 out of 6 embryos). This
phenotype suggests that the C fate is required and rules out the possibility that the ABarp
cells are capable of pulling in any neighboring cells. The wwp-1 gene encodes a conserved
E3 ubiquitin ligase that marks specific protein targets for degradation. In the early C.
elegans embryo, wwp-1(RNAi) causes ectopic Notch signaling in the ABarp cell so that
the ABarp lineage adopts the fate of the ABalp lineage and produces neurons instead of
skin cells, but does not appear to affect the C lineage [154]. In wwp-1(RNAi) Cpaaa also
failed to intercalate into the ABarp cells (Fig. 7.4(b), 7 out of 7 embryos). This phenotype
suggests that the ABarp fates are required and rules out the possibility that the Cpaaa cell
is capable of engaging any neighboring cells for migration. We conclude that the Cpaaa
movement requires cell-cell recognition and specific interaction between Cpaaa and the
ABarp fates.
In the second set, the Cpaaa and ABarp cells were not affected but an ectopic set of
cells with the ABarp fates were produced next to Cpaaa. This situation was achieved by
RNAi of the glp-1/Notch gene, which encodes the receptor in the Notch signaling pathway.
In glp-1(RNAi) the ABprp cells adopted the ABarp fates (red dashed circle, Fig. 7.4(c), 5
out of 7 embryos) [154]. In 2 out of the 5 embryos where ABprp cells adopted the ABarp
fates, Cpaaa migrated normally and intercalated into the ABarp cells. In the remaining 3
embryos, Cpaaa intercalated between the ABarp and ABprp cells. Interestingly, the ABprp
cells involved are the corresponding cells as in the wild-type ABarp cells in terms of lineage
identity (7.4 legend).
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Figure 7.4: Migration of Cpaaa upon genetic perturbations.Micrographs of C. elegans
embryo. See Fig. 7.2(a) for convention. White star marks the destination in the wild
type (ABarpaapp). White dashed circles mark the ABarp cells involved. For n1-6, see Fig.
7.3. Red star, dashed circles and n’ mark cells in the ABprp lineage that have adopted the
corresponding ABarp fates. Time 0 is 15 minutes after the birth of Cpaaa. (a) A pal-1
(RNAi) embryo. (b) A wwp-1 (RNAi) embryo. (c) A glp-1 (RNAi) embryo. Red star:
ABprpaapp; n’1: ABprppapp, n’3: ABprppapa, n’5: ABprppaap,. Note that the wildtype destination (ABarpaapp) is on the dorsal side of the plane shown and the white star
indicates the projection of ABarpaapp position on the plane shown. n1/3/5 in the ABarp
lineage are also on the dorsal side and not shown.

139

Taken together, these perturbations support the notion that local interactions among
specific cells give rise to the emergent collective cell behaviors of rosette formation and
cell migration.

7.7

Transfer learning from HDRL distinguishes movement patterns

The above results established sequential rosettes as a novel mechanism that underlies
the migration of Cpaaa. Intriguingly, while HDRL was not aware of this mechanism,
the emergent features from HDRL, namely the set of subgoals and phases of directional
movement, closely reflects the collective cell behavior of rosette formation. In this section,
we further examine to what extent the HDRL-trained CNN provides a model for rosettebased cell migration.
As outlined in Fig. 7.1(c), the CNN of the lower-level HDRL module was connected
to a fully-connected neural network in order to create the TMM and classify if a cell
movement is based on sequential rosettes or not. The TMM was first trained to classify
the movement type of Cpaaa, with the transferred CNN being fixed. The training data
was the same set of embryos used to train the Motion Model. The TMM was trained and
tested on images of the whole embryo, because the transferred CNN was trained on whole
embryo images during HDRL model formation. In contrast, the Motion Model was trained
on cropped images that contained just the local neighborhood of the migrating cell. For
comparison, it was tested on both cropped and whole images. Directional movement of
Cpaaa was labeled as rosette-based movement and random movement of Cpaaa as non
rosette-based movement.
The TMM significantly outperformed the Motion Model for classifying Cpaaa movement (Fig. 7.5(a)). With the same training/testing split (see Methods), the average test
accuracy of the TMM reached over 90%. The accuracy for the Motion Model, when using
cropped images, averaged over 80%. When whole embryo images were used, the accuracy
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Figure 7.5: Validation and characterization of the TMM.(a) Test accuracy of the TMM
and the Motion Model (MM). (b) The MI curve from the TMM in four embryos that
were not included in the training set. (c) Example input images and the corresponding
summary feature maps of the TMM at an early and a late time point of Cpaaa migration
in three embryos. Input images on the left and feature maps on the right. For images,
red shows nucleus of Cpaaa and green other cells. For feature maps, colors represent
the value at each pixel of the summary map. Warmer color represents higher value. (d)
Isocontour representation of the aggregated value of feature maps across embryos and time
points. Closed blue circle marks the position of the migrating cell. Red asterisk marks
the isocontour. The bottom inset shows a schematic of the migrating cell (shaded blue),
current rosette neighbors (white cells in blue circle) as well as the other neighbors of the
previous (yellow) and the next (red) rosette. (e) Upper panels: example ablated input image
from Embryo 1 after ablating Cpaaa or Cpaaa’s neighbors. White open circles marked the
positions of the ablated cells. Lower panels: the corresponding summary difference map
that shows changes in the summary feature map. (f) The ratio of overlapped area between
the effective areas and the ablated cells to the effective area among a total of 74 timesteps
in three embryos. See also Fig. A.4 for underlying data.
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for the Motion Model dropped to below 70%. These results demonstrate the effectiveness
of HDRL-based training of the CNN.
We further tested the TMM on Cpaaa movement using 3 embryos that were not in the
training set. Without any further fine-tuning, the TMM successfully revealed the phases of
rosette-based movement in the MI plots for each of the 3 embryos (Fig. 7.5(b)).
We then asked how the HDRL-trained CNN may have captured the features of rosettebased cell migration. To this end, we examined the feature maps generated for the 3
embryos used as the test set in Fig. 7.5(b). At each time point, the CNN generated 64
feature maps that were 8x8 (Fig. A.2). We also summed the 64 maps as a summary for
the time point (Fig. 7.5(c)). These summary maps as well as many of the individual maps
appear to highlight the shape and size of the embryo, the position of the migrating cell,
as well as the neighboring cells in the direction of migration regardless of the overall
orientation of the embryo. For a more quantitative analysis of these observations, we
aligned the summary maps (of representative time points at the early, middle, and late
stages of migration in each embryo) by the position of the migrating cell and the migration
direction, and up-sampled the 8x8 summary maps to the original resolution of the input
microscopic images. We further aggregated the upsampled maps of the 3 embryos and
created an isocontour plot to summarize the activation levels relative to the migrating cell
(Fig. 7.5(d)). Notably, an isocontour encircles approximately 150 × 100 pixels around
the migrating cell (red asterisk in Fig. 7.5(d)), which is spatially correlated to an area
containing the migrating cell and its rosette neighbors, as well as the neighbors participating
in the previous and the next rosette, respectively (bottom inset in Fig. 7.5(d)). Thus,
the highest level of activation among the feature maps is correlated to the position of the
migrating cell and its neighbors.
To further test if the CNN responds to the migrating cell and its neighbors, we
conducted two ablation experiments. Specifically, we removed the migrating cell (Cpaaa)
or its neighbor cells from the input images and examined the changes in the feature maps.
Each embryo at each time point produced 64 feature maps and 64 difference maps between
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the corresponding feature maps from the original and the ablated input images (Fig. A.3).
The 64 difference maps at each timestep were summed into a summary difference map for
further analysis (Fig. 7.5(e)). We focused on the pixels in a summary difference map with
significant differences (see the Methods Section), which we refer to as the effective area,
and asked how well the effective areas overlap with the ablated cells spatially. Across a
total of 74 timesteps in 3 embryos, 97-100% of the pixels in the effective areas overlaps
with Cpaaa when Cpaaa was ablated and 88-97% of pixels in the effective area overlaps
with the neighbor cells when neighbor cells were ablated (Fig. 7.5(f) and Fig. A.4). These
results show that the CNN responds to the migrating cell and its neighbors and that these
cells contribute largely locally to the feature maps in their corresponding spatial area.
Finally, to test if the HDRL-trained CNN provides an effective model for rosettebased cell migration, we applied the TMM, which was trained on the Cpaaa cell, to
classify other long-range cell migrations in C. elegans embryogenesis. Based on the
documentation of long-range migrations in the literature [192], we focused on two cells
with the largest migration distance, namely mu int R and CANL. Both of these migrations
occur approximately 3.5 hours later than Cpaaa (500-cell stage vs. 150-cell stage) (Fig
7.6(a-b)), with a smaller average cell size and a higher cell density. The global direction of
these migrations is from the anterior to posterior, opposite to that of Cpaaa. As such, these
migrations present different embryonic and cellular characteristics than Cpaaa.
The MI curves generated by the TMM showed different modes of movement for
these two cells.

For mu int R (Fig.

7.6(c), n=2 embryos), the MI curve predicted

multiple phases of rosette-based movement. In contrast, the movements of CANL were
not recognized as rosette-based (Fig. 7.6(d), n=2 embryos), indicating different underlying
features/mechanisms than those of Cpaaa.
Subsequent imaging with a cell membrane marker (Fig. 7.6(e)) revealed that mu int R
migration is indeed mediated by sequential rosettes, while CANL is not. Specifically,
for mu int R we found a sequence of five rosettes during its migration, occurring at
approximately 34, 40, 56, 66, and 74 minutes after the birth of mu int R. The timing of
these rosettes corresponds to the phases of high MI (red lines in Fig. 7.6(c)). On the other
143

a

b

c

d

e

Figure 7.6: TMM classification and 3D time-lapse imaging of mu int R and CANL
migration. (a,b) Micrographs of C. elegans embryo showing the migration of mu int R
(a) and CANL (b). See Fig. 7.2(a) for convention. Time 0 is the birth of mu int R and
CANL, respectively. (c,d) The MI curve from the TMM over mu int R (c) and CANL (d)
migration in two embryos. Time 0 is the birth of mu int R and CANL, respectively. Red
lines indicate the timing of rosette formation identified from imaging experiments shown
in (e). (e) Micrograph of C. elegans embryo showing sequential rosettes during mu int R
(marked by “mu”) migration. Dorsal view, anterior to the left. Nuclei in green and cell
membranes in red. The dash lines show the contour of rosettes. The arrows indicate rosette
centers. Time 0 is the birth of mu int R.
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hand, we did not find rosettes during CANL migration. Previous studies imaging CANL
migration suggested that CANL migrates by generating lamellipodia at the leading edge
as in the canonical mechanism of cell migration [219]. These results, in which the TMM
is capable of distinguishing migration driven by sequential rosettes from those driven by
other mechanisms, suggest that the HDRL-trained CNN provides an effective model for
rosette-based cell migration.

7.8

Discussion

Our study presents a data-driven approach to use deep learning to uncover novel biology
from images. Essentially, we showed that DRL can be used to form models of unknown
cellular behaviors and inspire experimental investigations. Ultimately, our study revealed a
previously unknown mechanism of cell migration, which we termed sequential rosettes.
In order for DRL to form a model of a dynamic cell behavior without prior knowledge,
we used CNNs as the feature extraction component of the policy networks to examine the
images for the environment of the migrating cell. As demonstrated, after learning the CNN
in the lower-level module successfully represented the underlying collective cell behavior:
in additional cases of cell migration that it had not seen, the model was able to successfully
distinguish sequential rosette-based migration from others. While it is technically difficult
to explain how the neural network may encode the cell behaviors, high activation in the
feature maps appears to be correlated with past, current, and future neighboring cells that
form rosettes with the migrating cell. Furthermore, as shown in the test cases, this model
seems insensitive to the orientation and scale of rosettes relative to the images despite
limited training data, which speaks to the advantages of CNNs for image representation.
By focusing on model formation, our study emphasizes a different perspective to DRL.
Conventionally, DRL is used as a generative model to perform new tasks of the same
or related nature, be it game playing or robotic manipulation. However, in biological
experiments including imaging, the typical challenge is post hoc interpretation of the
observations, where the first question is whether an observation can be readily explained by
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known mechanisms. In such a setting, classifiers are in demand. In this regard, we showed
that after DRL training the feature extraction component in the policy network can be
directly transferred to create a classifier. This approach essentially treats DRL as a rewardguided, unsupervised training platform for model formation. To our best knowledge, it is
the first time that the feature extraction component of the policy network of DRL is used
for transfer learning to perform other tasks.
Our study also demonstrated HDRL as a powerful form of DRL for biology. HDRL
showed superior capability of learning and model formation with a small training set,
minimal labeling, and simple common sense rules/constraints. In theory, with large training
data and practically unlimited computing power for simulation, DRL is capable of learning
complex processes without the greedy approach in HDRL to reduce search space. However,
such results are often not achievable. For example, in a conceptually similar problem
of maze navigation, the model to represent the current position needed to be trained
separately with supervised learning in order to achieve a multi-scale representation of space
and successful navigation [220]. Alternatively, a greedy reward imitating a molecular
gradient of guidance was used to achieve long-range cell migration [59]. In contrast, in
this study, HDRL achieved unsupervised model formation without a strong assumption of
the underlying biological mechanism, which meets the typical situation of biological data
analysis, that is, with partial knowledge and potential for novel biology.
As such HDRL may be used broadly to study different dynamic biological processes
and serve different biological questions. For example, with appropriate markers/reporters
for imaging, one could examine proliferation patterns, gene expression dynamics, or
neuronal activities. However, each problem would require one to carefully define the
space/dimensions of the dynamic process (e.g., reporter level on top of (x,y,z,t)) and select
biologically meaningful subgoals. More broadly, modeling a dynamic biological process
as a sequence of actions in a multi-dimensional space is not limited to image-based data.
However, it may not be obvious what the right type of subgoals is for every question.
Furthermore, in terms of data, while HDRL reduces the amount of data needed, it may still
not be trivial to label the amount of data required. For more complex questions it may still
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not be practical to obtain enough data experimentally. Nevertheless, as demonstrated in our
study HDRL offers an intriguing approach to exploit deep learning for cell behaviors and
dynamic biological processes.

7.9
7.9.1

Methods
Observational dataset and annotation

The observational data in our modeling system are 3D, time-lapse images in which cells are
labeled with a ubiquitous nuclear marker. The size and location of each nucleus over time
were extracted based on segmentation and tracking of the nuclei [213, 193, 214]. For RL,
we used binary images to present the information: each nucleus was represented by a sphere
of specified position and size (circular discs on different z planes). The binary images were
further annotated with different colors to represent key information: a migrating cell of
interest (red), a migration destination (cyan), cells selected as the subgoal (yellow) and all
other cells (green). A stack of five planes centered on the migrating cell was used as the
input images to the different components in our system.

7.9.2

Reinforcement learning system setup

Time interval in RL was set at 1/10 of that in the observational data. The locations of
the environmental cells were derived from observational data with a 10-fold upsampling
of temporal resolution and linear interpolation of cell positions. For each interpolated
position, a small randomness nl was ingested based on a normal distribution nl ∼ N (0, 0.5)
with the average value and standard deviation set to 0 and 0.5 pixels. The migrating cell
(RL agent) was designed to move at an average speed v (obtained from the observational
data) in one of possible directions in a discrete 3D space. To enhance the robustness of
RL agent movement decisions, a small randomness nv was ingested to the speed based
on a normal distribution whose standard deviation was set to 10% of the average speed
nv ∼ N (0, 0.1v).
147

7.9.3

Neighbor relationship model

The Neighbor Relationship Model fn = {0, 1} determines whether two cells are neighbors
of each other based on the Voronoi diagram using the center of each nucleus. The Voronoi
neighbor relationship is approximated based on a set of criteria as described in the previous
work [191]. Denote ca and cb the feature vectors of cell a and b, then fn (ca , cb ) = 1 if a
and b are neighbors otherwise 0. A random forest classifier was trained as the Neighbor
Relationship Model based on over 940,000 true Voronoi neighbors/non-neighbors during
C. elegans embryogenesis. This model achieved real-time classification during HDRL,
processing a pair of cells in approximately 0.0002 seconds with 99.6% accuracy.

7.9.4

Motion model

The Motion Model was implemented to classify the movement type (directional vs.
random) of the migrating cell at a given moment.
Dataset. The dataset to train the Motion Model was established by manually labeling
50 wild-type C. elegans embryos. A time window covering the lifespan of the Cpaaa cell in
each embryo, approximately 25 time points per embryo, were manually labelled by authors,
using Acetree to observe the movement pattern of the migrating cell. The correlation
between the movement direction of the migrating cell in 5 timesteps was assessed. A time
point was labeled as 1 for directional movement and 0 for random movement. As the input
of the neural network, the labeled images x, centered at the migrating cell, were cropped to
include its neighbors (with a size of x ∈ R(128×128) ). 85% of the labeled data was used as
the training set and the rest as the test set.
Neural network architecture. An AlexNet style CNN fm was used as the classifier,
which consists of five convolutional layers followed by a ReLU activation layer after each.
A maxpooling layer was implemented for the purpose of downsampling after the first,
second, and fifth convolutional layers. The convolutional layers were followed with three
fully connected layers and the output of the neural network was a binary call on the two
movement types fm (x) ∈ {0, 1}.
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Training strategy. The neural network converged (training loss and accuracy) around
40 epochs, with an Adam optimizer, a mini-batch size of 10, and a learning rate of 0.003.

7.9.5

Neighbor distance model

The Neighbor Distance Model was designed to evaluate the likelihood of a spatial
distribution among a given group of cells. We used the level of pairwise cell overlap as
the basis of the evaluation. Specifically, the level of overlap C between a pair of cells was
calculated as the ratio between the distance of the two cells and the sum of their radii. The
radii of cells were estimated based on the embryo volume, the total number of cells in the
embryo, and each cell’s lineage identity as previously described [191].
Ground truth of cell spatial distribution. The ground truth of the cell overlapping
levels was collected from 50 wild-type embryos. We computed a probability density
function of overlapping levels (Fig. A.5) and found that all the overlapping values were
between α = 0.3 and β = 0.8.
Spatial distribution evaluation.

At a given simulation step, we evaluated the

spatial distribution among the migrating cell and its neighbors by evaluating the level of
overlapping between the migrating cell and each of its neighbors. A pairwise overlapping
level less than α was considered “completely acceptable” and given a reward of 0. A
pairwise overlap level greater than β was considered “completely unacceptable” and given
a reward of −∞. For an overlapping level between α and β, the reward rni was set as a
negative value of the cumulative distribution function of the overlapping value between cell
i and the migrating cell FC (c) = P (C ≤ c) from the ground truth (Fig. A.5), leading to a
reward ranging from [0, −1):

rn =













0 c≤α
−FC (c) α ≤ c ≤ β
−∞ β ≤ c
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7.9.6

HDRL model architecture and parameters

We developed a two-level HDRL model using h-DQN [198].
Higher-level module
Network architecture. The higher-level module contains a policy network fph and a CNN
ffh . The policy network is a fully connected layer, which takes the feature vectors from
the CNN to select the current subgoal fph (vah ) = i ∈ {0, 1, · · · , Ns }, where Ns is the total
number of subgoal candidates. The CNN contains two convolutional layers (see Table A.1),
which extracts feature vectors vah from the annotated images xha of the current time point
ffh (xha ) = vah .
Input and output. The higher-level module took the annotated image stacks as the
input. The size of the entire embryo is around 250-300 pixels. We resized the input images
to 128x128. The neural network produced a pair of cells as the potential subgoal, which
was sent to the lower-level module. The subgoals were selected from a candidate pool S
that contains the secondary neighbors of the migrating cell (neighbor of a neighbor), which
were determined by the Neighbor Relationship Model fn . S = {(x, y) : fn (cm , ci ) =
1, fn (ci , cz ) = 1, fn (cm , cx ) × fn (cm , cy ) = 0, for all i and z = (x or y)}, where cm is the
feature vector of the migrating cell (m) and m ̸= i ̸= x ̸= y. ci is the feature vectors
of the first neighbor cells (i). cz=(x or y) is the feature vectors of the cells (z) that is the
neighbor of the first neighbor cells (i). The number of subgoals was not predefined in our
study, however, in our implementation, the total number of subgoals in a scenario cannot
go beyond 3 because of the secondary neighbor rule during the training.
Rewards. The rewards for achieving a subgoal and the final destination were set to 10
and 100, respectively.
Hyperparameters. The network was trained with an Adam optimizer, a batch size of
128, and a learning rate of 0.0001. A replay buffer with a size of 128 was used and training
samples were stored and randomly sampled from the buffer to train the network. Similar
to the previous study [108], a target network was used to stabilize the training process and
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its parameters were copied from the network of the higher-level module every 20 epochs.
The reward discount factor γ was set to 0.8 and the ϵ-greedy factor was set to 0.95. The
network was trained for 300 epochs.
Lower-level module
Network architecture. The CNN ffl in the lower-level module has the same architecture
as in the higher-level module. The policy network fpl is a fully connected layer, which
takes the feature vectors val from the CNN to select the current atomic movement action
ffl (xla ) = val , fpl (val ) = i ∈ {0, 1, · · · , Na }, where xla is the input images stacks and Na is
the total number of atomic movement actions.
Input and output. The lower-level module took the annotated image stacks, as
described in the higher-level module, with the subgoal from the higher-level module
marked with yellow as the input. The output of the module was the atomic movement
action from one of the eight directions of action in the XY -plane with 45 degrees between
each of them. The quantal step size of the movement was fixed to the average value of
step size of the migrating cell and its neighbors during the migration process with the
observational data.
Rewards. The lower-level module took rewards from both the local and the longrange feedback. The local feedback consisted of two parts: (1) a reward RN according to
the distribution of the normalized distance between the migrating cell and its neighbors
outputted by the Neighbor Distance Model (see Neighbor Distance Model), and (2) a
reward RM , which equals to 1 if the current situation is classified as a directional movement
by the Motion Model otherwise 0. For the long-range feedback, when the subgoal is
achieved, i.e., the migrating cell becomes a stable neighbor of the subgoal cells for 15
timesteps, a reward RL , which equals to 10 was given. The total reward R is represented as
R = Rn + RM + RL .
Hyperparameters. The network was trained with an Adam optimizer, a batch size of
32, and a learning rate of 0.00002. The replay buffer contained 4000 samples and the target
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network was updated every 1000 iterations. The reward discount factor γ was set to 0.98
and the ϵ-greedy factor was set to 0.9.

7.9.7

Transferred motion model

The Transferred Motion Model ft = {0, 1} was designed to classify the movement type
(rosette-based vs. non-rosette-based movements) discovered in the Cpaaa migration. It
contained a fully-connected neural network and the CNN, transferred from the trained
lower-level HDRL module ffl .
Dataset. The image stacks used to train the TMM, the labeling and the training/test
data split strategies are the same as those in the Motion Model. The input of the TMM is
the whole embryonic image stack (see Higher-level module’s input) rather than the cropped
images (see Motion Model’s input).
Neural network architecture. The TMM consists of two parts: (1) two convolutional
layers transferred from the lower-level HDRL module with the trained parameters, and (2)
three fully connected layers following the convolutional layers with randomly initialized
weights.
Training strategy. During the training of TMM, the weights in the convolutional layers
were frozen and only the weights of the fully connected layers were allowed to update.
The training loss and accuracy of the TMM converged around 40 epochs, with an Adam
optimizer, a mini-batch size of 10, and a learning rate of 0.0001.

7.9.8

Analysis of feature maps

Ablation experiments were performed as follows.
Ablated input image. An ablated input image xa ∈ R(128×128) was generated by
removing the cell(s) of interest (Cpaaa or its neighbor cells) during the input image
generating process. All the ablated Cpaaa’s neighbor cells were identified by the neighbor
relationship model.
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Summary feature/difference maps.

All the feature maps Fi ∈ R(8×8) , i =

1, 2, · · · , Ni (where Ni is the total number of feature maps) for ablation experiments
were generated from the CNN in TMM (see Main text) on observational timesteps.
At each timestep, we summed all 64 individual feature/difference maps to a summary
P
feature/difference map F = 64
i=1 Fi (Fig. 7.5(e)).
Effective area.

At a given timestep of an embryo, all pixels of the summary

difference maps were classified into two categories according to the intensity using Kmeans unsupervised clustering with K = 2. Pixels in the cluster with the higher intensity
are referred as the effective area. The number of pixels in the effective area of the summary
difference map at each timestep in three embryos were also recorded (Fig. A.4).
Ablated cell area. Ablated cell area was defined as the area in feature maps that
spatially corresponds to the ablated cell(s) at a given timestep of an embryo. It was
calculated from ablated cell’s location and its radii in the input image (see Neighbor
Distance Model). Specifically, four bounding box locations (x, y) of each ablated cell
in the input image were first downscaled by multiplying (8/128, 8/128) and then rounded
it down to get the mapped pixel(s) in the feature maps. Ablated cell area was obtained by
aggregating all the mapped pixels of ablated cells at a given timestep of an embryo.

7.9.9

Microscopy, cell tracking and visualization

C. elegans culture, microscopy, and cell lineage tracing were performed as previously
described [216]. C. elegans strains used in this study: BV24 (ltIs44 [pie-1p::mCherry::PH
(PLC1delta1) + unc-119(+)] zuIs178 [his-72p (1kb)::his-72::SRPVAT::GFP::his-72 3UTR
+ unc-119(+)] V) (for Cpaaa); and DCR4318 (olaex2540 [Punc-33 PHD GFP unc54,
Punc-122 RFP]; ujIs113) (for mu int R and CANL). The movies of movement of Cpaaa,
mu int R, and CANL were generated by the WormGUIDES software [166] from cell
tracking of a real embryo, which facilitates the visualization of spatiotemporal dynamics of
selected cells in C. elegans embryos using 3D rendering.
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7.9.10

Characterization of Cpaaa migration paths

The Cpaaa migration paths were represented as a timeplot of the distance between Cpaaa
and the target cell (ABarpaapp). The migration paths among a given group of embryos
were represented as a timeplot of the average migration path with one standard deviation.
For paths in the observational data, a temporal alignment was applied in order to minimize
the temporal variation of cell birth and migration events among embryos. Specifically, the
middle point between the maximal and minimal distance in each migration path was used
to identify a reference time point. All migration paths were aligned by the reference time
point before calculating the average path and standard deviation.

7.10

Conclusion

In this chapter, we used hierarchical deep reinforcement learning (HDRL), known for
multiscale learning and data efficiency, to examine cell migrations based on images with
ubiquitous nuclear label and simple rules formulated from empirical statistics of the
images. We applied the proposed framework to C. elegans embryogenesis and HDRL
reveals a multi-phase, modular organization of cell movement. Imaging with additional
cellular markers confirms the modular organization as a novel migration mechanism,
which we term sequential rosettes. Furthermore, HDRL forms a transferable model that
successfully differentiates sequential rosettes-based migration from others. Our study
demonstrates a powerful and efficient approach to infer the underlying biology from timelapse imaging without prior knowledge.
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Chapter 8
Discussion, Conclusion, and Future
Work
In this dissertation, we introduce (1) a new network pruning approach from the perspective
of structural redundancy reduction to improve the performance of compact neural networks,
(2) a knowledge distillation approach when the training samples are not accessible, and the
black-box pre-trained teacher only returns hard labels, and (3) how to use hierarchical deep
reinforcement learning for efficient modeling of cell migration. We believe that these work
provides inspirations on how to design efficient models on various kinds of tasks.
There are some future work that can be investigated to further improve the proposed
approaches.
Network pruning. In our network pruning approach, the graph establishment is an
important part. Now the the proposed approach relies on an manual selection of the
threshold to determine the edge connections in the graph, which is not flexible. An
automatic approach can be investigated to search the proper threshold that can build proper
graphs via some search algorithms. Further more, it is also worth evaluating the proposed
approach on more complicated tasks, such as object detection and image synthesis.
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Knowledge distillation. We introduced KD from a decision-based black-box teacher
for the first time. Our study motivated a new line of research on KD, in which the blackbox teacher only returns top-1 classes. It is a much more challenging scenario because the
class probabilities of the training samples need to be constructed by iteratively querying
from the DB3 teacher. With the training set accessible, our DB3KD achieved competitive
performance on FLOWERS102, in which samples largely overlap with ImageNet. We
believe that DB3KD can work effectively on large-scale datasets. With the training samples
not available, like most of the existing works, a large amount of computing resource is
required for pseudo sample generation, making zero-shot KD hard to accomplish with
large-scale datasets. With a DB3 teacher, even more iterations are needed compared to
learning from a white-box model. Although we proposed the first principled solution, we
hope it helps to raise attention in this area and promote efficient approaches.
Cell migration modeling with deep reinforcement learning. Our study has shown
that deep reinforcement learning as a powerful tool to model cell migration procedures.
In our study, a single cell is trained to learning its optimal migration path under predefined regulatory mechanisms. Since the developmental process contains many cells in
the system, it is worth investigating training multiple cells at the same time to discover
there collaborative behavior patterns with multi-agent reinforcement learning.
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Appendix A
Supplement for Chapter 7
A.1

Architecture of the CNN and the policy network in
HDRL

The network architecture used as our models are shown in Table A.1.

A.2

MI curves of the successful migration scenarios using
the Motion Model

The MI curve of individual scenarios (21 in total) are presented in Fig. A.1.

A.3

Feature maps of Cpaaa migration at one of the early
migration timesteps

The feature maps extracted from the policy network at one of the early migration timesteps
are presented in Fig. A.2.
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Table A.1: Architecture of the CNN and the policy network in HDRL.

CNN
policy
network

Layer
index
1
2
3
4
5

Layer
type
Convolution
Maxpoling
Convolution
Maxpooling
Fully
connected

Number of
filters
32
64
Number of
subgoals
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Kernel
size
5x5
2x2
3x3
2x2
-

Stride

Padding

Activation

4
2
1
2

2
0
1
0

ReLu
Relu
-

-

-

-

Figure A.1: MI curves of the successful migration scenarios using the Motion Model.
Green and blue dashed lines indicate the time when the first and second potential subgoals
(ABarp cells) are reached.
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Figure A.2: Feature maps of Cpaaa migration at one of the early migration timesteps in
Embryos 1 (a), 2 (b), and 3 (c). Yellow represents highest pixel value and black lowest. All
the maps reveal the size and orientation of the corresponding embryo. The yellow spots in
half of the feature maps (32-39 out of 64) indicate the location of the migrating cell.
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Figure A.3: Examples of individual difference maps at a single timestep. Each of the 64
difference maps is shown for an ablation experiment after ablating Cpaaa (a) and Cpaaa’s
neighbor cells (b).
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A.4

Examples of individual difference maps at a single
timestep

Examples of individual difference maps (the difference between the original feature maps
and those after ablating certain cells) are presented in Fig. A.3.

A.5

The number of pixels in the effective area of the
summary difference map at each timestep in three
embryos

The number of pixels in the effective area of the summary difference map at each timestep
are presented in Fig. A.4.

A.6

Distribution for normalized minimal distance between
neighbor cells

Distribution for normalized minimal distance between neighbor cells are presented in Fig.
A.5.
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Figure A.4: The number of pixels in the effective area of the summary difference map at
each timestep in three embryos. Bars colored with blue/red represent the number of pixels
where the ablated cells overlapped/not overlapped with the effective area.
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Figure A.5: Distribution for normalized minimal distance between neighbor cells. Statistics
compiled from a collection of 50 wild-type embryos. X-axis indicates the level of cell
overlapping. α = 0.3 and β = 0.8 indicate the completely acceptable/unacceptable
overlapping values, respectively.
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