Lattice modulation spectroscopy of one-dimensional quantum
  gases:Universal scaling of the absorbed energy by Citro, Roberta et al.
Lattice modulation spectroscopy of one-dimensional quantum gases:
Universal scaling of the absorbed energy
R. Citro,1, 2 E. Demler,3 T. Giamarchi,4 M. Knap,5, 6 and E. Orignac7
1Dipartimento di Fisica ”E.R. Caianiello”, Universita` degli Studi di Salerno and CNR-SPIN c/o University of Salerno,
Via Giovanni Paolo II, 132, I-84084 Fisciano (Sa), Italy
2INFN, Sezione di Napoli, Gruppo collegato di Salerno, I-84084 Fisciano (SA), Italy
3Department of Physics, Harvard University, USA
4DQMP, University of Geneva, 24 Quai Ernest-Ansermet, CH-1211 Geneva, Switzerland
5Department of Physics and Institute for Advanced Study,
Technical University of Munich, 85748 Garching, Germany
6Munich Center for Quantum Science and Technology (MCQST), Schellingstr. 4, D-80799 Mu¨nchen, Germany
7University of Lyon, Ens de Lyon, University Claude Bernard,
CNRS, Laboratoire de Physique, F-69342 Lyon, France
Lattice modulation spectroscopy is a powerful tool for probing low-energy excitations of inter-
acting many-body systems. By means of bosonization we analyze the absorbed power in a one
dimensional interacting quantum gas of bosons or fermions, subjected to a periodic drive of the
optical lattice. For these Tomonaga Luttinger liquids we find a universal ω3 scaling of the absorbed
power, that at very low-frequency turns into an ω2 scaling when scattering processes at the bound-
ary of the system are taken into account. We confirm this behavior numerically by simulations
based on time-dependent matrix product states. Furthermore, in the presence of impurities, the
theory predicts an ω2 bulk scaling. While typical response functions of Tomonaga Luttinger liquids
are characterized by exponents that depend on the interaction strength, modulation spectroscopy
of cold atoms leads to a universal powerlaw exponent of the absorbed power. Our findings can be
readily demonstrated in ultracold atoms in optical lattices with current experimental technology.
I. INTRODUCTION
Cold atomic systems offer an unprecedented level of
control on the properties of interacting quantum systems
[1, 2], and allow for the realization of a plethora of novel
phases and phenomena that were previously inaccessible
in other experiments. They have given access to the “ex-
perimental solution” of certain models, and hence can be
referred to as quantum simulators. Among those phe-
nomena, one paradigmatic example for bosons on a lat-
tice is the transition between a superfluid and Mott insu-
lator state. Such a transition was successfully observed
in three-dimension (3D) [3], 2D [4], and in 1D [5, 6]. For
the latter, the transition is found to be in the univer-
sality class of the Berezinskii-Kosterlitz-Thouless transi-
tions. Cold atoms have thus provided a remarkable way
for testing the universal properties of such models.
In order to analyze quantitatively the properties of the
correlated phases and the transitions between them, it is
important to develop a detailed understanding of differ-
ent experimental probes. Among them is lattice modu-
lation spectroscopy [7]. This technique consists of modu-
lating the amplitude [8–10] or the phase [11, 12] of the op-
tical lattice in which the atoms are trapped. After some
time, the energy deposited in the system or the number
of doubly occupied states are measured to characterize
the underlying state [13, 14]. In general, driving of the
hopping energy provides a novel form of Floquet engi-
neering, which enables atypical Hamiltonians and exotic
states of matter to be produced and controlled [15, 16].
For bosons this probe can determine energy gaps and
thus locate the Mott-to-superfluid transition [5–7]. More-
over, specific modes of the superfluid such as the Higgs
mode could be excited, [4] which is expected to occur in
3D and 2D superfluids.
Despite this effort, several questions remain to be in-
vestigated for bosons and fermions in 1D. For these sys-
tems, a symmetry-broken state cannot exist because of
strong phase fluctuations even at zero temperature [17].
Hence, only quasi-long range order can exist as charac-
terized by a powerlaw decay of the certain correlation
functions. This result is part of the more general prop-
erties of Tomonaga-Luttinger liquids (TLL) that are ex-
pected to describe most of the interacting 1D quantum
problems [17, 18]. Given the absence of true long-range
superfluid order one may wonder whether the response
to shaking, in a one dimensional bosonic system would
also show traces of a Higgs mode as in higher dimensions
[4]. More generally this prompts for an analysis of the
response to shaking of a one-dimensional TLL.
In the present paper we perform such an analysis, both
in the gapless (superfluid) and gapped phase (Mott in-
sulator). Using a combination of field theoretical and
numerical Matrix Product State (MPS) techniques we
obtain the response of the system to the shaking of the
optical lattice. We find that this response is a powerlaw
of the shaking frequency, with a universal exponent. This
is quite remarkable in view of the fact that the TLL is
normally characterized by responses which show nonuni-
versal powerlaw behavior, with exponents depending on
the interaction strength. The choice of modulating the
amplitude of the optical lattice is important. Would one
modulate the phase instead, the conductivity would be
obtained [11] (as periodic phase modulation translates
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2to a periodic force), yielding non-universal exponents,
while the amplitude modulation modifies the tunneling
and consequently the kinetic energy of the system.
Our results also show that a well formed Higgs mode
does not exist in one-dimension, as the response to shak-
ing is monotonically increasing up to shaking frequencies
of the order of the bandwidth of the system. In order to
connect to experiments, we also analyze and discuss the
effect of this response to open boundary conditions, as
realized for example with a box potential, which consti-
tute a relevant perturbation at low frequencies. In the
presence of impurities similar effects are observed, pro-
vided that the concentration of impurities is small and
one can simply add energy absorption due to different
impurities.
While the focus of this paper is on one dimensional sys-
tems, we note that a similar approach can be used to de-
scribe modulation experiments in higher dimensional sys-
tems that allow for a hydrodynamic description. Time-
periodic modulation of the interaction strength or the
transverse confinement potential will result in the reso-
nant parametric generation of excitation pairs [19–22],
analogous to the 1D case discussed in this paper. The
analysis of the absorbed energy can be done following
the same approach that we discuss here, with the main
difference being the phase space for collective modes. In
the summary section we comment on the relevance of
our analysis beyond ensembles of cold atoms and suggest
possible applications of our results to chains of Josephson
junctions and pump and probe experiments in electron
systems.
The paper is organized as follows. In Sec. II, we intro-
duce the models that we are investigating. In Sec. III we
discuss the analytical calculation of the absorbed power
of a one-dimensional gas subject to a lattice modula-
tion within a Tomonaga-Luttinger liquid treatment and
compare the low-energy behavior with results obtained
from time-dependent Matrix Product States. In Sec. IV
we discuss the edge effects treated through an effective
boundary potential that couples to the density of the
fluid and also analyze the effect of a single impurity in
the bulk of the system. In Sec.V, we consider modulation
spectroscopy in the case of gapped systems such as they
would occur for the Bose- and the Fermi-Hubbard model
with repulsive interactions and commensurate filling. In
Sec.VI, we present our summary and discuss our findings.
II. MODELS
We consider fermionic or bosonic ultracold atoms con-
fined to a 1D tube subjected to a deep lattice potential.
For deep enough potentials, such a system can be de-
scribed in a tight-binding approximation by a Hubbard
model [23]. This leads to the Bose-Hubbard model for
spinless bosons [1]
H0b =
∑
l
[
−J0(b†l+1bl + b†l bl+1) +
U
2
nl(nl − 1)
]
, (1)
where b†l (bl) creates (annihilates) a particle on site l and
nl = b
†
l bl counts the particles on site l, and the Fermi-
Hubbard model [2] for spin-1/2 fermions:
H0f =
∑
l,σ
[
−J0(c†l+1,σcl,σ + c†l,σcl+1,σ) +
U
2
nl,σnl,−σ
]
,(2)
where again c†l,σ and cl,σ are the creation and annihilation
operators, respectively.
In modulation spectroscopy, the trapped atoms are
probed by modulating the strength of the longitudinal
periodic potential. The modulation lowers or raises the
potential barrier between two consecutive minima, and
thus to leading order modifies the strength of the tunnel-
ing J0, as well as the interaction within one well. Modu-
lation of J is expected to be much larger, since it depends
exponentially on the barrier height. We note that modu-
lation of the Hamiltonian as a whole does not lead to en-
ergy absorption and what is important is the difference in
the relative modulation strength of the two terms in the
Hamiltonian. Therefore, we consider the time-dependent
Hamiltonian, in which only the tunneling amplitude is
modulated J0 + δJ(t), giving rise to
Hν(t) = H
0
ν + δJ(t)Oν , (3)
with ν ∈ b, f and:
Ob =
∑
l
(b†l+1bl + b
†
l bl+1), (4)
for bosons and
Of =
∑
l,σ
(c†l+1,σcl,σ + c
†
l,σcl+1,σ) (5)
for fermions. The label b, f refers to fermions and bosons,
respectively.
We work in the linear response limit, with δJ(t) =
δJ cos(ωt) and δJ  J0, U . In linear response, the ab-
sorbed power is given by [24]
P = ω
2
|δJ |2Imχν(ω), (6)
where
χν(ω) = i
∫ +∞
0
eiωt〈[Oν(t),Oν(0)]〉, (7)
is the response function. In Sec. III, we calculate this
response function in a low-energy/long wavelength limit.
3III. BOSONIZATION
In the low energy/long wavelength limit, interacting
bosons and fermions can be described within an effec-
tive continuum theory called the Tomonaga-Luttinger
liquid [17, 18, 25–33]. The low energy excitations are
phononic collective excitations with a linear dispersion,
that describe density fluctuations (and when applicable
spin fluctuations). In general, spin and density fluctua-
tions propagate with different velocities, a phenomenon
known as spin-charge separation [34, 35]. In that low en-
ergy limit, the original particles appear as coherent states
of the collective modes. As a result, all the observables of
the original system are expressible in terms of the collec-
tive modes. We will thus use in this section the bosonized
representation to calculate the response function (7) and
hence the resulting absorbed power.
A. Bosonized representation for fermions
In the fermionic case, away from commensurate filling,
Hamiltonian (2) has the bosonized representation [17,
29]:
Hf = Hρ +Hσ, (8)
Hρ =
∫
dx
2pi
[
uρKρ(piΠρ)
2 +
uρ
Kρ
(∂xφρ)
2
]
, (9)
Hσ =
∫
dx
2pi
[
uσKσ(piΠσ)
2 +
uσ
Kσ
(∂xφσ)
2
]
(10)
− 2g1⊥
(2piα)2
∫
dx cos
√
8φσ,
where uρ, uσ are respectively the density and spin
velocity, Kρ,Kσ the density and spin Tomonaga-
Luttinger exponents, where for small U one has
uρ = vF
√
1 + U/(pivF ), uσ = vF
√
1− U/(pivF ),
Kρ =
1√
1+U/(pivF )
, Kσ =
1√
1−U/(pivF )
, g1⊥ = U and
[φν(x),Πν′(x
′)] = iδ(x − x′)δν,ν′ . A general expressions
can be obtained for arbitrary U as discussed in [17, 29].
For repulsive interactions, Hσ is renormalized to a fixed
point Hamiltonian H∗σ with K
∗
σ = 1 and g
∗
1⊥ = 0, yielding
gapless excitations with linear dispersion ω = uσ|k|. For
attractive interactions without external magnetic field
the spin Hamiltonian Hσ is gapped while the density
Hamiltonian Hρ remains gapless [17]. At half-filling,
Umklapp processes are present [17]. They contribute to
the bosonized Hamiltonian (8) a term
HUmk. = − 4g3
(2piα)2
∫
dx cos
√
8nφρ, (11)
but, as shown in App. A, when Umklapp processes are ir-
relevant in the renormalization group sense [36], they add
only subdominant contribution to the absorbed power at
low frequency. When the Umklapp processes are rele-
vant, they open a gap in the spectrum.
In the perturbative limit, since Of is proportional to
the kinetic energy in Eq. (2), its bosonized form is sim-
ply the bosonized Hamiltonian of non-interacting spinless
fermions divided by J0. Changing to the spin/charge
fields, we find [17, 29]
Of =
∑
ν=ρ,σ
Of,ν = Of,ρ +Of,σ,
Of,ν = 2a sin(kFa)
∫
dx
2pi
[
(piΠν)
2 + (∂xφν)
2
]
. (12)
Due to spin-charge separation, the absorbed power is
the sum of a spin and a density contribution. To find
an expression of Of applicable away from the perturba-
tive limit, we note that Of is obtained by differentiating
the Fermi-Hubbard Hamiltonian (2) with respect to J0.
Assuming that the identity carries over to the bosonized
description, we have
Of,ρ =
∫ [
∂(uρKρ)
∂J0
(piΠρ)
2 +
∂
∂J0
(
uρ
Kρ
)
(∂xφρ)
2
]
dx
2pi
,
(13)
and a similar approximation for Of,σ. As a further ap-
proximation, in the repulsive case, we take the fixed point
values in Hσ, and write
Of,σ =
∫
∂uσ
∂J0
[
(piΠσ)
2 + (∂xφσ)
2
] dx
2pi
. (14)
Applying Eqs. (13)–(14) in the perturbative case,
Eq. (12) is recovered. It is important to note that the
full expression of the fermion kinetic energy contains be-
sides the linear dispersion valid near the Fermi points
corrections coming from band curvature. So the expres-
sions (8), (13) and (14) are really the most relevant terms
in an expansion of the operator Of in a series of opera-
tors of increasing scaling dimensions. The contributions
of operators of higher scaling dimensions are subdomi-
nant at low frequency as shown in App. A.
B. Bosonized representation for bosons
In this Section we turn to bosons. The Bose-Hubbard
Hamiltonian with U > 0 has the bosonized representa-
tion
H =
∫
dx
2pi
[
uK(piΠ)2 +
u
K
(∂xφ)
2
]
, (15)
where Π(x) and φ(x) are conjugate operators that de-
scribe the boson density fluctuations, u is their velocity,
and K the Tomonaga-Luttinger exponent [25] that to
lowest order approximation are determined by uK = piρ0m
and uK =
U
pi , where ρ0 is the boson density, while their
dependence on general values of the interaction can be
found in [18, 37–39]. In App. B the Luttinger param-
eters of the Bose-Hubbard model as a function of the
interaction U and system size L are shown. At integer
4filling, Umklapp processes contribute a term ∝ cos 2φ to
the Hamiltonian (15). Similarly to the fermionic case,
their contribution is subdominant as long as the system
remains in a Tomonaga-Luttinger liquid ground state.
The limit U → 0 of the Hamiltonian (15) is singular, with
the velocity u vanishing to recover the quadratic disper-
sion of non-interacting bosons above a condensate, and
the Tomonaga-Luttinger exponent going to +∞. Thus,
in contrast to the fermionic case of Sec. III A, it is impos-
sible to derive a bosonized representation of (4) by con-
sidering the non-interacting limit. However, assuming as
in Sec. III A that the identity Ob = ∂Hb∂J0 is applicable to
the bosonized Hamiltonian (15), we find
Ob =
∫
dx
2pi
[
∂(uK)
∂J0
(piΠ)2 +
∂
∂J0
( u
K
)
(∂xφ)
2
]
.(16)
This expression is similar to (12). Moreover, in the hard
core limit U → +∞, bosons can be mapped to non-
interacting spinless fermions [40], and the fermionic ex-
pression (12) yields an explicit form of Ob which fully
agrees with (16). As we discussed in the fermionic case,
the expression (16) is only the first term in a series of op-
erators of increasing scaling dimension that represent the
various band curvature terms coming from the dispersion
of the lattice model.
C. Response function in an infinite system
With repulsive interactions, both for fermions and for
bosons, the calculation of the response function (7) re-
duces to the calculation of the response function of an
operator of the form
∫
dx[AΠ2 +B(∂xφ)
2] for a Hamilto-
nian quadratic in Π and ∂xφ. That calculation is further
simplified by rewriting the bosonized form of the opera-
tor Ob,f as linear combination of the Hamiltonian and an
operator proportional to
∫
(∂xφ)
2. In the bosonic case,
Ob = 1
uK
∂(uK)
∂J0
H −
∫
dx
pi
u
K2
∂K
∂J0
(∂xφ)
2, (17)
and in the fermionic case, for the perturbative limit,
Of,ν = 2a sin(kFa)
[
Hν
uνKν
+
(
1− 1
K2ν
)∫
dx(∂xφν)
2
]
,
(18)
while in the non-perturbative limit,
Of,ν = ∂
∂J0
(uνKν)
[
Hν
uνKν
−
∫
uν
K2ν
∂Kν
∂J0
(∂xφν)
2
]
,
(19)
The Hamiltonian being time independent, the response
function reduces up to a proportionality factor to the one
of
∫
dx(∂xφ)
2. We note that this is the same response
function as in the case where the on-site interaction is
modulated. Furthermore, according to Eq. (19), the re-
sponse function (7) vanishes for non-interacting fermions
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FIG. 1. Response function χ(ω) to a modulation of the lattice
at the frequency ω and temperatute T evaluated from Eq. 23
for F (K) = 1 and α/u = 1.
since Kρ = Kσ = 1 for any J0 in that case. This can
be established more directly from the lattice Hamilto-
nian by noting that for U = 0, Of is proportional to
the Hamiltonian. More importantly, Eq. (19) also shows
that the contribution of the spin excitations calculated
at the fixed point K∗σ = 1 is vanishing. This indicates
that for interacting fermions the dominant contribution
comes from the density response. Due to the fact that
the drive is coupling only to the density and not to the
spin, this is expected to be the case on general grounds.
Similarly, in the bosonic case, in the limit U → +∞,
where K = 1 independent of J , the response function (7)
is also vanishing. Again, this is more directly established
by noting that Ob is directly proportional to the hard
core boson Hamiltonian in that limit.
We calculate χ(ω), by taking the analytic continuation
χ(ω) = χM (iωn → ω+ i0+) of the Matsubara correlation
function
χM (iωn) =
∫
dτeiωnτ 〈TτOν(τ)Oν(0)〉. (20)
For the sake of definiteness, we perform the calculation
for bosons. Using translational invariance, we find that:
1
L
χM (iωn) = (21)(
u
piK2
∂K
∂J0
)2 ∫
dxdτeiωnτ 〈Tτ (∂xφ)2(x, τ)(∂xφ)2(0, 0)〉.
Details on the evaluation of χ(ω) can be found in the
App. C and for zero temperature the final result is
1
L
Imχ(ω) = F (K)ω2e−|ω|α/usign(ω), (22)
where α is a short distance cutoff (of the order of the
lattice spacing) and F (K) = 116u
1
K2
(
∂K
∂J0
)2
. Only the
5behavior for |ω|  u/a ∼ J is reliably predicted by
bosonization. For frequencies of order of the bandwidth,
the linearized approximation for the dispersion certainly
breaks down, and high energy excited states not de-
scribed by bosonization can contribute as well to the en-
ergy absorption.
At finite temperature, Eq. (22) becomes
1
L
Imχ(ω) = F (K)ω2e−|ω|α/u coth
( ω
4T
)
, (23)
so the response function behaves as ∼ ωT when ω  T
and as ω2 when T  ω, see Fig. 1. Thus the absorbed
power is
Pb = L
32u
|ω|3
(
δJ
K
∂K
∂J0
)2
coth
( ω
4T
)
e−
|ω|α
u (24)
for bosons and
Pf = L
32uρ
|ω|3
(
δJ
Kρ
∂Kρ
∂J0
)2
coth
( ω
4T
)
e
− |ω|αuρ (25)
for fermions.
It has a universal power-law dependence on frequency,
with an exponent independent of interactions. This uni-
versal behavior has to be contrasted with the conduc-
tivity [17, 41] where the power-law exponent varies with
the Tomonaga-Luttinger parameter, and thus depends
on the microscopic interaction strength. Here, only the
prefactor depends on the logarithmic derivative of the
Tomonaga-Luttinger parameter with respect to the hop-
ping amplitude. In the App. B the dependence of this
prefactor on system size and interaction U is reported.
D. Numerical results
In order to elucidate the universal frequency expo-
nent of the absorbed power density Pb/L ∼ δJ2ω3 pre-
dicted from the Tomonaga Luttinger theory, we numeri-
cally evaluate the energy absorption in the Bose-Hubbard
model, Eq. (1) using matrix product states [42, 43]. In
particular, we consider systems with 120 sites and non-
integer boson density ρ = 1.2, to fully avoid Umklapp
processes. We have checked the convergence of our re-
sults with the bond dimension of the matrix product state
which ranges from χ = 400 to χ = 800.
Our objective is to simulate an experimental protocol
to measure the absorption. To this end, we first com-
pute the ground state of our model and then apply a
periodic modulation of the kinetic energy of the form
J(t) = J0 + δJ sin(ωt). We choose the driving strength
δJ = 0.1J0, small enough, such that the absorbed energy
increases linearly in time, as required from the linear re-
sponse theory. We evolve the system for a few drive pe-
riods and extract the absorbed power density for a range
of modulation frequencies, see Fig. 2. The power density
scales as ω3 in agreement with the Tomonaga Luttinger
liquid prediction. At low frequencies there are small de-
viations from the predicted scaling, as expected from a
contribution from boundaries (see Sec. IV A).
0.6  0.7 0.8 0.9  1                              2                 3           4        5
FIG. 2. Absorbed power density. Using matrix product
states, we have evaluated the absorbed power in a periodically
driven Bose-Hubbard model on an open chain of L = 120 sites
and density ρ = 1.2 for two values of the interaction strength
(see legend). The absorbed power density, renormalized by
the drive strength δJ2, shows a universal ω3 scaling, as pre-
dicted from the Tomonaga Luttinger theory. Deviations at
low frequencies are decreasing with increasing system size and
are expected to arise from the residual contributions of sys-
tem edges which add a ω2/L contribution that is leading in
frequency but vanishing in the thermodynamic limit.
IV. BROKEN TRANSLATIONAL SYMMETRY
So far, our considerations have been restricted to an
infinite system without defects. This section focuses in-
stead on the case of systems with broken translational
symmetry caused either by boundaries or impurities.
A. Effects of boundaries
Since trapped atoms are systems of finite length the
effect of boundaries on their response must in principle be
considered. We examine in this section the effect of edge
potentials that pin the density and this can potentially
modify the response to shaking.
The bosonized Hamiltonian in the presence of forward
scattering edge potentials becomes [17, 44–47]:
H =
∫ L
0
dx
2pi
[
uK(piΠ)2 +
u
K
(∂xφ)
2
]
− V
pi
[∂xφ(0) + ∂xφ(L)] (26)
with the Dirichlet boundary conditions φ(0) = 0 and
φ(L) = −piN . Those boundary conditions ensure that
no current can leak through the edges of the system. As
ρ(x) = −∂xφ/pi, the terms V simply represent a for-
ward scattering in the vicinity of the system edges. Note
that with the Dirichlet boundary conditions, a backscat-
tering term −Vb cos 2φ(0) can be reduced to a forward
scattering term [17] so there is no loss of generality in
Eq. (26). Since in bosonization, the particle-hole sym-
metry is φ→ −φ and Π→ −Π, V vanishes in a particle-
6hole symmetric system [46]. In the absence of such sym-
metry however, those terms can be nonzero. When one
considers only the static properties, the edge potential
can be eliminated by modifying the Dirichlet boundary
conditions [47]. However, when we modulate the lattice,
the edge potential can be time dependent V = V (J(t)),
and for that reason, it is better to retain the original
boundary conditions. When we differentiate the Hamil-
tonian (26) with respect to J0, as in Eq. (16), the edge
potential in (26) gives an extra edge contribution pro-
portional to ∂J0V to the operator Ob
Ob =
∫ L
0
dx
2pi
[
∂
∂J0
(uK)(piΠ)2 +
∂
∂J0
( u
K
)
(∂xφ)
2
]
− 1
pi
∂V
∂J0
[∂xφ(0) + ∂xφ(L)]. (27)
The response coming from the edge potential is calcu-
lated in App.D. It contributes
Pedge =
(
V
u
)2 [
δJ
∂
∂J0
(
ln
V K
u
)]2
ω2
pi
, (28)
to the absorbed power. The total absorbed power is
therefore Ptot. = Pedge +Pbulk ∼ ω2 +Lω3. The edge re-
sponse dominates below a crossover frequency ω∗ ∼ 1/L.
The boundary potential V remains to be determined. A
possible approach is to see how the Friedel oscillations are
affected by these scattering potentials at the boundary.
B. Friedel oscillations and determination of the
edge potentials
The edge potential V in Eq. (26) can be deduced from
the Friedel oscillations [48–50] in the density profile of
the ground state. The explicit calculation of the density
profile in App. E leads us to the following expression valid
sufficiently far from edges
〈ρ(x)〉 ∼ cos(2k
′
Fx− ϕ)(
sin
(
(pixL
))K , (29)
where 2k′F = 2kF+
4KV
uL and ϕ =
2KV
u , with kF = piN0/L
the nominal Fermi wavevector of the Friedel oscillations
in a system of length L containing N0 bosons. From (29),
consecutive zeros of the Friedel oscillations are separated
by the distance pi2k′
F
= L2N0− LN20
KV
piu +O(L/N
3
0 ), instead of
L
2N0
, revealing the presence of the edge potential. In the
thermodynamic limit, 2k′F reduces to 2kF . However, the
phase shift ϕ = 2KV/u persists, and the fitted expression
of the Friedel oscillations obtained by MPS reveals the
presence or absence of a potential near the edge.
C. Effects of a single impurity
Let us finally consider a single impurity located at x0
whose potential energy is given by Himp = V ρ(x)δ(x −
x0). Within the bosonization approach this term gives
rise to two terms in the Luttinger liquid Hamiltonian: a
term − 1pi∂xφ(x0) which corresponds to a forward scat-
tering process and a term proportional to cos(2φ(x0))
which corresponds to back scattering. Using the same
treatment as above, the first term will be leading to a
dominant ω2 scaling function for the absorbed power,
while the back scattering will contribute a term propor-
tional to ω2(K−1) with K > 1 and thus less relevant at
low-frequency. Thus the presence of a single impurity
would lead to a dominant ω2 contribution to the absorbed
power.
V. GAPPED SYSTEMS
In the case of fermions with attractive interactions, or
in the case of fermions or bosons with repulsive interac-
tions at commensurate filling, the spectrum can become
gapped. The response in that gapped regime can be cal-
culated either in the Luther-Emery limit [17, 51] or in the
more general case using the form factor expansion [52].
Both methods predict a threshold in absorption power at
the gap.
For the Bose-Hubbard model, below that gap the
power absorption will be zero. In the Fermi-Hubbard
case with repulsive interactions, we have seen that the
spin response was suppressed, so that only the density
response contributed. In the gapped state, the density
response also does not contribute at frequency lower than
the gap, making the threshold observable as well. In the
case of the Fermi-Hubbard model with attractive inter-
action, since the density modes are gapless, the response
at low frequency will be the ∼ |ω|3 contribution. The
threshold at the gap then appears as a cusp-shaped rapid
increase of absorption. The physical interpretation of
such threshold is quite simple. At frequencies lower than
the binding energy of two fermions of opposite spins, the
pairs of fermions behave as an interacting boson gas [27],
yielding the ∼ |ω|3 contribution to the absorbed power.
As the frequency becomes comparable to the binding en-
ergy of the pair, another absorption channel from dissoci-
ation of the pairs becomes available, leading to the rapid
increase of absorption.
For concreteness, let’s first consider the Fermi-
Hubbard model in the Mott insulating phase for the par-
ticular case of Luther-Emery limit where Kρ = 1/2. In
that limit, the resulting absorbed power is given by (see
App. F for a detailed calculation)
PLE = L∆
2
u
(
5aδJ
2u
sin(kFa)
)2√(ω
2
)2
−∆2, (30)
where 2∆ < ω < 4∆ leading to a cusp singularity at
ω = 2∆.
This analysis can be extended away from the Luther-
Emery point to any value of of the Luttinger param-
eter by the form factor expansion for the sine-Gordon
model [52–55], as detailed in the App. G (see also [56]).
7The main result for the absorbed power (with 1/2 <
Kρ < 1) is
PFF = L
(
2Kρ
K2ρ + 1
)2
2M2s |2a sin(kFa)δJ |2
piu3ρν
2
√
ω2 − 4M2s ,
(31)
where we have found a threshold at twice the mass of
the soliton Ms and ν = Kρ/(1 − Kρ) for the Fermi-
Hubbard model. For Kρ < 1/2, besides the threshold
behavior (31), discrete peaks coming from resonant ab-
sorption by soliton-antisoliton bound states become pos-
sible. This behavior could be readily observed in cur-
rent experiments with cold atoms in the Mott insulating
regime[6, 57].
The same threshold behavior as in Eqs. (30,31) was
also obtained in the opposite limit of a weak lattice [58] in
which the depth of the periodic potential was modulated.
One may thus speculate whether such threshold behavior
is also observed for intermediate lattice strengths.
VI. SUMMARY AND OUTLOOK
We have analyzed in linear response the power ab-
sorbed by one-dimensional fermions and bosons in the
Tomonaga-Luttinger liquid [25] or Luther-Emery liq-
uid [51] phase, to the amplitude modulation of an optical
lattice. In the Tomonaga-Luttinger liquid, we have found
that the absorbed power possesses a universal ω3 power
law onset, that has been confirmed by numerical simu-
lations based on Matrix Product States. We have also
shown that this power law crosses over to ∼ ω2, at low
frequency in finite systems when edge effects are taken
into account. A similar ω2 behavior is found for systems
with a single impurity located in the bulk.
Such universal behavior is surprising since in
Tomonaga-Luttinger liquids theory, response functions
usually show nonuniversal exponents determined by the
interaction strength [59]. The universal ω3 scaling of the
absorbed power can be readily measured for ultracold
atoms in optical lattices confined to one-dimension by
measuring the energy change over time. In Luther-Emery
liquid phases, that can be obtained for commensurate
densities, or with spin-1/2 fermions having attractive in-
teraction, the absorbed power vanishes below a gap and
shows a marked onset above, thus making, if possible, to
identify this energy scale.
The discussion in this paper focused on experiments
with spinless ultracold atoms. Before concluding this
section we briefly review other systems in which ideas
developed in this paper can be tested experimentally.
Bosonic spin mixtures in optical lattices can be used
to realize lattice spin Hamiltonians and spinor conden-
sates [60–62]. Recent experiments by Jepsen et al [63]
used magnetic field dependence of the interspecies scat-
tering length to realize XXZ spin chains with tunable
anisotropy of interactions. In the regime of easy plane
anisotropy XXZ chains are in the gapless regime, while
the easy axis case corresponds to the gapped regime. Pe-
riodic modulation of Jz/J⊥ can be achieved in this sys-
tem through periodic modulation of the magnetic field
and should have an effect equivalent to modulation of
the interaction strength for spinless bosons. These ex-
periments have high local resolution, which will allow
one to spatially resolve spin patterns induced by modu-
lation of the interaction anisotropy. Hence predictions of
our paper for both gapless and gapped regimes can be
checked experimentally.
Recent progress in superconducting nanotechnology
makes it possible to engineer arrays of coupled Joseph-
son junctions whose parameters can be controlled dy-
namically. Lahteenmaki et al. [64] have demonstrated a
dynamical Casimir effect in a one dimensional chain of
Josephson junctions, in which the Josephson energy of
the junctions has been modulated by periodically chang-
ing the background magnetic flux. Parametric generation
of photons at half the modulation frequency observed in
these experiments is the direct analogue of energy ab-
sorption in the Luttinger liquid discussed in our paper.
Recent experiments by Kuzmin et al [65] demonstrated
the possibility of tuning a chain of Josephson junctions
through the superconductor to insulator transition and
explored evolution of the collective phase mode across
the transition. Hence 1D superconducting metamateri-
als make it possible to study modulation spectroscopy of
1D systems in both gapless and gapped phases.
Although the focus of this paper has been on one di-
mensional systems, a similar analysis can be applied to
study periodic driving of higher dimensional systems pro-
vided that their lower energy excitations allow field the-
oretical description. Modulation of the kinetic energy
of bosons in optical lattices has been considered in the
context of the Higgs mode in systems with broken U(1)
symmetry [66–68]. In the superfluid phase in d = 2, 3
close to the critical point the imaginary part of the re-
sponse function of the operator of kinetic energy develops
a broad peak at the energy equal to the Higgs mode fre-
quency and has a universal scaling form proportional to
ωd+1 at smaller frequencies. The latter is determined by
the process of resonant excitation of pairs of Goldstone
modes with opposite momenta mediated by the virtual
excitation of the Higgs mode. This process is equiva-
lent to the mechanism of exciting pairs of Luttinger liq-
uid phonons considered in our paper for one dimensional
systems. Thus energy absorption rate at low frequen-
cies has a general scaling form ωd+2. We also note that
our formalism should be useful for analyzing pump and
probe experiments in interacting electron systems [69–
73]. Recent experiments by von Hoegen et al. [74] have
observed parametric excitation of Josephson plasmons in
YBCO superconductors following resonant excitation of
apical oxygen phonons. The microscopic mechanism of
phonon-plasmon coupling is modulation of the superfluid
density in copper-oxide planes by the phonon induced
8motion of oxygen atoms. Analogously to what we have
discussed in this paper, resonant parametric excitation
of plasmon pairs has been a crucial component of exper-
iments by von Hoegen et al. One important difference,
however, is that three wave mixing between phonons and
plasmons involves two different types of plasmons, the so-
called lower and upper Josephson plasmons. The formal-
ism developed in our paper can be extended to the case
of parametric instabilities involving different types of col-
lective excitations. We expect that resonant parametric
interactions between phonons and collective excitations
of many-body electron systems should be an ubquitous
phenomenon. Excited phonons can modulate several pa-
rameters of electron systems, including effective mass,
interactions, and carrier density. Thus pump and probe
experiments can be used to achieve parametric driving of
a broad range of collective modes, including plasmons in
superconductors, spin waves in magnets, and phasons in
incommensurate CDW systems.
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Appendix A: Irrelevant perturbations
We want now evaluate the corrections to the response
function (22) in the presence of an irrelevant perturbation
Hp = (
g
2pi )
∫
dx
∫
dτ cos(2φ(x, τ)). To do this we apply
second order perturbation theory and thus we need to
evaluate the average of the following time ordered prod-
uct of operators:
Φ(x, τ) =< Tτ∂
2
xφ(x, τ) cos(2φ(1)) cos(2φ(2))∂
2
xφ(0, 0) >,
(A1)
where we used the compact notation 1 ≡ (x1, τ1) and
similarly for 2. This average can be estimated from the
correlator
< Tτe
iλ∂xφ(x,τ)eiµ∂xφ(0,0) cos(2φ(1)) cos(2φ(2)) >,
(A2)
taking the second derivative with respect to λ and µ in
the limit λ, µ → 0 and keeping in mind the following
identity:
< TτΠje
iqjf(φ(xj ,τj)) >= e
−
∑
i>j
qj<Tτf(φ(xi,τi))f(φ(xj ,τj))>
(A3)
where f(φ(x, τ)) = ∂xφ(x, τ) or φ(x, τ). This leads to
the following expression:
Φ(x, τ) = 64
∫
d1
∫
d2e−2〈Tτ [φ(1)−φ(2)]
2〉〈Tτ∂xφ(x, τ)∂xφ(0, 0)〉
×〈Tτ∂xφ(x, τ)∂xφ(0, 0)〉 [〈Tτ∂xφ(x, τ)φ(1)〉〈Tτφ(1)∂xφ(0)〉
−〈Tτ∂xφ(x, τ)φ(1)〉〈Tτφ(2)∂xφ(0)〉] (A4)
This expression correspond to Hartree and Fock dia-
grams. Explicitly one has:
e−2<Tτ [φ(1)−φ(2)]
2> =
(
α2
(α+ u|τ1 − τ2|)2 + (x1 − x2)2
)K
(A5)
while
〈Tτ∂xφ(x, τ)φ(x1, τ1)〉 = ∂xG(x− x1, τ − τ1)
= −K
2
(x− x1)
(x− x1)2 + (u|τ − τ1|+ α)2 (A6)
〈Tτ∂xφ(0, 0)φ(x1, τ1)〉 = ∂xG(x1, τ1) = K
2
x1
x21 + (u|τ1|+ α)2
and similarly for the term with 1 → 2. In (A4) one can
factorize the term∫
dx
∫
dτ
(
α2
(α+ u|τ |)2 + x2
)K
(A7)
=
∫
dτ
α2K
(α+ u|τ |)2K−1
∫
dy
(1 + y2)K
=
2α2
u
I(K)
which for K > 1 gives no power-law correction and rec-
ognize the following convolution integral∫
dτ1
∫
dx1∂xG(x− x1, τ − τ1)∂xG(x1, τ1)
9=
∫
dq
2pi
∫
dω
2pi
q2|G(q, ω)|2ei(qx−ωτ). (A8)
Thus the Hartree correction of Φ(x, τ) reduces to
ΦH(x, τ) =
α2
u
I(K)
∫
dq
2pi
∫
dω
2pi
q2|G(q, ω)|2ei(qx−ωτ)∂2xG(x, τ)
=
α2
u
I(K)
∫
dq
2pi
∫
dν
2pi
q4G(q, ν)G(−q,−ν)G(q, ω − ν), (A9)
where G(q, ν) = uKν2+(uq)2 . One can easily show that this
integral does not increase with ω so the Hartree correc-
tion can be neglected.
The Fock correction instead reduces to the integral∫
d1
∫
d2
(
α2
(α+ u|τ1 − τ2|)2 + (x1 − x2)2
)K
∂xG(x− x1, τ − τ1)∂xG(x2, τ2)∂2xG(x, τ). (A10)
Turning to the Fourier transform representation, we find
∫
dx
∫
dτ
e−iqx+iωτ
[x2 + (u|τ |+ α)2] (A11)
=
(√
(q2 +
ω2
u2
)α2
)K−1
1
2K−1Γ(K + 1)
KK−1(
√
(q2 +
ω2
u2
)α2),
where K is the Bessel function of second kind. It can
be expanded for small q, ω and K − 1 non-integer: while
the zeroth order term is q, ω independent, the first non
analytic correction will be of the order (q2 + ω
2
u2 )
K−1,
which is subdominant compared to (q2+ω
2
u2 ) whenK > 1.
In the integral (A11) we recognize (up to a factor g2) the
self energy-correction from a diagrammatic point of view
and thus we can write that qualitatively
Σ(q, ω) ' Σ(0, 0) + C(q2 + ω
2
u2
)K−1, (A12)
neglecting holomorphic terms of order (q2 + ω
2
u2 )α
2 and
higher. We can thus evaluate the Fock correction (A10)
which is∫
dν
2pi
∫
dq
2pi
q4[Σ(q, ν)G2(q, ν)G(−q, ω − ν)
+Σ(−q, ω − ν)G2(−q, ω − ν)G(q, ν)]
= g2
∫
dν
2pi
∫
dq
2pi
q4(q2 +
ν2
u2
α2)K−1(q2 +
ν2
u2
)−2
×(q2 + (ω − ν)
2
u2
)−1 (A13)
By simple power counting this integral behaves as
ω2(K−1) and for K > 2, it is subdominant compared to
the term ω2 as ω → 0.
So, when K > 2 and the Umklapp scattering is irrelevant,
the intensity of the modulation spectroscopy behaves as
Imχ(ω) ∼ ω2 + g2ω2(K−1) +O(ω2K−2). (A14)
Appendix B: Luttinger parameters of the
Bose-Hubbard model
We evaluate the Luttinger parameters for the Bose-
Hubbard model at filling ρ = 1.2 using matrix prod-
uct states. The Luttinger parameter K is obtained from
the density-density correlation function and the the Lut-
tinger velocity u from the compressibility κ−1 = ∂
2E
∂N2 =
K
piu . The Luttinger parameters are shown as a function of
the inverse system size in Fig. 3. From the Luttinger pa-
rameters, we can evaluate the prefactor of the absorbed
power, as stated in Eq. (22), see Fig. 4. We compare
the analytically prefactor obtained from Luttinger liquid
theory, filled circles, with the prefactor of the absorbed
power in the time evolved many-body state, big stars,
which is on the same order of magnitude.
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FIG. 3. Luttinger liquid parameters. We evaluate (a) the Luttinger parameter K, (b) the Luttinger velocity u, and (c)
the derivative of the Luttinger parameter with respect to the kinetic energy dK/dJ0 as a function of the inverse system size L
for various values of the interaction strength U and fixed density ρ0 = 1.2. Lines (dashed and solid) are guides to the eyes.
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FIG. 4. Prefactor of the absorbed power. The analyti-
cally predicted prefactor F (K) obtained in Eq. (22), filled cir-
cles, is compared ot the numerically obtained prefactor from
the full time evolution, big stars. The data is shown for vari-
ous values of the interaction strength U and for a fixed density
ρ0 = 1.2 as a function of the inverse system size 1/L.
Appendix C: Evaluation of the retarded correlation
function
For the sake of definiteness, we present the calculation
in the case of bosons. The fermionic case proceeds along
the same line, with a simple change of prefactor. Using
Wick’s theorem, the correlator in Eq. (22) is rewritten
〈Tτ (∂xφ)2(x, τ)(∂xφ)2(0, 0)〉 = 2(〈Tτ∂xφ(x, τ)∂xφ(0, 0)〉)2
=
K2
2
[(u|τ |+ α)2 − x2]2
[(u|τ |+ α)2 + x2]4 ,
(C1)
leading to
1
L
χM (ω) =
pi
8
(
u
piK
∂K
∂J0
)2 ∫ ∞
−∞
eiωτ
(u|τ |+ α)3 dτ (C2)
We need the integral
I(ω) =
∫ ∞
−∞
eiωτ
(uτ + α)3
dτ, (C3)
and its analytic continuation. We write
1
(u|τ |+ α)3 =
1
2
∫ ∞
0
k2e−k(u|τ |+α)dk, (C4)
and obtain
I(ω) =
1
2
∫ +∞
0
dkk2e−kα
[
1
iω + uk
− 1
iω − uk
]
.(C5)
We find the analytic continuation iω → ω + i0+ of
Eq. (C5) using the identity
1
x+ i0+
= P
(
1
x
)
− ipiδ(x), (C6)
which gives
Imχ(iω → ω + i0+) = L
16
(
u
K
∂K
∂J0
)2 ∫ +∞
0
dkk2e−kα[δ(ω − uk)− δ(ω + uk)] (C7)
=
L
16u
(
1
K
∂K
∂J0
)2
ω2e−
|ω|α
u sign(ω). (C8)
This leads to Eq. (22) in the main text.
Appendix D: Calculation of the response function in
the case of a system with boundaries
In the case of a system with boundaries described by
the Hamiltonian (26) with the operator Ob given by (27),
we first rewrite
Ob =
∂
∂J0
(uK)
H
uK
−
∫
dx
pi
u
K2
∂K
∂J0
(∂xφ)
2
11
+
V
pi
∂
∂J0
[
ln
(
uK
V
)]
[∂xφ(0) + ∂xφ(L)], (D1)
and as before we only have to calculate the response func-
tion of the bulk term proportional to (∂xφ)
2 and the edge
term proportional to ∂xφ(0) + ∂xφ(L).
To perform the calculation, one first rescales the fields,
φ =
√
Kφ˜ and Π = Π˜/
√
K and introduces the Fourier de-
composition (E7)– (E8) to rewrite the Hamiltonian (26)
in terms of shifted harmonic oscillators
H =
u
2
+∞∑
n=1
[
piΠ˜2n +
(pin
L
)2 φ˜2n
pi
]
−V
pi
√
2K
L
+∞∑
n=1
[1 + (−1)n]pin
L
φ˜n, (D2)
and the operator Ob, without the contribution propor-
tional to the Hamiltonian,
Ob = − u
piK
∂K
∂J0
∑
n
(pin
L
)2
φ˜2n (D3)
+
V
pi
∂
∂J0
[
ln
(
uK
V
)]√
2K
L
+∞∑
n=1
[1 + (−1)n]pin
L
φ˜n.
We now introduce φ¯n such that
φ¯n = φ˜n − L
pin
√
2K
L
[1 + (−)n]V
u
, (D4)
to have a Hamiltonian purely quadratic in φ¯n. In terms
of the new operators,
Ob = − u
piK
∂K
∂J0
∑
n
(pin
L
)2
φ¯2n (D5)
+
V
pi
∂
∂J0
[
ln
( u
V K
)]√2K
L
+∞∑
n=1
[1 + (−1)n]pin
L
φ¯n.
The first line gives back the contribution calculated in
App. C. The second gives the contribution coming from
the edge potential. The necessary Matsubara correlator
is{
V
pi
∂
∂J0
[
ln
( u
V K
)]}2 2K
L
+∞∑
n=1
(pin
L
)2
[1 + (−1)n]2 ×
〈Tτ φ¯n(τ)φ¯n(0)〉. (D6)
After taking the Fourier transform and making the ana-
lytic continuation, one finds
Imχedge(ω + i0+) =
{
2V
pi
∂
∂J0
[
ln
( u
V K
)]}2
× (D7)
piK
L
+∞∑
n=1
+∞∑
n=1
2npi
L
pi
[
δ
(
ω − 2pinu
L
)
− δ
(
ω +
2pinu
L
)]
In the limit of L→ +∞, we end up with
Imχedge(ω + i0+) =
{
2V
u
∂
∂J0
[
ln
( u
V K
)]}2 ωK
2pi
,
(D8)
yielding the edge contribution (28), to be added to the
bulk contribution.
Appendix E: Friedel oscillations
We consider a Bose-Hubbard chain of M sites with
open boundary conditions. Its Hamiltonian is
H = −J0
M−1∑
l=1
(b†l bl+1 + b
†
l+1bl) +
U
2
M∑
l=1
nl(nl − 1),(E1)
We introduce the fictitious sites 0 and M + 1 to write
H = −J0
M∑
l=0
(b†l bl+1 + b
†
l+1bl) + U
M∑
j=1
nl(nl − 1),(E2)
and b0 = bM+1 = 0. The bosonized Hamiltonian reads
H =
∫ L
0
dx
2pi
[
uK(piΠ)2 +
u
K
(∂xφ)
2
]
− V1
pi
∂xφ(0)− V2
pi
∂xφ(L), (E3)
with L = (M + 1)a and we have included some for-
ward scattering potentials V1, V2 at the edges. Our origi-
nal boson Hamiltonian is symmetric under the reflection
bl → bM+1−l. Using the bosonized expressions of the
boson annihilation operators[17, 25], we find that under
reflection
Pφ(x)P † = −φ(L− x)− piN, (E4)
PΠ(x)P † = −Π(L− x), (E5)
so that V1 = V2. The boundary conditions are de-
rived in the fermion case from consideration of the non-
interacting limit[45]. In the boson case, we have to con-
sider the expression of the density:
ρ(x) = ρ0 − 1
pi
∂xφ+A cos(2φ(x)− 2piρ0x), (E6)
which implies through the continuity equation that j =
∂tφ/pi. Since no current can leak through the edges of the
system, we must have ∂tφ(0) = ∂tφ(L) = 0. So we must
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impose the Dirichlet boundary conditions φ(0, t) = ϕ0
and φ(L, t) = ϕ1. Moreover, since the number of particles
in the system is integer, by integrating (E6) we find that
(ϕ1 − ϕ0)pi is an integer. We can choose for instance
ϕ0 = 0, ϕ1 = −piN , where N is the number of particles
added to the initial number of particles in the ground
state NGS with ρ0 = NGS/L. We note that ∂xφ can still
be non-vanishing as an operator, so we can a priori have
edge scattering potentials V1 and V2 in (E3).
Now, we introduce the Fourier decomposition
φ(x) = −piNx
L
+
+∞∑
n=1
√
2
L
sin
(npix
L
)
φne
−n 2 , (E7)
Π(x) =
+∞∑
n=1
√
2
L
sin
(npix
L
)
Πne
−n 2 , (E8)
which allows us to rewrite
H =
uL
2piK
(
piN
L
)2
+
piN
L
V1 + V2
pi
+
u
2
+∞∑
n=1
piKΠ2n +
1
piK
(pin
L
)2
φ2n
−
+∞∑
n=1
√
2
L
n
L
[V1 + (−)nV2]φn. (E9)
Until now, we have made no assumption concerning the
symmetry of our bosonized Hamiltonian under parity.
Using the Fourier expansion (E7), we can show that un-
der a parity transformation, PφnP
† = (−1)nφn. In the
Hamiltonian (E9) V1 and V2 are exchanged by the parity
transformation. So we recover V1 = V2 for a parity invari-
ant Hamiltonian. To find the ground state, we have to
minimize the first line with respect to N and determine
the shift of oscillators imposed by the edge potentials.
The minimization with respect to N yields
N = E
(
1
2
− K
piu
(V1 + V2)
)
, (E10)
while the shift of oscillators is
〈φn〉 = K
piu
√
2L
V1 + (−)nV2
n
. (E11)
The expectation value of φ(x) in the ground state is
then
〈φ(x)〉 = −pix
L
E
(
1
2
− K
piu
(V1 + V2)
)
+
2K
piu
+∞∑
n=1
V1 + (−)nV2
n
sin
(npix
L
)
e−n

2 . (E12)
We thus have
〈φ(x)〉 = 2K
piu
[
V1 arctan
(
sin
(
pix
L
)
e/2 − cos (pixL )
)
− V2 arctan
(
sin
(
pix
L
)
e/2 + cos
(
pix
L
))]
−pix
L
E
(
1
2
− K
piu
(V1 + V2)
)
. (E13)
Taking the limit of → 0, for x far enough from an edge,
we find the simplified expression,
〈φ(x)〉 = KV1
u
− K(V1 + V2)
u
x
L
− pix
L
E
(
1
2
− K
piu
(V1 + V2)
)
,
(E14)
which is a periodic function of K(V1 +V2)/(piu) of period
1. So we can restrict ourselves to |K(V1+V2)/(piu)| < 1/2
and drop the integer part in Eq. (E14). Using Luttinger
liquid theory and the expression (E6), we derive
〈ρ(x)〉 = 1
L
[
Ntot. +
K(V1 + V2)
piu
]
(E15)
+A cos
[
2KV1
u
− 2pix
L
(
Ntot. +
K(V1 + V2)
piu
)](
pia
L sin
(
pix
L
))K ,
and we see that far from the edges, the Friedel oscillations
behaves as if the number of particles was N ′tot. = Ntot. +
K(V1+V2)
piu . The expression (E15) applies only when α x
and α L− x. It corresponds to the effective Dirichlet
boundary conditions φ(0) = KV1u and φ(L) = −KV2u that
result from the phase shift on φ(x) imposed by the edge
potentials. When 0 < x < α = L, we cannot take the
limit  → 0 in Eq. (E13). There, 〈φ(x)〉 = O(x/α) → 0,
ensuring that the original Dirichlet boundary conditions
are satisfied.
Appendix F: Luther-Emery limit
Let’s consider the case of the Fermi-Hubbard model
in the Mott insulating phase. When looking at the
bosonized expression of the operator Of Eq. (12), we
can rescale the fields, Πρ → Πρ/
√
Kρ and φρ →
√
Kρφρ,
such that the operator Of,ρ becomes:
Of,ρ = 2a sin(kFa)
∫
dx
2pi
[
(piΠρ)
2
Kρ
+Kρ(∂xφρ)
2
]
.(F1)
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The bosonized Hamiltonian for the fermions can also be
written in terms of the rescaled fields and at the Luther-
Emery point[51], Kρ =
1
2 , it becomes
Hρ =
∫
dx
2pi
uρ
[
(piΠρ)
2 + (∂xφρ)
2
]− 2g3
(2piα)2
∫
dx cos 2φρ.
(F2)
That Hamiltonian is rewritten by introducing the pseud-
ofermions
ΨR(x) =
ei(θ(x)−φ(x))√
2piα
, (F3)
ΨL(x) =
ei(θ(x)+φ(x))√
2piα
, (F4)
in the form of a gapped non-interacting Hamiltonian
Hρ = −iuρ
∫
dx
(
Ψ†R∂xΨR −ΨL∂xΨL
)
(F5)
− ∆
(
Ψ†RΨL + Ψ
†
LΨR
)
where we called ∆ = 2g34piα . In terms of the pseudofermions
we can rewrite the operator Oρ as
Oρ = O1 +O2 (F6)
O1 = −5a
2
i sin(kFa)
∫
dx
(
Ψ†R∂xΨR −ΨL∂xΨL
)
(F7)
O2 = 3pia sin(kFa)
∫
dxρRρL, (F8)
where ρL,R = Ψ
†
L,RΨL,R is the density operator of the
L,R fermions. We have to evaluate the Matsubara cor-
relator
χ(τ) =
∑
i=1,2
∑
j=1,2
χij(τ) (F9)
with χij(τ) = 〈TτOi(τ)Oj(0)〉. This correlator can be
expressed in terms of the creation and annihilation oper-
ators through the representation Ψν =
1√
L
∑
k e
ikxck,ν ,
in terms of which the Hamiltonian (F6) is written as:
Hρ =
∑
k
uρk(c
†
kRckR − c†kLckL)−∆(c†kRckL +H.c.).
(F10)
This Hamiltonian can be diagonalized by standard Bo-
goliubov transformations and expressed in the form:
H ′ρ =
∑
k
Ek(c
†
k+ck+ − c†k−ck−), (F11)
with Ek =
√
(uρk)2 + ∆2 and ckR = cosϕkck+ −
sinϕkck−, ckL = sinϕkck+ + cosϕkck−. Then the cal-
culations of the correlators (F9) proceeds by applying
Wick’s theorem once the single particle Green’s function
are known:
〈Tτ ckR(L)(τ)c†kR(L)(0)〉 =
1
2
[sign(τ)± uρk
E(k)
]e−|τ |E(k)
〈Tτ ckR(L)(τ)c†kL(R)(0)〉 =
∆
2E(k)
e−|τ |E(k). (F12)
The results for the correlators are:
χ11(τ) =
25
4
a2 sin2(kFa)∆
2
∑
k
k2
E(k)2
e−2|τ |E(k)
χ22(τ) =
9pi2a2 sin(kFa)
2
L2
∑
k1,...,k4
δk1+k2,k3+k4e
−|τ |
∑4
j=1
E(kj)
× 1
16
[(
sign(τ) +
uk4
E(k4)
)(
sign(τ) +
uk3
E(k3)
)
− ∆
2
E(k3)E(k4)
]
×
[(
sign(−τ) + uk1
E(k1)
)(
sign(−τ) + uk2
E(k2)
)
− ∆
2
E(k1)E(k2)
]
χ12(τ) = χ21(τ) = 0. (F13)
The correlator χ22 can be simplified close to the thresh-
old where an expansion up to order O(k2) can be
performed such that χ22(τ) ∼
(
∆
|τ |
)7/2
e−4|τ |∆. In
the complex frequency plane the correlator χij(iω) =∫∞
−∞ dτ〈TτOi(τ)Oj(0)〉 can be analytically extended to
evaluate the imaginary part. The result of the calcula-
tion gives:
Imχ11(iω → ω + i0) = 25a
2 sin(kFa)
2
2
L
∆2
ωu3
√
ω2
4
−∆2,
(F14)
which shows a threshold at ω = 2∆ while Imχ22 has a
threshold at ω = 4∆. The resulting absorbed power in
14
the Luther-Emery limit is
PLE = L∆
2
u
(
5aδJ
2u
sin(kFa)
)2√(ω
2
)2
−∆2,(F15)
for 2∆ < ω < 4∆. This analysis can be extended away
from the Luther-Emery point to any value of K = Kρ
by using the form factor expansion for the sine-Gordon
model [52–55], as detailed in the App.G (see also [56]).
Appendix G: The form factor approach
In the present Appendix, we want to extend the results
derived using the Luther-Emery limit to any value of Kρ.
For Kρ > 1/2 the excitations are massive solitons and
antisolitons of mass Ms, while for K < 1/2 we also have
breathers of mass Mn = 2Ms sin
(
npi2
K
1−K
)
with 1 ≤ n <
1
Kρ
− 1 integer. Working in the vicinity of the Luther-
Emery point the low-energy Hamiltonian is:
H = −iuρ
2
(
2Kρ +
1
2Kρ
)∫
dx
(
Ψ†R∂xΨR −ΨL∂xΨL
)
− g
2piα
(
Ψ†RΨL + Ψ
†
LΨR
)
−piuρ
(
2Kρ − 1
2Kρ
)∫
dxρˆRρˆL, (G1)
where the operator ρˆa = Ψ
†
aΨa, a = L,R. It is the
Hamiltonian of a massive Thirring model[75]:
H = −iv¯
∫
dx
(
Ψ†R∂xΨR −ΨL∂xΨL
)
−M
∫
dx
(
Ψ†RΨL + Ψ
†
LΨR
)
−g¯
∫
dxρˆRρˆL, (G2)
where v¯ = u2
(
2K + 12K
)
, M = g2piα and g¯ =
piuρ
(
2K − 12K
)
.
The kinetic energy operator is related to the compo-
nent T 11 of the momentum-energy tensor (see [76] p.
143), so that
uρ
2a sin(kFa)
O = 2Kρ
2K2ρ + 1
∫
dxT 11(x) (G3)
+2piuρ
K2ρ − 1
K2ρ + 1
∫
dxρˆRρˆL.
Since ρˆRρˆL = ψˆ
†
Rψˆ
†
LψˆRψˆL, that operator can only have
matrix elements between the ground state of the massive
Thirring model and a state containing two solitons and
two antisolitons, i.e., a state with energy at least 4Ms. So
that term will be not contribute for frequencies ω < 4Ms,
and we will have
Imχρ(ω) = L
(
4Kρa sin(kFa)
uρ(K2ρ + 1)
)2
Imχss¯(ω), (G4)
where the contribution Imχss¯(ω) of the T 11 component of
the momentum-energy tensor is obtained from the form-
factor expansion[53–55]. For the lowest excited state
formed of a single soliton-antisoliton pair, we have
Imχss¯(ω) = 2pi
∫
dθdθ¯
(2pi)2
|〈0|T 11|θ, θ¯〉ss¯|2δ
(
Ms
uρ
(sinh θ + sinh θ¯)
)
×δ (ω −Ms(cosh θ + cosh θ¯)) , (G5)
where according to [55], the form factor of the energy
momentum tensor is:
〈0|T 11|θ1, θ2〉ss¯ = −2iM
2
u
cosh2
(
θ1 + θ2
2
)
× (G6)
sinh
(
θ1 − θ2
2
)
F+(θ1 − θ2)
ν
,
F+(θ) =
i cosh(θ/2)
sinh
(
ipi−θ
2ν
)Fmin(θ) (G7)
Fmin(θ) = exp
[∫ +∞
0
dt
t
sinh 12 (1− ν)t
sinh νt2 cosh
t
2
1− cosh (1− θipi ) t
2 sinh t
]
(G8)
Here ν = Kρ/(1−Kρ) for the Fermi-Hubbard model and
ν = K/(2−K) for the Bose-Hubard model. When θ → 0,
F+(θ)→ 1, giving for ω → 2M+,
Imχss¯(iω → ω + i0) = 4M
3
s
piωuρν2
√(
ω
2Ms
)2
− 1.(G9)
Now we have a threshold at twice the mass of the soliton.
A similar threshold behavior was also obtained in the case
of modulation of a weak optical lattice[58]. Technically,
this can be understood as follows. We can always sub-
stract an operator proportional to the Hamiltonian (G2)
from the operator O. So we would obtain an equiva-
lent result if T 11 was replaced by a term proportional to
Ψ†RΨL + Ψ
†
LΨR, which is precisely the perturbing term
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