Abstract. Temporal logics are a well investigated formalism for the specification and verification of 6 reactive systems. Using formal verification techniques, one can ensure the correctness of a system 7 with respect to a desired behavior, i.e., the specification, by verifying whether a model of the former 8 satisfies a temporal logic formula expressing the latter. In this setting, a very crucial aspect is to 9 reasoning about substructures of the entire model. Indeed, for several fundamental problems, the 10 formal verification approach requires to select a portion of the model of interest on which to verify a 11 specific property.
Introduction
logic [3, 23] . However, the former allows to extract, according to a sub-model extractor formula, submod-23 els that do not necessarily satisfy the formula itself, while the latter does not extract submodels using a 24 formula at all. Moreover, none of them is based on the concept of minimality.
25
Other logics that have a flavor of restricting a model under evaluation are those used for strategic 26 reasoning, in the setting of multi-agent games. These logics, by means of the concept of strategy, allow 27 to select a specific part of the system on which to verify a specific goal property. However, the way the 28 subsystem is identified is explicitly described inside the model, so it is opposed to our approach.
29
Outline In Section 2, we recall the basic notions regarding the substructure ordering. Then, we have 30 Section 3, in which we introduce MCTL * and define its syntax and semantics, followed by Section 4, in 31 which the expressiveness and succinctness relationships of the introduced logics are studied. Finally, in
32
Sections 5 and 6, we study the model-checking and satisfiability problems, respectively. 
Preliminaries

34
Kripke structures A Kripke structure (KS, for short) [17] over a finite non-empty set of atomic 35 propositions AP is a tuple K AP, W, R, L, w 0 ∈ KS(AP), where W is an enumerable non-empty set 36 of worlds, w 0 ∈ W is a designated initial world, R ⊆ W × W is a transition relation, and L : W → 2 AP 37 is a labeling function mapping each world to the set of atomic propositions true in that world. A KS is said 38 total iff it has a total transition relation R, i.e., for all w ∈ W, there is w ∈ W such that (w, w ) ∈ R. By 39
Computation Tree Logics with Minimal Model Quantifiers
23
In this section, we introduce a family of extensions of the classical branching-time temporal logic 24 CTL * [10] with minimal model quantifiers, which allow to extract minimal submodels on which we 25 successively check a given property. 
Syntax
27
The full computation tree logic with minimal model quantifiers (MCTL * , for short) extends CTL * by further 28 using two special quantifiers, the existential E E and the universal A A. Informally, a structure satisfies a state 29 formula ϕ 1 E Eϕ 2 iff there is a minimal and conservative substructure satisfying ϕ 2 (ϕ 2 is the submodel 30 extractor) such that it also satisfies ϕ 1 (ϕ 1 is the submodel verifier). By duality, a structure satisfies a state 31 formula ϕ 1 A Aϕ 2 iff all minimal and conservative substructures satisfying ϕ 2 satisfy ϕ 1 too. As for CTL * ,
32
in MCTL * the two path quantifiers A and E can prefix a linear time formula composed by an arbitrary 33 combination and nesting of the linear temporal operators X ("next"), U ("until"), and R ("release") 34 together with their weak versionX,Ũ, andR. The formal syntax of MCTL * follows. The class of MCTL * formulas is the set of state formulas generated by the above grammar. In addition, the We now introduce some auxiliary syntactical notation for MCTL * . For a formula ϕ, we define the length 10 lng(ϕ) of ϕ as for CTL * . Formally, (i) lng(p) 1, for p ∈ AP, (ii) lng(Op ψ) 1 + lng(ψ), for all
11
Op ∈ {¬, X,X}, (iii) lng(ψ 1 Op ψ 2 ) 1 + lng(ψ 1 ) + lng(ψ 2 ), for all Op ∈ {∧, ∨, U, R,Ũ,R}, (iv) 12 lng(Qn ψ) 1 + lng(ψ), for all Qn ∈ {E, A}, and (v) lng(ϕ 1 Qn ϕ 2 ) 1 + lng(ϕ 1 ) + lng(ϕ 2 ), for 13 all Qn ∈ {E E, A A}. We also use cl(ψ) to denote the classical Fischer-Ladner closure [12] of ψ defined 14 recursively in the following way: cl(ϕ) {ϕ} ∪ cl (ϕ), for all state formulas ϕ and cl(ψ) cl (ψ), for 15 all path formulas ψ, where (i) cl (p) ∅, for p ∈ AP, (ii) cl (Op ψ) cl(ψ), for all Op ∈ {¬, X,X},
16
(iii) cl (ψ 1 Op ψ 2 ) cl(ψ 1 ) ∪ cl(ψ 2 ), for all Op ∈ {∧, ∨, U, R,Ũ,R}, (iv) cl (Qn ψ) cl(ψ), for all
17
Qn ∈ {E, A}, and 
where PML, CTL, and CTL + ) formulas.
7
As one can easily observe, the three semantics m, mu, and um differ one from the other only in the 8 particular way the substructure is extracted and then used for the verification. In particular, a fundamental 9 role is played by the operation of unwinding, which in mu is applied to the minimal substructure after its 10 extraction, while in um it is applied to the original structure.
11
Let K be a KS, ϕ be an MCTL * formula, and s ∈ {m, mu, um} be a symbol indicating which consider the KS K built by a chain of three worlds w 0 → w 1 → w 2 , in which w 2 is the only one labeled 24 by the atomic proposition p. Moreover, consider the two submodels K and K built, respectively, by
and K |= ϕ. Hence, we have that K satisfies ϕ, but it is not conservative, since K , which extends K ,
27
does not satisfy ϕ. Intuitively, K does not contain enough information about the general model K to be 28 considered as one of its representative submodels w.r.t. ϕ.
29
In the rest of the paper, we mainly consider formulas in positive normal form (pnf, for short), i.e., the 30 negation is applied only to atomic propositions, and in existential normal form (enf, for short), i.e., only 31 existential (path and minimal model) quantifiers occur. In fact, it is to this aim that we have considered in 32 the syntax of MCTL * both the Boolean connectives ∧ and ∨, the path quantifiers A and E, the minimal 33 model quantifiers E E and A A, and temporal operators X, U, and R together with their weak versionX,Ũ,
34
andR. Indeed, all formulas can be linearly translated in pnf or enf by using De Morgan's laws and the
35
following equivalences, which directly follow from the semantics of the logic:
abbreviations we also use the Boolean values t ("true") and f ("false").
38
As an example of application of the logics we have introduced, consider an arbiter system used to 39 control a two-users access to a shared memory location (see Figure 1( 
y y a1, r2 K2 MCTL * mu model checking at the state i by using a formula ϕ = ϕ 1 ∧ ϕ 2 , where
) checks whether the common request state 2 reached by the "request subsystem" is unique and
checks whether the "acknowledge subsystem" reaches the same idle state after two different acknowledges.
4
For two minimal and conservative submodels of K satisfying ϕ 1 and ϕ 2 , respectively, see
in Figure 1 (b). Observe that also their "mirror images" are models of ϕ 1 and ϕ 2 . Now, one may note that 6 the above check can not be achieved by using neither a classical logic such as CTL * nor the introduced 7 logic MCTL * um . Indeed, we may have a bisimilar model of K with more idle or common request states, Proposition 3.3. (Basic Equivalences) Let ϕ, ϕ 1 , and ϕ 2 be state formulas and Qn , Qn ∈ {E E, A A}. Then, the following equivalences hold: (i)
Figure 2: The four minimal models of ϕ S .
The following theorem summarizes the principal negative properties of MCTL * under the m and mu 18 semantics. such that it requires to extract a graph submodel that, in order to be satisfied, cannot be a tree. Consider any model of ϕ has to include K 3 or K 4 as submodel, it follows that no tree model can satisfy ϕ. Since
10
MPML is a sublogic of MCTL, MCTL + , and MCTL * , the thesis easily follows.
11
[Item 2]. By the previous item, there exists a satisfiable MPML formula ϕ that does not have a tree 12 model. Now, let K be its model and K U the related unwinding. Then, we have that K |= ϕ and K U |= ϕ.
13
Hence, MPML cannot be invariant under unwinding.
Since an unwinding is a particular case of a bisimilarity relation, we have also that MPML is 15 not invariant under bisimulation, i.e., it is possible to express an MPML property satisfied on a model K,
16
but not on one of its bisimilar models K .
17
We now move to the positive results about MCTL * under the um semantics. show only the most important inductive case of ϕ = ϕ 1 E Eϕ 2 . The statement that we have to prove 25 is the following: of ∼ to nodes of the trees that are at the same level, i.e., at the same distance from the root. Formally, 31 t 1 ∼ t 2 iff t 1 ∼ t 2 and |t 1 | = |t 2 | (recall that a node of a tree is a finite word on a given set of directions).
32
Moreover, associate to each subtree T AP, T, R, L, ε K i , with i ∈ {1, 2}, the maximal subtree
with the set of states T {t ∈ W 3−1 : ∃t ∈ T. t∼ t }. Note that, since 34 both T and T are trees, they are bisimilar (the condition on the tree shape of the original structure is 35 fundamental for this derivation). Thus, by the inductive hypothesis, we obtain that T |= ϕ 2 iff T |= ϕ 2 .
At this point, to prove the statement, it is enough to show that, for each tree T ∈ min(K um (K i , ϕ 2 )), there 1 is a bisimilar tree T ∈ min(K um (K 3−i , ϕ 2 )), for all i ∈ {1, 2}. Indeed, by the inductive hypothesis, 2 we have that T |= ϕ 1 iff T |= ϕ 1 . To do this, we prove that
suppose by contradiction that there is a tree in
to the definition of the set K um (·, ·) of conservative substructures w.r.t. a given formula, it holds that
, which means that there is a structure T with T T K 3−i such that T |= ϕ 2 .
7
Now, consider the related bisimilar structure T . It is evident that T T K i . Moreover, T |= ϕ 2 . This
, which contradicts our assumption. Hence, the thesis holds.
9
[Item 2]. It is known that every KS K is bisimilar to its unwinding K U . Now, by the previous item,
10
we have that every MCTL * formula ϕ is an invariant for K and K U . Hence, the thesis holds.
11
[Item 3]. Consider an MCTL * formula ϕ and suppose that it is satisfiable. Then, there is a KS K such
12
that K |= ϕ. By the previous item, ϕ is satisfied at the root of the unwinding
a KT, we immediately have that ϕ is satisfied on a tree model. is inductively defined as follows:
It is easy to see that dep(ϕ) = O(|ϕ|).
22
Theorem 3.6. MPML under the m semantics has the strong finite model property, i.e., each MPML 23 satisfiable formula ϕ has a finite model K with size |K| ≤ g(|ϕ|), where g is a recursive function, and
25
Proof:
26
We show that if there is a model K for ϕ then there exists a model K K, with |K | ≤ g(|ϕ|) = 27 2 f (|ϕ|) , where f is recursive and monotone, and dep(K) ≤ dep(ϕ), such that for all models K , with (external induction) and on the structure of the formula itself (internal induction). W.l.o.g., we assume 31 that ϕ is in positive normal form.
32
The base step for the external induction follows directly by applying to ϕ (since it is a PML formula) 33 the well-known selection procedure used to prove the finite model property for PML [5] .
34
We now proceed with the base step for the internal induction in the external inductive case, where 35 ϕ is of the form ϕ 1 E Eϕ 2 (resp., ϕ 1 A Aϕ 2 ). Since ϕ is satisfiable, there is a model K for which there 36 exists a minimal model K ∈ min K m (K, ϕ 2 ) such that K |= ϕ 1 (resp., for all minimal models K ∈ 37 min K m (K, ϕ 2 ) it holds that K |= ϕ 1 ). Observe that K |= ϕ too. Now, by the inductive hypothesis, since
, and K |= ϕ 2 hold. However, K is minimal w.r.t. ϕ 2 . Therefore, 40 K = K . Hence, the thesis follows for this base case.
Consider now the inductive steps for the internal induction in the external inductive case.
there exists a conservative model
. Consider now the model
, so the thesis follows.
6
If ϕ = ϕ 1 ∧ ϕ 2 , there exists a K such that K |= ϕ 1 and K |= ϕ 2 . Now, by inductive hypothesis, for all models K , with K K K, it holds that K |= ϕ 1 and K |= ϕ 2 and so K |= ϕ.
, so the thesis follows. 2
13
If ϕ = EX ϕ , there are a model K and a successor v ∈ W K of the initial world w 0K such that K v |= ϕ.
14 Now, by inductive hypothesis, there exists a conservative model K K v of ϕ , with |K | ≤ 2 f (|ϕ |) and a fresh world w in such a way that (w, v) ∈ R K . Then, it is evident that K can be used in place of K u in 19 the previous reasoning. Therefore, the thesis holds in this case too.
20
For the cases ϕ = AX ϕ , ϕ = EX ϕ , and ϕ = AX ϕ the proof proceeds in a similar way, so we 21 omit the details. 
Expressiveness and Succinctness
23
In this section, we describe the expressiveness and succinctness relationships between the introduced 24 logics and the classic ones. Boolean combination of existential quantifiers ϕ = Eψ, where each ψ is in turn a Boolean combination 11 of subformulas, of the form p i U q i , G r, X s, andX f, where each p i , q i , r and s are atomic propositions.
12
Note that after this reduction, ϕ does not contain nested quantifiers, since they are replaced by apposite 13 fresh atomic propositions, In practice, the reduction from ϕ to ϕ turns out to use, as base case of the 14 translation idea, the following equivalences:
, where ϕ ver i is defined as above and
26
The first two equivalences, which do not contain the minimal model quantifier E E, are derivable by simply 
32
The key step in the translation is the selection of the right submodel of the extractor formula ϕ ext i ,
33
through the verifier formula ϕ ver i , which must satisfy ϕ = E(
If a KS K = AP, W, R, L, w 0 satisfies the original formula ϕ, we have that min(K m (K, ϕ))
5
Vice versa, consider a KS K = AP, W, R, L, w 0 such that K |= ϕ ver i E Eϕ ext i , for a given index
suppose by contradiction that K |= ϕ. Consequently, there exist at least three different and not directly 8 connected substructures K 1 , K 2 , K 3 K and three paths π 1 ∈ Pth(K 1 , w 0 ), π 2 ∈ Pth(K 2 , w 0 ), and 9 π 3 ∈ Pth(K 3 , w 0 ) such that each path formula p j U q j , with j = i, is satisfied on just two of these paths.
10
Then, each formula E((
is satisfied in at least two ways in two different 11 submodels of K and then there exists a submodel
is not minimal, but this contradicts the assumption. Hence, K |= ϕ and so, K |= ϕ.
13
In the next theorem, we show how the introduction of the minimal model quantifiers allows to translate 14 in an efficient way CTL * in MCTL.
15
Theorem 4.3. (mu and um Reducibility of CTL * ) CTL * is polynomially reducible by satisfiability to MCTL, under the mu and um semantics.
16
17
Given a CTL * formula ϕ we show that there exists an equisatisfiable MCTL formula ϕ , under the mu
18
and um semantics, with lng(ϕ ) = O(lng(ϕ)). As in the previous theorem, we first consider the derived 19 CTL * formula ϕ in which each quantifier is of the form ϕ = Eψ, where ψ is a pure LTL formula without 20 any nested quantifier. Then, in order to obtain ϕ , we substitute in ϕ all the subformulas ϕ by using 21 the equivalences ϕ mu ≡ ( ψ E E E φ) E E φ and ϕ um ≡ ψ E E E φ, respectively, for the mu and um semantics,
22
where the verifier formula ψ E is obtained from ψ by coupling each of its temporal operators with the path 23 quantifier E and the extractor formula φ E((EX f) R t) is used to extract both finite and infinite paths 24 from the original structure.
25
The correctness of the translation is due to the following reasoning that we explicit for the um 26 semantics only, since the other case is similar.
27
For one direction of the equivalence ϕ
model of ϕ and let π ∈ Pth(K, w 0 ) be a path for which K, π |= ψ holds. Then, we can assert that there 29 exists a KT T ∈ min(K um (K U , φ)) such that {π } = Pth(T , ε), where |π | = |π| and π i = unw(π i ), for 30 all i ∈ [0, |π|[ . Since ψ is a pure LTL formula, it is evident that T , π |= ψ and so, T |= ϕ. Consequently,
31
T |= ψ E and thus, K |= ψ E E E φ.
32
The other direction is simply the converse of the previous one. The crucial point resides in the fact 33 that, since each KT T ∈ min(K um (K U , φ)) contains just one path, we can surely assert that if T |= ψ E 34 then T |= ϕ.
35
In the case of the mu and um semantics, we can also prove that MCTL subsumes LTL, as we show in Indeed, every formula Aψ is equivalent to ¬E¬ψ. Now, by applying to E¬ψ the equivalences proved 
10
By the previous theorem, we directly derive that MCTL, also under the um semantics, is more 11 expressive than CTL and CTL + .
12
Corollary 4.5. (um Expressiveness of MCTL)
MCTL is more expressive than CTL and CTL + .
13
14
It is known that the LTL formulas ψ = F G p in the CTL * form Aψ does not have any equivalent 15 formula in CTL and so, in CTL + [6] . However, by Theorem 4.4, Aψ um ≡ (AF AG p) A A E((EX f) R t).
16
Thus, we can express in MCTL the property ψ. Hence, the statement follows.
17
Finally, by a model-theoretic reasoning, we prove that MCTL is at least exponentially more expressive 18 than CTL. of CTL + formulas ϕ n , with lng(ϕ n ) = O(n) and n ∈ N, whose minimal models have size O(2 n · 2 2 n )
25
[21]. Thus, also in MCTL, we can write a related sequences with the same property. However, by the 26 small model property of CTL [9] , every formula of this logic has minimal models whose size is at most 27 exponential in its length. Hence, the statement follows. that the considered extract-verify paradigm retains the decidability of this problem.
3
We start with a lemma that shows how to calculate a polynomial certificate for particular MCTL and 4 MCTL * formulas. This result will be then useful to show the corresponding upper bound results for the 5 addressed model checking problems.
6
Lemma 5.1. Let K be a Kripke structure and ϕ = ϕ 1 E Eϕ 2 be a MCTL (resp., MCTL * ) formula, with ϕ 1 7 and ϕ 2 CTL (resp., CTL * ) formulas. Then, there exists a polynomial certificate K of the testing K |= ϕ,
8
which is verifiable in PTIME w.r.t. both ϕ and K (resp., in PSPACE w.r.t. ϕ and in PTIME w.r.t. K).
9
10
To check that the test K |= ϕ is in NPTIME (resp., in PSPACE), we verify that there exists a minimal 11 and conservative submodel K of K satisfying ϕ 2 (the certificate of the test) of polynomial size (since
12
|K | ≤ |K|) such that K |= ϕ 1 .
13
To this aim, we split the verification procedure into the following four phases: (i) testing of K |= ϕ 2 ,
14
(ii) checking the minimality of K , (iii) checking the conservativeness for K , and (iv) testing of K |= ϕ 1 .
15
The first and last items are easily achievable in PTIME (resp., in PSPACE) w.r.t. the formula and in
16
NLOGSPACE w.r.t. the model, by applying a classical CTL (resp., CTL * ) model checking algorithm [18] .
17
To verify that K is minimal w.r.t. the formula ϕ 2 , we check that, for all maximal and proper submodels
18
K of K , it holds that K |= ϕ 2 . Now, note that all such models K are in number O(|K |), since each of for minimality can be done in PTIME w.r.t. both the length of the formula and the size of the model (resp.,
21
in PSPACE w.r.t. the formula and PTIME w.r.t. the model).
22
Finally, it remains to verify whether K is conservative, i.e., for all models K , with K K , it holds 23 that K |= ϕ 2 . To do this, we can check that, for all subformula ϕ of ϕ 2 and worlds w ∈ W K , it holds 24 that K w |= ϕ iff K w |= ϕ . Since the number of all subformulas ϕ is polynomial in the size of ϕ 2 , and 25 thus in the size of ϕ, it follows that also the check for conservativeness can be done in PTIME w.r.t. both 26 the length of the formula and the size of the model (resp., in PSPACE w.r.t. the formula and PTIME w.r.t.
27 the model).
28
Using the above result, we are now able to prove the following two theorems.
29
Theorem 5.2. MCTL * has a PSPACE model checking problem both in the length of the formula and in
30
the size of the model.
31
32
Let K be a Kripke structure and ϕ an MCTL * in existential normal form, we construct a recursive 33 algorithm that checks in PSPACE whether K |= ϕ.
34
First of all, we enumerate all subformulas ϕ = ϕ E Eϕ of ϕ and associate to each of them a Consequently, the result follows by recursively applying the above procedure. procedure that can be executed in PTIME, we easily obtain a ∆ p 2 model checking procedure for MCTL. 
33
(∂(x, y), ∂(x + 1, y)) ∈ H and (ii) (∂(x, y), ∂(x, y + 1)) ∈ V .
34
In the literature, an extension of the above problem has been also introduced as the recurrent domino By showing a reduction from the recurrent domino problem, we prove, in particular, that the satisfia-7 bility problem for MCTL * is Σ 1 1 -HARD, which implies that it is even not computably enumerable. We 8 achieve this reduction by describing how a given recurrent tiling system D, t * with D = D, H , V can
where a, b, r ∈ D, in such a way that ϕ dom is satisfiable iff D allows an admissible tiling. For the sake of 11 clarity, we split the reduction into four tasks where we explicit the structure of the formula ϕ rch built on 12 the three formulas ϕ grd , ϕ til , and ϕ rec .
13
Grid specification. It is needed to represent a "square structure" of N × N, which consists of the four to force the horizontal successor of (x, y + 1) and the vertical successor of (x + 1, y) to correspond to 17 the unique point (x + 1, y + 1), with the aim to represent a square structure model on which to place the 18 domino types. Formally, this can be expressed by using the formula 
27
Compatible tiling. It is needed to express that a tiling is locally compatible, i.e., the two horizontal
28
and vertical neighborhoods of a given point have admissible domino types with respect to that one.
29
The idea here is to associate to each domino type an atomic proposition and express the horizontal and ϕ rec ϕ V (AG ¬r) ∧ (r → ϕ H (EF (r ∧ t * ))).
5
Global Reachability Finally, we need to impose that the above three conditions hold on all points of 6 the N × N grid. As for the recurrent tile condition, also this task can be achieved by the simple recursion 7
given by CTL. Formally, we have ϕ rch AG (ϕ grd ∧ ϕ til ∧ ϕ rec ). is a grid-like model and then that is possible to construct a solution mapping ∂ from it. In fact, since 22 K, w 0 |= ϕ dom , we have that for all worlds v ∈ W reachable from w 0 , i.e., (w 0 , v) ∈ R n for some n ∈ N, 23 it holds that K, v |= ϕ grd and thus K, v |= ϕ S . Now, it is not difficult to see that K must contain a square 24 submodel rooted in v. Indeed, there exist only four different minimal models of the extractor formula Figure 2 for the possible submodels rooted in a node v such 26 that K, v |= α) among which only the two models of the verifier formula ϕ v ϕ V (ϕ H (ϕ V (t))) have a 27 square shape. Moreover, K, v |= ϕ A , so there are only two kinds of successors for v, i.e., if K, v |= α or 28 K, v |= δ then, for all worlds u ∈ W with (v, u) ∈ R, it holds that K, u |= β or K, u |= γ and vice versa. (v, u 1 ) ∈ R such that K, u 1 |= β and just one world u 2 ∈ W with (v, u 2 ) ∈ R such that K, u 2 and vice 31 versa. Now, it is clear that each world v reachable from w (including w itself) has only two successors u 1 32 and u 2 , which have a common successor o. Hence, K is a grid-like model. At this point, the extraction of 33 a solution mapping ∂ from K is a routine task and it is left to the reader.
34
Finally, we report the decidability result for MPML.
35
Theorem 6.4. The satisfiability problem for MPML under the m semantics is decidable. examines all these kinds of models, the thesis easily follows. when the modularity of the system is not known in advance, on which we successively check a given 12 property of the introduced logic.
13
We have deeply investigated MCTL * and some of its sublogics, under three different semantics:
14 minimal (m), minimal-unwinding (mu), and unwinding-minimal (um). They differ on the way a 15 substructure is extracted and then checked in the verification process. In particular, in the mu semantics,
16
we use the unwinding of a minimal substructure only applied after its extraction, while in the um one it is 17 applied to the original structure.
18
As far as the expressiveness regards, we have showed that MCTL * is strictly more expressive than
19
CTL * . Unfortunately, this power comes at a price. Indeed, the satisfiability problem for MCTL * (under 20 the m and mu semantics), as well as for its sublogic MCTL, has been proved to be highly undecidable.
21
Moreover, MCTL * (under the m and mu semantics) does not have the tree model property, it is not 22 bisimulation-invariant, and it is sensible to unwinding, differently from CTL * . On the contrary, under the 23 um semantics, the intended logic preserves all the mentioned model-theoretic properties. In this short reference appendix, we report the classical mathematical notation and some common 3 definitions that are used along the whole work. as its interval subsets, with m ∈ N and n ∈ N N ∪ {ω}, where ω is the numerable infinity, i.e., the 7 least infinite ordinal. Given a set X of objects, we denote by |X| ∈ N ∪ {∞} the cardinality of X, i.e.,
8
the number of its elements, where ∞ represents a more than countable cardinality, and by 2 X {Y :
9
Y ⊆ X} the powerset of X, i.e., the set of all its subsets.
10
Relations By R ⊆ X × Y we denote a relation between the domain dom(R) X and codomain where [x] R {x ∈ X : (x, x ) ∈ R}, the quotient set of X w.r.t. R, i.e., the set of all related equivalence 
20
Functions We use the symbol Y X ⊆ 2 X×Y to denote the set of total functions f from X to Y, i.e.,
21
the relations f ⊆ X × Y such that for all x ∈ dom(f) there is exactly one element y ∈ cod(f) such 22 that (x, y) ∈ f. Often, we write f : X → Y and f : X Y to indicate, respectively, f ∈ Y X and 23 f ∈ X ⊆X Y X . Regarding the latter, note that we consider f as a partial function from X to Y, where 24 dom(f) ⊆ X contains all and only the elements for which f is defined. Given a set Z, by f Z f ∩ (Z × Y)
25
we denote the restriction of f to the set X ∩ Z, i.e., the function f Z : X ∩ Z Y such that, for all 26 x ∈ dom(f) ∩ Z, it holds that f Z (x) = f(x). Moreover, with ∅ we indicate a generic empty function, i.e., dom(f g) {x ∈ dom(f) ∩ dom(g) : f(x) = g(x)}, (f g)(x) = f(x) for x ∈ dom(f g) ∩ dom(f),
31
(f g)(x) = g(x) for x ∈ dom(f g) ∩ dom(g), and (f g)(x) = f(x) for x ∈ dom(f g).
32
Words By X n , with n ∈ N, we denote the set of all n-tuples of elements from X, by X * <ω n=0 X n 33 the set of finite words on the alphabet X, by X + X * \ {ε} the set of non-empty words, and by X ω the set 34 of infinite words, where, as usual, ε ∈ X * is the empty word. The length of a word w ∈ X ∞ X * ∪ X ω 35 is represented with |w| ∈ N. By (w) i we indicate the i-th letter of the finite word w ∈ X + , with i ∈ [0, |w|[ . Furthermore, by fst(w) (w) 0 (resp., lst(w) (w) |w|−1 ), we denote the first (resp., last) letter of 1 w. In addition, by (w) ≤i (resp., (w) >i ), we indicate the prefix up to (resp., suffix after) the letter of index 2 i of w, i.e., the finite word built by the first i + 1 (resp., last |w| − i − 1) letters (w) 0 , . . . , (w) i (resp.,
3
(w) i+1 , . . . , (w) |w|−1 ). We also set, (w) <0 ε, (w) <i (w) ≤i−1 , (w) ≥0 w, and (w) ≥i (w) >i−1 , 4 for i ∈ [1, |w|[ . Mutatis mutandis, the notations of i-th letter, first, prefix, and suffix apply to infinite 5 words too. Finally, by pfx(w 1 , w 2 ) ∈ X ∞ we denote the maximal common prefix of two different words 6 w 1 , w 2 ∈ X ∞ , i.e., the finite word w ∈ X * for which there are two words w 1 , w 2 ∈ X ∞ such that 7 w 1 = w · w 1 , w 2 = w · w 2 , and fst(w 1 ) = fst(w 2 ). By convention, we set pfx(w, w) w.
8
Trees For a set ∆ of objects, called directions, a ∆-tree is a set T ⊆ ∆ * closed under prefix, i.e., if 9 t · d ∈ T, with d ∈ ∆, then also t ∈ T. We say that it is complete if it holds that t · d ∈ T whenever 
