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On continuous images of self-similar sets
Yuanyuan Li, Jiaqi Fan, Jiangwen Gu, Bing Zhao, Kan Jiang∗
Abstract
Let C be the attractor of the following IFS{
f1(x) =
x
3
, f2(x) =
x+ 2
3
}
.
Suppose f(x, y) ∈ C3 is a function defined on R2. In this paper, we prove, under
some checkable conditions on the partial derivatives of f(x, y), that
f(C,C) = {f(x, y) : x, y ∈ C}
is exactly a closed interval. Similar results for the homogeneous self-similar sets
with arbitrary overlaps and the Moran sets can be obtained. Further generaliza-
tion is available for some inhomogeneous self-similar sets if we utilize the approx-
imated result.
1 Introduction
Let f(x, y) be a continuous function defined on R2, and K be a self-similar set [3] defined
on R. Denote
f(K,K) = {f(x, y) : x, y ∈ K}.
We call f(K,K) the continuous image of K. It is natural to ask what is the exact form
of f(K,K). The first result in this direction is due to Steinhaus [4] who proved in 1917
the following results:
C + C = {x+ y; x, y ∈ C} = [0, 2], C − C = {x− y; x, y ∈ C} = [−1, 1],
where C is the middle-third Cantor set. In 2019, Athreya, Reznick and Tyson [1] proved
that
C ÷ C =
{
x
y
: x, y ∈ C, y 6= 0
}
=
∞⋃
n=−∞
[
3−n
2
3
, 3−n
3
2
]
∪ {0}.
In [2], Gu, Jiang, Xi and Zhao gave the topological structure of
C · C = {xy : x, y ∈ C}.
However, for a general function f(x, y), to calculate the exact form of f(K,K) is a very
difficult problem. In this paper, we shall consider homogeneous self-similar set, under
some conditions, such that f(K,K) is exactly a closed interval. Before we state the
main result, we give the following definitions.
∗Kan Jiang is the corresponding author
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Definition 1.1. Let f(x, y) ∈ C3. We say f(x, y) is of type (I) if for any
(x, y) ∈ [0, 1]× [0, 1],
we have 

(∂xf(x, y)) · (∂yf(x, y)) > 0
∂xxf(x, y)− 6∂xyf(x, y) + 9∂yyf(x, y) ≥ 0
∂xxf(x, y)− 2∂xyf(x, y) + ∂yyf(x, y) ≥ 0
1
3
<
∂yf(x, y)
∂xf(x, y)
< 1.
We say f(x, y) is of type (II) if for any (x, y) ∈ [0, 1]× [0, 1], we have

(∂xf(x, y)) · (∂yf(x, y)) < 0
9∂xxf(x, y) + 6∂xyf(x, y) + ∂yyf(x, y) ≥ 0
∂xxf(x, y) + 2∂xyf(x, y) + ∂yyf(x, y) ≥ 0
1 < −
∂yf(x, y)
∂xf(x, y)
< 3.
If for any (x, y) ∈ [0, 1]× [0, 1], we have

(∂xf(x, y)) · (∂yf(x, y)) > 0
∂xxf(x, y) ≥ 0, ∂xyf(x, y) ≤ 0, ∂yyf(x, y) ≥ 0
1
3
<
∂yf(x, y)
∂xf(x, y)
< 1,
then we say f(x, y) is of type (III).
Clearly, type (III) implies type (I). Throughout the paper, we shall use the following
closed interval
H = f([0, 1], [0, 1]) =
[
min
(x,y)∈[0,1]2
f(x, y), max
(x,y)∈[0,1]2
f(x, y)
]
Now we state the main result of this paper.
Theorem 1.2. Let C be the attractor of the following IFS{
f1(x) =
x
3
, f2(x) =
x+ 2
3
}
.
Suppose f(x, y) ∈ C3 is a function defined on R2. If f(x, y) is of type (I) or (II), then
f(C,C) = H.
Similar results can be obtained if we adjust the conditions on the partial derivatives.
For instance, we may give the following simple and easy checkable result.
Corollary 1.3. Let C be the attractor of the following IFS{
f1(x) =
x
3
, f2(x) =
x+ 2
3
}
.
Suppose f(x, y) ∈ C3 is a function defined on R2. If f(x, y) is of type (III), then
f(C,C) = H.
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Remark 1.4. We only consider two similitudes in the IFS. Indeed, we may consider
arbitrary homogeneous self-similar set (i.e. all the similarity ratios coincide) with over-
laps. Moreover, our method is even effective for Moran sets. We give these results in
the last section and leave these generalizations to the reader.
In terms of Theorem 1.2, it is easy to prove the following two results. Let K be the
attractor of the IFS {
f1(x) =
x
3
, f2(x) =
x
4
, f3(x) =
x+ 2
3
}
.
Example 1.5. Let f(x, y) = x2 + y2 + αx+ βy + γxy, where

2 + α + γ < 3β
α > 2 + β + γ
α, β > 0
0 < γ < 2.
Then
f(K,K) = H.
By Theorem 1.2, we have
f(C,C) = H.
Therefore,
H = f([0, 1], [0, 1]) ⊃ f(K,K) ⊃ f(C,C) = H.
Similarly, we obtain the following example.
Example 1.6. Let f(x, y) = sin(αxy) + βx+ γy, where

−1 < α < 0
10 < β <∞
γ =
β
2
.
Then
f(K,K) = H.
This paper is arranged as follows. In section 2, we give a proof of Theorem 1.2. In
section 3, we give some remarks and results.
2 Proof of Theorem 1.2
Let E = [0, 1]. For any n ≥ 1, (i1 · · · in) ∈ {1, 2}
n ∪ {∅},, we call fi1···in(E) a basic
interval with length 3−n. Here for simplicity, we let f∅(E) = [0, 1]. Denote by Hn the
collection of all the basic intervals with length 3−n. Let J ∈ Hn, i.e. there exists some
(i1 · · · in) ∈ {1, 2}
n such that J = fi1···in(E). Denote J˜ = ∪
2
i=1fi1···ini(E). Let Cn be the
union of all the basic intervals in Hn, i.e. Cn is the union of 2
n intervals with length
3−n. For any n ≥ 1, we have
Cn ⊃ Cn+1.
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It is clear that
C =
∞⋂
n=1
Cn.
The following lemma is obvious.
Lemma 2.1. Let f : R2 → R be a continuous function. Then
f(C,C) =
∞⋂
n=1
f(Cn, Cn).
Proof. The proof is due to two facts, f is continuous and Cn ⊃ Cn+1 for any n ≥ 1.
To prove f(C,C) is an interval, it is suffices to prove that
(1) for any n ≥ 1, we have f(Cn, Cn) = f(Cn+1, Cn+1).
(2) f(C1, C1) is an interval.
To guarantee (1), we have the following sufficient condition.
Lemma 2.2. Let n ≥ 1. Suppose I and J are any two basic intervals in Hn. If
f(I, J) = f(I˜ , J˜),
then f(Cn, Cn) = f(Cn+1, Cn+1).
Proof. Let
Cn = ∪
2n
i=1In,i = ∪
2n
j=1In,j.
Then we have
f(Cn, Cn) = ∪1≤i≤2n ∪1≤j≤2n f(In,i, In,j)
= ∪1≤i≤2n ∪1≤j≤2n f(I˜n,i, I˜n,j)
= f(∪1≤i≤2n I˜n,i,∪1≤j≤2n I˜n,j)
= f(Cn+1, Cn+1).
Theorem 2.3. Let C be the attractor of the following IFS{
f1(x) =
x
3
, f2(x) =
x+ 2
3
}
.
Suppose f(x, y) ∈ C3 is a function defined on R2. If for any (x, y) ∈ [0, 1] × [0, 1], we
have 

∂xf(x, y) > 0, ∂yf(x, y) > 0
∂xxf(x, y)− 6∂xyf(x, y) + 9∂yyf(x, y) ≥ 0
∂xxf(x, y)− 2∂xyf(x, y) + ∂yyf(x, y) ≥ 0
1
3
<
∂yf(x, y)
∂xf(x, y)
< 1,
then
f(C,C) = H.
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Proof. Let I = [a, a+ t], J = [b, b+ t] be any two basic intervals, where b ≥ a. To prove
this theorem, it suffices to prove by Lemmas 2.1 and 2.2 that
f(I, J) = f(I˜ , J˜),
and
f(C1, C1) = H.
By the definitions of I˜ and J˜ , it is easy to see that
I˜ = [a, a+ t/3] ∪ [a+ 2t/3, a+ t], J˜ = [b, b+ t/3] ∪ [b+ 2t/3, b+ t].
Clearly,
f(I˜ , J˜) = I1 ∪ I2 ∪ I3 ∪ I4,
where 

I1 = [f(a, b), f(a+ t/3, b+ t/3)] = [p1, q1]
I2 = [f(a, b+ 2t/3), f(a+ t/3, b+ t)] = [p2, q2]
I3 = [f(a+ 2t/3, b), f(a+ t, b+ t/3)] = [p3, q3]
I4 = [f(a+ 2t/3, b+ 2t/3), f(a+ t, b+ t)] = [p4, q4].
To prove f(I, J) = f(I˜ , J˜), it suffices to prove that

q1 − p2 ≥ 0
q2 − p3 ≥ 0
q3 − p4 ≥ 0.
By Taylor expansion of function with two variables and the conditions in lemma, we
have
q1 − p2 = f(a+ t/3, b+ t/3)− f(a, b+ 2t/3)
=
t
3
∂xf(x0, y0)−
t
3
∂yf(x0, y0) +
1
2
(
t
3
∂x −
t
3
∂y
)2
f(η, ξ)
=
t
3
∂xf(x0, y0)−
t
3
∂yf(x0, y0) +
t2
18
(∂xxf(η, ξ)− 2∂xyf(η, ξ) + ∂yyf(η, ξ))
≥ 0, where (x0, y0) = (a, b+ 2t/3), (η, ξ) ∈ [0, 1]× [0, 1],
q2 − p3 = f(a+ t/3, b+ t)− f(a+ 2t/3, b)
= −
t
3
∂xf(x1, y1) + t∂yf(x1, y1) +
1
2
(
−
t
3
∂x + t∂y
)2
f(η1, ξ1)
= −
t
3
∂xf(x1, y1) + t∂yf(x1, y1) +
t2
18
(∂xxf(η1, ξ1)− 6∂xyf(η1, ξ1) + 9∂yyf(η1, ξ1))
≥ 0, where (x1, y1) = (a+ 2t/3, b), (η1, ξ1) ∈ [0, 1]× [0, 1],
and
q3 − p4 = f(a+ t, b+ t/3)− f(a+ 2t/3, b+ 2t/3)
=
t
3
∂xf(x2, y2)−
t
3
∂yf(x2, y2) +
1
2
(
t
3
∂x −
t
3
∂y
)2
f(η2, ξ2)
=
t
3
∂xf(x2, y2)−
t
3
∂yf(x2, y2) +
t2
18
(∂xxf(η2, ξ2)− 2∂xyf(η2, ξ2) + ∂yyf(η2, ξ2))
≥ 0, where (x2, y2) = (a+ 2t/3, b+ 2t/3), (η2, ξ2) ∈ [0, 1]× [0, 1].
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Finally, we need to prove
f(C1, C1) = H = f([0, 1], [0, 1]).
Note that
[˜0, 1] = C1 = [0, 1/3] ∪ [2/3, 1].
Therefore, the proof of f(C1, C1) = H is similar to the above discussion, we omit the
details.
With similar discussions, we may prove the following results. We leave them to the
reader.
Theorem 2.4. Let C be the attractor of the following IFS{
f1(x) =
x
3
, f2(x) =
x+ 2
3
}
.
Suppose f(x, y) ∈ C3 is a function defined on R2. If for any (x, y) ∈ [0, 1] × [0, 1], we
have 

∂xf(x, y) < 0, ∂yf(x, y) < 0
∂xxf(x, y)− 6∂xyf(x, y) + 9∂yyf(x, y) ≥ 0
∂xxf(x, y)− 2∂xyf(x, y) + ∂yyf(x, y) ≥ 0
1
3
<
∂yf(x, y)
∂xf(x, y)
< 1,
then
f(C,C) = H.
Similarly, we are able to prove the following result.
Theorem 2.5. Let C be the attractor of the following IFS{
f1(x) =
x
3
, f2(x) =
x+ 2
3
}
.
Suppose f(x, y) ∈ C3 is a function defined on R2. If for any (x, y) ∈ [0, 1] × [0, 1], we
have 

(∂xf(x, y)) · (∂yf(x, y)) < 0
9∂xxf(x, y) + 6∂xyf(x, y) + ∂yyf(x, y) ≥ 0
∂xxf(x, y) + 2∂xyf(x, y) + ∂yyf(x, y) ≥ 0
1 < −
∂yf(x, y)
∂xf(x, y)
< 3,
then
f(C,C) = H.
Proof of Theorem 1.2. Theorem 1.2 follows from Theorems 2.3, 2.4 and 2.5.
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3 Further generalizations
From the proofs of Lemma 2.1 and Theorem 1.2, we note that our results can be gener-
alized for more general self-similar sets. For instance, it is allowed to have some overlaps
for the IFS of K. The numbers of similitudes in the IFS of K can be bigger than 2.
Further generalizations can be considered for the Moran sets. In this section, we give
some results without proofs as the main ideas of proofs are similar to Theorem 1.2.
Let K1 and K2 be the attractors of the IFS’s
{fi(x) = λx+ ai}
n
i=1, {gj(x) = λx+ bj}
m
j=1,
respectively, where ai, bj ∈ R, 0 < λ < 1. Let the convex hull of K1(K2) be [a, b]([c, d]).
Without loss of generality, we may assume f1(a) = a, fn(b) = b (g1(c) = c, gm(d) = d),
and
fi(a) ≤ fi+1(a), 1 ≤ i ≤ n− 1, gj(c) ≤ gj+1(c), 1 ≤ j ≤ m− 1.
Let
D1 = {1 ≤ i ≤ n− 1 : fi(b)− fi+1(a) < 0}, κ1 = max
i∈D1
{fi+1(a)− fi(b)}.
D2 = {1 ≤ j ≤ m− 1 : gj(d)− gj+1(c) < 0}, κ2 = max
j∈D2
{gj+1(c)− gj(d)}.
Now we state a general result for the homogeneous self-similar sets.
Theorem 3.1. Let K1, K2 be the attractors defined as above. Suppose f(x, y) ∈ C
3. If
for any (x, y) ∈ [a, b]× [c, d], 1 ≤ l ≤ m− 1, 1 ≤ j ≤ n− 1, we have

∂xf(x, y) > 0, ∂yf(x, y) > 0
λ2(b− a)2∂xxf(x, y) + 2λ(b− a)(gl(d)− gl+1(c))∂xyf(x, y) + (gl(d)− gl+1(c))
2∂yyf(x, y) ≥ 0
(fj(b)− fj+1(a))
2∂xxf(x, y) + 2(fj(b)− fj+1(a))(d− c)∂xyf(x, y) + (d− c)
2∂yyf(x, y) ≥ 0
κ1
d− c
<
∂yf(x, y)
∂xf(x, y)
<
λ(b− a)
κ2
,
then f(K1, K2) is precisely an interval.
Remark 3.2. When (∂xf(x, y)) · (∂yf(x, y)) < 0, we can obtained similar result. For
some inhomogeneous self-similar sets, we may still use the above result. As for a general
self-similar set, it can be approximated by a sub homogeneous self-similar set in the sense
of Hausdorff dimension. Therefore, we have the following result.
Corollary 3.3. Given f(x, y) ∈ C3. Let K ⊂ R be any self-similar set with positive
ratios. If there exists a sub homogeneous self-similar set, denoted by K ′, such that
(1) conv(K ′) = conv(K);
(2) for any (x, y) ∈ conv(K) × conv(K), f(x, y) satisfies the conditions in the above
theorem with respect to the IFS of K ′, where conv(.) denotes the convex hull;
then f(K,K) is a closed interval.
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Analogous results can be obtained for the Moran sets. First, we introduce the definition
of Moran set. Let {nk} ⊂ N
+ be a sequence(we assmue that nk ≥ 2). For any k ∈ N
+,
write
Dk = {(σ1, · · · , σk) : σj ∈ N
+, 1 ≤ σj ≤ nj , 1 ≤ j ≤ k}.
Define
D = ∪k≥0Dk.
We call σ ∈ D a word. For simplicity, we let D0 = ∅. If σ = (σ1, · · · , σk) ∈ Dk, τ =
(τ1, · · · , τm) ∈ Dm, then we define the concatenation σ ∗ τ = (σ1, · · · , σk, τ1, · · · , τm) ∈
Dk+m. Let T = [0, 1] and {ck} be a positive real sequence with cknk < 1, k ∈ N
+, we
say the class
F = {Tσ ⊂ T : σ ∈ D}
has the Moran structure if the following conditions are satisfied:
(1) for any σ ∈ D, Tσ is similar to T , i.e. there exists a similitude Sσ : R → R such
that Sσ(T ) = Tσ;
(2) for any k ≥ 0 and σ ∈ Dk, Tσ∗1, Tσ∗2, · · · , Tσ∗nk+1 is a subset of Tσ and
int(Tσ∗i) ∩ int(Tσ∗j) = ∅, i 6= j,
where int(A) denotes the interior of A, for simplicity, we denote by T˜σ = ∪
nk+1
i=1 Tσ∗i;
(3) for any k ≥ 1 and σ ∈ Dk−1,
|Tσ∗i|
|Tσ|
= ck, and the convex hull of Tσ∗i and Tσ
coincide for any 1 ≤ i ≤ nk, where |A| denotes the diameter of A.
Suppose F = {Tσ ⊂ T : σ ∈ D} has the Moran structure, then we call
E = ∩∞k≥1 ∪σ∈Dk Tσ
a Moran set. We denote by (M, ck, nk) all the Moran sets generated by the Moran
structure F . By the third condition, it is easy to see that the convex hull of any E from
(M, ck, nk) is [0, 1]. We finish this section by giving the following result for Moran sets.
Theorem 3.4. Let E1, E2 ∈ (M, ck, nk). Suppose that f(x, y) ∈ C
3. If for any
(x, y) ∈ [0, 1]× [0, 1]
and any k ≥ 1, we have

∂xf(x, y) > 0, ∂yf(x, y) > 0
c2k∂xxf(x, y) + 2ck(1− nkck)∂xyf(x, y) + (1− nkck)
2∂yyf(x, y) ≥ 0
(1− nkck)
2∂xxf(x, y) + 2(1− nkck)∂xyf(x, y) + ∂yyf(x, y) ≥ 0
supk {1− cknk} <
∂yf(x,y)
∂xf(x,y)
< infk
{
ck
1− nkck
}
,
then f(E1, E2) is a closed interval.
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