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We propose Bell inequalities for discrete or continuous quantum systems which test the compati-
bility of quantum physics with an interpretation in terms of deterministic hidden-variable theories.
The wave function collapse that occurs in a sequence of quantum measurements enters the upper
bound via the concept of quantum conditional probabilities. The resulting hidden-variable inequality
is applicable to an arbitrary observable that is decomposable into a weighted sum of non-commuting
projectors. We present local and non-local examples of violation of generalized Bell inequalities in
phase space, which sense the negativity of the Wigner function.
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I. INTRODUCTION
Since its discovery in 1964 [1] the Bell inequality (BI)
has triggered an enormous interest in the differences be-
tween classical and quantum correlations. Bell inequali-
ties are now commonly referred to as relations between
correlation measurements that are fulfilled in hidden vari-
able (HV) theories, but are violated within the frame-
work of quantum mechanics (QM). The original inequal-
ity was formulated for dichotomic variables in spin sys-
tems. Clauser, Horne, Shimony, and Holt (CHSH) [2]
presented a BI that was more amenable for experimental
tests [3–6] and is nowadays widely used. The latter is
often formulated by introducing a ‘Bell operator’ Bˆ and
is then given by
|〈Bˆ〉QM| ≤ 2 (1)
Bˆ = Aˆ⊗ Bˆ + Aˆ⊗ Bˆ′ + Aˆ′ ⊗ Bˆ − Aˆ′ ⊗ Bˆ′, (2)
where 〈Bˆ〉QM is the quantum expectation value of oper-
ator Bˆ. The operators Aˆ, Aˆ′ and Bˆ, Bˆ′ are dichotomous
(i.e, they have only two eigenvalues) and act on different
quantum systems A and B, respectively.
The original BI was inspired by the Einstein-Podolsky-
Rosen paradox [7, 8] for infinite-dimensional quantum
systems, but BIs for such systems were developed much
later. The first proposals also used dichotomic observ-
ables [9–11], but recently a new approach has been de-
veloped by Cavalcanti, Foster, Reid, and Drummond
(CFRD) [12, 13]. The CFRD inequality is based on an
argument that involves HV commutativity and can be
formulated for arbitrary quantum systems.
In this paper we propose an alternative approach to
BIs for infinite systems, which can be applied to an arbi-
trary observable and provides explicit links between HV
theories and the corresponding quantum system. Our
derivation is based on the decomposition of a general Bell
operator Bˆ into a superposition of projectors. The BI
makes essential use of wave function collapse expressed
via quantum conditional probabilities.
In Sec. II we will present the main result and discuss
its features. In Sec. III we demonstrate that the proposed
inequality is consistent with the CHSH inequality for a
Bell operator of the form (2). We derive a generic form
of the generalized BI in phase space in Sec. IV and sub-
sequently give examples of its violation for single-particle
(Sec. V) and bi-partite quantum systems (Sec. VI). Sev-
eral appendices contain the details of our derivations.
II. GENERALIZED BELL INEQUALITIES
We consider a general Bell operator Bˆ acting on a
generic Hilbert space H of dim(H) ≥ 3 that allows both
continuous and discrete (spin) degrees of freedom. The
only feature required of this revised Bell operator is that
it can be decomposed into a set of projectors Pˆ (u) as
Bˆ =
∫∑
duw(u)Pˆ (u). (3)
In this expansion, u may represent a set of several vari-
ables and the symbol
∫∑
du denotes a sum, an integral,
or a combination of both, over the variables represented
by u. The weight factors w(u) are real. The projectors
Pˆ (u) correspond to the observables that are measured in
an experiment. In this way the experimental configura-
tion selects the family of non-commuting projectors that
appear in (3). To incorporate an experimentally accessi-
ble form of locality in a bi-partite system, the projectors
need to be of tensor product form. They then play the
same role as (projectors onto eigenstates of) the observ-
ables Aˆ, Aˆ′, Bˆ, Bˆ′ of Eq. (2). In Sec. III we will make this
connection explicit.
In formulating generalized BIs we utilize the state after
a measurement of observable Pˆ (u) has been performed.
Let ρ denote the initial density matrix of a quantum sys-
tem. After a measurement of projector Pˆ (u) has been
performed, the state will collapse to
ρu ≡ 1
Tr(ρPˆ (u))
Pˆ (u) ρPˆ (u). (4)
Our main result can then be stated as follows.
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2Theorem 1: Let 〈Bˆ〉QM denote the mean value of the
generalized Bell operator in quantum theory. For 〈Bˆ〉QM
to be consistent with a deterministic HV description, it
must obey the inequality
|〈Bˆ〉QM|2 ≤ 〈Bˆ2〉HV (5)
〈Bˆ2〉HV =
∫∑
duw(u)Tr
(
ρuBˆ
)
Tr
(
ρPˆ (u)
)
. (6)
The proof and the assumptions made in a deterministic
HV framework are described in Appendix A. The right-
hand side of Eq. (6) is quadratic in the weight factors
w(u). The HV upper bound has an unusual format in
that its value is determined solely by quantum quantities.
This is possible because of the equality between HV and
quantum conditional probabilities, cf. Eq. (A11).
Equation (5) has a simple physical interpretation: if
in an experiment |〈Bˆ〉QM| is derived from measurements
of the observables Pˆ (u), then the maximum value of
|〈Bˆ〉QM | that is consistent with an HV model is given by
the sum over mean values of Bˆ in the states that are ob-
tained after Pˆ (u) has been measured. The weight factor
for each measurement is given by w(u) times the prob-
ability Tr(ρPˆ (u)) to find the system in state Pˆ (u). An
alternative interpretation can be given by expanding the
operator Bˆ in Eq. (5), which yields
|〈Bˆ〉QM|2 ≤
∫∑
du dv w(u)w(v)Tr
(
Pˆ (u)ρPˆ (u)Pˆ (v)
)
.
(7)
The HV upper bound is then a weighted double sum of
correlations between the observables Pˆ (u) and Pˆ (v) that
are related to the probability to measure Pˆ (v) provided
Pˆ (u) has been measured first.
It is instructive to compare the HV upper bound to
the upper bound in quantum physics. In Appendix A we
show that
〈Bˆ2〉QM = 〈Bˆ2〉HV +
∫∑
du dv w(u)w(v)
× Tr
(
ρPˆ (u)[Pˆ (u), Pˆ (v)]
)
. (8)
Depending on the choice of observables and the quantum
state, the difference 〈Bˆ2〉QM − 〈Bˆ2〉HV between the two
bounds may be positive or negative. If it is negative, a
BI violation will not occur. Furthermore, Eq. (8) demon-
strates that for any difference to occur, non-commuting
observables are necessary. This is in agreement with the
general results found by Malley and Fine [14, 15].
Not all choices of Bˆ and all decompositions of it will
lead to a BI violation. As result (8) shows, at least some
of the projectors must not commute. So spectral expan-
sions of Hermitian operators do not lead to a BI violation.
Another example for which no BI violation is possible
is the choice Bˆ = Iˆ. From Eq. (6) it then follows that
〈Bˆ2〉HV =
∫∑
duw(u)Tr
(
ρPˆ (u)
)
(9)
= Tr
(
ρ
∫∑
duw(u)Pˆ (u)
)
= 1, (10)
so that |〈Bˆ〉QM|2 = 〈Bˆ2〉HV = 1 for any choice of decom-
position.
The decomposition (3) does not restrict the choice of Bˆ,
but finding a BI violation amounts to finding a suitable
combination of ρ, Bˆ and {Pˆ (u)}. This will be the topic
of the following sections.
III. CHSH COMPATIBILITY
We first demonstrate that the generalized BI (5) is
consistent with the CHSH inequality for dichotomic ob-
servables. To do so we decompose each of the op-
erators Aˆ, Aˆ′, Bˆ, Bˆ′ appearing in Eq. (2) in the form
Aˆ = PˆA1 − PˆA−1, where PˆAi are projectors onto eigenstates
of operator Aˆ with eigenvalue i = ±1. The Bell operator
of Eq. (2) can then be written in the form of Eq. (3),
with
∫∑
du representing a sum over 16 terms. Explicitly,
the set of all 16 projectors Pˆ (u), u = 1, · · · , 16 is given
by
PˆA1 ⊗ PˆB1 , PˆA−1 ⊗ PˆB−1, PˆA1 ⊗ PˆB
′
1 , Pˆ
A
−1 ⊗ PˆB
′
−1,
PˆA
′
1 ⊗ PˆB1 , PˆA
′
−1 ⊗ PˆB−1, PˆA
′
1 ⊗ PˆB
′
−1, Pˆ
A′
−1 ⊗ PˆB
′
1 ,
PˆA1 ⊗ PˆB−1, PˆA−1 ⊗ PˆB1 , PˆA1 ⊗ PˆB
′
−1, Pˆ
A
−1 ⊗ PˆB
′
1 ,
PˆA
′
1 ⊗ PˆB−1, PˆA
′
−1 ⊗ PˆB1 , PˆA
′
1 ⊗ PˆB
′
1 , Pˆ
A′
−1 ⊗ PˆB
′
−1,
(11)
where the weight factor w(u) is equal to +1(−1) for the
first (last) eight projectors, respectively. It is then a
straightforward but tedious task to verify that∑
u,v
ω(u)ω(v)Pˆ (u)Pˆ (v)Pˆ (u) = 4 IˆA ⊗ IˆB . (12)
As a consequence the upper bound (6) takes the value
〈Bˆ2〉HV = 4. Hence, the CHSH inequality may be con-
sidered as a special case of Eq. (5).
We remark that a key feature of the CHSH inequal-
ity needed to implement local HV models is that all
projectors Pˆ (u) have a product structure of the form
Pˆ (u) = PˆA ⊗ PˆB . Because it is the observables Pˆ (u)
that should be measured in an experiment, the product
structure ensures that for a bi-partite quantum system
with two subsystems A, B one can test violation of BI
by performing local measurements on each subsystem.
For space-like separated systems, the principle of Einstein
causality then ensures that changes in the measurement
settings of system A cannot have an influence on mea-
surements on system B and vice versa [4]. In Sec. VI we
will show that a product structure can also be achieved
for generalized BIs.
3IV. BELL INEQUALITIES IN PHASE SPACE
One of the motivations behind this work is to study
Bell inequalities in phase space, which is a natural tool to
compare classical and quantum dynamics. Phase space
methods have been used to study specific implementa-
tions of the CHSH inequality for dichotomic operators
[16–19]. Because of the restriction to dichotomic oper-
ators, the resulting inequalities are conceptually similar
to BI on discrete Hilbert spaces.
The best known example of a quantum phase space
description is the Wigner function W (x) [20], which de-
pends on the phase space variable x ≡ (q, p). It can
be considered as a part of the Weyl symbol calculus
[21]. For a single particle in one spatial dimension, de-
scribed through the usual Hilbert spaceH = L2(R,C, dq)
of complex, square-integrable wave functions of a single
real variable q, the Wigner function can be expressed as
W (x) = (2pi~)−1Smb[ρ](x). Here Smb[Aˆ] denotes the
Weyl symbol of an arbitrary operator Aˆ and is defined
by
Smb[Aˆ](x) = 2pi~Tr(Aˆ∆ˆ(x)) (13)
∆ˆ(x) =
∫
dq′
2pi~
e−
i
~pq
′
∣∣∣q − 1
2
q′
〉〈
q +
1
2
q′
∣∣∣ . (14)
For Hermitian operators such as the density matrix the
Weyl symbol is real. The quantizer ∆ˆ(x) is a unitary
operator [22–24] that enables one to transfer the Hilbert
space representation of QM to an equivalent phase space
representation as in Eq. (13). It also can be used to
express the inverse transformation as
Aˆ =
∫
d2x Smb[Aˆ](x) ∆ˆ(x). (15)
The QM expectation value of an operator Aˆ is equal to
the phase space average
〈Aˆ〉QM = TrAˆρ =
∫
d2xW (x) Smb[Aˆ](x) . (16)
Two convenient and alternative forms of the quantizer
are
∆ˆ(x) =
1
(2pi)2
∫
d2k eik·(x−xˆ) (17)
=
1
pi~
Dˆ(αx) Πˆ Dˆ
†(αx) (18)
(see App. B), where xˆ = (qˆ, pˆ) are the canonical quan-
tum observables, [qˆ, pˆ] = i~, and Πˆ denotes the parity
operator with ΠˆxˆΠˆ = −xˆ.
The quantity Dˆ(αx) = exp(αxaˆ
† − α∗xaˆ) denotes the
unitary coherent state shift operator with shift amplitude
αx =
1√
2
( qL + i
L
~ p), where L is an arbitrary length scale.
Additionally, αx also represents the Weyl symbol of the
harmonic oscillator annihilation operator aˆ = 1√
2
( qˆL +
iL~ pˆ). With this notation, one can consider the quantizer
as a function of the complex variable αx instead of the
phase space variable x. In the following we will drop the
index x and work directly with the complex phase space
coordinate α. Then the quantization statement (15) can
be written as
Aˆ =
2
pi
∫
d2α Smb[Aˆ](α) Dˆ(α) Πˆ Dˆ†(α), (19)
with d2α = dReαdImα.
For the special choice Aˆ = Bˆ, phase space representa-
tion (19) suggests a decomposition of the Bell operator
Bˆ in terms of projectors on coherently shifted eigenstates
of the parity operator, weighted by the Bell operator’s
symbol B(α) ≡ Smb[Bˆ](α). One representation of the
parity operator in terms of projectors Pˆn on harmonic
oscillator eigenstates |n〉 is given by
Πˆ =
∞∑
n=0
(−1)nPˆn. (20)
Thus the Bell operator Bˆ has the expansion
Bˆ = 2
pi
∫
d2α
∞∑
n=0
(−1)nB(α)Dˆ(α) Pˆn Dˆ†(α). (21)
This is just the form of Eq. (3) with
∫∑
du =
∫
d2α
∑
n,
projectors
Pˆn(α) = Dˆ(α) Pˆn Dˆ
†(α) (22)
and weights wn(α) =
2
pi (−1)nB(α). Note that for α 6= β
the projectors Pˆn(α), Pˆm(β) are non-commuting.
The HV bound in Theorem 1 can also be expressed as
a function of the symbol B(α). It is shown in App. C
that, in this case,
〈Bˆ2〉HV = 4
pi2
∫
d2αd2α′
∞∑
n=0
B(α)B(α′)
× 〈n|Dˆ†(α)ρDˆ(α)|n〉〈n|Dˆ(2(α′ − α))|n〉. (23)
Because decomposition (21) can be implemented with
an arbitrary 1D Hermitian operator, the choice of Bell
operator is not restricted. This conclusion readily ex-
tends to Hilbert spaces, H = L2(RN ,C, dNq) of wave
functions that depend on N spatial variables. However,
the general remarks given at the end of Sec. II still ap-
ply: not all expansions (21) will lead to BI violation. In
the next two sections we provide specific examples of BI
violation in phase space.
V. SINGLE PARTICLE BELL VIOLATION
An example of BI violation can now be constructed as
follows. We consider a single-particle system prepared in
state
ρ = |1〉〈1|. (24)
4The Wigner function for this state is given by W (α) =
(pi~)−1e−2|α|2(4|α|2 − 1), which is negative on the disk
|α| < 12 . We want to construct a Bell operator that is
sensitive to the negativity of the Wigner function, al-
though this is not a necessary requirement: some entan-
gled quantum states do have a positive Wigner function
[25] and positivity of the Wigner function is not sufficient
to ensure consistency with HV models [26]. Furthermore,
Revzen et al. [18] have shown that a dichotomic con-
tinuous variable BI can be violated with a non-negative
Wigner function.
We define the Bell operator by choosing the Weyl sym-
bol
B(α) = 1− 2θ(1− 4|α|2), (25)
where θ is the step function. This symbol is equal to
the sign of the Wigner function; in addition it is just
a function of |α|. In this circumstance Theorem 2 (see
App. D) shows that the corresponding operator Bˆ is a
sum of projectors |n〉〈n| with eigenvalues
Bn = 1− (−1)n 1
n!
dnG
dtn
∣∣∣∣
t=0
(26)
G(t) =
2
(
1− e 12 t+1t−1
)
t+ 1
. (27)
A suitable non-commuting operator expansion for this
Bell operator is the phase space representation (21) with
projectors Pˆn(α). For this choice of state and Bell op-
erator we have evaluated Eq. (23) and 〈Bˆ〉QM and found
that
〈Bˆ〉QM = 4√
e
− 1 ≈ 1.426 (28)
〈Bˆ2〉HV ≈ 1.422 (29)
(see App. E). Hence, |〈Bˆ〉QM|2 ≈ 2.03 > 〈Bˆ2〉HV, so that
the generalized BI is violated.
We conclude this section with two remarks. First, it
is not required that the Bell operator decomposition is
based on rank-1 projectors. Instead of using Eq. (20)
one therefore could employ a more coarse-grained de-
composition of the form Πˆ = Pˆeven − Pˆodd, where the
two projectors extract the even and odd part of a spatial
wave function, respectively. However, it is not hard to
see that this decomposition will not lead to BI violation
for any choice of Bˆ. This illustrates that BI violation de-
pends not only on the choice of state ρ and Bell operator
Bˆ, but also on the way in which the latter is measured.
Our second remark concerns the negativity of the
Wigner function. The BI derived in this section essen-
tially tests the compatibility of the Wigner function’s
negative part with the axioms of deterministic HV theo-
ries. Our result can therefore be interpreted as quantita-
tive evidence for the “quantumness” of a non-positive
Wigner function. This evidence bears some similar-
ity with another measure of non-classicality for negative
Wigner functions [27, 28] that has been introduced out-
side the context of Bell inequalities. However, we em-
phasize that this does not imply that positive Wigner
functions are necessarily classical. Our results only indi-
cate that a Wigner function with negative values can be
in disagreement with deterministic HV theories.
VI. BI-PARTITE BELL VIOLATION
Most experimental tests of Bell inequalities are carried
out for bi-partite systems. So it is of interest to present
an example of this type. The phase space decomposition
of a general two-particle operator takes the form
Bˆ = 4
pi2
∫
d2α1
∫
d2α2 B(α1, α2) Dˆ(α1) Πˆ1Dˆ†(α1)
⊗ Dˆ(α2) Πˆ2Dˆ†(α2) (30)
=
4
pi2
∫
d2α1
∫
d2α2 B(α1, α2)
∑
n1,n2
(−1)n1+n2
× Pˆn1(α1)⊗ Pˆn2(α2) (31)
which is a direct generalization of Eq. (21) [46]. The
projectors Pˆn(α) correspond to local observables and are
defined in Eq. (22). In an experiment, the mean value of
Bˆ would be determined by local measurements of these
observables.
In the same fashion as in the previous section we can
evaluate Eq. (6) to find
〈Bˆ2〉HV = 4
pi2
∫
d2α1 d
2α2 B(α1, α2)
∑
n1,n2
(−1)n1+n2
× Tr
(
ρPˆn1(α1)⊗ Pˆn2(α2)
)
× Tr
(
BˆPˆn1(α1)⊗ Pˆn2(α2)
)
. (32)
To demonstrate BI violation, we consider two particles
prepared in the Bell state ρ = |ψBell〉〈ψBell|, with
|ψBell〉 = 1√
2
(|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉). (33)
The Wigner function of this state takes the form
WBell(α1, α2) =
1
pi2~2
e−|α1|
2−|α2|2 (2|α1 − α2|2 − 1) .
(34)
This corresponds to a product W00(α1+α2)W11(α1−α2)
of the ground state in the center-of-mass coordinates and
first excited state in the relative coordinates. To test the
negativity in relative coordinates, we chose the symbol
of the Bell operator as
B(α1, α2) = 1− 2θ(1− 2|α1 − α2|2). (35)
Because of the product structure of the Wigner function
and the fact that the Bell operator only tests the relative
5coordinate α1 − α2, the result for the QM mean value
is the same as in the single-particle case and given by
Eq. (28). The evaluation of the upper bound (32) is
presented in App. F and yields 〈Bˆ2〉HV ≈ 1.27. Hence,
we have again a BI violation |〈Bˆ〉QM|2 ≈ 2.03 > 〈Bˆ2〉HV.
It is interesting to note that the degree of violation in
this non-local example is larger than in the single-particle
case. We believe that the reason for this is that the re-
striction of the projection operators to be local effectively
increases the number of projection measurements needed
to determine 〈Bˆ〉QM. If non-local measurements were
possible, we could have decomposed the Bell operator
as in Eq. (21), with Pˆn and Dˆ(α) acting on the relative
coordinate between the two particles. This smaller de-
composition would have produced the same HV bound
as the single-particle example. We conjecture that gen-
erally a more fine-grained decomposition of a given Bell
operator Bˆ may lead to a lower HV bound.
VII. CONCLUSION
We have proposed generalized Bell inequalities, which
are constructed by decomposing a general Bell opera-
tor Bˆ into a set of non-commuting projection operators.
The derivation of these inequalities is based on Glea-
son’s theorem, so that a violation of it would rule out
a non-contextual hidden-variable interpretation of quan-
tum physics.
We have shown that the CHSH inequality may be con-
sidered as a special case of the generalized BI and pre-
sented two examples of BI violation in quantum phase
space. The examples test the negativity of the Wigner
function for a single particle and for a two-particle sys-
tem. A larger degree of BI violation is obtained in the
second example, for which all measurement observables
have a product structure similar to the CHSH inequality.
The proposed inequalities may be applied to different
combinations of Bell operators and quantum states, or to
different decompositions of a given Bell operator. There
is no restriction on the size or partition of the quantum
system, except that the dimension of Hilbert space must
be larger than 2. This opens the possibility to search
for generalized BI violations under very general circum-
stances, including the natural decomposition of a general
Bell operator in terms of its Weyl symbol presented in
Sec. IV.
There are also several formal aspects of the proposed
BI that would be of interest. The most interesting ques-
tion is probably whether Eq. (5) could be derived without
using Gleason’s theorem, so that a broader class of HV
theories could be ruled out if a generalized BI violation is
experimentally confirmed. That this is possible at least
in special cases is demonstrated by the example of the
CHSH inequality. We have shown that it may be derived
using Eq. (5), but it is well known that there are other
ways to prove it that do not rely on Gleason’s theorem
[29]. Thus, it is conceivable that Eq. (5) may serve as
a tool to identify BIs that also rule out contextual local
HV theories.
Other extensions of our proposal include the question
for which decomposition of a given Bell operator the HV
bound is minimized, or to find examples of BI violation
that can be realized with specific experimental setups.
This may be the topic of further studies.
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Appendix A: The Collapse BI
In this section we provide the axiomatic foundations of
hidden variable theories, construct a proof of Theorem 1
and discuss how determinism is implemented.
The first stage of our proof utilizes the method of Cav-
alcanti et al [12], which is based on the fact that for a
random variable B¯ in an HV theory the following variance
inequality must hold,
|〈B¯〉HV|2 ≤ 〈B¯2〉HV . (A1)
The HV framework employed here is that established
in the works of Fine and Malley, specifically the ax-
ioms HV(a-d) as formulated in Malley [30]. Hidden
variable theories link a family of quantum observables
O = O(Ĥ,Ξ, ρ) with a corresponding family of HV ob-
servables, Ω = Ω(Λ,F , µ). The quantum system density
matrix is ρ. Here Ξ is a subset of observables on Hilbert
space H, which includes all those that appear in a Bell
inequality of interest. In the case of Theorem 1, this op-
erator collection would include the projectors and their
products appearing in expansion (3) of B̂.
The triplet Ω(Λ,F , µ) represents a classical probabil-
ity space wherein variable λ ∈ Λ is the HV state of the
system and Λ is the set of all “complete state specifica-
tions” [31]; F is a (Borel) σ-algebra of subsets of Λ; and,
µ : F → [0, 1] is a unit normalized probability measure.
In the hidden variable picture an allowed observable, say
Â ∈ Ξ, is represented by a µ-measurable function (ran-
dom variable) A(λ) and expectation values result from
an integral over Λ weighted with measure µ.
In a deterministic model the (unique) values of A(λ)
are those fixed by a measurement of A in the HV state λ.
In full detail, the model is defined by the following four
axioms; in each, it is required that the quantum observ-
ables are restricted to the set Ξ.
HV(a) (the spectrum rule) restricts possible values of a
random variable to the spectrum of the respective oper-
ator in quantum theory.
6HV(b) (the sum rule) requires additivity of the values
of two random variables that correspond to commuting
operators.
HV(c) (the first-order margins rule) states that the
marginal probabilities agree with QM, 〈Eu〉HV =
Tr(ρPˆ (u)).
HV(d) (the second-order margins rule) requires that
〈EuEv〉HV = Tr(ρPˆ (u)Pˆ (v)) if the projectors Pˆ (u), Pˆ (v)
commute.
Of particular interest are random variables Eu that corre-
spond to quantum projectors Pˆ (u). Rule HV(a) ensures
that the equivalent observable to a projector Pˆ (u) in an
HV theory must correspond to a random variable of the
form
Eu(λ) =
{
1 λ ∈ S(u)
0 otherwise
, (A2)
where hidden variable λ ∈ Ξ and S(u) is the set of all
outcomes for which Eu(λ) = 1. The expectation value of
this random variable is equal to the probability to find a
unity value,
〈Eu〉HV = µ(S(u)) =
∫
Eu(λ)dµ(λ) (A3)
=
∫
Eu(λ)µ
′(λ) dλ. (A4)
The last relation provides a link between the more ab-
stract notion of HV theories as a classical probability
space and Bell’s original notation. Hidden variables λ can
be considered as a parametrization of the sample space
and µ′(λ) provides the probability density with respect
to this parametrization.
The first step in our proof is to define a new classical
random variable by superposing the Eu to match the
form of expansion (3)
B¯(λ) =
∫∑
duw(u)Eu(λ). (A5)
The HV mean value of B¯(λ) is given by
〈B¯〉HV =
∫∑
duw(u) 〈Eu〉HV. (A6)
Using axiom HV(c) in Eq. (A6) we obtain 〈B¯〉HV =
〈Bˆ〉QM, i.e., the mean value of the classical random vari-
able B¯(λ) should agree with that of the QM Bell oper-
ator (3). This implies, as a consequence of (A1), that
for QM to be compatible with the axioms of HV theo-
ries, |〈Bˆ〉QM|2 should be bounded by the HV expectation
value
〈B¯2〉HV =
∫∑
du dv w(u)w(v) 〈EuEv〉HV. (A7)
The joint probability to find the value 1 in both ob-
servables, 〈EuEv〉HV = µ(S(u)∩ S(v)), can be expressed
in terms of classical conditional probabilities µ(A|B) =
µ(A ∩B)/µ(B), as
〈EuEv〉HV = µ(S(u)|S(v))µ(S(v)) (A8)
= µ(S(v)|S(u))µ(S(u)), (A9)
so that
〈B¯2〉HV =
∫∑
du dv w(u)w(v)µ(S(v)|S(u))µ(S(u)).
(A10)
The analog of conditional probabilities in quantum the-
ory is the Lu¨ders rule [32] Tr(ρuPˆ (v)). This represents
the probability to measure Pˆ (v) under the condition that
Pˆ (u) has been measured before. It has been shown that
the Lu¨ders rule is the unique extension of classical con-
ditional probabilities to quantum mechanics (see p. 288
of Ref. [33]). The key ingredient in our proof is Malley’s
result [30] that quantum and classical HV conditional
probabilities must agree for a pair of not necessarily com-
muting projectors,
µ(S(v)|S(u)) = Tr(ρuPˆ (v)). (A11)
The proof of Eq. (A11) is based on the hidden variable
model HV(a–d) and Gleason’s theorem [34]. The latter
restricts the dimension of Hilbert space to dim(H) ≥ 3.
Employing (A11) we can express the HV upper bound as
〈B¯2〉HV =
∫∑
du dv w(u)w(v) Tr(ρuPˆ (v))µ(S(u)) (A12)
=
∫∑
du dv w(u)w(v) Tr(ρuPˆ (v)) Tr(ρPˆ (u)).
(A13)
Combined with Eq. (A1) this is the statement of Theo-
rem 1. We remark that we have changed the notation
from 〈B¯2〉HV to 〈Bˆ2〉HV because the HV bound can be
expressed through properties of QM operators alone.
The quantum upper bound of Eq. (A1) can be related
to the HV bound in the following way
〈Bˆ2〉QM =
∫∑
du dv w(u)w(v) Tr(ρPˆ (u)Pˆ (v)) (A14)
=
∫∑
du dv w(u)w(v) Tr(ρPˆ 2(u)Pˆ (v)) (A15)
=
∫∑
du dv w(u)w(v)
(
Tr(ρPˆ (u)Pˆ (v)Pˆ (u))
+ Tr(ρPˆ (u)[Pˆ (u), Pˆ (v)])
)
. (A16)
Recognizing that the first term in parentheses reproduces
the HV upper bound this leads to Eq. (8).
In the remainder of this appendix we will clarify some
of the basic features of deterministic HV models as es-
tablished by Fine and Malley.
First note that it is the spectrum rule HV(a) that im-
plements determinism in HV theories. Axiom HV(a) im-
plies that all observables in an HV model assume specific
7values. These values are not necessarily known to us,
and this uncertainty about their value is captured in the
measure density distribution µ′(λ); but we do know that
one of these values would be assumed in any run of the
experiment. This is in contrast to quantum mechanics
where it cannot be said that an observable Â assumes a
specific (spectral) value unless the system is prepared in
(an incoherent mixture, but not a superposition of [35])
eigenstates of Â. In a deterministic HV theory it is in
principle possible to prepare the system in a state where
all properties of all observables the system are simulta-
neously and exactly known. In the literature, such states
have been called dispersion-free states [36] or completed
states [33]. Such states would be described by a distri-
bution µ′(λ) that takes the form of a Dirac distribution.
However a deterministic HV model does not restrict the
form of µ′(λ). In a measurement where the marginal
rules HV(c) and HV(d) apply, the resulting µ′(λ) will
generally be a distribution with dispersion.
Although the goal of hidden variable theories is to be
as consistent as possible with the predictions of quantum
mechanics they nevertheless differ in a number of ways.
Key among these is that the HV(a-d) framework provides
a joint distribution (probability measure, µ) that applies
to all pairs of projectors in Ξ. In detail, the HV values
obey 〈EuEv〉HV = 〈EvEu〉HV , ∀ Pˆ (u), Pˆ (v) ∈ Ξ. In
QM it is known [37] [Thm. 2.1] that a joint probability
distribution for a set of non-commuting operators, such
as Ξ, cannot exist. Also some combinations of the axioms
lead to new useful identities, for example it can be shown
that, given HV (a), the product rule is equivalent to HV
(b), see rule HV (b1) of Ref. [30].
Deterministic HV theories also differ from contextual
HV theories. To explain the difference we consider the
joint probability distribution to measure the eigenvalues
a, b of two observables Aˆ, Bˆ, which in a deterministic
HV is given by µ(a, b) =
∫
µ′(a, b, λ) dλ. On the other
hand, in a contextual HV theory the probability density
µ′(a, b, λ) = µ′(a, b, λ|Aˆ, Bˆ) may depend on the measure-
ment settings to detect observables Aˆ, Bˆ. If the system is
set up to measure observable Bˆ′ instead of Bˆ, the prob-
ability density µ′(a, b, λ|Aˆ, Bˆ′) to find eigenvalues a, b for
the observables Aˆ, Bˆ may be different than for the orig-
inal setting. One may say that in the contextual setting
the HV model has more than one probability measure
(one for each experimental setup).
The work of Fine [38] establishes that, in the context
of bi-partite systems and the original BI, axioms HV(a-
d) are equivalent to the HV model conditions assumed
by Bell [39] and Kochen-Specker [40]. Specifically, he
proved that the necessary and sufficient condition for the
existence of a deterministic HV model is that the original
BI (1) is not violated (Proposition 2 in Ref. [31]).
While factorizablility is widely accepted for two ob-
servables that belong to two space-like separated systems,
this is not the case for observables of an individual sys-
tem. Because Gleason’s theorem does not address con-
textuality [36], and because the upper bound (6) contains
products of observables that belong to a single subsys-
tem, an experimental violation of our ‘collapse’ BI would
exclude only deterministic HV models but not contextual
HV theories.
Appendix B: Quantizer forms
Proof of Eq. (17): Let δˆ ≡ ∫ d2k(2pi)2 eik·(x−xˆ). Then
δˆ =
∫
d2k
(2pi)2
eik·xe−ikq qˆe−ikppˆe
1
2kqkpi~ (B1)
=
∫
d2k dq′
(2pi)2
eik·xe−ikqq
′ |q′〉〈q′ − ~kp|e 12kqkpi~ (B2)
=
∫
dq′ dkp
2pi
eikpp|q′〉〈q′ − ~kp|δ(q − q′ + ~
2
kp) (B3)
=
1
2pi~
∫
dq′ e−ipq
′/~|q − 1
2
q′〉〈q + 1
2
q′|  (B4)
Proof of Eq. (18): We start by observing that Dˆ(αx) =
exp
(
i
~ (qˆp− pˆq)
)
. Hence,
Dˆ(αx)
Πˆ
pi~
Dˆ†(αx) =
∫
dq′
pi~
Dˆ(αx)|q′〉〈−q′|Dˆ†(αx) (B5)
=
∫
dq′
pi~
∫
dpe
2i
~ q
′pe−
i
~ qpˆ|q′〉〈−q′|e i~ qpˆ (B6)
=
∫
dq′
pi~
e
2i
~ q
′p|q + q′〉〈q − q′|  (B7)
Appendix C: Bell bound 〈Bˆ2〉HV
For decomposition (21), HV bound (6) takes the form
〈Bˆ2〉HV = 2
pi
∫
d2α
∑
n
B(α) (−1)n
× Tr
(
ρDˆ(α) Pˆn Dˆ
†(α)BˆDˆ(α) Pˆn Dˆ†(α)
)
(C1)
=
2
pi
∫
d2α
∑
n
B(α) (−1)nTr
(
ρDˆ(α) Pˆn Dˆ
†(α)
)
× Tr
(
BˆDˆ(α) Pˆn Dˆ†(α)
)
. (C2)
Using the fact that Pˆn is a rank 1 projector we evaluate
the second trace
Tr
(
BˆDˆ(α) Pˆn Dˆ†(α)
)
=
2
pi
∫
d2α′
∑
m
B(α′) (−1)m
× Tr
(
Dˆ(α′) Pˆm Dˆ†(α′)Dˆ(α) Pˆn Dˆ†(α)
)
(C3)
=
2
pi
∫
d2α′ B(α′) Tr
(
Dˆ(α′) Πˆ Dˆ†(α′)
× Dˆ(α)Pˆn Dˆ†(α)
)
(C4)
=
2
pi
∫
d2α′ B(α′) Tr
(
Πˆ Dˆ†(α′−α)PˆnDˆ(α′−α)
)
.
(C5)
8The parity and the shift operator have the commutation
relation
ΠˆDˆ(β) = Dˆ(−β)Πˆ . (C6)
Furthermore, ΠˆPˆn = (−1)nPˆn holds. We thus get for the
trace
Tr
(
BˆDˆ(α) Pˆn Dˆ†(α)
)
=
2
pi
∫
d2α′ B(α′)(−1)nTr
(
PˆnDˆ(2(α
′ − α))
)
, (C7)
so that
〈Bˆ2〉HV = 4
pi2
∫
d2αd2α′
∑
n
B(α)B(α′) (C8)
× Tr
(
ρDˆ(α) Pˆn Dˆ
†(α)
)
Tr
(
PˆnDˆ(2(α
′ − α))
)

Appendix D: Bell eigenvalues
The Bell symbol (25) in the single particle example
is just a function of |α|. This structure simplifies the
computation of its quantum expectation value as follows.
Theorem 2: Let Aˆ be an operator with Weyl symbol
A(α). If A(α) only depends on |α| then Aˆ has the spectral
expansion
Aˆ =
∞∑
0
λnPˆn (D1)
with eigenvalues
λn =
∫ ∞
0
d|α|2A(|α|)2(−1)nLn(4|α|2)e−2|α|2 , (D2)
where Ln is the Laguerre polynomial of order n.
Proof: Consider the commutator of Aˆ and Pˆn
[Aˆ, Pˆn] =
2
pi
∫
d2αA(|α|) [Dˆ(α) Πˆ Dˆ†(α), Pˆn] (D3)
=
2
pi
∫
d2αA(|α|) [Dˆ(2α) Πˆ, Pˆn] . (D4)
We now make a change of variables α = reiφ, and carry
out the integration over φ. Using the Baker-Campell-
Hausdorff formula one then finds∫ 2pi
0
dφ Dˆ(2reiφ) =
∫ 2pi
0
dφ
2pi
e−2r
2
e2re
iφaˆ†e−2re
−iφaˆ
(D5)
= e−2r
2
∫ 2pi
0
dφ
∞∑
n,m=0
(2raˆ†)n(−2raˆ)meiφ(n−m)
(D6)
= 2pie−2r
2
∞∑
m=0
(−4r2)m(aˆ†)maˆm. (D7)
This operator obviously commutes with Pˆn and Πˆ and so
(D1) is established.
The eigenvalue is given by 〈n|Aˆ|n〉, which can be eval-
uated using Eq. (16). The symbol of Pˆn has been derived
in Ref. [41] and is given by
Pn(|α|)) = (−1)n2Ln(4|α|2)e−2|α|2 (D8)
Inserting this into Eq. (16) leads to Eq. (D2) 
Note that if A(α) is not real then Aˆ† 6= Aˆ and the
eigenvalues λn are complex.
Consider the single particle operator Bˆ with symbol
(25). Let Bn denote its eigenvalues in the harmonic os-
cillator expansion of Theorem 2. Then
Bn =
∫
d2|α|Pn(|α|)) (1− 2θ(1− 4|α|2)) (D9)
= 1− 4
∫
|α|< 12
d2|α| (−1)nLn(4|α|2)e−2|α|2 . (D10)
Using again a polar decomposition α = 12
√
ueiφ we find
Bn = 1− (−1)n
∫ 1
0
du e−
u
2 Ln(u) (D11)
By replacing the Laguerre polynomials with their gener-
ating function (Eq. (22.9.15) of Ref. [42]), we can express
the eigenvalues as in Eq. (26).
Appendix E: Single-particle BI
The quantum expectation value 〈Bˆ〉QM in state |1〉〈1|
is just the eigenvalue B1 of (D11).
To derive Eq. (29) we use [43]
〈n+ a|Dˆ(α)|n〉 = e− 12 |α|2αa
√
n!
(n+ a)!
L(a)n (|α|2) (E1)
〈n|Dˆ(α)|n+ a〉 = 〈n+ a|Dˆ(−α)|n〉∗ . (E2)
Equation (23) then becomes
〈Bˆ2〉HV = 4
pi2
∫
d2αd2α′
∞∑
n=0
B(α)B(α′)
× |〈n|Dˆ†(α)|1〉|2e−2|α−α′|2Ln(4|α− α′|2) (E3)
=
4
pi2
∫
d2αd2α′
∞∑
n=0
B(α)B(α′) e−2|α−α′|2e−|α|2
× 1
n!
|α|2(n−1)(n− |α|2)2Ln(4|α− α′|2). (E4)
The sum can be simplified using Eq. (8.975-3) of Ref. [44],
S(x, y) ≡
∞∑
n=0
yn
n!
Ln(x) = J0(2
√
xy)ey, (E5)
9where Jn(x) denotes the Bessel function of integer order.
Setting x = 4|α−α′|2 and y = |α|2 we have to evaluate
the sum
∞∑
n=0
yn−1
n!
(n− y)2Ln(x) = y
(
S(x, y)− 2∂yS(x, y)
+ ∂2yS(x, y) +
1
y
∂yS(x, y)
)
(E6)
= ey(1− x)J0(2√xy). (E7)
Hence,
〈Bˆ2〉HV =
∫
d2αd2α′ B(α)B(α′) f(α, α′) (E8)
f(α, α′) ≡ 4
pi2
1− 4|α− α′|2
e2|α−α′|2
J0(4|α− α′| |α|). (E9)
The two Weyl symbols B(α),B(α′) are both of the form
(25), which leads to a natural separation of the integral
into four parts. Setting
I(R,R′) ≡
∫
|α|<R
d2α
∫
|α′|<R′
d2α′ f(α, α′), (E10)
we have
〈Bˆ2〉HV = I(∞,∞)− 2I
(
1
2
,∞
)
− 2I
(
∞, 1
2
)
+ 4I
(
1
2
,
1
2
)
. (E11)
The first two integrals can be found analytically and
have the values I(∞,∞) = 1 and I ( 12 ,∞) = 1 − 2e− 12 .
We have numerically evaluated the remaining parts and
found I
(∞, 12) ≈ 0.0184 and I ( 12 , 12) ≈ 0.0082, so that
〈Bˆ2〉HV ≈ 1.422.
Appendix F: Bi-partite example
We start by evaluating the traces appearing in
Eq. (32). Using Eqs. (E1) and (31) it is straightforward
to transform the second trace into
Tr
(
BˆPˆn1(α1)⊗ Pˆn2(α2)
)
=
4
pi2
∫
d2β1
∫
d2β2
× B(β1, β2) e−2|β1−α1|2Ln1(4|β1 − α1|2)
× e−2|β2−α2|2Ln2(4|β2 − α2|2)(−1)n1+n2 . (F1)
For state (33), the first trace in Eq. (32) becomes
Tr
(
ρPˆn1(α1)⊗ Pˆn2(α2)
)
=
∣∣∣(〈n1|Dˆ†(α1)⊗ 〈n2|Dˆ†(α2)) |ψBell〉∣∣∣2 (F2)
=
1
2
∣∣∣〈n1|Dˆ†(α1)|0〉 〈n2|Dˆ†(α2)|1〉
− 〈n1|Dˆ†(α1)|1〉 〈n2|Dˆ†(α2)|0〉
∣∣∣2 (F3)
=
|α2|2(n2−1)|α1|2(n1−1)
2(n1)!(n2)!
e−|α1|
2−|α2|2
× ∣∣α1(n2 − |α2|2)− α2(n1 − |α1|2)∣∣2 . (F4)
With this expression, the sum over n1 and n2 in Eq. (32)
can again be evaluated using relation (E5). Changing
the integration variables from βi to γi = βi − αi, i=1,2,
yields
〈Bˆ2〉HV = 16
pi4
∫
d2α1 d
2α2 d
2γ1 d
2γ2 e
−2(|γ1|2+|γ2|2)
×
( (
1− 2|γ1|2 − 2|γ2|2
)
J0(4|α1γ1|)J0(4|α2γ2|)
− 2|γ1γ2|α1α
∗
2 + α2α
∗
1
|α1α2| J1(4|α1γ1|)J1(4|α2γ2|)
)
× B(α1, α2)B(α1 + γ1, α2 + γ2). (F5)
As in the single-particle case, we can divide the integral
into parts where the symbol B is either replaced by 1
or by a step function. We first consider the integral I1,1,
which is given by Eq. (F5) with both factors of B replaced
by 1. We then can use a polar decomposition of the com-
plex variables αi, γi, whereby the angular integrations are
easily performed. For the integration over the modulus
of these variables we note that the integrand is only ex-
ponentially suppressed in |γi|. It is therefore prudent to
first evaluate the integration over |γi|, which results in
I1,1 = 16
∫
d|α1| d|α2| e−2(|α1|2+|α2|2)|α1||α2|
× (2|α1|2 + 2|α2|2 − 1). (F6)
It is important to note here that the integration over
|γi| has resulted in exponential factors for the variables
|αi|. We will use this fact in the numerical evaluations
presented below. Eq. (F6) is easily evaluated and yields
I1,1 = 1. This is because an operator with symbol 1
is equal to the identity operator, which according to
Eq. (10) will always yield 〈Bˆ2〉HV = 1.
We now turn to the integral Iθ,1, which is given by
Eq. (F5) with B(α1, α2) replaced by θ(1 − 2|α1 − α2|2)
and B(α1 + γ1, α2 + γ2) replaced by 1. The only differ-
ence to I1,1 is the appearance of the step function, which
does not depend on γ1, γ2. We can therefore perform the
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integration over γi to obtain
Iθ,1 =
4
pi2
∫
d2α1 d
2α2 e
−2|α1|2−2|α2|2
(
2|α1|2 + 2|α2|2
− 2α1α∗2 − 2α2α∗1 − 1
)
θ
(
1− 2|α1 − α2|2
)
.
(F7)
Switching to relative coordinates σ = α1 + α2 and δα =
α1 − α2 this integral can be evaluated and yields
Iθ,1 = 1− 2√
e
≈ −0.213. (F8)
The remaining integral to evaluate 〈Bˆ2〉HV is IB,θ,
which is given by Eq. (F5) with B(α1, α2) kept and
B(α1 + γ1, α2 + γ2) replaced by the step function θ(1 −
2|α1−α2+γ1−γ2|2). We were unable to solve this integral
analytically. Even a numerical evaluation is challenging
because one has to perform an eight-dimensional inte-
gration over a function that does not rapidly converge
to zero in the two variables |α1|, |α2|. However, with the
lessons learned in evaluating I1,1 and Iθ,1 we were able
to numerically evaluate IB,θ by using the following pro-
cedure.
(i) Using a suitable parametrization for the phases of
the complex variables αi, γi, it is possible to express the
integrand in a way that only depends on the relative
phase of α1, α2 (and not on their common phase). This
enables us to reduce the numerical integral to seven di-
mensions.
(ii) Because large values of |γi| are exponentially sup-
pressed, the step function effectively limits the relative
coordinate δα to small values. Hence, when we use rela-
tive coordinates, the only variable that extends to infinity
and in which the integrand is not exponentially fast de-
creasing to zero is |σ|.
(iii) In the evaluation of I1,1 and Iθ,1 we have seen that
integration over γi results in an exponential factor for αi.
We may therefore expect a similar effect may happen for
IB,θ. The strategy to evaluate this integral is therefore to
first perform a six-dimensional numerical integration over
all phases as well as |γi| and |δα| to obtain a numerical
function f(|σ|), which is displayed in Fig. 1.
To perform the six-dimensional numerical inte-
gration we have used the NIntegrate function of
MathematicaTMwith the adaptive Monte Carlo method.
To obtain Fig. 1 we increased |σ| in steps of 0.05 from
0 to 2.7, with smaller step sizes around the maximum
of f(|σ|). For values of |σ| that are larger than 3 it be-
comes impossible to obtain accurate results, but within
the limitations of the numerical methods the results are
consistent with a decreasing function f(|σ|).
The last step in the numerical evaluation is to numer-
ically integrate the function f(|σ|). This can be done
with standard methods and yields IB,θ ≈ 0.078. The full
result for the HV upper bound is then given by
〈Bˆ2〉HV = I1,1 − 2Iθ,1 − 2IB,θ ≈ 1.27. (F9)
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