We investigate oscillatory properties of a perturbed symplectic dynamic system on a time scale that is unbounded above. The unperturbed system is supposed to be nonoscillatory, and we give conditions on the perturbation matrix, which guarantee that the perturbed system becomes oscillatory. Examples illustrating the general results are given as well.
Introduction
We consider the symplectic dynamic system z 1 = Ë.t/z; (1.1) that is, Ë is a symplectic and rd-continuous 2n × 2n matrix-valued function and z 1 is the delta derivative of z (see Section 2 below and [5, 6, 14] ), along with its perturbation z 1 = .Ë.t/ +Ë.t//z; (1.2) which is also supposed to be symplectic. Recall from [12] Note that rd-continuous functions possess antiderivatives and hence are integrable. Hilger's existence theorem for initial value problems with first-order linear equations says that, given an rd-continuous and regressive (that is, I + ¼.t/P.t/ is invertible for all t ∈ Ì) matrix-valued function P, there is exactly one solution of the dynamic system z 1 = P.t/z that satisfies a given initial condition z.t 0 / = z 0 .
EXAMPLE 2.1. In case Ì = Ê we have 
and symplectic difference systems (1.1) are of the form (note ¼.t/ ≡ 1 in (1.3))
Note that while these two examples nicely exhibit the unification feature of time scales calculus. The extension feature of this calculus can be seen from using an arbitrary nonempty closed subset of the reals as the time scale, for example, the set of all nonnegative integer powers of a number q > 1 (note that ¦ .t/ = qt in this case, and dynamic equations on such time scales are called q-difference equations), a union of closed intervals, the Cantor set, the set of all squares (or roots or cubes etc.) of nonnegative integers, the set of all integer multiples of a number h > 0, the set of all harmonic numbers, and many more.
Basic properties of symplectic systems
In this section we recall some basic facts concerning symplectic dynamic systems (1.1). As mentioned in the previous section, a symplectic dynamic system is a firstorder linear dynamic system whose coefficient matrix satisfies (1.3) . This identity implies that the matrix I + ¼.t/Ë.t/ is symplectic for each t ∈ Ì, that is,
holds on Ì. This last identity is equivalent to .I + ¼Ë/Â .I + ¼Ë/ T = Â , so a symplectic dynamic system can be also characterised as a system (1.1) whose coefficient matrix satisfies 
Next, if Z andZ are two 2n × n matrix-valued solutions of (1. given by the initial condition X .a/ = 0 and U .a/ = I (the so-called principal solution of (1.1) at a) has no focal points in Á. System (1.1) is called nonoscillatory if there exists T ∈ Ì such that it is disconjugate on .T; T 1 ] for every T 1 > T , and it is said to be oscillatory in the opposite case.
In our treatment we will also need the concept of the principal and nonprincipal solution of (1.1) at ∞ as introduced in [11] and studied in [3] . System (1.1) is said to be eventually controllable if the trivial solution z = . ÂZ is a nonsingular matrix is called a nonprincipal solution at ∞. Note that the principal solution at ∞ is uniquely determined up to a right multiplicative constant nonsingular n × n matrix factor, and that (3.3) is equivalent to
When investigating oscillatory properties of (1.1), a fundamental rôle is played by the so-called Reid roundabout theorem, which relates oscillatory properties of (1.1) to solvability of a certain associated Riccati-type equation and to positivity of the quadratic functional
I 0 , over the class of pairs z = .
x u / such that Ãz 1 = ÃË.t/z and x.a/ = x.b/ = 0. This roundabout theorem for (1.1) was established in the recent paper [16] . Here we use only a part of this roundabout theorem, which is formulated in the next proposition (in a slightly modified form; compare with [12] or [16] ).
PROPOSITION 3.1. Suppose that for every T ∈ Ì there exists a pair z = .
Note also that for Ë = A B C D and z = .
x u / the functional .z; a; b/ takes the form
We conclude this section with a result concerning a certain transformation of (1.1); see [12] . Let H; K : Ì → Ê n×n be C 1 rd -matrices such that H is nonsingular and
is symplectic. Consider the transformation z = Êz of the symplectic dynamic system (1.1), which transforms (1.1)
into the systemz
which is again symplectic, and the matrices A, B, C and D are given by the formulas
Consequently, if X U is a solution of (1.1) such that X is nonsingular, setting H = X and K = U , we have A = 0 and C = 0 (this is obvious) and D = 0 (this follows from the fact that (3.5) is again symplectic, that is, (3.2) hold for A, B, C and D).
Oscillation criteria
Throughout we assume that the perturbation matrixË from (1.2) is of the form . This requirement is perhaps not strictly necessary, but it is reasonable from the application point of view as we will see in the last section. Another requirement is that the perturbed system (1.2) is again a symplectic dynamic system, that is, (1.3) and (3. Now, the second identity in the first line of (4.2) implies that
that is, there exists an n × n matrix W such that
Substituting this into (4.2), we find that W must be symmetric, and then all identities in (4.2) are satisfied. Now we are ready to present our oscillation criteria for systems (1.2). We first give conditions that imply, assuming nonoscillation of (1.1), that the perturbed system (1.2) is oscillatory. and if there exists a pair
PROOF
where
To prove that (4.6) is oscillatory (and hence that (1.2) is oscillatory), according to Proposition 3.1 it suffices to construct for every T ∈ Ì a pair z = .
x u / such that x 1 = Bu, x ∈ C 1 rd , u ∈ C rd piecewise on [T; ∞/, supp x ⊂ [T; ∞/ and .x; u/ < 0, where
Define the pair .
where T ∈ Ì is arbitrary, t 3 > t 2 > t 1 > T wil be specified later and .t 2 /: [9] Oscillation of symplectic dynamic systems 9
Note that controllability of (1.1) implies that t T B.− /1− is really invertible if t is sufficiently large. Then
Here we have used (4.3). Now let " > 0 be arbitrary and t 1 > T be fixed. According to (4.5), t 2 > t 1 can be chosen in such a way that
Finally, since
is the principal solution of (1.1), we have
and hence t 3 can be chosen such thatx
2 .t 2 / < ". Summarising the previous computations we see that .x; u/ < 0 if T < t 1 < t 2 < t 3 are chosen as above, and hence (4.6) .t/ → 0 as t → ∞:
If instead of the principal solution of (1.2) at ∞ we use its nonprincipal solution at ∞, then we get the following result. is the nonprincipal solution of (1.2) at ∞, the matrix integral
is really convergent [11] . We use again the computations from the proof of Theorem 4.1. For the pair
defined in the proof of that theorem we have
.t 2 / {1 + 0 3 + 0 4 } ; where
Let t 1 > T be fixed and " > 0 be such that the limit superior in (4.10) is less than −1 − 3". By (4.9) and (4.10), t 2 > t 1 can be chosen in such a way that t2 t1 [12] andx
Finally, we take t 3 > t 2 such that
and also
Consequently, for these t 3 > t 2 > t 1 > T we have .x; u/ < 0 and hence (1.2) is oscillatory.
Examples and applications
In this section we present some corollaries and examples for applications of our general oscillation criteria given in the previous section. (ii) Here we consider the case Ì = Ê, that is, ¼ ≡ 0. In this case (1.2) is the linear Hamiltonian system
with symmetric matrices B, C and W . Oscillatory properties of (5.1) in the case when A ≡ 0 (using the variational method presented in Section 4) were investigated in [8] . In that paper only the possibility If the operator M is of higher or equal order than L, that is, m ≥ n, then this perturbation does not fit into our setting. However, in applications, the perturbation operator is usually of lower order than the original one, and it is also a partial justification why the perturbation matrixË is of the form as considered here.
As an example of the application of this general idea to fourth-order differential equations we give the following oscillation criterion. By a direct computation one can verify that
is the principal solution of the linear Hamiltonian system corresponding to (5. Note that for the sake of simplicity in the previous corollary we used Theorem 4.1 (with the special choicesx = c andũ = 0). Computing explicitly the expressions (iv) Now we deal with the discrete case Ì = . In this case, (1.2) reduces to the symplectic difference system z k+1 = .I + Ë k /z k :
Basic properties of solutions of (5.6) (for example, the Reid roundabout theorem) have been established in [1, 2] . However, oscillation criteria for general symplectic difference systems (in terms of the coefficient matrices I + A, B, C and I + D of (5.6)) have not been established yet; so the results of Theorems 4.1-4.3 are also new for systems (5.6). We refer here to the papers [4, 7, 10, 13, 15, 17] and the references contained therein, where oscillatory properties of special cases of (5.6) like discrete Hamiltonian systems or higher-order Sturm-Liouville difference equations are investigated.
