ABSTRACT Graph-based multi-view feature learning methods learn a low-dimensional embedding of the data by modeling the affinity correlations with a graph to reduce the dimension. However, the learned low-dimensional representation relies on a fixed graph that is potentially inaccurate and unreliable. Besides, the graph construction and the projection matrix leaning are separated into two independent processes. To tackle the problems, we propose a robust unsupervised multi-view feature learning method with a dynamic graph. The dynamic graph structure is constructed adaptively and the robust projection matrix is learned simultaneously. Specifically, we adaptively learn a dynamic graph which captures the intrinsic multiple view-specific relations of samples. Robust projection matrix learning suppresses the adverse noises and preserves the intrinsic graph structure. Moreover, the assigned weights are learned automatically for each view without any extra parameter. We finally develop an efficient alternative optimization algorithm to solve the objective formulation. The extensive experiments conducted on several multi-view datasets demonstrate the effectiveness of our proposed method.
I. INTRODUCTION
Nowadays, high dimensional data is commonly confronted in many applications, such as pattern recognition, machine learning, data mining, and computer vision. However, high dimensional data frequently causes a mass of storage cost and expensive computation cost, and it is inevitable that redundant and noisy features are contained in high dimensional data.To mitigate these problems, dimensionality reduction [1] is proposed to learn a low-dimensional representation such that inherent sample relations of the original data are preserved. It generally has two paradigms: feature extraction [2] and feature selection [3] . Feature extraction transforms the raw features into several new features which still accurately and completely describe the original data. Feature selection selects a subset of the original features as low-dimensional representation with dropping out the redundant features. In this paper, we mainly focus on feature extraction.
According to the dependence on semantic labels, approaches for feature extraction mainly fall into two
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categories: unsupervised learning and supervised learning. Unsupervised feature extraction learns low-dimensional representations without any explicit labels, while supervised feature extraction depend on labeled training data. Since the labels are unavailable in many cases, the main focus of this paper is unsupervised feature extraction technique. In the last few decades, typical unsupervised feature extraction methods include Principal Component Analysis (PCA) [4] , Multidimensional Scaling (MDS) [5] , Isometric Feature Mapping (Isomap) [6] , Locally Linear Embedding (LLE) [7] , Laplacian Eigenmaps (LE) [8] , and Locality Preserving Projection (LPP) [9] . The algorithms mentioned above all can be reformulated within graph embedding and extensions framework [10] . There are two steps involved in the methods within this framework: 1) constructing a graph which describes the relationships of the raw data points; 2) an eigen-problem corresponding to the fixed graph is solved to provide a low-dimensional representation or a projection matrix. Although the performance of traditional unsupervised feature extraction approaches is prominent in many cases, they have two drawbacks: 1) these methods adopt a fixed graph without a reasonable learning mechanism, a low-quality initial graph will have a negative effect on the low-dimensional representation learning; 2) the low-dimensional representation lacks a feedback to the constructed graph.
The methods mentioned above can only tackle feature extraction problems of single-view data. Multi-view features can capture the inherent information corresponding to different aspects [11] - [15] , but multi-view data suffers from the ''curse of dimensionality'' [16] more easily due to the multiple view features [17] . In recent years, multi-view feature extraction methods are proposed to exploit the relevance and complementarity of multi-view data. For graph-based methods, multi-view data naturally generate multiple graphs [18] , [19] . Typical methods include Marginal Fisher Analysis (MFA) [10] , Multi-view Spectral Embedding (MSE) [20] , and Multi-view Locally Linear Embedding (MLLE) [21] . These approaches construct graphs on each view separately, then learn view weights and integrate the graphs in linear combination words. A more important view tends to be assigned a larger weight. However, these methods regularly resort to an extra parameter to keep the smooth of the weight distribution.
To overcome the problems mentioned above, in this paper, we propose an effective Robust Unsupervised Multi-view Feature Learning with Dynamic Graph (RUMFL-DG) model. We develop a novel joint learning framework that learns a dynamic graph and a robust projection matrix simultaneously. Specifically, we adaptively construct a dynamic graph which is approximate to the fixed initial graph. The dynamic graph allows the neighborhood probability to be adjusted for feature learning. Then a low-dimensional presentation is embedded into the dynamic graph. As shown in [22] and [23] , l 2,1 -norm is effective to uncover the shared components between two variables. Moreover, the l 2,1 -norm based sparse technique can be utilized to improve the robustness of the models [24] . Therefore, we introduce a residual error term with l 2,1 -norm on the projection matrix learning to remove noises and outlying entries. The robust projection matrix preserves the intrinsic sample relations as well. To better explore the underlying structure of multi-view data, we adopt a reasonable strategy to assign weights to each view without resorting any parameter. Eventually, an efficient algorithm is proposed to solve the challenging formulated problem. The main contributions of this paper can be summarized as follows: 1) Different from existing methods, we integrate the dynamic graph learning and the robust projection matrix learning into a unified framework. In this framework, we provide a high quality dynamic graph which is suitable for subsequent feature learning. Besides, the framework learns a robust projection matrix which removes noises and preserves the intrinsic graph structure. Further, we introduce a novel way to automatically learn weight coefficients without resorting any parameter. 2) We transform the challenging optimization problem into an equivalent one that can be tackled more easily. An effective alternative optimization approach guaranteed with desirable convergence is derived to iteratively solve the problem. 3) Comprehensive experiments on public multi-view datasets demonstrate our method achieves superior performance compared with other methods. The rest of the paper is structured as follows. In section II, we briefly review the related work. Section III details the proposed methodology. In section IV, the experimental results and discussions are presented. Finally, conclusion is shown in section V.
II. RELATED WORK
In this section, we first introduce the relevant notations and definitions used in this paper, then we provide a short review on the related researches including graph embedding and multi-view learning.
A. NOTATIONS AND DEFINITIONS
Throughout the paper, matrices are marked as boldface uppercase letters and vectors are marked as boldface lowercase letters. For matrix M, the i th row and the (i, j) th element are denoted by m i and m ij , respectively. We denote M (v) as a matrix derived from the v th view representation. The trace of M is denoted by Tr(M). The transpose of M is denoted by M T . The Frobenius norm and
2 . An identity matrix is denoted by I. The main notations used in the paper are listed in Table 1 .
B. GRAPH EMBEDDING
Most of graph embedding methods for dimensionality reduction involve a two-stage process. Firstly, a fixed graph A ∈ R n×n is formed from the original data X ∈ R m×n , where n is the number of samples and m is the dimension of original data. The element a ij in A measures the connectivity between the i th and j th samples. Then, an eigen-problem corresponding to the fixed graph A is solved to obtain a low-dimensional representation or a projection matrix.
Isomap [6] , LLE [7] , and LE [8] are samples of nonlinear method which aims to provide a low-dimensional representation directly. The graph-preserving function is as follows min
where F ∈ R n×k is the low-dimensional representation, k denotes the dimension of the embedded subspace, C is a diagonal constant matrix and H is the constraint matrix defined to avoid a trivial solution of the objective function. In graph theory, L A = D A − (A + A T )/2 is the Laplacian matrix, the degree matrix D A ∈ R n×n is defined as a diagonal matrix whose i th diagonal element is j (a ij + a ji )/2. IsoP [25] , NPE [26] , and LPP [9] are samples of linear method which aims to learn a projection matrix. Since the low-dimensional representation can be obtained from a linear projection as F = X T W, the objective function can be expressed as
where W ∈ R m×k is the projection matrix. The above-mentioned methods have a superior performance for single-view data but cannot deal with multi-view data directly.
C. MULTI-VIEW LEARNING
For graph-based learning, multi-view datasets naturally generate multiple graphs [18] , [19] . To explore the common structure of each individual graph, methods such as [20] , [21] , [27] , [28] construct graphs on each view independently, then learn view weights and put the graphs together in linear combination words. However, these methods usually resort to an extra parameter to smooth the weight distribution. Recently, many algorithms related to multi-view subspace clustering have been proposed, such as [29] - [32] . Based on self-representation principle, these methods learn similarity graphs on each view simultaneously and stack up these similarity graphs to reflect the underlying common structure. However, different views in these methods are treated equally which ignores the different importance among multiple views.
III. THE PROPOSED METHODOLOGY
In this section, we will present our method in detail. First, we describe the proposed method. Then, we introduce an alternative optimization algorithm to solve the objective formulation.
A. OBJECTIVE FORMULATION
The formulated objective of the proposed method has three folds: dynamic graph learning, multi-view fusion and robust projection matrix learning.
1) DYNAMIC GRAPH LEARNING
Conventional graph embedding methods typically optimize the objective function on the basis of a fixed graph A, which brings two drawbacks: 1) an initial graph which is of low quality may be suboptimal for the subsequent feature learning; 2) the low-dimensional representation, as the aim of these approaches, lacks a feedback to the graph construction.
To address above issues, we learn a dynamic graph S derived from A, which allows the neighborhood assignment to be adjusted dynamically. We adopt the following loss function to prevent S from deviating too far from A
We learn the low-dimensional representation based on the constructed graph S. The dynamic graph S also contains the relationships among the low-dimensional representations. Hence, we obtain the following objective function by combining the dynamic graph learning and graph embedding
where λ is a regularity parameter.
2) MULTI-VIEW FUSION
For a multi-view dataset which has V views, it is natural to generate V initial graphs
The key problem is how to find out the learned dynamic graph S which can approximate these initial graphs A (1) , A (2) , . . . , A (V ) . There is a prior assumption that each view of the multi-view data captures partial information and multiple views have different importance. Thus, we employ a set of weight coefficients α = [α (1) , α (2) , . . . , α (V ) ] T to measure the importance of each view. However, it is difficult to determine the value of each weight. To address this problem, we present the following formulation that induces a self-conducted weight learning
where no weight hyper-parameter is explicitly defined. Intuitively, each view is treated equally, but we will provide a reasonable way to learn the weight factors by the following analysis. The Lagrange function of Eq. (5) is
where is the Lagrange multiplier, G( , S) serves as a proxy for the constraints to S. Taking the derivative of Eq. (6) w.r.t S and setting the derivative to zero, we have
where
According to Eq. (8), we can find that α (v) is dependent on the target variable S. Thus, Eq. (7) cannot be solved directly. But if we set α (v) stationary, Eq. (7) can be considered as the solution to the following problem
which is simpler to be solved. The calculated S in Eq. (9) can be further used to update α (v) by Eq. (8). This inspires us to adopt an alternative optimization strategy to compute S and weight coefficients α (v) .
3) ROBUST PROJECTION MATRIX LEARNING
In this paper, we propose a linear function to learn a projection matrix W that projects the original data to a lower dimensional subspace. Given a multi-view data
where W ∈ R M ×k is the projection matrix. The low-dimensional representation F lies in the space spanned by the original data X. The second term is a regularizer which aims to prevent overfitting, β is a regularization parameter. Note that the loss of projection matrix learning is measured by the squared residual error. It will be easily effected by the noises and outliers because of the enlarged errors. To handle the issue, we propose to utilize l 2,1 -norm to remove noises and outliers. With this consideration, we arrive at the following improved objective function
4) OVERALL LEARNING FRAMEWORK
After comprehensively considering dynamic graph learning, multi-view fusion and robust projection matrix learning, the overall objective function of RUMFL-DG is
where λ, µ, and β are penalty parameters which balance the importance of each term.
B. OPTIMIZATION ALGORITHM
Due to the existence of l 2,1 -norm, the objective function is difficult to optimize directly. Hence, we propose to transform the challenging problem into an equivalent one which is easy to solve. Denote the loss residual as R = F − X T W. Then we introduce the following problem which is equivalent to the problem (12) .
where B ∈ R n×n is a diagonal matrix, the i th diagonal element b ii is computed as
where r i is the i th row of R. Then we iteratively optimize the objective function with respective to one variable while fixing the other variables. The iteration steps are described as follows.
Update S: By fixing the other variables, the optimization formula for S is
We denote d
. Note that the above problem is independent for different i, thus it is equivalent to solve the following problem individually for each i
Then it is further equivalent to the following problem
This kind of problem can be efficiently solved by the algorithm [33] . Update F: By fixing the other variables, the optimization formula for F is min
Setting the derivative of Eq. (18) w.r.t. F to zero, we have
Update W: By fixing the other variables, the optimization formula for W is
With the similar process as the above subsection, we set the derivative of Eq. (20) w.r.t. W to zero, we then have
where I ∈ R M ×M is an identify matrix. Update: α (v) . According to the current S, we update the weight coefficients α (v) (v = 1, 2, . . . , V ) according to the Eq. (8) .
The key steps of optimizing the problem (12) are summarized in Algorithm 1.
Algorithm 1 Alternate Optimization to Solve Problem (12)

Input:
Original data matrix
Output:
Similarity graph S ∈ R n×n , projection matrix W ∈ R M ×k , weight coefficients α (v) .
Update each row of S with Eq. (17).
4:
Update F with Eq. (19).
5:
Update W with Eq. (21). In the first place, we introduce two lemmas [34] .
Lemma 1: Let r i be the i th row of the residual R in previous iteration, andr i be the i th row of the residualR in current iteration, then the following inequality holds
Proof: Given the following function
Then, we have h (x) = 2x − 2 and h (x) = 2. Obviously, h (x) = 0 only when x = 1. In addition, when 0 < x < 1, h (x) < 0 and when x > 1, h (x) > 0, which indicates that h(x) is monotonically decreasing as 0 < x < 1 and monotonically increasing when x > 1. Furthermore, h (x) > 0. Hence, we have the conclusion that
into Eq. (23), we then obtain the conclusion
Lemma 2: Given R = [r 1 , r 2 , . . . , r n ], then we have the following conclusion
Proof: In this inequality, we sum up the inequality of all r i (i = 1, 2, . . . , n) according to Lemma 1, We can reach the conclusion of Lemma 2 easily.
Theorem 1: RUMFL-DG is convergent.
Proof: 1) SupposeS,F,W,α (v) are the optimized solution of the alternative problem (13) . Denote
whereR =F − X TW . RUMFL-DG is bounded, and the lower bound of objective function isJ + µTr(R T BR).
According to Lemma 2, we havẽ
which indicates the monotonic decreasing trend of the objective function in Eq. (12) in each iteration.
3) In summary, the proposed algorithm is monotonically decreasing and the lower bound of objective function isJ + µTr(R T BR). Therefore, RUMFL-DG is convergent.
In Algorithm 1, the updating of variables monotonically decrease towards the lower bound of objective function in Eq. (12) . Furthermore, our experiments also validate the convergence of the proposed method. 
D. COMPLEXITY ANALYSIS
As shown in Algorithm 1, the solution of the proposed method can be divided into four alternative optimization problems. In each iteration, the time complexity of solving F is O(n 3 + n 2 M ), the updating of W requires O(M 3 + M 2 n). Optimizing S consumes O(n 2 ), the V problems in Eq. (8) aim to update α (v) and the total computational complexity in solving V problems is O(Vn 2 ). This method requires a few iterations to obtain the optimal solution. Therefore, the total computational complexity of the proposed method is O(T × max{n 3 + n 2 M , M 3 + M 2 n}), where T is the number of iterations.
IV. EXPERIMENTS
In this section, we first introduce the experimental settings, including experimental datasets, comparative methods, evaluation metrics and implementation details. Then, the experimental results and analyses are presented.
A. EXPERIMENTAL DATASETS
There are 5 benchmark datasets to evaluate the performance of our proposed method. The descriptions of these datasets are summarized in Table 2 .
• MSRC-v1 [35] . This dataset is comprised of 240 images in 8 classes as a whole. Following the setting in [36] , we select 7 classes including tree, building, airplane, cow, face, car, bicycle for evaluation and each class has 30 images. To distinguish all the scene, 5 visual features are extracted to represent the image contents: color moment (CMT) with 48 dimension, GIST with 512 dimension, SIFT with 1302 dimension, CENTRIST with 210 dimension and local binary pattern (LBP) with 256 dimensions.
• Handwritten Numeral [37] . This dataset is composed of 2000 data points for 10 digit classes (0-9), and each class has 200 data points. There are 6 published features are available: 76 dimensional Fourier coefficients of the character shapes (FOU), 216 dimensional profile correlations (FAC), 64 dimensional Karhunen-love coefficients (KAR), 240 dimensional pixel averages in 2 × 3 windows (PIX), 47 dimensional Zernike moments (ZER) and 6 dimensional morphological (MOR) features.
• Youtube [38] . This real-world dataset is collected from Youtube.com. It contains intended camera motion, variations of the object scale, viewpoint, illumination and cluttered background. The dataset is comprised of 1592 action video sequences in 11 actions. These actions contain: basketball shooting, volleyball spiking, trampoline jumping, soccer juggling, horseback riding, cycling, diving, swinging, golf swinging, tennis swinging and walking. 2 features are extracted to represent each video sequence: GIST with 750 dimensions, SIFT with 750 dimensions.
• Outdoor Scene [39] . The outdoor scene dataset is composed of 2688 color images that belong to 8 outdoor scene categories. 4 visual features are extracted from each image: color moment with dimension 432, GIST with dimension 512, HOG with dimension 256, and LBP with dimension 48.
• Caltech101 [40] . This is an object recognition dataset containing 101 categories of images. We follow previous work [27] 
B. COMPARATIVE METHODS
We evaluate our method in a typical unsupervised task, i.e. clustering. The proposed method is compared with six other methods stated as follows:
• Multi-View Spectral Embedding (MSE) [20] . MSE is a spectral-embedding algorithm which can find a physically meaningful embedding. In particular, MSE learns a low-dimensional embedding over all views simultaneously, and it explores the complementary property of different views.
• Multi-View Locally Linear Embedding (MLLE) [21] . MLLE first preserves the geometric structure of the local patch in each feature space according to the LLE criterion. Then, it assigns different weights to local patches from different feature spaces and learn a low-dimensional embedding.
• Unsupervised Multi-View Feature Extraction with Structured Graph (MFESG) [41] . MFESG simultaneously learns a projection matrix and a structured graph containing the clustering information. Then, iterative optimization is used to solve the objective.
• Unsupervised Multi-view Feature Extraction with Dynamic Graph Learning (UMFE-DGL) [42] . UMFE-DGL performs dynamic graph learning and feature extraction simultaneously. The dynamic graph can model the correlational relationships between multi-view data.
• Unsupervised Feature Extraction by Low-rank and Sparsity Preserving Embedding (LRSPE) [24] . This is a manifold based feature extraction. During the projection learning, LRSPE preserves the global and local intrinsic structures of data by imposing the low-rank and sparse constraints on the graph.
• Baseline. K-means [43] is employed on the concatenated view representation directly. We use the clustering results as the baseline. Besides, our proposed method is compared with three variant methods as well.
• Feature Concatenation Robust Unsupervised Feature Learning with Dynamic Graph (RUMFL-DG-I). This is a variant method of RUMFL-DG. It concatenates the features of each view, and imports the joint view representation into our proposed model.
• Robust Unsupervised Multi-view Feature Learning with fixed graph (RUMFL-DG-II). This method is a variant of RUMFL-DG that directly adopts a fixed graph to learn a low-dimensional representation. There is no interaction between the constructed graph and the low-dimensional representation.
• Unsupervised Multi-view Feature Learning with Dynamic Graph (RUMFL-DG-III). This is a variant method of RUMFL-DG. It employs the squared residual error to measure the regression loss of the projection matrix learning.
C. EVALUATION METRICS
We adopt three standard metrics to evaluate our method: Clustering Accuracy (ACC) [44] , Normalized Mutual Information (NMI) [45] and Purity [46] . ACC calculates the proportion of the correctly predicted samples to the whole data, which is computed by
where n is the number of clusters, s i is the predicted label of the i th sample, t i is the ground truth label of the i th sample, and map(t i ) is the best mapping function that permutes clustering labels to match the ground truth labels. δ(x, y) = 1 if x = y, δ(x, y) = 0 otherwise. NMI measures the quality of clusters which is calculated as
where C is a set of clusters obtained from the clustering algorithm, L is a set of clusters obtained from the true labels. H (C) and H (L) are the entropies of C and L separately, and MI (C, L) is the mutual information metric. We denote n i as the number of samples contained in the cluster C i , andn j as the number of samples belonging to the class L j . NMI can be computed by the following formula
where n ij denotes the number of intersectional samples between cluster C i and class L j .
Purity is a simple and transparent evaluation metric, which is defined as
where n is the number of data samples, n i is the number of members contained in the i th cluster, P ij is the probability that a member of the i th class is assigned to the j th cluster and c is the number of clusters.
D. IMPLEMENTATION DETAILS
For our proposed method and its variants, we construct the initial graph by the method introduced in [47] . There are five parameters λ, µ, β, the number of extracted features k, and the number of neighbors k 1 in the proposed method. In the experiments, these parameters can be determined by grid search approach with a large candidate range. We set the parameters λ, µ, and β by searching the range {10 −6 , 10 −4 , 10 −2 , 1, 10 2 , 10 4 , 10 6 }. The number of extracted features k is set to {10, 20, 30, 40, 50} separately. The number of neighbors k 1 is turned in the range of {5, 10, 15, . . . , 50}. To evaluate the capability of each method, we repeat K-means for 100 independent times to cluster the embedding data, and the mean results are reported. The parameters in all compared methods are carefully adjusted to report the best results. The calculations are executed on a Linux server with 32 processors (2.10GHz for each) and 64 GB RAM memory by MATLAB implementations.
E. EXPERIMENTAL RESULTS AND ANALYSES
In this subsection, experimental results are divided into 6 parts. We first present the comparison results with six comparative methods. Then, we validate the effects of dynamic graph learning, multi-view fusion and robust projection matrix learning. Next, we perform the experiment to demonstrate the convergence of our methods. Finally, parameter experiment is carried out.
1) COMPARISON RESULTS
The results measured by ACC, NMI and Purity are reported in Figs. 1, 2 and Table 3 , respectively. It is obvious to find out that our method achieves superior performance over the others in most cases. In particular, the proposed method obtains the Purity value of 0.8302 on MSRC-v1 with 10 dimensional embedding, while the second best performance is 0.7095. These results clearly validate that our proposed approach can extract more discriminative features.
In detail, the superiority of our approach arises in the following aspects. Firstly, we incorporate a reasonable learning mechanism to learn a dynamic graph which is suitable for the subsequent feature learning. Besides, we integrate dynamic graph learning and projection matrix learning into a unified framework. Thus, there is an interaction between the dynamic graph and the projection matrix. Moreover, the robust projection matrix learning helps to mitigate the impact of data noises, which ensures the model more robust. Further, we adopt a novel trick to smooth the weight distribution automatically.
To evaluate the computational complexity of our methods, we conduct experiments to compare the computational efficiency between RUMFL-DG and five comparative methods. Table 4 records the running time of each method on five datasets. For each method, we choose the optimal parameter setting in terms of optimal results. Since all the feature learning algorithms employ K-means for clustering results, the computational time of K-means is not reported. As illustrated in Table 4 , our model achieves a significant improvement in speed compared with other methods in most cases. The empirical results are consistent with the complexity analysis.
2) EFFECTS OF DYNAMIC GRAPH LEARNING
To demonstrate the effectiveness of dynamic graph learning, we compare the performance of RUMFL-DG with RUMFL-DG-II on four datasets (Handwritten Numeral, Youtube, Outdoor Scene, Caltech101). As seen from Figs. 3, 4 and Table 5 , the proposed method achieves desirable performance than RUMFL-DG-II on the four datasets. The potential reasons for the superior performance are as follows. The introduction of the learned dynamic graph can preserve the intrinsic information of data. Besides, there is an interaction between the dynamic graph and the low-dimensional representation. In addition, the dynamic graph consider the relationships among the low-dimensional representation.
3) EFFECTS OF MULTI-VIEW FUSION:
For multi-view learning methods, there is often an assumption that each individual view take on different importance. In this experiment, we employ a variant RUMFL-DG-I as comparative method to investigate the effects of multi-view fusion. From Figs. 3, 4 and Table 5 , it is easy to observe that our proposed approach outperforms RUMFL-DG-I in most cases. The reason of performance improvement is that RUMFL-DG adopts a reasonable strategy to assign proper weights to each view automatically, while RUMFL-DG-I treats different views equally which ignores the different importance among multiple views.
4) EFFECTS OF ROBUST PROJECTION MATRIX LEARNING
The proposed method is compared with the variant RUMFL-DG-III to investigate the effects of robust projection matrix learning. Figs. 3, 4 and Table 5 illustrate the comparison results that our approach achieve superior performance compared with RUMFL-DG-III in all cases. These experiment results demonstrate that our proposed approach can constantly learn a better extracted feature set. There are two potential reasons for the superior performance. First, the learned robust projection matrix could mitigate the negative impacts of noises and outliers. Besides, the robust projection matrix preserves the intrinsic graph structure as well.
5) CONVERGENCE RESULTS
We empirically prove the convergence of the proposed alternate optimization algorithm. Specifically, we conduct the experiments on five benchmark datasets with the optimal parameter setting. Fig. 5 presents the convergence curves which record the variations of the objective function value with the number of iterations. We can clearly find that the objective function value decreases sharply and does not change significantly after several iterations (about 5). The results validate that our proposed method achieve convergence efficiently.
6) PARAMETER RESULTS
We conduct empirical experiments to validate the parameter sensitivity of RUMFL-DG. In experiments, we observe the performance variations with respect to one parameter while fixing the others. Fig. 6 plots the clustering accuracy on four datasets (MSRC-v1, Youtube, Outdoor Scene, Caltech101). From Fig. 6 , we can observe that the proposed method is insensitive to parameters k and k 1 , but the performance decreases slightly as k 1 increase. The performance of RUMFL-DG is relatively stable when λ is in a range of {10 −6 , 10 −4 , 10 −2 , 1, 10 2 }. The proposed method obtains satisfactory performance when the two parameters µ and β are located in the range of ({10 2 , 10 4 }, {10 2 }) on the MSRC-v1 dataset, ({10 2 , 10 4 , 10 6 }, {1, 10 2 }) on the Youtube dataset, ({10 −6 , 10 −4 , 10 −2 , 1, 10 2 , 10 4 }, {10 4 }) on the Outdoor Scene dataset, and ({10 2 , 10 4 }, {10 −2 , 1, 10 2 , 10 4 , 10 6 }) on the Caltech101 dataset, respectively. The optimal performance of our method is obtained when the parameters are set as: MSRC-v1{λ = 10 2 , µ = 10 4 , β = 10 2 , k = 10, k 1 = 5}, Handwritten Numeral{λ = 10 −6 , µ = 10 4 , β = 10 4 , k = 30, k 1 = 25}, Youtube{λ = 1, µ = 10 2 , β = 1, k = 10, k 1 = 5}, Outdoor Scene{λ = 10 2 , µ = 10 2 , β = 10 4 , k = 10, k 1 = 5}, Caltech101{λ = 10 2 , µ = 10 2 , β = 10 2 , k = 20, k 1 = 5}.
It is still an open problem to adaptively select the optimal parameters in real-world applications. According to the previous analyses, it is reasonable to set number of neighbors k 1 equal to 5, and we can exploit the grid search approach to find the optimal parameters λ, µ, β, and k for different datasets, in which the four dimensional grid is VOLUME 7, 2019 formed by the candidate ranges ({10 −6 , 10 −4 , 10 −2 , 1, 10 2 }, {10 2 , 10 4 }, {1, 10 2 , 10 4 }, {10, 20, 30, 40, 50}) of the four parameters.
V. CONCLUSION
In this paper, we propose a unified feature learning framework, termed as Robust Unsupervised Multi-view Feature Learning with Dynamic Graph (RUMFL-DG). In this method, the dynamic graph structure is adaptively constructed on the basis of the fixed initial graph, which is optimal for the subsequent feature learning. Then we minimize a linear loss function to learn a robust and effective projection matrix, which avoids the adverse effects of noises and outliers. Moreover, we adopt a reasonable strategy to assign the reasonable weights for each view automatically.
Experiments on benchmark datasets demonstrate the superior performance of the proposed methods.
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