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2 SAHARON SHELAH
§0 Introduction
Now λ-good frame is for us a parallel of the class of models of a superstable theory.
Our main line is to start with λ-good+ frame s, categorical in λ, n-successful for n
large enough and try to have parallel of stability theory for Ks(+ℓ) for ℓ < n not
too large. Characteristically from time to time we have to increase n relative to ℓ
to get our desirable properties; we do not critically mind the exact n, so you can
think of an ω-successful s. Usually each claim or definition is for a fixed s, assumed
to be successful enough. So using assumptions on λ+2 rather than λ++ is not so
crucial now.
But a postriori we are interested in the model theory of such classes Ks per-se, and
see as a test for this theory, that in the ω-successful case we can understand also
the model in higher cardinals, e.g., prove that Ksµ 6= ∅ for every µ ≥ λ. Recall
there are reasonable λ-frames which are not n-excellent but still we can say alot on
models in Ks(+ℓ) for ℓ < n.
Moving from λ to λ+ we would have preferred not to restrict ourselves to saturated
models but at present we do not know it. However, in the ω-excellent case we can
understand the class of λ+ω-saturated models in Ks, i.e., K
s(+ω). This fits well the
thesis that it is reasonable to first analyze the quite saturated case.
Why are we interested in Ks (0.2(1))? we can “blow it up” by II§1 but for good
frames this is not so.
Concerning the framework note that the unidimensional (or just non multi-dimensional)
case is easier. In the characteristic unidimensional case, each p ∈ S bs(M) is min-
imal and any p, q ∈ S bs(M) are not orthogonal. In the characteristic non multi-
dimensional case for any M ∈ Kλ,S
bs(M) contains up to nonorthogonality every
p ∈ S bs(N),M ≤K N ∈ Kλ.
Generally the unidimensional case is easiest and is enough to continue [Sh 576], and
to deal with categoricity.
A drawback in II§5 is that we need to assume that the normal ideal WDmId(λ+)
is not λ++-saturated. This will be improved in [Sh:F603]; it is easier to do it when
we have the theory developed here.
0.1 Notation: Let s denote a good frame (usually) or just a pre-frame, that is
0.2 Definition. 1) We say s is a pre-frame (or pre λ-frame) if s = (Ks,S
bs
s ,
⋃
s
)
with Ks = K(s) a λs-a.e.c., S
bs[s] = S bss ,
⋃
[s] =
⋃
s
,≤s=≤Ks and satisfying axioms
(A), (C), (D)(a), (E)(a)(b). We say s is a frame if it satisfies axioms (A), (B), (C),
(D)(a),(b), (E)(a),(b) from II§2. Recall that s is a good frame if it satisfies all the
axioms there.
2) For a frame s let Ks = K[s] be the a.e.c. derived from Ks and K
s
µ = (K[s])µ so
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Ks = K
s
λ(s). Recall that if K is a λ-a.c.e., then the a.e.c.-derived from it, K
up is the
unique a.e.c. K′ with τ(K′) = τ(K),LS(K′) = λ,K′λ = Ks, see II§1.
3) For a frame s let ≤s=≤sK be ≤Ks .
0.3 Convention: For simplicity we assume K is such that if a¯ ∈ ω>M,M ∈ K then
a¯ can be considered an element of M .
0.4 Definition. Let s be a good frame and µ ≥ λs.
1) Let s〈µ〉 = (Ksµ,S
bs
s,µ,
⋃
s, µ
) withS bss,µ,
⋃
s, µ
as defined in II§2; alsoS bss,<µ,S
bs
s,<∞,
⋃
s, < µ
and
⋃
s, <∞
are from there.
2) Let s(µ) =: (Ks(µ),S
bs
s,µ,
⋃
s(µ)
) where Ks(µ) =: {M ∈ K
s
µ : M is superlimit in
Ksµ},≤Ks(µ)=≤
s
K↾ Ks(µ), and of course S
bs
s(µ) = S
bs
s,µ ↾ Ks(µ),
⋃
s, µ
=
⋃
↾ Ks,sµ .
3) Let s(µ) = (Ks[µ],
⋃
s(mu)
) where Ks[µ] = {M ∈ K
s
µ : if N ≤K[s] M,N ∈ Ks and
p ∈ S bss (N) then we can find I ⊆M\N such that, if N ≤s N1 ≤K[s] M then N1∩ I
is independent in (N,N1).
4) If s is ω-successful let s+ω = s(+ω) is s[ω].
0.5 Remark. 1) In §12, Ks[µ] under strong assumptions is proved to be good (and
categorical in µ).
Note, if Kµ have the JEP then we can show that any two superlimit modelsM ∈ K
s
µ
are isomorphic but a priori not in general. However, here there is a canonical way
to proceed: if K has superlimit model M0 in λ we can try to choose by induction on
ℓ < ω a superlimit model Mℓ in Kλ+ℓ such that Mℓ+1 is a model in K[Mℓ] which has
cardinality λ+ℓ+1 and is saturated in K[Mℓ]. It is not clear a priori if Mℓ+1 exists
but at least it is unique (we can continue in λ+α for ordinals with more case).
3) Let <+s be the following two place relation on Ks : M <
+
s iff M ≤s N and N is
Ks-universal over M .
4) Note that Ks[µ] includes Ks[µ] and Ks[µ] but it is not clear how to compare
Ks[µ],Ks[µ].
0.6 Claim. If s is ω-successful then s+ω is a good λ+ω-frame categorical in (λ+ω).
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§1 Good+ frames; basics
In II.?(4) there was what may look like a minor drawback: moving from λ to λ+ the
derived class not only have fewer models of cardinality ≥ λ+ but also the notion
of being a submodel changes; this is fine there, and surely unavoidable in some
circumstances. More specifically, for proving the main theorem, it was enough to
move from s to a good frame t satisfying λt = λ
+
s , λs < µ < λ
+ω ⇒ I(λ,Kt) ≤
I(λ,Ks) and forget s. But for us now this is undesirable (as arriving to λ+ω we have
forgotten everything) and toward this we consider a (quite mild) strengthening of
λ+-good.
1.1 Hypothesis. s = (Kλ,S
bs,
⋃
λ
) is a good λ- frame.
1.2 Definition. 1) We say s is successful if the conclusions under “no nonstructure
assumptions in λ++” hold, that is:
(∗)(a) K3,uqλ is dense; i.e. for every M ∈ Kλ and p ∈ S
bs(M) there is
(M,N, a) ∈ K3,uqλ such that tp(a,M,N) = p
(b) if 〈Ni : i ≤ δ〉 is ≤
∗
λ+
[s]-increasing continuous in Knice
λ+
[s] and
i < δ ⇒ Ni ≤
∗
λ+
N ∈ Knice
λ+
then Nδ ≤
∗
λ+
N (see II.?(1)).
2) We say (the λ-good frame) s is weakly successful if clause (a) of (∗) above holds.
Usually at least “s is weakly successful” is used, but sometimes less suffice (and is
helpful though not crucial).
1.3 Definition. 1) Let K3,puqs be the class of (M,N, a) ∈ K
3,bs
s such that: if
(M,N, a) ≤bs (M1, N1, a) and b ∈ IM,N1 then tp(b, N,N1) does not fork over M .
We may say (M,N, a) has pseudo uniqueness.
2) We say that s has weakly pseudo uniqueness if K3,puqs is dense in (K
3,bs
s ,≤bs).
3) We say that s has semi-pseudo uniqueness if α < λ+, 〈Mi : i ≤ α〉 is≤s-increasing
continuous, (Mi,Mi+1, ai) ∈ K
3,bs
s then for some ≤s-increasing continuous 〈Ni : i ≤
α〉 we have (Mi,Mi+1, ai) ≤bs (Ni, Ni+1, ai) ∈ K
3,puq
s .
Remark. For successful s we can define a successor, s+ = s(+), a λ+-good frame
(see 1.8 below), but not with the most desirable ≤Ks(+) , for rectifying this we
consider below good+ frames. Together with locality of types for models in K
s(+)
λ
+
s
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this seems to be in the right direction. Less crucial, still worthwhile, is that s′ = s+
has a strong property we call saturative, which can be used in several cases as an
alternative of another version which says s′ has the form s+ with s a successful
good+ frame.
1.4 Definition. 1) We say that s = (Kλ,S
bs,
⋃
λ
) = (Kλ,≤Kλ ,S
bs,
⋃
s
) is a
good+λ-frame or good1λ-frame if:
(a) s is a good λ-frame
(b) the following is impossible
(∗) 〈Mi : i < λ
+〉 is ≤s-increasing continuous in Kλ and 〈Ni : i < λ
+〉 is
≤s-increasing continuous in Kλ and Mi ≤s Ni, p
∗ ∈ S bss (M0) and for
each i < λ+ we have:
ai+1 ∈ Mi+2\Mi+1, tps(ai+1,Mi+1,Mi+2) is a nonforking extension
of p∗ but tp(ai+1, N0, Ni+1) is not.
We then say 〈Mi, Ni, ai : i < λ
+〉 is a counterexample (ignoring ai
being defined only for successor i; we could demand this for every i
by monotonicity of nonforking).
2) We say a good λ-frame s is saturative if:
(a) every M ∈ Ks is (λ, ∗)-brimmed (for Ks), equivalently: is superlimit
(b) if M0 ≤s M1 ≤s M2 and M1 is (λ, ∗)-brimmed over M0 then M2 is (λ, ∗)-
brimmed over M0.
The “s is saturative” is a relative of “non-multidimensional”, but be careful, see
1.5(3) below.
Well, do we lose much by adopting the good+ version? First, are the old cases
covered? Yes, by the following claim
1.5 Claim. 1) In II§3 all the cases where we prove “good λ-frame” we actually get
“good+λ-frames.
2) In fact those frames are also saturative.
3) If T is a complete superstable first order theory stable in λ and κ ≤ λ or κ = ℵε
(in an abuse of notation) or κ = 0, λ ≥ |T | and [κ > 0 ⇒ T stable in λ] and
s = sκT,λ (so Ks = ({M : M |= T, ‖M‖ ≥ λ and M is κ-brimmed},≺), that is s is
defined in II.?, then
(i) s is a good+λ-frame
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(ii) assume 0 < κ < λ, then: s is saturative iff T is non-multidimensional (see
2.2(5))
(iii) if s′ = sκT,λ[M ] where M ∈ Kλ is the superlimit model (i.e., the saturated
one), then s′ is saturative
(iv) if κ = λ, s is saturative.
Proof. 1), 2).
Case 1: Concerning Claim II.?.
So 2λ < 2λ
+
< 2λ
++
,K is an abstract elementary class categorical in λ, λ+ and
1 ≤ I(λ++, K) < 2λ
++
, with LS(K) ≤ λ, WDmId(λ+) is not λ+-brimmed (or just
a model theoretic consequence). We let λs = λ
+,Ks = Kλ+ and for M ∈ Ks we
let S bs(M) = {p ∈ S (M) : p is not algebraic and for some M0 ≤K M,M0 ∈ Kλ
and p ↾M0 is minimal} and
⋃
(M0,M1, a,M3) iff M0 ≤K M1 ≤K M2 are in Ks and
a ∈ M3\M1 and for some M
′
0 ≤K M0 from Ks the type tp(a,M0,M3) ∈ S
bs(M)
is minimal.
So let 〈(Mi, Ni, ai) : i < λ
+
s 〉 be as in (∗) of clause (b) of Definition 1.4. So for
success i < λ+s , tps(ai,M0, Ni+1) ∈ S
bs
s (M0) so is minimal while tps(ai, N0, Ni+1)
is not its nonforking extension, hence necessarily i < λ+s ⇒ ai+1 ∈ N0\M0, so
〈ai+1 : i < λ
+
s 〉 is a sequence with no repetitions of members from N0\M0 while
N0 ∈ Kλs so ‖N0‖ = λs, contradiction. Also saturativity should be clear.
Case 2: Claim II.?; actually from [\88r ].
So let 〈(Mi, Ni, ai) : i < ω1〉 be as in clause (b) of 1.4. So there is a finite A0 ⊆M0
such that tp(ai+1,Mi+1,Mi+2) is definable over A0 (see I.?), but tp(ai+1, N0, Ni+2)
does not have the same definition hence it splits over A0. By I.? for a club of E of
ω1 we have
⊠ δ ∈ E & δ < α < ω1 & a¯ ∈ Nδ ⇒ tp(a¯,Mα, Nα) is definable over some
finite Ba¯ ⊆Mδ.
We get a contradiction to the symmetry (i.e., (E)(f) proved in the proof of II.? that
is by I.?). Also saturatively should be clear.
Case 3: Claim II.?; actually from [Sh 48].
Similar to case 2.
3) First we prove clause (b) of 1.4(1), i.e. we prove s is a good+ frame; so assume
toward contradiction that 〈Mi : i < λ
+〉, 〈Ni : i < λ
+〉, p∗ and ai+1 for i < λ
+ are
as in (∗) of 1.4(2) clause (b). Let M = ∪{Mi : i < λ
+} and N = ∪{Ni : i < λ
+}.
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Now for every finite sequence c¯ from N0, there is ic < λ
+ such that tp(c¯,M,N)
does not fork over Mic¯ , and let i
∗ = sup{ic¯ : c¯ ∈
ω>(N0)} so i
∗ < λ+ and easily
i ∈ [i∗, λ+) & c¯ ∈ ω>(N0) ⇒ tp(c¯,Mi+2, N) does not fork over Mi+1, hence by
symmetry and local character ([Sh:c, III,§0]) we have tp(a¯i+1,Mi+1 ∪N0, N) does
not fork over Mi hence (transitivity) over M0, contradiction. So clause (i) holds.
As for saturativeness in clauses (iii), (iv) in 1.4(2), to show that the model
(M2, c)c∈M0 is saturated it is enough to show that for every A ⊆M2, |A| < ℵ0 and
regular p ∈ S 1(A ∪M0), we have dim(p,M2) = λ. Why this holds? If p ⊥ M0
then we can find a regular q ∈ S (M0), q ⊥ p and as M1 is (λ, ∗)-brimmed over M0,
dim(q,M2) ≥ dim(q,M1) = λ and easily dim(p,M2) = dim(q,M2). If p ⊥M0 see
[Sh 225]. The proof of clause (ii) is easy too (for the case κ = 0 when for some
M,Th(M, c)c∈M is categorical in λ
+, see [Sh:c] and properties as in [ShHM 158]
and the analysis of Laskowski of model of T in λ = |T | when T is categorical in
λ+).
1.5
Also in the main result of Chapter II we get good+
1.6 Claim. If s is a successful λ-good frame, then s(+) is a λ+-good+ frame and
is saturative.
Proof. Like Case 1 of the proof of Claim 1.5(1).
1.7 Goodness Plus Claim. Assume that s = (Kλ,S
bs,
⋃
λ
) is a good+λ-frame.
Then:
(a) if M∗1 ≤K M
∗
2 are from K
nice
λ+
and M∗1 
∗
λ+
M∗2 then (∗∗)M∗1 ,M∗2 from II.?
holds
(b) if ⊠ from II.? (which holds if I(λ++, K) < 2λ
++
) then
(α) ≤∗
λ+
,≤K agree on K
nice
λ+
(β) (Knice
λ+
,≤Kλ S
bs
λ+
,
⋃
λ+
) (as defined there, called s+ below) is a λ+-good+
frame.
Recall in Chapter II we get a weak version of (α) of (b): ≤∗λ,≤
⊗
K agree on K
nice
λ+ .
Before proving 1.7 we see a conclusion
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1.8 Definition. 1) For a good λ-frame s = (K,S bs,
⋃
λ
) define s+ = s(+), a λ+-
frame, as follows (so λ[s+] = λ+):
(a) Kλ+ [s
+] = the class of λ+-saturated models from K[s]
(b) ≤K[s+]=≤
∗
λ+
↾ Kλ+ [s
+]
(c) S bs[s+] = S bs
s(+) = {tps(+)(a,M1,M2) : M1 ≤s(+) M2 are fromKλ+ [s
+], a ∈
M2\M1 and there is N1 ≤s M1, N1 ∈ Kλ, such that N1 ≤K N ≤K M1 &
N ∈ Ks ⇒ tps(a,N,M2) ∈ S
bs
s (N) does not fork over N1 (in s’s sense)}
(d)
⋃
s(+)
= {(M0,M1, a,M2) : M0 ≤s(+) M1 ≤s(+) M2 are of cardinality λ
+,
a ∈M2\M1 and tps(+)(a,M1,M2) ∈ S
bs
s(+)(M1)
has a witness N1 ≤K M0}.
2) If a,M1,M2, N1 are as in clause (c) then we call N1 or tps(a,N1,M2), a witness
for tps(+)(a,M,N); we may abuse our notation and say that tps(+)(a,M1,M2) does
not fork over N1. Similarly for stationarization (= nonforking extension).
1.9 Conclusion. 1) If s is a good+λ-frame and is successful (see Definition 1.2),
then ≤s(+)=≤K↾ Ks(+) and s
+ is a λ+-good+ frame.
2) For M1,M2 ∈ K
nice
λ+
[s] we have M1 ≤
+
λ+
M2 for s (see Definition II.?(3)) iff M2
is (λ+, ∗)-brimmed over M1 for s
+.
Proof. 1) By II§7 particularly the proof of II.? and 1.7.
2) By the proof of II.?(2). 1.9
We shall use this conclusion freely.
Proof of 1.7.
Clause (a):
Assume that (∗∗)M∗1 ,M∗2 fails, then by the assumptions of clause (a), from the
clauses of (∗∗)M∗1 ,M∗2 only clause (iv) there may fail. So we can find N
∗
1 ≤s N
∗
2
from Kλ, N
∗
ℓ ≤K M
∗
ℓ and p ∈ S
bs
s (N
∗
2 ) which does not fork over N
∗
1 such that
no a ∈ M∗1 realizes p in M
∗
2 . Let 〈M
ℓ
α : α < λ
+〉 be a ≤s-representation of M
∗
ℓ
for ℓ = 1, 2. Without loss of generality N∗1 ≤s M
2
0 and M
2
α ∩M
∗
1 = M
1
α and as
M∗1 ∈ K
nice
λ+
alsoM1α+1 is (λ, ∗)-brimmed overM
1
α for α < λ
+. For each α < λ+ the
type p ↾ N∗1 ∈ S
bs
s (N
∗
1 ) has a nonforking extension pα ∈ S
bs
s (M
1
α). As M
1
α+1 is
(λ, ∗)-brimmed over M1α clearly for every α < λ
+ there is aα ∈M
1
α+1\M
1
α realizing
pα.
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Let Mα =: M
1
α, Nα =: M
2
α, p
∗ = p0; note that N
∗
1 ≤s M0, N
∗
2 ≤s N0, so all
the demands in (∗) of clause (b) of Definition 1.4(1) holds, in particular ai+1 ∈
Mi+2\Mi+1, tps(ai+1,Mi+1,Mi+2) = pi+1 ∈ S
bs
s (Mi+1) is a nonforking extension
of p ↾ N∗1 hence of p
∗ =: p0 but if tp(ai+1, N0, Ni+1) does not fork over M0 then
it is also a non forking extension of p (recall N∗2 ≤s N0). So this contradicts “s is
λ-good+”, i.e., clause (b) of Definition 1.4, in other words, some ai realizes p so
actually clause (iv) of (∗∗) of II.? holds.
Clause (b): Subclause (α).
Straight by clause (a) and II.?.
Clause (b): Subclause (β).
Recalling II.?, the only new point is the + of the good+ (for s+) and the forking
extension of p in S bs
s(t)(Mi+1).
So assume 〈(Mi, Ni, ai) : i < λ
++〉 be a counterexample to the “s+ is a good+ λ+-
frame”. So in particularMi, Ni ∈ Ks(+) and p ∈ S
bs
s(t)(M0) and pi = tp(ai,Mi+1,Mi+2)
the type for Knice
λ+
of course, which by clause (a) is (Knice
λ+
,≤∗K↾ K
nice
λ+
). As p =:
pi ↾ M0 ∈ S
bs
s(+)(M0) there are M
′ ≤K M0,M
′ ∈ Kλ and q ∈ S
bs(M ′) which
witness p ∈ S bs
s(+)(M0) (see 1.8). Let 〈N
′
ε : ε < λ
+〉 be a sequence which ≤K-
represents N0. For each i < λ
++, as p′i = tps(ai+1, N0, Ni+2) is not a non-
forking extension of p necessarily there is ε = εi < λ
+ such that M ′ ≤K N
′
ε
and p′i ↾ N
′
ε = tp(ai+1, N
′
ε, Ni+2) is not a nonforking extension of q. So for some
ε < λ+ the set Bε = {i < λ
++ : εi = ε} is unbounded in λ
++. We now choose by
induction on ζ < λ+ a triple (iζ ,M
∗
ζ , N
∗
ζ ) such that:
(a) iζ < λ
++ is increasing continuous
(b) ζ = ξ + 1⇒ iζ ∈ Bε
(c) M∗ζ ≤K Miζ
(d) M∗ζ ∈ Ks is ≤s-increasing continuous
(e) N∗ζ ≤K Niζ
(f) N∗ζ ∈ Ks is ≤s-increasing continuous
(g) M∗ζ = N
∗
ζ ∩Miζ
(h) ζ = ξ + 1⇒ aiξ ∈M
∗
ζ+1
(i) M∗0 =M
′ and N∗0 = N
′
ε and i0 = Min(Bε).
There is no problem to do this and letting a∗ζ = aiζ clearly 〈(M
∗
ζ , N
∗
ζ , a
∗
ζ) : ζ < λ
+〉
contradict “s is λ-good+”. 1.7
The following claim sums up the “localness” of the basic types for s(+), i.e., how
to translate their properties to ones in s.
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1.10 Claim. [s is a successful good λ-frame].
Assume 〈Mα : α < λ
+〉 is a ≤s-representation of M ∈ Ks(+).
1) If p1, p2 ∈ S
bs
s(+)(M) then p1 = p2 ⇔
∧
α<λ+
p1 ↾ Mα = p2 ↾ Mα ⇔ (∃
λ+α)(p1 ↾
M2 = p2 ↾ Mα) ⇔ (∃β < λ
+)[p1 ↾ Mβ = p2 ↾ Mβ & (∀α)(β ≤ α < λ
+ → p ↾
Mα ∈ S
bs
s (Mα) does not fork over Mβ)].
2) If S ⊆ λ+ = sup(S), α∗ ≤ min(S) and for α ∈ S, pα ∈ S
bs
s (Mα) does not fork
over Mα∗ and pα ↾Mα∗ = p∗, then
(a) there is p ∈ S bs
s(+)(M) satisfying α ∈ S ⇒ p ↾Mα = pα
(b) there is no p′ ∈ S bs
s(+)(M)\{p} satisfying this, i.e., p is unique
3) If p = tps(+)(a,M,N) ∈ Ss(+)(M) so M ≤s(+) N and a ∈ N , then
p ∈ S bs
s(+)(M) ⇔ [for every α < λ
+ large enough, tps(a,Mα, N) ∈ S
bs
s (Mα)] ⇔
[for stationarily may α < λ+, tps(a,Mα, N) ∈ S
bs
s (Mα)].
4) Assume M1 ≤s(+) M2 ≤s(+) M3 and 〈M
ℓ
α : α < λ
+〉 is a ≤s-representation of
Mℓ and assume a ∈ M3. Then tps(+)(a,M2,M3) ∈ S
bs
s(+)(M2) does not fork over
M1 (for s
+) iff for some club E of λ+, for every α < β from E, tps(a,M
2
β ,M
3
β) ∈
S bss (M
2
β) does not fork over M
1
α (for s) iff for some stationary subset S ⊆ λ
+ for
every δ from S, tps(a,M
2
δ ,M
3
δ ) ∈ S
bs
s (M
2
δ ) does not fork over M
1
i .
Proof. 1) Among the four statements which we have to prove equivalent, the first
implies the second, trivially, the second implies the third trivially, the third implies
the second easily and it implies the fourth by our assumption “p1, p2 ∈ S
bs
s(+)(M)”
and the definition of S bs
s(+)(M). To finish we shall prove that the fourth implies
the first, so assume toward contradiction that this fails.
Let M0 =M,M0α =Mα, let M
ℓ, aℓ for ℓ = 1, 2 be such that M
0 ≤s(+) M
ℓ, aℓ ∈
M ℓ and tp(aℓ,M
0,M ℓ) = pℓ and let 〈M
ℓ
α : α < λ
+〉 be a ≤K-representation of Mℓ
for ℓ = 1, 2. Without loss of generality α < β ⇒ NFs(M
0
α,M
ℓ
α,M
0
β ,M
ℓ
β),M
ℓ
α+1
is (λ, ∗)-brimmed over M0α+1 ∪ M
ℓ
α and aℓ ∈ M
ℓ
0 . Clearly tps(a1,M
0
0 ,M
1
0 ) =
tps(a2,M
0
0 ,M
2
0 ) and we can build an isomorphism f from M
1
i onto M2 over M0
mapping a1 to a2 by choosing f ↾M
1
α :M
1
α −→
onto
M2α by induction on α < λ
+.
2) Also easy.
3), 4) By the definition of s+ and properties of NF. 1.10
We may like in 1.10 to replace basic types by any types (later this is needed and
more is done):
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1.11 Claim. [s is a successful good λ-frame]. (λ+-locality)
Assume 〈Mα : α < λ
+〉 is a ≤K-representation of M ∈ Ks(+).
1) For any p1, p2 ∈ Ss(+)(M), then p1 = p2 ⇔ (∀α)(p1 ↾ Mα = p2 ↾ Mα) ⇔
(∃λ
+
α)(p1 ↾Mα = p2 ↾Mα).
Proof. See Chapter II on raising automorphisms: i.e., the proof of II.?(2).
1.11
Recall
1.12 Claim. If NFs(M0,M1,M2,M3) and (M0,M2, a) ∈ K
3,bs
s then tp(a,M1,M3) ∈
S bss (M1) does not fork over M0.
Proof. See II.?.
1.13 Definition. 1) We define by induction on n:
(a) s is n-successful
(b) s+m = s(+m) for m ≤ n.
For n = 0: We say s is 0-successful if it is λ(s)-good.
Let s+0 = s.
For n = 1: We say s is 1-successful if it is λs-good and successful; let s
+1 = s+.
For n = m+ 1: We say s is n-successful if s+m is 1-successful.
We let s+(n+1) = (s+m)+.
2) We say s is (n+ 12)-successful or say is weakly (n+1)-successful if it is n-successful
and s+n satisfies clause (a) of 1.2.
3) We say s is ω-successful if it is n-successful for every n.
4) If s+n is well defined let Bn = B
s
n = B
s(+n)
n = B(s+n) be a superlimit model
in K[s+n]; it is defined only up to isomorphism.
1.14 Claim. Assume s is an n-successful good frame.
1) NFs[+n] = NF[s
+n] is well defined if s is (n+ 12 )-successful.
2) There is Bsn ∈ Kλ+n , that is a K[s
+n]-superlimit is well defined.
3) Ks(+n) = Ks[B
s
n].
4) If k +m = n then s+k is m-successful good frame and ((s+k)+m) = s+m.
5) sk is m-successful iff s is (k + n)-successful; and if this holds then (s+k)+m =
s+(k+m).
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Remark. If s is also a good+λ-frame then Bsn is almost superlimit also in K
s
λ+n
:
the universality is not clear.
Proof. Easy, by induction on n (and for (5) on k +m). 1.14
1.15 Conclusion. In the main lemma II.?, if we strengthen the assumption to
“s = (Kλ,S
bs,
⋃
λ
) is a λ-good+ frame”, then we can strengthen the conclusion to
(α) sℓ = (K
ℓ
sℓ
,S bssℓ ,
⋃
sℓ
) is λ+ℓ-good
(β) sℓ = s(λ
+ℓ), hence for some M∗ℓ ∈ Kλ+ℓ we have:
(i) M∗ℓ is superlimit (in K
s
λ+ℓ
)
(ii) Ks(ℓ) is K
[M∗ℓ ], so ≤Kℓ
λ+ℓ
=≤K↾ K
ℓ
λ+ℓ
(new “≤K” is the new point)
(iii) S bssℓ ,
⋃
sℓ
are defined as in II§1 but restricted to Ks(ℓ) of course.
Proof. Should be clear (or combine II.? with 1.7). 1.15
1.16 Claim. Assume s is a weakly successful good λ-frame. Let δ < λ+, be a limit
ordinal and 〈Mi : i ≤ δ + 1〉 be ≤s-increasing continuous.
1) If b ∈ Mδ+1 satisfies tps(b,Mi,Mδ+1) ∈ S
bs
s (Mi) for arbitrarily large i < δ,
then tps(b,Mδ,Mδ+1) ∈ S
bs
s (Mδ) hence does not fork over Mi for every i < δ
large enough.
Proof. 1) Let 〈Ni : i ≤ δ〉 be as in Claim 1.17 below, so in particular Nδ is (λ, ∗)-
brimmed overMδ hence≤s-universal overNδ, so without loss of generalityMδ+1 ≤s
Nδ. So for some i < δ we have b ∈ Ni, so without loss of generality tps(b,Mi,Mδ+1) ∈
S bss (Mi), now as NFs(Mi,Mδ, Ni, Nδ) by 1.12 we have tps(b,Mδ, Nδ) = tps(b,Mδ,Mδ+1)
is a nonforking extension of tps(b,Mi, Ni), and so we are done. 1.16
1.17 Claim. 1) If 〈Mi : i ≤ δ〉 is ≤s-increasing continuous, then we can find
〈Ni : i ≤ δ〉 such that Mi ≤ Ni, i < δ ⇒ NFs(Ni,Mi, Ni+1,Mi+1) and Ni+1 is
universal over Ni ∪Mi+1.
2) If 〈Mi, Ni : i ≤ δ〉 are as in part (1), then Nδ is i ≤ j ≤ δ ⇒ NFs(Mi, Ni,Mj, Nj)
and Nδ is (λ, ∗)-brimmed over Mδ.
Proof. By II.?.
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1.18 Claim. If (M0, N0, a) ≤bs (Mj, N1, a) ∈ K
3,bs
s and (M0, N0, a) ∈ K
3,uq
s then
NFs(M0, N0,M1, N1).
Proof. By II.?.
1.19 Claim. [s is a weakly successful good frame.] Assume M0 ≤s M1 ≤s M2, a ∈
M2 and tp(a,M1,M2) does not fork overM0 and b ∈M1, tp(b,M0,M1) ∈ S
bs(M0).
Then there are M∗1 ,M
∗
2 such that M2 ≤s M
∗
2 ,M0 ≤s M
∗
1 ≤s M
∗
2 , (M0,M
∗
1 , a) ∈
K3,uqs and tp(b,M
∗
1 ,M
∗
2 ) does not fork over M
∗
0 .
Proof. By NF calculus (and the symmetry axiom). 1.19
1.20 Claim. Assume s is successful good+ frame. Then s+ = s(λ+s ) where on
s(λ+s ) see Definition 0.4(1).
Proof. Easy.
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§2 Unidimensionality and nonsplitting
We may wonder how to define “unidimensional” and whether: s is categorical in λ
and is unidimensional and s is n-successful (see 1.13), then Ks
λ+n
is categorical. By
2.8 below the answer is yes.
We may consider a more restricted framework closed to categoricity. Note that
“saturative” is closed to non multi-dimensional.
2.1 Hypothesis. s is a λ-good frame.
2.2 Definition. 1) We say s is semibs unidimensional when for any modelM ∈ Ks,
if M <s Nk ∈ Ks for k = 1, 2 then some p ∈ S
bs
s (M) is realized in N1 and in N2.
Let “s is semina unidimensional” be defined similarly but we allow p ∈ S nas (M)
and “s is semi1 unidimensional” be called “s is semi unidimensional”. Instead of
na,bs we may write 0, 1 respectively.
2) We say s is almost unidimensional if for any model M ∈ Ks, there is an unavoid-
able p ∈ S bss (M) (see below).
3) ForM ∈ Ks we say p ∈ Ss(M) is (s)-unavoidable, if for every N,M <s N ∈ Ks,
some a ∈ N realizes p.
4) We say s is explicitly unidimensional if every p ∈ S bss (M) where M ∈ Kλ, is
unavoidable.
5) We call s non-multi-dimensional if for every M0 ∈ Kλ whenever M0 <s M1 <s
M2, there is p ∈ S
bs
s (M1) which does not fork over M0 and is realized in M2.
6) We say s is weakly unidimensional if for every M <s Mℓ for ℓ = 1, 2, there is
c ∈ M2\M such that tps(c,M,M2) belongs to S
bs
s (M) and has more than one
extension in S alls (M1).
On meaning in the first order case see 2.5(5) below.
We naturally first look at the natural implications. Note that being “semi1/almost
explicitly/weakly unidimensional” is influenced by the choice of the basic types
(compare 2.5(1) with 2.5(2)) as well as non-multi-dimensional but not so semi0-
unidimensional.
2.3 Claim. 1) If s is explicitly unidimensional, then s is almost unidimensional.
2) If s is almost unidimensional, then is semi ℓ-unidimensional for ℓ = 0, 1; if s is
semi 1-unidimensional then s is semi 0-unidimensional.
3) If s is semi 0-unidimensional, then Ks is categorical in λ+s .
4) If s is weakly unidimensional, then Ks is categorical in λ+s .
5) If s is semi-unidimensional, then s is weakly unidimensional.
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Remark. 1) Concerning non multi-dimensionality, does it follow from weak unidi-
mensionality under reasonable assumptions? Yes, see 3.6.
2) See more in 2.7.
Proof. 1) By Ax(D)(c) of λ-good frames (density of basic types).
2) Check the definitions.
3) Let M0,M1 ∈ K
s
λ+
and we shall prove that they are isomorphic. Let 〈M ℓα : α <
λ+〉 be <s-representation of Mℓ such that α < λ
+ ⇒M ℓα 6= M
ℓ
α+1 for ℓ = 0, 1. Let
〈aℓi : i < λ
+〉 list the elements of Mℓ. We choose by induction on ε < λ
+ a tuple
(Nε, α
1
ε, f
1
ε , α
2
ε, f
2
ε ) such that:
(a) Nε ∈ Ks is ≤s-increasing continuous
(b)ℓ α
ℓ
ε < λ
+ is increasing continuous
(c)ℓ f
ℓ
ε is a ≤s-embedding of M
ℓ
αℓε
into Nε
(d)ℓ f
ℓ
ε is increasing continuous
(e)ℓ if ε = 4ζ + ℓ, ℓ ∈ {0, 1} and jε = Min{i : f
ℓ
4ζ(tp(a
ℓ
i ,M
ℓ
αε
,Mℓ)) is realized
by some d ∈ N4ζ\ Rang(f
ℓ
ε)} is well defined then a
ℓ
jε
∈ Dom(f ℓε+1) and
f ℓε+1(a
ℓ
jε
) ∈ N4ζ and f
1−ℓ
ε+1 = f
1−ℓ
ε }
(f)ℓ if ε = 4ζ + 2 + ℓ, ℓ ∈ {0, 1} then α
ℓ
ε+1 > α
ℓ
ε.
If we succeed, then for some club E of λ+ we have aℓα ∈ M
ℓ
δ ⇔ α < δ and
δ ∈ E ⇒ Nδ∩
⋃
ε<λ+
Rang(f ℓε) = Rang(f
ℓ
δ ). If δ ∈ E and ℓ ∈ {0, 1} but Rang(f
ℓ
δ ) 6=
Nδ then by the assumption (“s is semi
0-unidimensional”) see Definition 2.2(1),
for some c ∈ M ℓ
αℓ
δ
+1
\M ℓ
αℓ
δ
and d ∈ Nδ\ Rang(f
ℓ
δ ) we have tp(d,Rang(f
ℓ
δ ), Nδ) =
f ℓδ (tp(c,M
ℓ
αδ
,Mℓ)) so by clause (e)ℓ (as f
ℓ
δ+ℓ = f
ℓ
δ ) we have Rang(f
ℓ
δ+2)∩Nδ\ Rang(f
ℓ
δ ) 6=
∅ contradiction. So δ ∈ E ∧ ℓ ∈ {0, 1} ⇒ Rang(f ℓδ ) = Nδ hence fℓ =:
⋃
δ∈E
f ℓδ is an
isomorphism from Mℓ onto N =:
⋃
δ∈E
Nδ, so M1 ∼= N ∼=M2 and we are done.
So we have just to carry the induction, which is straight as Ks is a λs-a.e.c. with
amalgamation and the hypothesis1.
4) The proof is similar to that of part (3) but we replace clause (e)ℓ by
(e)∗ℓ if ε = 4ζ + ℓ and for some c ∈ N4ζ\ Rang(f
ℓ
ε) we have tp(c, f
ℓ
ε(M
ℓ
αℓε
), Nε) ∈
S bs(f ℓε(M
ℓ
αℓε
)) and (f ℓε)
−1(tp(c, f ℓε(M
ℓ
αℓε
), Nε)) has at least two extensions
1actually the “semi0-unidimensional” can be weakened - in Definition 2.2(1) we may ask N1 ∈
Ks,λ+
16 SAHARON SHELAH
in S all(M ℓβ) for some β ∈ (α
ℓ
ε, λ
+) then tp(c, f ℓε+1(M
ℓ
αℓε+1
), Nε+1) is not the
nonforking extension of tp(c, f ℓε(M
ℓ
αℓε
), Nε) in S
bs(f ℓε+1(M
ℓ
αℓε+1
)).
Again there is no problem to carry the definition. So it is enough to prove that
∪{Rang(f ℓε) : ε < λ
+} = Nλ+ , and for this it suffices to prove that Sℓ = {δ <
λ+ : Nδ 6= Rang(f
ℓ
δ )} is not stationary. For every δ ∈ Sℓ by the assumption “s is
weakly unidimensional” we know that the assumption of (e)∗ℓ holds hence there is
c = cℓδ as there. By Fodor lemma for some cℓ the set S
′
ℓ = {δ ∈ Sℓ : c
ℓ
δ = cℓ} is
stationary. Choose δ∗ ∈ S′ℓ, δ
∗ = sup(δ∗ ∩ S′ℓ) and use “s is good”.
5) Easy. 2.3
A conclusion is (see Definition 0.4(r)):
2.4 Conclusion: [s is successful good+ λ-frame.]
1) If s is semi0-unidimensional then s〈λ+〉 = s+ so Ks
λ+
= Ks(+).
2) Similarly if Ks is categorical in λ+s .
3) If s is non-multi-dimensional, then so is s+.
Proof. 1) Clearly Ks(+) ⊆ K
s
λ+
and by 1.9 we know ≤Ks↾ Ks(+) =≤s(+). But
by 2.3(3), Ks(+) is categorical in λs(+) = λ
+. Hence Ks(+) = K
s
λ+
and even
Ks(+) = K
s
λ+
and check similarly above
⋃
and S bs.
2) So again Ks(+) = K
s
λ+
and just check.
3) By 1.10. 2.4
Remark. But we may need “non-multi-dimensional” (defined below), does it follow?
We also note that the cases we have dealt with categoricity hypothesis, give not
just good frames but even unidimensional ones.
2.5 Claim. 1) In II.? (= 1.5(1) Case 1 above) we can add: the s obtained there
is explicitly unidimensional.
2) In II.?, if K is categorical in ℵ1 (see above 1.5(1), Case 2) then we get almost
unidimensionality for the s obtained there.
3) In II.?, if ψ is categorical in ℵ1 (see above 1.5(1), Case 3) then we get almost
unidimensionality for the s obtained there and is unidimensional.
4) In II.?(3), if s = (Kλ,S
bs,
⋃
λ
) is almost unidimensional (see above 1.5(3)), then
we get that also the λ+-good frame system s+ obtained there is almost unidimensional.
5) If T is complete superstable first order and s = sκT,λ (see 1.5(3)) and λ ≥
|T |+ κ+(κ > 0⇒ T stable in λ) then:
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(i) s is saturative iff T is non-multidimensional (see [Sh:c]; this is (ii) of 1.5(3))
(ii) s is categorical in λ+ iff T is unidimensional iff s is almost unidimensional.
Proof. Easy. (in (2) we have to use a minimal type see I.?, we get more on (5)
follows from the claims below).
Now we consider those properties and how they are related in s and s+.
2.6 Claim. [Ks categorical in λs]. If K
s
λ+
is categorical in λ+ then s is weakly
unidimensional.
Proof. Assume toward contradiction that s is not weakly unidimensional, hence we
can find M0 <s Mℓ for ℓ = 1, 2 such that: if c ∈M2\M0, tp(c,M0,M2) ∈ S
bs(M0)
then it has a unique extension in S (M1). By Axiom (D)(d) of λ-good frames
(existence) we can choose c ∈ M2\M0 such that p = tp(c,M0,M2) ∈ S
bs(M0).
Now we choose by induction on α < λ+ a modelNα ∈ Ks,≤s-increasing continuous,
Nα 6= Nα+1, N0 = M0 and p has a unique extension in S (Nα), call it pβ and by
Axiom (E)(g) (extension) we know that pα ∈ S
bs(Nα) does not fork over N0. For
α = 0 this is trivial, for α = β + 1 by 2.11 below (noting that every M ∈ Ks
is isomorphic to M0 and is (λ, ∗)-brimmed as Ks is categorical in λ) there is an
isomorphism fβ from N0 = M0 onto Nβ such that fβ(p0) = pβ , so we can find
Nα = Nβ+1 and isomorphism gβ from M1 onto Nα extending fβ . Hence f(p) = pβ
and so pβ has a unique extension in S (gβ(M1)) = Ss(Nα) as required. For β limit
use Axiom (E)(h), continuity.
Now N =:
⋃
α<λ+
Nα ∈ K
s
λ+ (recall Nα 6= Nα+1), and pβ is not realized in Nβ for
β < λ+ hence p = p0 is not realized inN , so N ∈ K
s
λ+
is not saturated contradicting
categoricity in λ+. 2.6
2.7 Claim. Assume s is a successful λ-good frame.
1) If s is semix-unidimensional where x ∈ {na,bs} then s+ is semiℓ dimensional.
2) If s is weakly unidimensional, then s+ is weakly unidimensional.
3) If s is almost unidimensional, then s+ is almost unidimensional.
4) If s is explicitly unidimensional, then s+ is explicitly unidimensional.
Proof. 1) First let x = na. Assume toward contradiction, that s+ is not semiℓ-
unidimensional, so we can find M0 <s(+) Mℓ for ℓ = 1, 2 such that c1 ∈M1\M0 &
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c2 ∈ M2\M0 ⇒ tp(c1,M0,M1) 6= tp(c2,M0,M2). Let 〈M
ℓ
α : α < λ
+〉 be a
≤s-representation of Mℓ for ℓ < 3, hence for some club E of λ
+ the following holds:
(∗) for ℓ ∈ {1, 2} and α < β in E, we have NFs(M
0
α,M
ℓ
α,M
0
β ,M
ℓ
β) (hence M
ℓ
α∩
M0 = M
0
α) and M
0
α 6= M
ℓ
α and c1 ∈ M
1
α\M
0
α & c2 ∈ M
2
α\M
0
α & (∃γ <
λ+)(tp(c1,M
0
γ ,M
1
γ ) 6= tp(c2,M
0
γ ,M
2
β)⇒ tp(c1,M
0
α,M
1
α) 6= tp(c2,M
0
α,M
2
α).
Let δ = Min(E) and apply the assumption so there are c1 ∈M
1
δ \M
0
δ , c2 ∈M
2
δ \M
0
δ
satisfying tp(c1,M
0
δ ,M
1
δ ) = tp(c2,M
0
δ ,M
2
δ ). By the choice of E we have β < λ
+ ⇒
tp(c1,M
0
β ,M1) = tp(c2,M
0
β ,M2) and use 1.11(1).
If x = bs the proof if similar using basic types (and 1.10(3)) or use 2.3(2), second
clause.
2) So toward contradition assume M0 <s(+) Mℓ for ℓ = 1, 2 are such that: if
c ∈M1\M0 and p = tps(+)(c,M0,M1) ∈ S
bs
s(+)(M0), then p has a unique extension
inS bs
s(+)(M2). Let 〈M
ℓ
α : α < λ
+〉 be a≤s-representation ofMℓ and E a thin enough
club of λ+.
For each δ ∈ E we have M0δ <s M
ℓ
δ for ℓ = 1, 2 but s is weakly unidimensional
hence for some cδ ∈ M
1
δ \M
0
δ the type pδ = tps(c,M
0
δ ,M
1
δ ) belongs to S
bs
s (M
0
δ )
and has more than one extension in S (M2δ ). Clearly there is αδ < δ such that
pδ does not fork for s over M
0
αδ
and trivially pδ ↾ M
0
αδ
∈ S bss (M
0
αδ
) which has
cardinality ≤ λ. By Fodor lemma for some stationary S ⊆ λ+ we have δ ∈ S ⇒
cδ = c∗ & αδ = α∗ & pδ ↾ M
0
α∗
= p∗. By 1.11 the type q =: tps(+)(c∗,M0,M1)
belongs to S bs
s(+)(M0) hence by the choice of M0,M1,M2 (“toward contradiction”)
q has at least two distinct extensions q1, q2 ∈ Ss(+)(M2). Now by the choice of S
and as for each δ ∈ S there is q′δ ∈ S
bs
s (M
2
δ ) which is a non-forking extension of p∗
clearly
(∗∗) if δ ∈ S & ℓ ∈ {1, 2} then qℓ ↾M
2
δ belongs to S
bs
s (M
2
δ ) and does not fork
over M0δ and extends p∗ = pδ ↾M
0
α∗
hence does not fork over M0α∗ .
By 1.10 we get a contradiction.
3) As for M0, 〈M
0
α : α < λ
+〉 as above there is p ∈ S bs
s(+)(M0 such that {δ < λ
+ :
p ↾M0α ∈ S
bs
s (M
0
α) is unavoidable} is stationary.
4) Straightforward. 2.7
Together we can “close the circle” to continuing “up” we shall get more (see more
in 3.12).
2.8 Conclusion: Assume s is a λ-good frame categorical in λ.
1) Then s is weakly-unidimensional iff Ks
λ+
is categorical in λ+.
2) If s is successful we can add: iff s+ is weakly unidimensional and Ks
λ+
= Ks(+).
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Proof. 1) The second condition implies the first by 2.6, the first condition implies
the second by 2.3(4).
2) The first implies the third as by 2.7(2) we have s+ is weakly unidimensional
and Ksλ+ = Ks(+) by 0.4(1) and the third condition implies the second as Ks(+) is
categorical in λ+ by the definition of Ks(+). 2.8
Earlier (say in [Sh 576]) minimal type were central, so let us mention them:
2.9 Definition. 1) We say s is (a λ-good frame) of minimals when the follow-
ing holds: if p ∈ S bs(M0),M0 ≤s M1 ≤s N1,M0 ≤s N0 ≤s N1, a ∈ M1, p =
tp(a,M0,M1) and a /∈ N0 then tp(a,N0, N1) is a nonforking extension of p.
So the triple (M,N, a) is called s-minimal.
2) For an λ-a.e.c. K, p ∈ S (M) is minimal if for every N,M ≤K N ∈ Kλ, p has one
and only one extension in S (N).
2.10 Claim. 1) In II.? (= above in 1.5(1)) we can add: s is a λ-good frame of
minimals.
2) Similarly in 2.5(2),(3).
3) In 1.9, if s is a frame of minimals then so is s+.
4) If (M0,M1, a) is s-minimal (i.e., as in Definition 2.9(1)) then:
(i) p = tpKs(a,M0,M1) is minimal,
(ii) if M0 ≤s M1 and q ∈ Ss(M1) extends p is not algebraic then q does not
fork over M0; hence, in particular, ∈ S
bs
s (M0)
(iii) if M0 ≤s M1 and q = tp(b,M0,M1) satisfies clauses (i) and (ii) then q is
minimal.
∗ ∗ ∗
We could have mentioned in Chapter II:
2.11 Claim. [s is a λ-good frame].
Assume M1 ≤s M2 are superlimit in Ks and pi ∈ S
bs(M2) does not fork over
M1 for i < α < λs. Then there is an isomorphism f from M1 onto M2 such that
i < α⇒ f(pi ↾M1) = pi.
Proof. First assume that M2 is (λ, ∗)-brimmed over M1. Clearly we can find a
regular cardinal θ such that α < θ ≤ λ. Now we can find a sequence 〈Nβ : β < θ〉
which is ≤s-increasing continuous, Nβ+1 being (λ, ∗)-brimmed over Nβ (of course,
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we are using II§4). Clearly
⋃
β<θ
Nβ ∈ Ks is (λ, ∗)-brimmed over N0, so without loss
of generality is equal to M1.
So for each i < α for some β(i) < θ the type pi ↾ M1 which ∈ S
bs(M1) does
not fork over Nβ(i), so β = sup{β(i) : i < α} < θ, hence by transitivity and
monotonicity of nonforking i < α ⇒ pi does not fork over Nβ . Clearly also M2 is
(λ, ∗)-brimmed over Nβ and by the choice of 〈Nγ : γ < θ〉 alsoM1 is (λ, ∗)-brimmed
over Nβ hence there is an isomorphic f from M2 onto M1 over Nβ . Now for i < α
the types pi ↾M1 and f(pi) are members of S
bs(M1) which does not fork over Nβ
and has the same restriction to Nβ hence are equal. So f
−1 is as required.
Second without the assumption “M2 is (λ, ∗)-brimmed over M1” we can find
M3 ∈ Ks which is (λ, ∗)-brimmed overM2 hence also overM1 and let qi ∈ S
bs(M3)
be a nonforking extension of pi.
Applying what we have already proved to the pair (M1,M3) there is an isomor-
phism f1 from M1 onto M3 mapping pi ↾ M1 = qi ↾ M1 to qi for i < α. Applying
what we have already proved to the pair (M2,M3), there is an isomorphism f2 from
M2 onto M3 mapping pi to qi for i < α. Now f
−1
2 ◦ f1 is as required. 2.11
Recalling Definition 0.4(3) note:
2.12 Claim. 1) Assume M¯ = 〈Mi : i ≤ δ + 1〉 is <s-increasing continuous. If
Γ ⊆ S bs(Mδ+1), |Γ| < cf(δ) and Mδ ≤s N and p ∈ Γ ⇒ p does not fork over
Mδ. Then for every large enough i < δ there is an isomorphism f from N onto
Mδ+1 over Mi such that p ∈ Γ⇒ f(p) = p ↾ Mδ provided that i < δ ⇒ Mδ, N are
(λ, ∗)-brimmed over Mi.
2) Instead |Γ| < cf(δ) it is enough to demand: |Γ| < λs and p ∈ Γ ⇒ p does not
fork over Mi.
Proof. 1) For p ∈ Γ, choose i(p) < δ such that p ∈ Γ ⇒ p ↾ Mδ does not fork over
Mi(p) and let i(∗) = sup{i(p) : p ∈ Γ} it is < δ or |Γ| < cf(δ).
2) Similar. 2.12
∗ ∗ ∗
2.13 Definition. Let K be a λ-a.e.c. (so K = Kλ)(normally with amalgamation
(in λ)).
1) We say that p ∈ SK(M1)α-splits or (α,K)-split over A ⊆ M1 if there are
a¯1, a¯2 ∈
α(M1) such that:
(α) a¯1, a¯2 realize the same type over A inside M1 that is,
(∗) for some M2, f we have:
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M1 ≤K M2
f is an automorphism of M2 over A mapping a¯1 to a¯2
(β) if M1 ≤K M2 and c ∈ M2 realizes p inside M2 then a¯1, a¯2 do not realize
the same type over A ∪ {c} inside M2, that is for no M3, f do we have
M2 ≤K M3 and f is an automorphism of M3 over M mapping a¯1ˆ〈c〉 to
a¯2ˆ〈c〉.
3) We may write a¯ instead of A = Rang(a¯) and M0 instead of A = |M0|. If we
omit α (and write split or K-split) we mean “for some α”.
4) We say K has χ-nonsplitting if for every M ∈ Kλ and p ∈ SKλ(M) there is
A ⊆M, |A| ≤ χ such that p does not split over A (in K).
5) We say s has χ-nonsplitting if Ks has basically χ-nonsplitting which means that
this holds for p ∈ S bss (M).
6) In part (1), (2), (3) though not (4) writing s instead of K means Ks.
2.14 Claim. 1) If NFs(M0,M1,M2,M3) and c¯ ⊆M2 then tps(c¯,M1,M3) does not
split over M0.
2) Similarly for c¯ ∈ α(M2).
Proof. Straightforward (by uniqueness of NF).
We could have noted earlier:
2.15 Claim. Assume
(a) δ < λ+s is a limit ordinal
(b) 〈Mα : α ≤ δ〉 is ≤s-increasing continuous
(c) Mα+1 is (λ, ∗)-brimmed over Mα
(d) p ∈ Ss(Mδ).
Then for some i < δ the type p does not λ-split over Mi for Ks.
Proof. We can find a <s-increasing continuous sequence 〈Nα : α ≤ δ〉 such that
Mα ≤s Nα andNα+1 is (λ, ∗)-brimmed overMα+1∪Nα and NFs(Mα, Nα,Mα+1, Nα+1).
We know (II§6) that Nδ is (λ, ∗)-brimmed over Mδ, hence some c ∈ Nδ realizes p,
so for some i < δ, c ∈ Ni and this α is as required. 2.15
We define rank as in [Sh 394].
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2.16 Definition. rk = rks, e.g. is defined as follows:
rks(p) is defined if p ∈ Ss(M) for some M ∈ Ks
it is an ordinal or ∞
rks(p) ≥ α iff for every β < α we can find (M1, p1) such that
M ≤s M1, p1 ∈ Ss(M1) is an extension of p which splits over M and
rks(p1) ≥ β.
Lastly, rks(p) = α iff rks(p) ≥ α and rks(p)  α+ 1.
Basic properties of rks are
2.17 Claim. Assume s is weakly successful good. If M ∈ Ks and p ∈ Ss(M), then
rks(p) <∞.
Remark. So this applies in 9.14 to s∗ but rks(+) = rks(∗) so it applies to s
+, too.
Proof. Assume rks(p) =∞we can choose by induction on n a triple (Mn, Nn, a),Mn ≤s
Nn, a ∈ Nn, rks(tp(a,Mn, Nn)) =∞ andMn ≤s Mn+1, Nn ≤s Nn+1 and tp(a,Mn+1, Nn+1)
does λ-split over Mn (in the induction step we use amalgamation and having
≤ 2λs possible isomorphism types for (Mn+1, Nn+1, a) over Mn). Clearly we can
find 〈N+n : n < ω〉 such that Mn ≤s N
+
n and NFs(Mn,Mn+1, N
+
n , N
+
n ), N
+
n+1
is (λ, ∗)-brimmed over Mn+1 ∪ Nn. By 1.17 we know that N
+
ω = ∪{N
+
n : n <
ω} is (λ, ∗)-brimmed over Mω = ∪{Mn : n < ω}, hence we can embed Nω =
∪{Nn : n < ω} into N
+
ω over Mn so without loss of generalityn < ω ⇒ Nn ≤s
N+ω . So for some n < ω we have a ∈ N
+
n , and by long transitivity for NF we
have NFs(M,N
+
n ,Mω, N
+
ω ). We get easy contradiction to tp(a,Mn+1, N
+
n+1) =
tps(a,Mn+1, N
+
ω ) = tp(a,Mn+1, Nn+1) does λ-split over Mn. 2.17
2.18 Remark. An important point is that for any 〈Mi : i ≤ δ〉 which is ≤s-increasing
continuous and pi ∈ Ss(Mi) for i < δ such that i < j ⇒ pi = pj ↾ Mi in general
there is no p ∈ Ss(∪{Mi : i < δ}) such that i < δ ⇒ pi = p ↾ Mi, but for δ = ω
there is.
2.19 Claim. 1) rks(p) is a well defined ordinal (<∞) if p ∈ Ss(M),M ∈ Ks.
2) If M <s N and p ∈ Ss(N) splits over M and rks(p) <∞, then rks(p) < rks(p ↾
M).
3) If NFs(M0,M1,M2,M3) and a ∈M4, then rks(tps(a,M0,M3)) = rks(tps(a,M1,M3)).
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4) If M ≤s N and p ∈ S
bs(N) does not fork over M then p does not split over M
and rks(p) = rks(p ↾M).
Proof. 1) Immediate by 2.15.
2) - 4) Easy. 2.19
We may like to translate ranks between s and s+.
2.20 Claim. [s is a successful good+-frame]
Assume N1 <K[s] M1, N1 ∈ Ks,M1 ∈ Ks(+), p ∈ Ss(+)(M1).
1) If p does not λ-split over N1 for s, then rks(+)(p) = rks(p ↾ N1).
2) Also the inverse holds.
3) If p ∈ S bs
s(+)(M1) and N1 witnesses it then p does not λ-split over N1 and
moreover does not split over N1.
4) If p ∈ Ss(+)(M1) then for some N0 <K[s] M1 of cardinality λ, p does not split
over N0 and even does not split over N0; we call such N0 a witness for p.
5) If p ∈ S bs
s(+)(M1) then N1 is a witness for p ∈ S
bs
s(+)(M1) iff p does not λ-split
over N1.
2.21 Remark. No real harm in assuming “s is type full” (see Definition 9.4).
2.22 Conclusion If M0 <s(+) M1 and p ∈ S
bs
s(+)(M1) does s(∗)-fork over M0 then
rks(+)(p) < rks(+)(p ↾M0).
Proof of 2.20. 3),4),5) should be clear.
1) We prove by induction α that
⊛α for any such (N1,M1, p) we have
rks(+)(p) ≥ α⇔ rks(p ↾ N1) ≥ α
This clearly suffices.
For α = 0 and α limit there are no problems. So assume α = β + 1. First
assume rks(+)(p) ≥ α hence by the definition of rks(+) we can find p,M2 such
that M1 ≤s(+) M2, q ∈ Ss(+)(M2), q ↾ M1 = p and q does λ
+-split over M1 and
rks(+)(q) ≥ β. Hence q is not witnessed by N1 hence q does λ-split over N1 hence
for some N2 ∈ Ks we have N1 ≤s N2 ≤K[s] M2 and q ↾ N2 does λ-split over N1
for Ks and without loss of generalityN2 is a witness for q. So by the induction
hypothesis rks(+)(q) ≥ β ⇔ rks(q ↾ N2) ≥ β.
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But by the choice of q, rks(+)(q) ≥ β hence rks(q ↾ N2) ≥ β. By the definition
of rks, as q ↾ N2 does λ-split over N1 for s, we get rks(p ↾ N1) > rks(q ↾ N2) ≥ β
so rks(p ↾ N1) ≥ β + 1 = α as required.
Second assume rks(p ↾ N1) ≥ α so we can find N2, N3, a such that N1 ≤s N2 ≤s
N3, a ∈ N3, q = tp(a,N2, N3) is a λ-splitting (for s) extension of p
− = p ↾ N1. We
use NF amalgamation to lift this to M2, p.
2) It is enough to prove rks(+)(p) < rks(p ↾ N1) assuming the p does λ-split over
N1. Now we can find N2 ∈ Ks such that N1 ≤s N2 ≤ K[s] −M1 and p does not
λ-split over N2 but p ↾ N2 does λ-split over N1. So by part (1) we have rks(+)(p) =
rks(p ↾ N2), and by the definition of rks we know that rks(p ↾ N2) ≤ rks(p ↾ N1).
Together we are done.
3),4) Left to the reader. 2.20
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§3 primes triples
3.1 Hypothesis. s is a good λ-frame.
3.2 Definition. 1) Assume s = (K,
⋃
,S bs) is a good λ-frame. Let K3,prλ = K
3,pr
s
be the family (pr stands for prime) of triples (M,N, a) ∈ K3,bsλ = K
3,bs
s such that: if
(M,N ′, a′) ∈ K3,bsλ and tp(a,M,N) = tp(a
′,M,N ′) then there is a ≤s-embedding
f : N → N ′ over M satisfying f(a) = a′. So such triples are called prime.
2) We say that s = (K,
⋃
,S bs) is λ-good2 or that s has primes if s is λ-good and
(a) if M ∈ Kλ, p ∈ S
bs(M) then for some N, a we have (M,N, a) ∈ K3,prλ and
p = tp(a,M,N).
3) (M,N, a) is model-minimal if it belongs to K3,bsλ and there is no N
′ such that
M <s N
′ <s N and a ∈ N
′ (this notion is close to “tp(a,M,N) is of depth zero,
N prime over M ∪ {a}” in the context of [Sh:c]).
4) We say s has [model]-minimality if for every M ∈ Ks, p ∈ S
bs(M) there is
(M,N, a) ∈ K3,bsλ in which a realizes p and (M,N, a) is [model]-minimal (see Defi-
nition 2.9).
3.3 Definition. 1) We say 〈Mi, aj : i ≤ α, j < α〉 is a pr-decomposition of N over
M or of (M,N) if: Mi is ≤s-increasing continuous, (Mi,Mi+1, ai) ∈ K
3,pr
s ,M0 =M
and Mα = N ; we may allow N ∈ K
s
λ+
but i < α ⇒ Mi ∈ Ks. If we demand just
Mα ≤s N we say “inside N” instead of “ofN”. If we also allowM ≤s M0,Mα ≤s N
we say in (M,N). Instead “over M” we can say M -based. We call α the length of
the decomposition.
2) Similarly for uq (K3,uqλ is from II.?) and we define uq-decomposition. We may
write just decomposition (or s-decomposition) instead pr-decomposition.
3.4 Claim. 1) If (M,N, a) ∈ K3,prλ and M ∪ {a} ⊆ N
′ ≤s N then (M,N, a) ∈
K3,prλ .
2) Similarly for K3,uqλ .
3) If (M,N1, a1) ∈ K
3,bs
λ is model-minimal and (M,N2, a2) ∈ K
3,pr
λ and p =
tp(a1,M,N1) = tp(a2,M,N2) then there is an isomorphism from N1 onto N2
over M , mapping a1 to a2 (so both triples are model-minimal and prime and so
if (M,N ′, a′) is prime or is model minimal with tp(a′,M,N ′) = tp(aℓ,M,Nℓ) then
for ℓ = 1, 2 there is an isomorphism fℓ from N
′ onto Nℓ mapping a
′ to aℓ and being
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the identity on M).
4) Assume s is weakly successful. If M0 ≤s Mℓ ≤s M3 for ℓ = 1, 2 and (M0,M1, a)
belong to K3,uqs and tp(a,M2,M3) does not fork over M0 (e.g. tp(a,M0,M1) has
unique extension in S (M2)) then NFs(M0,M1,M2,M3).
5) If M0 ≤s M1 ≤s M2, aℓ ∈Mℓ+1 and tps(aℓ,Mℓ,Mℓ+1) ∈ S
bs(Mℓ) does not fork
over M0 for ℓ = 0, 1 then (M0,M2, a0) /∈ K
3,uq
λ .
Proof. Easy (e.g. (3) is 1.18 and (4) is by the definition of K3,uqs and the existence
of NFs-amalgamation).
3.4
3.5 Claim. 1) Assume that s has primes; if (M,N, a) ∈ K3,uqλ then for some
N ′,M ∪ {a} ⊆ N ′ ≤K N and (M,N
′, a) ∈ K3,prλ ∩K
3,uq
λ .
2) If (M,N, a) ∈ K3,prλ and K
3,uq
λ is dense (e.g. if s is weakly successful) then
(M,N, a) ∈ K3,uqλ .
Proof. Immediate: part (1) by the definition and monotonicity of K3,uqλ , part (2)
by the proof of part (1). 3.5
3.6 Claim. If s is non-multi-dimensional weakly successful and has primes then s
has model-minimality and all (M,N, a) ∈ K3,prs are model minimal.
Proof. Let M ∈ Ks and p ∈ S
bs
s (M). We know (by Definition 3.2(2)(a)) that
there is (M,N2, a) ∈ K
3,bs
λ which is prime and p = tp(a,M,N2). If (M,N2, a) is
model-minimal we are done, otherwise there is N1 satisfying M ∪ {a} ⊆ N1 <s N2.
As (M,N2, a) is prime there is an ≤s-embedding f of N2 into N1 over M ∪{a}, let
N0 = f(N2) hence M ∪{a} ⊆ N0 ≤s N1. SoM ∪{a} ⊆ N0 <s N2, so by non-multi-
dimensionality there is b ∈ N2\N0 such that tp(b, N0, N2) ∈ S
bs
s (N0) does not fork
over M hence by 3.4(5) we have (Ma, N2, a) /∈ K
3,uq
λ (the M,N0, N2, a, b here
correspond to M0,M1,M2, a0, a1. This easily contradicts “(M,N2, a) ∈ K
3,pr
s ⊆
K3,uqs ” which holds by 3.5(2). 3.6
3.7 Claim. [s is a good, weakly successful λ-frame].
1) Assume M0 ≤s Mℓ ≤s M3, aℓ ∈ Mℓ for ℓ = 1, 2 and (M0,Mℓ, aℓ) ∈ K
3,uq
s for
ℓ = 1, 2.
Then tp(a2,M1,M3) does not fork over M0 iff tp (a1,M2,M3) does not fork over
M0.
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2) Assume M0 ≤s Mℓ ≤s M3 and aℓ ∈ Mℓ for ℓ = 1, 2 and (M0,M1, a1) ∈ K
3,uq
s
and tp(a2,M0,M2) ∈ S
bs(M0). If tps(a1,M2,M3) does not fork over M0 then
tps(a2,M1,M3) does not fork over M0.
Proof. 1) By the symmetry in the claim it is enough to prove the if part, so assume
that tp(a1,M2,M3) does not fork over M0 (see II§5 on ≤bs). As (M0,M1, a1) ∈
K3,uqs by 3.4(4) it follows that NFs(M0,M1,M2,M3), hence by symmetry of NFs
(see II.?) we have NFs(M0,M2,M1,M2) which implies that tp(a2,M1,M3) does
not fork over M0 by 1.12.
2) The proof is included in proof of part (1). 3.7
3.8 Claim. Assume s has primes.
(1) If M ≤s N then there is a decomposition of N over M (see Definition
3.3(1),(2)). Moreover, if (M,N, a) ∈ K3,bss then without loss of generality
a0 = a.
(2) If M ≤K[s] N,M ∈ Ks, N ∈ K
s
λ+
, then there is a decomposition of N over
M
(3) If N ∈ Ks
λ+
the length of the decomposition is λ+
(4) In part (1) there is a decomposition of N over M of length ≤ λ
(5) In part (1) if N is (λ, ∗)-brimmed over M , then there is a decomposition of
N over M of length exactly λ.
Proof. 1) By the definition of λ-good frame there is a ∈ N such that tps(a,M,N) ∈
S bss (M), so it is enough to prove the second sentence, so without loss of generality a
is well defined. Choose ai,Mi by induction i < λ
+. Arriving to i, if i = 0,Mi =
M, ai = a. If i is limit let Mi = ∪{Mj : j < i}: if Mi = N we are done, if not then
for some ai ∈ N\Mi we have tps(ai,Mi, N) ∈ S
bs
s (Mi). If i = j + 1 then Mj , aj
are well defined and we know (as s has primes) that there is Mj+1 ≤s N such that
(Mj,Mj+1, aj) ∈ K
3,pr
s ; again if Mi = N we are done and otherwise we can choose
ai ∈ N\Mi such that tp(ai,Mi, N) ∈ S
bs(Mi). So by cardinality consideration at
some point we are stuck, i.e., Mi = N .
2) Let 〈bε : ε < λ
+〉 list the elements of N . Repeating the proof of part (1), now in
choosing ai when i > 0 we can choose any a ∈ Ii = {a ∈ N\Mi : tps(a,Mi, N) ∈
S bss (Mi)} so we can demand that ai = bε1 & bε2 ∈ Ii ⇒ ε1 ≤ ε2. It suffice
to show that Mλ+ = ∪{Mi : i < λ
+} is not equal to N , obviously Mλ+ ≤K[s] N .
Otherwise we can find a ∈ N\Mλ+ such that S = {i : tp(a,Mi, N) ∈ S
bs(Mi)}
is stationary and without loss of generality i ∈ S ⇒ tp(a,Mi, N) does not fork
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over Mi(∗), i(∗) = Min(S) so without loss of generalityS = [i(∗), λ
+). The type
tps(a,Mλ+, N) does not fork overMi(∗), so i ∈ [1+i(∗), λ
+)⇒ a ∈ Ii, so if a = bε(∗)
then i ∈ [1 + i(∗), λ+) ⇒ ai ∈ {bε : ε < ε(∗)}, so we have a 1-to-1 function from
[1 + i(∗), λ) into [0, ε(∗)), contradiction.
3)-5) Left to the reader. 3.8
3.9 Claim. 1) [s is a (good) weakly successful λ-frame with primes].
If C ∈ Ks
λ+
is λ+-saturated (over λ of course), M ∈ Ks,M ≤K[s] C and a1, a2 ∈ C
satisfy tp(aℓ,M,C) ∈ S
bs(M) for ℓ = 1, 2, then the following are equivalent:
(a) there are M1,M2 from Ks such that NFs(M,M1,M2,C) and a1 ∈M1, a2 ∈
M2 (the meaning of NF above is for some M3 ≤K[s] C from Ks we have
NFs(M,M1,M2,M3))
(b)ℓ there is Mℓ ≤K[s] C from Ks satisfying M ≤s Mℓ ≤K[s] C such that aℓ ∈Mℓ
and tp(a3−ℓ,Mℓ,C) does not fork over M
(c)ℓ if (M,Mℓ, aℓ) ∈ K
3,uq
λ and Mℓ ≤K[s] C then tp(a3−ℓ,Mℓ,C) does not fork
over M
(d)ℓ if (M,Mℓ, aℓ) ∈ K
3,pr
λ and Mℓ ≤K[s] C then tp(a3−ℓ,Mℓ,C) does not fork
over M .
2) [s is a (good) weakly successful λ-frame.] Above (a)⇔ (b)ℓ ⇔ (c)ℓ ⇒ (d)ℓ.
Proof. 1)
(a)⇒ (b)ℓ by 1.12 (and the symmetry of NF).
(b)ℓ ⇒ (a) + (c)3−ℓ. To prove (c)3−ℓ assume (M,M3−ℓ, a3−ℓ) ∈ K
3,uq
λ . As we
assume (b)ℓ for someMℓ ≤K C in Kλ, we have tp(a3−ℓ,Mℓ,C) does not fork overM
and aℓ ∈ Mℓ, so as M ≤s Mℓ and tp(aℓ,M,Mℓ) ∈ S
bs(M) clearly (M,Mℓ, aℓ) ∈
K3,bs. By 3.4(4) we have NFs(M,Mℓ,M3−ℓ,C) hence by 1.12 the desired conclusion
of (c)3−ℓ holds. This proves also clause (a) if we note, as s is weakly successful for
some (M,N, b) ∈ K3,uq, tp(b,M,N) = tp(a3−ℓ,M,C), so as C is λ
+-saturated??
without loss of generality a3−ℓ = b, N ≤K[s] C.
(c)3−ℓ ⇒ (d)3−ℓ: to prove (d)3−ℓ assume (M,Mℓ, aℓ) ∈ K
3,pr
λ and Mℓ ≤K[s] C; now
“s is weakly successful” and 3.5(2) implies (M,Mℓ, aℓ) ∈ K
3,uq
λ , and we can apply
clause (c)3−ℓ to get the desired conclusion of (d)3−ℓ.
(d)3−ℓ ⇒ (b)3−ℓ: as s has primes there is M3−ℓ such that (M,M3−ℓ, a3−ℓ) ∈ K
3,pr
λ
and use 3.5(2).
Clearly those implications are enough.
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2) The proof is included in the proof of part (1) except (c)ℓ ⇒ (b)ℓ like (d)3−ℓ ⇒
(b)3−ℓ using “weakly successful”. 3.9
3.10 Claim. Assume s is good+ and n-successful and n > 0.
1) s+n is a λ+n-good+ frame.
2) S bs
s[+n] = S
bs
s<λ+n>
↾ Ks
+n
λ+n
(see 0.4, the S bss is from II§2 and is {p ∈ S
bs(M, s) :
M ∈ Ks
+n
λ+n
}).
3) If M ∈ Ks
+n
λ+n
and p ∈ S bs
s[+n](M) then for some (M,N, a) ∈ K
3,pr
λ+n
[s+n] we have
tp(a,M,N) = p.
4) If (M,N, a) ∈ K3,pr
λ+n
[s+n] then (M,N, a) ∈ K3,uq
λ+n
[s+n].
5) If M ≤K N
1 ≤K N
2 are in Ks
+n
λ+n
and a ∈ N1 then (M,N2, a) ∈ K3,uq
λ+n
[s+n] ⇒
(M,N1, a) ∈ K3,uq
λ+n
[s+n] and (M,N2, a) ∈ K3,pr
λ+n
[s+n]⇒ (M,N1, a) ∈ K3,pr
λ+n
[s+n]⇒
(M,N1, a) ∈ K3,uq
λ+n
[s+n].
6) Assume n = m + 1, and (M0,M1, a) ∈ K
3,bs
λ+n
[s+n] and M¯ℓ = 〈Mℓ,α : α < λ
+n〉
a ≤K-representation of Mℓ for ℓ = 1, 2. Then:
(∗) (M0,M1, a) ∈ K
3,pr
λ+n
[s+n] iff for some club E of λ+ we have: for α < β in
E, (M0,α,M1,α, a) ∈ K
3,uq
λ [s
+m] and (M0,α,M1,α, a) <
∗,s+m
bs (M0,β,M1,β , a),
see 4.2.
Proof. Straight; all by induction on n; part (3), (6) by 4.9 + 4.3 below, part (4) by
3.5, part (5) by 3.4(1),3.4(2). 3.10
3.11 Remark. 1) If we assume s0 is unidimensional (see §2), life is easier: (M,N, a) ∈
K3,pr
λ+n
implies model-minimality, see §3, 3.6. On categoricity see 3.12.
2) For 3.10(6), note that M1 is saturated (in K
s+(n−1) above λ+n−1) if (M,M2, b) ∈
K3,bs
λ+n
[s+n] and tps[+n](b,M0,M2) = tps[+n](a,M0,M1) then we can choose an
≤K[s]-embedding fα of M1,α into M2,α, increasing continuous with α, mapping a
to b. For α = 0 use the saturation, for α = β + 1 use (M1,α,M2,α, a) ∈ K
3,uq
s[n−1]+
saturation.
3.12 Claim. If s is an n-successful good+λ-frame and weakly unidimensional and
categorical in λ, then
(i) Ks(+n) = Ks≥λ+n
(ii) s(+n) is weakly unidimensional, and categorical in λ+n.
Proof. By 3.10 and 2.7. 3.12
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§4 Prime existence
We give some easy properties of primes for s+. A major point is 4.9: existence
of primes. We also note how various properties reflect from Ks+ to Ks.
4.1 Hypothesis. 1) s = (Ks,
⋃
,S bs) is a successful good+λ-frame, K = K[s] as
usual.
Recall
4.2 Definition. 1) We let ≤bs=≤
s
bs be the following relation (really quasi order)
on K3,bsλ : (M,N, a) ≤bs (M
′, N ′, a) if both are in K3,bss ,M ≤s M
′, N ≤s N
′ and
tp(a,M ′, N ′) does not fork over M .
2) ≤∗bs=≤
∗,s
bs is the following quasi order on K
3,bs
λ : (M,N, a) ≤
∗
bs (M
′, N ′, a) if
(they are in K3,bss and) (M,N, a) ≤bs (M
′, N ′, a) and if they are not equal then
M ′, N ′ is universal over M,N respectively (and <∗bs has the obvious meaning).
4.3 Claim. AssumeM0 ∈ Ks(+) and p ∈ S
bs
s(+)(M0). Then we can find a, M¯0,M1, M¯1
such that:
(i) M0 ≤K[s] M1 ∈ K
s
λ+
(ii) M1 ∈ K
s
λ+
is saturated, for s, equivalently M1 ∈ Ks(+)
(iii) a ∈M1 and p = tps(+)(a,M0,M1)
(iv) M¯ℓ = 〈Mℓ,α : α < λ
+〉 is a ≤K[s]-representation of Mℓ for ℓ = 0, 1
(v) a ∈M1,0
(vi) (M0,α,M1,α, a) ∈ K
3,uq
λ for every α < λ
+
(vii) Mℓ,i+1 is (λ, ∗)-brimmed over Mℓ,i for i < λ
+, ℓ < 2
(viii) (M0,α,M1,α, a) is <
s
bs-increasing
4.4 Definition. If we say (M0,M1, a) is canonically s
+-prime if there are M¯0, M¯1
are as in claim 4.3 above (see 4.9 below, formally this depends on s, but our s is
constant).
Proof. Let M0,0 ≤K M0,M0,0 ∈ Kλ be such that M0,0 is a witness for p and
〈bα : α < λ
+〉 list |M0|
We choose by induction on α < λ+, a pair (M0,α,M1,α) such that:
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(a) (M0,α,M1,α, a) ∈ K
3,bs
λ
(b) (M0,β,M1,β, a) ≤bs (M0,α,M1,α, a) for β < α
(c) if α is a limit ordinal then Mℓ,α =
⋃
β<α
Mℓ,β for ℓ = 0, 1
(d) for every even α, if (M0,α,M1,α, a) /∈ K
3,uq
λ then
¬ NFs(M0,α,M1,α,M0,α+1,M1,α+1)
(e) for odd α,Mℓ,α+1 is brimmed over Mℓ,α for s, for ℓ = 1, 2.
There is no problem to carry the definition (concerning clause (d), it follows by 4.5
below).
Before we continue note
4.5 Claim. 1) If (M,N, a) ∈ K3,bsλ then (M,N, a) /∈ K
3,uq
λ iff for some (M
′, N ′, a) ∈
K3,bsλ we have (M,N, a) ≤bs (M
′, N ′, a) and ¬NFs(M,N,M
′, N ′).
2) If (Mℓ, Nℓ, a) <
∗
bs (Mℓ+1, Nℓ+1, a) for ℓ = 0, 1 then (M2, N2, a) is universal over
(M0, N0, a) for ≤bs.
Proof. By the definition ofK3,uqλ and the uniqueness and existence of NF-amalgamation
by II§6 (i.e., any two NF ones are compatible), the conclusion follows. 4.5
Continuation of the proof of 4.3
By clause (e), necessarily M ′ℓ =:
⋃
α<λ+
Mℓ,α ∈ K
s
λ+ are saturated for ℓ = 0, 1.
Also M ′0 ≤K[s] M
′
1 and by clause (b) we have tps(+)(a,M
′
0,M
′
1) ∈ S
bs
s(+)(M
′
0) is a
stationarization of p ↾ M0,0, i.e., is witnessed by it. So without loss of generality
M ′0 = M0 and tp(a,M
′
0,M
′
1) = p and by 1.7, clause (b) we have M0 ≤
∗
λ+
M1, so
by its definition (see II.?) for some club E of λ+ we have α ∈ E & α < β ∈ E ⇒
NFs(M0,α,M1,α,M0,β,M1,β), hence by monotonicity of NFs and clause (d) of the
construction we have α ∈ E ⇒ (M0,α,M1,α, a) ∈ K
3,uq
λ . By renaming we get the
conclusion. 4.3
4.6 Claim. 1) Assume β < λ+, 〈Mi : i ≤ β〉 is ≤s-increasing continuous and
(Mi,Mi+1, ai) ∈ K
3,bs
s for i < β and M0 ≤s M
+. Then we can find 〈Ni : i ≤ β〉
such that:
(i) Mi ≤s Ni
(ii) Ni is ≤s-increasing continuous
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(iii) tps(ai, Ni, Ni+1) does not fork over Mi
(iv) (Ni, Ni+1, ai) ∈ K
3,uq
s
(v) M+ can be ≤s-embedded into N0 over M0
(vi) Ni is (λ, ∗)-brimmed over Mi for i ≤ β
2) Assume further NFs(M0,M
+,Mβ,M
∗), e.g. M+ = M0,Mβ ≤s M
∗, then we
can replace (v) by
(v)+ M+ ≤s N0 and M
∗ ≤s Nβ.
Proof. 1) We try to choose by induction on ζ < λ+ a sequence M¯ ζ = 〈M ζi : i ≤ β〉
such that
(a) M¯ ζ is ≤s-increasing continuous
(b) M¯0 = 〈Mi : i ≤ β〉
(c) for each i < β the sequence 〈M εi : ε ≤ ζ〉 is ≤s-increasing continuous
(d) tps(ai,M
ζ
i ,M
ζ
i+1) belongs to S
bs
s (M
ζ
i ) and does not fork over M
0
i
(e) if ζ = 1 then M+ can be ≤s-embedded into M
ζ
0 over M0 = M
0
0
(f) if ζ = ε+1 and ε limit, then for some i < β we have ¬ NFs(M
ε
i ,M
ε
i+1,M
ζ
i ,M
ζ
i+1)
(g) if ζ = ε+ 2 then M ζi is (λ, ∗)-brimmed over M
ε+1
i .
There is no problem to define for ζ = 0, ζ = 1 and ζ limit. For ζ = ε+1, ε not limit
straightforward as in Chapter II, so assume ε is limit, if we cannot proceed then ε is a
limit ordinal and we are done: let 〈Ni : i ≤ β〉 = 〈M
ζ
i : i ≤ β〉. If we succeed to carry
the induction for all ζ < λ+. Now we have s is successful (we use the second demand
(b) of ?(3)), for each i < β for some club Ei of λ
+, for every ε < ζ from E we have
—> scite{705-stg.0B} undefined
NFs(M
ε
i ,M
ε
i+1,M
ζ
i ,M
ζ
i+1). Let ε < ζ be successive members of E = ∩{Ei : i < β},
so by monotonicity of non-forking we have i < β ⇒ NFs(M
ε
i , N
ε
i+1,M
ε+1
i ,M
ε+1
i+1 ),
contradiction to the construction.
2) Similarly with the following changes: we let M0β+1 = M
0
β , in the demand above
we have M¯ ζ = 〈M ζi : i ≤ β + 1〉 and
(e)′ if ζ = 1 then M+ ≤s M
ζ
0 ,M
∗ ≤s M
ζ
β+1
(h) if ζ = ε + 2 and M εβ 6= M
ε
β+1 then for some b ∈ M
ε
β+1\M
ε
β the type
tp(b,M ε+1β ,M
ε+1
β+1) ∈ Ss(M
ε+1
β ) forks M
ε
β).
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Alternatively for every ζ ≥ 1, NFs(M
0
0 ,M
ζ
0 ,M
0
β ,M
ζ
β) hence NFs(M
0
0 ,M
1
0 ,M
0
β ,M
ζ
β)
over M10 ∪B
0
β (using uniqueness of NF).
As ∪{M ζβ : ζ < λ
+} is saturated we can embed M∗ into this union hence into
M
ζ(1)
β for some ζ(1). In the end of the proof of (1) demand ζ > ζ(1). 4.6
4.7 Claim. Assume (∗)M¯ holds (see below) and p ∈ S
bs
s (M0) then we can find N¯
and a such that (∗)N¯,M¯ holds, where:
(∗)N¯,M¯ ℓg(N¯) = ℓg(M¯),Mi ≤s Ni are from Ks, N¯ is <s-increasing, a ∈ N0,
tp(a,Mi, Ni) is a nonforking extension of p and (Mi, Ni, a) ∈ K
3,uq
s for
every i < ℓg(M¯) and Ni+1 is (λ, ∗)-brimmed over Ni and N0 is (λ, ∗)-
brimmed
(∗)M¯ M¯ = 〈Mi : i < α〉 is ≤s-increasing continuous, α ≤ λ
+,M0 is (λ, ∗)-
brimmed and Mi+1 is (λ, ∗)-brimmed over Mi for i such that i + 1 < α
(hence [i < j < α⇒Mj is (λ, ∗)-brimmed over Mi]) and if α is limit, then
[i < α⇒ ∪{Mj : j < α} is (λ, ∗)-brimmed over Mi]).
Proof. By the proof of 4.3 (let 〈αζ : ζ ∈ [1, δ]〉 be increasing continuous with
αζ ∈ E, α1 > Min(E), let α0 = 0, let Nζ = M1,αζ , for ζ > 0 and lastly find
N0 ≤s M1,Min(E)). 4.7
4.8 Conclusion: 1) K3,uqs is ≤
∗
bs-dense in K
3,bs
s , also <
∗
bs⊆≤bs (both by their
definitions).
2) If (M1, N1, a) <
∗
bs (M2, N2, a) ≤bs (M3, N3, a) then (M1, N1, a) <
∗
bs (M3, N3, a).
3) If (M1, N1, a) ≤bs (M2, N2, a) <
∗
bs (M3, N3, a) then (M1, N1, a) <
∗
bs (M3, N3, a)
and (M1, N1, a) ≤bs (M3, N3, a).
4) If δ < λ+ is a limit ordinal, (Mi, Ni, a) ∈ K
3,bs
s for i < δ is <
∗
bs-increasing then
(Mi, Ni, a) <
∗
bs (
⋃
j<δ
Mj ,
⋃
j<δ
Nj , a) ∈ K
3,bs
λ .
4.9 Claim. (Prime Existence) 1) If M ∈ Ks(+), p ∈ S
bs
s(+)(M), then there are
N ∈ Ks(+) and an element a satisfying (M,N, a) ∈ K
3,pr
s(+). This means that if
M ≤K M
′ ∈ Ks(+), a
′ ∈ N ′ realizes p then there is a ≤K-embedding f of N into M
such that f ↾M = idM , f(a) = a
′.
2) In fact if (M,N, a) is like (M0,M1, a) of 4.3 then this holds, i.e., (M,N, a) is
canonical s+-primes are primes for s+.
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Proof of 4.9. Let M0 = M and let M¯0,M1, M¯1, a be as in 4.3 and let N = M1
and we shall prove that N, a are as required. So let M ≤K M
′ ∈ Ks(+), a
′ ∈ M ′,
tps(+)(a
′,M,M ′) = p. We define by induction on α a ≤K-embedding fα of M1,α
into M ′, such that fα(a) = a
′, fα is increasing continuous and fα ↾M0,α ≡ idM0,α.
For α = 0, as M ′ is saturated in Ks
λ+
(over λ) and a′ realizes in M ′ the type
p ↾ M0,0 this should be clear. For α limit take the unions. For α = β + 1, there
is a model Nα ≤K M
′ from Kλ which includes fα(M1,β) ∪M0,β+1 and is (λ, ∗)-
brimmed for s over this set, there is such N as M ′ is saturated over λ. So as
(M0,β,M1,β, a) ∈ K
3,uq
λ and tps(a,M0,β+1,M
′) does not fork over M0,β, we have
NFs(M0,β, fβ(M1,β),M0,β+1, Nα) hence by the definition of K
3,uq
s we can extend
fβ ∪ idM0,α to a ≤K-embedding fα of M1,α into Nα.
So having carried the induction, f = ∪{fα : α < λ
+} is a ≤K-embedding of
M1 =
⋃
α<λ+
M1,α into M
′ over M =M0 mapping a to a
′, so we are done. 4.9
4.10 Claim. (K3,uqs ,≤
s
bs) is λ
+-strategically closed. Moreover, if δ < λ+ is a
limit ordinal, 〈(N0,i, N1,i, a) : i < δ〉 is ≤bs-increasing continuous in K
3,uq
λ and
N0,i+1, N1,i+1 is (λ, ∗)-brimmed over N0,i, N1,i respectively for each i < δ (equiv-
alently, the sequence is ≤∗bs-increasing continuous), then (
⋃
i<δ
N0,i
⋃
i<δ
N1,i, a) ∈
K3,uqλ .
Recalling
4.11 Definition. A partial order I is δ-strategically closed if in the following game
the COM player has a winning strategy. A play last δ-moves, for α < δ the INC
player chooses sα ∈ I such that β < α ⇒ tβ ≤I sα and then the player COM
chooses tα,s such that sα ≤I tα. The player INC wins the play if or some α < δ he
has no legal move; otherwise, the player COM wins the play.
Proof. It suffices to prove the second sentence by 4.7 or 4.8. Let 〈M0,i,M1,i, a) :
i < λ+〉 and E be as constructed in 4.3 be such that i = 0 ⇒ (M0,i,M1,i, a) =
(N0,i, N1,i, a).
We now by induction on i choose fi, αi such that:
(a) fi is an ≤s-embedding of N1,i into M1,αi
(b) fi increasing continuous in i
(c) fi maps N0,i into M0,αi
(d) αi is increasing continuous, i > 0⇒ αi ∈ E
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(e) α0 = 0 and f0 is the identity
(f) fi(N1,i) ∩
⋃
γ<λ+
M0,γ = fi(N0,i)
(g) N0,αi ≤K fi(M0,i+1).
Note that clause (f) follows automatically as (N0,i, N1,i, a) ∈ K
3,uq
λ and non-forking
amalgamation is disjoint. Also for limit i, clearly fi(N0,i) = M0,αi (check) and
{a} ∪M0,αi ⊆ fi(N1,i) ≤s M1,αi .
Lastly fi maps (
⋃
i<δ
N0,i,
⋃
i<δ
N1,δ, a) isomorphically into (M0,αδ ,M1,αδ , a) and
maps
⋃
i<δ
N0,i onto M0,αδ (see clause (g), i.e., the previous paragraph). The latter
belongs to K3,uqλ , so (by 3.4(2) monotonicity for K
3,uq
s ) we are done. 4.10
In 4.12(2) below we show how relevant situations in s+ reflect to s.
4.12 Claim. 1) If (M0,M1, a) ∈ K
3,pr
s(+) and M¯
ℓ = 〈M ℓα : α < λ〉 is a ≤s-
representation of Mℓ for ℓ = 1, 2 then for some club E of λ
+ we have
(∗) if α ∈ E then (M0α,M
1
α, a) ∈ K
3,uq
s .
2) Assume M0 ≤s(+) Mℓ ≤s(+) M3 and aℓ ∈ Mℓ and pℓ = tps(+)(aℓ,M0,Mℓ) for
ℓ = 1, 2. Then for a club E of λ+ for every δ ∈ E we have
(i) if pℓ ∈ S
bs
s(+)(M0) then pℓ,δ = tps(aℓ,M0,δ,Mℓ,δ) ∈ S
bs(M0,δ) and Mℓ,δ
(and pℓ,δ) are witnesses for pℓ
(ii) if ℓ ∈ {1, 2} and tps(+)(aℓ,M3−ℓ,M3) is an s
+-nonforking extension of pℓ
then tps(aℓ,M3−ℓ,δ,M3,δ) is an s-nonforking extension of tps(aℓ,M0,δ,Mℓ,δ)
(hence of tps(aℓ,M0,min(E),Mℓ,min(E))
(iii) if α ∈ δ ∩E then M ℓα+1 is (λ, ∗)-brimmed over M
ℓ
α for ℓ < 4
(iv) if (M0,Mℓ, aℓ) ∈ K
3,uq
s+1 then (M
0
δ ,M
ℓ
δ , aℓ) ∈ K
3,uq
s .
Proof. 1) We can find M2, a2 such that (M0,M2, a2) ∈ K
3,pr
s(+) and this triple is
canonically s+-prime, i.e., is as in 4.3 (with M0,M2, a2 here standing for M0,M1, a
there, of course) and tps(+)(a2,M0,M2) = tps(+)(a,M0,M1). There is a ≤s(+)-
embedding ofM1 intoM2 overM0 mapping a to a2 so without loss of generality a2 =
a & M1 ≤s M2. Let M¯
ℓ be a ≤s-representation of Mℓ for ℓ < 3 and E a
thin enough club of λ+. As Mℓ ≤s(+) Mℓ+1 for any α < β from E we have
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NFs(M
ℓ
α,M
ℓ+1
α ,M
ℓ
β,M
ℓ+1
β ) for ℓ = 0, 1 and by the choice of M2 for any α < β
from E we have (M0α,M
2
α, a) ∈ K
3,uq
s . By monotonicity of K
3,uq
s , i.e., 3.4(2) as
M0α ∪ {a} ⊆M
1
α ≤K[s] M
2
α we get (M
0
α,M
1
α, a) ∈ K
3,uq
s as required.
2) Straightforward (for (iii) recall that Mℓ ∈ K
s
λ+
is saturated (above λ) for s).
4.12
4.13 Claim. 1) (M,N, a) ∈ K3,pr
s(+), then it is canonically s
+-prime.
2) Uniqueness: if (M,Nℓ, aℓ) ∈ K
3,pr
s(+) and tps(+)(a1,M,N1) = tps(+)(a1,M,N2)
then there is an isomorphism f from N1 onto N2 over M satisfying f(a1) = a2.
Proof. 1) By 3.4(2) and 4.12.
2) By part (1), we know that (M,Nℓ, aℓ) is canonically s
+-prime. Now we build
the isomorphism by hence and forth as in the proof of 4.9. 4.1
It is good to know that also NFs(+) reflect down (when we have it).
4.14 Claim. Assume that also s+ is weakly successful so NFs(+) is well defined.
If Mℓ ∈ Ks(+) for ℓ = 0, 1, 2, 3 and NFs(+)(M0,M1,M2,M3) and M¯ℓ = 〈Mℓ,α :
α < λ+〉 does ≤s-represent Mℓ for ℓ < 4, then for a club of δ < λ
+ we have
NFs(M0,δ,M1,δ,M2,δ,M3,δ).
Proof. Without loss of generality Mℓ is (λ
+, ∗)-brimmed over M0 for s
+ for ℓ = 1, 2
and M3 is (λ
+, ∗)-brimmed over M1 ∪M2 (by density of (λ
+, ∗)-brimmed recalling
s
+ is a weakly successful λ+-good frame, and the existence property of NFs(+) and
the monotonicity of NFs(+) and NFs).
Let 〈Nℓ,α, a
ℓ
α : α < λ
+〉 be as in 3.8 applied to s(+) for (M0,Mℓ) for ℓ = 1, 2
(the length being λ+ is somewhat more transparent and is allowed asMℓ is (λ
+, ∗)-
brimmed over M0 for s
+ by 3.8(6)). As M3 is (λ
+, ∗)-brimmed over M1 ∪ M2,
without loss of generalitywe have 〈N3,α : α ≤ λ
+〉 which is ≤s(+)-increasing con-
tinuous, N3,0 = M2, N3,λ+ = M3, N3,α ∩M1 = N1,α and (N1,α, N1,α+1, a
1
α) ≤
s(+)
bs
(N3,α, N3,α+1, a
1
α); see II§6. For each α < λ
+, ℓ ≤ 2, 3 let 〈Nℓ,α,i : i < λ
+〉 ≤s-
represent Nℓ,α. Let E1,α be a club of α such that i ∈ E1,α implies (N1,α,i, N1,α+1,i, a
1
α) ∈
K3,uqλ and tps(aα, N1,α,i, N1,α+1,i) does not fork overN1,Min(E1,α) hence tps(a
1
α, N3,α,i, N3,α+1,i)
does not fork over N1,Min(E1,α+1); note that E1,α exists by 4.12. Let E = {δ < λ
+ :
δ limit, δ ∈
⋂
α<δ
E1,α and Mℓ,δ ∩Mm = Mℓ,δ for ℓ < m ≤ 3, (ℓ,m) 6= (1, 2),M1,δ =
N1,δ,M3,δ =
⋃
α<δ
N3,α,δ =
⋃
α<δ
N3,α,α,M0,δ = N1,0,δ and M2,δ = N3,0,δ}. Now
check. 4.14
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Discussion: By the above in the cases we construct good λ-frames s in II.?, s is
essentially t+, t is almost good and we need that s is successful to get s+ has primes;
but t is close enough to being good and successful so that s itself has primes. In
the other two cases of 1.5(1) there are primes for different reason: ℵ0 is easier. As
for the case we use [Sh 576] this is not clear.
4.15 Claim. 1) If s is as in II.?, then s has primes.
2) If s is as in II.?,II.?, i.e. Cases 2,3 of 1.5(1), then s has primes.
Proof. 1) Like the proof of 4.9.
2) Using stability in ℵ0 we can construct primes directly. 4.15
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§5 Independence
Here we make a real step forward: independence (of set of elements realizing
basic types) can be defined and proved to be as required. In an earlier version we
have used existence of primes but eventually eliminate it.
5.1 Hypothesis. s is a good weakly successful λ-frame.
Remark. E.g. s = t+, t is λ+-good and 1.5-successful, λ = λs.
5.2 Definition. Let M ≤s N (hence from Ks = K
s
λ).
1) Let IM,N = {a ∈ N : tps(a,M,N) ∈ S
bs
s (M)}.
2) We say that J is independent in (M,A,N) if (∗) below holds; when: A = N ′
we may write N ′ instead of A; if N is understood from the context we may write
“over (M,A)”; if A =M and we may omit it and then we say “in (M,N)” or “for
(M,N)”; where:
(∗) J ⊆ IM,N ,M ≤s N,M ⊆ A ⊆ N and we can find a witness 〈Mi, aj : i ≤
α, j < α〉 and N+ which means:
(a) 〈Mi : i ≤ α〉 is ≤K-increasing continuous
2
(b) M ∪A ⊆Mi ≤s N
+, (usually M ⊆ A) and N ≤s N
+
(c) ai ∈ Mi+1\Mi, (if we forget to mention Mα we may stipulate Mα =
N+)
(d) tp(ai,Mi,Mi+1) does not fork over M ,
(e) J = {ai : i < α}.
The name independent indicates we expect various properties, like finite character,
so we start to prove them.
5.3 Claim. Assume that NFs(M0,M1,M2,M3). Then J is independent in (M0,M2)
iff J is independent in (M0,M1,M3).
Proof. The if implication is trivial. The only if implication is easy by chasing arrows
and using NFs-uniqueness (and existence and 1.12). 6.14
2note that omitting “continuous” makes no difference
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5.4 Theorem. Assume M ≤s N so are from Ks and J ⊆ IM,N .
1) The following are equivalent:
(∗)0 every finite J
′ ⊆ J is independent in (M,N)
(∗)1 J is independent in (M,N)
(∗)2 like (∗) of Definition 5.4 adding
(f) Mi+1 is (λ, ∗)-brimmed over Mi ∪ {ai} for i < α
(∗)3 for every ordinal β, |β| = |J| and list 〈ai : i < β〉 with no repetitions of J
there are Mi (for i ≤ β) such that 〈Mj, ai : j ≤ β, i < β〉 and N
+ which
satisfy:
(a) Mi is ≤s-increasing continuous, M0 =M
(b) M ≤s Mi ≤s N
+ and N ≤s N
+
(c) ai ∈Mi+1\Mi
(d) tps(ai,Mi,Mi+1) does not fork over M
(e) J = {ai : i < β}
(f)3 Mi+1 is (λ, ∗)-brimmed
3 over Mi ∪ {ai}
(∗)4 like (∗)3 replacing (f)3 by
(f)4 (Mi,Mi+1, ai) ∈ K
3,uq
s
(∗)5 like (∗)4 adding
(g) if there is M ′i+1 ≤s Mi+1 such that (Mi,M
′
i+1, ai) ∈ K
3,pr
s then
(Mi,Mi+1, ai) ∈ K
3,pr
s
(∗)6 like (∗)5 adding
(h) if (Mi,Mi+1, ai) ∈ K
3,pr
s for each i < β (holds e.g. if s has primes)
then Mα ≤s N .
(so in (∗)6 〈(Mi, ai : i < β〉 is a witness for “J independent for (M,N) and it is
an M -based uq-decomposition inside (M,N) see Definition 3.3).
2) If M ∪ J ⊆ N− ≤s N and N ≤s N
+ ∈ Ks, then: J is independent in (M,N
+)
iff J is independent in (M,N) iff J is independent in (M,N−).
3) If J is independent in (M,N) and ai ∈ J for i < β are with no repetitions,
3omitting {ai} give an equivalent condition
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M0 =M and 〈Mi : i ≤ β〉, 〈ai : i < β〉 are as in (∗)4 clauses (a)-(e),(f)4 from part
(1) and Mβ ≤s N , then J\{ai : i < β} is independent in (M,Mβ, N).
4) If M− ≤s M,M
− ∈ Ks,J is independent in (M,N) and J
′ ⊆ J and [a ∈ J′ ⇒
tps(a,M,N) does not fork over M
−], then J′ is independent in (M−, N); moreover
if M− ⊆ A ⊆M then J′ is independent in (M−, A,N).
Proof. First note that part (2) is immediate by the amalgamation property, and
also part (4) is straightforward so it is enough to prove part (1) + (3). Clearly
⊠0 (∗)4 ⇒ (∗)3
[Why? We choose (fi,M
′
i) by induction on i ≤ α such that M
′
i is ≤s-
increasing continuous, fi is a ≤s-embedding of Mi into M
′
i , fi is increasing
continuous, f0 = idM0 , tp(fi+1(ai),M
′
i ,M
′
i+1) does not fork over M,M
′
i+1
is (λ, ∗)-brimmed over M ′i ∪ {fi+1(ai)}. By amalgamation without loss of
generality there are (g,N ′) such that M ′α ≤ N
′, g is a ≤s-embedding of N
+
into N ′ extending fα. Renaming g = idN+ so clearly we are done.]
⊠1 (∗)6 ⇒ (∗)5 ⇒ (∗)4 ⇒ (∗)3 ⇒ (∗)2 ⇒ (∗)1 ⇒ (∗)0
[Why? The implication (∗)4 ⇒ (∗)3 by ⊠0, (∗)5 ⇒ (∗)4 as K
3,pr ⊆ K3,uq
by 3.5(2) (as we assume 5.1, i.e., s is weakly successful). For the others,
just read them.]
⊠2 if 〈M
′
i : i ≤ α
′〉, 〈ai : i < α
′〉 and N+ are as in (∗)2 witnessing “J is
independent in (M,N)” then we can find M ′′i ≤s M
′
i for i ≤ α
′ such that
〈M ′′i : i ≤ α
′〉, N+ is as required in (∗)4 clauses (a)-(e),(f)4 of part (1)
[why? choose M ′′i ≤s M
′
i by induction on i such that M
′
i is ≤s-increasing
continuous, (M ′′i ,M
′′
i+1, ai) ∈ K
3,uq
s and i ≤ α ⇒ M
′′
i ≤K M
′
i , using the
hypothesis “s is weakly successful” and “M ′i+1 is (λ, ∗)-brimmed over M
′
i”].
Hence
⊠3 (∗)3 ⇒ (∗)4
and similarly (recalling K3,prs ⊆ K
3,uq
s )
⊠4 (∗)4 ⇒ (∗)5.
Also if 〈Mi : i ≤ α〉, N
+, 〈ai : i < α〉 are as in (∗)1, i.e., satisfy clauses (a)-
(e) of (∗)3 with α instead of β then we can choose (M
+
i , fi) by induction on
i ≤ α such that M+i is ≤s-increasing continuous, fi is a ≤s-embedding of Mi
into M+i , fi is increasing continuous, NF(fi(Mi),M
+
i , fi+1(Mi),M
+
i+1) and M
+
i
is (λ, ∗)-brimmed over M+i ∪ {ai}. Without loss of generality fi = idMi for
i ≤ α. By renaming without loss of generality fi = idMi and by amalgamation
without loss of generalityM+i ≤s N
+. So
⊠5 (∗)1 ⇒ (∗)2.
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We prove part (1) + (3) by induction on |J|.
Case 1: |J| ≤ 1.
Trivial.
Case 2: n = |J| finite > 1.
As J is finite (and monotonicity of independence) clearly
⊗1 (∗)0 ⇔ (∗)1.
We first show
⊗2 (∗)2 ⇒ (∗)3.
As the permutations exchangingm,m+1 generate all permutations of {0, . . . , n−1},
above it is enough to show
⊗3 if 〈Mk, aℓ : k ≤ n, ℓ < n〉 and N
+ are as in (∗)2 and m < n− 1 and a
′
ℓ is aℓ
if ℓ < n & ℓ 6= m & ℓ 6= m+ 1, is am+1 if ℓ = m and is am if ℓ = m + 1,
then for some M ′ℓ for ℓ < n we have 〈M
′
k, a
′
ℓ : k ≤ n, ℓ < n〉 and N
+ are as
in (∗)3.
Why does ⊗3 hold? Let M
′
ℓ be Mℓ if ℓ ≤ m ∨ ℓ ≥ m+ 2.
As s is a good frame and tp(am+1,Mm+1,Mm+2) ∈ S
bs
s (Mm+1) does not fork over
M and M ≤s Mm ≤s Mm+1 clearly tps(am+1,Mm+1,Mm+2) ∈ S
bs
s (Mm+1) does
not fork over Mm and similarly tp(am,Mm,Mm+1) ∈ S
bs(Mm). Hence there are
by symmetry M ′,M ′′ such that Mm+2 ≤s M
′′,Mm ≤s M
′ ≤s M
′′, am+1 ∈M
′ and
tps(am,M
′,M ′′) does not fork over Mm and without loss of generalityM
′ is (λ, ∗)-
saturated?? over Mm ∪ {am+1}. As Mm+2 is (λ, ∗)-brimmed over Mm+1 ∪ {am+1}
which include Mm ∪ {am}, without loss of generalityM
′′ ≤s Mm+2 and, moreover,
without loss of generalityMm+2 is (λ, ∗)-brimmed overM
′′ hence overM ′∪{am} =
M ′∪{a′m+1} (equivalently overM
′); just think on the definitions. Let M ′m+1 =M
′
so ⊗1 holds.
So (in the present case) we have
⊗4 (∗)0 ⇔ (∗)1 ⇔ (∗)2 ⇔ (∗)3 ⇔ (∗)4 ⇔ (∗)5.
Next
⊗5 part (3) holds.
Why? By the induction hypothesis, it is enough to deal with the case β = 1, i.e., to
prove that J\{a0} is independent in (M1, N) assuming (M,M1, a0) ∈ K
3,uq
s , a0 ∈ J,
also without loss of generality J\{a0} 6= ∅ (otherwise the conclusion is trivial) hence
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n ≥ 2. Choose b0, . . . , bn−2 such that they list J\{a0} and we can let bn−1 = a0 and
possibly increasing N let 〈M ′ℓ : ℓ ≤ n〉 be such that 〈bℓ : ℓ < n〉, 〈M
′
ℓ : ℓ ≤ n〉 are as
in (∗)4 clauses (a)-(e),(f)4, they exist as we have already proved most of part (1)
in ⊗4 above in the present case. So tps(a0,M
′
n−1,M
′
n) = tps(bn−1,M
′
n−1, N)
does not fork over M ′0 = M so as (M,M1, a0) ∈ K
3,uq
λ we can deduce that
NFs(M,M
′
n−1,M1, N) by [\600 , §6],II.?. Hence (or see 5.5(2)) easily by the NF
calculus for some N+, N ≤K N
+ ∈ Ks we can find M2, . . . ,Mn such that M1 ≤s
M2 ≤s . . . ≤s Mn ≤K N
+, ℓ ∈ {1, 2, . . . , n − 1} ⇒ NFs(M
′
ℓ,Mℓ+1,M
′
ℓ+1,Mℓ+2).
By 1.12 tps(bℓ,Mℓ+1,Mℓ+2) does not fork over M
′
ℓ hence by transitivity of non-
forking for ℓ < n − 1 the type tps(bℓ,Mℓ+1,Mℓ+2) does not fork over M . So
〈M1+ℓ : ℓ ≤ n − 2〉 witness that 〈b0, . . . , bn−2〉 is independent in (M1, N
+). So by
part (2), i.e., for n− 1, clearly 〈b0, . . . , bn−2〉 is independent in (M1, N), so by part
(4) we have shown part (3), i.e., ⊗3.
To complete the proof in the present case we need
⊗6 (∗)5 ⇒ (∗)6.
We do more: we prove this in the general case provided that part (3) has been
proved.
So let 〈ai : i < β〉 list J with no repetitions and let N
+, 〈Mi : i ≤ β〉 be as in (∗)5.
The only nontrivial case is when i < β ⇒ (Mi,Mi+1, aβ) ∈ K
3,pr
s . We now choose
by induction on i ≤ β a ≤s-embedding fi of Mi into N such that f0 = idM0 and
fi+1(ai) = ai.
Now f0 is defined, if fi is defined, then by part (3) which we have already proved
for this case we know that J\{aj : j < i} is independent in (M, f(Mi), N
+) so
tps(ai, f(Mi), N
+) does not fork overM hence fi(tp(ai,Mi,Mi+1)) = tps(ai, f(Mi), N
+).
Hence fi+1 exists as (Mi,Mi+1, aℓ) ∈ K
3,pr
s and the definition of K
3,pr
s . Lastly
〈fℓ(Mℓ) : ℓ ≤ n〉 witnesses that (∗)6 holds.
Case 3: |J| = µ ≥ ℵ0.
Now we first prove what we now call (3)−, a weaker variant of part (3), which is:
replacing in the conclusion “independent” by “every finite subset is independent”,
this will be subsequently used to prove the other parts, so by (1) we shall get part
(3) itself; we prove (3)− by induction on the ordinal β (for all possibilities) and for
a fixed β by induction on |J\{ai : i < β}| which without loss of generality is finite.
First, for β = 0 it is trivial.
Second, assume β = γ+1 and let b0, . . . , bn−1 ∈ J\{ai : i < β} be pairwise distinct,
and we should prove that {b0, . . . , bn−1} is independent in (M,Mβ, N). Now by the
induction hypothesis on β applied to 〈Mj , ai : j ≤ γ, i < γ〉 and {b0, . . . , bn−1, aγ}
we deduce that {b0, . . . , bn−1, aγ} is independent in (M,Mγ, N). Now the desired
conclusion follows from the case with J finite.
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Lastly, assume β is a limit ordinal and let n < ω, b0, . . . , bn−1 ∈ J
′ =: J\{ai :
i < β} be pairwise distinct. We should prove that {b0, . . . , bn−1} is independent in
(M,Mβ, N). By the induction hypothesis on β we have ε < β implies tp(b0,Mε, N)
does not fork over M , hence tp(b0,Mβ, N) does not fork over M . By Claim 5.5(2)
below we can find 〈M ′ε : ε ≤ β〉,≤s-increasing continuous and N
+ satisfying N ≤s
N+ ∈ Ks and NFs(Mε,Mζ ,M
′
1+ε,M
′
1+ζ) for ε < ζ ≤ β,M
′
β ≤s N
+,M0 ≤s M
′
0
and tps(aε,M
′
1+ε,M
′
1+ε+1) does not fork over M such that letting a
′
0 = b
′
0, a
′
1+ε =
aε, M¯
′ = 〈M ′ε, a
′
ζ : ε ≤ 1 + β, ζ < β〉 we have (M
′
ε,M
′
ε+1, a
′
ε) ∈ K
3,uq
s and Mε ≤s
M ′1+ε for ε < β; note that 1 + β = β as β is a limit ordinal.
Now
⊗7 {M
′
ε, aζ : ε ≤ β, ζ < β〉 is as in (∗)4 for (M
′
0, N
+).
[Why? As NFs(M0,M
′
0, N,N
+) by 5.3.]
Hence by the induction hypothesis on n, {b1, . . . , bn−1} is independent in (M
′
0,M
′
β, N
+)
so by part (4) also in (M,M ′1+β, N
+) and recall tp(b0,Mβ, N
+) does not fork over
M while b0 ∈ M
′
β ,M ≤s Mβ ≤s M
′
1+β, so easily {b0, . . . , bn−1} is independent
in (M,Mβ, N
+), i.e. by 5.6(1) below hence by the induction hypothesis (using
parts (2) + (4) for the cases of finite J) the set {b0, . . . , bn−1} is independent in
(M,Mβ, N) as required so we have proved (3)
−
Next we prove (∗)0 ⇒ (∗)4 in part (1).
For proving (∗)4 let 〈ai : i < β〉 be a given list of J and we will find N
+, 〈Mi :
i ≤ β〉 as required; we do it by induction on β, i.e. we prove (∗)4,β. We now choose
by induction on i a pair of models Mi ≤s Ni such that
⊡ Ni is ≤s-increasing continuous, N0 = N,Mi is ≤s-increasing continuous,
M0 =M and i = j +1 implies (Mj,Mi, aj) ∈ K
3,uq
λ and every finite subset
of J\{aj : j < i} is independent in (M,Mi, Ni) and N0 = N and Ni is
≤s-increasing continuous.
Subcase a: For i = 0 there is no problem.
Subcase b: For i limit let Mi =
⋃
j<i
Mj , the least trivial part is the clause in ⊡ on
independence. As for i = β this clause is trivial, in fact (∗)4,β is already proved. We
can assume i < β and let {ai0 , . . . , ain−1} ⊆ J\{aj : j < i} be with no repetitions.
Now if i < µ then by renaming without loss of generality max[{iℓ : ℓ < n}∪{i}] < µ
so we can use our induction hypothesis on µ. So we can assume β > µ∨(i = β = µ)
and the case i = β = µ is trivial and can be forgotten, so as we are inducting on
all listings of J of a given length we have actually proved (∗)0 ⇒ (∗)4,β for β = µ,
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so J in independent in (M,N) (as witnessed by some list of length µ!). So we can
apply (3)− and get that {ai0 , . . . , ain−1} is independent in (M,Mi, Ni) as required.
Subcase c: For i = j + 1, as in s we know that K3,uqs is dense (as s is weakly
successful and good) we can find Ni,Mi as required and the induction assumption
on i holds as we have proved the claims for finite J.
So we have finished the induction on i, thus proving (∗)0 ⇒ (∗)4 for J of cardinality
≤ µ. Hence we have part (1) for µ by ⊠1 + ⊠4 + ⊠5 from the beginning, as
(∗)0 ⇒ (∗)4 was just proved and (∗)5 ⇒ (∗)6 was proved inside the proof of the
finite case. Hence we have proved part (1). Now part (3) for µ follows from (1) +
(3)−. So we have finished the induction step for µ also in the infinite case (case 3)
so have finished the proof. 5.4
Still to finish the proof of 5.4 we have to show 5.5(2), 5.6(1) below.
5.5 Claim. 1) [Assume s has primes.] If 〈Ni, aj : i ≤ α, j < α〉 is a M -
based pr-decomposition for s inside N (so Nα ≤s N , see Definition 3.3), b ∈ N ,
tps(b, Nα, N) is a nonforking extension of p ∈ S
bs
s (N0), then we can find 〈N
′
i , a
′
j :
i ≤ 1 + α, j < 1 + α〉 an M -based pr-decomposition for s inside N+, such that
Ni ≤ N
′
1+i, N0 = N
′
0, b = a
′
0, ai = a
′
1+i, tps(ai, N
′
1+i, N
′
1+i) does not fork over
Ni, N
′
α ≤s N
+, N ≤K N
+.
2) Similarly for uq-decomposition only N0 ≤s N
′
0 (instead equality).
Proof. 1) Chasing arrows: first ignore b = a′0, demand just tps(a
′
0, N0, N
′
1) =
tp(b, N0, N) and ignore N ≤s N
+. After proving this we can use equality of types.
In details, we choose by induction on i ≤ α a pair (N∗i , fi) and b
∗, a∗i (if i < α)
such that:
(a) fi is a ≤s-embedding of Ni into N
∗
i
(b) N∗i is ≤s-increasing continuous
(c) N∗0 satisfies (N0, N
∗
0 , b
∗) ∈ K3,prs and tps(b
∗, N0, N
∗
0 ) = tps(b, N0, N)
(d) f0 = idN0
(e) if i = j + 1 then (N∗j , N
∗
i , a
∗
j ) ∈ K
3,pr
s and fi(aj) = a
∗
j
(f) tps(b
∗, fi(Ni), N
∗
i ) does not fork over N0.
For i = 0 just use “s has primes”.
For i = j + 1 first choose pj ∈ S
bs
s (N
∗
j ), a nonforking extension of p
−
j =
fj(tps(aj, Nj , Nj+1)) and second choose N
∗
i , a
∗
j such that (N
∗
j , N
∗
i , a
∗
j ) ∈ K
3,pr
s
and tps(a
∗
j , N
∗
j , N
∗
i ) = pj (using “s has primes”), lastly choose fi ⊇ fj mapping aj
to a∗j using the assumption (Nj, Ni, aj) ∈ K
3,pr
s and a
∗
j ’s realizing pj).
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For i limit take union.
Having finished the induction without loss of generality each fi is the identity on
Ni so j < α ⇒ a
∗
j = aj. So Nα ≤s N
∗
α and Nα ≤s N and tp(b
∗, Nα, N
∗
α) does not
fork over N0 (by clause (f)) and extend tps(b, N0, N); also tp(b, Nα, N) satisfies this
so as Ks has amalgamation without loss of generality b = b
∗ and for some N+ ∈ Ks
we have N ≤s N
+ & N∗α ≤s N
+.
Letting N ′0 = N
′, N ′1+i = N
∗
i we are done.
2) As in II§6. 5.5
Some trivial properties are:
5.6 Claim. 1) If 〈Mi : i ≤ α〉 is ≤s-increasing continuous, and Ji is independent
in (M0,Mi,Mi+1) then ∪{Ji : i < α} is independent in (M0,Mα).
2) If NFs(M0,M1,M2,M3) and J is independent in (M0,M1) then J is indepen-
dent in (M2,M3). If NFs(M0,M1,M2,M3),M0 ≤s M
−
1 ≤s M1,J1 independent
in (M−1 ,M1) and J2 independent in (M0,M2) then J1 ∪ J2 is independent in
(M−1 ,M3).
3) [Monotonicity] If J is independent in (M,A,N) and I ⊆ J, then I is independent
in (M,A,N).
4) If J is independent in (M1,M3, N) and M0 ≤s Mℓ ≤s M3 for ℓ = 1, 2 and
c ∈ J⇒ tps(c,M1, N) does not fork overM0, then J is independent in (M0,M2, N).
5) [s has primes]. Assume that NFs(M0,M1,M2,M3) and 〈M0,i, aj : i ≤ α, j < α〉
is a decomposition of M2 over M0. Then we can find M
+
3 satisfying M3 ≤s M
+
3
and 〈M1,i : i ≤ α〉 such that M1,α ≤s M
+
3 , 〈M1,α, ai : i < α〉 is a decomposition of
M1,α over M1 and tp(ai,M1,i,M
+
3 ) does not fork over M0,i.
6) Similarly for uq-decompositions except that M1 ≤s M1,0 (not necessarily equal).
7) The set {a} is s-independent in (M,N) iff (M,N, a) ∈ K3,bss .
Proof. 1) Should be clear (e.g., without loss of generalityMi+1 is (λ, ∗)-brimmed
over Mi ∪ Ji).
2) The first phrase is 5.2(2). The second phrase by chasing arrows.
3) Trivial.
4) Easy by the nonforking calculus.
5) As in the proof of the previous claim there is a sequence 〈M1,i : i ≤ α〉 and
a ≤s-embedding fα of M2 = M0,α into M1,α such that M1,0 = M1, f ↾ M0 =
idM0 and fi(M0,i) ≤s M1,i and tps(f(ai),M1,i,M1,i+1) does not fork over f(M0,i)
and (M1,i,M1,i+1, fi+1(ai)) ∈ K
3,pr
s (e.g., just choose M1,i, fi = f ↾ M0,i by in-
duction on i ≤ α). As (M0,i,M0,i+1, ai) ∈ K
3,pr
s also (f(M0,i), f(M0,i), ai) be-
longs to K3,prs hence to K
3,uq
s hence NFs(f(M0,i), f(M0,i+1),M1,i,M1,i+1) hence
by long transitivity NF(f(M0,0), f(M0,α),M1,0,M1,i). By the uniqueness of NF,
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without loss of generality f the identity and for some M+3 we have M1,α ≤s M
+
3
and M3 ≤s M
+
3 .
6) As in II§6.
7) Trivial by the definitions. 5.6
∗ ∗ ∗
5.7 Definition. 1) We say N is prime over M ∪ J (for s), or (N,M,J) ∈ K3,qrs if:
(a) M ≤s N in Kλ
(b) J ⊆ IM,N
(c) if M ≤s N
′,J′ ⊆ IM,N ′ and J
′ is independent in (M,N ′) and h is a one to
one mapping from J onto J′ such that tp(a,M,N) = tp(h(a),M,N ′) for
every a ∈ J, then there is a ≤s-embedding of N into N
′ over M extending
h.
2) Let (M,N,J) ∈ K3,bss means that M ≤s N and J is independent in (M,N), (see
5.2).
Some basic properties are
5.8 Claim. 1) [Assume s has primes.] If M ≤s N (in Kλ) and J ⊆ IM,N is
independent in (M,N), then there is N ′ ≤s N which is prime over M ∪ J.
2) If J is independent in (M,N) and 〈Mi, aj : i ≤ α, j < α〉 is an M -based pr-
decomposition for J of (M0, N) (see Definition 5.7(2)), then Mα is prime over
M0 ∪ J.
3) (M,N, {a}) ∈ K3,qrs iff (M,N, a) ∈ K
3,pr
s .
4) If (M,N,J) ∈ K3,qrs and M ∪ J ⊆ N
− ≤s N then (M,N
−,J) ∈ K3,qrs .
Proof. 1) By 5.4(1), (∗)1 ⇔ (∗)6, letting 〈ai : i < α〉 list J we can find Mi ≤s N for
i < α such that 〈Mi, aj : i ≤ α, j < α〉 as in (∗)6 of 5.4. Now we can use part (2).
2) Let M0 ≤s N
∗ and a one-to-one function h : J → J′ ⊆ N∗ satisfying c ∈ J ⇒
tps(h(c),M0, N
∗) = tps(c,M0,Mα) and J
′ independent in (M0, N
∗) be given. Let
h(aj) = cj . We now define by induction on i ≤ α a ≤s-embedding fi of Mi into
N∗, increasing continuous with i and mapping aj to cj . For i = 0 this is given,
for i limit take union. For i = j + 1, we know that tp(cj , fj(Mj), N
∗) does not
fork over N0 = f0(M0) by 5.4(3) (because (Mj,Mj+1, aj) ∈ K
3,uq
s by 3.5(2)) and
so as tp(aj,Mj, N1) does not fork overM0 and f0[tp(aj,M0,M1)] = tp(cj , N0, N1)
clearly fj [tp(aj,Mj,Mα)] = tp(cj , fj(Mj), N
∗). But (Mj ,Mj+1, aj) ∈ K
3,pr
λ so we
can find fi ⊇ fj as required. So fα is as required in Definition 5.7.
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3) By the definition.
4) Easy, like in 3.4(1). 5.8
∗ ∗ ∗
5.9 Claim. 1) If (M0,M1,J) ∈ K
3,qr
s hence J is independent in (M0,M1) and
N0 ≤s N1, f0 is an isomorphism from M0 onto N0 and {ca : a ∈ J} is an indepen-
dent set in (N0, N1) satisfying tp(ca, N0, N1) = f0[tp(a,M0,M1)] for a ∈ J and of
course 〈ca : a ∈ J〉 is with no repetitions then there is a ≤s-embedding f of M1 into
N1 extending f0 and mapping each b ∈ J to cb.
2) [Assume s has primes]. Assume (M0,M1,J) ∈ K
3,qr
s and M0 ≤s M2 ≤s
M3,M0 ≤s M1 ≤s M3 and J is independent in (M0,M2,M3). Then NFs(M0,M1,M2,M3).
Proof. 1) This just rephrases Definition 5.7.
2) We are allowed to increase M1,M3, i.e. if M3 ≤s M
′
3,M
′
1 ≤s M
′
3,M1 ≤s M
′
1
and (M0,M
′
1,J) ∈ K
3,qr
s then we can replace M1,M3 by M
′
1,M
′
3. So by 5.8(2)
amalgamation in Ks and the definition of primes without loss of generalitywe can
find 〈M0i , aj : i ≤ α, i < α〉 such that M
0
0 = M0,M
0
α = M1,M
0
i is ≤s-increasing
continuous, (M0i ,M
0
i+1, ai) ∈ K
3,pr
s ⊆ K
3,uq
s for i < α and 〈ai : i < α〉 list J with
no repetitions. We now choose by induction on i ≤ α,M2i ,M
3
i such that:
(α) M2i is ≤s-increasing continuous
(β) M3i is ≤s-increasing continuous
(γ) M20 =M2,M
3
0 =M3
(δ) M0i ≤s M
2
i ≤s M
3
i
(ε) (M2i ,M
2
i+1, ai) ∈ K
3,pr
s
(ζ) tps(ai,M
2
i ,M
3
i ) does not fork over M
0
i
(η) M0i ≤s M
3
i .
Why is this enough? For each i we have (M0i ,M
0
i+1, ai) ∈ K
3,uq
s (by the choice of
M0i ,M
0
i+1, ai we have (M
0
i ,M
0
i+1, ai) ∈ K
3,pr
s and use claim 3.5(2)). By this, [\600
, §6],II.? and clauses (δ), (ε), (ζ) and the definition of K3,uqs we have
NFs(M
0
i ,M
0
i+1,M
2
i ,M
2
i+1). By the symmetry property of NFs we have
NFs(M
0
i ,M
2
i ,M
0
i+1,M
2
i+1). As this holds for every i < α and clauses (α) + (β) by
the long transitivity property of NFs (see [\600 , §6],II.?(1)) we get NFs(M
0
0 ,M
2
0 ,M
0
α,M
2
α),
which means NFs(M0,M2,M1,M
2
α). Now by monotonicity we can replace M
2
α first
by M3α then by M3 so we got NFs(M0,M2,M1,M3) as required.
Why is it possible to carry the induction? Having arrive to i the type tps(ai,M
2
i ,M
3
i )
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does not fork over M by 5.4(3) and then we can find a M2i+1 ≤s M
3
i+1 such that
M3i ≤s M
3
i+1 and (M
2
i ,M
2
i+1, ai) ∈ K
3,pr
s . Now by the definition of prime, there
is a ≤s-embedding fi of M
0
i+1 into M
3
i+1 over M
0
i satisfying fi(ai) = ai. Chasing
arrows without loss of generalityM0i+1 ≤s M
2
i . 5.9
5.10 Claim. Assume 〈Mi : i ≤ δ + 1〉 is ≤s-increasing continuous and J ⊆
IMδ ,Mδ+1.
1) If |J| < cf(δ) and J is independent in (Mδ,Mδ+1) then for every i < δ large
enough, J is independent in (Mi,Mδ,Mδ+1).
2) If J ⊆ IMδ,Mδ+1 is independent in (Mi,Mδ+1) for every i < δ, then J is inde-
pendent in (Mδ,Mδ+1).
Discussion: At this point, if 〈Mi : i ≤ α〉 is ≤s-increasing continuous Mα ≤ N, a ∈
N , tp(a,Mα, N) ∈ S
bs(Mα) does not fork over M0 we do not know if there is
〈Ni : i ≤ α〉 which is ≤s-increasing continuous a ∈ N0,Mi ≤s Ni and (Mi, Ni, a) ∈
K3,prs . So we go around this. This claim is used in 6.14.
Proof. 1) For each c ∈ J for some ic ∈ δ, tps(c,Mδ,Mδ+1) does not fork over Mic
let i(∗) = sup{ic : c ∈ J} and use 5.4(4).
2) By 5.4(1) it suffices to deal with finite J, say J = {bℓ : ℓ < n} with no repetitions.
By the NFs-calculus there is a ≤s-increasing continuous sequence 〈M
+
i : i ≤ δ+1〉
such that NFs(Mi,M
+
i ,Mj,M
+
j ) for any i < j ≤ δ+1 and M
+
i+1 is (λ, ∗)-brimmed
overMi+1∪M
+
i for i ≤ δ henceM
+
δ is (λ, ∗)-brimmed overMδ see 1.17. Hence there
is a≤s-embedding h ofMδ+1 intoM
+
δ overMδ, so without loss of generalityMδ+1 ≤s
M+δ . As J is finite andM
+
δ is the union of the ≤s-increasing sequence 〈M
+
i : i < δ〉
clearly for some i < δ we have J ⊆ M+i hence “J is independent in (Mi,M
+
i ).
But NF(Mi,M
+
i ,Mδ,M
+
δ ) hence by Claim 5.3 we deduce “J is independent in
(Mi,Mδ,M
+
δ ) hence in (Mi,Mδ,Mδ+1) as required. 5.10
5.11 Claim. Assume s = t+, t a successful λt-good
+ frame, λ = λ+t .
Assume further Mℓ ∈ Ks and 〈M
ℓ
α : α < λ〉 is a ≤K[t]-representation of Mℓ for
ℓ = 1, 2.
If M0 ≤s M1 and J ⊆ IM0,M1 then: J is independent in (M0,M1) iff for a club
of δ < λ the set J ∩M1,δ is independent in (M0,δ,M1,δ) (for t) iff for stationarily
many δ < λ,J ∩M1,δ is independent in (M0,δ,M1,δ) (for t).
Proof. By 5.4(1), applied to s and to t without loss of generalityJ is finite.
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Using (∗) of Definition 5.2, the first clause implies the second clause (by the
definition and 1.10) and trivially second implies third. So it suffices to assume
the failure of the first and show the failure of the third. Let J = {aℓ : ℓ < n}
without repetitions. We can try to choose by induction on ℓ a model M ′ℓ ≤s M1
such that M ′0 = M0, (M
′
ℓ,M
′
ℓ+1, aℓ) ∈ K
3,pr
s , moreover is as constructed in 4.9(1)
+ 4.3 and tps(aℓ,M
′
ℓ,M1) ∈ S
bs
s (M
′
ℓ) does not fork over M0. We cannot succeed
so for some m < n we have M ′0, . . . ,M
′
m as above but tp(am,Mm, N) forks over
M0. Rename M1 as M
′
m+1 and let 〈M
′
ℓ,α : α ≤ λ〉 be a ≤t-representation of M
′
ℓ
for ℓ ≤ m + 1 and M ′0,α = M
0
α,M
′
m+1 = M
1
α. Now by 4.13(1) for some club E of
λ, if δ is from E and ℓ < m then (M ′ℓ,δ,M
′
ℓ+1,δ, aℓ) ∈ K
3,uq
s and am ∈M
′
m+1,δ and
tps(am,Mm,δ,Mm+1,δ) forks over M0,δ while Mm,δ ≤t Mm+1,δ. By 5.4(3) for t we
get {aℓ : ℓ ≤ m} ⊆ IM0,δ,Mm,δ is not independent. So we have gotten the failure of
the third clause. 5.11
We can deal with dimension as in [Sh:c, Ch.III].
5.12 Definition. 1) Assume that M ≤s N and p ∈ S
bs(M), then we let
dim(p,N) = Min{|boldJ | :J satisfies
(i) J is a subset of {c ∈ N : tp(c,M,N) is equal to p},
(ii) the triple (M,N,J) belongs to K3,bss and
(iii) J is maximal under those restrictions}.
We shall say more on dim after we understand regular types but for now ??
5.13 Claim. Assume M ∈ Ks and J is independent in (M,N
∗).
1) If tp(a,M,N∗) ∈ S bs(M), then for some finite J′ ⊆ J the set (J\J′) ∪ {a} is
independent in (M,N∗).
2) If a ∈ N∗ then for some finite J′ ⊆ J and M ′ we have: M ∪ {a} ⊆ M ′ ≤s N
and J\J′ is independent over (M,M ′) in N∗.
Proof. 1) Let J = {ai : i < α}, we prove the statement by induction on α. For
α = 0, α successor this is trivial. For α limit < λ+ by the definition there is a ≤s-
increasing continuous sequence 〈Mi : i ≤ α〉 such that M0 =M,Mi ≤s N
+, N∗ ≤s
N+ and tp(ai,Mi,Mi+1) ∈ S
bs
s (Mi) does not fork over Mi. As in the proof of
5.10(2) without loss of generalityMα = N
∗.
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Now for some β < α, a ∈ Mβ and by the induction hypothesis on α for some
finite u ⊆ β we have {ai : i ∈ β\u} ∪ {a} is independent in (M,Mβ). Clearly
by the Definition 5.2 the set {ai : i ∈ α\β} is independent in (M,Mα,Mβ). By
5.6(1) and the last two sentences ({ai : i ∈ β\u} ∪ {a}) ∪ ({ai : i ∈ α\β}) is
independent in (M,Mα) hence in (M,N
+) hence in (M,N∗) by 5.4(2). But the set
is {ai : i ∈ α\u} ∪ {a} so we are done.
2) Similar. 5.13
5.14 Claim. Assume that M ≤s N and p ∈ S
bs(M). Then any two sets J
satisfying the demands (i) + (ii) from 5.15(2) have the same cardinality or are
both finite.
Proof. By 5.13.
5.15 Definition. Let (M,N,J) ∈ K3,vqs means:
(a) M ≤s N
(b) J is independent in (M,N)
(c) if N ≤s M3,M ≤s M2 ≤s M3 and J is independent in (M0,M2,M3) then
NFs(M,M1, N,M3).
So by 5.9(2)
5.16 Claim. 1) If (M,N,J) ∈ K3,qrs then (M,N,J) ∈ K
3,vq
s .
2) If (Mi, Ni,Ji) ∈ K
3,qr
s for i < δ, δ a limit ordinal < λ
+
s ,Mi is ≤s-increasing, Ni
is ≤s-increasing, Ji is ⊆-increasing then
(a) (Mδ, Nδ,Jδ) ∈ K
3,qr
s when we let Mδ = ∪{Mi : i < δ}, Nδ =
∪{Ni : i < δ},Jδ = ∪{Ji : i < δ}
(b) for k < j ≤ δ,NFs(Mi, Ni,Mj, Nj)
(c) α ≤ j ≤ δ is a limit ordinal then NFs(
⋃
i<α
Mi,
⋃
i<δ
Mi,Mj, Nj).
Proof. 1),2) Clauses (b),(c) hold by 5.9(2).
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5.17 Claim. [s = t+, t a successful good λt-frame, so λ = λ
+
t and t satisfies
Hypothesis 4.1].
Assume
(a) 〈M ℓα : α < λs〉 is a ≤s-representation Mℓ ∈ Ks for ℓ = 1, 2
(b) M1 ≤s M2
(c) J ⊆ IM1,M2 is independent in (M1,M2) and let Jα = J ∩M
2
α.
Then (M1,M2,J) ∈ K
3,qr
s iff for a club of δ < λs the triple (M
1
α,M
2
α,Jα) ∈ K
3,vq
t
iff for stationarily many δ < λs the triple (M
1
α,M
2
α,Jα) belongs to K
3,vq
t .
Proof. Like 4.9 we can prove “second implies first”. The second implies the third
trivially, the third implies the second by 5.16(2), clause (a). If the third fails,
without loss of generality the failure is for every α < λ+s in particular, Jα 6= ∅ and
without loss of generalityM ℓα+1 is (λ, ∗)-brimmed over M
ℓ
α for α < λ
+
s , ℓ = 1, 2.
By the definition of “(M10 ,M
2
0 ,J0) ∈ K
3,vq
t ” we can find N1, N2 such that:
(∗)1 (a) M
1
0 ≤t N1 ≤t N2
(b) M20 ≤t N2
(c) J0 is independent in (M
1
0 , N1, N2)
(d) ¬NFt(M
1
0 ,M
2
0 , N1, N2).
Without loss of generality
(∗)2 N1 is (λ, ∗)-brimmed over M
1
0 in t.
Hence we can find 〈N ℓi : i ≤ λ〉 for ℓ = 1, 2 and 〈ai : i < λ〉 such that
(∗)3 (a) 〈N
ℓ
i : i ≤ λ〉 is ≤t-increasing continuous
(b) N ℓ0 =M
ℓ
0 , N
ℓ
λ = Nℓ for ℓ = 1, 2
(c) N1i ≤s N
2
i
(d) (N1i , N
2
i , ai) ∈ K
3,uq
t
(why? see II.?).
Now by induction on i ≤ λ we choose (M1,i,M2,i, fi) and if i is a successor also
bi−1 such that
(∗)4 (a) 〈Mℓ,i : i ≤ λ〉 is ≤s-increasing continuous for ℓ = 1, 2
(b) M1,i ≤s M2,i
(c) Mℓ,0 =Mℓ or ℓ = 1, 2
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(d) (Mell,i,Mℓ,i+1, bi) ∈ K
3,pr
s for ℓ = 1
(e) tps(bi,M2i,M2,i+1) does not fork over M1,i
(f) fi is a ≤K[t]-embedding of N
2
i into M2,i
(g) fi maps N
1
i into M1,i and maps aj to bj for j < i
(h) if j < i then fi(tpt(aj, N
1
j , N
1
j+1)) is a witness for tps(bj ,M1,j, m1,j+1).
For i = 0 this is trivial, for i limit take union. For i = j+1, qj = fj(tpt, N
1
j , N
1
i )) ∈
S bst (fj(
1
j)) is well defined and so there is pj ∈ S
bs
s (M1,i) such that qj witnesses it.
Now use the existence of primes (?) for s to choose bi,M1,i and as there we can
choose fi. The rest should be clear.
5.18 Claim. 1) IfM0 ≤s M1 ≤s N and J is independent in (M0, N) and (M0,M1,M1∩
J) ∈ K3,vqs , then J\(M1 ∩ J) is independent in (M0,M1, N).
2) [s is successful.] If J is independent in (M0, N0), then we can find (M1, N1) such
that:
(a) M0 ≤s M1 ≤s N1,M0 ≤s N0 ≤s N1
(b) M1 is (λ, ∗)-brimmed over M0
(c) N1 is (λ, ∗)-brimmed over N0
(d) (M1, N1,J) ∈ K
3,vq
s
(e) tp (c,M1, N1) does not fork over M0 for every c ∈ J so J is independent in
(M0,M1, N1).
[Similarly for towers?]
Proof. 1) Let J1 = M1 ∩ J and let it be {ai : i < α}. As J1 is independent in
(M0,M1) (by monotonicity 5.6(3)) by Theorem 5.4 we can find a ≤s-increasing
continuous sequence 〈M1,i : i ≤ α〉 such that M0 ≤s M1,0,M1 ≤s M1,α and
(M1,i,M1,α, ai) ∈ K
3,uq
s and tp(ai,M1,i,M1,i+1) does not fork over M0.
By the existence of NF-amalgamation without loss of generality for some N+ we
have NFs(M1,M1,α, N,N
+).
Now 〈M1,i : i ≤ α〉 witness then J1 = {ai : i < α} is independent in (M0,M1,0,M1,α)
so as (M0,M1,J1) ∈ K
3,vq
s by the assumption of the claim definition we have
NFs(M0,M1,0,M1,M1,α). By the transitivity of NF we get NFs(M0,M1,0, N,N
+).
So as J is independent in (M0, N) by Claim 5.3 we get that J is independent in
(M0,M1,α, N
+).
By 5.4(3) and the properties of 〈M1,i, aj : i ≤ α, j < α〉 we can deduce that
J\{aj : j < α} = J\J1 = J\(M1 ∩ J) is independent in (M0,M1,α, N
+) hence by
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monotonicity in (M0, N) as required.
2) We try to choose by induction on ζ < λ+s , a pair (M
′
ζ , N
′
ζ) such that:
(∗)1 (M
′
0, N
′
0) = (M0, N0)
(∗)2 M
′
ζ is ≤s-increasing continuous,
(∗)3 Nζ is ≤s-increasing continuous
(∗)4 M
′
ζ ≤s N
′
ζ ,J is independent in (M0,M
′
ζ , N
′
ζ)
(∗)5 ¬ NFs(M
′
ζ , N
′
ζ ,M
′
ζ+1, N
′
ζ+1) for ζ even
(∗)6 M
′
ζ+1 is saturated over M
′
ζ and N
′
ζ+1 is saturated over N
′
ζ if ζ is odd.
There are no problems in successor stages and for limit stages use 5.10(2).
We necessarily (by §1) get stuck for some ζ and (M ′ζ , N
′
ζ) can serve as (M1, N1).
5.18
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§6 Orthogonality
Note that presently the case “orthogonality = weak orthogonality” is the main
one for us. In the latter part of the section “s has primes” is usually used and we
shall later weaken this, but this is not a serious flaw here.
6.1 Hypothesis. 1) s is a λ-good+ frame, weakly successful.
6.2 Definition. 1) For p, q ∈ S bss (M) we say that they are weakly orthogonal,
p⊥
wk
q when: if (M,N, b) ∈ K3,uqλ and tp(b,M,N) = q then p has a unique extension
in Ss(N) equivalently, every extension of p in Ss(N) does not fork over M ; note:
the order of p, q is seemingly important. (In the first order case the symmetry is
essentially by the definition and here it will be proved).
2) For p, q ∈ S bss (M) we say that they are strongly orthogonal, p⊥
st
q or p⊥q if p1, q1
are weakly orthogonal whenever M ≤s M1 and p1, q1 ∈ S
bs(M1) is a nonforking
extension of p, q respectively.
3) If p ∈ S bs(M), q ∈ S bs(N),M ≤s N orthogonality of p and q means p
′, q are
orthogonal where p′ ∈ S bss (N) is the unique nonforking extension of p. Similarly,
if p ∈ S bss (N), q ∈ S
bs
s (M).
Naturally we now show that the definition is equivalent to some variants (e.g. for
some such pair (N, a) rather than all such (N, a)).
6.3 Claim. Assume that p, q ∈ S bss (M) and (M,N, b) ∈ K
3,uq
s and q = tp(b,M,N).
Then p⊥
wk
q iff p has a unique extension in Ss(N).
Proof. The implication ⇒ holds by the “every” in the definition. So assume p has
a unique extension in S bs(N) and we shall prove p⊥
wk
q.
So assume (M,N2, b2) ∈ K
3,uq
s and tps(b2,M,N2) = q and let p2 ∈ Ss(N2) extend
p. So there is N+ ∈ Ks and a ∈ N
+ such that N2 ≤s N
+ and a realizes p2 in
N+. As s is weakly successful, possibly replacing N+ by a ≤s-extension, there is
N1 ≤s N
+ such that (M,N1, a) ∈ K
3,uq
s and without loss of generality b2 = b (as
N,N+ are ≤s-extensions of M and b ∈ N, b2 ∈ N2 ≤s N
+ realizes the same type
so we can amalgamate) also without loss of generalityN ≤s N
+.
Now as a realizes p2 in N
+ it also realizes p2 ↾ M which is p so tps(a,N,N
+)
is an extension of p in Ss(N) hence by our present assumption it does not fork
over M . We can conclude by Claim 1.18 that NFs(M,N,N1, N
+), but b ∈ N ,
tp(b,M,N) ∈ S bss (M) hence by 1.12 tp(b, N1, N
+) does not fork over M . But
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we have (N,N2, b) ∈ K
3,uq
s hence NFs(M,N2, N1, N
+) from which (as a ∈ N1,
tp(a,M,N+) ∈ S bs(M)) we deduce tp(a,N2, N
+) does not fork over M , but this
last type is p2 so we are done. 6.3
6.4 Claim. 1) Assume (M,N, b) ∈ K3,prs or just (M,N, b) ∈ K
3,uq
s and q =
tp(b,M,N) and p ∈ S bss (M).
1) If p is realized in N , then p, q are not orthogonal and even not weakly orthogonal.
2) Let p, q ∈ S bss (M). Then p ±
wk
q iff for some a,N ′ we have N ≤s N
′, a ∈ N ′
realizes p and {a, b} is not independent in (M,N ′).
Proof. 1) The type p has at least two extensions in Ss(N): one algebraic, is
tps(a,N,N) where a ∈ N realizes p and the second is in S
bs
s (N), hence nonalge-
braic, in fact a nonforking extension of p. So by 6.3 we have p ±
wk
q.
2) Let (M,N, a) ∈ K3,uqs , q = tp(a,M,N). If p ±
wk
q then by 6.3 there is p1 ∈
Ss(N) extending p forking over M , and let a,N
′ be such that N ≤s N
′, and
p1 = tp(a,N,N
′); now by 5.4(3) we get {a, b} is not independent in (M,N ′); so
first phrase implies the second. If p⊥q then {a, b} is independent over M inside N ′
by the Definition 5.2. 6.4
6.5 Definition. Fixing C ∈ Ks, if pℓ ∈ S
bs
s (Mℓ) and Mℓ ≤K[s] C for ℓ = 1, 2,
then let p1‖p2, in words p1, p2 are parallel inside C, mean that for some M, p we
have M1 ∪M2 ⊆M <K[s] C and M2 ∈ Ks, p ∈ S
bs(M) does not fork over Mℓ and
extend pℓ for ℓ = 1, 2.
Remark. If Mℓ ≤K[s] C and pℓ ∈ S
bs
s (Mℓ) for ℓ = 1, 2 we can define when p1⊥p2
and prove the natural properties. Similarly for p⊥M defined in 6.9 below.
Obvious properties of parallelism are
6.6 Claim. 1) Parallelism inside C ∈ Ks is an equivalence relation.
2) If M ∈ Ks, then on S
bs
s (M), parallelism is equality.
Proof. Easy.
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6.7 Claim. 1) If p, q ∈ S bss (M) and f as an isomorphism from M onto N then
p⊥
wk
q ⇔ f(p)⊥
wk
f(q). Similarly for ⊥.
2) If p, q ∈ S bss (M) then p⊥
wk
q ⇔ q⊥
wk
p. Similarly for ⊥.
3) Assume that M,N ∈ Ks are brimmed (e.g. Ks categorical). If M ≤s N , and
p, q ∈ S bss (N) do not fork over M , then p⊥
wk
q ⇔ (p ↾M)⊥wk(q ↾M).
4) Assume M,N ∈ Ks are brimmed. If p1, p2 ∈ S
bs
s (M) and q1, q2 ∈ S
bs
s (N) and
M ≤K[s] C, N ≤K[s] C and p1‖q1, p2‖q2 inside C then p1⊥
wk
p2 ⇔ q1⊥
wk
q2.
Hence p1⊥p2 ⇔ q1⊥q2 ⇔ p1⊥
wk
p2.
5) If 〈Mi, aj : i ≤ α, j < α〉 is anM0-based pr-decomposition or just uq-decomposition
of (M0,Mα) and p ∈ S
bs
s (M0) is weakly orthogonal to tps(aj,Mj,Mj+1) for every
j < α then p has a unique extension in Ss(Mα).
6) Assume M0 ≤s M1 and p, q ∈ S
bs(M1) does not fork over M0. If p⊥
wk
q then
(p ↾M0)⊥
wk
(q ↾M0).
7) If M <s N,N is universal over M, p, q ∈ S
bs(N) does not fork over M and
p⊥
wk
q then p⊥q (hence (p ↾M)⊥q).
8) If 〈Mi : i ≤ δ〉 is ≤s-increasing continuous; δ < λ
+
s and p, q ∈ S
bs(Mδ) then
p⊥
wk
q iff for every large enough i < δ, (p ↾Mi)⊥
wk
(p ↾Mj).
Proof. 1) Immediate.
2) By 3.7 (alternatively follows from 6.4(2) + 5.4).
3) By 2.11 there is an isomorphism f from M onto N such that f(p ↾M) = p, f(g ↾
M) = q so the results holds by part (1).
4) The first phrase follows by (3) and the definitions (using a third model (≤K[s],C)
extending M and N). The second phrase follows by the first and Definition 6.2(2).
5) Let Mα ≤s N and c ∈ N realizes p. We prove by induction on β ≤ α then
tp(c,Mβ, N) ∈ S
bs
s (Mβ) does not fork over M0.
6) Assume toward contradiction (p ↾ M0) ±
wk
(q ↾ M0). So there are M0 ≤s N1 ≤s
N2, b ∈ N1 realizes q ↾ M0, (M0, N1, b) ∈ K
3,uq
s and a ∈ N2 realizes p ↾ M0 but
tp(a,N1, N2) forks over N0. By our knowledge on NF without loss of generality for
some N3 we have NFs(M0,M1, N2, N3) hence a, b realizes p, q in N3 respectively
(see 1.12). By 5.6(4), if {a, b} is independent in (M1, N3) then {a, b} is independent
in (M0, N3). So N
+
1 , N3, a, b witness p⊥
wk
q by 6.4(2).
7) Follows by part (6).
8) Easy. 6.7
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6.8 Claim. 1) If p, q ∈ S bss (M1) does not fork over M0 where M0 ≤s M1 then
(p⊥q)⇔ (p ↾M0)⊥(q ↾M0).
2) If p⊥q then p⊥
wk
q.
3) Assume that 〈Mα : α ≤ δ〉 is ≤s-increasing continuous, δ < λ
+ limit ordinal and
p, q ∈ S bs(Mδ). Then p⊥
wk
q iff for every α < δ large enough (p ↾ Mα)⊥
wk
(p ↾ Mα).
Similarly ⊥.
4) If p1, p2 ∈ S
bs
s (M) and q1, q2 ∈ S
bs
s (N) and M ≤K[s] C, N ≤K[s] C and
p1‖q1, p2‖q2 inside C then p1⊥p2 ⇔ q1⊥q2.
5) If Ks is categorical then ⊥, ⊥
wk
are equal.
6) If M ∈ Ks is brimmed and p, q ∈ S
bs
s (M) then p⊥
wk
q ⇔ p⊥q.
Proof. 1) The implication⇐ is by the definition. For the other direction assume p⊥q
and M0 ≤s M2 and p2, q2 ∈ S
bs(M2) are nonforking extensions of p ↾ M0, q ↾ M0
respectively. Without loss of generality for someM3 we haveM2 ≤s M3,M1 ≤s M3
and let p3, q3 ∈ S
bs(M3) be nonforking extensions of p2, q2 respectively hence of
p ↾ M0, q ↾ M0 respectively. As p⊥q we have p3⊥
wk
q3 and by 6.7(6) also p3 ↾
M2)⊥
wk
(q3 ↾M2) which means p2⊥
wk
q2, as required.
2) Read the definitions.
3) By 6.3 and 5.10. For the last phrase use the proof of part (1).
4) By part (1).
5) By (6).
6) First assume ¬(p⊥
wk
q) then by the definitions ¬(p⊥q), the counterexample is M
itself.
Second, assume p⊥
wk
q and let N1 be such that M ≤s N1 and p1, q1 ∈ S
bs(N1) be
nonforking extensions of p, q respectively; we shall prove p1⊥
wk
q1, this suffices for
p⊥q hence finish the proof. Now there are N2, p2, q2 such that N1 ≤s N2, N2 is
(λ, ∗)-brimmed and p2, q2 ∈ S
bs(N2) are nonforking extensions of p, q respectively
hence p2 ↾ N1 = p1, q2 ↾ N1 = q1. By 6.7(4) we have (p⊥
wk
q) ≡ (p2⊥
wk
q2) so by our
present assumption p2⊥
wk
q2 hence by 6.7(6) we have p1⊥
wk
q1 so we are done. 6.8
6.9 Definition. Assuming M ≤s N and p ∈ S
bs
s (N), we let p⊥M (p orthogonal
to M) mean that: for any q, if q ∈ S bss (N) does not fork over M then p⊥q (but
see 6.10(1) below). Similarly for ⊥
wk
.
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6.10 Claim. 0) Automorphism of any C ∈ Ks≥λ preserves p‖q, p⊥x
q, p⊥
x
M for x ∈
{wk,st}.
1) If M ≤s Nℓ (≤K[s] C), pℓ ∈ S
bs
s (Nℓ) for ℓ = 1, 2 and p1‖p2 then p1⊥M ⇔ p2⊥M
(so we can write p⊥N if for some p′ ∈ S bss (N
′) parallel to p,M ≤s N
′ & p′⊥
x
N).
2) If 〈Mα : α ≤ δ〉 is ≤s-increasing continuous, p ∈ S
bs
s (N) where N ≤K[s] C,Mδ ≤
C (so N ∈ Ks) and α < δ ⇒ p⊥Mα then p⊥Mδ.
3) If M ≤s Nℓ ≤s N and pℓ ∈ S
bs
s (Nℓ) for ℓ = 1, 2 and NFs(M,N1, N2, N) and
p2⊥M then p2⊥p1 (hence p2⊥N1).
4) If p ∈ S bs(M3),M0 ≤s Mℓ ≤s M3 for ℓ = 1, 2, p does not fork over M2 and
p⊥
x
M1 then p ↾M2⊥
x
M0 when x ∈ {st,wk}.
Proof. 0) Trivial.
1) Just note that if q ∈ S bss (M), qℓ ∈ S
bs
s (Nℓ) is a nonforking extension of q for
ℓ = 1, 2 then by 6.8(4) because by q1‖q2 we have p1⊥q1 ⇔ p2⊥q2 and we are done.
2) Easy by the local character (i.e., Axiom (E)(c) of good frames) and 6.8(3).
3) By part (1) without loss of generality
(∗) N2 is (λ, ∗)-brimmed over M and M is brimmed.
Also we can find 〈Mn, N2,n : n < ω〉 such that: NFs(Mn, N2,n,Mn+1, N2,n+1),Mn+1
is (λ, ∗)-brimmed over Mn, N2,n+1 is (λ, ∗)-brimmed over Mn+1 ∪N2,n (by NF cal-
culus). So (II.?)
⋃
n<ω
N2,n is (λ, ∗)-brimmed over
⋃
n<ω
Mn so by (∗) above without
loss of generality
⋃
n<ω
N2,n = N2 and
⋃
n<ω
Mn = M . So for some k < ω the type
p2 does not fork over N2,k. By the NFs calculus we have NFs(Mk, N2,k, N1, N).
Recall C is (λ, ∗)-brimmed over N , so we can find an automorphism f of C such
that f ↾ N2,k = idN2,k , f(N1) ⊆ Mk+1 ⊆ M . Let p
′
1 = f(p1) ∈ S
bs(f1(N1)) and
let p′′1 ∈ S
bs(M) be a nonforking extension of p′1 as f1(N1) ≤s M . Now p
′′
1⊥
x
p2
as p2⊥M , hence p
′
1⊥(p2 ↾ Mk) by 6.8(4). By part (0) we have p1⊥(p2 ↾ Mk) and
lastly p1⊥p2 by 6.8(4).
4) Easy. 6.10
Naturally, we would like to reduce orthogonality for s = t+, to orthogonality for t.
6.11 Claim. Assume s = t+, t a successful λt-good
+ frame, so λ = λs = λ
+
t .
Assume further Mℓ ∈ Ks and 〈M
ℓ
α : α < λ〉 is a ≤t-representation of M and for
simplicity each M ℓα is brimmed (for t) and Mℓ ≤s Cs.
0) For s we have ⊥ = ⊥
wk
= ⊥
st
.
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1) If p1, p2 ∈ S
bs
s (M0) then:
4
p1⊥sp2 iff for unboundedly many α < λ we have (p1 ↾ M
0
α)⊥
wk
t(p2 ↾ M
0
α) iff for
every large enough α < λ, we have (p1 ↾M
0
α)⊥t(p2 ↾M
0
α).
2) If M0 ≤s M1 ≤s M2 and a ∈ M2\M1, then: tps(a,M1,M2) ∈ S
bs
s (M1) and is
orthogonal (for s) to M0 iff for a club of ordinals δ < λ we have tpt(a,M
1
δ ,M
2
δ ) ∈
S bst (M
1
δ ) and is orthogonal (for t) to M
0
δ iff for a stationary set of ordinals δ < λ
we have tpt0(a,M
1
δ ,M
2
δ ) ∈ S
bs
t (M
1
δ ) and is ⊥tM
0
δ .
3) In part (2), “for all but boundedly many δ < λ”, “for unboundedly many δ < λ”
can replace “club of δ < λ”, “stationarily many δ < λ” respectively.
Proof. 0) By 6.8(5) and the definition of t+.
1) Without loss of generality for every α < λ, ℓ < 2 we have M0α is t-brimmed and
pℓ ↾ M
0
α ∈ S
bs
t (M
0
α) does not fork over M
0
0 (and so pℓ ↾ M
0
α is a witness for pℓ)
hence by 6.8(4) for every α < λ we have (p1 ↾M
0
α)⊥t(p2 ↾M
0
α)⇔ (p1 ↾M
0
0 )⊥t(p2 ↾
M00 ) and by 6.8(6) + transitivity of equivalence (p1 ↾ M
0
α)⊥
wk
t(p2 ↾ M
α
β ) ⇔ (p1 ↾
M0β)⊥t(p2 ↾M
0
β) for α, β < λ.
Case 1: Assume that (p1 ↾M
0
0 )⊥t(p2 ↾M
0
0 ).
As s has primes (by 4.9), we can assume thatM0 ≤s M1 ≤s M2, a1 ∈M1\M0, p1 =
tps(a1,M0,M1) and (M0,M1, a1) ∈ K
3,pr
s and a2 ∈M2, p2 = tps(a2,M0,M2) and
it suffices to prove that tps(a2,M1,M2) is a nonforking extension of p2. By 6.3 with-
out loss of generality (M0,M1, a) is as in 4.9(1), 4.3 i.e., is canonically prime. So
for a club E of λ, for every δ ∈ E we have:
(∗) (M0δ ,M
1
δ , a1) ∈ K
3,uq
t and M
1
δ ≤t M
2
δ , a2 ∈ M
2
δ , tpt(a2,M
0
δ ,M
2
δ ) is a non-
forking extension of p2 ↾M
0
0 and tpt(a1,M
0
δ ,M
1
δ ) is a nonforking extension
of p1 ↾M
0
0 .
As we are assuming (p1 ↾ M
0
0 )⊥t(p2 ↾ M
0
0 ) hence (p1 ↾ M
0
δ )⊥t(p2 ↾ M
0
δ ) so we
get by (∗) and the definition of orthogonality that tpt(a2,M
1
δ ,M
2
δ ) is a nonforking
extension of tpt(a2,M
0
δ ,M
2
δ ) hence it does not fork overM
0
0 . As this holds for every
δ ∈ E clearly M00 witness that tps(a2,M1,M2) does not fork over M0 as required
in this case.
Case 2: Assume that (p1 ↾M
0
0 )±t (p2 ↾M
0
0 ).
We shall prove that p1 ± p2. Let M0 <s M1, a1 ∈ M1, (M0,M1, a1) ∈ K
3,pr
s (recall
that s has primes being t+) and p1 = tps(a1,M0,M1) and so as t is successful,
4here we use “K3,uq
λ
is dense” in definition of ⊥
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without loss of generalityα < β < λ+ ⇒ NFs(M
0
α,M
1
α,M
0
β ,M1,β). By easy ma-
nipulation there is q2 ∈ St(M
1
0 ) extending p2 ↾ M
0
0 which fork over M
0
0 . We
can choose M20 , a2 such that M
1
0 ≤t M
2
0 , a2 ∈ M
2
0 and q2 = tpt(a2,M
1
0 ,M
2
0 ).
Now we can choose inductively fα,M
2
α such that M
2
α is ≤t-increasing continuous,
fα is a ≤t-embedding of M
1
α into M
2
α, increasing continuous with α, f0 = idM2,0
and α = β + 1 ⇒ NFt(M
1
β ,M
2
β ,M
1
α,M
2
α). No problem to do it and at the end
without loss of generality
⋃
α<λs
fα = idM1 and let M2 = ∪{M
2
α : α < λ}. Easily
M1, a1,M2, a2 exemplifies p1 ± p2; that is by 1.12 for every α, tpt(a2,M
0
α,M
2
α) is
a nonforking extension of tpt(a2,M
0
0 ,M
2
0 ) = p2 ↾M
0
0 , hence tps(a2,M0,M2) = p2.
We conclude tps(a2,M1,M2) extends p2 but is not its nonforking extension in
Ss(M1) as required for proving p1 ±s p2.
2) Without loss of generality a ∈M20 and for ℓ < 2, α < β < λ we have
NFt(M
ℓ
α,M
ℓ+1
α ,M
ℓ
β,M
ℓ+1
β ) henceM
0
0 is a witness for p. Clearly tps(a,M1,M2)⊥sM0
iff for every q ∈ S bss (M0) we have tps(a,M1,M2)⊥sq iff for each α < λ for every
q ∈ S bss (M0) which does not fork over M
0
α we have tps(a,M1,M2)⊥sq iff for
each α < λ for every q ∈ S bst (M
0
α), for every β ∈ [α, λ), the types p ↾ M
1
β is
t-orthogonal to the nonforking extension of q in S bst (M
0
β) iff for each γ < λ we
have (p ↾ S bst (M
1
γ ))⊥tM
0
γ . Thus we finish.
3) By monotonicity and 1.16. 6.11
6.12 Claim. 1) Assume (M,N, a) ∈ K3,uqs .
If M ∪{a} ⊆ N ′ <s N, b ∈ N\N
′ and q = tps(b, N
′, N) ∈ S bss (N
′) then q is weakly
orthogonal to M .
2) [s has primes.] Assume (M,N, a) ∈ K3,bss . We can find 〈Mi, ai : i < α〉 for
some α < λ+, which is a pr-decomposition of N over M with a0 = a, i.e., such
that:
(a) a0 = a
(b) M0 =M .
(c) Mi ≤s N is ≤s-increasing continuous
(d) tps(ai,Mi, N) ∈ S
bs
s (Mi)
(e) stipulating Mα = N we have:
(Mi,Mi+1, ai) ∈ K
3,pr
s for i < α.
3) [s has primes]. In part (2) if also (M,N, a) ∈ K3,uqs and 〈Mi, ai : i < α〉 is as
there then we can add
(f) if i > 0 then tps(ai,Mi, N) is weakly orthogonal to M .
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4) If (M,N,J) ∈ K3,uqs andM∪J ⊆ N
′ ≤s N and b ∈ N\N
′ and q = tps(b, N
′, N) ∈
S bs(N ′) then q is weakly orthogonal to M .
Proof. (1) If q ±
wk
M then for some c, N+1 , r we have N ≤s N
+, c ∈ N+1 , r =:
tps(c, N
′, N+1 ) ∈ S
bs
s (N
′) does not fork over M but {b, c} is not independent in
(N ′, N+) (or b = c). Possibly ≤s-increasing N
+ as tp(c, N ′, N+) does not fork over
M ≤s N
′, clearly there is M ′ such that M ∪ {c} ⊆ M ′ and NFs(M,M
′, N ′, N+).
As a ∈ N ′ and tp(a,N ′) ∈ S bs(M) this implies that tp(a,M ′, N+) ∈ S bs(M ′)
does not fork over M . As (M,N, a) ∈ K3,uqs it follows that NFs(M,N,M
′, N+),
and this implies that {b, c} is independent in (N ′, N+), by 5.6(2), contradicting the
choice of c.
2) This is 3.8(1).
3) Follows by (part (2) and) part (1).
4) Like part (1). 6.12
6.13 Claim. 1) [s has primes]. Assume (M,N, a) ∈ K3,uqs . Then we can find
〈Mi, ai : i < α〉 such that:
(a)− (d) as in 6.12(2)
(f) as in 6.12(3)
(g) α ≤ λ.
2) If in addition s = t+, t is a successful λt-good
+ frame (so λ = λ+t ) then we can
add
(h) for each i < α, for any <t-representations 〈M
i
ε : ε < λ
+
t 〉, 〈M
i+1
ε : ε < λ
+〉
ofM i,M i+1 respectively, for a club of ordinals δ < λ+t we have (M
i
δ,M
i+1
δ , ai) ∈
K3,uqt .
Proof. 1) Exactly as in 3.8(5), i.e., in the proof of 3.8(1) use a bookkeeping in order
to get clause (g).
2) By 4.13(1). 6.13
6.14 Claim. [s with primes.] Assume
(a) NFs(M0,M
+
0 ,M1,M3)
(b) J is independent in (M1,M3)
(c) tps(c,M1,M3) is orthogonal to M0 for every c ∈ J.
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Then we can find M+1 ,M
+
3 such that:
(α) M3 ≤s M
+
3
(β) M1 ∪M
+
0 ⊆M
+
1 ≤s M
+
3
(γ) tps(c,M
+
1 ,M
+
3 ) does not fork over M1 for c ∈ J
(δ) J is independent5 in (M+1 ,M
+
3 ).
Before we prove 6.14 note that:
6.15 Conclusion. [s with primes.] If to the assumptions of 6.14 we add
(d) (M1,M2,J) ∈ K
3,qr
s or just (M1,M2,J) ∈ K
3,vq
s and M2 ≤s M3,
then we can add to the conclusion (in fact follows from it):
(ε) NFs(M1,M2,M
+
1 ,M
+
3 ).
Proof. By 6.14 and 5.9(2) or by the definition.
Proof of 6.14. We can find 〈M0i , ai : i < α〉 which is a decomposition ofM
+
0 overM0
and stipulate M0α =M
+
0 . We can now choose by induction on i, (M
1
i , fi) such that
M1i ∈ Ks is ≤s-increasing continuous, M
1
0 =M1, f0 = idM0 , fi is an ≤s-embedding
of M0i into M
1
i , increasing continuous with i and (M
1
i ,M
1
i+1, fi+1(ai)) ∈ K
3,pr
s and
tps(fi+1(ai),M
1
i ,M
1
i+1) does not fork over fi(M
0
i ). There is no problem to do this,
(as in stage i = j + 1 first choose pi = fi(tps(ai,M
0
i ,M
0
i+1)) and then M
1
i+1 such
that some bi ∈Mi+1 realizes pi and as (M
0
i ,M
0
i+1, ai) ∈ K
3,pr
s we can choose a ≤K-
embedding ofM0i+1 intoM
1
i+1 extending fi and mapping ai to bi). AsK
3,pr
s ⊆ K
3,uq
s
and the definition of K3,uqs easily NFs(fi(M
0
i ), fi+1(M
0
i+1),M
1
i ,M
1
i+1) hence by
NFs-symmetry NFs(fi(M
0
i ),M
1
i , fi+1(M
0
i+1),M
1
i+1) for every i hence by long tran-
sitivity NFs(f0(M0),M
1
0 , fα(M
0
α),M
1
α), and recalling f0 = idM0 ,M
0
0 = M0,M
1
0 =
M1,M
0
α =M
+
0 this means NFs(M0,M1, fα(M
+
0 ),M
1
α). But also we assume NFs(M0,M1,M
+
0 ,M3),
hence by NFs uniqueness without loss of generality for some M
+
3 ,M3 ≤s M
+
3 , fi =
idM0i and M
1
α ≤s M
+
3 .
For i < α for each c ∈ J, note that tps(c,M1,M3) is orthogonal to M0 (by a
hypothesis). We prove by induction on i ≤ α that J is independent over (M1,M
1
i )
inside M+3 and for every c ∈ J, tps(c,M
1
i ,M
+
3 ) (does not fork over M
1
0 = M1
and) is orthogonal to M0i . For i = 0 this is trivial for does not fork given for
5so (γ) + (δ) says that J is independent in (M1,M
+
1 ,M
+
3 )
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orthogonal. For i limit easy. For i+ 1, as tps(ai,M
1
i ,M
+
3 ) does not fork over M
0
i ,
it is orthogonal to tps(c,M
1
i ,M
+
3 ) for c ∈ J hence J∪{ai} is independent over M
1
i .
As (M1i ,M
1
i+1, ai) ∈ K
3,pr
s we get tps(c,M
1
i+1,M
+
3 ) does not fork over M
1
i hence
over M1. Let M
+
1 be chosen as M
1
α.
By 6.17 below we are done. 6.14
6.16 Remark. We can phrase the proof of (α) + (β) as a subclaim.
6.17 Claim. [s has primes.] Assume
(a) M0 ≤s Mℓ ≤s M3 for ℓ = 1, 2
(b) 〈M0,i, ai : i < α〉 is a decomposition of M2 over M0
(c) J is independent in (M0,M1)
(d) tp(c,M0,M1)⊥tp(ai,M0,i,M2) for i < α and c ∈ J.
Then J is independent in (M2,M3) moreovr in (M0,M2,M3).
Proof. We prove this by induction on |J|.
By 5.4 without loss of generalityJ is finite and let J be {bℓ : ℓ < n} where
n = |J|. If n = 0 this is trivial and let 〈Mℓ,0 : ℓ ≤ n〉 be such that M0,0 =
M0,Mℓ,0 ≤s M1 and (Mℓ,0,Mℓ+1, bℓ) ∈ K
3,pr
s , so tp(bℓ,M0,ℓ,M0,ℓ+1) does not fork
over M0 hence is orthogonal to tp(ai,M0,i,M0,i+1) for i < α.
We choose by induction on ℓ ≤ n, a sequence M¯ℓ = 〈Mℓ,i : i ≤ α〉 and N
∗
ℓ such
that:
N∗0 =M3
M¯ℓ is ≤s-increasing continuous
Mℓ,0 as above
M0,i as above hence M0,α =M2
(Mℓ,i,Mℓ,i+1, ai) ∈ K
3,pr
s
tp(ai,Mℓ,i,Mℓ,i+1) does not fork over M0,i
For ℓ = 0 this is clear. For ℓ+1, tp(bℓ,Mℓ,0,Mℓ+1,0) = tp(bℓ,Mℓ,0, N
∗
ℓ ) is orthog-
onal to each tp(ai,M0,i,M0,i+1) = tp(ai,M0,i, N
∗
ℓ ) hence to tp(ai,Mℓ,i, N
∗
ℓ ) so by
6.7(5) we deduce that tp(bℓ,Mℓ,α, N
∗
ℓ ) does not fork overMℓ,0 hence NFs(M0,ℓ,M0,ℓ+1,Mℓ,α, N
∗
ℓ )
so by 5.6(5) we can choose M¯ℓ+1, N
∗
ℓ+1. 6.17
Below the restriction γ ≤ ω may seem quite undesirable but it will be used as a
stepping stone for better things. Note that in the proof of 6.18(1), clause (c) in
the induction hypothesis on 〈Mni : i ≤ α〉, primeness, is not proved to hold for
〈Mωi : i ≤ α〉, though enough is proved to finish the proof, this is why the proof
does not naturally work for γ > ω.
64 SAHARON SHELAH
6.18 Claim. [s has primes.]
1) Assume
(a) 〈Mβ : β ≤ γ〉 is ≤s-increasing continuous with γ ≤ ω
(b) M0 ≤s M
+
0 ≤s M
∗
3 and Mγ ≤s M
∗
3
(c) NFs(M0,M1,M
+
0 ,M
∗
3 )
(d) if 0 < β < γ then (Mβ,Mβ+1,Jβ) ∈ K
3,qr
s (so Jβ is independent in
(Mβ,Mβ+1)
(e) for every β ∈ (0, γ) and a ∈ Jβ the type tps(a,Mβ,Mβ+1) is orthogonal to
M0.
Then NFs(M0,Mγ,M
+
0 ,M
∗
3 ).
2) If 〈Mβ : β ≤ γ〉, 〈Jβ : 0 < β < γ〉 satisfy clauses (a), (d), (e) above and
(M0,M1,J) ∈ K
3,vq
s then (M0,Mγ,J) ∈ K
3,vq
s .
Proof. 1) We choose 〈M0i , aj : i ≤ α, j < α〉, a decomposition of M
+
0 overM0 (as in
the proof of 6.14). Now by induction on n ≤ γ, n < ω we choose N3n, M¯
n = 〈Mni :
i ≤ α〉 such that:
(a) N30 =M
∗
3 and M¯
0 = 〈M0i : i ≤ α〉
(b) N3n ≤s N
3
n+1
(c) 〈Mni , aj : i ≤ α, j < α〉 is a decomposition inside N
3
n overMn i.e.,M
n
0 =Mn
(d) Mni ≤s M
n+1
i
(e) tps(aj ,M
n
i , N
3
n) does not fork over M
0
i .
For n = 0 this is done. The step from n to n + 1 is by the first paragraph of the
proof of 6.14 or 5.6(5), but for this we need to know that NFs(Mn,Mn+1,M
n
α , N
∗
n).
First if n = 0 this holds by clause (c) of the assumption as M0α = M
+
0 . Second
if n > 0 then holds by clause (ε) of 6.15 using 6.10(1). If γ < ω we are done.
So assume γ = ω, and let for i < α,Mωi =:
⋃
n<ω
Mni . Now for each i < α, and
n < ω we have (see the proof of 6.14), NFs(M
n
i ,M
n
i+1,M
n+1
i ,M
n+1
i+1 ), hence by long
transitivity of NFs (see II.?) we have NFs(M
0
i ,M
0
i+1,M
ω
i ,M
ω
i+1). By symmetry we
get NFs(M
0
i ,M
ω
i ,M
0
i+1,M
ω
i+1) for i < ω. As 〈M
0
i : i ≤ α〉, 〈M
ω
i : i ≤ α〉 are ≤s-
increasing continuous, by long transitivity of NFs we get NFs(M
0
0 ,M
ω
0 ,M
0
α,M
ω
α )
which means NFs(M0,Mω,M
+
0 ,M
ω
α ) so by using monotonicity twice we get
NFs(M0,Mω,M
+
0 ,M
∗
3 ) as required.
2) By definition 5.15, Claim 5.9(2) and the first part of the claim. 6.18
We could have noted earlier
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6.19 Claim. Assume pi = tp(ai,M,N) ∈ S
bs
s (M) for i < α are pairwise orthog-
onal. Then {ai : i < α} is independent in (M,N).
Proof. By 5.4 and renaming it is enough to deal with finite α, (not really used).
We now choose a pair (Mℓ, Nℓ) by induction on ℓ ≤ α such that
⊛(i) Mℓ ≤s Nℓ
(ii) M0 =M,N0 = N
(iii) if m < ℓ then Mm ≤s Mℓ and Nm ≤s Nℓ
(iv) if ℓ = m+ 1 then (Mm,Mℓ, am) ∈ K
3,uq
s
(v) tp(am,Mm,Mm+1) does not fork over M0.
For ℓ = 0 this is trivial. For ℓ = m + 1, first we prove by induction on k ≤ m
that pkm = tp(am,Mk, Nm) is the nonforking extension of pm in S (Mk), now for
k = 0 this is trivial by the choice of pm and for k + 1 ≤ m we use the assump-
tion pk⊥pm and (Mk,Mk+1, ak) ∈ K
3,uq
s noting that by the induction hypothe-
sis on k, tp(am,Mk, Nm) is a non-forking extension of pn and by clause (v) for
k, tps(ak,Mk,Mn) is a non-forking extension of pk.
Second, as s is weakly successful there are bm,M
∗
ℓ such that (Mm,M
∗
ℓ , bm) ∈ K
3,uq
s
and tps(bm,Mm,M
∗
ℓ ) = pm. By the definition of types and as Ks has amalgama-
tion by renaming there is Nℓ such that Mℓ ≤s Nℓ, Nm ≤s Nℓ and bm = am. So
we can define (Mℓ, Nℓ) for ℓ ≤ n as in ⊛. By the definition of independents we are
done.
6.19
6.20 Claim. If pi ∈ S
bs(M) for i < α are pairwise orthogonal and q ± pi for
i < α then α < ω.
Proof. By 5.13 and 6.19. That is assume α ≥ ω, let q = tps(b,M,N0) and we can
find Nn(n < ω) ≤K-increasing and an+1 ∈ Nn+1 reazling pn such that {b, an} is
not independent. By 6.19, {an : n < ω} is independent in Nω = ∪{Nn : n < ω}
and so by 5.13, we get a contradiction. 6.20
6.21 Claim. [s has primes]. Assume that (M0,M1,J) ∈ K
3,vq
s and (M1,M2, a) ∈
K3,prs or just ∈ K
3,uq
s and tp (a,M1,M2) is orthogonal to M0.
Then (M0,M2,J) ∈ K
3,vq
s .
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Proof. Assume M0 ≤s N0 ≤s N2,M2 ≤s N2 such that J is independent in
(M0, N0, N2) and we should prove that NFs(M0, N0,M2, N2), this suffices.
We can find a decomposition 〈M0,i, ai : i < α〉 of (M0, N0). By 6.17 we can find
N+2 and an ≤s-increasing continuous 〈M1,i : i ≤ α〉 such that N2 ≤s N
+
2 ,M0,i ≤s
M1,i stipulating M0,α = N0 and M1,0 = M1, tp(ai,M1,i, N
+) does not fork over
M0,i and (M1,i,M1,i+1, ai) ∈ K
3,pr
s . Now we prove by induction on i ≤ α that
tp(b, N1,i, N
+
2 ) does not fork over M1 = M1,0. As usual NF(M0,M1,M0,i,M1,i)
for i ≤ α. For i = 0 trivial for i limit by Axiom (E)(h) and for i = j + 1 just
note that by 6.10 tp(b,M1,0, N
+
2 ) = tp(b,M1,M2) is orthogonal to M0,i hence
tp(ai,M0,i,M0,i+1) hence to tp(ai,M1,i,M1,i+1). So tp(b,M1,α, N
+
2 ) does not fork
overM1 =M0,α and (M1,M2, a) ∈ K
3,uq
s so NFs(M1,M1,α,M2, N
+
2 ). By transitiv-
ity of NF we have NFs(M0, N0,M2, N
+
3 ) hence NFs(M0, N0,M2, N3) is as required.
6.21
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§7 Understanding K3,vqs
We would like to show that K3,vqs = K
3,qr
s and K
3,pr
s = K
3,uq
s and more remember-
ing that every M ∈ Ks is saturated.
The hypothesis below holds if t is successful, s = t6 is successful.
7.1 Hypothesis.
(a) s is a λ-good frame
(b) s is successful
(c) s has primes
(d) ⊥ = ⊥
wk
.
In the definition below note that our aim is to analyze (M,N,J0) so J0 has a special
role.
7.2 Definition. 1) Wα = {(N, M¯, J¯) : M¯ = 〈Mi : i < α〉 is ≤s-increasing continu-
ous, Mi ≤s N and J¯ = 〈Ji : i < α〉 and Ji is independent in (Mi,Mi+1) stipulating
Mα = N and we let
W =
⋃
α<λ+
Wα
2) ≤W =≤W [s] is the following two place relation on W :
(N1, M¯1, J¯1) ≤W (N
2, M¯2, J¯2) iff (a) + (b) where
(a) N1 ≤s N
2, ℓg(M¯1) ≤ ℓg(M¯2), i < ℓg(M¯1)⇒M1i ≤s M
2
i & J
1
i ⊆ J
2
i and
(b) a ∈ J1i ⇒ tps(a,M
2
i ,M
2
i+1) does not fork over M
1
i
3) ≤fx
W
is defined like ≤W but also J¯
1 = J¯2 (so ℓg(M¯1) = ℓg(M¯2) in particular).
6where do we use successful rather than weakly successful? E.g. in 7.3(3). This can be
somewhat weakened: replacing a club of λ+s a member of a normal filter on λ
+
s
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7.3 Claim. 1) ≤W is a partial order.
2) If δ < λ+s is a limit ordinal and 〈(N
α, M¯α, J¯α) : α < δ〉 is ≤W -increasing, then
this sequence has a ≤W -lub (N, M¯,J), with ℓg(M¯) = sup{ℓg(M¯
α) : α < δ}, N =
∪{Nα : α < δ},Mi = ∪{M
α
i : α satisfies that i < ℓg(M¯
α) and α < δ},J∗i = ∪{J
α
i :
α satisfies that i < ℓg(M¯α) and α < δ}.
3) If (N1, M¯1, J¯1) ∈ Wα then for some (N
2, M¯2, J¯2) we have
(α) (N1, M¯1, J¯1) ≤fx
W
(N2, M¯2, J¯2)
(β) (M2i ,M
2
i+1,J
2
i ) ∈ K
3,vq
s for each i < ℓg(M¯)
(γ) N2 = ∪{M2i : i < ℓg(M¯
2)}.
Proof. Straight: part (1) is trivial, part (2) holds by 5.10(2), and part (3) is proved
repeating in the proof of 5.18(2) but using part (2) here. 7.3
We are interested in “nice” such sequences; we define several variants.
7.4 Definition. 1) Kors = {(N, M¯, J¯) ∈ Wω: if a ∈ Jn+1 then tps(a,Mn+1,Mn+2)
is orthogonal to M0}, if we omit N we mean N = ∪{Mn : n < ω}.
2) Kars = {(N, M¯, J¯) ∈ Wω: if a ∈ Jn+1 then tps(a,Mn+1,Mn+2) is orthogonal to
Mn}.
3) Kbrs = {(N, M¯, J¯) ∈ K
or
s : if b ∈ Jn+1 then for some m = m(b) ≤ n we have
tp(b,Mn+1,Mn+2) does not fork over Mm+1 and is orthogonal to Mm}.
4) We say that (N, M¯, J¯) is Kors -full if it belongs to K
or
s and
7 p⊥
wk
M0 & p ∈
S bs(Mn+1)⇒ λs = |{c ∈ Jn+1 : p = tps(c,Mn+1,Mn+2)}| and N = ∪{Mn : n <
ω}.
5) We say that (N, M¯,J) is Kars -full if it ∈ K
ar
s and p ∈ S
bs(Mn+1) & p⊥
wk
Mn ⇒
λs = |{c ∈ Jn+1 : p = tps(c,Mn+1,Mn+2)}| and N = ∪{Mn : n < ω}.
6) We say that (N, M¯,J) is Kbrs -full if it ∈ K
br
s and p ∈ S
bs(Mn+1) & p
does not fork over Mm+1 & p⊥
wk
Mm ⇒ λs = |{c ∈ Jn+1 : c realizes p}| and
N = ∪{Mn : n < ω}.
7) ≤or=≤
s
or is the following two place relation over K
or
s :
(N1, M¯1, J¯1) ≤or (N
2, M¯2, J¯2) iff (N1, M¯1, J¯1) ≤W (N
2, M¯2, J¯2) and
J10 = J
2
0.
8) We say that (N, M¯, J¯) ∈ W is prime if (Mn,Mn+1,Jn) ∈ K
3,qr
s for n < ℓg(M¯).
7Note that on J0 there are no demands
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7.5 Definition. We say s has enough regulars when: for any M¯ = 〈Mα : α ≤ δ+1〉
which is ≤s-increasing continuous, Mδ+1 6=Mδ, there are α < δ and c ∈Mδ+1 such
that tps(c,Mδ,Mδ+1) ∈ S
bs
s (Mδ) does not fork overMα and α = 0 or α = β+1 &
p⊥Mβ for some β.
Remark. If we are dealing with sκT,λ, see 1.5(3), then using regular types this
property holds.
7.6 Claim. 1) Kars ⊆ K
br
s ⊆ K
or
s .
2) ≤or is a partial order on K
or
s ; for an ≤or-increasing sequence of length < λ
+
s , it
has a ≤or-lub which is a ≤W -lub.
3) If (Nα, M¯α,Jα) ∈ Kors for α < δ < λ
+ is ≤or-increasing, then its ≤W -lub (see
7.2) is its ≤or-lub (so it belongs to K
or
s ).
4) In part (2) if (Nα, M¯α, J¯α) ∈ Kars for α < δ is ≤or-increasing then the ≤or-lub
belongs to Kars .
5) In part (2) if (Nα, M¯α, J¯α) ∈ Kbrs for α < δ is ≤or-increasing, then the ≤or-lub
(of this sequence) belongs to Kbrs .
6) If (N1, M¯1, J¯1) ∈ Kors then there is a K
or
s -full (N
2, M¯2,J2) such that (N1, M¯1, J¯1) ≤or
(N2, M¯2, J¯2).
7) If (N1, M¯1, J¯1) ∈ Kars then there is a K
ar
s -full (N
2, M¯2, J¯2) such that (N1, M¯1, J¯1) ≤or
(N2, M¯2, J¯2).
8) If (N1, M¯1, J¯1) ∈ Kbrs then there is aK
br
s -full (N
2, M¯2, J¯2) such that (N1, M¯1, J¯1) ≤or
(N2, M¯2, J¯2).
9) Like parts (3), (4), (5) for Kors -full, K
ar
s -full, K
br
s -full triples.
Proof. Straight (for (9) use the local character of non-forking.
7.7 Claim. 1) Assume that (M,N,J) ∈ K3,vqs or at least (∗)(M,N,J) below. Then
we can find (M¯, J¯) such that (∗∗)(M,N,a),M¯,J¯ below holds, where
(∗)(M,N,J) (M,N,J) ∈ K
3,bs
s and for no N
′, b do we have J ⊆ N ′,M ≤s N
′ ≤s N ,
b ∈ N\N ′ and tp(b, N ′, N) ±
wk
M
(∗∗)(M,N,J),M¯,J¯ (a) (M,N,J) ∈ K
3,bs
s
(b) M¯ = 〈Mn : n < ω〉,Mn ≤s Mn+1
(c) M0 =M and ∪{Mn : n < ω} = N
(d) (M¯, J¯) ∈ Kors
(e) (Mn,Mn+1,Jn) ∈ K
3,qr
s
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(f) J0 = J
(g) if n < ω and b ∈ Jn+1 then tp(b,Mn,Mn+1)⊥
wk
M0 (follows by
(clause (d)).
2) If M ≤s N we can find M¯, J¯ such that (a)-(e),(g) above holds.
Proof. 1) By 6.12(4), we know that (∗)(M,N,J) holds in both cases.
We shall choose Mn,Jn by induction on n satisfying the relevant clauses in (∗∗).
Let M0 =M , let J0 = J and let M1 ≤s N be such that (M0,M1,J) ∈ K
3,qr
s , exists
by 5.8(1). If Mn ≤s N is well defined, n ≥ 1 let Jn be a maximal subset of IMn,N
independent in (Mn, N) such that b ∈ Jn ⇒ tps(b,Mn, N)⊥M0.
Lastly, let Mn+1 ≤s N be such that (Mn,Mn+1,Jn) ∈ K
3,qr
s , exists by 5.8(1).
To finish we need to prove that Mω =:
⋃
n<ω
Mn is equal to N . Clearly Mω ≤s N ,
if Mω 6= N then for some b ∈ N\Mω we have tps(b,Mω, N) ∈ S
bs(Mω), by
(∗)(M,N,J) clearly tp(b,Mω, N)⊥M0 and clearly for some n < ω, tps(b,Mω, N) does
not fork over Mn (and necessarily n ≥ 1), and similarly we have tp(b,Mn, N)⊥
wk
M0
so b contradicts the choice of Jn (as maximal such that ...). So we are done.
2) Should be clear. 7.7
7.8 Claim. [s has enough regulars].
1) In 7.7 we can get
(∗∗)+
(M,N,J),M¯,J¯
(a)-(f) as in 7.7
(g)+ (M¯, J¯) ∈ Kars (i.e. we strengthen clause (d)).
2) In 7.9 below we can add
(B)+ like (B) adding (N, M¯, J¯) ∈ Kars .
Proof. 1) Similar to 7.7 using the definition of “s has enough regulars”.
2) In 7.9 note that (C)⇒ (B)+ by 7.8(1) and (B)+ ⇒ (B) trivially. 7.8
Now we arrive to “understanding K3,vqs ”.
7.9 Conclusion. For every triple (M,N,J), the following are equivalent:
(A) (M,N,J) ∈ K3,vqs
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(B) We can find M¯, J¯ such that (N, M¯, J¯) ∈ Kors ,J0 = J,M0 =M,N =
⋃
n<ω
Mn
and (Mn,Mn+1,Jn) ∈ K
3,qr
s (we then say (N, M¯, J¯) is prime), note that
necessarily tps(b,Mn+1,Mn+2) is orthogonal to M0 for every n < ω, b ∈
Jn+1
(C) (a) M ≤s N
(b) J is independent in (M,N)
(c) if M ∪ J ⊆ N ′ ≤s N and b ∈ N\N
′ and tps(b, N
′, N) ∈ S bss (N
′)
then tps(b, N
′, N)⊥M
(D) (a), (b) as above
(c) if N ≤s N
+, b ∈ N+\M\J and J∪{b} is independent in (M,N+)
then tps(b, N,N
+) ∈ S bss (N) does not fork over M
(E) there is a uq-decomposition 〈Mi, aj : i ≤ α, j < α〉 of (M0, N) such that
(M,M0,J) ∈ K
3,vq
s ,Mα = N and each tps(aj ,Mj,Mj+1) is orthogonal to
M .
From this we shall deduce (after the proof of 7.9):
7.10 Conclusion. [s = t+, t is a good+ and successful frame.]
1) K3,uqs = K
3,pr
s ; so together with 4.13(2) we get uniqueness.
2) (M,N,J) ∈ K3,qrs iff (M,N,J) ∈ K
3,vq
s ; so together with 5.10(k) we get unique-
ness.
7.11 Claim. If δ < λ+s and 〈Mi : i ≤ δ〉 is ≤s-increasing continuous, and 〈Ji :
i ≤ δ〉 is increasing continuous and (M,Mi,Ji) belongs to K
3,vq
s for i < δ, then
(M,Mδ,Jδ) belongs to K
3,vq
s .
Question: Can we assume less than s = t+?
Proof of 7.9. The following implications clearly suffice.
(A)⇒ (E): Let α = 0,M0 = N .
(E)⇒ (D): Clauses (a), (b) are obvious, so let us turn to (c). Assume b, N+ are
as in clause (c) of (D), so by Claim 5.18(1) we know that tps(b,M0, N
+) does not
fork over M ; now we prove by induction on i ≤ α that tp(b,Mi, N
+) does not fork
over M , for i = 0 see above, for i limit use Axiom (E)(h), for i successor by the
definition of orthogonality. For i = α,Mα = N . So we are done.
(C)⇒ (B): by 7.7
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(B)⇒ (A): by 6.18(2)
(A)⇒ (D): Clauses (a), (b) are obvious. For clause (c), as tps(b,M,N
+) ∈
S bss (M), there is M
′ ≤s N
+ such that (M,M ′, b) ∈ K3,prs (recalling s has primes).
By 5.4 we know J is independent over (M,M ′, N+) hence by Definition 5.15, we
have NFs(M,M
′, N,N+) hence 1.12) we get that tps(b, N,N
+) ∈ S bs(N) does
not fork over M as required. (Actually not used).
(D)⇒ (C):
Again the problem is to prove clause (c) of (C) so toward contradiction assume
that M ∪ J ⊆ N ′ <s N and b ∈ N\N
′ and p = tps(b
′, N ′, N) ∈ S bs(N ′) is not
orthogonal toM hence by Hypothesis 6.18(d) is not weakly orthogonal toM . So for
some q ∈ S bss (M) we have p±q, and let q1 ∈ S
bs
s (N
′) be a nonforking extension of
q. We can find N2 such that N
′ ∪ {b} ⊆ N2 ≤s N and (N
′, N2, b) ∈ K
3,pr
s . So (see
6.3) q1 has some extension q2 ∈ S
bs
s (N2) which is not a nonforking extension of q,
and so we can find N4 and c such that N ≤s N4 and q2 = tps(c, N2, N4). Now as c
realizes q1 clearly tps(c, N
′, N) does not fork over M hence J ∪ {c} is independent
in (M,N4); but as c realizes q2 clearly tps(c, N2, N4) does not fork over M , hene as
N2 ≤s N ≤s N also tps(c, N,N4) forks over M . So we have gotten a contradiction
to clause (c) of (D). 7.9
Proof of 7.10. 1) This is a special case of (2).
2) The “only” if implication we already proved in 3.5(2), more exactly 5.16. For
the other direction assume (M,N,J) ∈ K3,vqs and by 7.7(1) applied to (M,N,J)
we get (M¯, J¯) satisfying (∗∗)(M,N,J),M¯,J¯ of 7.7(1) hence it is as in clause (B) of
7.9 in particular J0 = J. Let 〈M
β
i : i < λs〉 be ≤t-representations of Mβ for
β ≤ ω. Now by 5.17 there is a club E of λs = λ
+
t such that for δ ∈ E, (〈M
β
δ :
β ≤ ω〉, 〈Jn ∩M
n+1
δ : n < ω〉) are as in 7.9 clause (B) for t, hence clause (A) so
(M0δ ,M
ω
δ ,J∩M
ω
δ ) ∈ K
3,vq
t , hence (see 4.9 asM0,Mω ∈ Ks, more exactly by 4.12(1)
if J is a singleton, by 5.17 in general) the triple (M0,Mω,J) belongs to K
3,qr
s , as
required. 7.10
Proof of 7.11. It is enough to check clause (D) of 7.9, now clause (a) is trivial, clause
(b) holds by 5.4(3). For proving clause (c) we assume Mδ ≤s N
+, c ∈ N+\J\M
and J ∪ {b} is independent in (M,N+), and we should prove that “tps(c,Mδ, N)
belongs to S bss (Mδ) and does not fork over M”. Now clearly for each i < δ the
set Ji ∪ {b} is independent in (M,N
+) by monotonicity of independence. Hence
by 7.9 (A) ⇒ (D) as we are assuming (M,Mi,Ji) ∈ K
3,vq
s we can conclude that
tps(c,Mi, N) ∈ S
bs
s (Mi) does not fork over M ; so this holds for every i < δ. Now
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tps(c,Mδ, N
+) does not fork over M by Axiom (E)(h).
7.11
∗ ∗ ∗
We now try to show that there is a parallel to universal homogeneous or saturated
among {(M,N, a) ∈ K3,uqs : tps(a,M,N) = p}
7.12 Definition. 1) If M ∈ Ks, p ∈ S
bs
s (M) let K
3,uq
s,p = {(M
∗, N∗, a∗) ∈ K3,uqs :
M =M∗ and p = tps(a,M,N)}, we identify (M,N, a) with (M,N, {a}) and recall
M∗ = Dom(p∗).
2) We say (M,N,J) ∈ K3,vqs is full or isK
3,vq
s -full if there is a full (N, M¯, J¯) ∈ K
3,or
s
satisfying M0 = M,∪{Mn : n < ω} = N0. If J = {a} we may write a instead of J
and say (M,N,J) is K3,uqs -full and if p = tp(a,M,N) we say (M,N,J) is K
3,uq
s,p -
full.
7.13 Claim. 1) If (M,N, a) ∈ K3,uqs,p∗ and (N
1, M¯1, J¯) is Kors -full, J0 = {a
∗},
(M10 ,M
1
1 , a
∗) ∈ K3,uqs,p∗ and M = M
1
0 then there is a ≤s-embedding f of N into
N1 = ∪{M1n : n < ω} over M mapping a to a
∗.
2) If (N ℓ, M¯ ℓ, J¯ℓ) is a Kors -full and prime (see 7.9, clause (B)), J
ℓ
0 = {aℓ}, tps(aℓ,M
ℓ
0 ,M
ℓ
1) =
p for ℓ = 1, 2 (so M ℓ0 = Dom(p) does not depend on ℓ) then there is an isomorphism
f from N1 onto N2 over Dom(p) which maps a1 to a2.
3) Similar to (2) with Jℓ0 = J,M
ℓ
0 = M0 and tps(c,M
1
0 ,M
1
1 ) = tps(c,M
2
0 ,M
2
1 ) for
c ∈ J for ℓ = 1, 2.
4) If (M,N,J) ∈ K3,vqs and (N
1, M¯1, J¯1) is Kors -full and J = J
1
0 and c ∈ J ⇒
tps(c,M,N) = tps(c,M
1
0 , N
1) then there is an embedding of N into ∪{M1n : n < ω}
which is the identity on M ∪ J.
7.14 Remark. In 7.13 we can allow stronger demands on f . In part (1) ifM ∪{a} ⊆
N ′ ≤s N, f
′ a ≤K-embedding of N
′ into M1n, f
′ ⊆ idM , f
′(a) = a∗, then we can
require f ′ ⊆ f .
In part (2) of 7.13, if M ℓ0 ∪ {aℓ} ⊆ M
′
ℓ ≤ M
ℓ
n for ℓ = 1, 2, f
′ an isomorphism from
M ′1 onto M
′
2 extending idDom(p) ∪ {〈a2, a2〉} then we can require f
′ ⊆ f .
Proof. 1) By 7.9 (A)⇒ (B), we can find (N, M¯, J¯) ∈ Kors with M0 = M,J0 = {a},
as in 7.9, clause (B). Now we choose by induction on n < ω a ≤s-embedding fn of
Mn into M
1
n increasing with n, f0 = idM0 , f1(a) = a
∗. For n = 0 this is trivial,
for n = 1 note that tps(a,M,M1) = tps(a
∗,M,M∗1 ) and recall the definition of
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(M,M1, a) ∈ K
3,pr
s . For n = m+ 1 > 1, by the definition of “full” in 7.4(4) we can
find a one-to-one mapping hm from Jm into J
∗
m such that
(i) b ∈ Jm ⇒ tps(hm(b),M
∗
m,M
∗
m+1) does not fork over Rang(fm)
(ii) b ∈ Jm ⇒ fm(tps(b,Mm,Mm+1)) = tps(hm(b), Rang(fm),M
∗
m+1).
Then choose fn ⊇ fm, fm(c) = hm(c) for c ∈ Jm by the definition of (Mm,Mm+1,Jm) ∈
K3,qrs .
2) We choose by induction on n a tuple (N1n, N
2
n, fn, I
1
n) such that (with ℓ ∈ {1, 2}):
(a) N ℓn ≤s M
ℓ
n
(b) fn is an isomorphism from N
1
n onto N
2
n
(c) N ℓn ≤s N
ℓ
n+1 and fn ⊆ fn+1
(d) N ℓn =M
ℓ
0 and f0 is the identity
(e) (N10 , N
1
1 ,J) ∈ K
3,qr
s and f1(a1) = a2
(f) if n = ℓ mod 2 (where ℓ ∈ {1, 2}) then
(α) In is a maximal subset of {b ∈ INℓn,Mℓn : tp(b, N
ℓ
n,M
ℓ
n)⊥M0}
(β) (N ℓn, N
ℓ
n+1,Jn) ∈ K
3,qr
s
(γ)1 if ℓ = 1, fn+1 ↾ In is a one-to-one mapping from In into J
2
n+1
(γ)2 if ℓ = 2, f
−1
n+1 ↾ In is a one-to-one mapping from In into J
1
n+1.
There is no problem to carry the induction and f =
⋃
n<ω
fn is as required as in the
proof of 7.7.
3), 4) Similarly. 7.13
7.15 Claim. 1) If (M,Nℓ, a) ∈ K
3,uq
s,p is full for ℓ = 1, 2 then N1, N2 are isomorphic
over M ∪ {a}.
2) Similarly for K3,vqs .
3) If (M,N,J) ∈ K3,bss then for some N
′ ≤s N
′′ we have J ⊆ N ′ and N ≤s N
′′
and (M,N ′,J) is K3,vqs -full.
Proof. By the proof of 7.13(2) (note that under somewhat stronger assumption in
7.10 we get uniqueness even without assuming fullness). 7.15
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7.16 Claim. 1) Assume (Mi, Ni,Ji) ∈ K
3,vq
s for i < δ where δ < λ
+
s and i <
j < δ & c ∈ Ji ⇒ tps(c,Mj, Nj) does not fork over Mi. Assume further that
〈Mi : i < δ〉 is ≤s-increasing continuous, 〈Ni : i < δ〉 is ⊆-increasing continuous
and 〈Ji : i < δ〉 is ⊆s-increasing. Let Mδ = ∪{Mi : i < δ}, Nδ = ∪{Ni : i < δ} and
Jδ = ∪{Ji : i < δ}. Then (Mδ, Nδ,Jδ) ∈ K
3,vq
s .
Proof. Note that Jδ is independent in (Mδ, Nδ).
[Why? For each i < j < δ as Jj is independent in (Mj , Nj), but Ji ⊆ Jj hence
also Ji is independent in (Mj , Nj). However, c ∈ Ji ⇒ tps(c,Mj, Nj) does not
fork over Mi, hence Ji is independnet in (Mi,Mj, Nj), so as Nj ≤s Nδ, clearly
Ji is independent in (Mi,Mj, Nδ). As fixing i < δ this holds for every j ∈ (i, δ)
and as 〈Mj : j ∈ (i, δ)〉 is increasing by 5.10 as get that Ji is independent in
(Mi,
⋃
j∈(i,δ)
Mj , Nδ) which means that it is independent in (Mi,Mδ, Nδ). So Ji is
independent in (Mδ, Nδ). As Ji is increasing with i < δ by 5.4(3), Jδ = ∪{Ji : i <
δ} is independent in (Mδ, Nδ) as required.]
We shall use Claim 7.9, our desired conclusion is clause (A) for (Mδ, Nδ,Jδ) so
it is enough to check clause (D). So let Mδ ≤s N
+
δ , b ∈ M
+\Jδ\Mδ and assume
that Jδ ∪ {b} is independent in (Mδ, N
+
δ ). So tp(b,Mδ, N
+
δ ) ∈ S
bs
s hence for some
i(∗) < δ the type tp(b,Mδ, N
+
δ ) does not fork overMi(∗). It is enough to prove that
for every i ∈ [i(∗), δ), the type tp(b, Ni, N
+
δ ) ∈ S
bs
s (Ni) does not fork over Mi (as
then the nonforking extension q ∈ S bss (Nδ) of tp(b,Mδ, N
+
δ ) satisfies i ∈ [i(∗), δ)⇒
q ↾ Ni = tp(b, Ni, N
+
δ )). As Ji ∪ {b} ⊆ Jδ ∪ {δ} and c ∈ Ji ∪ {b} ⇒ tp(c,Mδ, N
+
δ )
does not fork over Ni it follows that Ji ∪ {b} is independent in (Mi,Mδ, Ni). As
(Mi, Ni,Ji) ∈ K
3,vq
s and 7.9 clearly tp(b, Ni, N
+
δ ) does not fork over Mi, and as
said earlier this suffices.
7.16
7.17 Claim. Assume 〈Mi : i ≤ α〉 is ≤s-increasing continuous and (Mi,Mi+1,Ji) ∈
K3,vqs and Ji is independent in (M0,Mi,Mi+1). Then (M0,Mα,∪{Ji : i < α}) ∈
K3,vqs .
Proof. We prove the statement by induction on α. Let J = ∪{Ji : i < α}. First note
that J is independent in (M0,Mα) by 5.16[??]. To prove that (M0,Mα,J) ∈ K
3,vq
s
by 7.11 it suffices to prove clause (D) there, so assume Mα ≤s N and b ∈ N\J\M0
and J ∪ {b} is independent in (M0, N). If α = 0 this is trivial. For α limit it
is enough to show for every i < α that tp(b,Mi, N). But each i < α, clearly
{Jj : j < i} ∪ {b} is independent in (M0, N
+) hence by the induction hypothesis
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and 7.9 we know that tp(b,Mi, N) does not fork over Mi; as this holds for every
i < α, we can deduce that tp(b,Mα, N) does not fork over M0 as required.
So we are left with the case α = β + 1. So J ∪ {b} is independent in (M0, N)
and clearly (J ∪ {b}) ∩ Mβ = ∪{Ji : i < β}, so by part 5.18(1) we know that
J ∪ {b}\Mβ = Jβ ∪ {b} is independent in (M0,Mβ, N). As (Mβ,Mα,Jβ) ∈ K
3,vq
s
by 5.18(1), tp(b,Mα, N) does not fork over Mβ hence over M0. 5.18
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§8 Tries to decompose and independence of sequences of models
We try to find smooth or otherwise good decompositions; at present only 8.3
works. We shall get really what we want after using fullness + regular types. This
assumption having S na equal to S bs, i.e., fullness is “soft”, see §9.
8.1 Hypothesis.
(a) s is a successful good+ frame,
(b) s has primes,
(c) K3,uqs = K
3,pr
s , moreover K
3,vq
s = K
qr
s and
(d) ⊥ = ⊥
wk
.
The last hypothesis is reasonable by the last section and also by 8.5? below, but in
some examples it holds without going to a successor, so we use it as an hypothesis.
8.2 Definition. We say that 〈Mi, aj : i ≤ α, j < α〉 is a smooth decomposition
inside N over M if:
(a) it is a decomposition inside N over M (see Definition 3.3), which mean
〈Mi : i ≤ α〉 is ≤s-increasing continuous
Mα ≤s N
M =M0
tps(ai,Mi,Mi+1) ∈ S
bs
s (Mi)
(Mi,Mi+1, ai) ∈ K
3,pr
s
(b) for every i < β there is nonlimit j ≤ i such that tps(ai,Mi,Mi+1) does not
fork over Mj and is orthogonal to Mj−1 if j > 0.
8.3 Claim. [No need of 8.1(b).] If M ≤s N then we can find M¯ = 〈Mi, aj : i ≤
α, j < α〉 such that
⊠M,N,M¯ , a¯(a) M0 =M and N ≤K Mα
(b) Mi is ≤K-increasing continuous
(c) (Mi,Mi+1, ai) ∈ K
3,uq
s and ∈ K
3,pr
s if s has primes
(d) for each j < α either tp(aj,Mj,Mj+1) does not fork over M0 or it is weakly
orthogonal to M0.
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Proof. We try to choose by induction on i a pair (Mi, Ni) and if i = j+1 also aj such
that: Mi ≤s Ni,Mi is ≤s-increasing continuous, Ni is ≤s-increasing continuous,
and the Mi, aj satisfy the relevant cases of clauses (b), (c), (d) and M0 =M,N0 =
N and i = j + 1 ⇒ ¬NFs(Mj , Nj,Mi, Ni). We cannot succeed (as s is good
+ and
successful, see §1) and we can define for i = 0 and i limit. Hence for some i we
have (Mi, Ni) but cannot choose Mi+1, Ni+1, ai. If Mi 6= Ni there is bi ∈ Ni such
that tp(b,Mi, Ni) ∈ S
bs(Mi), and one of the following cases occurs.
Case 1: tp(bi,Mi, Ni) is orthogonal to M0.
Then we letNi+1 = Ni, ai = bi and we can findMi+1 ≤s Ni+1 such thatNi ≤s Ni+1
and (Mi,Mi+1, ai) ∈ K
3,uq
s and if s has primes even ∈ K
3,pr
s . All the induction
demands hold and ¬NF(Mi, Ni,Mi+1, Ni) as NF implies disjointness (by the defi-
nition of NFs see Chapter II).
Case 2: tp(bi,Mi, Ni) is not orthogonal to M0.
So there is pi ∈ S
bs(Mi) which does not fork overM0 such that pi, tps(bi,Mi, Ni)
are not weakly orthogonal. Hence we can find Ni+1 ∈ Ks such that Ni ≤s Ni+1 and
some ai ∈ Ni+1 realizing pi in Ni+1 and tps(ai, Ni, Ni+1) is not the nonforking ex-
tension of pi in S
bs(Ni). As we can increase Ni+1 without loss of generality there
isMi+1 ≤s Ni+1 such that (Mi,Mi+1, ai) is in K
3,pr
s if possible but always in K
3,uq
s ,
so clearly ¬NFs(Mi, Ni,Mi+1, Ni+1). So all the demands hold.
So if Mi 6= Ni then we can continue the induction, contradiction, hence Mi = Ni
and so α = i, 〈Mj : j ≤ α〉, 〈aj : j < α〉 are as required. 8.3
8.4 Claim. If 〈Mi : i ≤ α〉 is ≤s-increasing continuous p ∈ S
bs(Mα) does not
fork over M0, then we can find an ≤s-increasing continuous sequence 〈Ni : i ≤ α〉
and a such that Mi ≤s Ni, a ∈ N0, a tps(a,Mα, Nα) = p and (Mi, Ni, a) is s-prime
for i ≤ α.
Proof. We choose by induction on i ≤ α a pair (Ni, fi) a a such that Ni is ≤s-
increasing, fi is an ≤s-embedding of Mi into Ni, fi is increasing continuous, f0 =
idM0 , tps(a,M0, N0) = p ↾M0, (fi(Mi), Ni, a) ∈ K
3,pr
s , tps(a, fi(Mi), Ni) does not
fork over f0(M0) = M0. For i = 0 use existence of primes.
For i limit use 7.16 and the hypothesis (c) of 8.1, and for i = j+1 use the defini-
tion of prime chasing arrows. In the end, renaming without loss of generality fi =
idMi for i ≤ α. 8.4
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8.5 Claim. [No use of 8.1(b),(c),(d).] If ⊠M,N,M¯,a¯ from Claim 8.3 holds and
J = {ai : tp(ai,Mi,Mi+1) does not fork over M = M0} then (M,N,J) belongs to
K3,vqs .
Proof. We shall use Claim 7.9, now the desired conclusion is clause (A) there, so
it suffices to prove clause (D) there. Now subclauses (a), (b) are obvious so let us
prove subclause (c). For this we prove by induction on β ≤ α = ℓg(a¯) that letting
Jβ = {ai : i < β and tp(ai,Mi,Mi+1) does not fork over M0}, we have:
⊛β if Mβ ≤s N
+, n < ω and bℓ ∈ N
+ for ℓ < n and Jβ ∪ {b0, . . . , bn−1} is
independent in (M0, N
+) (and bℓ /∈ Jβ , ℓ 6= k ⇒ bℓ 6= bk of course), then
{b0, . . . , bn−1} is independent in (M,Mβ, N
+).
For β = 0 this is trivial. For β limit this holds by 5.10(2) as (M0,Mγ, {bℓ : ℓ < n})
is independent by the induction hypothesis for each γ < β. Lastly, let β = γ + 1;
then by 7.9, as we have proved ⊛γ , we have (M0,Mγ,Jγ) ∈ K
3,uq
s . First assume
aγ ∈ Jβ . So
(∗) we are given n, b0, . . . , bn−1 we let bn = aγ and we are assuming Jβ ∪
{b0, . . . , bn−1} is independent.
Hence Jγ ∪ {b0, . . . , bn} is independent.
Hence apply (∗)γ for n+1, b0, . . . , bn−1, bn, so {b0, . . . , bn} is independent in (M,Mγ, N
+)
as (Mγ ,Mβ, aγ+1) ∈ K
3,pr
s by 5.4 we deduce that {b0, . . . , bn−1} is independent in
(M0,Mβ, N
+), which gives the desired conclusion.
Second, assume aγ /∈ Jβ and n, b0, . . . , bn−1 are given as in (∗). By the induction
hypothesis {b0, . . . , bn−1} is independent in (M,Mγ, N
+). But tp(aγ ,Mγ,Mβ) =
tp(aγ ,Mγ, N
+) is orthogonal to M0, tp(bℓ,Mγ, N
+) does not fork over M,M0 and
(Mγ ,Mβ, aγ) ∈ K
3,pr
s so by 6.15 necessarily tp(b,Mβ, N
+) does not fork over M0,
as required.
Having carried the induction we got ⊛α which for n = 1 is the statement (D) of
7.9 hence gives the desired conclusion. 8.5
Now we can show that any type in a sense is below a nonforking combination of
basic ones. (Compare with 8.6).
8.6 Claim. If p ∈ Ss(M) then for some n,Mℓ(ℓ ≤ n), ak(k < n) and b we have:
(a) M0 =M
(b) (Mℓ,Mℓ+1, aℓ) ∈ K
3,pr
s
(c) tps(aℓ,Mℓ,Mℓ+1) does not fork over M0, so
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(d) {aℓ : ℓ < n} is independent in (M0,Mn) and (M0,Mn, {aℓ : ℓ < n}) ∈ K
3,qr
s
(e) b ∈Mn and p = tp(b,M,Mn).
Proof. We can find N0, b such that M ≤s N0 and b ∈ N0 and tps(b,M,N0) = p.
By 8.3, without loss of generality, possibly increasing N , we have ⊠M,N,M¯,a¯ for
some M¯, a¯ as there. By 8.5 we have (M,N,J) ∈ K3,vqs for some J. Among all
such pairs (N,J) choose one (N∗,J∗) with the cardinality of J∗ being minimal. Let
J∗ = {ai : i < θ}; by hypothesis 8.1(c) we know (M,N
∗,J∗) ∈ K3,qrs so we can find
an M -based pr-decomposition 〈Mi, bj : i ≤ θ, j < θ〉 over M , i.e. M0 = M such
that tps(bj,M,Mj+1) = tps(ai,M,N
∗) and tps(bj ,Mj,Mj+1) does not fork over
M , of course. So by the section hypothesis 8.1 there is a ≤s-embedding of N
∗ into
Mθ over M so without loss of generalityN
∗ ≤s Mθ. Now if θ < ℵ0 we have gotten
the desired conclusion, otherwise b ∈ N∗ ⊆Mθ =
⋃
i<θ
Mi so for some β < θ we have
b ∈ Nβ and has clearly (M0,Mβ, {ai : i < β}) ∈ K
3,qr
s by 8.1 so we have gotten a
contradiction to the choice of (N∗,J∗). 8.6
8.7 Definition. 1) We say that 〈Mi : i < α〉 is s-independent over M inside N if
M ≤s Mi ≤s N and we can find a ≤s-increasing sequence 〈Ni : i ≤ α〉 such that
N0 = M,N ≤s Nα and NFs(M,Ni,Mi, Ni+1). We call 〈Ni : i ≤ α〉 a witness.
2) For α = λ+ we define similarly.
8.8 Weak Uniqueness Claim. Assume
(a) for ℓ = 1, 2, 〈M ℓi : i < α〉 is s-independent over Mℓ inside Nℓ as witnessed
by 〈N ℓi : i ≤ α〉
(b) f is an isomorphism from M1 onto M2
(c) for i < α, fi is an isomorphism from M
1
i onto M
2
i extending f .
Then there is N3 such that N2 ≤s N3 and a ≤s-embedding f
∗ of N1 into N3
extending every fi.
Proof. Without loss of generality M1 = M2 call it M and f0 is the identity on M ,
so N ℓ0 =M .
We choose by induction on i ≤ α the tuple (N3i , g
1
i , g
2
i ) such that
(α) N30 =M, g
ℓ
0 = idM
(β) N3i is ≤s-increasing continuous
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(γ) gℓi is a ≤s-embedding of N
ℓ
i into N
3
i for ℓ = 1, 2
(δ) gℓi is increasing continuous for i
(ε) (∀a ∈M1i )(g
2
i+1(fi(a)) = g
1
i+1(a)).
For i = 0, i limit this is obvious. For i = j + 1 use the uniqueness of NFs-
amalgamation. Having carried the induction, by renaming we get the conclusion.
8.8
Proof. Straightforward.
8.9 Claim. 1) Assume that M ≤s Mi ≤s N for i < α, α < λ
+. Then we can find
N+, 〈M+i : i < α〉 such that 〈N
+
i : i ≤ α〉
(a) M = N+0 , N ≤s N
+ = N+α
(b) 〈N+i : i ≤ α〉 is ≤s-increasing continuous
(c) Mi ≤s M
+
i ≤ Ni+1
(d) NFs(Mi, N
+
i ,M
+
i , N
+
i+1)
(e) M+i is (λ, ∗)-brimmed over Mi hence over N .
2) In part (1) it follows that
(f) there is Ji such that (M,M
+
i ,Ji) ∈ K
3,vq
s
(g) if u ⊆ α and {Mi : i ∈ u} is independent over M inside N then {M
+
i : i ∈
u} is independent over N inside N+.
3) If M ≤s M
′
i for i < α then we can find N and M¯ = 〈Mi : i < α〉 such that M¯
is independent inside (M,N) and Mi,M
′
i are isomorphic over M for i < α.
Proof. Easy.
8.10 Claim. Assume that 〈Mi : i < α〉 is s-independent over M , inside N with
N¯ = 〈Ni : i ≤ α〉, a witness.
1) If M ≤s M
′
i ≤s Mi for i < α, then 〈M
′
i : i < α〉 is s-independent over M inside
N .
2) In part (1), N¯ is also a witness for 〈M ′i : i < α〉 being s-independent over M
inside N .
3) If Mi ≤s M
+
i then we can find N
+, 〈N+i : i ≤ α〉, 〈fi : i < α〉 such that:
(a) Ni ≤s N
+
i and N ≤s N
+
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(b) 〈N+i : i ≤ α〉 is ≤s-increasing continuous
(c) fi is a ≤s-embedding of M
+
i into Ni+1 over Mi
(d) 〈N+i : i ≤ α〉 witness 〈fi(M
+
i ) : i < α〉 is s-independent over M inside N
+
1 .
4) There are 〈M∗i : i < α〉, 〈N
+
i : i ≤ α〉, N
+, 〈Ji : i < α〉 such that:
(a) Mi ≤s M
∗
i , N ≤s N
+ and Ni ≤ N
+
i for i < α
(b) 〈N+i : i ≤ α〉 witness that 〈M
∗
i : i < α〉 is s-independent over M inside N
+
(c) (M,M∗i ,Ji) ∈ K
3,vq
s .
5) If N ≤s N
+ then 〈Mi : i < α〉 is s-independent over M inside N
+.
Proof. 1), 2) Straightforward.
3) By 8.9(2) and then use part (1).
4) By 8.9(2).
5) Trivial.
8.11 Claim. Assume M ≤s Mi ≤s N for i < α.
1) For any M¯ ′ = 〈M ′i : i < α
′〉, a permutation of M¯ = 〈Mi : i < α〉 (that is
for some one to one function π from α onto α′,Mi = M
′
π(i)) we have: M¯ is s-
independent over M inside N iff M¯ ′ is s-independent over M inside N .
2) M¯ = 〈Mi : i < α〉 is s-independent over M inside N iff every finite subsequence
M¯ ′ of M¯ is s-independent over M inside N .
3) Assume (M,Mi,Ji) ∈ K
3,vq
s . Then: 〈Mi : i < α〉 is s-independent over M
inside N iff ∪{Ji : i < α} is independent in (M,N) and, of course, the Ji are
pairwise disjoint.
Proof. 1) By the symmetry assume 〈Mi : i < α〉 is s-independent over M inside N .
By 8.9(2) + 8.10(1) without loss of generality, for each i < α for some Ji we have
(M,Mi,Ji) ∈ K
3,vq
s . Now using (3), part (1) is translated to parts of 5.4.
2) Similarly (note 8.9(2), clause (g)).
3) First assume that 〈Mi : i < α〉 is s-independent overM inside N , let 〈Ni : i ≤ α〉
witness this; of course, i 6= j ⇒ Ji ∩ Jj = 0, i < j ⇒ Mi ∩Mj = M (by properties
of NFs). For β = α we get that ∪{Ji : i < α} is independent in (M,N) as required.
We prove by induction on β ≤ α that ∪{Ji : i < β} is independent in (M,Nβ) =
(N0, Nβ); of course, we can increase Nβ (see 5.4(2)). For β = 0 this is trivial, for β
limit use 5.4(1), for β = γ +1, by 5.6(2) we have Jγ is independent in (M,Nγ, Nβ)
and so by 5.6(1) we have (∪{Ji : i < γ}) ∪ Jγ = ∪{Ji : i < β} is independent in
(M,Nβ).
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Second assume that the Ji-s are pairwise disjoint and ∪{Ji : i < α} is inde-
pendent in (M,N). Let J<β = ∪{Ji : i < β}, so 〈J<β : β ≤ α〉 is ⊆-increasing
continuous.
We now choose by induction on β ≤ α, the tuple8 (M∗β , N
∗
β ,J
∗
β) such that:
(a) M∗β is ≤s-increasing continuous
(b) N∗β is ≤s-increasing continuous
(c) M∗0 =M,N
∗
0 = N
(d) M∗β ≤s N
∗
β
(e) Mi ≤s M
∗
β for i < β
(f) J∗β ⊆ N
∗
β\M\J<β
(g) J∗β is ⊆-increasing continuous
(h) (M,M∗β ,J
∗
β ∪ J<β) belongs to K
3,vq
s
(i) J∗β ∪ J<α is independent in (M,N
∗
β)
(j) NFs(M,M
∗
γ ,Mγ, N
∗
γ .
Note that by clauses (a),(e),(j) this is enough to prove (M∗β : β ≤ α) witness that
〈Mi : i < α〉 is independent in (M,N), (see Definition 8.7) as required.
For β = 0 let M∗β =M,N
∗
β = N and J
∗
β = ∅; easy to check.
For β a limit ordinal let M∗β = ∪{M
∗
γ : γ < β}, N
∗
β = ∪{N
∗
γ : γ < β} and
J∗β = ∪{J
∗
γ : γ < β} the least obvious point is clause (h) which holds by 7.16 and
clause (i) which holds by 5.4.
Lastly, for β = γ + 1 as (M,M∗γ ,J
∗
γ ∪ J<γ) ∈ K
3,vq
s by clause (h), and J
∗
γ ∪
J<γ ⊆ J
∗
γ ∪J<β is independent in (M,N
∗
γ ) by clause (i), by 5.18(1) we deduce that
Jγ = J
∗
γ∪J<β\J
∗
γ∪J<γ is independent in (M,M
∗
γ , N
∗
γ ). So as (M,Mγ,Jγ) ∈ K
3,vq
s ,
by the definition of K3,vqs (see Definition 5.15) we get NFs(M,M
∗
γ ,Mγ, N
∗
γ ) hence
Jγ is independent in (M,M
∗
γ , N
∗
γ ) by 5.6(2). By 5.18(2) we can find (M
′
γ, N
′
γ) such
that: M∗γ ≤s M
′
γ ≤s N
′
γ , N
∗
γ ≤s N
′
γ ,M
′
γ is (λ, ∗)-brimmed over M
∗
γ , N
′
γ is (λ, ∗)-
saturated over N∗γ and (M
′
γ , N
′
γ,Jγ) ∈ K
3,vq
s and Jγ is independent in (M,M
′
γ, N
′
γ).
By Definition 5.15 (of K3,vq
s
) this implies NFs(M,Mγ,M
′
γ, N
′
γ). There are also
(fβ, N
′′
γ ) such that N
′
γ ≤s N
′′
γ , fβ is a ≤s-embedding of M
′
γ into N
′′
γ over M
∗
γ and
NFs(M
∗
γ , N
∗
γ , fβ(M
′
γ), N
′′
γ ), simply by the existence of NFs-amalagmation.
As we also have NFs(M,Mγ,M
∗
γ , N
∗
γ ) (see above), by transitivity for NFs we
have NFs(M,Mγ, fβ(M
′
γ), N
′′
γ ). As we have NFs(M,Mγ,M
′
γ, N
′
γ) by the unique-
ness of NFs-amalgamation, possibly increasing N
′′
β , we can extend fβ to f
′
β , a ≤s-
embedding of N ′γ into N
′′
γ such that idMγ ⊆ f
′
β. Let N
∗
β = N
′′
β ,M
∗
β = f
′
β(N
′
γ),
8the sequence 〈M∗
β
: β ≤ α〉 will witness that 〈Mi : i < α〉 is independent in (M,N)
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note that f ′β(M
′
γ) is (λ, ∗)-brimmed over f
′
β(M
∗
γ ) = M
∗
γ and J
∗
γ ∪ J<γ is in-
dependent in (M, f ′β(M
′
γ)) and J
∗
γ ∪ J<γ ⊆ f
′
β(M
∗
γ ) = M
∗
γ , hence we can find
J′γ ⊆ M
∗
β\(J
∗
γ ∪ J<γ)\M such that: J
′
γ ∪ J
∗
γ ∪ J<γ is independent in (M, f
′
β(M
′
γ))
and (M, f ′β(M
′
γ),J
′
γ ∪ J
∗
γ ∪ J<γ) ∈ K
3,vq
s by ?. As M ≤s f
′
β(M
′
γ) ≤s f
′
β(N
′
γ) =M
∗
β
—> scite{705-xxX} undefined
and (M, fβ(M
′
γ),J
′
γ ∪ J
∗
γ ∪ J<γ) ∈ K
3,vq
s and (f
′
β(M
′
γ), f
′
β(N
′
γ),Jγ) ∈ K
3,vq
s we get
by 5.18(3) that (M, f ′β(N
′
γ),J
′
γ∪J
∗
γ∪J<γ∪Jγ) = (M,M
∗
β , (J
′
γ∪J
∗
γ)∪J<β) ∈ K
3,vq
s .
Let J∗β = J
′
γ ∪ J
∗
γ , so we have almost finished proving the induction step, we
still need: J∗β disjoint to J
∗
<α and J
∗
β ∪ J<α is independent in (M,N
∗
β); for this
we know that J∗β ∪ J<γ is independent in (M, f
′
β(M
′
γ)) and M ≤s f
′
β(M
′
γ) <s N
∗
β
and (J∗β ∩ J<α)\f
′
β(M
′
γ) = (J<α\J<γ) hence it suffices to prove that J<α\J<γ is
independent in (M, fβ(M
′
γ), N
∗
β). But NFs(M
∗
γ , fβ(M
′
γ), N
∗
γ , N
′′
γ ) and J<α\J<γ ⊆
N∗γ is independent in (M,M
∗
γ , N
∗
γ ) as stated above, so by 5.6(2) we are done.
8.11
8.12 Conclusion. 1) If 〈Mi : i < α〉 is s-independent over M inside N, fi is an
isomorphism from M0 onto Mi over M for i < α and π is a permutation of α and
N+ is (λ, ∗)-brimmed over N , then for some automorphism f of N+ over M we
have π(i) = j ⇒ fj ◦ f
−1
i ⊆ f .
2) Assume that 〈M ℓi : i < α〉 is s-indiscernible over Mℓ inside Nℓ for ℓ = 1, 2 and
fi ⊇ f is an isomorphism from M
1
i onto M
2
i for i < δ, f an isomorphism from
M1 onto M2 and Nℓ is (λ, ∗)- brimmed over ∪{M
ℓ
i : i < α}. Then there is an
isomorphism from N1 onto N2 extending ∪{fi : i < α}.
Proof. 1) By (2).
2) By 8.10(3) and uniqueness of the (λ, ∗)-saturated model over a model in Ks.
8.12
8.13 Definition. 1) We say that 〈fi : i < α〉 is (< θ)-indiscernible over M if: for
some sequence a¯ = 〈aε : ε < ζ〉 (possibly infinite), Dom(fi) = {aε : ε < ζ} for every
i < α and for every partial one to one function π such that Dom(π)∪ Rang(π) ⊆ α
and |Dom(π)| < θ there are N+, g such that N ≤s N
+, g is an automorphism for
N+ over M and for every i ∈ Dom(π) we have: g maps fi(a¯) to fπ(i)(a¯).
8.14 Claim. Assume 〈Mi : i < α〉 is s-independent over M inside N, fi (i < α) is
an isomorphism from M0 onto Mi over M , and p ∈ S
bs(M0). The following are
equivalent:
(A) p⊥M
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(B) p⊥f1(p)
(C) for some i < j < α we have fi(p)⊥fj(p)
Proof. By 8.9(3) [NO!: ad proof] it is easy to show that without loss of generalityM
is (λ, ∗)-saturated and by ? without loss of generalityα is infinite.
—> scite{705-xxX} undefined
(B)⇔ (C): by the indiscernibility (8.12(1)).
¬(C)⇒ ¬(A): By the indiscernibility we have i < j < α⇒ fi(p)± fj(p).
First we can find 〈M∗n : n < ω〉,≤s-increasing, M
∗
n+1 is (λ, ∗)-saturated over M
∗
n
such that ∪{M∗n : n < ω} = M . Second, we can also find 〈M
∗
0,n : n < ω〉 ≤s-
increasing such that NFs(M
∗
n,M
∗
0,n,M
∗
n+1,M
∗
0,n+1) andM0 ≤s ∪M
∗
0,n by ?. Third,
—> scite{705-yyY} undefined
without loss of generality∪{M∗0,n : n < ω} = M0. Fourth, for some n, p does
not fork over M∗0,n so without loss of generality n = 0. Hence we can consider
M∗0 , 〈fi(M
∗
0,0) : i < α〉, 〈f
′
i = fi ↾ M
∗
0,0 : i < α〉, 〈p
′
i = fi(p ↾ M
∗
0,0) : i < α〉 and can
choose f ′α, f
′
α(M
∗
0,0) ≤s M0 such that 〈f
′
i ↾ M
∗
0,0 : i ≤ α〉 is indiscernible over M
∗
0 .
By the indiscernibility clearly p′0± p
′
α but p
′
0‖p0 and there is q ∈ S
bs(M), q‖p′α, so
we are done. [This is similar to 6.10].
(C)⇒ (A):
Assume q ∈ S bs(M), q ± p, so q ± pi for i < α where pi = fi(p). Let N
+, b
be such that N ≤s N
+, b ∈ N+ and tp(b, N,N+) is a nonforking extension of
q. So by 6.4(2), possibly increasing N+, for each i < α there is ai ∈ N
+ such
that tp(ai, N,N
+) is a nonforking extension of pi and {b, ai} is not independent
in (N,N+). But by 6.19(1) {ai : i < α} is independent in (N,N
+), contradicting
5.13(1) as α is infinite. 8.14
The following will be used in §9[?].
8.15 Claim. Assume:
(a) 〈N ℓα : α ≤ δ〉 is ≤s-increasing continuous for ℓ = 1, 2 and λ|δ
(b) M ℓi ≤s N
ℓ
0 for i < i
∗
(c) if N ℓ0 ≤s M ≤s N
ℓ
δ , c ∈ N
ℓ
δ\M and p = tps(c,M,N
ℓ
λ) ∈ S
bs
s (M) then
p±M ℓi for some i < i
∗
(d) if p ∈ S bs(N ℓα), α < δ, ℓ ∈ {1, 2} and p±M
ℓ
i for some i < i
∗ and p is regular,
then for λ ordinals β ∈ (α, δ) there is c ∈M ℓβ+1 such that tps(c, N
ℓ
β, N
ℓ
β+1)
is a nonforking extension of p
(e) f0 is an isomorphism from N
1
0 onto N
2
0 mapping M
1
i onto M
2
i .
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Then there is an isomorphism from N1δ onto N
2
δ extending f0.
Proof. Hence and forth, as usual.
8.16 Claim. 1) If 〈Mi : i < α〉 is independent overM and ai ∈Mi, tps(ai,M,Mi) ∈
S bss (M) then {ai : i < α} is independent over M .
2) If above (M,Mi,Ji) ∈ K
3,bs
s , i < α ⇒ Mi ≤s N then ∪{Ji : i < α} is indepen-
dent in (M,N).
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§9 Between cardinals, Nonsplitting and getting fullness
Our aim is to get full λ-good+-systems. Fullness seems naturally desirable (being
closed to superstability) and help in proving the existence of enough regular types.
9.1 Hypothesis. 1)s is a successful λ-good+ system.
9.2 Definition. 1) For λ < µ we define s is a [λ, µ)-frame as in Chapter II, except
that Ks is a [λ, µ)-a.e.c., i.e., Ks = K
s′
λ ↾ ∪{K
s′
κ : κ ∈ [λ, µ)}. Let λs, µs be λ, µ,
respectively.
2) We define “a good [λ, µ)-frame”, K3,bss , K
3,pr
s , K
3,uq
s , K
3,qr
s , K
3,vq
s similarly.
3) For a λ-frame s and µ > λ we define s[λ, µ) naturally; so Ks[λ,µ) = K
s ↾ ∪{Ksκ :
κ ∈ [λ, µ)}.
9.3 Claim. The claims on good λ-frames hold for [λ, µ)-frames with some obvious
changes.
∗ ∗ ∗
Not central but we may note
9.4 Definition. 1) We say that s is type-full if S bss = S
na
s .
2) Let a
N⋃
M
bmeans that tp(a,M,N), tp(b,M,N) ∈ S bss (N) and for someMℓ(ℓ < 3)
we have M0 =M,N ≤s M2,M0 ≤s M1 ≤s M2, a ∈M1 and tp(b,M1,M2) does not
fork over M0.
3) We may allow not to distinguish types of elements and of finite tuples, so we
use Ss(M) = ∪{S
m
s (M) : m < ω} we call such s of (< ω)-type, then let ab be the
concatanation (this makes no real difference).
4) We say that s is type-closed if s is of (< ω)-types and tp(aℓ,M,N) ∈ S
bs(M)
for ℓ = 1, 2 and a1
N⋃
M
a2 implies tp(a1a2,M,N) ∈ S
bs
s (M). [See Claim x].
9.5 Definition. For a λ-good frame s (not necessarily satisfying Hypothesis 5.1??)
we define a frame t = stc:
λt = λs,Kt = Ks
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S bst =
{
tp(a0 . . . an−1,M,N) :M ≤s N, aℓ ∈ N\M for ℓ < n
and
N⋃
M
{aℓ : ℓ < n}, i.e. we can find Mℓ satisfying
M =M0 ≤s M1 ≤s . . . ≤s Mn = N and
aℓ ∈Mℓ+1, tp(aℓ,Mℓ,Mℓ+1) ∈ S
bs
s (Mℓ)
does not fork over M0 for ℓ < n
}
⋃
=
{
(M0,M1, a¯,M3) : for some n and 〈M
∗
ℓ : ℓ ≤ n〉 we have
a = a0 . . . an−1,M3 ≤s M
∗
n,M1 =M
∗
0 ≤s M
∗
1 ≤s . . . ≤s M
∗
n
and tp(aℓ,M
∗
ℓ ,M
∗
ℓ+1) ∈ S
bs
s (Mℓ)
does not fork over M0
}
.
9.6 Claim. 1) If s is a good λ-frame as in Hypothesis 5.1[?], then stc is a good
λ-frame as in Hypothesis 5.1 and deal with (< ω)-type.
2) If s is a good+λ-frame, then stc is a λ-good+ frame.
3) Primes, K3,vqs dense, etc., are lifted [FILL!].
Proof. Saharon: We may wonder (see answer later).
∗ ∗ ∗
9.7 Definition. 1) We say K1 is situated above K0 if for some λ0 ≤ λ1 we have: K
1
is a λ1-a.e.c., with amalgamation, K
0 is an λ0-a.e.c. with amalgamation and letting
K0,up be the lifting (from II§1) we have K1λ1 ⊆ K
0,up,≤K1
λ
=≤K0,up↾ K
1
λ. We may
write λℓ = λ(K
ℓ). We may treat tpK1(a,M,N) as tpK0(a,M,N) when no confusion
arises, e.g. p ↾ N,N ∈ Kt.
2) We say K1λ is weakly K
0-local (or weakly local above K0) if:
(a) K1λ is situated above K
0
(b) if M ∈ K1λ1 and p, q ∈ SK1λ(M), then
⊠ p = q ⇔ (∀N)[N ≤K0,up M & N ∈ Kλ(K0) → p ↾ N = q ↾ N(∈
SK0(N))] which means if p = tpK1
λ
(a,M,M1) and q = tpK1(b,M,M2)
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then: p = q iff for every N ∈ K0 satisfying N ≤K0,up M we have
tpK0,up(a,N,M1) = tpK0,up(b, N,M2) recalling that this means that
N ≤K0,up Nℓ ≤Mℓ, a ∈ N1, b ∈ N2 ⇒ tpK0(a,N,N1) = tpK0(b, N,N1).
2A) K1λ is basically weak K
0-local if (a),(b) above but in (b), p, q ∈ S bs(M).
3) We say K1 is K0-local (or local above K0) if
(α) K1 is situated above K0
(β) K1 is weakly K0-local
(γ) ifM ∈ K1 and p = tpK1(a,M,M1) ∈ SK1(M), then for some A ⊆M, |A| ≤
λ(K0) the type p does not split over A which means that: if A ⊆ N ∈
K0, Nℓ ≤K0,up M for ℓ = 1, 2 and f is an isomorphism from N1 onto N2
over A, then tpK0(a,N2,M1) = f(tpK0(a,N1,M1) (by Definition 2.13 this
is equivalent to: if A ⊆ N ∈ K0, N ≤K0,up M then (tpK0,uq(a,N,M1) does
not split over A.
4) We say s is situated above t if:
(a) s, t are good frames
(b) λt ≤ λs
(c) Ks is situated above Kt
(d) if M ∈ Ks and p ∈ S (M), then: p ∈ S
bs(M) iff for every large enough
N ≤K[t] M of cardinality λt we have p ↾ N ∈ S
bs
s (N)
(e) similarly “p ∈ S bss (M1) does not fork over M0 ≤s M1” iff there are N0 ≤Kt
N1 (so Nℓ ∈ Kt) such that Nℓ ≤K[t] Mℓ:
(∗) if N1 ≤Kt N
+
1 ≤K[t] M1 then p ↾ N
+
1 ∈ S
bs
t (N
+
1 ) does not fork over
N0.
5) We say s is weakly t-local (or local above t)
(α) s is situated above t
(β) Ks is weakly K
t-local, i.e., clause (b) of (2) (which deals with not necessarily
basic types); but even for basic types this (b) of (2) is not implies by “s
situated above t”.
5A) We say s is t-local (or local above t) if
(α) s is situated above t
(β) Ks is K
t-local (see (3)).
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6) In (5) we add basically if in (b) of (c) we demand this.
6A) In (5A) we add the adjective “basically” if we weaken clauses (β), (γ) of part
(3) to (β)bs + (γ)bs respectively; that is s is basically t-local if:
(α) s is situated
(β)bs if M ∈ Ks and p, q ∈ S
bs
s (M), then p = q ⇔ (∀N)[N ≤K[t] M & N ∈
Kt → p ↾ N = q ↾ N(∈ St(N)]
(γ)bs if M ∈ Ks, p ∈ S
bs
s (M), then for some A ⊆M we have |A| ≤ λt and p does
not split over A.
7) We say s is a strongly t-local if:
(α) s is basically t-local
(β) s, t are weakly successful
(γ) if M ≤s N , then for almost every X ∈ [N ]
≤λ[t] the type tpK[t](X,M,N)
does not split over X ∩N , see Definition xxx
(δ) for Mℓ ∈ Ks for ℓ < 4, we have NFs(M0,M1,M2,M3) iff for almost all
Y ∈ [M0 ∪M1 ∪M2 ∪M3]
λt , NFt(M0 ↾ Y,M1 ↾ Y,M2 ↾ Y,M3 ↾ Y )
(δ)′ NF have9 reflection from s to t and lifting from t to s and x.x.
8) We say s is super t-local if:
(α) s, t are weakly successful frames
(β) s, t have primes10 and ⊥ = ⊥
wk
(for both)
(γ) s is strongly t-local
(δ) if (M0,M1, a) ∈ K
3,pr
s then for almost all Y ∈ [M1]
λ(t) we have
(M0 ↾ Y,M1 ↾ Y, a) ∈ K
3,pr
t .
8A) We say that s is super-t-local if:
(α) s, t are weakly successful frames
(β) s is strongly t-local
(γ) if M0 ∈ Ks, p ∈ S
bs(M) then there are M1, a such that
(i) (M0,M1, a) ∈ K
3,uq
s
(ii) tp(a,M0,M1) = p
(iii) for almost all Y ∈ [M1]
λ(t) we have (M0 ↾ Y,M1 ↾ Y, a) ∈ K
3,uq
t .
9is it reasonable to demand this instead for K3,uqs ? Then for NF it follows.
10To demand every (M0,M1, a) ∈ K
3,uq
s is reflected incomparable. To demand for a dense
family is enough and weak.
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9) In any of the above we add “fully” if K1λ1 = K
0,up
λ1
(for a.e.c.) or Ks = (K[t])λ(s)
(for frames).
9.8 Claim. Assume s = t+ is weakly successful and t is λt-good
+ and successful.
1) If M ∈ Ks and p ∈ Ss(M), then p does not split over some A ⊆M of cardinality
λt [even in a stronger sense: for Nℓ ≤K[t] M,Nℓ in any cardinality].
2) s is strongly t-local.
3) [??] If M ∈ Ks, A ⊆M, |A| < λs and p ∈ Ss(M), then
p does not split over A iff (∀N ∈ Kt)
[N ≤Kt M & A ⊆ N → p ↾ N does not λt-split over A]
4) s is super t-local.
Proof. Essentially from II.?.
Some of the obvious properties are
9.9 Claim. 1) If s2 is s1-local and s1 is s0-local, then s2 is s0-local.
2) If s2 is strongly s1-local, s1 has χ-nonsplitting, then s2 has χ-nonsplitting.
3) If s2 is strongly s1-local and s1 is strongly s0-local, then s2 is strongly s0-local.
4) Similar results for the “basic” version.
5) Similar results for “Kℓ a λℓ-a.e.c.”.
6) Similar results of “s is super t-local”.
Proof. Easy.
We now investigate the reflection of the following properties and their negation:
independent, orthogonal K3,qr, K3,vq.
9.10 Claim. 1) Assume K2 is situated above K1. If M1 ≤K2 M2 then for almost all
Y ∈ [M2]
λ[t] we have M1 ↾ Y ≤t M2; similarly for M1 K2 M2 & {M1,M2} ∈ K2.
2) [s is situated above t]
(a) p ∈ S bss (M1) does not fork overM0 ≤s M1 iff for almost every Y ∈ [M1]
λ(t)
we have: p ↾ Y ∈ S bst (M1 ↾ Y )
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(b) if M0 ≤s M1 ≤s M2 and J ⊆ IM1,M2 in independent in (M0,M1,M2) for s,
then for almost all Y ∈ [M2]
λ(t) we have: J∩Y ⊆ IM1↾Y,M2↾Y is independent
in (M0 ↾ Y,M1 ↾ Y,M2 ↾ Y ) for t,
(c) if p, q ∈ S bss (M), then for almost all Y ∈ [M ]
λ(t) we have p ±
wks
q ⇒ p ↾
(M ↾ Y ) ±
wkt
q ↾ (M ↾ Y )
(d) ifMℓ ≤s M, pℓ ∈ S
bs
s (Mℓ) then p1‖p2 iff for almost every Y ∈ [M ]
λ(t),Mℓ ↾
Y ≤t M and p1 ↾ (M1 ↾ Y )‖p2 ↾ (M2 ↾ Y ).
9.11 Claim. Assume s is super t-local.
1) If M0 ≤s M1 ≤s M2 and J ⊆ I
s
M1,M2
then J is independent in (M0,M1,M2) iff
for almost every Y ∈ [M2]
λ(t) the set J∩Y is independent in (M0 ↾ Y,M1 ↾ Y,M2 ↾
Y ).
2) If p, q ∈ S bss (M) then p ±
wks
q iff for almost every Y ∈ [M ]λ(t), p ↾ (M ↾ Y ) ±
wkt
q ↾
Y ).
3) If (M0,M1,J) ∈ K
3,qr
s then for almost all Y ∈ [M0]
λ(t) we have (M0 ↾ Y,M1 ↾
Y,J ∩ Y ) ∈ K3,qrt , similarly for /∈ K
3,qr
s .
4) Like (3) for K3,vqs .
5) If Mℓ ∈ Ks for ℓ < 4 then: NFs(M0,M1,M2,M3) iff for almost all Y ∈
[
⋃
ℓ<4
Mℓ]
λ)t) we have NFt(M0 ↾ Y,M1 ↾ Y,M2 ↾ Y,M3 ↾ Y ); similarly for the
negation.
6) If M0 ≤K[t] M2 ∈ Ks,M0 ≤t M1,M1 ∩M2 = M0 then we can find M3 such
that: M2 ≤s M3,M1 ≤K[t] M3 and for almost all Y ∈ [M3]
λ(t) we have NF
t(M0 ↾ Y,M1 ↾ Y,M2 ↾ Y,M3 ↾ Y ). We express this as NFt,s(M0,M1,M2,M3).
Similar we define “p ∈ S bss (M2) does not fork over M0 for (t, s).
7) IfM1 ≤s M2 and a¯ ∈
λ(t)(M2), then for some A ∈ [M1]
λ(t) we have tps(a¯,M1,M2)
does not λs-split over A.
8) The parallel of 8.14 (fill).
Proof. Fill (particularly (7)).
For some club Cℓ ⊆ [Mℓ]
λt we have Y ∈ Cℓ ⇒Mℓ ↾ Y ≤K[t] Mℓ.
Now without loss of generalityY ∈ C2 ⇒ Y ∩M1 ∈ C1 so now for every Y ∈ C2
we have M1 ↾ Y = M1 ↾ (Y ∩M1) ≤K[t] M1 ≤K[t] M2 and M2 ↾ Y ≤K[t] M2 and
M1 ↾ Y ⊆M2 ↾ Y hence by axiom V of a.e.c. we have M1 ↾ Y ≤[K[t] M2 ↾ Y which
means that M1 ↾ Y ≤t M2 ↾ Y . 9.11
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9.12 Claim. 1) We say s¯ = 〈sθ : λ0 ≤ θ ≤ λ1〉 is a super local sequence if:
(a) each sθ is a weakly successful good θ-frame
(b) if λ0 ≤ θ0 < θ1 < λ then sθ1 is fully super sθ1-local.
2) For such s¯ let: Ks¯ = (K[s¯λ0 ])[λ0,λ+1 )
and we write ≤s for ≤Ks¯ . Let NFs¯(M0,M1,M2,M3)
iff M0 ≤s¯ Mℓ ≤s¯ M3 for ℓ = 1, 2 and for almost every Y ∈ [M3]
λ0 we have
NFsλ0 (M0 ↾ Y,M1 ↾ Y,M2 ↾ Y,M3 ↾ Y ).
9.13 Claim. 1) If s¯ = 〈sθ : θ ∈ [λ0, λ1)〉 is a super local sequence and λ1 is a limit
cardinal then for one and only one sλ1 the sequence s¯
′ = 〈sθ : θ ∈ [λ0, λ
+
1 )〉 is a
super local sequence.
2) If s¯ = 〈sθ : θ ∈ [λ0, λ
+
1 )〉 is a super local sequence and sλ1 is successful, and we
define sλ+1
= s+λ1 then the sequence s
′ = 〈sθ : θ ∈ [λ0, λ
++
1 )〉 is a super local sequence
(but not necessarily full!).
Proof. FILL! 9.13
Now we return to trying to deal with all types in S (M), i.e. fullness.
9.14 Definition. [s is a λ-frame]
1) For M ∈ Ks let S
na
s (M) = {tp(b,M,N) : M ≤s N and b ∈ N\M}.
2) The λ-frame s is type-full if M ∈ Ks ⇒ S
bs
s (M) = S
na
s (M).
3) [s is a weakly successful good λ-frame]
Let snf = s(nf) be the following frame (see below)
(a) Ks(nf) = Ks
(b) S bs
s(nf)(M) = S
na
s (M)
(c)
⋃
s(nf)
(M0,M1, a,M3) holds iff M0 ≤s M1 ≤s M3 and a ∈M3\M1 and there
are M ′3,M2 such that M0 ≤s M2 ≤s M
′
3,M3 ≤s M
′
3 and a ∈ M2 and
NFs(M0,M1,M2,M
′
3).
4) [s as in (3)]
Let s+nsp be the λ+s -frame which we also denote by s(∗) or s(+nsp), defined by
(a) Ks(∗) = Ks(+)
(b) S bs
s(∗)(M) = S
nsp
s(+)(M) =: {p ∈ S
na
s(∗)(M) : for some M0 ≤K[s] M from
Ksλ, p does not λs-split over M0 (see Definition 2.13(1) in our case as M is
94 SAHARON SHELAH
Kx-saturated over λ, this means that every automorphism g of M over M1
maps p to itself), if s is successful this is S na
s(∗)(M)
(c)
⋃
s(∗)
(M0,M1, a,M3) ifM0 ≤s M1 ≤s M3, a ∈M3\M1 and tps(∗)(a,M1,M3)
does not λs-split over some N0 ≤K[s] M0, N0 ∈ Ks.
9.15 Claim. Assume s is a successful good+-frame. If M ∈ Ks(+) and p, q ∈
Ss(M) and N ≤K[s] M & N ∈ Ks ⇒ (p ↾ N) = (q ↾ N) then p = q.
Proof. Similar to 2.15.
9.16 Lemma. Assume that s is a successful good+ frame. Then the frame s(+nsp) =
s(∗) is a good+ λ+s -frame and S
bs
s(∗)(M) = Ss(∗)(M), s(∗) has primes and weak or-
thogonality and is equivalent to orthogonality for it and Ks(∗) is categorical.
Proof. We have to check the axioms there.
Axioms: (A),(B),(C).
As Ks(∗) = Ks(+) this follows from 1.9(1).
Axiom: (D),(a),(b) by the Definition of S bs
s(∗).
Axiom (D)(c): Any a ∈ N\M is O.K. by [\600 , §6],II.? (2) (use representation,
remember that every model M ∈ Ks(∗) is a saturated in Ks above λs of cardinality
λ+s = λs(∗)). Hence we get also S¯
bs
s(∗)(M) = S
na
s(∗)(M).
Axiom (D)(d): This holds as Ks(+) is stable in λ
+
s by 1.9(2) + [\600 , §4],II.? but
Ks(∗) = Ks(+), alternately use [\600 , §6],II.?(1)(?).
Axiom (E)(a): By the definitions.
Axiom (E)(b): [monotonicity].
So AssumeM0 ≤s(∗) M
′
0 ≤s(∗) M
′
1 ≤s(∗) M1 ≤s(∗) M3 ≤s(∗) M
′
3 and
⋃
s(∗)
(M0,M1, a,M3)
so it is witnessed by some N0 ≤K[s] M0 with N0 ∈ Ks.
Now the sameN0 witness
⋃
s(∗)
(M ′0,M
′
1, a,M3). The other statement (
⋃
s(∗)
(M0,M1, a,M3)⇔
⋃
s(∗)
(M0,M1, a,M
′
3)) is immediate by tps(∗)(a,M
′
1,M
′
3) = tps(∗)(a,M
′
1,M3).
Axiom (E)(c): (local character).
So assume that 〈Mi : i ≤ δ + 1〉 is s(∗)-increasing continuous, δ < (λs(∗))
+ =
λ++, c ∈ Mδ+1\Mδ, and assume toward contradiction that tps(∗)(c,Mδ,Mδ+1) ∈
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S bs
s(∗)(Mδ) is a counterexample. Without loss of generality δ = cf(δ), so δ ≤ λ
+.
Let M¯ i = 〈M iα : α < λ
+〉 be a ≤s-representation of Mi, E a thin enough club of
λ+, so e.g.
α ∈ E ⇒ c ∈M δ+1α
and
α ∈ E & α < β ∈ E & i ≤ δ ⇒ tps(c,M
i
β,M
δ+1
α ) does not λ-split over M
i
α
and
α < β ∈ E & i < δ ⇒ tps(c,M
δ
β,M
δ+1
β ) does λ-split over M
i
α.
Choose εi ∈ E for i ≤ δ, increasing continuous, so 〈M
i
εi
: i ≤ δ〉 is <s-increasing
continuous, eachM iεi is (λ, ∗)-brimmed for s and i < j ≤ δ ⇒M
j
εj
is (λ, ∗)-brimmed
overM iεi for s. If δ < λ
+, by Subclaim 2.15, for some i < δ, tps(c,M
δ
εδ
,M δ+1εδ+1) does
not λ-split over M iεi for Ks, contradiction to the choice of E above (and obvious
monotonicity of nonsplitting). If δ = λ+, use Fodor’s lemma.
Axiom (E)(d): [transitivity]
Assume
(α) M1 ≤s(∗) M2 ≤s(∗) M3 ≤s(∗) M4
(β) a ∈M4\M3
(γ) tps(∗)(a,M2,M4), s(∗)-does not fork over M1 and
(δ) tps(∗)(a,M3,M4), s(∗)-does not fork over M2.
Let M¯ ℓ = 〈M ℓζ : ζ < λ
+〉, for ℓ = 1, 2, 3, 4 be a ≤s-representation of Mℓ such
that a ∈ M40 and without loss of generalityα < β < λ
+ & 1 ≤ ℓ < m ≤ 4 ⇒
NFs(M
ℓ
α,M
m
α ,M
ℓ
β,M
m
β ) and for ℓ = 1, 2
⊠ℓ M
ℓ
0 witness tps(∗)(a,Mℓ+1,M4), s(∗)-does not fork over Mℓ.
Let a¯ℓ list M
ℓ
0 so a¯ℓ ∈
λ(Mℓ). Now assume b¯, c¯ ∈
λ(M3) are such that
(ε) tpK[s](b¯,M
0
1 ,M4) = tpK[s](c¯,M
0
1 ,M4).
As M2 is K[s]-brimmed above λs we can find b¯
′ ∈ λ(M2) such that
(ζ) tpK[s](b¯
′,M02 ,M4) = tp(b¯,M
0
2 ,M4)
96 SAHARON SHELAH
similarly we can find c¯′ ∈ λ(M2) such that
(η) tpK[s](c¯
′,M02 ,M4) = tp(c¯,M
0
2 ,M4).
Chasing equalities (ε) + (ζ) + (η), as M01 ⊆ M
0
2 , clearly tpK[s](b¯
′,M01 ,M4) =
tpK[s](c¯
′,M01 ,M4), hence by clause (γ) more exactly by ⊠1 we have
(θ) tpK[s](〈a〉ˆb¯
′,M01 ,M4) = tpK[s](〈a〉ˆc¯
′,M01 ,M4).
By clause (δ), i.e., by ⊠2 and the statement (η) we have
(ι) tpK[s](〈a〉ˆc¯,M
0
2 ,M4) = tpK[s](〈a〉ˆc¯
′,M02 ,M4)
and similarly by ⊠2 and (ζ)
(κ) tpK[s](〈a〉ˆb¯,M
0
2 ,M4) = tpK[s](〈a〉ˆb¯
′,M02 ,M4).
By chasing the equalities (θ)+(ι)+(κ) we get tpK[s](〈a〉ˆb¯,M
0
0 ,M4) = tpK[s](〈a〉ˆc¯,M
0
0 ,M4)
as required.
Axiom (E)(e): [Unique nonforking extension].
So let M0 <s(∗) M1 and p, q ∈ S
bs
s(∗)(M1) does not fork over M0 and p ↾ M0 =
q ↾ M0. Let M1 <s(∗) M2 and a1, a2 ∈ M2 be such that tps(∗)(a1,M1,M2) = p
and tps(∗)(a2,M1,M2) = q. Let 〈Mℓ,ζ : ζ < λ
+〉 be a ≤s-representation of Mℓ for
ℓ = 0, 1, 2 with a1, a2 ∈ M2,0. By the assumption and the definition of s(∗) for a
club E of λ+ we have, for ζ ∈ E, p ↾ M0,ζ = q ↾ M0,ζ ∈ Ss(M0,ζ) call it rζ and
p ↾ M1,ζ , q ↾ M1,ζ belong to Ss(M1,ζ) and does not λ-split over M0,0 and they
extend rζ ; also for ζ < ξ in E and ℓ < 2 we have NFs(Mℓ,ζ ,Mℓ+1,ζ ,Mℓ,ξ,Mℓ+1,ξ)
and for ℓ < ξ,Mℓ,ξ is (λ, ∗)-brimmed over Mℓ,ζ for s. Now for ζ < ξ from E, let
g be an isomorphism from M1,ξ onto M2,ξ over M1,ζ , (clearly exists). Let a¯ list
M1,ξ, and b¯ = g(a¯), so as for ℓ = 1, 2, tps(a¯ℓ,M1,ξ,M2,ξ) does not λ-split over
M0,0 ≤s M1,ζ (by the hypothesis) there is an extension gℓ of g to an automorphism
of M2 such that gℓ(aℓ) = aℓ, so clearly p ↾M1,ξ = q ↾M1,ξ. By 9.8(2) we get p = q
(recall that Ks(+) = Ks(∗)).
Axiom (E)(f): [Symmetry].
The proof relies on (E)(g) proved below.
We use freely Ks(∗) = Ks(+).
By the symmetry (in the axiom) assume clause (b) there and we shall prove clause
(a). So there are M4,M5 such that M3 ≤s(∗) M5 and M0 ∪ {a2} ⊆ M4 ≤s(∗) M5
and tps(∗)(a1,M4,M
′
5) does not fork over M0 for s(∗). By (E)(g) we can find
M6,M7 ∈ Ks(∗) such that M4 ≤s(∗) M6 ≤s(∗) M7,M5 ≤s(∗) M7 and M6 is (λ
+
s , ∗)-
brimmed over M5 for s
+ (equivalently for s(∗)) and tpKs(∗)(a1,M6,M7) does not
fork over M4 for s(∗).
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By transitivity (i.e. clause (E)(d)) we know that tps(∗)(a1,M6,M7) does not
fork over M0 for s(∗). By 8.6 applied to s
+ we can find M2,J2 such that M0 ≤s(∗)
M2 ≤s(∗) M6,J2 ⊆ I
s(∗)
M0,M2
is finite and (M0,M2,J2) ∈ K
3,qr
s(+) and a2 ∈ M2. Also
by 8.6 for s+ without loss of generalitywe can find M∗1 , a
∗
1 such that M0 ≤s(∗)
M∗1 ≤s(∗) M7 and a
∗
1 ∈ M
∗
1 such that tps(+)(a
∗
1,M0,M
∗
1 ) = tps(+)(a1,M0,M3)
(equivalently, for tps(∗)) and NFs(+)(M0,M
∗
1 ,M6,M7) and M
∗
1 is (λ
+, ∗)-brimmed
over M0 for s
+. We also can find M1 such that M0 ∪ {a
∗
1} ⊆ M1 ≤s(∗) M
∗
1 ,J2 ⊆
I
s(∗)
M0,M
∗
1
is finite and (M0,M1,J1) ∈ K
3,qr
s(+).
Now
⊛1 J1 ∪ J2 is independent in (M0,M7) for s
+
[why? see 8.11(3)]
⊛2 tps(∗)(a
∗
1,M6,M7) does not fork over M0 for s(∗)
⊛3 tps(∗)(a
∗
1,M6,M7) = tps(∗)(a1,M6,M7)
[why? as both are s(∗)-nonforking extensions of tps(∗)(a1,M0,M3).]
We are done by subclaim ? below.
—> scite{705-x.X} undefined
Axiom(E)(g): [extension existence]
So let M0 ≤s(∗) M1 and p ∈ S
bs
s(∗)(M0) so for some N0 ∈ Ks, N0 ≤K[s] M0 and
N0 is a witness for p. So M0,M1 are saturated models in λ
+ for Ks hence there is
an isomorphism f from M0 onto M1 over N0 and f(p) ∈ S
bs
s(∗)(M1) is witnessed by
N0 and extend p ↾ N0 hence p. [Saharon: say more]
Axiom (E)(h): By claim 9.17(1) below.
Axiom (E)(i): By [\600 , §2],II.? it follows.
Lastly
s(∗) is good+:
So assume M¯ ℓ = 〈M ℓα : α < λ
++〉 is ≤s(∗)-increasing continuous, M
0
α ≤s
M1α, aα ∈ M
0
α+1, tp(aα+1,M
0
α+1,M
0
α+2) ∈ S
bs
s(∗)(M
0
α+1) is an s(∗)-nonforking ex-
tension of p∗ ∈ S bs
s(∗)(M
0
δ ) but tps(∗)(aα+1,M
1
0 ,M
1
α+2) does s(∗)-fork over M
0
0 and
we shall get a contradiction.
As p∗ ∈ S bs
s(∗)(M
0
0 ) clearly for some N
∗ ∈ Ks we have N
∗ ≤K[s] M
0
0 and p
∗
does not λ-split over N∗ hence (by 9.17(2) below) also tps(∗)(aα+2,M
0
α+1,M
0
α+2)
does not λ-split over N∗. let 〈Nε : ε < λ
+〉 be a ≤s-representation of M
1
0 , and
without loss of generalityN∗ ≤s N0.
Now for each α < λ++ the type tps(∗)(aα+1,M
1
0 ,M
1
α+2) does s(∗)-fork over M
1
0
hence it does λ-split over N∗, but clearly for some ζα < λ
+ it does not λ-split over
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Nζ(α). So for some ζ
∗ < λ+ the set W = {α < λ++ : ζα = ζ
∗} is unbounded in
λ++. Now choose by induction on ε < λ a triple (αε,M0,ε,M1,ε) such that:
(a) αε ∈ S is increasing
(b) M0,ε ≤K[s] M
0
αε
is ≤s-increasing continuous
(c) M1,ε ≤K[s] M
1
αε
is ≤s-increasing continuous
(d) M0,ε ≤s M1,ε
(e) aε(α) ∈M0,ε+1
(f) N∗ ⊆M0,ε, Nζ∗ ⊆M1,ε.
There is no problem to carry the definition and 〈(M0,ε,M1,ε; aε) : ε < λ
+〉 provide
a counterexample to “s is good+”.
9.16
9.17 Claim. 1) Assume the pre-λ-frame r (see 0.2) satisfies axiom (E)(c),(d) (of
good frames of II.?) and S bsr = S
na
Kr
.
Then it satisfies (E)(h), too. [have appeared?]
2) In clause (c) of Definition 9.14(4), an equivalent condition is
(∗) if N0 ≤K[s] M0, N0 ∈ Ks and tps(∗)(a,M0,M3) does not λ-split over N0
then also tps(∗)(a,M1,M3) does not λ-split over it.
Proof. So assume 〈Mi : i ≤ δ〉 be ≤r-increasing continuous, p ∈ S
bs
r (Mδ) and
p ↾ Mi belongs to S
bs
r (Mi), does not r-fork over M0 for i < δ. As p ↾ Mi is not
realized in Mi for i < δ this holds for i = δ, too. Let (Mδ,Mδ+1, a) ∈ K
3,bs
r be such
that p = tpr(a,Mδ,Mδ+1); now by an assumption p belongs to S
bs
r (Mδ) hence by
(E)(c) for some i < δ the type p = tpr(a,Mδ,Mδ+1), does not r-fork over Mi. But
we assume that p ↾ Mi does not r-fork over M0. So by Axiom (E)(d) together we
get p does not r-fork over M0. 9.17
Of course
9.18 Claim. If s is a successful type full λ-good+-frame, then s+ is a full λ+-good
frame and s∗ = s+.
Proof. Easy.
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9.19 Claim. [s is successful and type-full λ-good frame].
IfM0 ≤s M1 ≤s M2 and (Mℓ,Mℓ+1, aℓ) ∈ K
3,pr
λ for ℓ = 1, 2, then (M0,M1, a0a1) ∈
K3,prλ .
Proof. Use 5.8(2).
[But ⊕-closed suffices.]
9.20 Question: Add on snf for s saturative. Saharon!
∗ ∗ ∗
9.21 Claim. [Here?] Assume s is super t-local, both full.
If M0 ≤K[t] M1,M0 ∈ Kt,M1 ∈ Ks, p1 ∈ S (M1) does not fork over M0, p0 = p ↾
M0 < St(M0), then rks(p1) = rkt(p0).
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§10 Regular types
10.1 Hypothesis. s is a λ-good weakly successful frame with primes such that s is
type-full.
10.2 Definition. 1) We say that p ∈ S bss (M) is regular if there areM0,M1, a,M2
such that:
(a) Mℓ is (λ, ∗)-brimmed over M0 for ℓ = 1, 2
(b) M0,M ≤s M1 ≤s M2, a ∈M2
(c) p′ = tp(a,M1,M2) is parallel to p
(d) p′ does not fork over M0
(e) if c ∈M2\M1 realizes p
′ ↾M0 then c realizes p
′.
2) We say that p ∈ S bss (M) is regular
+ if there are M1,M2, a such that clauses
(a)-(d) above holds and (see §2)
(e)′ if c ∈M2\M1, then rk(tp(c,M,M2)) ≥ rk(p).
3) We add “directly”, if
(g) M1 =M .
Remark. Note that regular 6= regular+, e.g. T is the first order theory of M =
(ω×ω∪ω, PM , QM , FM ) when PM = ω×ω,QM = ω, FM((n,m)) = n, FM(n) = n.
By and for our purposes every regular type is “equivalent to a regular+ type so
those suffice.
10.3 Claim. 1)
(a) If p1‖p2 then p1 is regular iff p2 is regular
(b) if M is (λ, ∗)-brimmed (trivially holds if Ks is categorical) and p ∈ S
bs
s (M),
then p is regular iff it is directly regular.
2) If p ∈ S bs(M) is regular, M is (λ, ∗)-brimmed over M0, p does not fork over M0
and (M,M2, a) ∈ K
3,pr
s , tp(a,M,M2) = p and we let M1 = M . Then p is regular
iff clause (e) of 10.2 holds. So trivially (a), (b), (c), (d)) of 10.2 hold, i.e., holds
for M0,M1,M2, a.
3) The parallel of parts (1),(2) holds for regular+.
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4) If (M,N, a) ∈ K3,prs and p = tps(a,M,N) is regular
+,M is (λ, ∗)-brimmed, then
c ∈ N\M ⇒ rk(tp(c,M,N)) ≥ rk(p).
5) If p is regular+ then p is regular.
Proof. 1a) So assume that M ′ ≤s M and M
′′ ≤s M and p
′ ∈ S bs(M ′), p′′ ∈
S bs(M ′′) are parallel, that is some p ∈ S bs(M) does not fork overM ′ and overM ′′
and p ↾M ′ = p′, p ↾M ′′ = p′′ and we should prove that p′ is regular iff p′′ is regular.
By the symmetry it suffices to show that p′ is regular iff p is regular. Now the
“if” direction is trivial (the same witnesses M0,M1,M2, a works). For the “only if”
direction, let (M ′0,M
′
1,M
′
2, a) witness p
′ is regular and without loss of generalityM ′2
is (λ, ∗)-brimmed over M ′1.
As Ks has amalgamation and M
′ ≤s M,M
′ ≤s M
′
2 without loss of generality for
some M1 we have M
′
1 ≤s M1 and M ≤s M1 and without loss of generalityM1
is (λ, ∗)-brimmed over M ′1 ∪ M . There is an isomorphism f from M
′
1 onto M1
over M ′0 as both are (λ, ∗)-brimmed over it, and we can find f
+,M2, a
∗ such that
M1 ≤s M2, f
∗ ⊇ f, f∗ an isomorphism from M ′2 onto M2 and f
∗(a) = a∗.
Now f∗(M ′0),M1 = f
∗(M ′1),M2 = f
∗(M ′2) and a
∗ witnesses the regularity of p.
1b) The if direction is obvious (same witnesses).
For the other direction assume that M0,M1,M2, a witness that p ∈ S
bs(M) is
regular. There is M ′0 such that M0 ≤s M
′
0 ≤s M1 such that M
′
0 is (λ, ∗)-brimmed
over M0 and M1 is (λ, ∗)-brimmed over M
′
0. Clearly there is an isomorphism f
from M ′0 onto M and it can be extended to an isomorphism f
+ from M1 onto M1.
Without loss of generality f+(tp(a,M1,M2)) = tp(a,M1,M2) (as both types does
not fork over M0 and M
′
0,M1 are isomorphic over M0 hence there is g ∈ Aut(M
′
0)
over M0 such that g(tp(a,M
′
0,M2)) = f
−1(p). Hence replacing f by f ◦ g we are
“done”. Using f+ we can find f∗,M ′2, a
′ such that f∗ ⊇ f+ is an isomorphism from
M2 onto M
′
2, f
∗(a) = a′ and (f∗(M0),M1,M
′
2, a
′) is a witness to p directly regular.
2), 3), 4) Similar.
5) Because if M1 is (λ, ∗)-brimmed over M0 and p ∈ S
bs(M1) and q ∈ S (M1), q 6=
p, q ↾M0 = p ↾M0 then rk(p) = rk(p ↾M0) > rk(q), see 2.19(4) + 2.22. 10.3
10.4 Claim. 1) If M <s N and M is (λ, ∗)-brimmed, then for some c ∈ N\M the
type tp(c,M,N) is regular+ (hence regular).
2) If M0 <s M <s N,M is (λ, ∗)-brimmed and p ∈ S
bs
s (M0) is realized by some
member of N\M and M is (λ, ∗)-brimmed over M0, then for some c1 ∈ N\M
realizing p we have tps(c1,M,N) is regular.
Proof. 1) Choose c ∈ N\M such that rks(tps(c,M,N)) is minimal. Then choose
(λ, ∗)-brimmed M0 <s M such that M is (λ, ∗)-brimmed over M0 and tp(c,M,N)
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does not fork over M0.
2) Choose c ∈ N\M realizing p with rks(tps(c,M,N)) minimal. Let a1 ∈ M
1
0
realize p ↾M1, let f be an isomorphism from M1 onto M (exists as there is M
− <s
M such that M is (λ, ∗)-brimmed over M− and p does not fork over M−. 10.4
10.5 Claim. [s = t+, t is λ-good+ successful with primes or just s is super t-local
t with primes [Saharon]].
Assume (M,N, a) ∈ K3,bss , p = tps(a,M,N) and q ∈ S
bs
s (M) and M0 ∈
Kt,M0 ≤K[t] M (so M is (λ, ∗)-brimmed [if s = t
+]).
1) If p does not fork over M0 then
(a) p is regular (for s) iff p ↾M0 is regular (for t)
(b) Similarly for regular+
(c) if (M,N, a) ∈ K3,prs and c ∈ N\M realizes p ↾M0 then c realizes p.
2) There is a regular+ type p1 ∈ S
bs
s (M) not orthogonal to p, and realized in N
such that rks(p1) ≤ rks(p) and rks(r) < rks(p1) ⇒ r⊥p for r ∈ Ss(M) or just
r ∈ Ss(M
′),M ≤s M
′. Question: Is s not t?
3) If p, q are regular+ not orthogonal, then q is realized in N and rks(q) = rks(p).
4) If M∗ ≤s M, p ↾ M
∗ = q ↾ M∗, p 6= q, p does not fork over M∗ and p is regular
then p⊥q.
5) If p is regular+ and rks(q) < rks(p) then p⊥q.
6) Let p1 ∈ S
bs
s (M) be not orthogonal to p with minimal rank. Then
(α) p1 is realized in N and is regular
+
(β) if p is regular and (M,N1, a1) ∈ K3,prs,p1 then p is realized in N
1.
7) If a1 ∈ N\M and p⊥q and (M,N, a) ∈ K
3,pr
s then tps(a1,M,N)⊥q and M
′ <s
M & p⊥M ′ ⇒ tps(a1,M,N)⊥M
′.
8) If p, q are regular not orthogonal then q is realized in N .
Proof. For the case s = t+ let 〈Mα : α < λ
+〉, 〈Nα : α < λ
+〉 be ≤K[t]-representation
of M,N respectively. Without loss of generality (M,N, a) ∈ K3,prs and α < λ+ ⇒
(Mα, Nα, a) ∈ K
3,uq
t and α < β ⇒ NFt(Mα, Nα,Mβ, Nβ) hence (Mα, Nα, a) ∈
K3,prt [used?] and α < β ⇒ Nβ ,Mβ is (λ, ∗)− t-brimmed over Nα,Mα respectively.
1) Easy. (see 2.20 which deals with rk, but the proof works).
2) Choose p1 ∈ S
bs
s (M) realized by some c1 ∈ N\M with rks(p1) minimal and let
N1 ≤s N be such that (M,N1, c1) ∈ K
3,pr
s . Now p1 is regular
+ by 10.3(2),(3) it is
realized in N as exemplified by c1. Also rk(p1) ≤ rk(p) by the minimality of rk(p1).
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Lastly, assume r ∈ S bs(M ′), r±p,M ≤s M
′; without loss of generalityM =M ′
(see 8.14 and its proof). Without loss of generality p, p1, r do not fork over M0,
so as N is λ+t -saturated (for K
t) there is c2 ∈ N realizing r ↾ M0 such that
{a, c2} is not independent over M0 inside N . Now this implies c2 /∈ M hence
rks(tps(c2,M,N)) ≥ rks(p1) so necessarily using 2.20? rks(r) = rkt(r ↾ M0) =
rkt(tpt(c2,M0, N)) ≥ rks(tps(c2,M,N) ≥ rks(p1) as required.
3) First assume rk(q) ≤ rk(p).
Without loss of generality p, q does not fork over M0, so p ↾ M0, q ↾ M0 are
regular+ not orthogonal (by part (1) and by 6.11 respectively). As a ∈ N realizes
p ↾ M0 and N is λ
+
t -saturated there is c ∈ N realizing q ↾ M0 such that {a, c} is
not independent over M0 inside N for t. Hence c /∈ M , hence rks(tps(c,M,N)) ≤
rkt(tpt(c,M0, N)) = rks(q) ≤ rks(p) so rks(tps(c,M,N)) = rk(p).
As p is regular+ and (M,N, a) ∈ K3,prs,p this implies that rks(tps(c,M,N)) is equal
to rks(p), hence to rks(q), so necessarily tps(c,M,N) = q and rks(p) = rks(q). We
are left with the case rks(p) < rks(q). But then interchanging p and q (and
replacing N, a by others) we get a contradiction.
4) Without loss of generality M∗0 =: M
∗ ∩M0 <t M1 and p does not fork over it.
Without loss of generality and p and q does not fork over (are witnessed by) M0
and p ↾ M1 and p⊥q ⇔ (p ↾ M0⊥q ↾ M0). Assume toward contradition that p ± q
hence for some c ∈ N realizing q ↾ M0, {a, c} is not independent over M0 inside
N , hence c ∈ N\M . So choose c′ ∈ N\M realizing q ↾ M0 with rks(tps(c
′,M,N))
minimal, and choose α < λ+t such that Mα ≤t N
′ ≤t Nα and tp(c
′,M,N) does not
fork over Mα and c
′ ∈ N ′α and (Mα, N
′, a) belongs to K3,uqt hence to K
3,pr
t , and
N ′ is (λ, ∗)− t-saturated over M0.
So M0,Mα, N
′, a, p ↾ Mα, c
′ contradict “p ↾ M1 is t-regular (check Definition
10.2(1)).
5) Proof similar to (3).
6) Clause (α): as in the proof of part (2).
Proof of Clause (β):
By clause (α) we know that p1 is realized inN , so without loss of generalityN
1 ≤s
N hence a1 ∈ N . Without loss of generality both p and p1 does not fork over M0
and so as in earlier cases there is c ∈ N1 realizing p ↾ M0 such that {c, a
1} is not
independent in N over M0. This implies c ∈ N
1\M hence by clause (c) of part (1)
we know that c realizes p, as required.
7) Easy.
8) Let p1 ∈ S
bs(M) be not orthogonal to p of minimal rank, and let q1 ∈ S
bs
s (M)
be not orthogonal to q of minimal rank. By part (6), clause (α) p1, q1 are regular
+.
By part (6) clause (α), p1 is realized in N say by a1. Now p1± q1 (apply twice part
(6)(β)+(7) to get (p1⊥q1 ⇒ p⊥q)), hence by part (3) some b1 ∈ N realizes q1 hence
by part (6) clause (β) (applied to q, q1) some b ∈ N realizes q, as required.
10.5
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10.6 Conclusion. 1) Non-orthogonality among regular types is an equivalence
relation.
2) For regular p, q ∈ S bs(M) and r ∈ S (M) we have p± q, q ± r ⇒ p± r.
3) For p, q, r ∈ S bs(M), q regular, p± q, q ± r we have p± r.
4) For nonorthogonal p, q ∈ S bs(N) and M ≤s N , we have p⊥M ⇔ q⊥M).
[Saharon: with categoricity use (s, t), s saturated over t.
10.7 Claim. [s categorical in λs].
1) If M ≤s N and p ∈ S
bs
s (N) is not orthogonal to M then there is q ∈ S
bs
s (N)
not orthogonal to p, conjugate to p (i.e., f(p) = q for some f ∈ Aut(M)) and q
does not fork over M .
2) If 〈Mi : i ≤ δ + 1〉 is ≤s-increasing continuous and Mδ 6= Mδ+1, then for some
c ∈Mδ+1\Mδ and nonlimit i < δ, we have tp(c,Mδ,Mδ+1) does not fork over Mi,
and is orthogonal to Mi−1 if i > 0 so s has enough regulars (see Definition x.x).
3) If in part (2), q ∈ S bss (Mδ) is regular realized by some member of Mδ+1, then
we can demand tp(c,Mi,Mδ+1) is conjugate to q.
4) In part (1), if for some M0 is (λ, ∗)-brimmed over M0, then we can get q conju-
gate to p over M0.
Proof. 1) Let r ∈ S bs(M) be not orthogonal to p. Let 〈Mα : α ≤ ω〉, 〈Nα : α ≤ ω〉
be as in the proof of 8.14, i.e., M = Mω = ∪{Mn : n < ω}, N = Nω = ∪{Nn :
n < ω}, NFs(Mn, Nn,Mn+1,Mn+1, Nn+1) and Mn+1, Nn+1 is (λ, ∗)-brimmed over
Mn, Nn respectively; without loss of generality p does not fork over N0 and r does
not fork over M0. We can find 〈fi : i < λ
+〉 such that f1+i is a ≤s-embedding of
N0 into M over M0, f0 = idN0 , such that 〈fi(N0) : i < ω〉 is independent over M0
(see 8.14) and clearly fi(p ↾ N0) ± q ↾ M0, hence fi(p ↾ N0)±M0. By 8.14 clearly
p ↾ N0 ± f1(p ↾ N0) and let q ∈ S
bs(N) be a nonforking extension of f1(p ↾ N0).
2) By 10.4(1) for some d ∈ Mδ+1\Mδ, the type tp(d,Mδ,Mδ+1) is regular, and
apply part (3).
3) Let j = Min{i ≤ δ : q ±Mi}, as q ±Mδ clearly j is well defined. By 6.10(2), j
is a nonlimit ordinal and by part (1) there is r ∈ S bs(Mδ) not forking over Mj not
orthogonal to q and conjugate to q hence r is regular and by 10.6(4)a is orthogonal
to Mj1 for j1 < j but not orthogonal to p.
By 10.5(8) some c ∈Mδ+1\Mδ realizes r.
4) Easy. 10.7
10.8 Claim. If NFs(M0,M1,M2,M3) and p ∈ S
bs
s (M3) is regular and p±M1, p±
M2 then p±M0.
Proof. FILL (used in 12.9).
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10.9 Claim. 1) Assume
(a) s is super t-local
(b) t is weakly successful with primes, categorical in λt.
Then the conclusion of 10.7 holds.
2) If s satisfies 10.7(1) then it satisfies 10.7(2), (3), (4).
Proof. 1) By part (2) it suffices to prove 10.7(1), it holds by the same proof using
9.10(8) instead of 8.14.
2) Same proof. 10.9
10.10 Definition. We call (M¯, J¯) ∈ W regular if c ∈ Ji ⇒ tp(c,Mi,Mi+1) is
regular; we say “regular except J” if c ∈ J are excluded.
10.11 Claim. [s categorical in λs or just the conclusions of 10.7.]
1) Assume M ≤s N and J ⊆ IM,N is independent in (M,N). Then we can find a
prime (M¯, J¯) ∈ K3,ars with J ⊆ J0,M0 = M,N = ∪{Mn : n < ω} and (M¯, J¯) is
regular except (possibly) J.
2) If (M,N, a) ∈ K3,uqs then we can find prime regular (M¯, J¯) ∈ K
3,ar
s with J0 =
{a},M0 =M,N = ∪{Mn : n < ω}.
3) If N0 ≤s N1 ≤s N2, c ∈ N2\N1,tp(c, N1, N2)±N0 then for some b ∈ N2\N1 the
type tp(b, N1, N2) does not fork over N0 and is regular.
Proof. 1) Like the proof of 3.8 using 10.7(2).
2) Follows.
3) Apply part (1) with (N1, N2, ∅) here standing for (M,N,J) there and get (M¯, J¯)
as there. If for some c ∈ J0, tp(c,M0,M1)±N0, then by 10.7(3) we get the desired
conclusion. Otherwise, we get contradiction by claim 10.12 below. 10.11
10.12 Claim. If (M¯, J¯) ∈ K3,ars is prime, N <s M0 and c ∈ J0 ⇒ tp(c,M0,M1)⊥N
then M0 <
s
N
⋃
n
Mn (see Definition 5.7(2)), i.e., every q ∈ S
bs(M0) not forking
over N has a unique extension in S bs(
⋃
n<ω
Mn).
Proof. Easy (put in §5?).
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10.13 Definition. 1) For M ≤s N let I
reg
M,N = {c ∈ N : tp(c,M,N) is regular}.
2) For M <s N , we define on I
reg
M,N a dependence relation called the (M,N)-
dependence relation by:
(a) J ⊆ IregM,N is (M,N)-independent if it is independent
(b) c ∈ JregM,N is (M,N)-dependent on J ⊆ J
reg
M,N if there is an independent
J′ ⊆ J such that c ∈ J′ or J ∪ {c} is not independent.
We omit (M,N) if clear.
Remark. We can use only regular+ types; somewhat simplify.
10.14 Claim. Assume M ≤s N .
1) The relations in 10.13 and their negations are preserved if we replace N by a
≤s-extension.
2) If J1,J2 ⊆ I
reg
M,N are (M,N)-independent, every b ∈ J2 does (M,N)-depend on
J1 and c ∈ I
reg
M,N depend on J2, then c ∈ (M,N)-depend on J1.
3) The (M,N)-dependence relation satisfies the axioms of dependence relation, such
that dimension is well defined.
4) J ⊆ IregM,N is a maximal (M,N)-independent subset of I
reg
M,N iff (M,N,J) ∈ K
3,uq
s
iff (M,N,J) ∈ K3,qrs .
5) If P ⊆ {p ∈ S bs(M) : p regular} is a maximal set of pairwise orthogonal types
and J ⊆ IregM,N , Then we can find J
′, f such that:
(a) J′ ⊆ IregM,N is (M,N)-independent
(b) h is a function from J onto J′ such that h(c), (M,N)-depend on {c}
(c) c ∈ J′ ⇒ tps(c,M,N) ∈ P.
Proof. Straight. [Details???]
10.15 Claim. 1) Assume Ji ⊆ IM,N for i < i
∗ and i 6= j & a ∈ Ji & b ∈ Jj ⇒
tps(a,M,N) ⊥ tp(b,M,N).
Then
(α) i 6= j ⇒ Ji ∩ Jj = ∅
(β) ∪{Ji : i < i
∗} is independent in (M,N) iff for each i,Ji is independent in
(M,N).
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2) Assume J ⊆ IregM,N and E is the following equivalence relation on IM,N : aEb⇔
tp(a,M,N)± tp(b,M,N). Then J is independent in (M,N) iff J/(a/E ) is inde-
pendent in (M,N).
Proof. Easy.
10.16 Remark.: 1) Say on weight and simple; so 8.3 and (M,N, c) ∈ K3,pr; here?
2) Where [s saturative] ifM0 ≤s M1 ≤s M2, tp(c,M1,M2) ⊥M0 and (M0,M1,J) ∈
K3,vqs then (M0,M2,J) ∈ K
3,vq
s ?
For more on groups see [Sh:F569].
10.17 Claim. Assume
(a) M ≤s N are superlimit
(b) if p ∈ S bs(M) is regular then for some regular q ∈ S br(M) we have
dim(q, N) = λs and p± q, (see Definition 5.12, ? .
—> scite{705-5.1A} undefined
Then N is (λ, ∗)-brimmed over M .
[Used in 12.34. (is 6.orth.x)]
Proof. FILL!
10.18 Claim. If NFs(M0,M1,M2,M3), p ∈ S
bs(M3) is regular and p±M1, p±M2
then p±M0.
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§11 DOP
Note that this is meaningful for non-excellent frame.
Question: Change the framework to super local s¯? or s super t-local?
On weight: see 11.5, 11.6, 11.7. Main gap for describing Ma ∈ Ks where <s-extend
a fixed N .
11.1 Hypothesis. s is λ-good+ frame which is successful, with prime models (see
below), such that K3,uqλ = K
3,pr
λ . [check]
Let C ∈ Ks
λ+
be saturated over λ.
11.2 Definition. 1) We say s has DOP if: we can find Mℓ (for ℓ < 4) and aℓ (for
ℓ = 1, 2) and q which exemplifies it, which means
(a) NFs(M0,M1,M2,M3)
(b) (M0,Mℓ, aℓ) ∈ K
3,uq
λ for ℓ = 1, 2
(c) (M1,M3, a2) ∈ K
3,uq
λ
(d) q ∈ S bs(M3) is orthogonal to M1 and to M2.
2) Above we also say that (p1, p2) has the DOP if there are Mℓ (ℓ < 4), aℓ (ℓ = 1, 2)
exemplifying it which means exemplifying DOP and tps(aℓ,M0,Mℓ)‖pℓ; we say
(p1, p2) has the explicit DOP if tps(aℓ,M0,Mi) = pℓ for ℓ = 1, 2.
3) We say s has NDOP if it fails to have DOP.
11.3 Claim. 1) If Mℓ (ℓ < 3), aℓ(ℓ = 1, 2) satisfies clauses (a), (b), (c) of Defi-
nition 11.2 and (p1, p2) = (tp(a1,M0,M1), tp(a2,M0,M2)) has the explicit DOP,
then replacing M3 by some M
′
3,M1 ∪M2 ⊆M
′
3 ≤s M3 clauses (c), (d) hold.
Proof. 1) Let M ′ℓ (ℓ < 4), a
′
ℓ (ℓ = 1, 2), q
′ exemplifies (p1, p2) has explicit DOP, so
M ′0 =M , tp(a
′
ℓ,M
′
0,M
′
ℓ) = pℓ. By uniqueness of primes we are done.
[Saharon: need!]
[Or first find M3 such that (M1,M3, a2) ∈ K
3,uq
λ then as (M0,M2, a2) ∈ K
3,pr
λ
there is ≤K-embedding f of M2 into M3 over M0 ∪ {a2}, let g ∈ AUT(C) extend
f ∪ idM1 (exists as NF(M,M1,M3,C) and NF(M,M1, f(M2),C)), so g
−1(M3) is
as required.] 11.3
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11.4 Claim. 1) [s has NDOP see Definition 11.2.] Assume
(a) NFs(M0,M1,M2,M3)
(b) (M0,Mℓ, aℓ) ∈ K
3,uq
s for ℓ = 1, 2
(c) (M1,M3, a2) ∈ K
3,uq
s .
Then
(d) (M2,M3, a1) ∈ K
3,uq
s .
2) If NFs(M0,M1,M2,M3) and (M0,Mℓ, aℓ) ∈ K
3,uq
s for ℓ = 1, 2 then the following
are equivalent:
(α) M3 is ≤s-minimal over M1 ∪M2
(β) (M1,M3, a2) ∈ K
3,uq
s
(γ) (M2,M3, a1) ∈ K
3,uq
s .
Proof. 1) If this fails, then by 7.9 we can find M ′3 <s M3, (M2,M
′
3, a1) ∈ K
3,uq
λ
and b ∈ M3\M
′
3 such that tp(b1,M
′
3,M3) is not orthogonal to M0. Hence by
the Definition of “a type is orthogonal to a model” there is c ∈ C such that
tp(c,M ′3,C) ∈ S
bs(M ′3) does not fork over M0 and c ⊎M ′3 b. By the choice of
c, c
⋃
M0
M ′3 but a1
M ′3⋃
M0
a2 hence {a1, a2, c} is independent over M0 hence {c, a2} is
independent over (M0,M1). Also c is independent over (M1,M2) hence c is indepen-
dent over (M0,M3), i.e., tp(c,M3,C) does not fork over M0 hence by monotonicity
tp(c,M3,C) does not fork over M
′
3. By the choice of b this contradicts c ⊎M ′3 b.
2) Similar.
[Question: can move to §5, ignoring regularity?] 11.4
11.5 Definition. Assume M1,M2 ∈ Ks,P ⊆ P[M1] =: ∪{S (N) : N ≤K[s]
M1, N ∈ Ks}. Then M1 ≤s,P M2 means that M1 ≤s M2 and if p ∈ P, pℓ the
nonforking extension of p in Ss(Mℓ) for ℓ = 1, 2, then p2 is the unique extension of
p1 in Ss(M2).
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11.6 Claim. Let M ∈ Ks,P as in 11.5.
1) ≤s,P is a partial order on {M
′ :M ≤K M
′ ∈ Ks}.
2) If 〈Mi : i < δ〉 is ≤K,P-increasing continuous, δ < λ
+ and Mδ =
⋃
i<δ
Mi then
i < δ ⇒Mi ≤s,P Mδ.
3) If r ∈ S bss (M) is orthogonal to every p ∈ P and (M,N, a) ∈ K
3,uq
s(+),
tps(a,M,N) = r then M ≤s,P N .
4) M ≤s,P N iff there is a pr-decomposition 〈Mi, ai : i < α〉 of N over M (so
letting Mα =: N,Mi is ≤s-increasing continuous, M0 = M1(Mi,Mi+1, ai) ∈ K
3,pr
s
and) tps(ai,Mi, N)±P for every i < α.
Proof. Straight.
11.7 Claim. 1) Assume p ∈ Ss(M) and
(∗) P is a type base for M which means:
(a) P ⊆ P[M ] = ∪{S bss (N) : N ≤s M , (so N ∈ Ks)}
(b) for every q ∈ S bss (M) there is r ∈ P not orthogonal to it.
Then we can find a decomposition 〈Mi : ℓ ≤ n〉, 〈aℓ : ℓ < n〉 such that
(i) M0 =M ,
(ii) p is realized in Mn, and
(iii) for each ℓ < n, either tps(aℓ,Mℓ,Mℓ+1) is a nonforking extension of some
q ∈ P or tp (aℓ,Mℓ,Mℓ+1) is orthogonal to M (can be waived if K
3,uq
s =
K3,prs ).
2) Assume that s has NDOP and NFs(M0,M1,M2,M3) and (M0,Mℓ, aℓ) ∈ K
3,pr
s
for ℓ = 1, 2 and (M1,M3, a2) ∈ K
3,pr
s . Then S
bs
s (M1) ∪ S
bs
s (M2) is a type base
for M3.
3) [??] If (〈Mi : i ≤ α〉, 〈ai : i < α〉) is a decomposition of Mα over M0, so
(Mi,Mi, ai) ∈ K
3,pr
s , Ni ≤K Mi+1 then {p : for some i < α, p ∈ S
bs
s (Mi+1) and
p⊥Mi} ∪S
bs
s (M0) is a type base for Mα.
Proof. Easy.
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11.8 Claim. Assume
(a) 〈M∗ℓ : ℓ < 4〉, 〈aℓ : ℓ = 1, 2〉, q are as in 11.2
(b) akℓ ∈ C realizes tp(aℓ,M0,Mℓ) and 〈a
k
ℓ : ℓ = 1, 2 and k = 1, 2〉 is independent
over M0
(c) Mkℓ ≤K C, f
k
ℓ is an isomorphism from Mℓ onto M
k
ℓ over M0 for ℓ = 1, 2,
k = 1, 2 and fkℓ (aℓ) = a
k
ℓ
(d) (Mk11 ,M
k1,k2 , ak22 ) ∈ K
3,pr
s
(e) fk1,k2 is an isomorphism from M3 onto M
k1,k2 <K C extending f
k1
1 ∪ f
k2
2
(f) qk1,k2 = fk1,k2(q).
Then the types q1,1, q1,2, q2,1, q2,2 are pairwise orthogonal and each of them orthog-
onal in Mkℓ for ℓ = 1, 2, k = 1, 2.
Proof. Straightforward.
11.9 Claim. s has DOP iff s+ has DOP.
Proof. FILL! Straight. Decide!
Our aim is to get strong nonstructure in λ++ when s has DOP. [Why in λ++? We
have quite strong independence but it speaks on λ-tuples, hence it is hard to get
many models in λ+, and if we deal with Ks
λ++
, why not ask λ+-saturation. Using
[Sh:F569] we hope to deal with Ks
λ+
, too.]
11.10 Definition. 1) We call a an approximation or an s-approximation (in sym-
bols a ∈ A) if a consists of the following objects, satisfying the following demands
(a) Ia1 , I
a
2 disjoint index sets of cardinality ≤ λ
+
(b) Ra ⊆ I
a
1 × I
a
2 , we write sRat for (s, t) ∈ Ra,¬sRat for s ∈ I
a
1 ,
t ∈ Ia2 , (s, t) /∈ Ra
(c) Maℓ for ℓ < 4, a
a
ℓ for ℓ = 1, 2 and qa exemplifying DOP
(d) Ma ∈ Kλ+ saturated (so ∈ Kλ+ [s
+]) such that Ma0 ≤K M
a
(e) faℓ,t an ≤K-embeddiing of M
a
ℓ into M
a for ℓ = 1, 2, t ∈ Iaℓ and we let M
a
ℓ,t =
faℓ,t(M
a
ℓ ), a
a
ℓ,t = f
a
ℓ,t(a
a
ℓ )
(f) {aaℓ,t : ℓ = 1, 2 and t ∈ I
a
ℓ } ⊆ IMa0 ,M
a is independent over Ma0 ; hence
〈Maℓ,t : ℓ = 1, 2, t ∈ I
a
ℓ ) is independent
(g) if sRat then f
a
s,t is a ≤K-embedding of M
a
3 into M
a extending fa1,s ∪ f
a
2,t;
we let Mas,t = f
a
s,t(M3), q
a
s,t = f
a
s,t(q
a).
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2) For an approximation a let P+a = {q
a
s,t : sRat hence s ∈ I
a
1 and t ∈ I
a
2}
P−a = {f(qa) : for some f and (s, t) ∈ I
a
1×I
a
2 such that ¬sRat, f is a≤K-embedding
of Ma3 into M extending f
a
1,s ∪ f
a
2,t}.
3) Let A = As be the class of s-approximations.
4) We call a∗ a DOP witness if it consists of Ma
−
ℓ (ℓ < 4), a
a−
ℓ (ℓ = 1, 2), q
a− which
are as above. If b is an approximation let b− be defined naturally.
11.11 Definition. 1) If a, b are approximations let a ≤ b means:
(α) Maℓ =M
b
ℓ for ℓ < 4, a
a
ℓ = a
b
ℓ for ℓ = 1, 2, q
a = qb
(β) Iaℓ ⊆ I
a
b for ℓ = 1, 2 and Ra = Rb ∩ (I
a
1 × I
a
2 )
(γ) for ℓ = 1, 2, t ∈ Ia1 we have f
a
ℓ,t = f
b
ℓ,t
(δ) for (s, t) ∈ Ra we have fas,t = f
b
s,t
(ε) Ma ≤K M
b, moreover Ma ≤
K,P−a
Mb.
2) If 〈aζ : ζ < δ〉 is ≤-increasing in A and δ < λ
++ let their union a =
⋃
ζ<δ
aζ be
defined by Iaℓ =
⋃
ζ<δ
Iaℓ , Ra =
⋃
ζ<δ
Raζ , f
a
ℓ,t = f
aζ
ℓ,t for ζ < δ large enough, f
a
s,t = f
aζ
s,t
for ζ < δ large enough when sRat and M
a = ∪{Maζ : ζ < δ}.
Below we restrict ourselves to Ks(+) for the application we have in mind but Kλ+
would be also O.K.
11.12 Claim. 1) (s,≤) is a partial order.
2) If 〈aζ : ζ < δ〉 is increasing in A, δ < λ
++ then a =
⋃
ζ<δ
aζ belong to As is the
lub of the sequence.
Proof. Straight.
11.13 Claim. 1) If a ∈ As, p ∈ S
bs
s (M
a) is orthogonal to every q ∈ P−a and
(Ma, N, a) ∈ K3,uq
s(+) then for some b ∈ As we have a ≤ b and M
b = N .
2) Assume a ∈ A, ℓ(∗) ∈ {1, 2}, Y ⊆ Ia3−ℓ(∗), t
∗ /∈ Iaℓ(∗) and 〈Mα : α < λ
+〉 is a
representation of Ma such that M0 = M
a
0 (and of course Mα+1 is (λ, ∗)-brimmed
over Mα in Kλ). Then we can find b, a, 〈Nα : α < λ
+〉 such that:
(A)(a) Nα is ≤K-increasing continuous in Kλ, Nα+1 is (λ, ∗)-brimmed over Nα
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(b) NFs(Mα, Nα,Mα+1, Nα+1)
(c) (Mα, Nα, a) ∈ K
3,uq
s
(d) N0 is isomorphic to M
a
ℓ(∗) over M
a
0
(e) (
⋃
α
Mα,
⋃
α
Nα, a) ∈ K
3,pr
s(+)
(B)(a) b ∈ A, a ≤ b
(b) Ibℓ(∗) = I
a
ℓ(∗) ∪ {t
∗}, Ib3−ℓ(∗) = I
a
3−ℓ(∗)
(c) Rb is Ra ∪ {〈t∗, s〉 : s ∈ Y } if ℓ(∗) = 1 and is Ra ∪ {〈s, t∗〉 : s ∈ y} if
ℓ(∗) = 2
(d) faℓ(∗),t∗ is an isomorphism from M
a
ℓ(∗) onto N0 mapping a
a
ℓ(∗) to a.
Proof. 1) Easy.
2) First choose a,Nα to satisfy (A). Then the choice of b is actually described in
(B); the orthogonality hold by 11.6. 11.13
11.14 Claim. Let a be a DOP witness and R ⊆ λ++×λ++ be given. For α < λ++
let Iα1 = {i : 3i+ 1 ≤ α}, I
α
2 = {i : 3i + 2 ≤ α}, R
∗
α = R ∩ (I
α
1 × I
α
2 ). We can find
〈aα : α < λ++〉 such that
(a) aα ∈ As is increasing continuous and a
−
α = b
(b) (Ia
α
1 , I
aα
2 , Raα) = (I
α
1 , I
α
2 , Rα),
(c) for (s, t) ∈ Rα for arbitrarily large β ∈ (α, λ
++) (by some bookkeeping),
some b ∈ Ma
3β+3
\Ma
3β+2
the type tps(b,M
a3β+2,Ma
3β+3
) is a nonforking
extension of qaαs,t
(d) aα depends just on (I
α
1 , I
α
2 , Rα)
(e) the universe of Ma
α
is γα < λ
++ (really γα = λ
∗ × (1 + α) is O.K. for
nontrivial cases.
Proof. We choose aα by induction on α. For α = 0 this is trivial, for α limit by
11.12(2), for α = 3β + 1 by 11.13(2) for ℓ(∗) = 1, for α = 3β + 2 by 11.13(2) for
ℓ(∗) = 2 for α = 3β + 3 bookkeeping gives as a pair (sα, tα) and we use 11.13(1).
11.14
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11.15 Claim. In 11.14 we can add: letting M∗ =
⋃
α
{Ma
α
: α < λ++}
(∗) for (s, t) ∈ λ++ × λ++, the following are equivalent
(α) (s, t) ∈ R
(β) dim(qa
α
s,t ,M
∗) = λ++ when α = Max{3s + 1, 3t + 2} that is, there
is a sequence 〈bγ : γ < λ
++〉 independent in (Ma
α
,M∗) of elements
realizing qa
α
s,t for any α > 3s+ 1, 3t+ 2
(check the existence of formal definition, §5 defines dimension)
(γ) there is a ≤K-embedding f of M
aα
3 into M
∗, extending fa
α
1,s ∪ f
aα
2,t such
that dim (f(qa
α
),M∗) = λ++ for α = Max{3s+ 1, 3t+ 2}
(δ) for no α < λ++ and f as in (γ), we have: q∗ ∈ S bss (M
aα), the
nonforking extension of f(qb) in S
bs(Ma
α
) satisfies: for every β ∈
(α, λ++), q∗ has a unique extension in S bss (M
aβ )
(Saharon - check in the reflections].
Proof. Easy.
11.16 Claim. [2λ
+
< 2λ
++
]. If s has DOP then I(λ++, Ks(+)) = 2λ
++
.
11.17 Remark. 1) It is a strong nonstructure (i.e., neither like for deepness, no even
like unsuperstable.
2) We can in 11.14, 11.15 restrict more the types realized.
3) We may use here [Sh:e, III]. FILL!
Proof. We use the construction above in the framework of [Sh 576, §3].
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§12 Brimmed Systems
Saharon: s[µ] the canonical lifting!!!
This section generalizes [Sh 87b], [Sh:c, XII,§4,§5]. Here every system is in the
context of some good frame s and usually we look at models of cardinality λ = λs
(in this section), but we vary s.
The adoption of “Ks categorical in λ” (in 12.2) is very helpful here but there is
a price: when we shall work on “all λ+ω-models in Ks” we cannot just quote the
results. Note that this restriction fits well the thesis that the main road is first to
understand the quite saturated models.
12.1 Convention: 1) Without loss of generality always I ∩P(Dom(I)) = ∅!!
2) In the cases we assume categoricity of Ks in λs we add ∗ (e.g., 12.3(2)).
12.2 Hypothesis.
(a) s is a good λ-frame
(b) ⊥ = ⊥
wk
is well defined
(c) s has primes (in the sense of K3,qrs ) and they are unique
(d) s is full or at least satisfies the conclusion of it “has enough regulars” (see
Definition and Claim ?)
—> scite{705-xxX} undefined
(e)∗ Ks is categorical in λ = λs
Recall (by ?)
—> scite{705-xxX} undefined
12.3 Claim. 1) The following11 condition on (M,N,J) are equivalent
⊛1 (M,N,J) ∈ K
3,bu
s which means that (M,N,J) ∈ K
3,bs
s , and J is maximal
(used in ?)
—> scite{705-xxX} undefined
⊛2 (M,N,J) ∈ K
3,bs
s and if M + J ⊆ N
′ ≤s N, b ∈ N\N
′, tp(b, N ′, N) ∈
S bs(N ′) then tp(b, N ′, N)⊥M ,
⊛3 (M,N,J) ∈ K
3,vq
s .
11we may be interested in the case we replace K3,bus by K
3,qr
s , but we have troubles enough
116 SAHARON SHELAH
2) We have K3,bus = K
3,qr
s .
3) K3,qrs ⊆ K
3,bg
s .
4) For every M ∈ Ks, i
∗ < λ+s and pi ∈ S
bs
s (M) for i < i
∗ we can find N and
ai (i < i
∗) such that: (M,N, {ai : i < i
∗}) ∈ K3,qrs ⊆ K
3,bu
s and pi = tps(ai,M,N)
and, of course, 〈ai : i < i
∗〉 is without repetition.
12.4 Definition. Let u∗ be a set (usually finite) and I a family of finite subsets
of u∗ (so for u∗ finite this is automatic) satisfying I ⊆ P(u∗) is downward closed;
I, J will denote such sets in this section; let Dom(I) = ∪{u : u ∈ I}.
1) We say s is an I-system or (I, s)-system or I-system for s if:
(a) s consists of Mu (for u ∈ I), and hv,u (for u ⊆ v ∈ I) (mappings, with
hu,u = idMu so we may ignore 〈hu,u : u ∈ I〉 when defining s)
(b) Mu ∈ Ks for u ∈ I
(c) if u ⊆ v ∈ I then hv,u is a ≤s-embedding ofMu intoMv, and the diagram of
the hu,v’s commute and we let Mv,u =: hv,u(Mu) and recall hu,u = idMu ;
so if u ⊆ v ⊆ w ∈ I we have Mw,u ≤s Mw,v and Mu,u = Mu.
2) We say s is a (µ, I)-system or (µ, I, s)-system if we replace (b) by
(b)+ Mu ∈ K
s
µ.
Similarly for (≥ µ, I, s), etc.
3) We shall write us∗ for Dom(I) and h
s
v,u, I
s,M su, for hu,v, I,Mu, respectively. If
hv,u = idMu for u ⊆ v ∈ I
s and M su ∩M
s
v =M
s
v∩u for u, v ∈ I we call s normal.
4) We say g¯ is an isomorphism from the I-system s1 onto the I-system s2 if g¯ =
〈gu : u ∈ I〉, gu is an isomorphism from M
s
1
u onto M
s
2
4 such that u ⊆ v ∈ I ⇒
hs
2
v,u ◦ gu = gv ◦ h
s1
v,u. If s
1, s2 are normal we may say g =
⋃
u
gu is an isomorphism
from s1 onto s2. Similarly g¯ is a ≤s-embedding of s
1 into s2 if gu(M
s
1
u ) ≤s M
s
2
u
or12 gu(M
s
1
u ) ≤K[s] M
s
2
u for u ∈ I and u ⊂ v ∈ I ⇒ h
s
2
v,u ◦ gu = gv ◦ h
s
1
v,u. Let
s1 ≤Ks s2 if 〈idMs1u : u ∈ I〉 is a ≤s-embedding of M
s
1
u into M
s
2
u for u ∈ I, similarly
≤K[s].
5) We say f¯ is an embedding of an I-system s to a model M if f¯ = 〈fu : u ∈ I〉, fu
is a ≤s-embedding of Mu into M and u ⊆ v ∈ I ⇒ fu = fv ◦ gv,u.
6) Similarly for (≥ µ, I)-systems, (≥ µ, I, s)-systems, so we use ≤K[s]-embeddings.
The important case here is:
12the difference is meaningful only if Ms
2
u ∈ K
s\Ks
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12.5 Definition. 1) We say that d is an expanded stable (I, s)-system or I-system
or (λ, I)-system or (λ, I, s)-system if it consists of s and Jv,u for u ⊆ v ∈ I such
that:
(a) s = 〈Mu, hv,u : u ⊆ v ∈ I〉 is an (λ, I, s)-system
(b) Jv,u ⊆ IMv,u,Mv\ ∪ {Mv,w : w ⊂ v} for u ⊆ v ∈ I so Ju,u = ∅.
such that
(c) if u0 ⊂ u1 ⊂ u2 ∈ I and c ∈ Ju2,u1 then tp(c,Mu2,u1 ,Mu2) is orthogonal to
Mu2,u0 , recalling that Mu2,u1 = fu2,u1(Mu1)
(d) Jv,u is a maximal subset of {c ∈Mv : c /∈ ∪{Jv,w : w ⊂ u} and tps(c,Mv,u,Mu)
belongs to S bss (M) and is orthogonal to Mv,w for every w ⊂ u} such that
Jv,u ∪
⋃
{Jv,w : w ⊂ u} is independent in (Mv,u,Mv).
1A) For u0 ⊆ u1 ⊆ u2 ∈ I we define (if u2 = u1 we may omit it, this catch the
“main action”, so J0u1,u1,u0 = J
0
u1,u0
= Ju1,u0)
(α) J0u2,u1,u0 = {hu2,u1(c) : c ∈ Ju1,u0}
(β) J1u2,u1,u0 = ∪{J
0
u2,u1,u
: u ⊆ u0}
(γ) J2u2,u1,u0 = ∪{J
0
u2,w1,w0
: w0 ⊆ w1 ⊆ u1, w0 ⊆ u0 and w1 ⊂ u0}
If we omit clause (d) we say “an expanded (I, s)-system”.
2) We say d is normal if each hv,u is the identity (on Mu) and Mu ∩Mv = Mu∩v,
that is s is normal.
3) For an expanded stable (λ, I)-system d and M ∈ Ks we say that f¯ is an embed-
ding (or ≤s-embedding) of d into M when:
(A) f¯ embeds sd into M , i.e.
(a) f¯ = 〈fu : u ∈ I〉
(b) fu is a ≤s-embedding of M
d
u into M
(c) if u ⊂ v ∈ I then fu = fv ◦ h
d
v,u
(d) if u ∈ I then ∪{fu(J
2,d
v,u) : v satisfies u ⊂ v ∈ I}, is an independent
set in (fu(M
d
u ),M) and, of course, u ⊆ v1 ∈ I ∩ u ⊆2∈ I ∩ v1 6= v2 ⇒
fu(J
2,d
v1,u
) ∩ fu(J
2,d
v2,u
) = ∅
4) We say that a normal expanded stable (λ, I)-system d is embedded intoM ∈ Ks
if (d is normal and) f¯ = 〈fu : u ∈ I〉 is an embedding of d into M when we choose
fu = idMdu .
5) We say d an expanded stable I-system is explicit or strongly regular if:
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(a) if u ⊂ v ∈ I and c ∈ Jdv,u then tps(c,M
d
v,u,M
d
v ) is regular (see 12.7(2))
(b) if c1 6= c2 ∈ J
d
v,u and u ⊂ v ∈ I then tps(c1,M
d
v,u,M
d
v ), tps(c2,M
d
v,u,M
d
v )
are equal or orthogonal.
12.6 Notation: Above we let sd = s[d],Mdu =M
s
u, h
d
v,u = h
s
v,v,J
d
v,u = Jv,u,J
ℓ,d
u2,u1,u0
=
Jℓu2,u1,u0 but we do not write the superscript d when clear from the context.
12.7 Definition. 1) We say f¯ is an isomorphism from the expanded stable I-
system d1 onto the expanded stable system d2 if f¯ is an isomorphism from sd
1
onto sd
2
and fv maps J
d
1
v,u onto J
d
2
v,u for u ⊆ v ∈ I.
1A) For expanded stable (λ, I)-systems d1,d2, we say f¯ is an ≤s-embedding of d1
into d2 if
(α) f¯ is an ≤s-embedding of s1 into s2
(β) for u ⊂ v ∈ I, fv maps J
d1
v,u into J
d2
v,u
(β)+ moreover, if u ⊂ v ∈ I and c ∈ Jd1v,u then tps(fv(c),M
d2
v,u,M
d2
v ) does not
fork over fv(M
d1
v,u).
2) An expanded stable (λ, I)-system d is called regular if
(f) if u ⊆ v ∈ I, c ∈ Jdv,u then tp(c,Mv,u,Mv) is regular.
3) A system s is called stable if for some expanded stable system d we have s =
sd (called an expansion of s), we call the Jdv,u’s witnesses. Similarly for other
properties.
4) A (λ, I)-system s (or an expanded stable system d with sd = s) is called very
brimmed if:
(g) for every v ∈ I, s is very brimmed at v which means
(g)0v M
s
v is brimmed
(g)1v M
s
v is (λs, ∗)-brimmed over ∪{M
s
v,u : u ⊂ v}.
5) A stable I-system s (or an expanded stable system d with sd = s) is weakly
brimmed if for every v ∈ I it is weakly brimmed at v which means
(h)−v M
s
v is brimmed
13.
13note that if Ks is categorical (in λs) then this follows from the other demands
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6) An expanded stable system d is called brimmed if for every v ∈ Is it is brimmed
at v which means
(h)0v M
d
v is brimmed
(h)1v if u ⊂ v ∈ I and p ∈ S
bs(Mv,u) is orthogonal to Mv,w for every w ⊂ u,
then the set {c ∈ Jv,u : tps¯(c,Mv,u,Mv)± p} has cardinality ‖Mv‖.
7) An I-system is [very][weakly] brimmed if there is a [very][weakly] brimmed ex-
panded stable system d expanding it (so the system is stable).
12.8 Definition. 1) We say s is a (I, s)ℓ-system or a brimmedℓ I-system when it
is a I-system and: if ℓ = 0 no additional demands; if ℓ = 1, it is stable; if ℓ = 2 it
is a stable system which is weakly brimmed, that is each M su is brimmed; if ℓ = 3,
it is stable and brimmed; if ℓ = 4, it is a very brimmed stable (I, s)-system.
2) Similarly for d, an expanded stable (I, s)-system (so ℓ = 0, ℓ = 1 become
equivalent).
3) We say M is brimmedℓ if letting I = {∅},M∅ = M , we get that 〈Mt : t ∈ I〉 is a
brimmedℓ system.
4) For ℓ = 1, 2, 3, 4 we say that an expanded stable I-system d is brimmedℓ in u ∈ I
if the demand in Definition 12.7 holds for u (so for ℓ = 1: no demand).
Notation: Let P−(u∗) = {v ⊆ u∗ : v 6= u∗}.
12.9 Claim. Let d be an expanded stable I-system.
0) If u ⊂ v ∈ I then (Mdv,u,M
d
v ,J
2,d
v,u) belongs to K
3,bu
s ; equivalently (see 12.3) it
belongs to K3,vqs , recalling J
d
v,v,u = J
2,d
v,u.
1) If u1 ⊆ u ∈ I, u2 ⊆ u, u0 = u1 ∩ u2, then NFs(Mu,u0 ,Mu,u1,Mu,u2 ,Mu).
1A) If u0, u1, u2 ⊆ v ∈ I, u0 ⊆ u1, c ∈ J
d
v,u1,u0
and u0 * u2 then tp(c,Mv,u0,Mv,u1)
is orthogonal to Mv,u2.
2) If p ∈ S bs(Mv,u) is regular, then there is a unique set w ⊆ u such that p is not
orthogonal to Mv,w but p is orthogonal to Mv,w′ whenever w
′ ⊆ u & w * w′ hence
even when w′ ⊆ v & w * w′.
3) d is isomorphic to some normal d′ (see Definition 12.4(3)).
4) If ℓ ∈ {1, 2, 3} and the expanded stable I-system d is brimmedℓ+1 then it is
brimmedℓ. If the I-system s is brimmedℓ+1 and ℓ = 0, 1, 2, 3 then s is brimmedℓ.
5) If u0 ⊂ u2 ∈ I then J
d
u2,u0
is a maximal set J such that
(α) J ⊆Mu2 is disjoint to ∪{Mu2,w : w ⊂ u2}
(β) for each c ∈ J we have tp(c,Mu2,u0 ,Mu2) ∈ S
bs
s (Mu2,u0) and it is orthog-
onal to Mu2,w whenever w ⊂ u0
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(γ) J ∪
⋃
{J0u2,w1,w0 : w1 ⊆ u2,¬(w1 = u2 ∧ w0 = u0) and w1 * u0, w0 ⊆
u0 ∩ w1, w0 6= w1} is independent in (Mu2,u0 ,Mu2); note that necessarily
there are no repetitions in the union.
6) Assume that in addition to d being an expanded stable I-system we have
(a) for u ⊂ v ∈ I,J′v,u is a maximal subset of {c ∈ IMdv,u,Mdv : tps(c,M
d
v,u,M
d
v )⊥M
d
w
for w ⊂ u and c /∈ Mdv,w for w ⊂ v} such that the set J
′
v,u ∪
⋃
{J0v,w1,w0 :
w1 ⊆ v,¬(w1 = v & w0 = u0), w1 * u0, w0 ⊆ w1∩u0, w0 6= w1} is indepen-
dent in (Mdv,u,M
d
v ); for the last phrase alternatively: J
′
v,u∪{hv,w1(J
′
w1,w0
) :
w1 ⊆ v,¬(w1 = v ∩ w0 = u0), w1 * u0, w0 ⊆ u0 ∩ w1, w0 6= w1} is indepen-
dent in (Mdv,u,M
d
v )
(b) d′ is defined by sd
′
= sd,Jd
′
v,u = J
′
v,u for u ⊂ v ∈ I.
Then d′ is an expanded stable I-system.
7) If d is a brimmed3 I-system and u ∈ I then Mdu \ ∪ {M
d
u,w : w ⊂ u} has
cardinality λ; moreover, for w1 ⊂ u,Ju,w1 is a subset of M
d
u \ ∪ {M
d
u,w2
: w2 ⊂ u}
of cardinality λ.
Proof. 0) By 12.3(1), clause (d) of Definition 12.5(1) (and the choice of J2,dv,u in
12.5(1A)).
1) We have
(i) Mu,u1∩u2 ≤s Mu,uℓ ≤s Mu for ℓ = 1, 2 when u1 ∪ u2 ⊆ u ∈ I
[Why? Each case by a different instance of clause (c) of 12.4(1)]
(ii)ℓ (Mu,u1∩u2 ,Mu,uℓ,J
2
u,uℓ,u0
) ∈ K3,bus hence ∈ K
3,vq
s
[Why? Without loss of generality u1 6= u2 so u1∩u2 ⊂ u1, u1∩u2 ⊂ u2. By
part (0), we know that (Muℓ,u1∩u2 ,Muℓ ,J
2
uℓ,u
) ∈ K3,bus and by the definition
of J2u,uℓ,u we know that hu,uℓ maps this triple to the one mentioned in clause
(ii)ℓ]
(iii) J2u,u1,u1∩u2 ,J
2
u,u2,u1∩u2 are disjoint
[Why? E.g., as on the one hand J2u,u1,u1∩u2 ⊆ J
2
u,u2
and J2u,u2 is disjoint to
Mu,u2 and on the other hand (Mu,u2 ,Mu,u1∩u2 ,J
2
u,u1,u1∩u2) ∈ K
3,bu
s hence
J2u,u2,u1∩u2 ⊆Mu,u2 ]
(iv) J2u,u1,u1∩u2 ∪ J
2
u,u2,u1∩u2 ⊆ Ju,u1∩u2
[Why? By their definitions]
(v) J2u,u1,u1∩u2∪J
2
u1,u2,u1∩u2 is independent in (Mu,u1∩u2 ,Mu) hence in (Mu,u1∩u2 ,Mu,u1∪u2)
[Why? By monotonicity properties.]
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Now by 5.18(3) we are done.
1A) By Part (1) and 6.10.
2) As I is finite, there is w ⊂ u such that p is not orthogonal toMw but is orthogonal
to Mv,w′ if w
′ ⊂ w. The “hence” follows by part (1) and 10.8 (or use part (1A)).
3) By renaming; possible as Mv,u1 ∩Mv,u2 =Mv,u1∩u2 whenever u1, u2 ⊆ v by part
(1) and properties of NFs¯.
4) The least easy part is ℓ = 3. So we have to check clauses (h)0v, (h)
1
v of 12.7(6).
For the first, clearly every Mdu (u ∈ I) is brimmed, see clause (g)
0
v in 12.7(4) so only
the second clause (h)1v there may fail.
Assume toward contradiction that u ⊂ v ∈ I, p ∈ S bss (M
d
v,u) and the set J =:
{c ∈ Jdv,u : tp(c,M
d
v,u,M
d
v ) ± p} has cardinality < λs. By Definition 12.5(1), c ∈
J2,dv,u\J
d
v,u ⇒ tp(c,M
d
v,u,Mv)⊥p hence we have J
1 =: {c ∈ J2,dv,u : tp(c,M
d
v,u,M
d
v )±
p} is equal to J so it still has cardinality < λs.
By the assumption there is N such that ∪{Mdv,w : w ⊂ v} ⊆ N ≤s M
d
v and
Mdv is (λ, ∗)-brimmed over N . Hence there is I of cardinality λs independent in
(Mdv,u, N,M
d
v ) such that tp(c, N,M
d
v ) is a nonforking extension of p ∈ S
bs(Mdv,u)
for every c ∈ I. By dimension calculus (see Claim 10.17 or 6.4, we get contradiction
to (Mdv,u,M
d
v ,J
2,d
v,u) ∈ K
3,bu
s .
5),6) Left to the reader using the dimension calculus (recalling (7)).
7) The first conclusion follows from the second which holds by parts (0) + (1) (and
clause (d) of Definition 12.9(1)). 12.9
12.10 Conclusion. [Density of explicit expanded stable systems, see Definition
12.5(5)] Assume:
(a) s is a stable I-system
(b) for each u ∈ Is,Pu ⊆ {p ∈ S
bs
s (Mu) : p is regular orthogonal to M
d
u,w
whenever w ⊂ u} is a maximal subset of pairwise orthogonal regular types.
Then there is an expanded stable I-system d∗ such that:
(α) sd
∗
= s
(β) d∗ is regular, moreover, d obeys P¯ = 〈Pu : u ∈ I
d〉 which means:
⊠ if u ⊂ v ∈ Id and c ∈ Jdv,u then for some q ∈ Pu we have tps(c,M
d
v,u,M
d
v )
is q
(γ) d∗ is explicit.
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Proof. Note that (γ) follows from (β). This holds by 12.9(6) and 10.14(5). 12.10
12.11 Claim. Assume ℓ ∈ {1, 2, 3, 4} and
(a) dk is an expanded stable (λ, I)-system for k = 1, 2
(b) sd1 = sd2 .
Then d1 is brimmed
ℓ iff d2 is brimmedℓ.
Proof. The least easy case is ℓ = 3, see Definition 12.7(6), which is similar to 12.10.
12.11
12.12 Definition. 1) For expanded stable I-systems d0,d1 let d0 ≤s d1 or d0 ≤
I
s
d1 mean
14 that:
(a) Md0u ≤s M
d1
u for u ∈ I and h
d0
v,u ⊆ h
d1
v,u for u ⊂ u ∈ I
(b) Jd0v,u ⊆ J
d1
v,u for u ⊆ v ∈ I
(c) if c ∈ Jd0v,u then tps(c,M
d1
v,u,M
d1
v ) does not fork over M
d0
v,u.
2) We say that J is a successor of I if for some t∗ /∈ Dom(I) we have J =
I ∪ {u ∪ {t∗} : u ∈ I} and we call t∗ the witness for J being a successor of I;
so Dom(J) = Dom(I) ∪ {t∗}.
3) For stable I-system s0, s1 let
15 s0 ≤s s1 or s0 ≤
I
s s1 mean that for some expan-
sions d0,d1 of s0, s1 respectively we have d0 ≤
I
s d1.
4) Assume that d0 ≤
I
s d1 and J is a successor of I with the witness t
∗ and
(∗) [u ⊂ v ∈ I] & c ∈ Jd1v,u\J
d0
v,u ⇒ tps(c,M
d1
v,u,M
d1
v ) either does not fork over
Md0v,u or is orthogonal to M
d0
v,u.
Then we let d ≈ d0∗J d1 mean that d = 〈M
d
u , h
d
v,u,J
d
v,u : u ⊆ v ∈ I〉 (but note that
d is not determined uniquely by d0,d1, J as we have freedom concerning J
d
u∪{t∗},u
for u ∈ I, still we may use d0 ∗J d1 for any such d) where
(a) Mdu is M
d0
u if u ∈ I
(b) Jdv,u = J
d0
v,u if u ⊆ v ∈ I
(c) Mdu is M
d1
u\{t∗} if u ∈ J\I
14in Definition 12.7’s terms this means that 〈id
M
d0
v
: v ∈ I〉 embeds d0 into d1
15this relation, ≤s , is a two-place relation, we shall prove that it is a partial order.
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(d) Jdv,u = {c ∈ J
d1
v\{t∗},u : c /∈ J
d0
v\{t∗},u and tps(c,M
d1
v,u,M
d1
v ) does not fork
over Md0
v\{t∗},u} if u ∈ I, v ∈ J\I, u ⊂ v
(e) Jdv,u = {c ∈ J
d1
v\{t∗},u\{t∗} : tps(c,M
d1
v\{t∗},u\{t∗},M
d1
v ) is orthogonal to
Md0
v\{t∗},u\{t∗}} if u ⊂ v are both from J\I
(f) hdv,u is: h
d0
v,u if u ⊆ v ∈ I; h
d
v,v is h
d1
v,u if t ∈ u ⊆ v ∈ I and h
d
v,v is h
d0
v1,u
if
v = v1 ∪ {t(∗)}, u ⊆ v1 ∈ I
(g) Jdu∪{t(∗)},u is a maximal subset of {c ∈M
d1
u : tps(c,M
d0
u ,M
d1
u ) ∈ S
bs
s (M
d0
u )
is orthogonal to Md0w for every w ⊂ u} which is independent in (M
d0
u ,M
d1
u )
for every u ∈ I.
4A) Similarly for s = s0 ∗J s1 (but now s is uniquely determined).
5) If δ ≤ λ+s and 〈dα : α < δ〉 is a ≤
I
s-increasing sequence of expanded stable
I-systems (see 12.13 below) then we let d =
⋃
α
dα be 〈M
d
u , h
d
v,u,J
d
v,u : u ⊆ v ∈ I〉
where Mdu = ∪{M
dα
u : α < δ} and h
d
v,u = ∪{M
dα
v,u : α < δ} and J
d
v,u = ∪{J
dα
v,u :
α < δ}. Similarly for 〈sα : α < δ〉.
12.13 Claim. 1) ≤Is is a partial order on the family of expanded stable I-systems.
2) If δ < λ+s and 〈dα : α < δ〉 is ≤
I
s-increasing sequence (of expanded stable I-
systems) then d =
⋃
α<δ
dα is an expanded stable I-system and α < δ ⇒ dα ≤
I
s d.
3) If d0 ≤
I
s d1 and u ⊂ v ∈ I then NFs(M
d0
v,u,M
d0
v ,M
d1
v,u,M
d1
v ).
4) If d0 ≤
I
s d1 and d
′
0 is an expanded stable I-system satisfying s
d
′
0 = sd0 then we
can find an expanded stable I-system d′1 such that d
′
0 ≤
I
s d
′
1 and s
d
′
1 = sd1 .
5) The relation ≤Is on the family of stable I-systems is a partial order.
6) In Definition 12.12(4), always there is d such that d ≈ d0 ∗J d1 is an expanded
stable (λ, J)-system; similarly without “expanded”.
7) For I-system s1, s2 we have s1 ≤s s2 iff s1 ≤ s2 and u ⊂ v ∈ I ⇒ NFs(M
s1
u ,M
s1
v ,M
s2
u ,M
s2
v ).
Proof. 1) Obvious. Check the definition.
2) First we prove this for stable expanded systems. The main point is why, for
u ⊂ v ∈ I, the triple (Mdv,u,M
d
v ,J
2,d
v,u) belong to K
3,bu
s . This holds by 12.3.
Second, for stable systems, given 〈sα : α < δ〉, sδ =: s we choose by induction
on α ≤ δ an expanded stable I-system dα such that s
dα = sα and 〈dβ : β ≤ α〉 is
increasing continuous. For α = 0 this is by the definition, for α = β+1 by part (4)
below (which does not rely on parts (2), (3). Lastly, for α limit use what we have
proved for stable expanded systems. For α = δ,dδ witnessed which we need.
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3) As in the proof of 12.9(1).
4) As in the proof of 12.9(6).
5) Being partial order follows by (4) and (1). The union of increasing continuous
sequences follows by (4) and (1). [Note that the cases of non-continuous chains
are problematic, those are parallel of AxIII2 of a.e.c.; compares with 12.15.] As for
brimmedℓ for d’s version: if ℓ = 1 this is trivial; if ℓ = 2 this is as “the union of an
increasing chain of brimmed model” (for s) of length < λ+ is brimmed. Lastly, for
ℓ = 3, by the finite character of nonforking (= Ax(E)(x)) and the definition.
6) Easy by §10.
7) Think (that is let dℓ be an expanded I-system with s[dℓ] = sℓ for ℓ = 1, 2. Now
we shall choose J′v,u for u ⊂ v ∈ I such that d1 ≤
I
s d
′
2 where s[d
′
v] = s2, J
d
′
2
v,u = J′v,u.
We do this by induction on (v), as in previous cases). 12.13
12.14 Claim. Assume
(a) s1 is a stable I-system
(b) s0 is an I-system
(c) M s0u ≤s M
s1
u for u ∈ I and h
s0
v,u ⊆ h
s1
v,u for u ⊂ v ∈ I
(d) if u ⊂ v ∈ I then NFs(M
s0
v,u,M
s0
v ,M
s1
v,u,M
s1
v ).
Then s0 is a stable I-system and s0 ≤
I
s s1.
Proof. Let d1 be an expanded stable I-system such that s
d1 = s1. For each
u ⊂ v ∈ I we choose Iv,u as a maximal set such that
(i) Iv,u ⊆M
s0
v \∪{M
s0
v,w : w ⊂ v} and for any c ∈ Iv,u we have tps(c,M
s0
v,u,M
s0
v ) ∈
S bs(M s0v ) is orthogonal to M
s0
v,w whenever w ⊂ u
(ii) Iv,u ∪ {J
2,s1
v,w1,w0
: w0 ⊆ w1 ⊂ v, w0 ⊆ u} is independent in (M
s1
v,u,M
s1
v ).
Let J′v,u be maximal set such that
(i) J′v,u ⊆M
s1
v ∪ {M
s1
v,w : w ⊂ v}
(ii) J′v,u ∪ {J
2,s1
v,w1,w0
: w0 ⊆ w1 ⊂ v, w2 ⊆ u} is independent in (M
s1
v,u,M
s1
v )
(iii) Iv,u ⊆ J
′
v,u.
So by 12.9(6), d′1 =: 〈M
s1
u , h
s1
v,u,J
′
v,u : u ⊆ v ∈ I〉 is an expanded stable I-system.
Also d0 =: 〈M
s0
u , h
s0
v,u; Iv,u : u ⊆ v ∈ I〉 is an expanded stable I-system. Now easily
sℓ = s
dℓ and d0 ≤
I
s d
′
1.
So we are done. 12.14
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12.15 Claim. Assume J is a successor of I with witness t∗.
1) Assume s0, s1 are stable I-systems satisfying s0 ≤
I
s s1. Then
(a) for one and only one s, s = s0 ∗J s1
(b) s is a stable J-system.
2) Assume that δ < λ+s and 〈sα : α < δ〉 is a <
I
s-increasing continuous sequence of
stable J-systems and sα is brimmed
ℓ for α < δ and ℓ ≤ 3 then sδ is brimmed
ℓ and
sα ≤
I
s sδ for α < δ.
3) Assume that s is successful hence s+ is as in 12.2 and ℓ = 3. If 〈sα : α < λ
+
s 〉 is
a <Is-increasing sequence of stable I-systems and sα ∗J sα+1 is brimmed
ℓ for each
α < λ+ then s = ∪{sα : α < λ
+
s } is a brimmed
ℓ (λ+, I, s)-system.
4) In part (3), if δ = λ+s and ℓ ∈ {0, 1, 2} and a ∈ I ⇒ M
s
u ∈ Ks(+) then s is
brimmedℓ (I, s+)-system.
Proof. 1) Clearly s is well defined.
Recall that d0 ≤
I
s d1 above does not imply that for some d,d = d0 ∗ d1.
By Definition 12.12(3) there are stable expanded I-system d1,d2 such that s
dℓ = sℓ
and d0 ≤s d1. For each u ∈ I let P
0
u be a maximal set of pairwise orthogo-
nal regular types from S bss (M
s0
u ) orthogonal to M
s0
u,w for every w ⊂ u. For each
u ∈ I let P1u be a maximal set of pairwise orthogonal regular types p ∈ S
bs
s (M
s1
u )
orthogonal to M svw for every w ⊂ u such that either p is a nonforking exten-
sion of some q ∈ P0u or p ⊥ M
s0
u . By Claims 12.9(6), 12.10 (and see 12.13(4)),
without loss of generality {0, 1}, w ⊂ u ⊂ v ∈ I, c ∈ Jdiv,u ⇒ tps(c,M
diℓ
v,u ,Mdiv,u) ∈
Piu and J
d0
v,u ⊆ J
d1
v,u.
So d0,d1 are as in Definition 12.12(4) (as J, t(∗) are given) hence there is a stable
expanded I-system d ≈ d0 ∗J d1. So s = s
d is as required.
2) For ℓ = 0 this is just by properties of a.e.c.. For ℓ = 1 we use Claim 12.13(1)
(we can expand sα to dα,dα increasing continuous by Claim 12.13(4) and 12.13(5).
For ℓ = 2 note that the union of an ≤s-increasing continuous sequence of brimmed
models in brimmed.
For ℓ = 3 use the basic properties of orthogonality.
3) Easy, too.
4) Easy, too. 12.15
12.16 Lemma. 1) Let ℓ ∈ {0, 2, 3}. Assume that s is successful (hence s+ has the
properties required in 12.2) and
(a) J a successor of I, in details I ⊆ P(u∗) is downward closed, u∗ finite,
u∗∗ = u∗ ∪ {t
∗}, t∗ /∈ u∗, J = I ∪ {u ∪ {t
∗} : u ∈ I}
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(b) s is a brimmedℓ (λ+, I, s+)-system
(c) 〈M su,α : α < λ
+〉 is a <K[s]-representation of M
s
u
(d) for α < λ+ we try to define (λ, I, s)-system sα by M
sα
u = M
s
u,α, h
sα
v,u =
hsv,u ↾M
s
u,α
(e) for α < β < λ+ we try to define a (λ, J, s)-system sα,β by
M
sα,β
u =M
s
u,α for u ∈ I
M
sα,β
u∪{t∗} =M
s
β
h
sα,β
v,u = h
s
v,u ↾M
sα,β
u∪{t∗} if u ∈ I, u ⊆ v ∈ J
h
sα,β
v,u∪{t∗} = h
s
v,u ↾M
sα,β
u if u ∈ I, u ∪ {t
∗} ⊆ v ∈ I.
Then for some club E of λ+ we have
(α) for every α ∈ E, sα is an (I, s)-system which is brimmedℓ
(β) for every α < β from E, sα,β is a brimmed
ℓ (J, s)-system.
2) Assume that ℓ ∈ {2, 3} and (a),(c),(d),(e) of part (1) holds for s = sd and
(b)′ d is an explicit brimmedℓ expanded stable (λ+, I, s+)-system.
Then for some club E of λ+, we can define for α ∈ E,dα as below and we can find
dα,β for α < β from E as below such that
(α) dα is an explicit expanded stable (λ, I, s)-system
(β) dα,β is an explicit brimmedℓ expanded stable (λ+, J, s+)-system
(γ) s[dα,β] = sα,β from part (1) and s[dα] = sα from part (1)
(δ) for u ⊂ v ∈ I,Jd
α
v,u = J
d
v,u ∩M
d
α
v
Proof. 1) We leave the case ℓ = 0 to the reader, so it is enough to prove part (2).
2) Choose for each u ∈ I a maximal subset of Pu of P
∗
u = {p ∈ S
bs
s(+)(M
s
u) : p
regular orthogonal to M su,w for every w ⊂ u} of pairwise orthogonal types.
Let d be the stable expanded (λ, I)-system and let sd = s. Now
⊛1 if p ∈ P
∗
u then for some α0 = α0(p) ≤ α1 = α1(p) < λ
+
s we have:
(a) M sv,α1 is a witness for p
(b) p ↾M su,α1 is orthogonal to M
s
u,γ iff γ < α0.
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For each p ∈ Pu let Jp be a maximal subset of IMs
u,α1(p)
,Msu
= ∪{IMs
u,α(p)
,Ms
u,β
:
β ∈ [α1(p), λ
+
s )} of elements realizing p ↾ M
s
u,α1(p)
in M su which is independent in
(M su,α1(p),M
s
u).
We can find a club E of λ+s such that
⊛2 if δ ∈ E then
(a) for u ⊂ v ∈ I we have hdv,u(M
s
u,δ) =M
s
v,u ∩M
s
v,δ
(b) for u ⊂ v and c ∈ Jdv,u, if c ∈M
s
v,δ then δ ≥ α1(tp(c,M
s
v,u,M
s
v))
(c) (M sv,u∩M
s
v,δ,M
s
v,δ,∪{J
2,d
v,u1,u0
∩M sv,δ : u0 ⊆ u, u1 ⊆ v, u1 * u}) belongs
to K3,bus
(d) if u ∈ I, p ∈ Pu, α1(p) < δ then Jp ∩ M
s
u,δ is a maximal subset of
IMs
u,α1(p)
,Ms
u,δ
of elements realizing p ↾ M su,α(p) which is independent
in (M s
u,α1(p)
,M su,δ)
(e) if u ⊂ v ∈ I and δ1 < δ2 are from E then NFs(M
s
u,δ1
,M sv,δ1,M
s
u,δ2
,M sv,δ2)
(f) if u ⊂ v ∈ I, c ∈ Jsv,u and p = tps(+)(c,M
s
v,u,M
s
v) and α0(p) ≤ δ then
α1(p) ≤ δ.
Let α < β be from E and let sα,β be as in part (1) of the claim. We define an
expanded (λ, J)-system dα,β by (recalling d is explicit)
(a) sd
α,β
= sα,β (defined in part (1))
(b) if u ⊂ v ∈ I then Jd
α,β
u,v = J
d
u,v ∩M
s
v,α
(c) if u ⊂ v ∈ J, u ∈ I, v = v1 ∪ {t
∗} hence u ⊂ v1 ∈ I then
Jd
α,β
u,v = {c ∈ J
d
v,u : c ∈M
s
α,β
v and α ≥ α1(tp(c,M
d
v,u,M
d
v ))}
(d) if u ⊆ v ∈ J, u = u1 ∪ {t
∗}, v = v1 ∪ {t
∗}, u ⊂ v ∈ I then
Jd
α,β
v,u = {c ∈ J
d
v,u : c ∈ J
d
v,u and α < α1(tp(c,M
d
v,u,M
d
v ))}
(e) if u ∈ I, v = u ∪ {t∗} then
Jd
α,β
v,u = {c: for some p ∈ Pu, α1(p) ≤ α and c ∈ Jp ∩M
s
u,β\M
s
u,α}.
Now check. 12.16
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12.17 Definition. Let ℓ ∈ {1, 2, 3, 4}.
1) We say that s satisfies (or has) the brimmedℓ weak (λ, n)-existence property if:
Case 1: n = 0.
There is a brimmedℓ model in Ks (so always holds).
Case 2: n = 1.
IfM∅ is brimmed
ℓ, pi ∈ S
bs(M∅) for i < i
∗ < λ+s then we can find ci(i < i
∗) and
M{∅} such that pi = tp(ci,M∅,M{∅}) and (M∅,M{∅}, {ci : i < i
∗}) ∈ K3,bss , i <
j ⇒ ci 6= cj .
Case 3: n ≥ 2.
Every brimmedℓ expanded stable P−(n)-system d can be completed to an ex-
panded stable (s,P(n))-system d+, i.e. there is an expanded stable P(n)-system
d+ such that d+ ↾ P−(n) = d; recall P−(n) = {u : u ∈ {0, . . . , n − 1}} =
P(n)\{n}.
2) We say s satisfies (or has) brimmedℓ weak (λ, n)-uniqueness property when:
Case 1: If n = 0, Ks has amalgamation.
Case 2: If n = 1. If (M,Nℓ, {a
k
i : i < i
∗}) ∈ K3,bus for k = 1, 2 and tp(a
1
i ,M,Nℓ) =
tp(a2i ,M,Nℓ) there is a ≤s-embedding f of N1 into some N
′
2 such that N2 ≤s N
′
2
and f(a11) = a
2
i .
Case 3: d1,d2 are brimmed
ℓ expanded stable P(n)-systems and dm = dm ↾
P−(n) and f¯ = 〈fu : u ∈ P
−(n)〉 is an isomorphism from s[d1] onto s[d2], then
we can find (f,N) such that:
(a) Md2n ≤s N ,
(b) f is a ≤s-embedding of M
d1
n into N
(c) for u ⊂ n we have f ◦ hd1n,u = h
d2
n,u ◦ fu.
3) We say that s has the brimmedℓ strong (λ, n)-existence when:
Case 1: n = 0, just Ks 6= ∅.
Case 2: n = 1, as in part (1) but (M∅,M{∅}, {ci : i < i
∗}) ∈ K3,bus .
Case 3: n ≥ 2.
For every brimmedℓ expanded stable (λ,P−(n))-system d we can find an ex-
panded stable (λ,P(n))-system d+ such that d+ ↾ P−(n) = d and d+ is reduced
in n which means u ⊂ n⇒ Jd
+
n,u = ∅.
4) We say that s has the brimmedℓ strong (λ, n)-uniqueness property when:
Case 1: If n = 0, Ks categorical in λs.
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Case 2: If n = 1, uniqueness for K3,bus see 7.15.
Case 3: n ≥ 2 and ℓ ∈ {3, 4}.
In part (2) we add N =Md2n and f is onto N .
Case 4: n ≥ 2 and ℓ ∈ {1, 2}.
The conclusion of Case 1 holds16 if we assume (what is said in part (2) and) that
d1,d2 are regular (or just c ∈ Jn,u ⇒ tps(c, hn,u(M
dk
u ),M
dk
n ) is regular):
⊡ if u ⊂ v ∈ P−(n) and p ∈ S bs(Md1n,u) then the cardinality of {c ∈
Jd1n,u : tps(c,M
d1
n,u,M
d1
un
) ± p} is equal to the cardinality of {c ∈ Jd2n,u :
tps(c,M
d2
n,u,M
d2
n )± f(p)} assuming for simplicity d1 is regular.
5) We say that s has the brimmedℓ weak/strong (λ, n)-primeness property when
n = 0, 1 or for any brimmedℓ P−(n)-system d0 and expanded stable P(n)-system
d1 which is reduced in n which means u = n ⇒ J
d1
n,u = ∅ and d1 satisfy d1 ↾
P−(n) = d0 we have: d1 is weakly/strongly prime
ℓ over d0, see below.
5A)We say d1 is weakly/strongly prime
ℓ over d0 (and also say that s
d1 is weakly/strongly
primeℓ over sd0) when for some n,d1 is a brimmed
ℓ P(n)-system, d0 = d1 ↾ P
−(n)
and:
(∗) if d2 is a brimmed
ℓ (P(n), s)-system satisfying d2 ↾ P
−(n) = d0 ↾ P
−(n),
then there is an ≤s-embedding f of M
d1
n into M
d2
n such that u ∈ P
−(n)⇒
f ◦ hd1n,u = h
d2
n,u, and in the strong case, for every regular p ∈ S
bs(f(Md1n )
orthogonal to Md2n,u for every u ⊂ n we have dim(p,M
d2
n ) = λ.
6) In (1)-(5) we may restrict ourselves to one expanded stable P−(n)-system or
P(n)-system d, i.e., consider the property as a property of d; so in this case the
brimmedℓ may refer to only u = n!
7) We say that s has the brimmedℓ weak/strong (λ, n)-prime existence if for ev-
ery brimmedℓ expanded stable (λ,P−(n))-system d1 there is an expanded stable
(λ,P(n))-system d2 which is weakly/strongly prime
ℓ over d1, (note: d2 is only
brimmed1 and is reduced in n).
8) Writing “. . . (< n) . . . property” we mean “. . .m . . . property” for every m < n.
Our main aim is to show that if s is excellent and 〈2λ
+n
s : n < ω〉 increasing then
every one of those properties is satisfied by s+m for m < ω large enough.
16in the csae central for this section the Mdmn are brimmed so the only freedom left are about
dimensions of types from S bss (M
dm
n,u )
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12.18 Claim. 1) For n = 0, 1, 2, the frame s has the brimmedℓ weak (λ, n)-
existence property for ℓ ≤ 4.
2) For n = 0, 1, 2, the frame s has the brimmedℓ weak (λ, n)-uniqueness property
for ℓ = 1, 2, 3, 4.
3) For n = 0, 1 the frame s has the brimmedℓ strong (λ, n)-existence property for
ℓ = 1, 2, 3, 4.
4) For n = 0, 1, the frame s has the brimmedℓ(λ, n)-primeness property for
ℓ = 1, 2, 3, 4.
5) For n = 0, 1 the frame s has the brimmedℓ(λ, n)-primeness existence property
for ℓ = 1, 2, 3, 4.
6) If s has the brimmedℓ strong (λ, n)-existence property and the brimmedℓ weak/strong
(λ, n)-primeness property, then it has the brimmedℓ weak/strong (λ, n)-primeness
existence property 12.34.
Proof. 1) If n = 0, this is clear, for n = 1 this is the existence theorem for K3,bus ,
see ?.
—> scite{705-xxX} undefined
Lastly, if n = 2 by ?; “the existence of stable amalgamation” we can find a sta-
—> scite{705-yyY} undefined
ble (λ,P(n)-system s+ such that s+ ↾ P−(n) = sd and we can extend M s
+
n and
choose Jn,u for u ⊂ n.
2) For n = 2, by the uniqueness of NFs-amalgamation, see ?.
—> scite{705-yyY} undefined
3), 4), 5) Easy, too.
6) Let d be a brimmedℓ (λ,P−(n))-system. By the strong (λ, n)ℓ-existence prop-
erty there is an expanded stable (λ,P(n))-system d∗, reduced in n such that
d∗ ↾ P−(n) = d. By the (λ, n)-primenessℓ property d∗ is primeℓ so we are done.
12.18
Remark. Assume Ks is the class of (A,E), |A| = λs, E an equivalence relation. If
(M,N, a) ∈ K3,bus , a/E
N disjoint toM , if a/EN is too large then (M,N, a) /∈ K3,prs .
12.19 Claim. The following properties of d are actually properties of s, that is,
their satisfaction depends just on sd
(A) “f¯ being an embedding of d into M”
(B) d is brimmedℓ at u for ℓ = 1, 2, 3, 4
(C) d has weak/strong uniqueness/existence property
(D) d has the weak/strong primeness existence property
(E) d has the weak/strong primeness property.
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Proof. The least easy case is that replacing Jdv,u by similar J
′
v,u does not make a
difference which holds by ?. 12.19
—> scite{705-xxX} undefined
12.20 Discussion: Why do we define the “strong primeness”, “strong primeℓ” exis-
tence?
The problem arises in 12.34. Assume d0 is a brimmed
3 expanded stable (λ,P(n))-
system, d1 is an expanded stable (λ,P(n))-system, d1 ↾ P
−(n) = d0 ↾ P
−(n),d1
is reduced in n,Md1n ≤s M
d0
n and h
d1
n,u = h
d0
n,u for u ⊂ n. Is M
d0 (λ, ∗)-brimmed
over Md1n ? If s has the NDOP (and n ≥ 2) yes, but in general for p ∈ S
bs(Md1n )
which is ⊥ hd1n,u(M
d1
u ) for every u ⊂ n, we do not know that dim(p,M
d0
n ) = λs.
This motivates the definition of strong primeness.
12.21 Claim. 1) Assume I1 ⊆ I2 and s has the brimmed
ℓ weak (λ, |u|)-existence
property whenever u ∈ I2\I1. Then for any brimmed
ℓ expanded stable (λ, I1, s)-
system d1 there is a brimmed
ℓ expanded stable (λ, I2, s)-system d2 satisfying d2 ↾
I1 = d1.
2) Let ℓ ∈ {3, 4}. Assume that for any m < n, s has the brimmedℓ strong (λ,m)-
uniqueness property. Then for any two brimmedℓ expanded stable (λ,P−(n))-
systems d1,d2, the systems s[d1], s[d2] are isomorphic. Similarly for (λ, I) if
u ∈ I ⇒ |u| < n.
3) In (2) if dk is a brimmed
ℓ expanded stable (I2, s)-system, for k = 1, 2 and
I1 ⊆ I2 and s has the brimmed
ℓ strong (λ, |u|)-uniqueness whenever u ∈ I2\J1 and
f¯ = 〈fu : u ∈ I1〉 is an isomorphism from s[d1 ↾ I1] onto s[d2 ↾ I1], then we can
find f¯ ′, an isomorphism from s[d1] onto s[d2] such that f¯
′ ↾ I1 = f¯ .
Proof. Natural. 12.21
12.22 Conclusion. 1) Assume ℓ ∈ {3, 4} and
(a) s has the brimmedℓ strong (λ,< n)-uniqueness property
(b) there is a brimmedℓ stable (λ,P(n))-system.
Then s has the brimmedℓ weak (λ, n)-existence property.
Proof. 1) We prove this by induction on n, so we can assume that s has the
brimmedℓ weak (λ,m)-existence property for m < n. The cases n = 0, 1 are trivial,
see 12.18. Now by clause (b) there is a brimmedℓ expanded stable (λ,P(n))-
system d∗. To prove the brimmedℓ weak (λ, n)-existence property, let d be a
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brimmedℓ expanded stable (λ,P−(n))-system. By assumption (a) and 12.21(2) and
the induction hypothesis, d and d∗ ↾ P−(n) are isomorphic hence, by renaming,
without loss of generality they equal, so d∗ prove the existence. 12.22
12.23 Claim. 1) Let ℓ = 1, 2, 3, 4. The brimmedℓ weak (λ, n)-existence property
is equivalent to: for every brimmedℓ expanded stable P−(n)-system d there are
M ∈ Ks and f¯ = 〈fu : u ∈ P
−(n)〉, such that
⊛ f¯ is an embedding of d into M which means
(a) fu is a ≤s-embedding of M
d
u into M
(b) if u ⊂ v ∈ P−(n) then fu = fv ◦ f
d
v,u
(c) for any u ∈ P−(n), the set ∪{fv(J
d
v,u) : v satisfies u ⊆ v ∈ P
−(n)}
is independent in (fu(M
d
u ),M), as an indexed set
17.
2)
(a) If s has the brimmedℓ strong (λ, n)-existence property then s has the brimmedℓ
weak (λ, n)-existence property
(b) if s has the brimmedℓ strong (λ, n)-uniqueness property then s has the
brimmedℓ weak (λ, n)-uniqueness property
(c) if s has the brimmedℓ strong (λ, n)-primeness existence property then s has
the brimmedℓ weak (λ, n)-primeness existence property
(d) similarly for primeness.
3) If {(ℓ(1), ℓ(2))} ∈ {(1, 2), (2, 3), (3, 4)} and s has the brimmedℓ(1) weak/strong
(λ, n)-existence property then s has the brimmedℓ(2) weak/strong (λ, n)-existence
property.
4) Similarly to part (3) for weak (λ, n)-uniqueness.
4A) If {(ℓ(1), ℓ(2))} ∈ {(1, 2), (2, 3), (3, 4))} and s has the brimmedℓ(1) strong unique-
ness, then s has the brimmedℓ(2) strong uniqueness.
5)∗
(a) every expanded stable (λs, I)-system for s is brimmed
2
(b) for each of the properties defined in Definition 12.17, the weak brimmed2
version and the brimmed1 one are equivalent.
17this just means that 〈{fv(c) : c ∈ Jdv,u} : u ⊂ v ∈ P−(n)〉 is a sequence of pairwise disjoint
sets
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Proof of 12.23. 1) First assume that s has the brimmedℓ weak (λ, n)-existence
property and we shall prove the condition ⊛ in 12.23(1). By the present assumption,
we can find d′ as in the definition 12.17(1), and we let M =Mdn , fu = f
d
′
n,u, clearly
they are as required in ⊛.
Second assume that s satisfies the condition ⊛ from 12.23(1). Let d = d0, a
brimmedℓ expanded stable (λ,P−(n))-system be given, so by our assumption there
are M, 〈fu : u ∈ P
−(n)) as there. Now we define an expanded stable (λ,P(n))-
system d1 as follows: d1 ↾ P
−(n) = d0,M
d1
n = M,h
d1
n,u = fu for u ⊂ n let J
d1
n,u
be a maximal subset J of M\ ∪ {fv(Mv) : v ⊂ n} such that J
d1
v,u = ∪{fv(J
d0
v,u) :
v satisfies u ⊂ v ⊂ n} is independent. Clearly d1 is as required except that in the
brimmed2 case we are missing “M is brimmed”, and in the brimmed3 case, we are
missing the Jn,u and in the brimmed
4 case the relevant condition. ChooseM∗ such
that M ≤s M
∗ and M∗ is (λs, ∗)-brimmed over M letting M
d1
n = M
∗ and lastly,
for each u ∈ P−(n) let Jd1n,u be a maximal J such that:
(α) J ⊆M∗\ ∪ {fu(J
d
v,u) : v satisfies u ⊂ v ∈ P
−(n)}
(β) c ∈ J ⇒ tps(c, fu(M
d0
u ),M
∗) ∈ S bs(fu(M
d0
u ) is orthogonal to fw(M
d0
w )
for every w ⊂ u
(γ) J ∪
⋃
{fw1(J
d
w1,u
) : u ⊂ w1 ∈ P
−(n)} is independent in (fu(M
dℓ
u ),M
∗)
(δ) J is maximal under (α) + (β).
By 12.9(7) we are done.
2), 3), 4), 5) Left to the reader. 12.23
The following claim will give a crucial “saving”.
12.24 Claim. Assume that (ℓ = 3 or just ℓ ∈ {1, 2, 3, 4} and n ≥ 2 and)
(a) s has the brimmedℓ weak (λ, n)-uniqueness
(b) d is an expanded stable (λ,P−(n))-system
(c) d ↾ [n]<n−1 is a brimmedℓ system (but d not necessarily).
Then d has weak uniqueness, i.e.
⊛ if d1,d2 are expanded stable (λ,P(n))-system satisfying d1 ↾ P
−(n) =
d,d2 ↾ P
−(n) then we can find (N, f) such that Md2n ≤s N, f is a ≤s-
embedding of Md1n into N and u ⊂ n⇒ h
d2
n,u = f ◦ h
d1
n,u.
Proof. We prove this by induction on kd = |Pd| where Pd = {v ∈ P
−(n) : d is
not brimmedℓ in u (so u ∈ [n]n−1)}.
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Clearly kd ≤
(
n
n−1
)
= n(≤ |P−(n)| < 2n). If kd = 0 the conclusion follows from
assumption (a).
So assume that kd > 0 and choose v∗ ∈ Pd. We can find M which is (λ, ∗)-
brimmedℓ over Mdv∗ . Next we define an expanded (λ,P
−(n))-system d+:
⊛1 (a) d
+ ↾ (P−(n)\{v∗}) = d ↾ (P
−(n)\{v∗})
(b) hd
+
v∗,u
= hdv∗,u if u ⊂ v∗
(c) Md
+
v∗
= M
(d) Jd
+
v,u = J
d
v,u if u ⊂ v ∈ P
−(n)\{v∗}
(e) Jd
+
v∗,u
, for u ⊂ v∗, is a maximal subset J of
{c ∈M\ ∪ {Mdv∗,u : u ⊂ v∗} : tp(c,M
d
v∗,u
,M) ∈ S bs(Mv,u)
is orthogonal to Mv∗,w when w ⊂ u} such that J is
independent in (Mv∗,u,Mv∗) and J ⊇ J
d
v∗,u
.
Now let d1,d2 be as in the assumption of ⊛. Next for k = 1, 2 by the existence of
stable amalgamation there are (Nk, fk) such thatM
dk
n ≤s Nk, fk is a ≤s-embedding
of M =Md
+
v∗
into Nk extending f
dk
n,v∗
and NFs(M
dk
n,v∗
,Mdkn , fk(M), Nk) holds.
By renaming without loss of generality f1 = f2 = idM . We now define an ex-
panded stable (λ,P−(n))-system d+k
⊛2k (a) d
+
k ↾ P
−(n) = d+
(b) M
d
+
k
n = Nk.
(c) h
d
+
k
n,u = hdkn,u for u ∈ P
−(n)\{v∗}
(d) hd
+
n,v∗
= fk
(e) J
d
+
k
n,v for v ⊂ n are defined as in previous cases.
Now we use the induction hypothesis (on kd) 12.24
12.25 Claim. 1) Assume that (a) + (b) and: (c)1 or (c)2 where;
(a) sk is a stable (λ, I)-system for k = 1, 2
(b) s1 ↾ J = s2 ↾ J where J =: {u ∈ I : (∃v ∈ I)(u ⊂ v)}
(c)1 if u ∈ I\J then s
ℓ ↾ P−(u) has the weak uniqueness property
(c)2 if v ∈ I\J then u ⊂ v ⇒ h
s
1
v,u = h
s
2
v,u andM
s
ℓ
v ≤s M
s
2−ℓ
v for some ℓ ∈ {1, 2}.
Then
(α) s1 has the weak existence property iff s2 has the weak existence property
(β) s1 has the weak uniqueness property iff s2 has the weak uniqueness property.
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Proof. Similar to 12.24. 12.25
In 12.16 we have proved actually some things on s+ concerning Definition 12.17.
[Why do we ignore ℓ = 1? As for s+, brimmed1 ⇒ brimmed2.]
12.26 Conclusion. Let ℓ ∈ {0, 2, 3} and assume that s is successful hence s+ satisfies
the demands in 12.2. If for s+ there is a brimmedℓ stable P(n)-system, then for s
there is a brimmedℓ stable P(n+ 1)-system.
Remark. For ℓ = 0, 2 we can find trivial examples.
Proof. By 12.16.
12.27 Claim. Assume that dk is an expanded stable (λ, I)-system for k = 1, 2 and
f¯ is an embedding of d1 into d2, see Definition 12.7(1A).
1) If I = P−(n) and d2 has the weak existence property then d1 has the weak
existence property.
2) If I = P−(n) and f¯ ↾ [n]<n−1 is an isomorphism from d1 ↾ [n]
<n−1 onto
d2 ↾ [n]
<n−1 and d2 has the weak uniqueness property then d1 has weak uniqueness
property.
Proof. 1) Easy (and was used inside the proof of 12.24).
2) Very similar to the proof of 12.24 (and we can use part (1)). 12.27
12.28 Lemma. 1) Let ℓ = 3, n ≥ 2. Assume 2λ < 2λ
+
and:
(a) s is successful hence s+ has the properties required in 12.2
(b) s has the brimmedℓ weak (λ,≤ n+ 1)-existence property
(c) s has the brimmedℓ strong (λ,≤ n)-uniqueness property
(d) s does not have the brimmedℓ weak (λ, n+ 1)-uniqueness property.
Then s+ does not have the brimmedℓ strong (λ+, n)-uniqueness property.
Remark. Of course, it would be better to have “strong” in clause (d) of the as-
sumption and it would be better to have weak in the conclusion. Still we can prove
a slightly stronger claim.
A variant of ? is
—> scite{705-12.b11} undefined
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12.29 Claim. 1) In 12.28 we can replace clause (c) by (c)−1 +(c)
−
2 (which obviously
follows from it) where
(c)−1 s has the brimmed
ℓ strong (λ,< n)-uniqueness property
(c)−2 s has the brimmed
ℓ weak (λ, n)-uniqueness property.
2) We can strengthen the conclusion to: s+ fail the brimmed3 weak (λ+, n)-uniqueness
property.
Proof of 12.28. 1) We choose by induction on α < λ+, sη for every η ∈
α2 such
that:
⊛ (α) sη is a normal brimmed
ℓ stable (λ,P(n))-system
(β) the universe of M
sη
n is an ordinal γℓg(η) < λ
+
(γ) the sequence 〈M
sη↾γ
u : γ ≤ α〉 is ≤s-increasing continuous
(δ) if α = β + 1 then s∗η =: sη↾β ∗P(n+1) sη is a brimmed
ℓ stable
(λ,P(n+ 1))-system
(ε) if α = β + 1, ν ∈ β2, then:
s∗νˆ<0> ↾ P
−(n+ 1) = s∗νˆ<1> ↾ P
−(n+ 1)
(ζ) if α = β + 1 and ν ∈ β2 then for no f,N do we have:
f is an ≤s-embedding of M
s
∗
νˆ<0>
n+1
into N,M
s
∗
νˆ<1>
n+1 ≤s N
and f is the identity on M
s
∗
νˆ<0>
u =M
s
∗
νˆ<1>
u for u ∈ P−(n+ 1)
(η) if ν1, ν2 ∈
α2 then sν1 ↾ P
−(n) = sν2 ↾ P
−(n)
(this strengthens clause (ε)).
Now
(∗)1 we can carry the induction
[Why? For α = 0 trivial. For α = β + 1 and η ∈ β2 by clause (d) of the
assumption there are brimmedℓ P(n+1)-system s′, s′′ with s′ ↾ P−(n+1) =
s′′ ↾ P−(n+1) as in clause (ζ), i.e., for no (N, f) do we haveM s
′′
n ≤s N and
f is a ≤s-embedding of M
s
′
n into N which is the identity on M s
′
u for every
u ⊂ n + 1. Now for proving 12.28, by assumption (c) and claim 12.21(2)
renaming we have sηˆ<0>, sηˆ<1> as required in clause (ε) and (ζ) of ⊛ and
by renaming we have (β); by the proof we can get clause (η), too. (For
proving 12.29 this is done in its proof). For α limit sη =:
⋃
β<α
sη↾β is a
stable (λ,P(n))-system by Claim 12.15(2); moreover is brimmedℓ.]
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For η ∈ λ
+
2 we define a normal (λ+,P(n))-system for s+ called sη by M
sη
u =
∪{M
sη↾α
u : α < λ+}, clearly
(∗)2 sη is really a (λ
+,P(n))-system for the frame s+ (noting thatM
sη
u ∈ Ks(+)
as it belongs to Ks and is saturated over λs because by clause (δ),M
sη↾(α+1)
u
is (λ, ∗)-brimmed over M
sη↾α
u for every α < λ+s )
(∗)3 sη is a brimmed stable (λ
+,P(n))-system for s(+)
[why? by 12.15(3).]
(∗)4 sη ↾ P
−(n) is the same for all η ∈ λ
+
2 call it t∗.
[Why? By Clause (η) of ⊛.]
Let ρ ∈ λ
+
2. To finish the proof it is enough to find η ∈ λ
+
2 such that h∗ =
∪{idMtu : u ⊂ n} cannot be extended to an isomorphism from M
sρ
n onto M
sη
n ;
toward contradiction assume that fη is such an isomorphism for every η ∈
λ+2. By
the weak diamond, (see I§0) for some η0, η1 ∈
λ+2 and δ < λ+ we have ν = ηℓ ↾
δ, νˆ〈ℓ〉 ⊳ ηℓ and fη1 ↾M
sν
n = fη2 ↾M
sν
n . Clearly we get contradiction to clause (ζ)
in the construction. 12.28
Proof of 12.29. In the proof of 12.28 there one point in which the proofs differ. We
are given sη for η ∈
β2 and we know that there are normal brimmedℓP(n + 1)-
system s′, s′′ such that s′ ↾ P−(n + 1) = s′′ ↾ P−(n + 1) but there is no ≤s-
embedding of M s
′
n+2 into any N,M
s
′′
n+1 ≤s N over
⋃
u⊂n+
M s
′
u . By the amount of
uniqueness we have, i.e. by assumption (c)−1 without loss of generality s
′ ↾ P−(n) =
sη ↾ P
−(n) (for every η ∈ β2, hence also s′′ ↾ P−(n) = sη). Without loss of gen-
erality the universe of M s
′
n+1 and of M
s
′′
n+1 is γβ + λ (recall 12.9(8)) and, of course,
the universe of M s
′
n =M
s
′′
n is γη.
Now we define s∗η, a (λ,P
−(n+1))-system by s∗η ↾ (P(n+1)\{n, n+1}) = s
′ ↾
(P∗(n + 1)\{n, n+ 1}) = s′′ ↾ (P−(n + 1)\{n, n+ 1}) and M
s
∗
η
n = M snη . Clearly
s∗η is stable and brimmed
ℓ.
Now by 12.25, the version with (c)1 as s
′ ↾ P−(n + 1) fails the brimmed3 weak
uniqueness, also s∗η fails it. Hence we can find a stable (λ,P
∗(n+1))-systems s′η, s
′′
η
witnessing it, to s′η ↾ P
−(n + 1) = s∗η = s
′′
n ↾ P
−(n + 1). By renaming we take
care of clause (β) of ⊛ (we use freely 12.9).
2) We choose in addition to sη also Nη such that
⊛ (α), (γ)− (η) as in the proof
(β) Nη is brimmed over M
sn
η the universe of Nη is an ordinal
γℓg(η) (instead of (β))
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(θ) if ν⊳η then NFs(M
sν
n , Nν ,M
sη
n , Nη) andNη is brimmed overM
sη
n ∪Nν .
In the end for η ∈ λ
+
2 we define also Nη = ∪{Nη↾α : α < λ
+} hence M sη ≤s(+) Nη
and Nη is (λ
+, ∗)-brimmed over M
sη
n .
So if ρ, η ∈ λ
+
2, Nη ≤s(+) N and f is a ≤s(+)-embedding of M
sρ
n into N over
∪{M
sρ
u : u ⊂ n}, thenN can be≤s(+)-embedded intoNη overM
sη
n so without loss of generalityN ≤s(+)
M
sη
n , Nη is (λ
+, ∗)-brimmed over M
sη
n . The rest should be clear. 12.29
12.30 Claim. 1) Assume ℓ = 2, 3, n ≥ 1 and
(a) s has the brimmedℓ strong (λ,≤ n)-existence property
(b) s has the brimmedℓ weak (λ,≤ n)-primeness property
Then there is an expanded stable P(n + 1)-system d reduced at n + 1 such that
d ↾ P−(n) is brimmed3.
2) If in addition clause (c) below holds then s has the brimmedℓ strong (λ, n + 1)-
existence property where
(c) s has the brimmedℓ strong (λ,≤ n)-uniqueness property.
Proof. 1) Let M∅ ∈ Ks be brimmed
ℓ. Let M ∈ Ks be (λs, ∗)-brimmed over M∅.
Let P∅ ⊆ {p ∈ S
bs(M∅) : p regular} be a maximal family of pairwise orthogonal
types. Let J2∅ be a maximal subset of {c ∈ M : c realizes some p ∈ P
2
∅ in M over
M∅} which is independent in (M∅,M) so |J∅| = λs and let {J
2
u,∅ : ∅ ⊂ u ⊂ n + 1}
be a partition of J2∅ to sets each of cardinality λs such that for every p ∈ P
2
∅ and
u ⊂ n+1 the set {c ∈ Ju: tps(c,M∅,M) = p} has cardinality λs. For u ∈ I1\I0 let
Mu ≤s M be such that (M∅,Mu, ju,∅) ∈ K
3,bu
s .
Let Ik = {u ⊆ n + 1 : |u| ≤ k} for k ≤ n + 1. We now choose by induction on
k ∈ {1, 2, . . . , n}, the objects dk and 〈Pu,Jv,u : u ∈ Ik, u ⊆ v ⊂ n + 1〉, 〈Nu,P
1
u :
u ∈ Ik, |u| > 1〉, 〈J
i
u,v : u ⊆ v ⊂ n+ 1 and (u, v) 6= (∅, ∅) and i = 1, 2〉 such that
⊛(a) dk is a normal brimmed
ℓ expanded stable (λ, Ik)-system embedded in M
and Mdk∅ =M∅,M
dk
u =Mu for u ∈ I1\I0, J
du
u = Ju,∅
(b) m < k ⇒ dm = dk ↾ Im
(c) for u ∈ Ik\I1, Nu is such that ∪{M
dk
w : w ⊂ u} ⊆ Nu ≤s M and d
∗
u is
reduced in u where d∗u is the normal brimmed
1P(u)-system d∗u ↾ P
−(u) =
dk ↾ P
−(u),M
d
∗
u
u = Nu,J
∗
u,w = ∅ for w ⊂ u
(d) for u ∈ Ik\I1,P
1
u is a maximal set of pairwise orthogonal types from ⊆
{p ∈ S bs(Nu) : p regular orthogonal to M
dk
w for w ⊂ u (hence to M
dk
w for
w ∈ Ik such that u * w by 10.18)
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(e) for u ∈ Ik\I1, the set J
1
u is a maximal subset of {c ∈ M : tps(c, Nu,M) ∈
P1u} independent in (Nu,M)
(f) if u ∈ Ik\I1, then 〈J
1
v,u : u ⊆ v ⊂ n+ 1 but (v, u) 6= (∅, ∅)〉 is a partition of
J1u to sets each of cardinality λs such that moreover, for every p ∈ P
1
u the
set J1v,u,p =: {c ∈ J
1
v,u: tps(c, Nu,M) = p} has cardinality λs
(g) (Nu,M
dk
u ,
⋃
w⊆u
J1u,w ∪
⋃
w⊂u
J2u,w) ∈ K
3,bu
s
for u ∈ Ik\{∅} where we stipulate
J1u,w = ∅ when w ⊆ u, |w| ≤ 1
(h) P2u is a maximal set of pairwise orthogonal types from {p ∈ S
bs(Mdku ) : p
orthogonal to Nu when u /∈ I1 and to M∅ if u ∈ I1\I0} when u ∈ Ik (if
u = ∅ then P2u has already been chosen)
(i) J2u is a maximal set of {c ∈ M : tps(c,M
dk
u ,M) ∈ P
2
u} independent in
(Mdku ,M) when u ∈ Ik, (if u = ∅, J
2
u has already been chosen), note that
the J2u,w used is clause (g) has already been chosen)
(j) 〈J2v,u : u ⊂ v ∈ P
−(n+ 1)〉 is a partition of J2u such that for every p ∈ P
2
u
and v such that u ⊂ v ∈ P−(n+1) the set {c ∈ J2v,u : tps(c,M
dk
u ,M) = p}
has cardinality λ when u ∈ Ik
(k) Jdkv,u = J
1
v,u ∪ J
2
v,u where u ⊂ v ∈ Ik
For k = 1,dk is defined by clause (a) and choose P
2
u,J
2
u, 〈J
2
v,u : v satisfies u ⊆ v ⊂
n+ 1〉 as above for u ∈ Ik\I0 (i.e., u = {m}, m < n+ 1).
For k = m+1 > 1 for each u ∈ Ik\Im clearly dm ↾ P
−(u) is a normal brimmedℓ
expanded stable P−(u)-system hence by assumption (a) we can find a normal
brimmed1P(u)-system d∗u such that d
∗
u ↾ P
−(u) = du ↾ P
−(u),Md
∗
u = Nu which
is reduced in u hence d∗u is prime over dm ↾ P
−(u), use (b).
Now d∗u ↾ P
−(u) is embedded in M (by clause (a) of ⊛) so by the definition of
the primeness without loss of generalityNu =: M
d
∗
u
u ≤s M . Now as |u| > 1 choose
P1u,J
1
u and 〈J
1
v,u : v satisfies u ⊆ v ⊂ n + 1〉 as required. Now let M
dk
u ≤s M
be18 such that (Nu,M
dk
u ,∪{J
1
u,w ∪ J
2
u,w : w ⊂ u}) ∈ K
3,bu
s . We then choose
P2u,J
2
u,J
2
v,u (u ⊂ v ⊂ n+ 1) as required.
Having carried the induction we define a normal P(n+ 1)-system dn+1 by
dn+1 ↾ P
−(n+ 1) = dn
M
dn+1
n+1 =M
18exists as for everyw ⊂ u, the set Ju,w is independent in (Nu,M) because (Mw, Nu,∪{Jv1,u1 :
v1 ⊂ u, u1 ⊆ w,u1 ⊂ v1}) ∈ K
3,bu
s
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J
dn+1
n+1,u = ∅ for u ⊂ n+ 1.
It is easy to check that dn+1 is as required.
2) Easy, by 12.21(2). 12.30
12.31 Claim. Assume
(a) d is an expanded stable (λ,P(n))-system
(b) d is reduced at n.
Then we can find d′ such that
(α) d′ is an expanded stable (λ,P(n))-system reduced at n
(β) d′ ↾ P−(n) = d ↾ P−(n)
(γ) hd
′
n,u = h
d
n,u for u ⊂ n
(δ) Mdn ≤s M
d
′
n
(ε) if p ∈ S bs(Mdn ) is regular orthogonal to M
d
n,u for every u ⊂ n then
dim(p,Md
′
n ) = λ.
Proof. Let M+ ∈ Ks be (λ, ∗)-brimmed over M
d
n , let P = {p ∈ S
bs(Mdn ) : p
regular ⊥Mdn,u for every u ⊂ n}. Let J = {cp,α : p ∈ P, α < λ} be such that
(i) cp,α ∈M
+ realizes p
(ii) p ∈ P ∧ α 6= β ⇒ cp,α 6= cp,β
(iii) J is independent in (Mdn ,M
+).
Now let M ≤s M
+ be such that (Mdn ,M,J) ∈ K
3,bu
s and define d
′ such that
((α), (β), (γ) above holds and) Md
′
n =M . It is easy to check that d
′ is as required.
12.31
12.32 Claim. 1) Assume ℓ = 3 and
(a) s is successful hence s+ satisfies the hypothesis 12.2
(b) s has the brimmedℓ weak (λ,≤ n + 1)-uniqueness property [actually only
n+ 1 and n are used]
(c) s is a brimmedℓ stable (P−(n), s+)-system
(d) s∗ is a stable (P(n), s+)-system reduced at n such that s∗ ↾ P−(n) = s.
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Then s∗ is prime over s for s+.
2) Moreover, s∗ is strongly primeℓ over s for s+.
Remark. This is similar to the proof of the existence of primes in s+.
Proof. 1) Without loss of generality s is normal. Let 〈Mαu : α < λ
+
s 〉 be ≤s-
increasing continuous with union M s
∗
u and let E be a thin enough club of λ
+
s .
By 12.16 for each α ∈ E, s∗α = 〈M
α
u : u ∈ P(n)〉 is a normal stable P(n)-
system reduced at n and letting P = {u ⊆ n + 1 : n * u} for α < β from
E, s∗α,β =: sα ∗P(n+1) sβ is a stable (P(n+ 1), s)-system and sα,β ↾ P is a normal
brimmed3(P, s)-system, see 12.16. Suppose thatM ∈ Ks(+) and 〈fu : u ∈ P
−(n)〉
an embedding of s ↾ P−(n) into M (see Definition 12.5(3)).
As s is normal, we have u ⊆ v ∈ P−(n) ⇒ fu ⊆ fv. Let 〈Mα : α < λ
+
s 〉
be ≤s-increasing continuous with union M and without loss of generalityE is a
thin enough club for this too; by renaming E = λ+s . Let f
α
u = fu ↾ M
α
u , so
f¯α = 〈fαu : u ∈ P
−(n)〉 is an embedding of sα into Mα ≤K[s] M . Now we choose
fαn by induction on α such that
⊛(i) fαn is a ≤K[s]-embedding of M
α
n into M (hence into Mβ(α) for some β(α) <
λ+s )
(ii) fαn extend f
β
n for β < α and f
α
u for u ∈ P
−(n).
For α = 0, f0n exists as s has the brimmed
3 weak (λ, n)-uniqueness property and M
is λ+-saturated.
For α limit let fαn =
⋃
β<α
fβn .
For α = β + 1 let γ < λ+s be such that Mγ is (λ, ∗)-brimmed over Rang(f
β
n ) ∪⋃
{Rang(fαu : u ∈ P
−(n)}. We shall show that there is a ≤s-embedding of M
α
n
into M and even into Mγ extending fβ ∪
⋃
{fαu : u ∈ P
−(n)}. For this we shall use
“s has the brimmed3 weak (λ, n+1)-uniqueness property” defined in 12.17(2) for the
(λs,P
−(n+ 1))-system s∗α,β. The embedding are O.K. as M
α
n does not contribute
(as s is reduced in n). But the assumption is not fully satisfied because s∗α,β the
brimmedℓ demand does not (necessarily) holds for u = n, i.e., for fαn (M
α
n ); however,
by Claim 12.24 this is overcomed. We get that there is a pair (f,N) such that
Mβ(α) ≤s N and f a ≤s-embedding M
α
n into N , but without loss of generalityN ≤
Mγ so we are done.
Now fn =
⋃
α<λ+s
fαn is the required embedding.
2) By part (1) and 12.31. 12.32
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12.33 Conclusion. Assume ℓ = 3 and
(a) s is successful hence s+ satisfies 12.2
(b) s has the brimmedℓ weak (λ,≤ n+ 1)-uniqueness property.
Then s+ has the brimmedℓ strong (λ+, n)-primenessℓ property.
Proof. By 12.32.
12.34 Claim. 1) Let ℓ = 3 and
(a) s has the brimmedℓ strong (λ, n)-existence property
(b) s has the brimmedℓ strong (λ, n)-primeness property.
Then s has the brimmedℓ strong (λ, n)-uniqueness property.
2) Let ℓ = 4 and s has the brimmedℓ weak (λ, n)-uniqueness property then s has the
brimmedℓ strong (λ, n)-uniqueness property.
Proof. 1) Assume d1,d2 are brimmed
ℓ stable (λ,P(n))-system and f¯ = 〈fu :
u ∈ P−(n)〉 be an isomorphism from d1 ↾ P
−(n) onto d2 ↾ P
−(n). As s has the
brimmedℓ strong (λ, n)-existence property, (i.e., assumption (a)), clearly for k = 1, 2
there is an expanded stable (λ,P(n))-system dk,dk ↾ P−(n) = dk ↾ P
−(n),dk
reduced in n, i.e., such that u ⊂ n⇒ Jd
k
n,u = ∅).
Let f ′u = fu for u ⊂ n. Without loss of generality there is an isomorphism f
′
n such
that 〈f ′u : u ∈ P(n)〉 is an isomorphism from d
1 onto d2.
By clause (b) of the assumption + (∗) of Definition 12.17 without loss of generalityMd
k
n ≤s
Mdkn ; recall u ⊂ n⇒ h
d
k
n,u = h
dk
n,u.
Now
(∗) Md
k
n ≤s M
dk
n and p ∈ S
bs(Md
k
n )⇒ dim(p,M
dk
n ) = λ (or just for a dense
set of regular p ∈ S bs(Md
k
n ).
[Why? Let p ∈ S bs(Md
k
n ) be regular; without loss of generality such that for some
u(p) ⊆ n, p does not fork over Mdk
n,u(p) and u ⊂ u(p)⇒ p orthogonal to M
dk
n,u. Now
dim(p,Mdkn ) = λ. Why? If u(p) = n by (∗∗) from Definition 12.17(5),(5A),(6) and
if u(p) ⊂ n as dk is brimmed
ℓ (i.e., the definition and basic properties of dimension
and regular types).]
We know that ifM is (λs, ∗)-brimmed
ℓ, N ≤s M and p ∈ S
bs(N)⇒ dim(p,N) =
λs thenM is (λ, ∗)-brimmed over N (see 10.17). But this demand by (∗) holds with
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(Mdkn ,M
d
k
n ) here standing for (M,N), hence M
dk
n is (λ, ∗)-brimmed over M
d
k
n . As
f ′n is an isomorphism from M
d
2
n onto M
d
2
n there is an isomorphism fu from M
d1
n
onto Md2 which extends f ′n. So clearly 〈fu : u ⊆ n〉 is an isomorphism from d1
onto d2. 12.34
12.35 Theorem. [2λ
+n
< 2λ
+n+1
for n < ω]. Let ℓ = 3. Assume s is ω-successful.
Then for every n ≥ 2 and m ≥ n− 2, s+m is n-excellentℓ; (see definition below).
12.36 Definition. 1) We say that s is n-beautifulℓ if:
(a) s has the brimmedℓ strong (λ,≤ n)-existence property
(b) s has the brimmedℓ weak (λ,≤ n)-uniqueness property
(c) s has the brimmedℓ strong (λ,< n)-uniqueness property
(d) s has the brimmedℓ strong (λ,< n)-primeness property.
2) We say that s is ω-beautifulℓ if s is n-beautifulℓ for every n.
Remark. In the Theorem we could restrict our demand to n ≤ n∗(< ω) and get
the appropriate conclusion, essentially s+m is n-excellent3 if s is 2n-successful (and
〈2λ
+ℓ
: ℓ ≤ 2n〉 is increasing).
Proof of 12.35. We know that
(∗)1 s
+m satisfies the demand in 12.2 and is successful.
We now prove by induction on n ≥ 2 that
⊠n s
+m is n-beautifulℓ if m ≥ n− 2.
First we prove ⊠2.
By 12.18 for n = 0, 1 the demands in 12.36 holds. Now s+m has the brimmedℓ
weak (λ, 2)-uniqueness as s is a good frame (i.e., the uniqueness of NFs(+m)-
amalgamation. Lastly, the brimmedℓ strong (λ, 2)-existence holds by 12.30.
So let n ≥ 2 and we assume ⊠n and we shall prove ⊠n+1, this suffices
(∗)2 there is a brimmed
ℓ(P(n+ 1), s+m)-system for m ≥ n− 2
[Why? By 12.26.]
(∗)3 s
+m has the brimmedℓ weak (λ, n+ 1)-existence property if m ≥ n− 2.
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[Why? By (∗)2 there is brimmed
ℓ(P(n+1), s+m)-system call it d∗. Let a (P−(n+
1), s+m)-system d be given. By ⊠n we know that s has the strong (λ,< n)-
uniqueness property hence by 12.21(2) without loss of generalityd∗ ↾ [n+1]<n,d ↾
[n+1]<n are isomorphic so without loss of generality they are equal. Now we shall
apply clause (α) of the conclusion of 12.25 to d and d∗ ↾ P−(n+ 1), as the latter
has the weak existence property (as d∗ exemplify) it suffices to check the assump-
tions of 12.25. So here I = P−(n + 1) and J = [n + 1]<n, clause (a) of 12.25 is
obvious, clause (b) was assumed above and clause (c)1 follows from “s
+m has the
weak n-uniqueness property, which holds as we assume ⊠n.]
(∗)4 s
+m has the brimmedℓ weak (λ, n+ 1)-uniqueness property if m ≥ n− 1.
[Why? We try to apply 12.29(2) hence implicitly 12.28 + 12.29(1) to s+m
and n. Its conclusion fails by clause (b) of Definition 12.36, aplied to
(s+m)+ = s+m+1 for n which holds as we are assuming ⊠n. Clause (a)
from its assumptions holds by (∗)1, clause (b) holds by (∗)3 for n + 1 and
by clause (a) of Definition 12.36 and for m ≤ n.
Now clause (c)−2 holds by clause (c) of 12.36 by ⊠n applied to s
+m and
clause (c)−1 holds by clause (b) of Definition 12.36 by ⊠n applied to s
+m.
So in 12.29 only the fourth assumption (d), may fail, so as the conclusion
fails, (d) there fails.
Hence clause (d) from 12.28 has to fails which is the desired conclusion.]
(∗)5 s
+m has the brimmedℓ strong (λ, n)-primeness property if m ≥ n− 1.
[By 12.33 applied to n′ = n and s′ = s+(m−1). It gives the desired conclu-
sion. As for its assumption clause (a) there holds by (∗)1 and clause (b)
there for n+ 1 by (∗)4 above and for 0, . . . , n by ⊠n.]
(∗)6 s
+m has the brimmedℓ strong (λ, n)-uniqueness property if m ≥ n− 1.
[Why? By 12.34, assumption (a) there holds by clause (a) of the definition
12.36 of excellent and clause (b) there holds by (∗)5 above.]
(∗)7 s
+m has the brimmedℓ strong (λ+m, n+1)-existence property form ≥ n−1.
[Why? By 12.30, its conclusion is what we need, assumption (a) there holds
by ⊠n. Assumption (b) there holds by (∗)5 and 12.23(2d) (which says that
strong prime ⇒ weakly prime. Lastly, assumption (c) there holds by (∗)6
above so we are done.]
So ⊠n+1 holds. 12.35
Recall that Chapter II has tried generalizing [Sh 87a], [Sh 87b] but through it give
the parallel conclusions about each λ+n, it does not say anything on µ ≥ λ+ω. In
the claims (12.37), 12.38, 12.39, 12.40 below we derived the parallel of several of
the further conclusions of [Sh 87a], [Sh 87b].
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The aim of the following claim is to help proving for the case ℓ = 3 that for non-
unidimensional s, we can prove non-categoricity in higher cardinals (of course, we
shall get better results when we prove excellency for ℓ = 1).
12.37 Claim. Assume that
(a) s is a good λ-frame
(b) M∗ ∈ Ks, 〈ci : i < λs〉 list the elements of M
∗,
P ⊆ S bs(M∗) is a non-empty set of regular types such that there is q ∈
S bs(M∗) orthogonal to P (so s is not weakly unidimensional)
(c) τ∗ = τ ∪ {ci : c ∈M∗}
(d) K∗ = {M : M is a τ∗-model and M ↾ τ ∈ Ks, ci 7→ c
M
i is a ≤K[s]-embedding
of M∗ into M ↾ τ} and if q ∈ S bs(M∗) is regular realized in M ↾ τ then it
is orthogonal to P
(e) M1 ≤K∗ M2 iff (M1,M2 ∈ K
∗ and) M1 ↾ τ ≤K[s] M2 ↾ τ
(f) s∗ = (K∗,S bs∗ ,
⋃
∗
) where
(i) S bs∗ (M1) is essentially {tp(a,M1,M2) : M1 ≤K∗ M2 is of cardinality
λs, tp(a,M1 ↾ τ,M2 ↾ τ ∈ S
bs
s (M1 ↾ τ)}
(ii)
⋃
∗
similarly, i.e.,
⋃
∗
(M0,M1, a,M3) iff M0 ≤K∗ M1 ≤K∗ M3, a ∈ M3
and
⋃
∗
(M0,M1, a,M3).
Then
(α) s∗ is a good λ-frame
(β) Ks
∗
⊆ Ks, Ks
∗
λ 6= ∅, K
s∗
λ+
6= ∅
(γ) if I(λ+n+1, Ks
∗
) < µwd(λ
+n+1, 2λ
+n
) for n < ω, then s∗ is ω-successful and
is well defined for every µ > λ.
Proof. Clause (α).
Check
Clause (β).
Trivial.
Clause (γ).
By 12.35 applied to s∗.
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12.38 Major Conclusion. Assume that s satisfies the conclusion of 12.35 and let
t = s+ω (see Definition 0.4(4)) then
(a) s+ω = s(+ω) is a good λ+ωs -frame (recall that Ks(+ω) is ∩{K
s(+n)
λ+ω
: n < ω})
(b) t = s+ω is ω-beautiful3
(c) for µ ≥ λ+ω, t[µ] = s[µ], see Definition ? is a good µ-frame, which is ω-
—> scite{705-xxX} undefined
beautiful3, categorical in µ for every µ ≥ λ+ω, so in particular µ ≥ λ ⇒
Ksµ 6= ∅ (on t[µ] see Definition 0.4
(d) if s is weakly unidimensional and µ ≥ λ then s[µ] = s[µ] = s[µ]; hence Ks(+)
is categorical in µ for every µ ≥ λ+s (if Ks is categorical in λs then K
s is
categorical in µ for every µ ≥ λs
(e) if s is not weakly unidimensional then s(µ) is not weakly unidimensional
(f) s has NDOP iff t = s+ω has NDOP iff s(µ) has NDOP (for any µ ≥ λs)
(g) Ksµ 6= ∅ for µ ≥ λ, s[µ] well defined for µ ≥ λ (on s[µ] see Definition 0.4(4)).
12.39 Conclusion. Assume 2λ
+n
< 2λ
n+1
for n < ω and
(a) s is a good λ-frame not weakly unidimensional
(b) I(λ+n+1, Ks) < µwd(λ
+n, 2λ
+n
) for n < ω.
Then Ks is not categorical in µ, for every µ > λ.
Proof. For each µ > λ, there is M1µ ∈ Ks[µ] see 12.38. But we can define t as
s∗[+ω], where s∗ is as in 12.37 and apply it to 12.35, 12.38, and get M2µ ∈ Kt[µ].
Looking at ≤K[s]-submodels of M
1
µ,M
2
µ it is clear that M
1
µ ≈M
2
µ so we are done.
We can sum up
12.40 Conclusion. Assume 2λ
+n
< 2λ
+n+1
for n < ω. If an a.e.c. K with LS(K) ≤ λ,
is categorical in λ, λ+, 1 ≤ I(λ++, K) and I(λ+n+2, K) < µwd(λ
n+2, 2λ
+n+1
) for
n < ω then K is categorical in every µ ≥ λ.
12.41 Remark. 1) This through light on [MaSh 285], [KlSh 362], [Sh 472], [Sh 394].
In those works we start with an appropriate a.e.c. K and assume that it is categorical
in λ large enough then LS(K) and prove that for some α∗(2
LS(K))+ that the class
is categorical in every λ′ ∈ [iα∗ , λ), but nothing is said about λ
′ > λ. However,
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if for some µ, µ+ω ∈ (iα∗ , λ] then by 12.40 we are done. This weak set theoretic
assumption will be eliminated in a sequel.
2) Moreover, we can eliminate the “λ successor” assumption.
3) We can say much more: ω-successful frames are very much like superstable first
order classes and more. We delay this.
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