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Small coupling limit and multiple solutions to the Dirichlet
Problem for Yang-Mills connections in 4 dimensions - Part II
Takeshi Isobe ∗ and Antonella Marini †
Abstract
In this paper we complete the proof of the existence of multiple solutions (and, in par-
ticular, non minimal ones), to the ǫ-Dirichlet problem obtained as a variational problem for
the SU(2)ǫ-Yang Mills functional. This is equivalent to proving the existence of multiple
solutions to the Dirichlet problem for the SU(2)-Yang Mills functional with small boundary
data. In the first paper of this series this non-compact variational problem is transformed
into the finite dimensional problem of finding the critical points of the function Jǫ(q), which
is essentially the Yang Mills functional evaluated on the approximate solutions, constructed
via a gluing technique. In the present paper, we establish a Morse theory for Jǫ(q), by means
of Ljusternik-Schnirelmann theory, thus complete the proofs of Theorems 1-3 in [4].
1 Introduction
Let A+1(A0) be space of smooth connections with relative 2nd Chern number equal to 1, cal-
culated with respect to a fixed absolute minimizer, say Aǫ, with prescribed smooth boundary
value A0, of the SU(2)ǫ-Yang Mills functional
YMǫ(A) =
∫
B4
|FAǫ|2 dx , (1.1)
where FA
ǫ = dA+ 12 [A,A]ǫ := dA+
ǫ
2 [A,A]. The space A+1(A0) is well-defined and non-empty,
since an absolute minimum is known to exist always (cf. [6]), and by Taubes’ gluing construction
(cf. [10]).
The Euler Lagrange equations for (1.1) with prescribed smooth boundary value A0 yield the
ǫ-Dirichlet problem: (
Dǫ
) { d∗AǫFAǫ = 0 in B4
ι∗A ∼ A0 at ∂B4 ,
where, ι : ∂B4 → B4 is the inclusion, the symbol ∼ stands for gauge equivalence, d∗Aǫ :=
∗d ∗+ǫ ∗ [A, ∗·], and ∗ denotes the Hodge star operator with respect to the flat metric on R4.
We recall that, for ǫ > 0, solutions to
(
Dǫ
)
are in one-to-one correspondence with solutions
to
(
D(ǫ)
)
, that is the Dirichlet problem for the standard SU(2)-Yang Mills functional with
boundary value ǫA0 (cf. § 2.2 in [4]).
In [3] it is shown that a solution to (Dǫ), i.e. a large Yang Mills field with boundary value A0,
always exists in A+1(A0), or A−1(A0) if A0 is non-flat. With no loss of generality, we focus on
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A+1(A0) (since all the results obtained can be transformed into results on A−1(A0), by simply
reversing the orientation of B4).
In the first paper of this series, the problem of finding solutions to the ǫ-Dirichlet problem
(Dǫ) in A+1(A0) is reduced, for small values of the parameter ǫ > 0, to the finite dimensional
problem of finding critical points of
Jǫ(q) = ǫ
2
∫
B4
|FA(q)+a(q)ǫ|2 dx , for q ∈ P(d0, λ0;D1,D2, ǫ) , with 0 < D1 < D2 , (1.2)
where
P(d0, λ0;D1,D2; ǫ) := {q := (p, [g], λ) ∈ P(d0, λ0) : D1ǫ < λ2 < D2ǫ} , (1.3)
with
P(d0, λ0) := B
4
1−d0 × SO(3)× (0, λ0) , for 0 < 2λ0 < d0 , (1.4)
is the parameter space used in the gluing procedure to construct the approximate solutions A(q).
We recall that A(q) is the approximate solution obtained by gluing the 1-instanton to Aǫ,
and a(q) is the unique solution to the auxiliary equation defined in §3.6 of [4] (cf., in particular,
Lemma 3.9 in [4]), and accounts for the interaction with the boundary (cf. [4] for the precise
definitions). In Proposition 3.2 of [4] it is proved that the critical points of Jǫ(q) are in one-
to-one correspondence with the solutions to Dǫ. In the present paper, we do the Morse theory
for the finite dimensional functional Jǫ(q) on P(d0, λ0;D1,D2; ǫ) and complete the proof of the
existence theorems of multiple solutions to Dǫ (Theorems 1-3 in §5− §7).
More in detail, in §2 we study the asymptotic properties, as p approaches ∂B4, of the function
F (p) and of the 3 × 3 matrix M(A0, p), which play a crucial role in our construction; in §3 we
study the Morse theoretical properties of the function R → Tr(RM), with R ∈ SO(3), which
translate into properties of the space of solutions to (Dǫ), by taking M = M(A0, p); in §4 we
prove two lemmas on the asymptotic behavior, as ǫ → 0, of the functional Jǫ(q), needed for
the proofs of the main theorems, Theorems 1-3, proved in §5 − §7; in §8 we give a method to
construct boundary data that yield any given matrix M =M(A0, p) (cf. next section), thus all
the different cases enlisted in Theorem 3 can be obtained. Moreover, we show that the non-
degeneracy assumption µ1 ≥ µ2 ≥ µ3 > 0 on the eigenvalues µi (i = 1, 2, 3) ofM(A0, p)tM(A0, p)
can always be achieved via a small perturbation of the boundary data.
We assume throughout this paper that λ0, d0, D1, D2, ǫ, q in (1.2)–(1.4) be fixed once and for
all, with 0 < D1 < D2, and 0 < 2λ0 < d0.
2 Behavior of F (p) and M(A0, p) near the boundary
The existence of multiple, and in particular non-minimal solutions to the ǫ-Dirichlet problem
(Dǫ) for small positive values of the parameter ǫ, depends critically on the properties of the
function F (p) and of the 3× 3 matrix M(A0, p), as expressed in the statements of Theorems 1-3
(cf. §5-§7).
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We recall that
F (p) =
∫
B4
|(dhp)−|2 dx , p ∈ B4 , (2.1)
and that, for a given boundary value A0,
M(A0, p) :=
(
mij(A0, p)
)
, (2.2)
with
mij(A0, p) :=
∫
B4
(
(dA0,j)
−, (dhp,i)−
)
dx , (1 ≤ i, j ≤ 3) ,
where, for a given 2-form ω, we denote its anti-self dual component by ω− (i.e., ω− := (ω−∗ω)/2),
and A0 is a solution to the linear Dirichlet problem
(
D0
) { d∗dA = 0 in B4
ι∗A ∼ A0 on ∂B4 ,
(Note that, by Hodge theory, dA0 is uniquely determined by the boundary value A0, thus the
definition above is well-posed).
In this section we study the asymptotic behavior of F (p) and M(A0, p), as p approaches the
boundary ∂B4 of the four dimensional disk.
Lemma 2.1 The function F (p) =
∫
B4 |(dhp)−|2 dx, for p ∈ B4 satisfies:
(1) F (p) > 0 for all p ∈ B4;
(2) there exists a constant C1 > 0 (independent of p) such that F (p) = C1d(p)
−4+ o(d(p)−4) as
p ∈ B4 approaches ∂B4, where d(p) := 1− |p| is the distance from p to ∂B4;
(3) there exists a constant C2 > 0 (independent of p) such that F
′(p) = C2d(p)−5 p|p| + o(d(p)
−5)
as p ∈ B4 approaches ∂B4.
Proof:
Proof of (1). Recall that hp is defined as the solution of the Dirichlet problem ∆hp = 0 in
B4 with boundary data hp(x) = Im
(x−p)dx
|x−p|4 at ∂B
4 (where all the components, not only the
tangential ones, are assigned at the boundary). For 1 ≤ i ≤ 4, let αp,i = αp,i(x) be the solution
of the Dirichlet problem ∆αp,i = 0 in B
4 and αp,i(x) =
xi−pi
|x−p|4 at ∂B
4. To prove (1), we rely on
the Poisson integral representation of these functions.
By the Poisson’s formula (see [11]), one has
αp,i(x) =
1− |x|2
2π2
∫
S3
1
|x− y|4
yi − pi
|y − p|4 dy (2.3)
and, writing hp = hp,1i+ hp,2j + hp,3k, these components satisfy
hp,1 = −αp,2dx1 + αp,1dx2 + αp,4dx3 − αp,3dx4,
hp,2 = −αp,3dx1 − αp,4dx2 + αp,1dx3 + αp,2dx4,
hp,3 = −αp,4dx1 + αp,3dx2 − αp,2dx3 + αp,1dx4. (2.4)
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By direct computation,
(dhp,1)
− =
1
2
(∂αp,1
∂x1
+
∂αp,2
∂x2
+
∂αp,3
∂x3
+
∂αp,4
∂x4
)
ω−1
+
1
2
(
− ∂αp,1
∂x4
+
∂αp,2
∂x3
− ∂αp,3
∂x2
+
∂αp,4
∂x1
)
ω−2
+
1
2
(∂αp,1
∂x3
+
∂αp,2
∂x4
− ∂αp,3
∂x1
− ∂αp,4
∂x2
)
ω−3 , (2.5)
(dhp,2)
− =
1
2
(∂αp,1
∂x4
− ∂αp,2
∂x3
+
∂αp,3
∂x2
− ∂αp,4
∂x1
)
ω−1
+
1
2
(∂αp,1
∂x1
+
∂αp,2
∂x2
+
∂αp,3
∂x3
+
∂αp,4
∂x4
)
ω−2
+
1
2
(
− ∂αp,1
∂x2
+
∂αp,2
∂x1
+
∂αp,3
∂x4
− ∂αp,4
∂x3
)
ω−3 , (2.6)
and
(dhp,3)
− =
1
2
(
− ∂αp,1
∂x3
− ∂αp,2
∂x4
+
∂αp,3
∂x1
+
∂αp,4
∂x2
)
ω−1
+
1
2
(∂αp,1
∂x2
− ∂αp,2
∂x1
− ∂αp,3
∂x4
+
∂αp,4
∂x3
)
ω−2
+
1
2
(∂αp,1
∂x1
+
∂αp,2
∂x2
+
∂αp,3
∂x3
+
∂αp,4
∂x4
)
ω−3 , (2.7)
where ω−1 := dx
1∧dx2−dx3∧dx4, ω−2 := dx1∧dx3+dx2∧dx4 and ω−3 := dx1∧dx4−dx2∧dx3
compose the standard basis for anti-self dual forms on R4.
By (2.3), we calculate
∂αp,1
∂x1
(0) +
∂αp,2
∂x2
(0) +
∂αp,3
∂x3
(0) +
∂αp,4
∂x4
(0) =
2
π2
∫
S3
1− y · p
|y − p|6 dy > 0 (2.8)
for all p ∈ B4, where “·” represents the inner product in R4.
From (2.5)–(2.7), it follows that |(dhp,i)−(0)| > 0 for 1 ≤ i ≤ 3 and for all p ∈ B4, thus
F (p) =
∫
B4 |(dhp)−|2 dx > 0 for all p ∈ B4.
Proof of (2). To prove (2), we write the functions αp,i(x) explicitly in terms of the Green function
for the Laplacian on B4. More precisely, let Γ(x, y) = Γ(|x − y|) = − 18ω4 |x− y|−2, where ω4 is
the volume of B4, be the fundamental solution for the Laplacian in R4, and G(x, y) the Green’s
function on B4, with Dirichlet boundary data. Denote by H(x, y) the regular part of G(x, y),
i.e., H(x, y) = Γ(x, y)−G(x, y). The functions αp,i are then given by
αp,i(x) = −4ω4∂H
∂pi
(x, p) ,
and H(x, p) is explicitly given by H(x, p) = Γ(|p||x− p∗|) (c.f. [2]), where p∗ = p/|p|2 for p 6= 0,
and p∗ =∞ for p = 0. We thus have
αp,i(x) = − pi|p|4|x− p∗|2 +
xi − p∗,i
|p|4|x− p∗|4 −
2pip · (x− p∗)
|p|6|x− p∗|4 ,
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and finally
∂αp,i
∂xj
=
2pi(xj − p∗,j)
|p|4|x− p∗|4 +
δij
|p|4|x− p∗|4 −
4(xi − p∗,i)(xj − p∗,j)
|p|4|x− p∗|6
− 2pipj|p|6|x− p∗|4 +
8pi(xj − p∗,j)p · (x− p∗)
|p|6|x− p∗|6 . (2.9)
Using (2.9), one calculates explicitly (2.5)–(2.7). In particular, the coefficient of ω−1 in (2.5),
namely ((dhp,1)
−, ω−1 ), is
((dhp,1)
−, ω−1 ) =
2p · (x− p∗)
|p|4|x− p∗|4 −
2
|p|4|x− p∗|4 +
8(p · (x− p∗))2
|p|6|x− p∗|6 .
Similarly, the coefficients of ω−2 , ω
−
3 in (2.5), namely ((dhp,1)
−, ω−2 ), ((dhp,1)
−, ω−3 ), are
((dhp,1)
−, ω−2 ) =
(
2
|p|4|x− p∗|4 +
8p · (x− p∗)
|p|6|x− p∗|6
)
(p2(x3 − p∗,3)− p3(x2 − p∗,2))
+
(
2
|p|4|x− p∗|4 +
8p · (x− p∗)
|p|6|x− p∗|6
)
(p4(x1 − p∗,1)− p1(x4 − p∗,4)) , (2.10)
((dhp,1)
−, ω−3 ) =
(
2
|p|4|x− p∗|4 +
8p · (x− p∗)
|p|6|x− p∗|6
)
(p2(x4 − p∗,4)− p4(x2 − p∗,2))
+
(
2
|p|4|x− p∗|4 +
8p · (x− p∗)
|p|6|x− p∗|6
)
(p1(x3 − p∗,3)− p3(x1 − p∗,1)) . (2.11)
In order to study the behavior of the integral
∫
B4 |(dhp)−|2 dx as p → ∂B4, it is sufficient to
take p = (0, 0, 0,−1 + d) and let d → 0. (The general case follows from this since approaching
from tangential directions would contributes only lower order terms). By taking only the leading
terms in the integrals below, one obtains the following asymptotic behaviors as d → 0 (notice
that p∗ = (0, 0, 0,−1 − d) +O(d2) as: d→ 0):
∫
B4
((dhp,1)
−, ω−1 )
2 ≃
∫
B4
(
1
|p|4|x− p∗|4 −
4(p · (x− p∗))2
|p|6|x− p∗|6
)2
dx
≃
∫
x4≥−1
(
1
(x21 + x
2
2 + x
2
3 + (x4 + 1 + d)
2)2
− 4(x4 + 1 + d)
2
(x21 + x
2
2 + x
2
3 + (x4 + 1 + d)
2)3
)2
dx
≃ 1
d4
∫
x4≥0
(
1
(x21 + x
2
2 + x
2
3 + (x4 + 1)
2)2
− 4(x1 + 1)
2
(x21 + x
2
2 + x
2
3 + (x4 + 1)
2)3
)2
dx ≃ 1
d4
. (2.12)
Similarly,
∫
B4
((dhp,1)
−, ω−2 )
2
≃
∫
B4
(p · (x− p∗))2
|p|12|x− p∗|12 (p2(x3 − p∗,3)− p3(x2 − p∗,2) + p4(x1 − p∗,1)− p1(x4 − p∗,4))
2 dx
≃
∫
x4≥−1
(x4 + 1 + d)
2x21
(x21 + x
2
2 + x
2
3 + (x4 + 1 + d)
2)6
dx ≃ 1
d4
, (2.13)
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∫
B4
((dhp,1)
−, ω−3 )
2 dx
≃
∫
B4
(p · (x− p∗))2
|p|12|x− p∗|12 (p2(x4 − p∗,4)− p4(x2 − p∗,2) + p1(x3 − p∗,3)− p3(x1 − p∗,1))
2 dx
≃
∫
x4≥−1
(x4 + 1 + d)
2x22
(x21 + x
2
2 + x
2
3 + (x4 + 1 + d)
2)6
dx ≃ 1
d4
. (2.14)
Combining (2.12) – (2.14) yields
∫
B4
((dhp,j)
−)2 dx ≃ 1
d4
, (d→ 0), for j = 1, 2, 3 , (2.15)
thus
∫
B4 |(dhp)−|2 dx ≃ 1d4 as d→ 0.
Proof of (3).
The proof above just showed that there exists a positive constant C, independent of p, such
that
∫
B4 |(dhp)−|2 dx = Cd(p∗, ∂B4)−4+o(d(p∗, ∂B4)−4) as d→ 0. Formally, the assertion in (3)
follows from differentiating this equation with respect to p. The detailed calculation, although
more involved than the one performed to prove (2), is conceptually the same. So, we omit the
details. 
Next, we estimate the limit behavior of M(A0, p) as p approaches ∂B
4:
Lemma 2.2 LetM(A0, p) := (mij(A0, p)), for p ∈ B4, be the matrix defined in the introduction,
i.e., mij(A0, p) =
∫
B4
(
(dA0,j)
−, (dhp,i)−
)
dx. Then mij(A0, p) and its derivatives
∂mij(A0,p)
∂pk
(1 ≤ k ≤ 4) remain bounded as p approaches the boundary.
Proof: The harmonicity of dA0,j and Stokes theorem imply
mij(A0, p) = −
∫
∂B4
ι∗(dA0,j)
− ∧ ι∗(hp,i) (2.16)
where ι∗ denotes the restriction to the boundary (the pull-back via the inclusion). For simplicity,
we write (dA0,j)
− = α1ω−1 + α2ω
−
2 + α3ω
−
3 and, with no loss of generality, consider the case
i = 1. Writing ι∗hp,1 = 1|x−p|4
(−(x2 − p2)dx1 + (x1 − p1)dx2 − (x3 − p3)dx4 + (x4 − p4)dx3) at
∂B4, we have explicitly
mij(A0, p) =
∫
∂B4
1
|x− p|4
(
(α2(x)(x1 − p1)− α3(x)(x2 − p2)− α1(x)(x4 − p4))dx1 ∧ dx2 ∧ dx3
+ (α1(x)(x3 − p3) + α2(x)(x2 − p2) + α3(x)(x1 − p1))dx1 ∧ dx2 ∧ dx4
+ (−α1(x)(x2 − p2) + α2(x)(x3 − p3) + α3(x)(x4 − p4))dx1 ∧ dx3 ∧ dx4
+ (α1(x)(x1 − p1)− α3(x)(x3 − p3) + α2(x)(x4 − p4))dx2 ∧ dx3 ∧ dx4
)
=
∫
∂B4∩|x−e|<δ
· · ·+
∫
∂B4∩|x−e|≥δ
· · · , (2.17)
where e = p/|p|.
As for the proof of Lemma 2.1, it is sufficient to consider the case p = (0, 0, 0,−1 + d),
and let d → 0. Under this assumption, e = (0, 0, 0,−1) and the second integral is bounded
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as d → 0, for any fixed δ > 0. For small positive δ, the first integral can be rewritten as
an integral over B3√
δ2−d2 , via the coordinate transformation B
3√
δ2−d2 ∋ x′ := (x1, x2, x3) 7→
(x′,−
√
1− |x′|2) ∈ ∂B4 ∩ {|x − e| < δ}. Since dx4 = O(|x|), it is easy to see that all the
integrals over ∂B4 ∩ {|x − e| < δ} in (2.17) remain bounded as d → 0, with the possible
exception of
∫
∂B4∩|x−e|2<δ
1
|x− p|4
(
(α2(x)(x1−p1)−α3(x)(x2−p2)−α1(x)(x4−p4))dx1∧dx2∧dx3
)
(2.18)
To check that the latter also remains bounded as d→ 0, we write (using Taylor’s expansion)
∫
∂B4∩|x−e|2<δ
1
|x− p|4
(
(α2(x)(x1 − p1)− α3(x)(x2 − p2)− α1(x)(x4 − p4))dx1 ∧ dx2 ∧ dx3
)
=
∫
|x′|2<δ2−d2
1
(|x′|2 + d2)(α2(x
′,−
√
1− |x′|2)x1 − α3(x′,−
√
1− |x′|2)x2
− α1(x′,−
√
1− |x′|2)(−
√
1− |x′|2 + 1− d) dx′
=
∫
|x′|2<δ2−d2
1
(|x′|2 + d2)2 (α2(e)x1 − α3(e)x2 + dα1(e)) dx
′
+O
(∫
|x′|2<δ2−d2
|x′|2
(|x′|2 + d2)2 dx
′
)
+O
(∫
|x′|2<δ2−d2
d|x′|
(|x′|2 + d2)2 dx
′
)
= dα1(e)
∫
|x′|2<δ2−d2
1
(|x′|2 + d2)2 dx
′ +O
(∫
|x′|2<δ2−d2
|x′|2
(|x′|2 + d2)2 dx
′
)
+O
(∫
|x′|2<δ2−d2
d|x′|
(|x′|2 + d2)2 dx
′
)
= O(1) (d→ 0). (2.19)
Thus, mij(A0, p) stays bounded as p approaches ∂B
4.
Next we differentiate (2.16) with respect to pk, and obtain
∂mij(A0, p)
∂pk
= −
∫
∂B4
ι∗(FA0,j
0)− ∧ ι∗
(∂(hp,i)−
∂pk
)
. (2.20)
With no loss of generality, we take k = 1. Again, the only troublesome contribution (as d→ 0)
in (2.20) could come from the integral over ∂B4 ∩ {|x− e| < δ} containing dx1 ∧ dx2 ∧ dx3. The
term of − ∂∂p1 (F
−
A0
, (dhp,1)
−) containing dx1 ∧ dx2 ∧ dx3 is
∂
∂p1
(|x− p|−4(α2(x)(x1 − p1)− α3(x)(x2 − p2)− α1(x)(x4 − p4))dx1 ∧ dx2 ∧ dx3
= 4|x− p|−6(α2(x)(x1 − p1)2 − α3(x)(x1 − p1)(x2 − p2)− α1(x)(x1 − p1)(x4 − p4))dx1 ∧ dx2 ∧ dx3
− |x− p|−4α2(x)dx1 ∧ dx2 ∧ dx3 ,
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and the corresponding integral over ∂B4 ∩ {|x− e| < δ} is
∫
|x′|2<δ2−d2
4
(|x′|2 + d2)3 (α2(x
′,−
√
1− |x′|2)x21 − α3(x′,−
√
1− |x′|2)x1x2
− α1(x′,−
√
1− |x′|2)x1(−
√
1− |x′|2 + 1− d) dx1 ∧ dx2 ∧ dx3
−
∫
|x′|2<δ2−d2
α2(x
′,−
√
1− |x′|2)
(|x′|2 + d2)2 dx
′
=
∫
|x′|2<δ2−d2
4α2(e)x
2
1
(|x′|2 + d2)3 dx
′ −
∫
|x′|2<δ2−d2
4α3(e)x1x2
(|x′|2 + d2)3 dx
′ +
∫
|x′|2<δ2−d2
dα1(e)x1
(|x′|2 + d2)3 dx
′
−
∫
|x′|2<δ2−d2
α2(e)
(|x|2 + d2)2 dx
′ +O
(∫
|x′|2<δ2−d2
|x′|4
(|x′|2 + d2)3 dx
′
)
+O
(∫
|x′|2<δ2−d2
d|x′|2
(|x′|2 + d2)3 dx
′
)
+O
(∫
|x′|2<δ2−d2
|x′|2
(|x′|2 + d2)2 dx
′
)
=
∫
|x′|2<δ2−d2
4α2(e)x
2
1
(|x′|2 + d2)3 dx
′ −
∫
|x′|2<δ2−d2
α2(e)
(|x|2 + d2)2 dx
′ +O(d| log d|) +O(1) (2.21)
with ∫
|x′|2<δ2−d2
4x21
(|x′|2 + d2)3 dx
′ =
1
d
∫
R3
4x21
(|x′|2 + 1)3 +O(1) ,∫
|x′|2<δ2−d2
1
(|x′|2 + d2)2 dx
′ =
1
d
∫
R3
1
(|x′|2 + 1)2 dx
′ +O(1) ,
and ∫
R3
4x21
(|x′|2 + 1)3 dx
′ =
4
3
∫
R3
|x′|2
(|x′|2 + d2)3 dx
′ =
∫
R3
1
(|x′|2 + 1)2 dx
′ .
Thus, also the contribution of (2.21) remains bounded as d→ 0. This completes the proof. 
3 Critical points for the function τM
Let M be a given 3× 3 real matrix. For R ∈ SO(3), we define the function τM(R) = Tr(RM).
In this section, we study the Morse theoretical properties of this function. These results will be
applied (cf. Sections §5 − §8) to the matrix M(A0, p0) (cf. (2.2)), for a fixed given boundary
value A0 and a fixed given point p0, and are a crucial ingredient in the proofs of Theorems 1–3
(cf., in particular (5.6)). The next two lemmas serve to characterize the set of critical points of
τM .
Lemma 3.1 R = R0 ∈ SO(3) is a critical point for τM if and only if R0M is symmetric.
Proof : R = R0 ∈ SO(3) is a critical point if and only if dτM (R0)(ξ) = ddtτM (exp(tξ)R0)|t=0 =
Tr(ξR0M) = 0 for all ξ ∈ so(3). Set B := R0M and denote by B+ and B− the symmetric, and
anti-symmetric parts of B, respectively, i.e., B+ = (B + B
t)/2 and B− = (B − Bt)/2. Since
Tr(ξB+) = 0 for all ξ ∈ so(3), dτM (R0) = 0 is equivalent to Tr(ξB−) = 0 for all ξ ∈ so(3).
Taking ξ = B−, this implies B− = 0. Therefore, R0 is critical if and only if B− = 0, i.e.,
B = R0M is symmetric. 
8
Lemma 3.2 Assume detM 6= 0. There exists a one to one correspondence between the set of
critical points of τM in SO(3) and the set of symmetric 3× 3-matrix B with detB = detM and
B2 =M tM .
Proof : Suppose R = R0 ∈ SO(3) is a critical point for τM . Set B = R0M . By Lemma 3.1, B is
symmetric. Moreover, since R0 ∈ SO(3), one has detB = detM and B2 = BtB =M tRt0R0M =
M tM .
Conversely, suppose B is a symmetric matrix with detB = detM and B2 = M tM . Define
R0 := BM
−1. Then detR0 = 1 and Rt0R0 = 1, i.e., R0 ∈ SO(3). Since R0M = B is symmetric,
R0 is a critical point for τM by Lemma 3.1. This completes the proof. 
In the following we assume detM 6= 0. See Remark 3.1 at the end of this section for the
case detM = 0. By Lemma 3.2, the problem of finding critical points of τM is transformed into
the problem of finding symmetric matrices B with detB = detM and B2 = M tM . The latter
is easily solved as follows:
A symmetric matrix B is diagonalizable by an orthogonal matrix. So, there exists P ∈ O(3)
such that P−1BP =

λ1 0 00 λ2 0
0 0 λ3

, where the λi’s (1 ≤ i ≤ 3) are the eigenvalues of B with
|λ1| ≥ |λ2| ≥ |λ3|. We may assume P ∈ SO(3) (otherwise, we take −P ).
Denote by µ1 ≥ µ2 ≥ µ3 > 0 the eigenvalues of M tM (M tM is symmetric and positive).
The condition B2 = M tM entails P

λ
2
1 0 0
0 λ22 0
0 0 λ23

P−1 = M tM , thus λ2i = µi, for i = 1, 2, 3,
or, equivalently, λi = ±√µi. Since detB = λ1λ2λ3, and detM = ±√µ1µ2µ3, the condition
detM = detB yields the possibilities for the matrix B enlisted in the following lemma. Notice
that, in all the different cases, the critical value corresponding to the critical point
R0 := BM
−1 = P

λ1 0 00 λ2 0
0 0 λ3

P−1M−1
is given by TrB = λ1 + λ2 + λ3.
Lemma 3.3 Let M be a given 3 × 3 real matrix, such that M tM has eigenvalues µ1 ≥ µ2 ≥
µ3 > 0, and let B a symmetric 3 × 3 real matrix, with detB = detM and B2 = M tM . Then,
there exists P ∈ SO(3) such that B = P

λ1 0 00 λ2 0
0 0 λ3

P−1, where the possible λi’s are enlisted
below:
(1) If detM := +
√
µ1µ2µ3 > 0. In this case λ1λ2λ3 > 0, and there are four possibilities:
(a) λ1 =
√
µ1, λ2 =
√
µ2, λ3 =
√
µ3, yielding the critical value
√
µ1 +
√
µ2 +
√
µ3,
(b) λ1 =
√
µ1, λ2 = −√µ2, λ3 = −√µ3, yielding the critical value √µ1 −√µ2 −√µ3,
(c) λ1 = −√µ1, λ2 = √µ2, λ3 = −√µ3, yielding the critical value −√µ1 +√µ2 −√µ3,
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(d) λ1 = −√µ1, λ2 = −√µ2, λ3 = √µ3, yielding the critical value −√µ1 −√µ2 +√µ3.
(2) If detM := −√µ1µ2µ3 < 0. In this case λ1λ2λ3 < 0, and there also are four possibilities:
(a) λ1 =
√
µ1, λ2 =
√
µ2, λ3 = −√µ3, yielding the critical value √µ1 +√µ2 −√µ3,
(b) λ1 =
√
µ1, λ2 = −√µ2, λ3 = √µ3, yielding the critical value √µ1 −√µ2 +√µ3,
(c) λ1 = −√µ1, λ2 = √µ2, λ3 = √µ3, yielding the critical value −√µ1 +√µ2 +√µ3,
(d) λ1 = −√µ1, λ2 = −√µ2, λ3 = −√µ3, yielding the critical value −√µ1 −√µ2 −√µ3.
(Note that the list above gives all the possible critical values for τM , if detM 6= 0.)
We next study the non-degeneracy of all the critical points and calculate their Morse indexes,
still in the hypothesis detM 6= 0.
To this purpose, we study the Hessian of τM at R0 := BM
−1. This is given by
∇2τM (R0)(ξ, ζ) = ∂
2
∂s∂t
τM(exp(sξ + tζ)R0M)
∣∣
s=t=0
=
1
2
Tr((ξζ + ζξ)R0M) = Tr(ξζB)
for ξ, ζ ∈ so(3), where in the last equality we have used the fact that R0M is symmetric.
Let P ∈ SO(3) be as before. We represent ∇2τM (R0) with respect to the basis PξiP−1
(i = 1, 2, 3), with ξ1 =

0 0 00 0 −1
0 1 0

, ξ2 =

 0 0 10 0 0
−1 0 0

, ξ3 =

0 −1 01 0 0
0 0 0

.
An easy calculation shows that
∇2τM (R0)(PξiP−1, P ξjP−1) = Tr(ξiξjP−1BP ) = 0, 1 ≤ i 6= j ≤ 3 ,
∇2τM (R0)(Pξ1P−1, P ξ1P−1) = Tr(ξ21P−1BP ) = −λ2 − λ3 ,
∇2τM (R0)(Pξ2P−1, P ξ2P−1) = Tr(ξ22P−1BP ) = −λ1 − λ3 ,
∇2τ(R0)(Pξ3P−1, P ξ3P−1) = Tr(ξ23P−1BP ) = −λ1 − λ2 .
So, the Hessian ∇2τM (R0) is written as

−λ2 − λ3 0 00 −λ1 − λ3 0
0 0 −λ1 − λ2

 .
From this, the Morse indexes of the critical points corresponding to all the possible cases,
which we described in Lemma 3.3, are easily computed as stated in the following lemma.
Lemma 3.4 Let M , B, τM be given as in the previous lemmas.
(1) If detM := +
√
µ1µ2µ3 > 0. In the four different cases, (1)-(a), (b), (c), (d) of Lemma 3.3,
the following assertions hold, respectively:
(a) all the λj ’s are strictly positive, the Hessian is negative-definite, the critical points are
non-degenerate with Morse index equal to 3,
(b) −λ1−λ2 = −√µ1+√µ2 ≤ 0, −λ2−λ3 = √µ2+√µ3 > 0, −λ1−λ3 = −√µ1+√µ3 ≤ 0,
thus the critical points are non-degenerate if and only if µ1 > µ2, in which case, they
have Morse index equal to 2,
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(c) −λ1−λ2 = √µ1−√µ2 ≥ 0, −λ2−λ3 = −√µ2+√µ3 ≤ 0, −λ1−λ3 = √µ1+√µ3 > 0,
thus the critical points are non-degenerate if and only if µ1 > µ2 > µ3, in which case,
they have Morse index equal to 1,
(d) −λ1−λ2 = √µ1+√µ2 > 0, −λ2−λ3 = √µ2−√µ3 ≥ 0, −λ1−λ3 = √µ1−√µ3 ≥ 0,
thus the critical points are non-degenerate if and only if µ2 > µ3, in which case, they
have Morse index equal to 0;
(2) if detM := −√µ1µ2µ3 < 0. In the four different cases (2)-(a), (b), (c), (d) of Lemma 3.3,
the following assertions hold, respectively:
(a) −λ1−λ2 = −√µ1−√µ2 < 0, −λ2−λ3 = −√µ2+√µ3 ≤ 0, −λ1−λ3 = −√µ1+√µ3 ≤
0, thus the critical points are non-degenerate if and only if µ2 > µ3, in which case, they
have Morse index equal to 3,
(b) −λ1−λ2 = −√µ1+√µ2 ≤ 0, −λ2−λ3 = √µ2−√µ3 ≥ 0, −λ1−λ3 = −√µ1−√µ3 < 0,
thus the critical points are non-degenerate if and only if µ1 > µ2 > µ3, in which case,
they have Morse index equal to 2,
(c) −λ1−λ2 = √µ1−√µ2 ≥ 0, −λ2−λ3 = −√µ2−√µ3 < 0, −λ1−λ3 = √µ1−√µ3 ≥ 0,
thus the critical points are non-degenerate if and only if µ1 > µ2, in which case, they
have Morse index equal to 1,
(d) all λi’s are strictly negative, and the Hessian is positive-definite, thus the corresponding
critical points are non-degenerate, with Morse index equal to 0.
We finally prove the following lemma.
Lemma 3.5 For all the non-degenerate cases (described in Lemma 3.4), there corresponds ex-
actly one critical point for each critical value.
Proof : Note that in the non-degenerate cases λi + λj 6= 0, ∀i, j. We must show that for a given
critical value (as listed in Lemma 3.3), there exists exactly one B satisfying detB = detM
and B2 = M tM . So suppose both of B and B′ satisfy these two conditions. Then, there exist
P,Q ∈ SO(3) such that P−1BP = D and Q−1B′Q = D′, where D =

λ1 0 00 λ2 0
0 0 λ3

 and D′ =

λ
′
1 0 0
0 λ′2 0
0 0 λ′3

 are diagonal matrices with |λ1| ≥ |λ2| ≥ |λ3|, and |λ′1| ≥ |λ′2| ≥ |λ′3|. By Lemma
3.3, D = D′. The condition B2 = B′2 = M tM implies PD2P−1 = QD′2Q−1 = QD2Q−1, thus
CD2C−1 = D2, with C := Q−1P ∈ SO(3). Denoting by cij the entries of C, we thus obtain
(λ2i − λ2j)cij = 0 , 1 ≤ i, j ≤ 3 .
Since λi + λj 6= 0, for all i, j, in all the non-degenerate cases, this yields
(λi − λj)cij = 0 , 1 ≤ i, j ≤ 3 .
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But this last condition is equivalent to CDC−1 = D, thus B = B′, and the lemma is proved. 
Remark 3.1 If detM = 0, similar arguments show that the possible critical values for τM are:
(a)
√
µ1 +
√
µ2, (b)
√
µ1 − √µ2, (c) −√µ1 +√µ2, and (d) −√µ1 − √µ2. Moreover, for each
critical value there corresponds exactly one critical point in the cases (a), (d), and, also, in the
cases (b),(c), provided that
√
µ1 6= √µ2. The corresponding critical point is non-degenerate if
and only if µ1 ≥ µ2 > 0 in the cases (a),(d), and if and only if µ1 > µ2 > 0 in the cases (b),(c).
The corresponding Morse indexes are 3 in the case (a), 2 in the case (b), 1 in the case (c), 0
in the case (d). Thus, τM is a Morse function exactly when µ1 > µ2 > 0. In this case (and
this is the only one we need in this paper), the above four values are in fact critical values for
τM . Indeed, by the Ljusternik-Schnirelmann theory (see [9] and the proof of Theorem 3), any
function on SO(3) has at least four critical points, since the Ljusternik-Schnirelmann category
of SO(3) ∼= RP 3 is 4 (see [9]).
4 Asymptotic estimates of Jǫ(q) and J
′
ǫ(q)
In order to prove Theorems 1–3, we need the following lemmas which compare asymptotically,
as ǫ→ 0, the functional Jǫ(q) = ǫ2YMǫ(A(q) + a(q)) with the functional Jǫ(q) = ǫ2YMǫ(A(q)),
both defined on the parameter space P(d0, λ0;D1,D2; ǫ) (cf. (1.2)-(1.4)). Since an estimate of
Jǫ(q) and of its derivative J
′
ǫ(q) are given in §3.2 of [4], these lemmas yield estimates for Jǫ(q)
and its derivative J′ǫ(q).
We recall that for connections A on the bundle P and one-forms a ∈ C∞(T ∗B4 ⊗ Ad(P )), the
L21-norm ‖a‖A;1,2 is defined by
‖a‖A;1,2 := ‖∇Aǫa‖2 + ‖a‖2 , (4.1)
where ‖ · ‖2 is the L2-norm on B4. Observe that the space L20,1(T ∗B4⊗Ad(P )) (the completion
of C∞0 (T
∗B4 ⊗ Ad(P )) with respect to the norm above) is independent of the choice of the
connection A. We also recall that the dual L21-norm of ∇YMǫ is defined by
‖∇YMǫ(A)‖A;1,2,∗ := sup{∇YMǫ(A)(a) : a ∈ L20,1(T ∗B4 ⊗Ad(P )), ‖a‖A;1,2 ≤ 1} . (4.2)
Lemma 4.1 For q ∈ P(d0, λ0;D1,D2; ǫ), there holds
Jǫ(q) = Jǫ(q) + r3(q), (4.3)
where |r3(q)| . ǫ3 uniformly with respect to q.
Proof: We have
Jǫ(q) = ǫ
2
∫
B4
|FA(q)+a(q)ǫ|2 dx
= ǫ2
∫
B4
|FA(q)ǫ|2 dx+ ǫ2
∫
B4
|dA(q)ǫa(q)|2 dx+
ǫ4
4
∫
B4
|[a(q), a(q)]|2 dx
+2ǫ2
∫
B4
(FA(q)
ǫ, dA(q)
ǫa(q)) dx + ǫ3
∫
B4
(FA(q)
ǫ, [a(q), a(q)]) dx + ǫ3
∫
B4
(dA(q)
ǫa(q), [a(q), a(q)]) dx.
(4.4)
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The first term on the right hand side of (4.4) is Jǫ(q). The remaining terms are easily estimated
by Lemmas 3.2 and 3.9 in [4], and the Sobolev inequality: the second, third, fifth and sixth
terms are bounded by Cǫ3 for some C > 0 depending only on d0, λ0,D1 and D2. The fourth
term is estimated as
ǫ2
∣∣∣∣
∫
B4
(FA(q)
ǫ, dA(q)
ǫa(q)) dx
∣∣∣∣ ≤ ǫ2‖∇YMǫ(A(q))‖A(q);1,2,∗‖a(q)‖A(q);1,2;B4 . ǫ3.
Combining all these estimates, (4.3) follows easily. 
The following lemma compares the derivative of Jǫ(q) with the derivative of Jǫ(q). We use
the following notation: qi(q) for i = 1, ..., 8 are the vector fields constructed in [5] such that
ai(q) = Aqi(q) (the directional derivative of A(q) in the direction of qi(q)).
Lemma 4.2 The following holds:
〈J′ǫ(q), qi(q)〉 = 〈J ′ǫ(q), qi(q)〉+ r4,i(q),
where |r4,i(q)| . ǫ4 for 1 ≤ i ≤ 4 and |r4,i(q)| . ǫ7/2 for 5 ≤ i ≤ 8 uniformly with respect to
q ∈ P(d0, λ0;D1,D2; ǫ).
Proof: One has
〈J′ǫ(q), qi(q)〉 = ǫ2〈∇YMǫ(A(q) + a(q)), ai(q) + aqi(q)〉
= ǫ2〈∇YMǫ(A(q)), ai(q)〉+ ǫ2〈∇YMǫ(A(q)), aqi(q)〉
+ ǫ2〈∇2YMǫ(A(q))a(q), ai(q)〉+ ǫ2〈∇2YMǫ(A(q))a(q), aqi (q)〉
+ ǫ2〈R(q; a(q)), ai(q)〉+ ǫ2〈R(q; a(q)), aqi (q)〉. (4.5)
We estimate each terms in (4.5). The first term is 〈J ′ǫ(q), qi(q)〉. By Lemmas 3.2 and 3.10 in
[4], the second term is estimated as
|ǫ2〈∇YMǫ(A(q)), aqi (q)〉| ≤ ǫ2‖∇YMǫ(A(q))‖A(q);1,2,∗‖aqi(q)‖A(q);1,2;B4
. ǫ4 for 1 ≤ i ≤ 4; or . ǫ7/2 for 5 ≤ i ≤ 8. (4.6)
By Lemmas 3.2, 3.7, 3.8, 3.9 in [4], the third term is estimated as
|ǫ2〈∇2YMǫ(A(q))a(q), ai(q)〉| ≤ ǫ2‖∇2YMǫ(A(q))ai(q)‖A(q);1,2,∗‖a(q)‖A(q);1,2;B4
. ǫ5/2‖(∇2YMǫ(A(q))−∇2YMǫ(A˜(q)))ai(q)‖A(q);1,2,∗ + ǫ5/2‖∇2YMǫ(A˜(q))(ai(q)− a˜i(q))‖A(q);1,2,∗
. ǫ4 + ǫ5/2‖ai(q)− a˜i(q)‖A)(q);1,2;B4 . ǫ4 for 1 ≤ i ≤ 4 ; or . ǫ7/2 for 5 ≤ i ≤ 8 . (4.7)
By Lemmas 3.2, 3.9 and 3.10 in [4], the fourth term is estimated as
|ǫ2〈∇2YMǫ(A(q))a(q), aqi (q)〉| ≤ ǫ2‖a(q)‖A(q);1,2;B4‖aqi(q)‖A(q);1,2;B4
. ǫ4 for 1 ≤ i ≤ 4 ; or . ǫ7/2 for 5 ≤ i ≤ 8 , (4.8)
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Similarly, by Lemmas 3.2, 3.3, 3.9 in [4], the fifth term is estimated as
|ǫ2〈R(q; a(q)), ai(q)〉| . ǫ2(ǫ‖a(q)‖2A(q);1,2;B4 + ǫ2‖a(q)‖3A(q);1,2;B4 )
. ǫ4 for 1 ≤ i ≤ 8 , (4.9)
and, by Lemmas 3.2, 3.3, 3.9, 3.10 in [4], the last term is estimated as
|ǫ2〈R(q; a(q)), aqi (q)〉| . ǫ2(ǫ‖a(q)‖2A(q);1,2;B4 + ǫ2‖a(q)‖3A(q);1,2;B4)‖aqi(q)‖A(q);1,2;B4
. ǫ5 for 1 ≤ i ≤ 8 . (4.10)
The Lemma follows from (4.5)–(4.10). 
By Proposition 3.1 in [4] and Lemma 3.2 in [5], the leading term 〈J ′ǫ(q), qi(q)〉 of equation (4.3)
is estimated as
〈J ′ǫ(q), q1(q)〉 = a11(q)
〈
J ′ǫ(q),
∂
∂p1
〉
≃ ǫ7/2C1(q) ,
where C1(q) is a constant depending only on q.
Similarly, it follows that:
〈J ′ǫ(q), qi(q)〉 ≃ ǫ7/2Ci(q) for 1 ≤ i ≤ 4,
and
〈J ′ǫ(q), qi(q)〉 ≃ ǫ3Ci(q) for 5 ≤ i ≤ 8,
with Ci(q) depending only on q.
5 Proof of Theorem 1
We are now ready to prove the first of our existence theorems stated in [4], which we state again
here for the convenience of the reader. We recall that Theorems 1-3 can all be restated in terms
of the Dirichlet problem for the SU(2)-Yang Mills functional with boundary value ǫA0 (cf. §1
of this paper or §2.2 of [4]).
Theorem 1 Let us define the function G±1 (p) :=
(
√
µ1(p)+
√
µ2(p)±
√
µ3(p))2
F (p) , p ∈ B4, and assume
that p0 ∈ B4 satisfies either of the following hypotheses (1),(2):
(1) detM(A0, p0) > 0 and p0 is an isolated local maximum point of G
+
1 (p);
(2) detM(A0, p0) < 0 and p0 is an isolated local maximum point of G
−
1 (p).
Then, there exists ǫ0 > 0 and a family of connections {Aǫ} indexed by ǫ ∈ (0, ǫ0] with the
following properties: Aǫ is a solution to
(
Dǫ
)
in A+1(A0); ǫ
2|FAǫ ǫ|2 dx → 8π2δp0 as ǫ → 0 in
the sense of measures (i.e. ǫFAǫ
ǫ concentrates at p0 as ǫ→ 0).
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Proof: Case (1). We assume that p0 ∈ B4 is such that detM(A0, p0) > 0, and is an isolated
local maximum point for the function G+1 . Thus, there exists δ > 0 such that Bδ(p0) ⋐ B
4,
detM(A0, p) > 0 for all p ∈ Bδ(p0), and G+1 (p0) > G1(p)+ for all p ∈ Bδ(p0) \ {p0}. From now
on, we fix such δ and restrict our choice of 0 < D1 < D2 as follows:
0 < D1 <
1
2
Γ+1 (p0)
F (p0)
, (5.1)
D21F (p)− 2D1Γ+1 (p) ≥ −
1
2
G+1 (p0), (5.2)
2
Γ+1 (p0)
F (p0)
< D2, (5.3)
D22F (p)− 2D2Γ+1 (p) ≥ −
1
2
G+1 (p0), (5.4)
for all p ∈ Bδ(p0), where Γ+1 (p) :=
√
µ1(A0, p)+
√
µ2(A0, p)+
√
µ3(A0, p). Note that (5.1), (5.2)
are both satisfied if D1 > 0 is chosen suitably small, while (5.3), (5.4) are both satisfied if D2 is
chosen suitably large, since F (p) > 0 in B4 (cf. (1) of Lemma 2.1).
We then choose d0 > 0 such that Bδ(p0) ⋐ B1−d0(0). Under the assumptions above on D1,
D2, d0, we define P(p0, δ; d0, λ0;D1,D2; ǫ), a subset of P(d0, λ0;D1,D2; ǫ), as follows:
P(p0, δ; d0, λ0;D1,D2; ǫ) = {(p, [g], λ) ∈ P(d0, λ0;D1,D2; ǫ) : p ∈ Bδ(p0)}.
Since q is a critical point for Jǫ(q) if and only if A(q) + a(q) is a Yang Mills connection
(cf. Proposition 3.2 in [4]), we look for critical points of the function Jǫ in the interior of
P(p0, δ; d0, λ0;D1,D2; ǫ). Since the closure of P(p0, δ; d0, λ0;D1,D2; ǫ) in P(d0, λ0;D1,D2; ǫ) is
compact, there exists a value of the parameter qm ∈ P(p0, δ; d0, λ0;D1,D2; ǫ) such that Jǫ attains
its minimum in P(p0, δ; d0, λ0;D1,D2; ǫ) at qm. We show that qm ∈ P(p0, δ; d0, λ0;D1,D2; ǫ) and
that it is a critical point for Jǫ in P(d0, λ0;D1,D2; ǫ).
To see this, set q0 =
(√
Γ+
1
(p0)
F (p0)
ǫ, [g0], p0
)
∈ P(p0, δ; d0, λ0;D1,D2; ǫ), where [g0] ∈ SO(3) is
the maximum point of the function
SO(3) ∋ [g] 7→
∫
B4
(
(dA0)
−, g(dhp0)
−g−1
)
dx . (5.5)
Making the identification ImH ∼= R3, the function (5.5) can be rewritten as
SO(3) ∋ R 7→
∫
B4
(
(dA0)
−, R(dhp0)
−) dx = ∑
1≤i,j≤3
Rij
∫
B4
(
(dA0,i)
−, (dhp0,j)
−) dx = tr(RM(A0, p0)) ,
(5.6)
where M(A0, p) is the matrix defined in (2.2).
The results obtained in §3 for the case (1)-(a) yield∫
B4
(
(dA0,i)
−, g0(dhp)−g−0
)
dx = Γ+1 (p). (5.7)
By Lemma 4.1 and by the asymptotic expansion in Proposition 3.1 in [4], one obtains
Jǫ(q0) = Cǫ − 2Γ
+
1 (p0)
2
F (p0)
ǫ2 + r5(q) = Cǫ − 2G+1 (p0)ǫ2 + r5,ǫ, with |r5,ǫ| . ǫ3 , (5.8)
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where Cǫ = 8π
2+ǫ2
∫
B4 |FAǫǫ|2 dx is a constant depending only on ǫ. On the other hand, writing
qm = (pm, [gm], λm), the results obtained in §3 for the case (1)-(a) yield
Jǫ(qm) = Cǫ + 2λ
4
mF (pm)− 4ǫλ2m
∫
B4
(
(dA0)
−, gm(dhpm)
−g−1m
)
dx+ r6,ǫ
≥ Cǫ + 2λ4mF (pm)− 4ǫλ2mΓ+1 (pm) + r6,ǫ ≥ Cǫ − 2ǫ2G+1 (pm) + r6,ǫ, with |r6,ǫ| . ǫ3 , (5.9)
where we have used the fact that the function λ 7→ 2λ4F (pm)−4ǫλ2Γ+1 (pm) has minimum value
−2ǫ2G+1 (pm).
Since Jǫ(q0) ≥ Jǫ(qm), from (5.8), (5.9) we derive
G+1 (pm) ≥ G+1 (p0) + ǫ−2(r6,ǫ − r5,ǫ). (5.10)
Setting γ := minp∈∂Bδ(p0)(G
+
1 (p0)−G+1 (p)), by (5.10) we would have
0 < γ ≤ ǫ−2(r5,ǫ − r6,ǫ)
if pm ∈ ∂Bδ(p0). But this is a contradiction for small ǫ > 0, since |ǫ−2(r6,ǫ − r5,ǫ)| . ǫ. Thus,
pm ∈ Bδ(p0).
To prove D1ǫ < λm < D2ǫ, suppose first that λ
2
m = D1ǫ. In this case, by (5.2), (5.8), one
has, for small positive ǫ,
Jǫ(qm) = Cǫ + 2λ
4
mF (pm)− 4ǫλ2m
∫
B4
(
(dA0)
−, gm(dhpm)
−g−1m
)
dx+ r6,ǫ
≥ Cǫ + 2λ4mF (pm)− 4ǫλ2mΓ+1 (pm) + r6,ǫ
≥ Cǫ + 2ǫ2(D21F (pm)− 2D1Γ+1 (pm)) + r6,ǫ ≥ Cǫ − ǫ2G+1 (p0) + r6,ǫ > Jǫ(q0) . (5.11)
This contradicts the minimality of qm. Thus, we have D1ǫ < λ
2
m. A similar argument shows
that λ2m < D2ǫ, for small ǫ > 0.
Summing up, for small ǫ > 0, one has that qm ∈ P(p0, δ; d0, λ0;D1,D2; ǫ) and is a critical
point of Jǫ in P(d0, λ0;D1,D2; ǫ). Therefore, by Proposition 3.2 in [4], Aǫ := A(qm)+a(qm) is a
solution to the Dirichlet problem (Dǫ). Moreover, our construction yields ǫ
2|FAǫ ǫ|2 dx→ 8π2δp0
in the sense of Radon measures, as ǫ→ 0. This completes the proof of case (1) of Theorem 1.
Case (2). The proof of case (2) is quite similar to the one just given. The only difference is that
the maximum value for the function (5.5) is Γ−1 (p) :=
√
µ1(A0, p) +
√
µ2(A0, p) −
√
µ3(A0, p)
(cf. (2)-(a) in §3). 
6 Proof of Theorem 2
In this section we prove the second of our existence theorems, i.e., the following
Theorem 2 Let us define the functions G±2 (p) :=
(
√
µ1(p)−
√
µ2(p)∓
√
µ3(p))2
F (p) ;
G−3 (p) :=
(−
√
µ1(p)+
√
µ2(p)+
√
µ3(p))2
F (p) ; G
0
1(p) :=
(
√
µ1(p)+
√
µ2(p))2
F (p) ; G
0
2(p) :=
(
√
µ1(p)−
√
µ2(p))2
F (p) .
Assume that p0 ∈ B4 satisfies one of the following conditions (1)-(a),(b), (2)-(a),(b),(c), (3)-
(a),(b):
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(1) detM(A0, p0) > 0 and
(a) p0 is a non-degenerate critical point of G
+
1 (p), or
(b)
√
µ1(A0, p0) >
√
µ2(A0, p0)+
√
µ3(A0, p0) and p0 is a non-degenerate critical point of
G+2 (p);
(2) detM(A0, p0) < 0 and
(a) µ2(A0, p0) > µ3(A0, p0) and p0 is a non-degenerate critical point of G
−
1 (p), or
(b) µ1(A0, p0) > µ2(A0, p0) > µ3(A0, p0) and p0 is a non-degenerate critical point of G
−
2 (p),
or
(c) µ1(A0, p0) > µ2(A0, p0),
√
µ1(A0, p0) <
√
µ2(A0, p0) +
√
µ3(A0, p0) and p0 is a non-
degenerate critical point of G−3 (p);
(3) detM(A0, p0) = 0 and
(a) µ2(a0, p0) > 0 and p0 is a non-degenerate critical point of G
0
1(p), or
(b) µ1(A0, p0) > µ2(A0, p0) > 0 and p0 is a non-degenerate critical point of G
0
2(p).
Then, there exists ǫ0 > 0 and a family of connections {Aǫ} indexed by ǫ ∈ (0, ǫ0] with the
following properties: Aǫ is a solution to
(
Dǫ
)
in A+1(A0); ǫ
2|FAǫ ǫ|2 dx → 8π2δp0 as ǫ → 0 in
the sense of measures (i.e. ǫFAǫ
ǫ concentrates at p0 as ǫ→ 0).
Proof: Since the different cases can all be proved by very similar arguments, we only show the
proof for the case (1)-(b).
Case (1)-(b): Let p0 ∈ B4 satisfy the hypotheses in (1)-(b). By Lemma 4.2, 〈J′ǫ(q), q1〉 =
〈J ′ǫ(q), q1〉+r4,1(q) = a11(q)∂Jǫ∂p1 (q)+r4,1(q). Since a11(q) ≃ ǫ3/2 (cf. Lemma 3.2 in [5]), |r4,1(q)| .
ǫ4, and J ′ǫ(q) = F′ǫ(q)+r2(q) (cf. Proposition 3.1 in [4]), the condition 〈J′ǫ(q), q1〉 = 0 is equivalent
to
∂Fǫ
∂p1
(q) + r7,1(q) = 0, with |r7,1(q)| . ǫ5/2 . (6.1)
More in general, by the same arguments, 〈Jǫ(q), qi〉 = 0 for i = 1, ..., 8, or equivalently J′ǫ(q) = 0,
is equivalent to the system
∂Fǫ
∂pi
(q) + r7,i(q) = 0 with |r7,i(q)| . ǫ5/2 for 1 ≤ i ≤ 4,
∂Fǫ
∂ξi([g])
(q) + r7,i+4(q) = 0 with |r7,i+4(q)| . ǫ5/2 for 5 ≤ i ≤ 7,
∂Fǫ
∂λ
(q) + r7,8(q) = 0 with |r7,8(q)| . ǫ2. (6.2)
We shall find a solution q = (p, [g], λ) to (6.2), which satisfies the following conditions:
(i) p is in some small neighborhood of p0.
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(ii) [g] = exp ξ[g+2 (p)], ξ ∈ so(3) with small |ξ|, where [g+2 (p)] ∈ SO(3) is a critical point for
the function
SO(3) ∋ [g] 7→
∫
B4
(
(dA0)
−, g(dhp)−g−1
)
dx , (6.3)
with critical value Γ+2 (A0, p) :=
√
µ1(A0, p)−
√
µ2(A0, p)−
√
µ3(A0, p) (cf. (1)-(b) in §3).
(Note that, under our hypotheses, Γ+2 (A0, p) > 0 for all p near p0).
(iii) λ = λ+2 (p)(1 + η), where |η| is small and λ+2 (p) =
(
ǫ
Γ+
2
(A0,p)
F (p)
)1/2
.
(Note that, by (ii) and Lemma 2.1 (1), λ+2 (p) is well-defined if p is close to p0).
We first rewrite the first equation in (6.2). Directly from the definitions above of [g+2 (p)] and
λ+2 (p), it follows that
Fǫ(p, [g
+
2 (p)], λ
+
2 (p)) = −2ǫ2G+2 (p). (6.4)
For p near p0, in the case under consideration one has detM(A0, p) > 0, Γ
+
2 (A0, p) > 0 and
µ1(A0, p) > µ2(A0, p) > 0. Thus, the critical point [g
+
2 (p)] is a non-degenerate critical point for
the function (6.3) and, by the implicit function theorem, p 7→ [g+2 (p)] is differentiable near p0
(cf. §3 (1)-(b)). From (6.4), it follows
∂Fǫ
∂pi
(p, [g+2 (p)], λ
+
2 (p)) = −2ǫ2
∂G+2
∂pi
(p). (6.5)
For q = q(p, ξ, η) := (p, exp ξ[g+2 (p)], λ
+
2 (p)(1 + η)), the Taylor’s formula yields
∂Fǫ
∂pi
(q(p, ξ, η)) =
∂Fǫ
∂pi
(p, [g+2 (p)], λ
+
2 (p)) + r8,i(p, ξ, η) with |r8,i(p, ξ, η)| . ǫ2(|ξ|+ |η|). (6.6)
By (6.5), (6.6), one can rewrite the first equation in (6.2) for q = q(p, ξ, η) as
∂G+2
∂pi
(p) = r9,i(p, ξ, η; ǫ) with |r9,i(p, ξ, η; ǫ)| . |ξ|+ |η|+ ǫ1/2. (6.7)
Also, by Taylor’s formula,
∂G+2
∂pi
(p) =
∂G+2
∂pi
(p0) +
4∑
j=1
∂2G+2
∂pi∂pj
(p0)(pj − (p0)j) + r10,i(p)
=
4∑
j=1
∂2G+2
∂pi∂pj
(p0)(pj − (p0)j) + r10,i(p) with |r10,i(p)| . |p− p0|2. (6.8)
By hypothesis, p0 is a non-degenerate critical point for G
+
2 , thus, by (6.7), (6.8), we may rewrite
the first equation of the system (6.2) as
p− p0 = r1(p, ξ, η; ǫ) with |r1(p, ξ, η; ǫ)| . |p− p0|2 + |ξ|+ |η|+ ǫ1/2. (6.9)
We next rewrite the second equation in (6.2).
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We denote by G(p, [g]) the function (6.3). Since ∂Fǫ∂ξi([g])(p, [g], λ) = −4ǫλ2
∂G
∂ξi([g])
(p, [g]), we have
∂Fǫ
∂ξi([g])
(q(p, ξ, η)) = −4ǫλ+2 (p)2(1 + η)2
∂G
∂ξi([g])
(p, exp ξ[g+2 (p)])
= − 4ǫλ+2 (p)2(1 + η)2
(
∂G
∂ξi([g])
(p, [g+2 (p)]) +
∂2G
∂ξi([g])∂ξj([g])
(p, [g+2 (p)])ξj + r10,i+4(p, ξ)
)
= − 4ǫλ+2 (p)2(1 + η)2
(
∂2G
∂ξi([g])∂ξj([g])
(p, [g+2 (p)])ξj + r10,i(p, ξ)
)
with |r10,i(p, ξ)| . |ξ|2.
(6.10)
We now assume |η| < 1/2. Then, by the non-degeneracy of the critical point [g+2 (p)] and
λ+2 (p) ≃ ǫ1/2 for p near p0, the second equation in (6.2) can be rewritten as
ξ = r2(p, ξ, η; ǫ) , with |r2(p, ξ, η; ǫ)| . |ξ|2 + ǫ1/2. (6.11)
Finally, we rewrite the third equation in (6.2).
By ∂Fǫ∂λ (p, [g], λ) = 4λ
3F (p)− 4ǫλG(p, [g]), one obtains
∂Fǫ
∂λ
(q(p, ξ, η)) = 4λ+2 (p)(1 + η)
3F (p)− 4ǫλ+2 (p)(1 + η)G(p, exp ξ[g+2 (p)])
= 4λ+2 (p)
3F (p)− 4ǫλ+2 (p)G(p, [g+2 (p)]) + 12λ+2 (p)3ηF (p)− 4ǫλ+2 (p)ηG(p, [g+2 (p)]) + r10,8(p, ξ, η)
= (12λ+2 (p)
3F (p)− 4ǫλ+2 (p)G(p, [g+2 (p)]))η + r10,8(p, ξ, η)
= 8λ+2 (p)ǫΓ
+
2 (A0, p)η + r10,8(p, ξ, η) with |r10,8(p, ξ, η)| . ǫ3/2(|ξ|2 + |η|2).
From this, it follows that the last equation in (6.2) is equivalent to
η = r3(p, ξ, η; ǫ) with |r3(p, ξ, η)| . |ξ|2 + |η|2 + ǫ1/2. (6.12)
We now solve the system given by the equations (6.9), (6.11), (6.12) (equivalent to the system
(6.2)), for small positive ǫ and within the set of parameters
Mǫ := {(p, ξ, η) ∈ B4 × so(3)× (−1/2, 1/2) : |p − p0| ≤ ǫ1/8, |ξ| ≤ ǫ1/4, |η| ≤ ǫ1/4}.
To this purpose, for (p, ξ, η) ∈Mǫ, 0 ≤ t ≤ 1, we define the vector function
Ht(p, ξ, η; ǫ) :=

 p− p0ξ
η

− t

 r1(p, ξ, η; ǫ)r2(p, ξ, η; ǫ)
r3(p, ξ, η; ǫ)

 .
For p ∈ B4 with |p − p0| = ǫ1/8, ξ ∈ so(3) with |ξ| ≤ ǫ1/4 and η ∈ R with |η| ≤ ǫ1/4, from (6.9)
it follows
|p− p0| = ǫ1/8 > |r1(p, ξ, η; ǫ)| . (6.13)
Similarly, for ξ ∈ so(3) with |ξ| = ǫ1/4, p ∈ B4 with |p − p0| ≤ ǫ1/8 and η ∈ R with |η| ≤ ǫ1/4,
from (6.11) it follows
|ξ| = ǫ1/4 > |r2(p, ξ, η; ǫ)| (6.14)
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while, for η ∈ R with ǫ1/4 = |η|, p ∈ B4 with |p − p0| ≤ ǫ1/8 and ξ ∈ so(3) with |ξ| ≤ ǫ1/4, the
inequality (6.12) yields
|η| = ǫ1/4 > |r3(p, ξ, η; ǫ)| . (6.15)
Thus, from (6.13)–(6.15), it follows that Ht(p, ξ, η; ǫ) 6= 0 for (p, ξ, η) ∈ ∂Mǫ and 0 ≤ t ≤ 1.
Assume by contradiction that H1(p, ξ, η; ǫ) 6= 0 for all (p, ξ, η) ∈Mǫ. Under this hypothesis, the
function H1|H1| :Mǫ
∼= B8 → S7 would be well-defined and continuous, hence homotopically trivial
when restricted to ∂Mǫ. On the other hand, the well-defined maps
Ht
|Ht| : ∂Mǫ
∼= S7 → S7, for
0 ≤ t ≤ 1, give a homotopy between H0|H0| and
H1
|H1| . Since
H0
|H0| : ∂Mǫ
∼= S7 → S7 is obviously
homotopically non-trivial (in fact, its topological degree is 1), we have a contradiction. Thus,
there exists (p, ξ, η) ∈ Mǫ such that H1(p, ξ, η; ǫ) = 0, i.e., a solution of the system given by
the equations (6.9), (6.11), (6.12). Since this solution satisfies |p − p0| ≤ ǫ1/8 → 0 as ǫ → 0, it
concentrates at p0 as ǫ→ 0. This completes the proof of Theorem 2. 
7 Proof of Theorem 3
The third and final existence theorem is the following.
Theorem 3 Assume that there exists p0 ∈ B4 such that one of the following holds:
(1) detM(A0, p0) > 0, µ1(A0, p0) > µ2(A0, p0) > µ3(A0, p0) and
√
µ1(A0, p0) >
√
µ2(A0, p0) +√
µ3(A0, p0);
(2) detM(A0, p0) < 0 and µ1(A0, p0) > µ2(A0, p0) > µ3(A0, p0);
(3) detM(A0, p0) = 0 and µ1(A0, p0) > µ2(A0, p0) > 0;
then, for all sufficiently small ǫ > 0, there exist at least two distinct solutions to (Dǫ) in A+1(A0).
Furthermore, the following alternative holds: there exists at least one non-minimizing solu-
tion, or there exist infinitely many minimizing solutions. In the hypotheses (2), if in addition√
µ1(A0, p0) <
√
µ2(A0, p0) +
√
µ3(A0, p0), then there exist at least three distinct solutions, of
which at least two non-minimizing, or there exist infinitely many minimizing solutions to (Dǫ)
in A+1(A0).
In order to prove Theorem 3 we need to prove Lemma 7.1, which enables us to apply the
standard critical point theory (by showing that a subset of the parameter space, namely the set
JCǫ−C0ǫ2ǫ (d0,D1,D2) defined below, is invariant under the negative gradient flow of Jǫ), Lemma
7.2 and Corollary 7.1, where the topological properties of JCǫ−C0ǫ2ǫ (d0,D1,D2) are studied.
To this purpose, let Cǫ := 8π
2 +
∫
B4 |FAǫǫ|2 dx be the constant in (5.8), and let us define
JCǫ−C0ǫ
2
ǫ (d0,D1,D2) = {q = (p, [g], λ) ∈ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) : Jǫ(q) ≤ Cǫ − C0ǫ2} .
(7.1)
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Lemma 7.1 Let C0 be any given positive constant. There exist 0 < d0 < 1, 0 < D1 < D2 and
ǫ0 > 0 such that the following properties hold for all ǫ satisfying 0 < ǫ < ǫ0:
〈∂Jǫ
∂p
(q),
p
|p|
〉
> 0, for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), p ∈ ∂B1−d0 , (7.2)
∂Jǫ
∂λ
(q) < 0, for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), λ =
√
D1ǫ , (7.3)
∂Jǫ
∂λ
(q) > 0, for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), λ =
√
D2ǫ . (7.4)
Proof: By Lemma 4.1 and Proposition 3.1 in [4],
Cǫ + Fǫ(q) + r1(q) + r3(q) ≤ Cǫ − C0ǫ2,
for q ∈ P(d0, λ0;D1,D2; ǫ) with Jǫ(q) ≤ Cǫ − C0ǫ2.
Since |r1(q)| . ǫ3 and |r3(q)| . ǫ3, there exists ǫ(d0,D1,D2) > 0 (depending on d0, D1 and
D2) such that
Fǫ(q) ≤ −C0
2
ǫ2 (7.5)
for 0 < ǫ < ǫ(d0,D1,D2) and q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2).
From (1) of Lemma 2.1, −4ǫλ2G(p, [g]) < Fǫ(q) and from (7.5) it follows that
G(p, [g]) ≥ C0
8
ǫλ−2 (7.6)
for q = (p, [g], λ) ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), if 0 < ǫ < ǫ(d0,D1,D2).
On the other hand, by (3) of Lemma 2.1 and Lemma 2.2, one has
∂Fǫ
∂pi
(q) = 2λ4
∂F
∂pi
(p)− 4ǫλ2 ∂G
∂pi
(p, [g]) ≥ C2D21ǫ2
1
d50
pi
|p| − 4ǫ
2D2C3
for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2) with p ∈ ∂B1−d0 for some absolute constants C2, C3 > 0.
This inequality implies 〈∂Fǫ
∂p
,
p
|p|
〉
≥ C2D21ǫ2
1
d50
− 4ǫ2D2C3. (7.7)
From Proposition 3.1 in [4], Lemma 4.2 and Lemma 3.2 in [5] (cf. also the proof of Theorem 2
in the previous section), one obtains
∂Jǫ
∂pi
(q) =
∂Fǫ
∂pi
(q) + r11,i(q), |r11,i(q)| . ǫ5/2 (1 ≤ i ≤ 4) (7.8)
and, combining (7.7), (7.8),
〈∂Jǫ
∂p
(q),
p
|p|
〉
≥ C2D21ǫ2
1
d50
− 4ǫ2D2C3 + r12(q) (7.9)
for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2) with p ∈ ∂B1−d0 , where |r12(q)| . ǫ5/2.
We next estimate ∂Fǫ∂λ (q) = 8λ
3F (p)− 8ǫλG(p, [g]).
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From (7.6), one obtains
∂Fǫ
∂λ
(q) = 8
√
D1ǫ(D1ǫF (p)− ǫG(p, [g])) ≤ 8
√
D1ǫ
(
D1ǫF (p)− C0
8D1
ǫ
)
, (7.10)
for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), λ =
√
D1ǫ.
Similarly, by Lemma 2.2,
∂Fǫ
∂λ
(q) ≥ 8
√
D2ǫ(D2ǫF (p)− C4ǫ) (7.11)
for q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), λ =
√
D2ǫ, for some absolute constant C4 > 0.
We now observe that, by (1), (2) of Lemma 2.1, there exists an absolute constant C5 > 0
such that F (p) ≥ C5 for all p ∈ B4. To complete the proof, we choose D2 > 0 such that
D2C5 − C4 > C42 (take for example D2 = 2C4C5 - notice that this is independent of d0), and
D1 = Dd
2
0, where the absolute constant D > 0 is chosen to satisfy
Dd20F (p)−
C0
8Dd20
< − C0
16Dd20
for all p ∈ B1−d0 , (7.12)
i.e., D2d40F (p) <
C0
16 holds for all p ∈ B1−d0 . (By (2) of Lemma 2.1, one can easily see that such
constant D exists).
Furthermore, we choose 0 < d0 < 1 so that
C2D
2 1
d0
− 4D2C3 ≥ 2. (7.13)
By (7.9), there exists 0 < ǫ0 < ǫ(d0,D1,D2) such that for 0 < ǫ < ǫ0 and q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2),
p ∈ ∂B1−d0 , one has 〈∂Jǫ
∂p
,
p
|p|
〉
≥ 2ǫ2 + r12(q) > 0. (7.14)
From (7.10), (7.12), Proposition 3.1 in [4], and Lemma 4.2 (cf. also the proof of Theorem 2), we
also have
∂Jǫ
∂λ
(q) =
∂Fǫ
∂λ
(q) + r13(q) ≤ − C0
2
√
D1d0
ǫ3/2 + r13(q) < 0, (with |r13(q)| . ǫ2) , (7.15)
for 0 < ǫ < ǫ0 and q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), with λ =
√
D1ǫ, if ǫ0 > 0 is chosen suitably small.
Similarly, by (7.11),
∂Jǫ
∂λ
(q) =
∂Fǫ
∂λ
(q) + r13(q) ≥ 4
√
D2C4ǫ
3/2 + r13(q) > 0, with λ =
√
D2ǫ (7.16)
for 0 < ǫ < ǫ0 and q ∈ JCǫ−C0ǫ2ǫ (d0,D1,D2), if ǫ0 > 0 is chosen suitably small. The proof now
follows from (7.14) – (7.16). 
As a consequence of Lemma 7.1, the set JCǫ−C0ǫ2ǫ (d0,D1,D2) is invariant under the negative
gradient flow of Jǫ, i.e., the solution of the differential equation
dq(t)
dt = −J′ǫ(q(t)) stays in
JCǫ−C0ǫ
2
ǫ (d0,D1,D2) for all t ≥ 0. Therefore, one can apply the standard critical point theory
(see [1], [8], [9]) to the function Jǫ restricted on J
Cǫ−C0ǫ2
ǫ (d0,D1,D2).
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The number of critical points of Jǫ on J
Cǫ−C0ǫ2
ǫ (d0,D1,D2) depends on the topological com-
plexity of JCǫ−C0ǫ2ǫ (d0,D1,D2). To study the topological properties of this set, we consider the
function G(p, [g]) =
∫
B4
(
F−A0 , g(dhp)
−g−1
)
, and for p0 ∈ B4, η > 0, we take the following subset
of SO(3):
S(p0, η) = {[g] ∈ SO(3) : −G(p0, [g]) ≤ −η} . (7.17)
We recall the following topological notion (see [1], [8], [9] for more details): let X be a
topological space. The Ljusternik-Schnirelman category (LS-category in short) of a closed subset
A ⊂ X with respect to X, denoted by cat(A,X), is defined as the least integer k such that
A ⊂ A1 ∪ · · · ∪Ak, where the Ai’s (for i = 1, 2, . . . , k) are closed and contractible in X.
We have the following:
Lemma 7.2 Assume that there exists p0 ∈ B4 such that µ1(A0, p0) > µ2(A0, p0) > µ3(A0, p0).
Then there exists η > 0 such that the following holds:
(1) If p0 satisfies detM(A0, p0) ≥ 0 and
√
µ1(A0, p0) >
√
µ2(A0, p0) +
√
µ3(A0, p0), then
cat(S(p0, η), SO(3)) ≥ 2.
(2) If p0 satisfies detM(A0, p0) < 0, then cat(S(p0, η), SO(3)) ≥ 2. If in addition p0 satisfies√
µ1(A0, p0) <
√
µ2(A0, p0) +
√
µ3(A0, p0), then cat(S(p0, η), SO(3)) ≥ 3.
Proof: The proof follows from Morse theory (cf. [7]). If µ1(A0, p0) > µ2(A0, p0) > µ3(A0, p0),
the function G(p0, ·) on SO(3) is a Morse function with four critical points, with Morse indexes
equal to 3, 2, 1, and 0 (cf. §3). By Morse theory, this yields a cell decomposition of SO(3) as
follows
SO(3) ∼= e0 ∪ e1 ∪ e2 ∪ e3, (7.18)
where ei (i = 0, 1, 2, 3) is a cell of dimension i. We examine the two cases separately.
(1) detM(A0, p0) ≥ 0,
√
µ1(A0, p0) >
√
µ2(A0, p0) +
√
µ3(A0, p0).
In this case, two of the critical points of the function G(p0, ·) on SO(3) assume positive critical
values, namely
√
µ1(A0, p0) +
√
µ2(A0, p0) +
√
µ3(A0, p0) and
√
µ1(A0, p0) −
√
µ2(A0, p0) −√
µ3(A0, p0), with Morse indexes 3 and 2, respectively (cf. (1) of §3). Set η = 12 (
√
µ1(A0, p0)−√
µ2(A0, p0)−
√
µ3(A0, p0)). By Morse theory, S(p0, η) is homotopically equivalent to e
0∪e1, we
write S(p0, η) ∼= e0 ∪ e1. (This is meant with respect to the cell decomposition ‘dual’ to (7.18)).
Since H1(SO(3);Z2) ≃ Z2 is generated by the cell e1, S(p0, η) ⊂ SO(3) is not contractible. This
yields cat(S(p0, η), SO(3)) ≥ 2.
(2) detM(A0, p0) < 0.
In this case, at least two of the critical points of the function G(p0, ·) on SO(3) assume
positive critical values, namely
√
µ1(A0, p0) +
√
µ2(A0, p0) −
√
µ3(A0, p0) and
√
µ1(A0, p0) −√
µ2(A0, p0)+
√
µ3(A0, p0). Setting η =
√
µ3(A0, p0), one can show by the same argument as in
the previous case, that the set S(p0, η) is not contractible in SO(3) and cat(S(p0, η), SO(3)) ≥ 2.
In the additional hypothesis
√
µ1(A0, p0) <
√
µ2(A0, p0) +
√
µ3(A0, p0), three of the critical
points of G(p0, ·) on SO(3) assume positive critical values, namely
√
µ1(A0, p0)+
√
µ2(A0, p0)−
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√
µ3(A0, p0),
√
µ1(A0, p0) −
√
µ2(A0, p0) +
√
µ3(A0, p0) and −
√
µ1(A0, p0) +
√
µ2(A0, p0) +√
µ3(A0, p0). Set η =
1
2(−
√
µ1(A0, p0) +
√
µ2(A0, p0) +
√
µ3(A0, p0)). By Morse theory,
S(p0, η) ≃ e0 ∪ e1 ∪ e2 (homotopically equivalent with respect to the cell decomposition dual to
(7.18)). By contradiction, assume cat(S(p0, η), SO(3)) ≤ 2. By Morse theory, SO(3) is obtained
by attaching the 3-cell e3, in correspondence with the maximum of −G(p0, ·) and which is con-
tractible in SO(3), to S(p0, η). Thus, one would also have cat(SO(3), SO(3)) ≤ 3. On the other
hand, cat(SO(3), SO(3)) ≥ cuplengthH∗(SO(3);Z2)+1 = 4, where cuplengthH∗(SO(3);Z2) is
the cuplength of the cohomology ring H∗(SO(3);Z2) ∼= Z2[a]/(a4), where deg a = 1 (cf. [1], [8]).
This yields a contradiction. Thus, cat(S(p0, η), SO(3)) ≥ 3.
This completes the proof. 
Associated with the set S(p0, η), we define the set
S˜(p0, η) := {p0} × S(p0, η)× {λ0} ⊂ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) , (7.19)
where λ0 :=
(
ηǫ
F (p0)
)1/2
.
The following is a corollary of Lemma 7.2.
Corollary 7.1 In the hypotheses of Lemma 7.2, the following assertions hold for the cases (1)
and (2), respectively:
(1) cat(S˜(p0, η), B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ)) ≥ 2.
(2) cat(S˜(p0, η), B1−d0 × SO(3) × (
√
D1ǫ,
√
D2ǫ)) ≥ 2. Moreover, if p0 satisfies the additional
hypothesis
√
µ1(A0, p0) <
√
µ2(A0, p0) +
√
µ3(A0, p0), then
cat(S˜(p0, η), B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ)) ≥ 3.
Proof: (1) Assume, by contradiction, that S˜(p0, η) be contractible inB1−d0×SO(3)×(
√
D1ǫ,
√
D2ǫ).
Then there exists h : [0, 1] × S˜(p0, η) → B1−d0 × SO(3) × (
√
D1ǫ,
√
D2ǫ) such that h(0, ·) = ι˜,
where ι˜ is the inclusion ι˜ : S˜(p0, η) →֒ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ), and h(1, ·) := const. We
define the map H as the following composition of maps
H : [0, 1] × S(p0, η) →֒ [0, 1] × S˜(p0, η) h−→ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ)
pr2−→ SO(3),
where the first inclusion is given by (t, [g]) 7→ (t, (p0, [g], λ0)) and pr2 is the projection on the
second factor. The map H satisfies H(0, ·) = ι, where ι : S(p0, η) →֒ SO(3), andH(1, ·) := const,
yielding a contradiction since S(p0, η) is not contractible in SO(3).
(2) The first part of the statement is proved as in (1). We need to prove the second part.
By contradiction, assume that, in the given additional hypothesis, cat(S˜(p0, η), B1−d0 ×SO(3)×
(
√
D1ǫ,
√
D2ǫ)) = 2. Then there exist contractible closed sets A˜1, A˜2 ⊂ B1−d0 × SO(3) ×
(
√
D1ǫ,
√
D2ǫ) such that S˜(p0, η) ⊂ A˜1 ∪ A˜2. Let us take the projection pr1,3 : B1−d0 × SO(3)×
(
√
D1ǫ,
√
D2ǫ) → B1−d0 × (
√
D1ǫ,
√
D2ǫ), and define A1 := pr
−1
1,3({(p0, λ0)}) ∩ A˜1 and A2 :=
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pr−11,3({(p0, λ0)}) ∩ A˜2. Under the natural identification SO(3) ∼= {p0} × SO(3) × {λ0}, A1 and
A2 are closed subsets of SO(3) and S(p0, η) ⊂ A1 ∪A2. Moreover, the composition of maps
[0, 1] ×A1 →֒ [0, 1] × A˜1 h1−→ B1−d0 × SO(3) × (
√
D1ǫ,
√
D2ǫ)
pr2−→ SO(3),
with h1 : [0, 1] × A˜1 → B1−d0 × SO(3) × (
√
D1ǫ,
√
D2ǫ) satisfying h1(0, ·) = ι˜1 (where ι˜1 :
A˜1 →֒ B1−d0 × SO(3) × (
√
D1ǫ,
√
D2ǫ) is the inclusion), and h1(1, ·) := const, shows that A1 is
contractible in SO(3). Similarly, A2 is contractible in SO(3). This yields cat(S(p0, η), SO(3)) ≤
2, thus a contradiction. This completes the proof. 
We are now ready to prove Theorem 3.
Proof of Theorem 3: Let η > 0 be as in Lemma 7.2. We first show that for C0 =
η2
F (p0)
and
for all small ǫ > 0,
S˜(p0, η) ⊂ JCǫ−C0ǫ2ǫ (d0,D1,D2). (7.20)
In fact, for (p0, [g], λ0) ∈ S˜(p0, η),
Fǫ(p0, [g], λ0) = 2λ
4
0F (p0)− 4ǫλ20G(p0, [g]) ≤ 2λ40F (p0)− 4ǫλ20η ≤ −2
η2
F (p0)
ǫ2.
From Proposition 3.1 in [4] and Lemma 4.1 it follows that
Jǫ(p0, [g], λ0) = Cǫ + 2Fǫ(p0, [g], λ0) + r1(p0, [g], λ0) + r3(p0, [g], λ0)
≤ Cǫ − 2 η
2
F (p0)
ǫ2 + r1(p0, [g], λ0) + r3(p0, [g], λ0) ≤ Cǫ − η
2
F (p0)
ǫ2 (7.21)
if ǫ > 0 is small enough.
By Corollary 7.1, we see that in all the different cases in Theorem 3, the set
K2 := {compact sets A ⊂ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) :
cat(A,B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) ≥ 2}
is non-empty (in fact, S˜(p0, η) ∈ K2).
Let
c2 := inf
A∈K2
{max Jǫ(q) : q ∈ A}.
Then by (7.20),
c2 ≤ Cǫ − C0ǫ2. (7.22)
Combining (7.22) with Lemma 7.1, standard arguments show that c2 is a critical value for
Jǫ. By contradiction, assume not. Then, by flowing along the negative gradient of Jǫ, one sees
that there exists a δ, 0 < δ < C0ǫ
2, and a deformation Θ of JCǫ−C0ǫ
2
ǫ (i.e., Θ = θ(1, ·), for some
continuous θ : [0, 1] × JCǫ−C0ǫ2ǫ → JCǫ−C0ǫ
2
ǫ with θ(0, ·) = Id) which satisfies
Θ(Jc2+δǫ ) ⊂ Jc2−δǫ . (7.23)
Take A ∈ K2 such that maxq∈A Jǫ(q) < c2+ δ. Since Θ(A) ∈ K2 (cf. [9]) and maxq∈Θ(A) Jǫ(q) ≤
c2 − δ by (7.23), this contradicts the definition of c2. Thus c2 is a critical value of Jǫ.
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Furthermore, by Lemma 7.1,
c1 := min{Jǫ(q) : q ∈ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ)}
is also a critical value of Jǫ.
If c1 < c2, there are at least two critical points of Jǫ on B1−d0 ×SO(3)× (
√
D1ǫ,
√
D2ǫ), and
at least one of them is a non-minimal critical point. If instead c1 = c2, then the LS-category of
the critical set
C(c1) := {q ∈ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) : J
′
ǫ(q) = 0, Jǫ(q) = c1}
is at least 2 (see [9]), hence, #C(c1) = +∞. If, furthermore, c1 = infA∈A+1(A0) ǫ2YMǫ(A), there
are infinitely many minimizing solutions inA+1(A0). Otherwise, i.e., if c1 > infA∈A+1(A0) ǫ
2YMǫ(A),
there are infinitely many non-minimal critical points. This complete the proof, except for the
second statement in (2).
To prove the latter, we consider the set
K3 := {compact sets A ⊂ B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) :
cat(A,B1−d0 × SO(3)× (
√
D1ǫ,
√
D2ǫ) ≥ 3},
which again is non-empty by Corollary 7.1, and define
c3 := inf
A∈K3
{max Jǫ(q) : q ∈ A} ≤ Cǫ − C0ǫ2 ,
which is a critical value for Jǫ. We may assume c1 < c2 (if c1 = c2, we have already showed that
there are infinitely many solutions). If also c2 < c3, then there are at least two non-minimizing
solutions. If c2 = c3, again, the LS-category of C(c2) = {q ∈ B1−d0 × SO(3) × (
√
D1ǫ,
√
D2ǫ) :
J′ǫ(q) = 0, Jǫ(q) = c2} is at least 2, hence #C(c2) = +∞. Thus, there are infinitely many
non-minimizing solutions. So, the assertion (2) of Theorem 3 is completely proved for all the
different cases. 
The proof above yields the following corollary:
Corollary 7.2 Assume there exists a p0 ∈ B4 and η > 0 such that S(p0, η) is not contractible in
SO(3). Then there exist at least two solutions of (Dǫ) in A+1(A0). Furthermore, if one assumes
that cat(S(p0, η), SO(3)) ≥ 3, then there exist at least three solutions of (Dǫ) in A+1(A0).
8 Examples
In this section we perform two tasks. First we illustrate a method to construct boundary data
that yield any prescribed matrix M (precisely, for any given matrix M , a boundary value is
constructed such that M(A0, p0) = M), thus showing that the different cases in Theorem 3
can all be achieved (Proposition 8.1) . Second, We show that the non-degeneracy condition
µ1(A0, p0) > µ2(A0, p0) > µ3(A0, p0) (where the µi(A0, p0)’s (i = 1, 2, 3) are the eigenvalues of
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M(A0, p0)
tM(A0, p0)) can always be obtained by making an an arbitrarily small perturbation of
the boundary value A0 (Proposition 8.2). This can be done while leaving the other conditions
in Theorems 1-3 unaffected.
Let A0 ∈ C∞(T ∗∂B4 ⊗ so(3)) be a given boundary value and let A0 ∈ C∞(T ∗B4 ⊗ so(3))
be any solution to (D0) with boundary value A0 (recall that dA0 is uniquely determined by the
boundary data A0).
Let ω−1 := dx
1 ∧ dx2 − dx3 ∧ dx4, ω−2 := dx1 ∧ dx3 + dx2 ∧ dx4, ω−3 := dx1 ∧ dx4 − dx2 ∧ dx3
be the basis for anti-self dual 2-forms on R4 introduced in §1.2. We observe that ω−1 = dβ−1 ,
ω−2 = dβ
−
2 and ω
−
3 = dβ
−
3 , with β
−
1 = x
1dx2−x3dx4, β−2 = x1dx3+x2dx4, β−3 = x1dx4−x2dx3.
Let us define a family of connections on B4 parameterized by real 3× 3 matrices A := (aij)
as follows
B0(A) := B0,1(A)i+B0,2(A)j +B0,3(A)k ∈ C∞(T ∗B4 ⊗ so(3)),
with B0,l(A) := A0,l + a1lβ
−
1 + a2lβ
−
2 + a3lβ
−
3 , 1 ≤ l ≤ 3, (8.1)
and a family of boundary connections B0(A) = ι
∗B0(A). (Here, following the notation introduced
in [4], A0 := A0,1i+A0,2j +A0,3k).
Note that, for any choice of the matrix A, the connection B0(A) is a solution to (D0) with
boundary value B0(A). The corresponding matrix M(B0(A), p) := (mij(B0(A), p))1≤i,j≤3 is
computed explicitly as follows:
mij(B0(A), p) :=
∫
B4
(
(dB0,j(A))
−, (dhp,i)−
)
= mij(A0, p) + a1j
∫
B4
(
ω−1 , (dhp,i)
−)+ a2j
∫
B4
(
ω−2 , (dhp,i)
−)+ a3j
∫
B4
(
ω−3 , (dhp,i)
−). (8.2)
Here, we recall that hp := hp,1i+ hp,2j + hp,3k, where the components hp,l (l = 1, 2, 3) are har-
monic, and (dhp,l)
− := (dhp,l)−1 ω
−
1 +(dhp,l)
−
2 ω
−
2 +(dhp,l)
−
3 ω
−
3 . In this notation, (ω
−
k , (dhp,l)
−) =
2(dhp,l)
−
k . Since the components (dhp,l)
−
k are also harmonic on B
4, by the mean value property
for harmonic functions, one has
∫
B4
(
ω−k , (dhp,l)
−) = 2
∫
B4
(dhp,l)
−
k = 2|B4|(dhp,l)−k (0) = π2(dhp,l)−k (0), (8.3)
where |B4| = π22 is the Lebesgue measure of B4.
Combining (8.2), (8.3), one obtains
M(B0(A), p) =M(A0, p) + π
2H(p)A, with H(p) := ((dhp,l)
−
k (0))1≤l,k≤3 . (8.4)
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From (2.5) – (2.7), H(p) can be written as H(p) =

 h0(p) h1(p) h2(p)−h1(p) h0(p) h3(p)
−h2(p) −h3(p) h0(p)

, with
h0(p) =
1
2
(∂αp,1
∂x1
+
∂αp,2
∂x2
+
∂αp,3
∂x3
+
∂αp,4
∂x4
)
(0),
h1(p) =
1
2
(
− ∂αp,1
∂x4
+
∂αp,2
∂x3
− ∂αp,3
∂x2
+
∂αp,4
∂x1
)
(0),
h2(p) =
1
2
(∂αp,1
∂x3
+
∂αp,2
∂x4
− ∂αp,3
∂x1
− ∂αp,4
∂x2
)
(0),
h3(p) =
1
2
(
− ∂αp,1
∂x2
+
∂αp,2
∂x1
+
∂αp,3
∂x4
− ∂αp,4
∂x3
)
(0).
One has detH(p) = h0(p)(h0(p)
2 + h1(p)
2 + h2(p)
2 + h3(p)
2) and also, by (2.8), h0(p) > 0 for all
p ∈ B4. Thus, H(p) is non-singular for all p ∈ B4.
This, in particular, implies the following result:
Proposition 8.1 For any given p0 ∈ B4, and any given 3× 3 matrix M , there exists always a
3 × 3 matrix A such that M(B0(A), p0) = M . Thus, the different hypotheses of Theorem 3 can
be obtained by choosing a suitable real matrix A (and corresponding boundary data B0(A)).
Proposition 8.1, combined with Theorem 3, yields many examples of boundary values of the
form B0(A) such that (Dǫ) has multiple solutions in A+1(B0(A)), as well as non-minimizing
solutions. Notice that, by elliptic regularity, the conditions in Theorems 1–3 are open conditions
with respect to the boundary value (for example, with respect to H1/2-topology). The following
proposition holds.
Proposition 8.2 For any given boundary connection A0 ∈ C∞(T ∗∂B4 ⊗ so(3)) and any given
p0 ∈ B4, there exists an arbitrarily small perturbation A˜0 ∈ C∞(T ∗∂B4⊗ so(3)) of A0 such that
the eigenvalues of M(A˜0, p0)
tM(A˜0, p0) satisfy µ1(A˜0, p0) > µ2(A˜0, p0) > µ3(A˜0, p0) > 0.
Proof: We seek a boundary connection A˜0 of the form B0(A) for some matrix A (as constructed
in the proof of Proposition 8.1), with the desired requirements.
To this purpose, we first seek a 3× 3 matrix X such that the eigenvalues of M(A0, p0) +X
satisfy the requirements. We then choose A such that π2H(p0)A = X. For A˜0 = B0(A), the
statement would then follow from (8.4).
Let us choose a matrix Q ∈ SO(3) such that
Q−1M(A0, p0)tM(A0, p0)Q = diag(µ1(A0, p0), µ2(A0, p0), µ3(A0, p0)).
By taking an arbitrarily small perturbation, we may assume that M(A0, p0) is non-singular.
For small µ > 0, we choose X such that Q−1M(A0, p0)tXQ = diag(3µ, 2µ, µ) (take X =
(M(A0, p0)
t)−1Q diag (3µ, 2µ, µ) Q−1). We then have
Q−1(M(A0, p0) +X)t(M(A0, p0) +X)Q
= Q−1M(A0, p0)tM(A0, p0)Q+Q−1M(A0, p0)tXQ+Q−1XtM(A0, p0)Q+Q−1XtXQ
= diag (µ1(A0, p0), µ2(A0, p0), µ3(A0, p0)) + diag (6µ, 4µ, 2µ) +O(µ
2). (8.5)
28
Thus, by taking A such that π2H(p0)A = X, we obtain
µ1(B0(A), p0) = µ1(A0, p0) + 6µ +O(µ
2),
µ2(B0(A), p0) = µ2(A0, p0) + 4µ +O(µ
2),
µ3(B0(A), p0) = µ3(A0, p0) + 2µ +O(µ
2).
These imply that there exists µ¯ > 0 such that, for all 0 < µ < µ¯, one has
µ1(B0(A), p0) > µ2(B0(A), p0) > µ3(B0(A), p0) > 0.
This completes the proof. 
Conjecture 8.1 One could look for multiple solutions also in the components Ak(A0), for k 6=
±1. We conjecture that multiple solutions to (Dǫ) exist in each component Ak(A0), for small ǫ >
0, for a rather general family of boundary values. For example, one may seek multiple solutions
in A0(A0) of the form A = Aǫ#
1
ǫ (1-instanton)#
1
ǫ (−1-instanton). This would require proofs
similar to the ones established in this paper, but with lengthier and more delicate calculations.
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