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Graded 2-generated axial algebras
Madeleine Whybrow∗
Abstract
Axial algebras are non-associative algebras generated by semisimple idempotents whose
adjoint actions obey a fusion law. Axial algebras that are generated by two such idempo-
tents play a crucial role in the theory. We classify all primitive 2-generated axial algebras
whose fusion laws have two eigenvalues and all graded primitive 2-generated axial algebras
whose fusion laws have three eigenvalues. This represents a significant broadening in our
understanding of axial algebras.
1 Introduction
Axial algebras are characterised as being non-associative algebras generated by semisimple idem-
potents, known as axes, whose adjoint actions obey a fusion law. The most important known
examples of axial algebras are Jordan algebras and Majorana algebras, including the Griess
algebra. The fusion laws that are associated with these two families of algebras, and their cor-
responding eigenvalues, have very specific forms. However, little is understood of the wider
possibilities for fusion laws that admit non-trivial algebras. The results presented here offer a
significant broadening of our understanding of axial algebras.
The Griess algebra was constructed by Griess [6] as a 196,884 dimensional real commutative
algebra whose automorphism group is equal to the Monster simple group. Conway [2] showed
that there exists a bijection between the 2A conjugacy class of involutions in the Monster group
and a generating set of idempotents in the Griess algebra, known as 2A-axes. Moreover, the
adjoint action of these idempotents is semisimple and obeys the Monster fusion law.
Frenkel, Lepowsky and Meurman [4] introduced a class of infinite graded algebras known as
vertex operator algebras. Using this, they constructed the Moonshine module that was later
used by Borcherds [1] in his proof of Conway and Norton’s Monstrous Moonshine conjectures.
In general, the weight 2 component of a vertex operator algebra has the structure of a real
commutative algebra and is called a generalised Griess algebra.
Miyamoto [13] showed that a generalised Griess algebra contains idempotents that are in bi-
jection with certain involutions in its automorphism group, generalising Conway’s observations
concerning the 2A-axes of the Griess algebra. Inspired by this work, and by a result of Sakuma
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[16], Ivanov [10] introduced Majorana algebras as an axiomatisation of certain properties of
generalised Griess algebras.
Later, axial algebras were introduced by Hall, Shpectorov and Rehren [7] as a generalisation of
Majorana algebras. Jordan algebras, and the closely related algebras of Jordan type, are also
axial algebras and have been well studied in this context. There is also emerging evidence that
axial algebras also play an important role in other areas of maths, such as in the study of cubic
minimal cones, objects in algebraic geometry related to partial differential equations.
Jordan and Majorana algebras are of particular significance as their fusion laws admit a C2-
grading. In particular, this means that an algebra that obeys one of these fusion laws admits
involutary algebra automorphisms that are given by the eigenspace decomposition of the adjoint
actions of its axes. This gives these algebras a powerful and important link to groups generated
by involutions. In the case of the Griess algebra, these involutions form the 2A conjugacy class
of the Monster group. In this paper, we focus on fusion laws that are G-graded, for some group
G.
The Griess algebra and Jordan algebras are known to be primitive - the one eigenspace of the
adjoint action of a given axis is one dimensional, spanned by the axis itself. This seems to be a
natural and useful additional assumption and is one which we take in this paper. To extend our
methods to the non-primitive case would require more involved calculations and increased use
of computational methods.
Given a generic fusion law, to classify the axial algebras that are generated by two axes is a crucial
first step in understanding generic algebras that obey this law. Without a characterisation of the
2-generated algebras of a fusion law, it is not possible to perform any constructive or classification
results on algebras generated by larger numbers of axes.
Despite the importance of this question, relatively little is known of the 2-generated algebras
that obey a generic fusion law. Until now, the classification of 2-generated axial algebras had
been completed only for Majorana algebras [9], axial algebras of Monster type [7] and axial
algebras of Jordan type [8].
We give a full classification of primitive axial algebras whose fusion laws have two eigenvalues
and show that such an algebra is of dimension at most 2. In the 3-eigenvalue case, we restrict
to classifying primitive algebras that are G-graded for some G. In this case, we give a full
classification and show that the maximal dimension for such an algebra 3.
These classification results also put strong restrictions on the possible fusion laws that can give
rise to non-trivial algebras. In particular, we show that many fusion laws only give rise to non-
trivial 2-generated algebras for specific eigenvalues. In one such result, we consider a natural
generalisation of the fusion law in the Jordan algebra case. We classify the possible eigenvalues
for this law and show that the values that lead to Jordan algebras are in some sense distinguished.
The results presented here are constructive; in each case we give explicit values for the algebra
product on a basis. This means that these classifications can be used in constructive results
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and programs, as has been successful in the case of Majorana algebras. In particular, the
computational approaches of McInroy and Shpectorov [12] and Pfeiffer and Whybrow [14] for
constructing Majorana algebras and axial algebras of Monster type rely heavily on the classifica-
tion of 2-generated algebras in this case. These results will allow their methods to be expanded
in order to construct n-generated algebras for the fusion laws considered here.
Certain low dimensional algebras will arise frequently in this work and we name them in line
with, for example, [9]. Note that if V is an algebra and X ⊆ V then the subalgebra of V
generated by X is denoted 〈〈X〉〉.
Definition 1.1. Let k be a field and suppose that V is a commutative k-algebra. If V = 〈〈a0〉〉
where a0 is a non-zero idempotent (so that V ∼= k) then V is referred to as the algebra 1A. If
V = 〈〈a0, a1〉〉 where a0 and a1 are distinct non-zero idempotents such that a0a1 = α(a0 + a1)
for some α ∈ k then we say that V is the algebra 2B(α).
Note that the Norton-Sakuma dihedral algebra conventionally referred to as 2B is equal to 2B(0)
in this notation.
The following are our main results.
Theorem 1.2. Let V = 〈〈a0, a1〉〉 be a primitive (F , ∗)-axial algebra over C where |F| = 2.
Then V is either the 1-dimensional algebra 1A or the 2-dimensional algebra 2B(α) for some
α ∈ C. If additionally V is assumed to be graded then either V is the algebra 1A or α ∈ {−1, 12}.
Theorem 1.3. Let V = 〈〈a0, a1〉〉 be a graded primitive (F , ∗)-axial algebra over C where
|F| = 3. Then either V is the 1A algebra or V is isomorphic to one of the algebras given in
Table 2 (on page 30) where α, β, x ∈ C.
The fusion laws that occur in the graded cases are all C2-graded, with the exception of the
fusion law given in Proposition 3.2 part (d), which admits a C3-grading. There is opportunity
for further work to determine the groups that can occur as Miyamoto groups of the algebras
constructed in this paper.
In Section 2, we give all relevant definitions and preliminary results relating to fusion laws and
axial algebras. We then classify the possible fusion laws that the algebras in question can obey
and give these results in Section 3.
In Sections 4 and 5 we perform the constructions required for our main classification results,
splitting this into the two and three eigenvalue cases. We then present the proofs of our main
results in Section 6.
Remark. In the three eigenvalue case, some calculations were performed with the aid of the com-
puter algebra system Macaulay2 [11]. The code required to perform these calculations (described
in Section 5) can be found at https:// github.com/ MWhybrow92/Graded-Algebras-Paper .
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2 Preliminaries
Henceforth, unless otherwise stated, all rings will be commutative and unital and all algebras
will be commutative (but not necessarily associative).
2.1 Fusion laws
We use the definition of a fusion law that is introduced in a recent paper of De Medts, Peacock,
Shpectorov and Van Couwenberghe [3]. This definition is slightly more general than has been
used previously.
Definition 2.1. A fusion law is a pair (F , ∗) where F is a set and ∗ : F × F → 2F is a map.
A fusion law is called symmetric if x ∗ y = y ∗ x for all x, y ∈ F .
Definition 2.2. Let (F , ∗) be a fusion law. An element e ∈ F is called a unit if e ∗ x ⊆ {x}
and x ∗ e ⊆ {x} for all x ∈ F .
Definition 2.3. Suppose that (F , ∗F) and (H, ∗H) are two fusion laws. A morphism from
(F , ∗F) to (H, ∗H) is a map ξ : F → H such that
ξ(x ∗F y) ⊆ ξ(x) ∗H ξ(y)
for all x, y ∈ F . Here ξ also denotes the extension of ξ to a map 2F → 2H.
This allows us to define a category Fus whose objects are fusion laws and whose morphisms are
as given above.
Definition 2.4. Let (F , ∗F) and (H, ∗H) be fusion laws. Then we say that (H, ∗H) is a sublaw
of (F , ∗F) if
(i) H ⊆ F ;
(ii) x ∗H y ⊆ x ∗F y for all x, y ∈ H.
2.2 Gradings
The following is an important example of a fusion law.
Definition 2.5. Let G be a group. Then the pair (G, ∗) where
∗ : G×G→ 2G
(g, h) 7→ {gh}
is a group fusion law.
Definition 2.6. Let (F , ∗) be a fusion law and let (G, ∗) be a group fusion law. A G-grading of
(F , ∗) is a morphism f : (F , ∗)→ (G, ∗). We say that a G-grading is adequate if f(F) generates
G.
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Every fusion law admits a G-grading where G is the trivial group; we call this the trivial grading.
All other gradings are considered non-trivial. If a fusion law admits an adequate non-trivial
grading then we say that it is graded.
Proposition 2.7 ([3, Proposition 3.2]). Every fusion law (F , ∗) admits a unique grading f : F →
Γ such that every grading of (F , ∗) factors through (Γ, ∗). This grading is given by f : F → ΓF
where
ΓF := 〈γx : x ∈ F | γxγy = γz whenever z ∈ x ∗ y〉
and
f : (F , ∗)→ (ΓF , ∗)
x 7→ γx.
2.3 Axial algebras
Let (F , ∗) be a symmetric fusion law and let R be a unital commutative ring. Let V be a
commutative (not necessarily associative) R-algebra. Moreover, suppose that F ⊆ R and that
1R ∈ F .
Throughout, if a ∈ V , λ ∈ R and Λ ⊆ R, then we let V aλ = {u ∈ V | au = λu} and V aΛ =∑
λ∈Λ V
a
λ .
Definition 2.8. An idempotent a ∈ V is an (F , ∗)-axis if
(a) V = V aF ;
(b) for all λ, µ ∈ F , V aλ V aµ ⊆ V aλ∗µ.
Definition 2.9. An (F , ∗)-axial algebra is a pair (V,A) where V is a commutative R-algebra
and A is a generating set of (F , ∗)-axes. If (F , ∗) is graded (i.e. admits a non-trivial adequate
grading) then we say that (V,A) is graded.
We will later restrict to the case where R is a commutative unital k-algebra for some field k
such that F ⊆ k. In this case, if λ 6= µ then V aλ ∩ V aµ = 0 and so V =
⊕
λ∈F V
a
λ .
Definition 2.10. An (F , ∗)-axial algebra (V,A) is 2-generated if there exists a0, a1 ∈ A such
that V = 〈〈a0, a1〉〉.
Axial algebras generated by two axes are sometimes referred to as dihedral. We reserve this
term for the special case of 2-generated axial algebras where the fusion law is C2-graded (so that
dihedral algebras admit dihedral Miyamoto groups).
Definition 2.11. An (F , ∗)-axis a ∈ V is primitive if V a1 = Ra. An (F , ∗)-axial algebra (V,A)
is primitive if a is primitive for all a ∈ A.
The following definition is introduced in [5].
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Definition 2.12. A vector v ∈ V is free if its annihilator ideal AnnR(v) := {r ∈ R | rv = 0} is
trivial.
If R is a field then all non-zero vectors are free.
2.4 Miyamoto groups
In the following, let R be a commutative unital k-algebra (so that R can be considered as a
ring containing a copy of k such that 1R = 1k). Let (F , ∗) be a symmetric fusion law such that
F ⊆ k and 1R ∈ F . We will show how gradings of fusion laws lead to automorphisms of axial
algebras. This provides the crucial link between axial algebras and group theory and motivates
our focus on the graded case.
Definition 2.13. Let R× be the group of invertible elements of the k-algebra R. An R-character
of G is a group homomorphism χ : G→ R×. We let χR(G) denote the R-character group of G,
i.e. all R-characters of G, with group operation given by multiplication in R×.
Definition 2.14. Let V be a commutative R-algebra and let a ∈ V be an (F , ∗)-axis. Suppose
that (F , ∗) admits a G-grading f , for some group G. Then, for each χ ∈ χR(G), we define a
linear map such that
τa,χ : V → V
v 7→ χ(f(λ))v
for all v ∈ V aλ . If (V,A) is an axial algebra then we define its Miyamoto group to be
Miy(V,A) := 〈τa,χ | a ∈ A,χ ∈ χR(G)〉.
Note that, as F ⊆ k, the spaces V aλ for λ ∈ F intersect trivially and so the maps τa,χ are
well-defined.
We are often interested in the case where (F , ∗) admits a C2-grading andR a field of characteristic
0. In this case, χR(G) = {1, χ}, where χ maps the non-trivial element of G to −1 ∈ R, and τa,χ
is the Miyamoto involution, as defined in [7, Proposition 3.4].
Proposition 2.15. Let V be a commutative R-algebra and let a ∈ V be an (F , ∗)-axis. If
χ ∈ χR(G) then τa,χ is an automorphism of V .
2.5 Universal primitive axial algebras
Now let k be a field and let (F , ∗) be a symmetric fusion law such that F ⊆ k and 1k ∈ F .
In this section we construct the universal primitive n-generated (F , ∗)-axial algebra; an idea that
will be key in the proof of our main results. Given a fusion law, we want to set up an algebra
V so that every primitive (F , ∗)-axial algebra generated by n (or fewer) free axes occurs as a
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quotient of V . These sections closely follow the method given in [7, Section 4]. We outline the
construction of the universal primitive algebra but do not provide any proofs; these can be easily
adapted from their counterparts in [7].
The authors of [7] consider axial algebras that admit an associating bilinear form 〈 , 〉 : V ×V →
k; we consider the slightly more general case of axial algebras that admit a linear map ϕa : V → k
for each axis a of V . This approach was also taken in [15].
This section is based on the following observation.
Proposition 2.16. Let R be a commutative unital k-algebra and let V be a commutative R-
algebra. Suppose that a ∈ V is a free (F , ∗)-axis. Then a is primitive if and only if there exists
a linear map ϕa : V → R such that v = ϕa(v)a for all v ∈ V a1 .
Proof. As a is an (F , ∗)-axis and F ⊆ k, V =⊕λ∈F V aλ . If a is primitive then, as it is free, the
projection ϕa : V → V a1 = Ra is a well-defined linear map. Moreover, V a1 = Ra so if v ∈ V a1
then v = ϕa(v)a, as required. The converse is clear.
We first consider the category CP0 constructed as follows. Its objects consist of tuples (R, V,A)
such that
(i) R is a commutative unital k-algebra;
(ii) V is a commutative R-algebra;
(iii) A = (a0, a1, . . . , an−1) is an ordered tuple of free elements such that V = 〈〈A〉〉 and such
that V is equipped with a linear map ϕa : V → R for each a ∈ A.
We call R the coefficient ring of V .
A morphism from (R, V,A) to (R′, V ′, A′) is a pair (φ, ψ) such that
(i) φ is an algebra homomorphism from R to R′ such that φ restricted to the field k is the
identity;
(ii) ψ is an algebra homomorphism from V to V ′;
(iii) ψ(rm) = φ(r)ψ(m) for all r ∈ R and m ∈ V ;
(iv) ψ(ai) = a
′
i for i < n, where A = (a0, a1, . . . , an−1) and A
′ = (a′0, a
′
1, . . . , a
′
n−1);
(v) φ(ϕa(m)) = ϕψ(a)(ψ(m)) for all a ∈ A and m ∈ V .
We will now construct the initial object, Vˆ , of CP0 . Let Mˆ be the free commutative, non-
associative magma with marked generators Aˆ := (aˆ0, aˆ1, . . . , aˆn−1). Let
Rˆ := k[{ϕaˆ(xˆ)}aˆ∈Aˆ,xˆ∈Mˆ ]
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and let Vˆ = RˆMˆ , the set of all formal linear combinations
∑
xˆ∈Mˆ αxˆxˆ where αxˆ ∈ Rˆ. Then Vˆ
is a commutative Rˆ-algebra where the algebra product is defined using the operation in Mˆ . For
aˆ ∈ Aˆ, we can define the linear map ϕaˆ via
ϕaˆ :
∑
xˆ∈Mˆ
αxˆxˆ 7→
∑
xˆ∈Mˆ
αxˆϕaˆ(xˆ).
So (Rˆ, Vˆ , Aˆ) is an object of CP0 .
Proposition 2.17. The algebra (Rˆ, Vˆ , Aˆ) is the initial object of CP0 . That is to say, for every
object (R, V,A) of CP0 , there exists a unique morphism (ψV , φV ) from (Rˆ, Vˆ , Aˆ) to (R, V,A).
We say that an object (R, V,A) of CP0 is rigid if both ψV and φV are surjective. That is to say,
V is generated as an algebra by A and R is generated by the field and the values of the maps
ϕa for a ∈ A on the submagma M of V generated by A. We let CP be the subcategory of CP0
whose objects are the isomorphism class representatives of rigid objects of CP0 .
Proposition 2.18. Every algebra V in CP is the quotient, up to isomorphism, of Vˆ over the
ideal IV = kerψV and its coefficient ring R is the quotient, up to isomorphism, of Rˆ over the
ideal JV = kerφV .
Definition 2.19. If I ⊆ Vˆ and J ⊆ Rˆ are ideals then we say that I and J match if I = IV and
J = JV for some V from CP .
Proposition 2.20. Suppose that I ⊆ Vˆ and J ⊆ Rˆ are ideals. Then I and J match if and only
if J 6= Rˆ and, additionally, JVˆ ⊆ I and ϕaˆ(I) ⊆ J for all aˆ ∈ Aˆ.
Choose X ≤ Vˆ . Then we let CPX be the subcategory of CP consisting of all algebras V from CP
such that X ⊆ IV . Let
(i) I0 be the ideal of Vˆ generated by X ;
(ii) JX be the ideal of Rˆ generated by the sets
{ϕaˆ(i) | aˆ ∈ Aˆ, i ∈ I0} and {r | ∃a ∈ Aˆ s.t. ra ∈ I0};
(iii) IX be the ideal of Vˆ generated by X and JX Vˆ .
Proposition 2.21. The subcategory CPX is non-empty if and only if JX 6= Rˆ. Furthermore, if
the latter holds then IX and JX match and hence correspond to some algebra VX of CP . The
algebra VX is the initial object of CPX and CPX consists of all quotients of VX .
We say that X is a presentation for VX and that the elements of X are the algebra relators of
VX .
Definition 2.22. Suppose that Λ ⊆ R. Then we let fΛ =
∏
λ∈Λ(x − λ) ∈ R[x].
Theorem 2.23. An algebra (R, V,A) from CP is a primitive (F , ∗)-axial algebra generated by
free axes if and only if each of the following conditions holds
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(i) aˆaˆ− aˆ ∈ IV for all aˆ ∈ Aˆ;
(ii) fF\{1}(adaˆ)(xˆ − ϕaˆ(xˆ)aˆ) ∈ IV for all aˆ ∈ Aˆ and xˆ ∈ Mˆ ;
(iii) fλ∗µ(adaˆ)((fF\{λ}(adaˆ)(xˆ))(fF\{µ}(adaˆ)(yˆ))) ∈ IV for all λ, µ ∈ F , aˆ ∈ Aˆ and xˆ, yˆ ∈ Mˆ .
If X consists of the vectors listed above then the category of n-generated primitive (F , ∗)-axial
algebras coincides with CPX and VX is the universal n-generated primitive (F , ∗)-axial algebra, of
which all others are quotients.
The following are useful results concerning primitive axial algebras.
Proposition 2.24. Suppose that (R, V,A) is an object of CP that obeys conditions (i) and (ii)
above. Then
fF (adaˆ)(xˆ) ∈ IV
for all aˆ ∈ Aˆ and xˆ ∈ Mˆ . Equivalently, fF(ada)(x) = 0 for all a ∈ A and all x ∈ V .
Proof. First, condition (ii) above says that fF\{1}(adaˆ)(xˆ − ϕaˆ(xˆ)aˆ) ∈ IV for all aˆ ∈ Aˆ and
xˆ ∈ Mˆ . Then
fF(adaˆ)(xˆ) + IV = (adaˆ − 1)fF\{1}(adaˆ)(xˆ) + IV
= (adaˆ − 1)fF\{1}(adaˆ)(ϕaˆ(xˆ)aˆ) + IV
= ϕaˆ(xˆ)fF\{1}(adaˆ)(adaˆ − 1)(aˆ) + IV
= ϕaˆ(xˆ)fF\{1}(adaˆ)(aˆaˆ− aˆ) + IV
= IV .
So that fF(adaˆ)(xˆ) ∈ IV for all aˆ ∈ Aˆ and xˆ ∈ Mˆ .
Let M be the submagma in V generated by A. Then fF(adaˆ)(xˆ) ∈ IV for all aˆ ∈ Aˆ and xˆ ∈ Mˆ
if and only if fF(ada)(x) ∈ IV for all a ∈ A and x ∈ M . The final claim then follows from the
fact that M spans V .
Proposition 2.25. Suppose that (V,A) is a primitive (F , ∗)-axial algebra. Then for all a ∈ A
(i) ϕa(a) = 1;
(ii) ϕa(vλ) = 0 for all vλ ∈ V aλ and for all λ ∈ F\{1}.
Proof. As aa− a = 0, condition (ii) of Theorem 2.23 implies that
fF\{1}(ada)(a− ϕa(a)a) =
∏
λ∈F\{1}
(1 − λ)(a− ϕa(a)a) = 0
As
∏
λ∈F\{1}(1− λ) 6= 0 is invertible and as a is a non-zero vector, we conclude that ϕa(a) = 1.
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Now, as vλ ∈ V aλ , (ada − λ)(vλ) = 0. Then
fF\{1}(ada)(vλ − ϕa(vλ)a) = fF\{1,λ}(ada)(ada − λ)(vλ − ϕa(vλ)a)
= fF\{1,λ}(ada)(λ − 1)(ϕa(vλ)a)
= −ϕa(vλ)
∏
µ∈F\{1}
(1− µ)a
= 0.
So, as before, we can conclude that ϕa(vλ) = 0.
2.6 Semiautomorphisms of primitive axial algebras
As before, let k be a field and let (F , ∗) be a symmetric fusion law such that F ⊆ k and 1k ∈ F .
Let (R, V,A) be the universal 2-generated primitive (F , ∗)-axial algebra with A = (a0, a1).
Definition 2.26. Let φ be an automorphism of R that fixes k element-wise. If ψ is a bijection
V → V preserving addition and multiplication such that
(rm)ψ = rφmψ and ϕaψ(m
ψ) = ϕa(m)
φ
then we say that ψ is a φ-automorphism of V . In general, we call φ-automorphisms of V
semiautomorphisms.
Proposition 2.27. The permutation (a0, a1) ∈ Sym(A) uniquely extends to a semiautomor-
phism σ of V .
Proof. We first consider the algebra Vˆ and define the permutation σˆ ∈ Sym(Aˆ) to be such that
σˆ = (aˆ0, aˆ1).
Then σˆ clearly extends uniquely to an automorphism ψˆσ of the free commutative magma Mˆ .
Further, it extends to permutation φˆσ of Rˆ which acts on the indeterminates of Rˆ via
ϕa0(xˆ)
φˆσ = ϕa1(xˆ)
for all xˆ ∈ Mˆ . This is clearly an automorphism of Rˆ that fixes the field k. We can now see that
ψˆσ uniquely extends to Vˆ via

∑
xˆ∈Mˆ
αxˆxˆ


ψˆσ
=
∑
xˆ∈Mˆ
αφˆσxˆ xˆ
ψˆσ .
Crucially, the maps φˆσ and ψˆσ preserve the set X of algebra relators given in Theorem 2.23 and
therefore also the ideals IX and JX . In particular, these maps descend to automorphisms φσ
and ψσ of R and V respectively and we have an automorphism σ := (φσ, ψσ).
Proposition 2.28. Suppose that (F , ∗) and (H, ∗) are two fusion laws such that F ,H ⊆ k,
1k ∈ F and 1k ∈ H. Suppose further that there exists an isomorphism ρ : (F , ∗) → (H, ∗) such
that ρ(F) = H and ρ(1k) = 1k. Then their corresponding universal primitive n-generated axial
algebras are equal.
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Proof. We see that the only point in the construction of the universal algebra that involves the
fusion law is in the algebra relators defined in Theorem 2.23. These are all preserved by such an
isomorphism of fusion laws and so the resulting algebras must be equal.
2.7 Sublaws and universal algebras
Again, let k be a field and let (F , ∗) be a symmetric fusion law such that F ⊆ k and 1k ∈ F .
Theorem 2.29. Let (H, ∗H) be a sublaw of (F , ∗F). Then the universal n-generated primitive
(H, ∗H)-axial algebra occurs as a quotient of the universal n-generated primitive (F , ∗F )-axial
algebra.
Proof. Let the sets XF , XH ⊆ Vˆ consist of the algebra relators described in Theorem 2.23 for
the fusion laws (F , ∗F) and (H, ∗H) respectively. Let I0,F and I0,H be the ideals generated by
XF and XH respectively. We will show that I0,F ⊆ I0,H.
The requirement (i) of Theorem 2.23 says that aˆaˆ − aˆ ∈ XF for all aˆ ∈ Aˆ. Clearly also
aˆaˆ− aˆ ∈ XH.
From requirement (ii), fH\{1}(adaˆ)(xˆ− ϕaˆ(xˆ)aˆ) ∈ XH for all aˆ ∈ Aˆ and x ∈ Mˆ . Thus
fF\{1}(adaˆ)(xˆ − ϕaˆ(xˆ)aˆ) = fF\H(adaˆ)fH\{1}(adaˆ)(xˆ − ϕaˆ(xˆ)aˆ) ∈ I0,H.
We now turn our attention to the vectors given by requirement (iii). From Proposition 2.24,
fH(adaˆ)(xˆ) ∈ I0,H for all aˆ ∈ Aˆ and xˆ ∈ Mˆ . Let λ, µ ∈ F and assume that at least one
of λ and µ does not lie in H. Without loss of generality, we assume that λ /∈ H. Then
fF\{λ}(adaˆ)(xˆ) = f(F\H)\{λ}(adaˆ)fH(adaˆ)(xˆ) ∈ I0,H and so
fλ∗Fµ(adaˆ)((fF\{λ}(adaˆ)(xˆ))(fF\{µ}(adaˆ)(yˆ))) ∈ I′,H
for all xˆ, yˆ ∈ Mˆ as required.
We now need to consider the case where λ, µ ∈ H. If λ ∈ H then, as fH(adaˆ)(xˆ) = (adaˆ −
λ)fH\{λ}(adaˆ)(xˆ) ∈ I0,H, we have
adaˆ(fH\{λ}(adaˆ)(xˆ)) + I0,H = λfH\{λ}(adaˆ)(xˆ) + I0,H.
Thus
fF\{λ}(adaˆ)(xˆ) + I0,H = fF\H(adaˆ)fH\{λ}(adaˆ)(xˆ) + I0,H
=
∏
ν∈F\H
(adaˆ − ν)fH\{λ}(adaˆ)(xˆ) + I0,H
=
∏
ν∈F\H
(λ− ν)fH\{λ}(adaˆ)(xˆ) + I0,H.
Thus, modulo I0,H, fF\{λ}(adaˆ)(xˆ) is a scalar multiple of fH\{λ}(adaˆ)(xˆ)
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Finally, as (H, ∗H) is a sublaw of (F , ∗F), λ ∗H µ ⊆ λ ∗F µ and so for all xˆ, yˆ ∈ Mˆ
fλ∗Hµ(adaˆ)((fH\{λ}(adaˆ)(xˆ))(fH\{µ}(adaˆ)(yˆ))) ∈ I0,H
⇒ fλ∗Fµ(adaˆ)((fH\{λ}(adaˆ)(xˆ))(fH\{µ}(adaˆ)(yˆ))) ∈ I0,H
⇒ fλ∗Fµ(adaˆ)((fF\{λ}(adaˆ)(xˆ))(fF\{µ}(adaˆ)(yˆ))) ∈ I0,H
as required and so I0,F ⊂ I0,H.
As I0,F ⊂ I0,H, IXF ⊆ IXH and JXF ⊆ JXH and so the universal n-generated primitive (H, ∗)-
axial algebra occurs as a quotient of the universal n-generated primitive (F , ∗)-axial algebra.
3 Classifying fusion laws
In order to classify graded 2-generated axial algebras, we first need to classify the possible fusion
laws that they can arise from.
Proposition 3.1. Suppose that (F , ∗) is a graded symmetric fusion law such that F = {e, α}
where e is a unit. Then either e ∗ x = ∅ for all x ∈ F , or (F , ∗) is contained in the following
fusion law.
e α
e e α
α α e
Proof. Let ξ : F → G be a non-trivial adequate grading of (F , ∗). Suppose that there exists
x ∈ F such that e ∗ x 6= ∅. Then, as e is a unit, e ∗ x = {x} and ξ(e) = 1. In addition,
e ∗ e ⊆ {e} and e ∗ α ⊆ {α}. It remains only to determine the value of ξ(α). If α ∈ α ∗ α then
ξ(α) ∈ ξ(α) ∗ ξ(α) = {ξ(α)2} thus ξ(α) = 1, a contradiction as ξ is not trivial. Therefore (F , ∗)
must be contained in the fusion law given above.
Proposition 3.2. Suppose that (F , ∗) is a graded symmetric fusion law such that F = {e, α, β}
where e is a unit. Then either e ∗ x = ∅ for all x ∈ F , or (F , ∗) is contained in at least one of
the following fusion laws.
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(a)
e α β
e e α β
α α e, α β
β β β e, α
(b)
e α β
e e α β
α α e, β α
β β α e, β
(c)
e α β
e e α β
α α e e
β β e e
(d)
e α β
e e α β
α α β e
β β e α
Note that fusion laws (a) and (b) are isomorphic.
Proof. Suppose that there exists x ∈ F such that e ∗ x 6= ∅. Then, as e is a unit, e ∗ x = {x}
and ξ(e) = 1. In addition, e ∗ e ⊆ {e} e ∗ α ⊆ {α} and e ∗ β ⊆ {β}.
We let g := ξ(α) and h := ξ(β). Then
ξ(α ∗ α) ⊆ ξ(α) ∗ ξ(α) = {g2}.
First assume that α ∈ α ∗ α. Then g ∈ ξ(α ∗ α) = {g2} and so we must have g = 1. If also
β ∈ α ∗ α then ξ(e) = ξ(α) = ξ(β) = 1 and ξ is trivial. Thus α ∗ α ⊆ {e, α}. As ξ(α) = 1,
ξ(α ∗ β) ⊆ ξ(α) ∗ ξ(β) = {h} and so α ∗ β ⊆ {β}. Finally, we cannot have β ∈ β ∗ β as otherwise
ξ would be trivial. Thus, if α ∈ α ∗ α, (F , ∗) is contained in case (a). Similarly, we can deduce
that if β ∈ β ∗ β then (F , ∗) is contained in case (b). We can henceforth assume that α 6∈ α ∗ α
and that β 6∈ β ∗ β.
We now argue based on the possible values of α ∗ β. If α ∈ α ∗ β then g = ξ(α) ∈ {gh} and so
h = 1. If also e ∈ α ∗ β or β ∈ α ∗ β then g = h = 1 and ξ is trivial and so α ∗ β ⊆ {α}. Finally,
if α ∈ β ∗ β then g ∈ ξ(β) ∗ ξ(β) = {1}, again giving a contradiction. Thus, if α ∈ α ∗ β, we
are in case (b). Similarly, if β ∈ α ∗ β, we are in case (a). We can henceforth also assume that
α 6∈ α ∗ β and also that β 6∈ α ∗ β. In particular, α ∗ β ⊆ {e}.
If α ∗ β = {e} then we must have gh = 1. Furthermore, if β ∈ α ∗ α then h = g2 and so g3 = 1
and if e ∈ α ∗ α then g2 = 1. Thus if α ∗ α = {e, β} then g = h = 1, a contradiction as ξ is
non-trivial. Hence either α∗α ⊆ {e}, or α∗α ⊆ {β}. Similarly, we can also conclude that either
β ∗ β ⊆ {e}, or β ∗ β ⊆ {α}.
If α∗α = ∅ or β ∗β = ∅ then (F , ∗) is contained either in case (c) or (d), depending on the value
of β ∗ β or α ∗ α respectively. Thus we can assume that α ∗ α 6= ∅ and β ∗ β 6= ∅.
Now, if α ∗ α = {e} then g2 = 1 and so, as gh = 1, g = h. If also β ∗ β = {α} then h2 = g = h
and so g = h = 1, a contradiction. Similarly, we cannot have β ∗ β = {e} and α ∗ α = {β}. If
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α ∗α = {e} and β ∗ β = {e} then we are in case (c). Conversely, if α ∗ α = {β} and β ∗ β = {α}
then we are in case (d).
Next we consider the case α ∗ β = ∅. We again look at possibilities for the set α ∗ α. If
α ∗ α = {e, β} then 1 = h = g2. If also α ∈ β ∗ β then g = h2 = 1 and so ξ is trivial, a
contradiction. Thus β ∗β ⊆ {e} and we are in case (b). If α ∗α = {e} then we are in case (a). If
α ∗ α = {β} then we cannot have β ∗ β = {e, α} as otherwise g = h = 1, a contradiction. Thus
either β ∗ β ⊆ {e} or β ∗ β ⊆ {α} and we are in case (b) or (d) respectively. Finally, if α ∗α = ∅
then we are in case (b). This exhausts all possibilities for gradings of (F , ∗).
Given a fusion law (F , ∗), recall from Proposition 2.7 that the group ΓF is defined as
ΓF := 〈γx : x ∈ F | γxγy = γz whenever z ∈ x ∗ y〉.
It is easy to calculate this group for the fusion laws classified in this section.
Proposition 3.3.
1. Suppose that (F , ∗) is the fusion law given in Proposition 3.1. Then ΓF ∼= C2.
2. Suppose that (F , ∗) is one of the fusion laws given in parts (a), (b) and (c) of Proposition
3.2. Then ΓF ∼= C2.
3. Suppose that (F , ∗) is the fusion laws given in part (d) of Proposition 3.2. Then ΓF ∼= C3.
More generally, the following result shows that sublaws of graded fusion laws are also graded.
Proposition 3.4. Suppose that (F , ∗F) is a fusion law that admits a grading f : (F , ∗F) →
(G, ∗G) for some group fusion law (G, ∗G) and suppose that (H, ∗H) is a sublaw of (F , ∗F). Then
f restricted to H is also a G-grading for (H, ∗H). Furthermore, if f is adequate for (F , ∗F) and
F = H then f is also adequate for (H, ∗H).
Proof. As (H, ∗H) is a sublaw of (F , ∗F), for all x, y ∈ H
f(x ∗H y) ⊆ f(x ∗F y) ⊆ f(x) ∗G f(y)
and so f is also a G-grading of (H, ∗H). If f is adequate and F = H then f(F) = f(H) generates
G and so f is clearly also adequate for (H, ∗H).
4 The two eigenvalue case
Theorem 4.1. Suppose that U = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α ∈ C.
1 α
1 1 α
α α 1, α
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Then either U is the 1-dimensional algebra 1A, or U is a quotient of the 2-dimensional algebra
2B(α).
Proof. Let V be the universal primitive 2-generated axial algebra with the fusion law as above.
We first calculate that
v1 := f{α}(ada0)(a1) = a0a1 − αa1 ∈ V a01
vα := f{1}(ada0)(a1) = a0a1 − a1 ∈ V a0α
We denote the projections of V onto the subspaces 〈a0〉 and 〈a1〉 as ϕa0 and ϕa1 respectively
and let x = ϕa0(a1) and y = ϕa1(a0).
As a1 =
1
1−α (v1− vα), from Proposition 2.25, we calculate that ϕa0(v1) = (1−α)x and so, as V
is primitive,
v1 = a0a1 − αa1 = (1− α)xa0.
Thus
a0a1 = (1 − α)xa0 + αa1. (4.1)
Let σ be the semiautomorphism that exchanges a0 and a1 (see Proposition 2.27). Then
v := a0a1 − (a0a1)σ = ((1− α)x − α)a0 − ((1 − α)y − α)a1 = 0
As v = 0, ϕa0(v) = x − α − (1 − α)xy = 0 and ϕa1(v) = (1 − α)xy − y + α = 0. In particular,
ϕa0(v) + ϕa1(v) = x− y = 0 so x = y. Then
ϕa0(v) = x− α− (1− α)x2 = ((α− 1)x+ α)(x − 1) = 0.
Now let U be a primitive 2-generated algebra with the same fusion law. As U is a quotient of
the universal algebra V , from ϕa0(v) = 0 above, we have that in U , x = ϕa0(a1) ∈ {1, α1−α}.
First suppose that x = α1−α . Then (4.1) becomes a0a1 = α(a0+a1), and U is the algebra 2B(α).
Next, if x = 1 then v = (1 − 2α)(a0 − a1) = 0. If α = 12 then (4.1) becomes a0a1 = 12 (a0 + a1),
and we are again in the 2B(α) case. Otherwise, if α 6= 12 then we must have a0 = a1 and U is a
1-dimensional algebra.
Corollary 4.2. Suppose that U = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α ∈ C.
1 α
1 1 α
α α 1
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Then U is either the 1-dimensional algebra 1A or is a quotient of the 2-dimensional algebra
2B(α). In the latter case, we must have α ∈ {−1, 12}.
Proof. This fusion law is a sublaw of that considered in Theorem 4.1. Thus, from Theorem 2.29,
either U is the algebra 1A or is a quotient of the algebra 2B(α).
We can therefore assume that V a0α is at most 1-dimensional and is spanned by the vector
vα = αa0 + (α− 1)a1.
Using the products given by Theorem 4.1, we calculate that
vαvα = (2α− 1)(α2a0 + (α2 − 1)a1).
In this fusion law, we must have vαvα ∈ V a01 and so a0(vαvα)− vαvα = 0. We calculate that
a0(vαvα)− vαvα = (2α− 1)(α− 1)(α+ 1)(αa0 + (α− 1)a1).
If α ∈ {−1, 12} then this vector is 0 and we are done. Otherwise, as α 6= 1, we can conclude that
a1 =
α
1−αa0 and so U = 〈a0〉 as required.
The following result is not required for the main results; we include it only for completeness.
Corollary 4.3. Suppose that U = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α ∈ C.
1 α
1 1 α
α α α
Then U is either the 1-dimensional algebra 1A or is a quotient of the 2-dimensional algebra
2B(α). In the latter case, we must have α ∈ {0, 12}.
Proof. As in the proof of Corollary 4.2, we can conclude that vα = αa0 + (α− 1)a1 and that
vαvα = (2α− 1)(α2a0 + (α2 − 1)a1).
In this fusion law, we must have vαvα ∈ V a0α and so a0(vαvα)− αvαvα = 0. We calculate that
a0(vαvα)− vαvα = α(2α− 1)(α− 1)a0.
This must be equal to zero and so, as α 6= 1 and a0 is a non-zero vector, we conclude that
α ∈ {0, 12}, as required.
Finally, we classify all non-trivial proper ideals of the 2-dimensional algebra given in Theorem
4.1.
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Lemma 4.4. Let V be an algebra over a field k and let a ∈ V be any non-zero vector. Addi-
tonally, suppose that there exists a basis {v0, . . . , vn} of V such that for 0 ≤ i ≤ n, avi = αivi
where the αi are pairwise distinct. Then if I is a non-trivial ideal of V , we must have vi ∈ I for
some i.
Proof. As I is non-trivial, there exists v ∈ I such that v 6= 0. If v = vi for some 0 ≤ i ≤ n then
we are done. Otherwise we can assume that there exists non-zero scalars λ1, . . . , λm such that
v = vi0 +
m∑
j=1
λjvij
where 0 ≤ i0 < i1 < · · · < im ≤ n and m ≥ 1.
Then also av ∈ I so
av − αi0v =
m∑
j=1
(αij − αi0)λjvij ∈ I.
Then each of the scalars (αij −αi0)λj are non-zero, so we can proceed by induction to conclude
that we must have vin ∈ I, for example.
Proposition 4.5. Suppose that V = 〈〈a0, a1〉〉 is the algebra 2B(α) for some α ∈ C. If α /∈
{0, 12} then V is simple. Otherwise, if α = 12 then I = 〈a0 − a1〉 is an ideal of V and if α = 0
then both I = 〈a0〉 and I = 〈a1〉 are ideals. In general, if I is a non-trivial proper ideal of V
then the algebra V/I is the 1-dimensional algebra 1A.
Proof. Suppose that V contains a proper, non-trivial ideal I and suppose that α 6= 0. Clearly
V obeys the conditions of Lemma 4.4 with basis {a0, vα} where
vα = αa0 + (1− α)a1.
First suppose that a0 ∈ I. Then a0vα = αvα ∈ I. Thus, as I is proper, a0 ∈ I if and only if
α = 0. If α = 0 then 〈a0〉 is an ideal.
If vα ∈ I then also vαvα ∈ I. By taking a linear combination of vα and vαvα, we conclude that
in this case
(2α− 1)αa0 ∈ I.
As I is proper, this implies that α ∈ {0, 12}. If α = 0 then 〈vα〉 = 〈a1〉 is an ideal and if α = 12
then 〈vα〉 = 〈a0 − a1〉 is an ideal. The final claim is easily verified for each value of I.
5 The three eigenvalue case
Lemma 5.1. Suppose that V = 〈〈a0, a1〉〉 is a primitive (F , ∗)-axial algebra such that F =
{1, α, β} for some α, β ∈ C. Then for some x, y ∈ C,
a0(a0a1) = (α− 1)(β − 1)xa0 − αβa1 + (α+ β)a0a1
a1(a0a1) = (α− 1)(β − 1)ya1 − αβa0 + (α+ β)a0a1.
17
Moreover, there exist eigenvectors
vα = (β − 1)xa0 − βa1 + a0a1 ∈ V a0α
vβ = (α− 1)xa0 − αa1 + a0a1 ∈ V a0β .
Finally,
vαvα − vβvβ
α− β =
(
(α+ β − 2αβ)x2 − 2αβ) a0 + (2αβx+ 2(α− 1)(β − 1)y − α− β) a1
− 2 (x− α− β) a0a1
vαvα − vαvβ
α− β =(α(1 − β)x
2 − αβ)a0 + (αβx + (α− 1)(β − 1)y − β)a1
+ ((β − α− 1)x+ α+ β)a0a1.
Proof. Let a1 = v
′
1 + v
′
α + v
′
β . Then we have
v′1 =
αβa1 − (α+ β)a0a1 + a0(a0a1)
(α− 1)(β − 1)
v′α =
βa1 − (β + 1)a0a1 + a0(a0a1)
(α− 1)(α− β)
v′β =
αa1 − (α+ 1)a0a1 + a0(a0a1)
(β − 1)(β − α)
As the algebra is primitive, from Proposition 2.25 we must have v′1 = xa0 where x = ϕa0(a1).
Thus we have that
a0(a0a1) = (α− 1)(β − 1)xa0 − αβa1 + (α+ β)a0a1.
Applying the semiautomorphism σ that exchanges a0 and a1 gives
a1(a0a1) = (α − 1)(β − 1)ya1 − αβa0 + (α+ β)a0a1
where y = ϕa1(a0).
Substituting this value into the v′α and v
′
β above and rescaling gives the eigenvectors
vα = (β − 1)xa0 − βa1 + a0a1
vβ = (α− 1)xa0 − αa1 + a0a1
Using these values we can calculate vαvα − vβvβ and vαvα − vαvβ .
Lemma 5.2. Let x = ϕa0(a1) and y = ϕa1(a0) as in Lemma 5.1. Then
i) ϕa0(a0a1) = x;
ii) ϕa1(a0a1) = y;
iii) ϕa1(vα) = (β − 1)xy − β + y;
iv) ϕa1(vβ) = (α− 1)xy − α+ y;
18
Proof. We first note that
ϕa0(vβ) = ϕa0(a0a1)− x = 0.
So ϕa0(a0a1) = x. By applying the semiautomorphism σ, we conclude that ϕa1(a0a1) = y. We
can then calculate ϕa1(vα) and ϕa1(vβ) as required.
5.1 Fusion law (a)
Theorem 5.3. Suppose that U = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α, β ∈ C.
1 α β
1 1 α β
α α 1, α β
β β β 1, α
Then U is a quotient of one of the following.
(i) The 3-dimensional algebra with basis {a0, a1, a0a1} such that
(a0a1)(a0a1) =(β(α − 1)(α+ β − 1)x− αβ(α + β))(a0 + a1)
+ ((1− α)(α − β + 1)x+ α2 + 3αβ + 2β2 − β)a0a1.
where if β 6= 12 then x = α+β2(1−α) or, if β = 12 , then x may take any value in C.
(ii) The 2-dimensional algebra 2B(α).
(iii) The 1-dimensional algebra 1A.
Proof. Let (F , ∗) be the fusion law above and let V be the universal 2-generated primitive
(F , ∗)-axial algebra.
In this case, vαvα− vβvβ ∈ V a01 ⊕V a0α . As vα and a0 are also in V a01 ⊕V a0α , we can take a linear
combination of these three vectors to conclude that
p(x, y)a1 ∈ V a01 ⊕ V a0α .
where x = ϕa0(a1) and y = ϕa1(a0) and
p(x, y) = 2β(α− 1)x+ 2(α− 1)(β − 1)y + (α + β)(2β − 1).
We can then check that
x(α − β)a0 + vα − (α− β)a1 = vβ .
Thus, as p(x, y)a1 ∈ V a01 ⊕V a0α , p(x, y)vβ ∈ (V a01 ⊕V a0α )∩V a0β = 0. In particular, p(x, y)ϕa1(vβ) =
0 so either p(x, y) = 0 or q(x, y) := ϕa1(vβ) = 0.
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We first assume that p(x, y) = 0. Then, by applying the semiautomorphism σ, we can also
conclude that p(y, x) = 0 and, in particular,
p(x, y)− p(y, x) = 2(x− y)(α− 1) = 0
and so, as α 6= 1, we can conclude that x = y. Otherwise, if q(x, y) = 0 then, using the value of
q(x, y) = ϕa1(vβ) as given in Lemma 5.2, we similarly find that
q(x, y)− q(y, x) = y − x = 0
and we can again conclude that x = y.
At this stage,
p(x, y)vβ = (2β − 1)(2(α− 1)x+ α+ β)vβ = 0. (5.1)
and
p(x, y)q(x, y) = (2β − 1)(2(α− 1)x+ α+ β)((α − 1)x+ α))(x − 1) = 0 (5.2)
Now note that
vαvα − vαvβ =α(α− β)((β − 1)x+ β)(x − 1)a0 + (α+ β − 1)((1 − β)x− β)vβ
+ ((3αβ − α2 − 2α− β + 1)x+ α2 + αβ − β)vα.
As a0, vα, vαvα ∈ V a01 ⊕ V a0α and vαvβ , vβ ∈ V a0β ,
vαvβ − (α+ β − 1)((1− β)x − β)vβ ∈ (V a01 ⊕ V a0α ) ∩ V a0β
and so vαvβ − (α + β − 1)((1 − β)x− β)vβ = 0. From this, we can calculate that
(a0a1)(a0a1) =(β(α − 1)(α+ β − 1)x− αβ(α + β))(a0 + a1)
+ ((1− α)(α − β + 1)x+ α2 + 3αβ + 2β2 − β)a0a1.
Now let U be a 2-generated primitive (F , ∗)-axial algebra. From (5.2), either β = 12 or, in the
algebra U , we have x ∈ { α+β2(1−α) , α1−α , 1}.
If β = 12 or if β 6= 12 and x = α+β2(1−α) then we are in case (i). We can check that this algebra
is indeed a primitive (F , ∗)-axial algebra as required. We can thus assume that β 6= 12 and
x 6= α+β2(1−α) . If x = α1−α then (5.1) becomes (2β − 1)(β − α)vβ = 0. Thus, as β 6= 12 and α 6= β,
we have vβ = 0 and so a0a1 = α(a0 + a1) and we are in case (ii).
If x = 1 then (5.1) becomes (2β − 1)(3α+ β − 2)vβ = 0. If β 6= 2− 3α then again vβ = 0 and in
this case we have
a0a1 = (1− α)a0 + αa1.
We can now calculate the adjoint action of the axis a1 and see that it has eigenvalues 1 and
1− α with corresponding eigenvectors a1 and a0 − a1 respectively. As a1 must be an axis with
the above fusion law, we must have either 1 − α = α or 1 − α = β. If 1 − α = α then α = 12
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I Parameters for which I is an ideal
〈vα〉 β = −1 and x = − 12
〈vα〉 β = 12 and x = 1
〈vβ〉 β = 12 and x = αα−1
〈a0, vα〉 β = 0
〈a0, vβ〉 α = 0 and β = 12 and x = 0
〈vα, vβ〉 β = 12 and x = 1
〈vα, vβ〉 β = 2− 3α and x = 1
〈vα, vβ〉 β = 0 and x = α1−α
Table 1: The non-trivial proper ideals of V
and a0a1 = α(a0 + a1) so we are in case (ii). Thus we can assume that α 6= 12 . The vector
a0 − a1 ∈ V a1β but
(a0 − a1)(a0 − a1) = (1− 2α)(a0 − a1) ∈ (V a11 ⊕ V a1α ) ∩ V a1β = 0.
So, as α 6= 12 , a0 = a1 and we are in case (iii).
The final case to consider is that of x = 1 and β = 2 − 3α. In this case, as β 6= α, β 6= 12 and
moreover,
α+ β
2(1− α) = 1
so in fact we are in case (i).
Proposition 5.4. Let V be the 3-dimensional algebra defined in part (i) of Theorem 5.3. Then
all non-trivial proper ideals of V and the values of α, β and x for which they occur are given by
Table 1. If I is a non-trivial proper ideal of V then the algebra V/I is either the 1-dimensional
algebra 1A, or is one of the 2-dimensional algebras 2B(α) or 2B(β).
Proof. Let I be a non-trivial, proper ideal of V . The basis {a0, vα, vβ} of V clearly satisfies
the conditions of Lemma 4.4. Thus we can assume that at least one of {a0, vα, vβ} is contained
inside I.
If we were to have a0 ∈ I then also a0vα = αvα ∈ I and a0vβ = βvβ ∈ I thus, as I is a proper
ideal, if α 6= 0 and β 6= 0, a0 /∈ I.
Now suppose that a0 ∈ I and α = 0 then β 6= 0 and so we can conclude that vβ ∈ I. Then also
vβvβ ∈ I. By taking a linear combination of a0, vβ and vβvβ , we conclude that β(1−β)xa1 ∈ I.
If a0, a1 ∈ I then we must have I = V , a contradiction. Thus, as β /∈ {1, 0}, x = 0. In this case,
〈a0, vβ〉 is an ideal. Next, suppose that a0 ∈ I and β = 0 then α 6= 0 and so we can conclude
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that vα ∈ I. From the fusion law, we see that vαvα ∈ V a01 ⊕ V a0α = 〈a0, vα〉 for all v ∈ V . Thus
〈a0, vα〉 is an ideal.
If vβ ∈ I then also vβvβ ∈ I. We first suppose that β = 12 and calculate that
vβvβ =
1
4
(2α− 1)((α− 1)x+ α)(a0 + a1 − 2a0a1).
As β = 12 , α 6= 12 and so vβvβ = 0 if and only if x = αα−1 . In this case, 〈vβ〉 is an ideal. If
additionally vα ∈ I then also vαvα ∈ I. By taking a linear combination of vα and vαvα, we
conclude that also
α(2α− 1)2a0 ∈ I.
As I is proper and contains vα and vβ , we must have a0 /∈ I. As β = 12 , α 6= 12 and we can
conclude that in this case α = 0 (and therefore x = 0) and 〈vα, vβ〉 is an ideal.
Finally, if vβvβ 6= 0 then v := a0 + a1 − 2a0a1 ∈ I. Then
a0v − αv = 1
2
(1 − α)(x− 1)a0 ∈ I.
So if x = 1 then v ∈ V a0α and we can check that 〈vβ , vβvβ〉 = 〈vβ , vα〉 is an ideal. Otherwise, if
x 6= 1 then vβ , a0 ∈ I so we must be in the case α = 0, x = 0 and I = 〈vβ , a0〉.
We now suppose that x = α+β2(1−α) and calculate that
vβvβ = (α− β)((4αβ − α− β)a0 + 2(α+ β − 1)(βa1 − a0a1)).
In this case, we see that vβvβ = 0 if and only if α = β =
1
2 , so this cannot occur and we have
vβvβ 6= 0.
We further calculate that
a0(vβvβ)− αvβvβ = (α− β)2β(2 − 3α− β)a0 ∈ I.
So if β = 0 or β = 2 − 3α then vβvβ ∈ V a0α and we can check that 〈vβ , vβvβ〉 = 〈vβ , vα〉 is an
ideal. Otherwise, again we must be in the case α = 0, x = 0. However, in this case, this would
imply that β = 0, a contradiction.
If vα ∈ I then also vαvα ∈ I. Then by taking a linear combination of vα and vαvα, we obtain
that
α(α− β)((β − 1)x+ β)(x − 1)a0 ∈ I.
If α = 0 or x ∈ {1, β1−β} then vαvα ∈ V a0α and so I = 〈vα〉 is an ideal. Otherwise, a0 ∈ I and so
we must be in the case where β = 0 and I = 〈a0, vα〉.
We check that in each case the algebra V/I is either the 1-dimensional algebra 1A or is one of
the 2-dimensional algebras 2B(α) or 2B(β) (if I = 〈vβ〉 or I = 〈vα〉 respectively).
5.2 Fusion law (c)
Theorem 5.5. Suppose that U = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α, β ∈ C.
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1 α β
1 1 α β
α α 1 1
β β 1 1
Then U is either the 1-dimensional algebra 1A or is a quotient either of 2B(α) or 2B(β). In
the latter case then either α ∈ {−1, 12} or β ∈ {−1, 12}, respectively.
Proof. Let (F , ∗) be the fusion law above and let V be the universal 2-generated primitive
(F , ∗)-axial algebra.
First, using Lemma 5.2, we calculate that 1
α−βϕa0(vαvα − vαvβ) = p(x, y) where
p(x, y) = (β − 1)x2 + (α− 1)(β − 1)xy + αx− αβ.
Then, as V is primitive, v := 1
α−β (vαvα − vαvβ)− p(x, y)a0 = 0. We can also calculate that
ϕa1(v) = (α + 1)(1− β)x2y + (β − 1)(1− α)xy2 − (2α− β + 1)xy + αβx+ (αβ + 1)y − β = 0.
We now notice that exchanging α and β preserves the fusion law and so, from Proposition 2.28,
induces an automorphism τ on V . Thus we can conclude that
ϕa1(v) − ϕa1(v)τ = (α− β)(2x2y − 3xy + 1) = 0
At this stage, we apply the semiautomorphism σ to conclude that
ϕa1(v) − ϕa1(v)τ − [ϕa1(v) − ϕa1(v)τ ]σ = 2(α− β)(x − y)xy = 0.
As α 6= β, either x = y or xy = 0. If xy = 0 then ϕa1(v)−ϕa1 (v)τ = (α−β) = 0, a contradiction,
and so x = y. We now have
ϕa1(v)− ϕa1(v)τ = (α− β)(x − 1)2(2x− 1) = 0 (5.3)
and
ϕa1(v) = (2αx− 1)((1− β)x− β)(x − 1) = 0. (5.4)
Now let z := ϕa0(vαvα). Then, as vαvα ∈ V a01 and V is primitive, vαvα = za0. We can use this
to calculate that
(a0a1)(a0a1) = (z+(1−2α)(β−1)2x−2αβ2)a0+(2β(2α−1)(β−1)x−β2)a1+2(α(1−β)x+β(α+1))a0a1.
We can now calculate the value of vαvβ , vβvβ and also of ϕa0(vαvβ) and ϕa0(vβvβ). Then
vαvβ − ϕa0(vαvβ)a0
α− β =α((2β − 1)x+ 1)xa0 − ((2αβ − α− β + 1)x− β)a1
+ ((α− β + 1)x− α− β)a0a1 = 0. (5.5)
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and
vβvβ − ϕa0(vβvβ)a0
α− β =(2(2αβ − α− β)x + α+ β)xa0 + (α+ β − 2(2αβ − α− β − 1)x)a1
+ 2(x− α− β)a0a1 = 0. (5.6)
Now let U be a 2-generated primitive (F , ∗)-axial algebra. From (5.3), in U , x ∈ {1,− 12}.
We first suppose that x = − 12 . In this case (5.4) gives
ϕa0(v) = −
3
4
(α+ 1)(β + 1) = 0
so either α = −1 or β = −1. Without loss of generality, we assume that β = −1. Then (5.5)
becomes
−3α
2
(a0 + a1 + a0a1) = 0
and (5.6)
(1 − 2α)(a0 + a1 + a0a1) = 0.
Taking a linear combination of these two equations, we can conclude that a0a1 = −(a0 + a1)
and U is the algebra 2B(β).
We now suppose that x = 1. Then (5.5) becomes
(2β − 1)(αa0 + (1− α)a1 − a0a1) = 0.
We first suppose that β 6= 12 then a0a1 = αa0 + (1 − α)a1. We can now calculate the adjoint
action of the axis a1 and see that it has eigenvalues 1 and 1−α with corresponding eigenvectors
a1 and a0 − a1 respectively. As a1 must be an axis with the above fusion law, we must have
either 1− α = α or 1− α = β.
If 1−α = α then α = 12 and a0a1 = α(a0 + a1) so U is the algebra 2B(α). Thus we can assume
that α 6= 12 . The vector a0 − a1 ∈ V a1β but
(a0 − a1)(a0 − a1) = (1− 2α)(a0 − a1) ∈ V a11 ∩ V a1β = 0.
So, as α 6= 12 , a0 = a1 and U is the algebra 1A.
Otherwise, if β = 12 then (5.6) becomes
(α − 1
2
)(a0 + a0 − 2a0a1) = 0.
As β = 12 , α 6= 12 and so a0a1 = 12 (a0 + a1) and U is the algebra 2B(β).
5.3 Fusion law (d)
Theorem 5.6. Suppose that U = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α, β ∈ C.
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1 α β
1 1 α β
α α β 1
β β 1 α
If α = 12 then either U is the 1-dimensional algebra 1A or U is a quotient of the 3-dimensional
algebra with basis {a0, a1, a0a1} such that
(a0a1)(a0a1) = (
1
4
− β)(a0 + a1) + (2β + 1
2
)a0a1.
If β = 12 then either U is the 1-dimensional algebra 1A or U is a quotient of the 3-dimensional
algebra with basis {a0, a1, a0a1} such that
(a0a1)(a0a1) = (
1
4
− α)(a0 + a1) + (2α+ 1
2
)a0a1.
Otherwise, if 12 /∈ {α, β} then U is the 1-dimensional algebra 1A.
Lemma 5.7. Let V be the universal 2-generated primitive axial algebra. Then in the coefficient
ring of V :
i) x = y;
ii) if β 6= −α− 1 then x = y = 1;
iii) if β = −α− 1 then (2(2α2 + 2α− 1)x− 1)((α + 2)x+ α+ 1)(x− 1) = 0.
Proof. In this case, vαvα − vαvβ ∈ V a01 ⊕ V a0β . As vβ and a0 are also in V a01 ⊕ V a0β , we can take
a linear combination of these vectors to conclude that
p(x, y)a1 ∈ V a01 ⊕ V a0β
where
p(x, y) = (2αβ − β2 − β)x+ (α− 1)(β − 1)y + β2 + αβ − α.
We can then check that
x(β − α)a0 + vβ + (α − β)a1 = vα.
Thus, as p(x, y)a1 ∈ V a01 ⊕V a0β , p(x, y)vα ∈ (V a01 ⊕V a0β )∩V a0α = 0. In particular, p(x, y)ϕa1(vα) =
0 and so either p(x, y) = 0 or q(x, y) := ϕa1(vα) = 0.
We first assume that p(x, y) = 0. We note that exchanging α and β preserves the fusion law and
so, from Proposition 2.28, induces an automorphism τ of V . Thus
p(x, y)− p(x, y)τ = (α− β)(α + β + 1)(x− 1) = 0.
As α 6= β, either x = 1 or β = −α− 1. If x = 1 then by applying the semiautomorphism σ, we
can also conclude that y = 1.
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If β = −α− 1 then
p(x, y) = 3α(α+ 1)x+ (α+ 2)(α− 1)y − 1 = 0
and also
p(x, y)− p(x, y)σ = 2(α2 + α+ 1)(x− y) = 0.
We could have equivalently considered α = −β − 1 and concluded that
p(x, y)− p(x, y)σ = 2(β2 + β + 1)(x− y) = 0.
Thus, either x = y or α2 + α+ 1 = 0 and β2 + β + 1 = 0.
The roots of the polynomial z2 + z + 1 are the complex numbers { 1±i
√
3
2 }. Thus, if x 6= y then
we must have α, β ∈ { 1±i
√
3
2 }. However, as α 6= β we can then conclude that
α+ β =
1 + i
√
3
2
+
1− i√3
2
= 1.
This is in contradiction with the fact that α + β = −1 and so this case cannot occur. Thus, if
β = −α− 1 then we can also conclude that x = y.
Now assume that q(x, y) = 0 where the value of q(x, y) = ϕa1(vβ) is given as in Lemma 5.2.
Let σ be the semiautomorphism of V that exchanges a0 and a1. Then as q(x, y) = 0, also
q(x, y)σ = 0 and, in particular,
q(x, y)− q(x, y)σ = y − x = 0.
So we can conclude that x = y. Then
q(x, y) = (β − 1)x2 − β + x = ((β − 1)x+ β)(x− 1) = 0
so either x = y = 1 or x = y = β1−β .
Thus, at this stage, if β 6= −α − 1 then either x = y = 1, or x = y = β1−β . By applying the
automorphism τ that exchanges α and β then we can also conclude that either x = y = 1, or
x = y = α1−α . As α 6= β, we cannot have that x = y = α1−α and x = y = β1−β . Thus x = y = 1.
Finally, if β = −α− 1 then
p(x, y)q(x, y) = (2α+ 1)(2(2α2 + 2α− 1)x− 1)((α + 2)x+ α+ 1)(x− 1) = 0.
As β = −α− 1 and α 6= β, we must have α 6= − 12 and so part (iii) holds.
Lemma 5.8. Suppose that V is as above and that β 6= −α − 1 and 12 /∈ {α, β}. Then V is
1-dimensional.
Proof. As in the proof of Lemma 5.7, we can show that
p(x, y)vα ∈ (V a01 ⊕ V a0β ) ∩ V a0α = 0.
From Lemma 5.7, as β 6= −α− 1, x = y = 1 and so
p(x, y) = (2α− 1)(2β − 1).
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As 12 /∈ {α, β} then p(x, y) 6= 0 and so we must conclude that vα = 0. In particular, this implies
that
a0a1 = (1 − β)a0 + βa1.
Then, using the semiautomorphism σ that exchanges a0 and a1, we conclude that
a0a1 − (a0a1)σ = (1 − 2β)(a0 − a1) = 0.
As β 6= 12 , a0 = a1 and V = 〈a0〉 is 1-dimensional.
Proof of Theorem 5.6. From Lemmas 5.7 and 5.8, we have two cases to consider:
i) β = −α− 1 and x = y;
ii) β 6= −α− 1, x = y = 1 and 12 ∈ {α, β}.
In the latter case, we can assume without loss of generality that β = 12 , in which case α 6= − 32 .
We first note that
vαvα − vβvβ =(α− β)((2αβ − α− β)x+ 2αβ)(x − 1)a0
+ (2α− 1)(2(β − 1)x+ α+ β)vα − (2β − 1)(2(α− 1)x+ α+ β)vβ .
As a0, vα, vβvβ ∈ V a01 ⊕ V a0α and vβ , vαvα ∈ V a0β ,
vαvα + (2β − 1)(2(α− 1)x+ α+ β)vβ ∈ (V a01 ⊕ V a0α ) ∩ V a0β
and so vαvα + (2β − 1)(2(α − 1)x + α + β)vβ = 0. From this we can calculate the value of
(a0a1)(a0a1).
If x = y = 1 and β = 12 then
(a0a1)(a0a1) = (
1
4
− α)(a0 + a1) + (2α+ 1
2
)a0a1.
We can check that these values give an axial algebra, as required.
If β = −α− 1 then
(a0a1)(a0a1) =((2α
3 − 9α2 − 12α+ 10)x2 − (α− 1)(2α+ 3)x− 2α(α+ 1)2)a0
+ (4(2α2 + 2α− 1)(x+ 1)− α(α + 1))a1 + (6(α2 + α− 1)x− 1)a0a1. (5.7)
Using this, we can calculate that a0(vβvβ)− αvβvβ = r(x, y)a0 where
r(x, y) = ((2α2 + 2α− 1)x+ 2α2 + 2α)(x− 1).
From the fusion law, we can conclude that r(x, y) = 0 or equivalently, that
(2α2 + 2α− 1)x(x− 1) = −(2α2 + 2α)(x− 1)
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By substituting this expression into part (iii) of Lemma 5.7 we obtain that
(2α+ 1)2((α+ 2)x+ α+ 1)(x− 1) = 0.
As β = −α− 1 and β 6= α, α 6= − 12 and so we can conclude that
((α+ 2)x+ α+ 1)(x− 1) = 0.
Similarly, as β 6= 1, α 6= −2 and so we can consider this to be equivalent to
x(x − 1) = −α+ 1
α+ 2
(x− 1).
Substituting this value back into r(x, y) gives
r(x, y) = (2α+ 1)(α+ 1)(x− 1) = 0.
Again α 6= − 12 , so we have only two cases to consider: x = y = 1 or α = −1 (in which case
β = 0).
In the case {α, β} = {−1, 0}, we proceed to find that V is a 1-dimensional algebra. In the case
x = y = 1, we calculate that
(a0a1)(a0a1)− [(a0a1)(a0a1)]σ = 6(2α+ 3)(2α− 1)(a0 − a1).
Thus, either we find ourselves once again in the 1-dimensional case, or α ∈ {− 32 , 12}. Substituting
these values of α, β and x into (5.7) gives the algebra products as required.
Proposition 5.9. Let V be one of the two 3-dimensional algebras given in Theorem 5.6. The
algebra V has two non-trivial proper ideals; 〈vα〉 (or 〈vβ〉) if α = 12 (or β = 12 respectively) and
〈vα, vβ〉.
Proof. Assume that we are in the case β = 12 and
(a0a1)(a0a1) = (
1
4
− α)(a0 + a1) + (2α+ 1
2
)a0a1.
The other case (with α = 12 ) is identical.
We follow a similar method to that of Proposition 5.4. We first suppose that a0 ∈ I and
α = 0 then, as β = 12 , we can conclude that vβ ∈ I. Then also vβvβ ∈ I. By taking a linear
combination of a0, vβ and vβvβ , we conclude that a1 ∈ I. If a0, a1 ∈ I then we must have I = V ,
a contradiction and so this case does not occur.
We now note that for any value of α, vαvα = vαvβ = 0. In particular, this means that 〈vα〉 and
〈vα, vβ〉 are ideals of V for all values of α. If vβ ∈ I then also
vβvβ = −(α− 1
2
)2vα ∈ I.
As β = 12 . α 6= 12 and so also vα ∈ I.
Finally, we consider the algebras V/I. If I = 〈vα〉 then V/I is the 2-dimensional algebra 2B(12 ).
If I = 〈vα, vβ〉 then V/I is the 1-dimensional algebra 1A.
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6 Main results
6.1 Graded primitive axial algebras
Theorem 6.1. Let V = 〈〈a0, a1〉〉 be a primitive (F , ∗)-axial algebra over C where |F| = 2.
Then V is either the 1-dimensional algebra 1A or the 2-dimensional algebra 2B(α) for some
α ∈ C. If additionally V is assumed to be graded then either V is the algebra 1A or α ∈ {−1, 12}.
Proof. As V is primitive, 1 must be a unit in the fusion law and so (F , ∗) must be a sublaw of
the fusion law given in Theorem 4.1. The algebras that satisfy this fusion law and their quotients
are classified in Theorem 4.1 and Proposition 4.5. The graded case follows from Corollary 4.2
and Proposition 4.5.
Theorem 6.2. Let V = 〈〈a0, a1〉〉 be a graded primitive (F , ∗)-axial algebra over C where
|F| = 3. Then either V is the 1A algebra or V is isomorphic to one of the algebras given in
Table 2 where α, β, x ∈ C.
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Basis Products Fusion law
a0, a1 a0a1 = α(a0 + a1)
1 α
1 1 α
α α 1, α
a0, a1, a0a1
a0(a0a1) =
1
2 (1− β)(α + β)a0 − αβa1 + (α+ β)a0a1
(a0a1)(a0a1) =
1
2 (1− 3α− β)(α + β)(β(a0 + a1)− a0a1)
1 α β
1 1 α β
α α 1, α β
β β β 1, α
a0, a1, a0a1
a0(a0a1) =
1
2 ((1 − α)xa0 − αa1 + (2α+ 1)a0a1)
(a0a1)(a0a1) =
1
4 ((2α− 1)(α− 1)x− (2α+ 1)α)(a0 + a1)− 12 ((2α+ 1)(α− 1)x+ (2α+ 3)α)a0a1
1 α 12
1 1 α 12
α α 1, α 12
1
2
1
2
1
2 1, α
a0, a1, a0a1
a0(a0a1) =
1
2 ((1 − α)a0 − αa1 + (2α+ 1)a0a1
(a0a1)(a0a1) =
1
4 (4− α)(a0 + a1 − 2a0a1)
1 α 12
1 1 α 12
α α 12 1
1
2
1
2 1 α
Table 2: Graded 2-generated algebras
3
0
Proof. As |F| = 3, (F , ∗) must be a sublaw of one of the fusion laws given in Proposition 3.2
with e = 1 and α, β ∈ C. As the fusion laws (a) and (b) of Proposition 3.2 are isomorphic, by
Proposition 2.28, we need only consider one of these laws.
The primitive 2-generated algebras that obey the fusion law (a) and their quotients are classified
in Theorem 5.3 and Proposition 5.4. In Theorem 5.5, we show that a primitive 2-generated
algebra that obeys fusion law (c) must again be an quotient of the 2-dimensional algebra given
in Corollary 4.2.
Finally, the primitive 2-generated algebras that obey the fusion law (d) and their quotients are
classified in Theorem 5.6 and Proposition 5.9.
6.2 Generic Jordan fusion laws
The following results are not required in the proof of our main theorems above. However, it is
of interest due to its similarity to the well-studied case of axial algebras of Jordan type.
Definition 6.3. An axial algebra of Jordan type is an axial algebra that obeys the following
fusion law.
1 0 η
1 1 0 η
0 0 0 η
η η η 1, 0
We can see that a clear generalisation of this law is to set 0 and η to be generic values α, β ∈ C.
Theorem 6.4. Suppose that V = 〈〈a0, a1〉〉 is a primitive axial algebra with the following fusion
law for some α, β ∈ C.
1 α β
1 1 α β
α α α β
β β β 1, α
Then V is equal to of one of the following.
i) The 3-dimensional algebra given in Theorem 5.3 where α, β and x may take the following
values
a) α = 0, β = 12 , x ∈ C;
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b) α = 0, x = β2 ;
c) β = 12 , x = 1;
d) β = −1, x = − 12 ;
e) β = 2− 3α, x = 1.
ii) The 2-dimensional algebra 2B(α) where α ∈ {0,− 12}.
iii) The 2-dimensional algebra 2B(β) where β ∈ {−1, 12}.
iv) The 1-dimensional algebra 1A.
Proof. From Theorem 2.29, the algebra V must be a quotient of one of the three algebras given
in Theorem 5.3. If it is a quotient of the 1-dimensional algebra 1A then we are in case (iv).
Next suppose that V is a quotient of the 2-dimensional algebra 2B(α). Then V a0β and V
a1
β are
0-dimensional and so V must satisfy the fusion law in Corollary 4.3. From Corollary 4.3, we see
that either α ∈ {0, 12} and we are in case (ii), or V is 1-dimensional and we are in case (iv).
Now suppose that V is a quotient of the 3-dimensional algebra given in Theorem 5.3. In this
case, we must have either β = 12 or x =
α+β
2(1−α) . The eigenspace V
a0
α is at most one dimensional,
spanned by vα.
The fusion law of this algebra implies that a0(vαvα) = αvαvα. We can calculate that
a0(vαvα)− αvαvα = α(α− β)(α − 1)((1 − β)x− β)(x − 1)a0 = 0.
If α = 0 then this expression holds and so the algebra is as given in Theorem 5.3. If additionally
β = 12 then x may take any value in C. Otherwise, x =
β
2 .
Now we can assume that α 6= 0. Then, as α 6= 1, β 6= 1 and α 6= β, we can conclude that
((1 − β)x− β)(x − 1) = 0.
If β = 12 then this becomes
1
2 (x − 1)2 and so we conclude that x = 1. Otherwise, if β 6= 12 then
x = α+β2(1−α) and we have that (α − β)(β + 1)(β + 3α− 2) = 0. Thus in this case, either β = −1
and x = − 12 , or β = 2− 3α and x = 1.
By comparing the values here with the ideals found in Proposition 5.4, we see that the 2-
dimensional algebra 2B(β) can also occur, but only for the values β = −1 and β = 12 .
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