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Toys.	 ﾠThe	 ﾠsymbol	 ﾠgrounding	 ﾠproblem	 ﾠis	 ﾠthe	 ﾠproblem	 ﾠof	 ﾠcausally	 ﾠconnecting	 ﾠsymbols	 ﾠ
inside	 ﾠan	 ﾠautonomous	 ﾠsystem	 ﾠto	 ﾠtheir	 ﾠreferents	 ﾠin	 ﾠthe	 ﾠexternal	 ﾠworld	 ﾠwithout	 ﾠthe	 ﾠ
mediation	 ﾠof	 ﾠan	 ﾠexternal	 ﾠinterpreter.	 ﾠThe	 ﾠonly	 ﾠway	 ﾠto	 ﾠavoid	 ﾠtriviality,	 ﾠhowever,	 ﾠis	 ﾠto	 ﾠ
ensure	 ﾠthat	 ﾠthe	 ﾠsymbols	 ﾠin	 ﾠquestion,	 ﾠtheir	 ﾠreferents	 ﾠin	 ﾠthe	 ﾠworld,	 ﾠand	 ﾠthe	 ﾠdynamic	 ﾠ
capacities	 ﾠof	 ﾠthe	 ﾠautonomous	 ﾠsystem	 ﾠinteracting	 ﾠwith	 ﾠthe	 ﾠworld	 ﾠare	 ﾠnontrivial.	 ﾠ
Otherwise	 ﾠa	 ﾠtoy	 ﾠrobot,	 ﾠwith	 ﾠexactly	 ﾠtwo	 ﾠsymbols	 ﾠ–	 ﾠgo/stop	 ﾠ–	 ﾠis	 ﾠ“grounded”	 ﾠin	 ﾠa	 ﾠ
world	 ﾠwhere	 ﾠit	 ﾠgoes	 ﾠuntil	 ﾠit	 ﾠbumps	 ﾠinto	 ﾠsomething	 ﾠand	 ﾠstops.	 ﾠ
Turing.	 ﾠFrom	 ﾠthe	 ﾠvery	 ﾠoutset,	 ﾠthe	 ﾠsymbol	 ﾠgrounding	 ﾠproblem	 ﾠ–	 ﾠwhich	 ﾠwas	 ﾠinspired	 ﾠ
and	 ﾠmotivated	 ﾠby	 ﾠSearle’s	 ﾠChinese	 ﾠRoom	 ﾠArgument	 ﾠ–	 ﾠwas	 ﾠbased	 ﾠon	 ﾠthe	 ﾠTuring	 ﾠTest,	 ﾠ
and	 ﾠhence	 ﾠon	 ﾠa	 ﾠsystem	 ﾠwith	 ﾠfull,	 ﾠhuman-ﾭscale	 ﾠlinguistic	 ﾠcapacity.	 ﾠSo	 ﾠit	 ﾠis	 ﾠthe	 ﾠwords	 ﾠof	 ﾠ
a	 ﾠfull-ﾭ‐blown	 ﾠnatural	 ﾠlanguage	 ﾠ(not	 ﾠall	 ﾠof	 ﾠthem,	 ﾠbut	 ﾠthe	 ﾠones	 ﾠthat	 ﾠcannot	 ﾠbe	 ﾠgrounded	 ﾠ
by	 ﾠdefinition	 ﾠin	 ﾠthe	 ﾠothers)	 ﾠthat	 ﾠneed	 ﾠto	 ﾠbe	 ﾠconnected	 ﾠto	 ﾠtheir	 ﾠreferents	 ﾠin	 ﾠthe	 ﾠworld.	 ﾠ
Have	 ﾠwe	 ﾠsolved	 ﾠthat	 ﾠproblem?	 ﾠCertainly	 ﾠnot.	 ﾠNor	 ﾠdo	 ﾠwe	 ﾠhave	 ﾠa	 ﾠrobot	 ﾠwith	 ﾠTuring-ﾭ‐
scale	 ﾠcapacities,	 ﾠeither	 ﾠsymbolic	 ﾠor	 ﾠsensorimotor	 ﾠ(with	 ﾠthe	 ﾠformer	 ﾠgrounded	 ﾠ–	 ﾠ
embodied	 ﾠ-ﾭ‐-ﾭ‐	 ﾠin	 ﾠthe	 ﾠlatter).	 ﾠDesigning	 ﾠor	 ﾠreverse-ﾭ‐engineering	 ﾠan	 ﾠautonomous	 ﾠsystem	 ﾠ
with	 ﾠthis	 ﾠTuring-ﾭ‐scale	 ﾠrobotic	 ﾠand	 ﾠlinguistic	 ﾠcapacity	 ﾠ	 ﾠ-ﾭ‐-ﾭ‐	 ﾠand	 ﾠthereby	 ﾠcausally	 ﾠ
explaining	 ﾠit	 ﾠ-ﾭ‐-ﾭ‐	 ﾠis	 ﾠthe	 ﾠultimate	 ﾠgoal	 ﾠof	 ﾠcognitive	 ﾠscience.	 ﾠ(Grounding,	 ﾠhowever,	 ﾠis	 ﾠnot	 ﾠ
the	 ﾠsame	 ﾠas	 ﾠmeaning;	 ﾠfor	 ﾠthat	 ﾠwe	 ﾠwould	 ﾠalso	 ﾠhave	 ﾠto	 ﾠgive	 ﾠa	 ﾠcausal	 ﾠexplanation	 ﾠof	 ﾠ
consciousness,	 ﾠi.e.,	 ﾠfeeling,	 ﾠand	 ﾠthat,	 ﾠunlike	 ﾠpassing	 ﾠthe	 ﾠTuring	 ﾠTest,	 ﾠis	 ﾠnot	 ﾠjust	 ﾠhard	 ﾠ
but	 ﾠhopeless.)	 ﾠ
Totality.	 ﾠGrounded	 ﾠrobots	 ﾠwith	 ﾠthe	 ﾠsensorimotor	 ﾠand	 ﾠlearning	 ﾠcapacities	 ﾠof	 ﾠ
subhuman	 ﾠanimals	 ﾠmight	 ﾠserve	 ﾠas	 ﾠwaystations,	 ﾠbut	 ﾠthe	 ﾠgist	 ﾠof	 ﾠthe	 ﾠTuring	 ﾠ
methodology	 ﾠis	 ﾠto	 ﾠavoid	 ﾠbeing	 ﾠfooled	 ﾠby	 ﾠarbitrary	 ﾠfragments	 ﾠof	 ﾠperformance	 ﾠ
capacity.	 ﾠHuman	 ﾠlanguage	 ﾠprovides	 ﾠa	 ﾠnatural	 ﾠtotality.	 ﾠ(There	 ﾠare	 ﾠno	 ﾠpartial	 ﾠ
languages,	 ﾠin	 ﾠwhich	 ﾠyou	 ﾠcan	 ﾠsay	 ﾠthis,	 ﾠbut	 ﾠnot	 ﾠthat.)	 ﾠWe	 ﾠare	 ﾠalso	 ﾠextremely	 ﾠgood	 ﾠat	 ﾠ
“mind-ﾭ‐reading”	 ﾠhuman	 ﾠsensorimotor	 ﾠperformance	 ﾠcapacity	 ﾠfor	 ﾠtell-ﾭ‐tale	 ﾠsigns	 ﾠof	 ﾠ
mindlessness;	 ﾠit	 ﾠis	 ﾠnot	 ﾠclear	 ﾠhow	 ﾠgood	 ﾠwe	 ﾠare	 ﾠwith	 ﾠanimals	 ﾠ(apart	 ﾠperhaps	 ﾠfrom	 ﾠthe	 ﾠ
movements	 ﾠand	 ﾠfacial	 ﾠexpressions	 ﾠof	 ﾠthe	 ﾠhigher	 ﾠmammals).	 ﾠ
Terms.	 ﾠThere	 ﾠare	 ﾠcertain	 ﾠterms	 ﾠ(or	 ﾠconcepts)	 ﾠI	 ﾠhave	 ﾠnot	 ﾠfound	 ﾠespecially	 ﾠuseful.	 ﾠIt	 ﾠ
seems	 ﾠto	 ﾠme	 ﾠthat	 ﾠreal	 ﾠobjects	 ﾠ-ﾭ‐-ﾭ‐	 ﾠplus	 ﾠ(internal	 ﾠor	 ﾠexternal)	 ﾠ(1)	 ﾠanalogs	 ﾠor	 ﾠiconic	 ﾠ
copies	 ﾠof	 ﾠobjects	 ﾠ(similar	 ﾠin	 ﾠshape)	 ﾠand	 ﾠ(2)	 ﾠarbitrary-ﾭ‐shaped	 ﾠsymbols	 ﾠin	 ﾠa	 ﾠformal	 ﾠ
symbol	 ﾠsystem	 ﾠ(such	 ﾠas	 ﾠ“x”	 ﾠand	 ﾠ“=”,	 ﾠor	 ﾠthe	 ﾠwords	 ﾠin	 ﾠa	 ﾠlanguage,	 ﾠapart	 ﾠfrom	 ﾠtheir	 ﾠiconic	 ﾠproperties),	 ﾠsystematically	 ﾠinterpretable	 ﾠas	 ﾠreferring	 ﾠto	 ﾠobjects	 ﾠ-ﾭ‐-ﾭ‐	 ﾠ	 ﾠare	 ﾠentities	 ﾠ
enough.	 ﾠPeirce’s	 ﾠ“icon/index/symbol”	 ﾠtriad	 ﾠseems	 ﾠone	 ﾠtoo	 ﾠmany.	 ﾠ	 ﾠPerhaps	 ﾠan	 ﾠindex	 ﾠ
is	 ﾠjust	 ﾠa	 ﾠsymbol	 ﾠin	 ﾠa	 ﾠtoy	 ﾠsymbol	 ﾠsystem.	 ﾠIn	 ﾠa	 ﾠformal	 ﾠsymbol	 ﾠsystem	 ﾠthe	 ﾠlinks	 ﾠbetween	 ﾠ
symbols	 ﾠare	 ﾠsyntactic	 ﾠwhereas	 ﾠthe	 ﾠlinks	 ﾠbetween	 ﾠinternal	 ﾠsymbols	 ﾠand	 ﾠthe	 ﾠexternal	 ﾠ
objects	 ﾠthat	 ﾠthey	 ﾠare	 ﾠabout	 ﾠare	 ﾠsensorimotor	 ﾠ(hence	 ﾠsomewhat	 ﾠiconic).	 ﾠAnd	 ﾠ
inasmuch	 ﾠas	 ﾠsymbols	 ﾠinside	 ﾠa	 ﾠTuring-ﾭ‐scale	 ﾠrobot	 ﾠare	 ﾠlinked	 ﾠto	 ﾠobject	 ﾠcategories	 ﾠ
rather	 ﾠthan	 ﾠto	 ﾠunique	 ﾠ(one-ﾭ‐time,	 ﾠone-ﾭ‐place)	 ﾠindividuals,	 ﾠall	 ﾠcategories	 ﾠare	 ﾠabstract	 ﾠ
(being	 ﾠbased	 ﾠon	 ﾠthe	 ﾠextraction	 ﾠof	 ﾠsensorimotor	 ﾠinvariants),	 ﾠincluding,	 ﾠof	 ﾠcourse,	 ﾠthe	 ﾠ
category	 ﾠ“symbol.”	 ﾠThe	 ﾠrest	 ﾠis	 ﾠjust	 ﾠa	 ﾠmatter	 ﾠof	 ﾠdegree-ﾭ‐of-ﾭ‐abstraction.	 ﾠEven	 ﾠicons	 ﾠare	 ﾠ
abstract,	 ﾠinasmuch	 ﾠas	 ﾠthey	 ﾠare	 ﾠneither	 ﾠidentical	 ﾠnor	 ﾠco-ﾭ‐extensive	 ﾠwith	 ﾠthe	 ﾠobjects	 ﾠ
they	 ﾠresemble.	 ﾠThere	 ﾠare	 ﾠalso	 ﾠtwo	 ﾠsorts	 ﾠof	 ﾠproductivity	 ﾠor	 ﾠgenerativity:	 ﾠsyntactic	 ﾠ
and	 ﾠsemantic.	 ﾠThe	 ﾠformer	 ﾠis	 ﾠjust	 ﾠformal;	 ﾠthe	 ﾠ	 ﾠlatter	 ﾠis	 ﾠnatural	 ﾠlanguage’s	 ﾠpower	 ﾠto	 ﾠ
express	 ﾠany	 ﾠand	 ﾠevery	 ﾠtruth-ﾭ‐valued	 ﾠproposition.	 ﾠ
Talk.	 ﾠYes,	 ﾠlanguage	 ﾠis	 ﾠfundamentally	 ﾠsocial	 ﾠin	 ﾠthat	 ﾠit	 ﾠwould	 ﾠnever	 ﾠhave	 ﾠbothered	 ﾠto	 ﾠ
evolve	 ﾠif	 ﾠwe	 ﾠhad	 ﾠbeen	 ﾠsolitary	 ﾠmonads	 ﾠ(even	 ﾠmonads	 ﾠborn	 ﾠmature:	 ﾠno	 ﾠdevelopment,	 ﾠ
just	 ﾠcumulative	 ﾠlearning	 ﾠcapacity).	 ﾠBut	 ﾠthe	 ﾠnonsocial	 ﾠenvironment	 ﾠgives	 ﾠenough	 ﾠ
corrective	 ﾠfeedback	 ﾠfor	 ﾠus	 ﾠto	 ﾠlearn	 ﾠcategories.	 ﾠAgreeing	 ﾠon	 ﾠwhat	 ﾠto	 ﾠcall	 ﾠthem	 ﾠis	 ﾠ
trivial.	 ﾠWhat	 ﾠis	 ﾠnot	 ﾠtrivial	 ﾠis	 ﾠtreating	 ﾠsymbol	 ﾠstrings	 ﾠas	 ﾠtruth-ﾭ‐valued	 ﾠpropositions	 ﾠ
that	 ﾠdescribe	 ﾠor	 ﾠdefine	 ﾠcategories.	 ﾠ	 ﾠ
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