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Preface
The recurrence relation of coefficients starts to appear by putting a function
y(x) =
∑∞
n=0 cnx
n+λ, where λ is an indicial root, into a linear ordinary differential
equation (ODE). There can be between 2-term and infinity-term in the recursive relation.
From the past until now, we have built the power series in the closed form for the 2-term
recurrence relation in a linear ODE. The recurrence relation for the 2-term is given by
cn+1 = Ancn
Power series solutions for the 2-term recurrence relation in a linear ODE have an infinite
series and a polynomial.
Currently, the power series in the closed form and the integral representation for more
than 3-term recurrence relation are unknown. In general, the recurrence relation for the
3-term is written by
cn+1 = An cn +Bn cn−1 ;n ≥ 1
where
c1 = A0 c0
where c1 = A0 c0 and λ is an indicial root. On the above, An and Bn are themselves
polynomials of degree m: for the second-order ODEs, a numerator and a denominator of
An are usually equal or less than polynomials of degrees 2. Likewise, a numerator and a
denominator of Bn are also equal or less than polynomials of degrees 2
With my definition, power series solutions of the 3-term recurrence relation in a linear
ODE has 4 types which are (1) an infinite series, (2) a polynomial which makes Bn term
terminated, referred as ‘a polynomial of type 1,’ (3) a polynomial which makes An term
terminated, defined as ‘a polynomial of type 2,’ and (4) a polynomial which makes An and
Bn terms terminated, designated as ‘a polynomial of type 3’ or ‘complete polynomial.’
Heun, Grand Confluent Hypergeoemtric (GCH), Mathieu, Lame´, Confluent Heun (CH)
and Double Confluent Heun (DCH) differential equations have the 3-term recurrence
relation between successive coefficients.
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In the first series “Special functions and three term recurrence formula (3TRF)”, I show
how to obtain power series solutions of the above first four, namely Heun, GCH, Mathieu,
Lame´ equations for an infinite series and a polynomial of type 1. The method of proof for
an infinite series and a polynomial of type 1 in the 3-term recurrence relation is called as
three term recurrence formula (3TRF). And integral forms and generating functions of
the above 4 equations are constructed analytically.
In the second series “Special functions and reversible three-term recurrence formula
(R3TRF)”, I show how to obtain (1) power series solutions, (2) integral solutions and (3)
generating functions of the above 5 equations (Heun, GCH, Mathieu, Lame´ and CH
equations) for an infinite series and a polynomial of type 2. The method of proof for an
infinite series and a polynomial of type 2 in the 3-term recurrence relation is called as
reversible three term recurrence formula (R3TRF).
In this series, natural numbers N0 means {0, 1, 2, 3, · · · }. Pochhammer symbol (x)n is
used to represent the rising factorial: (x)n =
Γ(x+n)
Γ(x) . The complete polynomial has two
different types which are (1) the first species complete polynomial and (2) the second
species complete polynomial. The former is applicable if there are only one eigenvalue in
Bn term and an eigenvalue in An term. And the latter is applicable if there are two
eigenvalues in Bn term and an eigenvalue in An term. By applying 3TRF and R3TRF, I
generalize the 3-term recurrence relation in the above 5 equations (Heun, GCH, Lame´,
CH and DCH equations) for complete polynomials of two types in the form of power
series expansions.
Structure of book
Chapter 1. “Complete polynomial using the three-term recurrence formula and its
applications”–by applying 3TRF, I generalize the 3-term recurrence relation for complete
polynomials of the first and second species in a linear ODE.
Chapter 2. “Complete polynomial using the reversible three-term recurrence formula
and its applications”–by applying R3TRF, I generalize the 3-term recurrence relation for
the first and second species complete polynomials in a linear ODE.
Chapter 3. “An asymptotic expansion in the closed form of the multi-term recurrence
relation in a linear ODE”–I generalize an asymptotic series for the multi-term recurrence
relation in a linear ODE including the radius of convergence of it.
Chapter 4. “Asymptotic series of 5 linear ODEs having multi-term recurrence
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relations”–I construct asymptotic series in closed forms and boundary conditions of 5
linear ODEs (Riemann’s, Heine, generalized Heun’s, ellipsoidal wave and triconfluent
Heun equations) for infinite series and polynomials.
Chapter 5. “Complete polynomials of Heun equation using three-term recurrence
formula”–By applying An and Bn terms in a recurrence relation of Heun equation into
general summation formulas of the first and second species complete polynomials using
3TRF, power series solutions of Heun equation for their polynomials of type 3 are
consturcted.
Chapter 6. “Complete polynomials of Heun equation using reversible three-term
recurrence formula”–By applying An and Bn terms in a recurrence relation of Heun
equation into general summation formulas of the first and second species complete
polynomials using R3TRF, power series solutions of Heun equation for their polynomials
of type 3 are consturcted.
Chapter 7. “Complete polynomials of Confluent Heun equation about the regular
singular point at zero”–By applying An and Bn terms in a recurrence relation of
Confluent Heun equation (CHE) around x = 0 into general summation formulas of the
first species complete polynomials using 3TRF and R3TRF, power series solutions of the
CHE for their polynomials of type 3 are consturcted.
Chapter 8. “Complete polynomials of Confluent Heun equation about the irregular
singular point at infinity”–By applying An and Bn terms in a recurrence relation of the
CHE around x =∞ into general summation formulas of the first and second species
complete polynomials using 3TRF and R3TRF, power series solutions of the CHE for
their polynomials of type 3 are consturcted.
Chapter 9. “Complete polynomials of Grand Confluent Hypergeometric equation about
the regular singular point at zero”–By applying An and Bn terms in a recurrence relation
of Grand Confluent Hypergeometric equation (GCH) around x = 0 into general
summation formulas of the first species complete polynomials using 3TRF and R3TRF,
power series solutions of the GCH for their polynomials of type 3 are consturcted.
Chapter 10. “Complete polynomials of Grand Confluent Hypergeometric equation
about the irregular singular point at infinity”–By applying An and Bn terms in a
recurrence relation of the GCH around x =∞ into general summation formulas of the
first and second species complete polynomials using 3TRF and R3TRF, power series
solutions of the GCH for their polynomials of type 3 are consturcted.
Chapter 11. “Complete polynomials of Lame´ equation”–By applying An and Bn terms
4 CONTENTS
in recurrence relations of Lame´ equations in the algebraic and Weierstrasss forms into
general summation formulas of the first species complete polynomials using 3TRF and
R3TRF, power series solutions of Lame´ equations in two different forms for their
polynomials of type 3 are constructed.
Chapter 12. “Double Confluent Heun functions using reversible three term recurrence
formula”– (1) apply R3TRF and analyze power series expansions in closed forms of
Double Confluent Heun equation (DCHE) with irregular singularities at the origin and
infinity and their integral forms for a polynomial of type 2. (2) apply R3TRF and
construct generating functions for Double confluent Heun polynomials of type 2 around
x = 0 and x =∞.
Chapter 13. “Complete polynomials of Double Confluent Heun equation”–By applying
An and Bn terms in recurrence relations of the DCHE around x = 0 and x =∞ into
general summation formulas of the first species complete polynomials using 3TRF and
R3TRF, power series solutions of the DCHE for their polynomials of type 3 are
consturcted.
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Chapter 1
Complete polynomial using the
three-term recurrence formula and
its applications
In the first series[1], by substituting a power series with unknown coefficients into a linear
ordinary differential equation (ODE), I generalize the three term recurrence relation for
an infinite series and a polynomial which makes Bn term terminated.
On chapter 1 in the second series [2], by putting a Taylor series with unknown coefficients
into a linear ODE, I generalize the three term recurrence relation in a backward for an
infinite series and a polynomial which makes An term terminated.
In this chapter, by using Frobenius method, I generalize the three term recurrence
relation for a polynomial which makes An and Bn terms terminated at the same time in a
linear ODE.
1.1 Introduction
The linear (ordinary) differential equations have very long history, over 350 years:
Newton and Leibniz are considered as frontiers of differential equations. In general, by
using Frobenius method, we attempt to seek a power series solution to certain differential
equations especially linear homogeneous ODEs. The nth term recurrence relation (there
can be between two and infinity term of coefficients in the recursive relation) for
coefficients starts to appear since we substitute a power series with unknown coefficients
5
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into the ODE. The power series of the 2-term recursive relation in an ODE and its
definite or contour integral forms have been constructed analytically. Currently, due to
its complex mathematical calculations, the analytic solutions of a power series for the
recursion relation having the recurrence relation among three different consecutive
coefficients in a linear ODE have been obscured including its integral representation.
[3, 5, 6] For instance, Heun, Lame´ and Mathieu equations are some of well-known
differential equations: the power series in their equations consist of three different
coefficients in the recurrence relation.
Until the 20th century, we have built the power series in the closed form of the two term
recurrence relation in a linear ODE to describe physical phenomenons in linear systems.
However, since 21th century, more precisely when modern physics (quantum mechanic,
QCD, supersymmetric field theories, string theories, general relativity, etc) are born in
the world, we do not have the 2-term recurrence relation of the power series in a linear
ODE any more. More than three term recurrence relation of the power series might be
required in most of difficult physics problems.
In general, by using Frobenius method, the 2-term recursive relation in any linear ODEs
is taken by
cn+1 = An cn ;n ≥ 0
And the 3-term recurrence relation in any linear ODEs is given by
cn+1 = An cn +Bn cn−1 ;n ≥ 1
where
c1 = A0 c0
On the above, An and Bn are themselves polynomials of degree m: for the second-order
ODEs, a numerator and a denominator of An are usually equal or less than polynomials
of degrees 2. Likewise, a numerator and a denominator of Bn are also equal or less than
polynomials of degrees 2.
As we all know, the power series of the two term recursive relation in a linear ODE have
two types which are an infinite series and a polynomial. In contrast, with my definition,
the power series in the three term recurrence relation of a linear ODE has an infinite
series and three types of polynomials: (1) a polynomial which makes Bn term terminated;
An term is not terminated, (2) a polynomial which makes An term terminated; Bn term
is not terminated, (3) a polynomial which makes An and Bn terms terminated.[1, 2]
1
In the first series[1], by substituting a Taylor series with unknown coefficients into a
linear ODE, I show how to obtain the Frobenius solutions of the three term recurrence
1If An and Bn terms are not terminated, it turns to be an infinite series.
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relation for an infinite series and a polynomial of type 1: The sequence cn is composed of
combinations of An and Bn terms. I observe the term of sequence cn which includes zero
term of A′ns, one term of A
′
ns, two terms of A
′
ns, three terms of A
′
ns, etc to construct the
general expressions of the power series for an infinite series and a polynomial of type 1.
The method of proof for an infinite series and a polynomial of type 1 in the 3-term
recurrence relation is called as three term recurrence formula (3TRF).
In the second series[2], by substituting a power series with unknown coefficients into a
linear ODE, I generalize the three term recurrence relation in a backward for an infinite
series and a polynomial of type 2: I observe the term of sequence cn which includes zero
term of B′ns, one term of B
′
ns, two terms of B
′
ns, three terms of B
′
ns, etc to construct the
general expressions of the power series for an infinite series and a polynomial of type 2.
The method of proof for an infinite series and a polynomial of type 2 in the 3-term
recurrence relation is designated as reversible three term recurrence formula (R3TRF).
The general power series expansion for an infinite series using 3TRF is equivalent to a
Taylor series expression for an infinite series using R3TRF. In the former, An is the
leading term of sub-power series in a power series form of a function y(x). In the latter,
Bn is the leading term of sub-power series in a Taylor series expansion of a function y(x).
In the mathematical definition, a polynomial of type 3 is referred as the spectral
polynomial in general. In the three term recursive relation of a linear ODE, I categorize a
type 3 polynomial as a complete polynomial. In this chapter I generalize three term
recurrence relation in the form of power series expansion for a complete polynomial by
applying 3TRF.
1.2 The general 3-term recursion relation of Lame´ equation
Lame´ equation (ellipsoidal harmonic equation), is a second-order linear ODE which has
four regular singular points, was introduced by Gabriel Lame´ (1837)[9]. This equation is
derived from the solution of Laplace equation in elliptic coordinates in the technique of
separation of variables. In contrast, Lame´ Wave equation, is also a second-order linear
ODE which has four regular singular points, arises when the method of separation of
variables is applied to the Helmholtz equation in ellipsoidal coordinates.[3, 4] The various
scholars just leave the general solution of Lame´ equation, having the 3-term recursive
relation in a power series, as solutions of recurrences because of its complicated
computations.
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Let us look at the Lame´ differential equation in Weierstrass’s form,
d2y
dz2
= {α(α + 1)ρ2 sn2(z, ρ)− h}y(z) (1.2.1)
where ρ, α and h are real parameters such that 0 < ρ < 1 and α ≥ −12 . The algebraic
form, which is obtained from (1.2.1) by setting ξ = sn2(z, ρ) as an independent variable is
d2y
dξ2
+
1
2
(
1
ξ
+
1
ξ − 1 +
1
ξ − ρ−2
)
dy
dξ
+
−α(α+ 1)ξ + hρ−2
4ξ(ξ − 1)(ξ − ρ−2) y(ξ) = 0 (1.2.2)
This is a Fuchsian ordinary differential equation with four regular singular singularities at
ξ = 0, 1, ρ−2,∞; the exponents at the first three are all {0, 1/2}, and those at ∞ are
{−α/2, (α + 1)/2}.
we assume the solution takes the form
y(ξ) =
∞∑
n=0
cnξ
n+λ (1.2.3)
where λ is an indicial root. Substituting (1.2.3) into (1.2.2) gives for the coefficients cn
the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (1.2.4)
where,
An =
(1 + ρ2)(n+ λ)2 − 14h
(n + λ+ 1)
(
n+ λ+ 12
) (1.2.5a)
Bn = −ρ2
(
n+ λ− 12 + α2
) (
n+ λ− 1− α2
)
(n + λ+ 1)
(
n+ λ+ 12
) (1.2.5b)
c1 = A0 c0 (1.2.5c)
We have two indicial roots which are λ = 0 and 12 .
For the Lame´ polynomial of type 1 in Ref.[10], I treat α as a fixed value and h as a free
variable: (1) I define α = 2(2αj + j) or −2(2αj + j)− 1 where j, αj ∈ N0 for the Lame´
polynomial of type 1 of the first kind. (2) I define α = 2(2αj + j) + 1 or −2(2αj + j + 1)
for the Lame´ polynomial of type 1 of the second kind.2
For the Lame´ polynomial of type 2 in the chapter 9 of Ref.[2], I treat h as a fixed value
and α as a free variable: (1) I define h = 4(1 + ρ2)(hj + 2j)
2 where j, hj ∈ N0 for the
2If we take α ≥ − 1
2
, α = −2(2αj + j) − 1 and −2(2αj + j + 1) are not available any more. In this
chapter, I consider α as arbitrary.
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Lame´ polynomial of type 2 of the first kind. (2) I define h = 4(1 + ρ2) (hj + 2j + 1/2)
2 for
the Lame´ polynomial of type 2 of the second kind.
For the Lame´ polynomial of type 3 (complete polynomial), let us suppose that α is
−2 (j + 1/2 + λ) or 2(j + λ) where j = 0, 1, 2, · · · , and also an accessory parameter h has
been so chosen that the coefficients cj+1 = 0: If λ = 0 for the Lame´ polynomial of the
first kind, α = −1,−3,−5, · · · or 0, 2, 4, · · · . As λ = 12 for the Lame´ polynomial of the
second kind, α = −2,−4,−6, · · · or 1, 3, 5, · · · .
Moreover, (1.2.4) with n = j + 1 then gives successively cj+1 = cj+2 = cj+3 = · · · = 0 and
the solution becomes a polynomial in ξ of degree j. Now the condition cj = 0 is definitely
an polynomial equation of degree j + 1 for the determination of h. In general, various
authors have used matrix forms to determine the characteristic value of an accessory
parameter in a 3-term recursive relation of a linear ODE.
In this chapter, instead of using the matrix representation, I generalize the algebraic
equation for the determination of the accessory parameter in the form of partial sums of
the sequences {An} and {Bn} using 3TRF for computational practice. I also generalize
the 3-term recurrence relation in a linear ODE for a complete polynomial in the form of a
power series expansion in the closed form.
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1.3 Complete polynomial using 3TRF
A complete polynomial (a polynomial of type 3) has two different types:
(1) If there is only one eigenvalue in Bn term of 3-term recurrence relation, there are
multi-valued roots of an eigenvalue (spectral parameter) in An term.
(2) If there are two eigenvalues in Bn term of 3-term recurrence relation, an eigenvalue in
An term has only one valued root.
I designate the former as the first species complete polynomial and the latter as the
second species complete polynomial. For instance, in general solutions of Heun’s equation
around x = 0 [7, 8], if an exponent parameter α (or β) and an accessory parameter q are
fixed constants, the first species complete polynomial must to be utilized. And as
parameters α, β and q are fixed constants, the second species complete polynomial must
to be applied.
I denominate the mathematical formulas of a polynomial which makes An and Bn terms
terminated, by allowing An as the leading term in each sub-power series of the general
power series, as “complete polynomials using 3-term recurrence formula (3TRF)” that
will be expressed below.
1.3.1 The first species complete polynomial using 3TRF
Assume that
c1 = A0 c0 (1.3.1)
(1.3.1) is a necessary boundary condition. The 3-term recurrence relation in all
differential equations follows (1.3.1).
ai−1∏
n=ai
Bn = 1 where ai = 0, 1, 2, · · · (1.3.2)
(1.3.2) is also a necessary condition. Every differential equations take satisfied with
(1.3.2).
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My definition of Bi,j,k,l refer to BiBjBkBl. Also, Ai,j,k,l refer to AiAjAkAl. For
n = 0, 1, 2, 3, · · · , (1.2.4) gives
c0
c1 = A0c0
c2 = (B1 +A0,1)c0
c3 = (A0B2 +A2B1 +A0,1,2)c0
c4 = (B1,3 +A0,1B3 +A0,3B2 +A2,3B1 +A0,1,2,3)c0
c5 = (A0B2,4 +A2B1,4 +A4B1,3 +A0,1,2B4 +A0,1,4B3 +A0,3,4B2 +A2,3,4B1 +A0,1,2,3,4)c0
c6 = (B1,3,5 +A0,1B3,5 +A0,3B2,5 +A0,5B2,4 +A2,3B1,5 +A2,5B1,4 +A4,5B1,3
+A0,1,2,3B5 +A0,1,2,5B4 +A0,1,4,5B3 +A0,3,4,5B2 +A2,3,4,5B1 +A0,1,2,3,4,5)c0
c7 = (A0B2,4,6 +A2B1,4,6 +A4B1,3,6 +A6B1,3,5 +A0,1,2B4,6 +A0,1,4B3,6 +A0,1,6B3,5 +A0,3,4B2,6
+A0,3,6B2,5 +A0,5,6B2,4 +A2,3,4B1,6 +A2,3,6B1,5 +A2,5,6B1,4 +A4,5,6B1,3
+A0,1,2,3,4B6 +A2,3,4,5,6B1 +A0,3,4,5,6B2 +A0,1,4,5,6B3 +A0,1,2,5,6B4 +A0,1,2,3,6B5 +A0,1,2,3,4,5,6)c0
c8 = (B1,3,5,7 +A0,1B3,5,7 +A0,3B2,5,7 +A0,5B2,4,7 +A0,7B2,4,6 +A2,3B1,5,7 +A2,5B1,4,7 +A2,7B1,4,6
+A4,5B1,3,7 +A4,7B1,3,6 +A6,7B1,3,5 +A0,1,2,3B5,7 +A0,1,2,5B4,7 +A0,1,2,7B4,6 +A0,1,4,5B3,7
+A0,1,4,7B3,6 +A0,1,6,7B3,5 +A0,3,4,5B2,7 +A0,3,4,7B2,6 +A0,3,6,7B2,5 +A0,5,6,7B2,4 +A2,3,4,5B1,7
+A2,3,4,7B1,6 +A2,3,6,7B1,5 +A2,5,6,7B1,4 +A4,5,6,7B1,3 +A0,1,2,3,4,5B7 +A0,1,2,3,4,7B6
+A0,1,2,3,6,7B5 +A0,1,2,5,6,7B4 +A0,1,4,5,6,7B3 +A0,3,4,5,6,7B2 +A2,3,4,5,6,7B1 +A0,1,2,3,4,5,6,7)c0
...
...
(1.3.3)
In (1.3.3) the number of individual sequence cn follows Fibonacci sequence:
1,1,2,3,5,8,13,21,34,55,· · · . The sequence cn consists of combinations An and Bn in (1.3.3).
The coefficient cn with even subscripts consists of even terms of A
′
ns. The sequence cn
with odd subscripts consists of odd terms of A′ns. And classify sequences cn to its even
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and odd parts in (1.3.3).
c0 = A˜
0 c1 = A˜
1
c2 = A˜
0 + A˜2 c3 = A˜
1 + A˜3
c4 = A˜
0 + A˜2 + A˜4 c5 = A˜
1 + A˜3 + A˜5
c6 = A˜
0 + A˜2 + A˜4 + A˜6 c7 = A˜
1 + A˜3 + A˜5 + A˜7
c8 = A˜
0 + A˜2 + A˜4 + A˜6 + A˜8 c9 = A˜
1 + A˜3 + A˜5 + A˜7 + A˜9
...
...
(1.3.4)
In the above, A˜τ= τ terms of A′ns where τ = 0, 1, 2, · · · .
When a function y(x), analytic at x = 0, is expanded in a power series, we write
y(x) =
∞∑
n=0
cnx
n+λ =
∞∑
τ=0
yτ (x) = y0(x) + y1(x) + y2(x) + · (1.3.5)
where
yτ (x) =
∞∑
l=0
cτl x
l+λ (1.3.6)
λ is the indicial root. yτ (x) is sub-power series that have sequences cn including τ term of
An’s in (1.3.3). For example y0(x) has sequences cn including zero term of An’s in (1.3.3),
y1(x) has sequences cn including one term of An’s in (1.3.3), y2(x) has sequences cn
including two term of An’s in (1.3.3), etc.
First observe the term inside parentheses of sequences cn which does not include any An’s
in (1.3.3) and (1.3.4): cn with even subscripts (c0, c2, c4,· · · ).
c0
c2 = B1c0
c4 = B1,3c0
c6 = B1,3,5c0
c8 = B1,3,5,7c0
...
...
(1.3.7)
(1.3.7) gives the indicial equation
c2n = c0
n−1∏
i0=0
B2i0+1 where n = 0, 1, 2, · · · (1.3.8)
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Substitute (1.3.8) in (1.3.6) putting τ = 0.
ym0 (x) = c0
m∑
n=0
{
n−1∏
i0=0
B2i0+1
}
x2n+λ (1.3.9)
= c0
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0+λ (1.3.10)
(1.3.9) and (1.3.10) are the sub-power series that has sequences c0, c2, c4, · · · , c2m
including zero term of An’s where m ∈ N0. If m→∞, the sub-power series ym0 (x) turns
to be an infinite series y0(x).
Observe the terms inside parentheses of sequence cn which include one term of An’s in
(1.3.3) and (1.3.4): cn with odd subscripts (c1, c3, c5,· · · ).
c1 = A0c0
c3 =
{
A0
(
B2
1
)
1 +A2
(
B2
B2
)
B1
}
c0
c5 =
{
A0
(
B2,4
1
)
1 +A2
(
B2,4
B2
)
B1 +A4
(
B2,4
B2,4
)
B1,3
}
c0
c7 =
{
A0
(
B2,4,6
1
)
1 +A2
(
B2,4,6
B2
)
B1 +A4
(
B2,4,6
B2,4
)
B1,3 +A6
(
B2,4,6
B2,4,6
)
B1,3,5
}
c0
c9 =
{
A0
(
B2,4,6,8
1
)
1 +A2
(
B2,4,6,8
B2
)
B1 +A4
(
B2,4,6,8
B2,4
)
B1,3 +A6
(
B2,4,6,8
B2,4,6
)
B1,3,5
+ A8
(
B2,4,6,8
B2,4,6,8
)
B1,3,5,7
}
c0
c11 =
{
A0
(
B2,4,6,8,10
1
)
1 +A2
(
B2,4,6,8,10
B2
)
B1 +A4
(
B2,4,6,8,10
B2,4
)
B1,3 +A6
(
B2,4,6,8,10
B2,4,6
)
B1,3,5
+ A8
(
B2,4,6,8,10
B2,4,6,8
)
B1,3,5,7 +A10
(
B2,4,6,8,10
B2,4,6,8,10
)
B1,3,5,7,9
}
c0
...
...
(1.3.11)
(1.3.11) gives the indicial equation
c2n+1 = c0
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(1.3.12)
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Substitute (1.3.12) in (1.3.6) putting τ = 1.
ym1 (x) = c0
m∑
n=0
{
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}}
x2n+1+λ (1.3.13)
= c0
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1+λ (1.3.14)
(1.3.13) and (1.3.14) are the sub-power series that has sequences c1, c3, c5, · · · , c2m+1
including one term of An’s. If m→∞, the sub-power series ym1 (x) turns to be an infinite
series y1(x).
Observe the terms inside parentheses of sequence cn which include two terms of An’s in
(1.3.3) and (1.3.4): cn with even subscripts (c2, c4, c6,· · · ).
c2 = A0,1c0
c4 =
{
A0
{
A1
(
1
1
) (B1,3
B1
)
1 +A3
(
B2
1
) (B1,3
B1,3
)
1
}
+A2
{
A3
(
B2
B2
)(
B1,3
B1,3
)
B1
}}
c0
c6 =
{
A0
{
A1
(
1
1
) (B1,3,5
B1
)
1 +A3
(
B2
1
) (B1,3,5
B1,3
)
1 +A5
(
B2,4
1
)(
B1,3,5
B1,3,5
)
1
}
+A2
{
A3
(
B2
B2
)(
B1,3,5
B1,3
)
B1 +A5
(
B2,4
B2
)(
B1,3,5
B1,3,5
)
B1
}
+A4
{
A5
(
B2,4
B2,4
)(
B1,3,5
B1,3,5
)
B1,3
}}
c0
c8 =
{
A0
{
A1
(
1
1
) (B1,3,5,7
B1
)
1 +A3
(
B2
1
) (B1,3,5,7
B1,3
)
1 +A5
(
B2,4
1
)(
B1,3,5,7
B1,3,5
)
1 +A7
(
B2,4,6
1
)(
B1,3,5,7
B1,3,5,7
)
1
}
+A2
{
A3
(
B2
B2
)(
B1,3,5,7
B1,3
)
B1 +A5
(
B2,4
B2
)(
B1,3,5,7
B1,3,5
)
B1 +A7
(
B2,4,6
B2
)(
B1,3,5,7
B1,3,5,7
)
B1
}
+A4
{
A5
(
B2,4
B2,4
)(
B1,3,5,7
B1,3,5
)
B1,3 +A7
(
B2,4,6
B2,4
)(
B1,3,5,7
B1,3,5,7
)
B1,3
}
+A6
{
A7
(
B2,4,6
B2,4,6
)(
B1,3,5,7
B1,3,5,7
)
B1,3,5
}}
c0
...
...
(1.3.15)
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(1.3.15) gives the indicial equation
c2n+2 = c0
n∑
i0=0
{
A2i0
n∑
i1=i0
{
A2i1+1
i0−1∏
i2=0
B2i2+1
i1−1∏
i3=i0
B2i3+2
n−1∏
i4=i1
B2i4+3
}}
(1.3.16)
= c0
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n∑
i2=i0
{
A2i2+1
i2−1∏
i3=i0
B2i3+2
n−1∏
i4=i2
B2i4+3
}}
(1.3.17)
Substitute (1.3.17) in (1.3.6) putting τ = 2.
ym2 (x) = c0
m∑
n=0
{
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n∑
i2=i0
{
A2i2+1
i2−1∏
i3=i0
B2i3+2
n−1∏
i4=i2
B2i4+3
}}}
x2n+2+λ (1.3.18)
= c0
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
A2i2+1
i2−1∏
i3=i0
B2i3+2
m∑
i4=i2
{
i4−1∏
i5=i2
B2i5+3
}}}
x2i4+2+λ (1.3.19)
(1.3.18) and (1.3.19) are the sub-power series that has sequences c2, c4, c6, · · · , c2m+2
including two terms of An’s. If m→∞, the sub-power series ym2 (x) turns to be an
infinite series y2(x).
Observe the terms inside parentheses of sequence cn which include three terms of An’s in
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(1.3.3) and (1.3.4): cn with odd subscripts (c3, c5, c7,· · · ).
c3 = A0,1,2 c0
c5 =
{
A0
{
A1
[
A2 · 1
(
1
1
) (
1
1
) (
B4
1
)
+A4 · 1
(
1
1
) (
B3
1
) (
B4
B4
) ]
+A3A4 · 1
(
B2
1
) (
B3
B3
)(
B4
B4
)}
+A2
{
A3
[
A4B1
(
B2
B2
)(
B3
B3
)(
B4
B4
) ]}}
c0
c7 =
{
A0
{
A1
[
A2 · 1
(
1
1
) (
1
1
) (B4,6
1
)
+A4 · 1
(
1
1
) (
B3
1
) (B4,6
B4
)
+A6 · 1
(
1
1
) (B3,5
1
)(
B4,6
B4,6
) ]
+A3
[
A4 · 1
(
B2
1
)(
B3
B3
)(
B4,6
B4
)
+A6 · 1
(
B2
1
) (B3,5
B3
)(
B4,6
B4,6
) ]
+A5
[
A6 · 1
(
B2,4
1
)(
B3,5
B3,5
)(
B4,6
B4,6
) ]}
+A2
{
A3
[
A4B1
(
B2
B2
)(
B3
B3
)(
B4,6
B4
)
+A6B1
(
B2
B2
)(
B3,5
B3
)(
B4,6
B4,6
) ]
+A5
[
A6B1
(
B2,4
B2
)(
B3,5
B3,5
)(
B4,6
B4,6
) ]}
+A4
{
A5
[
A6B1,3
(
B2,4
B2,4
)(
B3,5
B3,5
)(
B4,6
B4,6
) ]}}
c0
c9 =
{
A0
{
A1
[
A2 · 1
(
1
1
) (
1
1
) (B4,6,8
1
)
+A4 · 1
(
1
1
) (
B3
1
) (B4,6,8
B4
)
+A6 · 1
(
1
1
)(B3,5
1
)(
B4,6,8
B4,6
)
+A8 · 1
(
1
1
)(B3,5,7
1
)(
B4,6,8
B4,6,8
) ]
+A3
[
A4 · 1
(
B2
1
)(
B3
B3
)(
B4,6,8
B4
)
+A6 · 1
(
B2
1
) (B3,5
B3
)(
B4,6,8
B4,6
)
+A8 · 1
(
B2
1
) (B3,5,7
B3
)(
B4,6,8
B4,6,8
) ]
+A5
[
A6 · 1
(
B2,4
1
)(
B3,5
B3,5
)(
B4,6,8
B4,6
)
+A8 · 1
(
B2,4
1
)(
B3,5,7
B3,5
)(
B4,6,8
B4,6,8
) ]
+A7
[
A8 · 1
(
B2,4,6
1
)(
B3,5,7
B3,5,7
)(
B4,6,8
B4,6,8
) ]}
+A2
{
A3
[
A4B1
(
B2
B2
)(
B3
B3
)(
B4,6,8
B4
)
+A6B1
(
B2
B2
)(
B3,5
B3
)(
B4,6,8
B4,6
)
+A8B1
(
B2
B2
)(
B3,5,7
B3
)(
B4,6,8
B4,6,8
) ]
+A5
[
A6B1
(
B2,4
B2
)(
B3,5
B3,5
)(
B4,6,8
B4,6
)
+A8B1
(
B2,4
B2
)(
B3,5,7
B3,5
)(
B4,6,8
B4,6,8
) ]
+A7
[
A8B1
(
B2,4,6
B2
)(
B3,5,7
B3,5,7
)(
B4,6,8
B4,6,8
) ]}
+A4
{
A5
[
A6B1,3
(
B2,4
B2,4
)(
B3,5
B3,5
)(
B4,6,8
B4,6
)
+A8B1,3
(
B2,4
B2,4
)(
B3,5,7
B3,5
)(
B4,6,8
B4,6,8
) ]
+A7
[
A8B1,3
(
B2,4,6
B2,4
)(
B3,5,7
B3,5,7
)(
B4,6,8
B4,6,8
) ]}
+A6
{
A7
[
A8B1,3,5
(
B2,4,6
B2,4,6
)(
B3,5,7
B3,5,7
)(
B4,6,8
B4,6,8
) ]}}
c0
...
...
(1.3.20)
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(1.3.20) gives the indicial equation
c2n+3 = c0
n∑
i0=0
{
A2i0
n∑
i1=i0
{
A2i1+1
n∑
i2=i1
{
A2i2+2
i0−1∏
i3=0
B2i3+1
×
i1−1∏
i4=i0
B2i4+2
i2−1∏
i5=i1
B2i5+3
n−1∏
i6=i2
B2i6+4
}}}
(1.3.21)
= c0
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n∑
i2=i0
{
A2i2+1
i2−1∏
i3=i0
B2i3+2
×
n∑
i4=i2
{
A2i4+2
i4−1∏
i5=i2
B2i5+3
n−1∏
i6=i4
B2i6+4
}}}
(1.3.22)
Substitute (1.3.22) in (1.3.6) putting τ = 3.
ym3 (x) = c0
m∑
n=0
{
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n∑
i2=i0
{
A2i2+1
i2−1∏
i3=i0
B2i3+2
×
n∑
i4=i2
{
A2i4+2
i4−1∏
i5=i2
B2i5+3
n−1∏
i6=i4
B2i6+4
}}}}
x2n+3+λ (1.3.23)
= c0
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
A2i2+1
i2−1∏
i3=i0
B2i3+2
×
m∑
i4=i2
{
A2i4+2
i4−1∏
i5=i2
B2i5+3
m∑
i6=i4
{
i6−1∏
i7=i4
B2i7+4
}}}}
x2i6+3+λ (1.3.24)
(1.3.23) and (1.3.24) are the sub-power series that has sequences c3, c5, c7, · · · , c2m+3
including three terms of An’s. If m→∞, the sub-power series ym3 (x) turns to be an
infinite series y3(x).
By repeating this process for all higher terms of A’s, we obtain every indicial equations
for the sequence c2n+τ and y
m
τ (x) terms where τ ≥ 4.
According (1.3.8), (1.3.12), (1.3.17), (1.3.22) and every c2n+τ where τ ≥ 4, the general
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expression of coefficients c2n+τ for a fixed n, τ ∈ N0 is taken by
c˜(0, n) = c2n = c0
n−1∏
i0=0
B2i0+1 (1.3.25)
c˜(1, n) = c2n+1 = c0
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(1.3.26)
c˜(τ, n) = c2n+τ = c0
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 where τ ≥ 2 (1.3.27)
According (1.3.10), (1.3.14), (1.3.19), (1.3.24) and every ymτ (x) where τ ≥ 4, the general
expression of sub-power series ymτ (x) for a fixed τ ∈ N0 is given by
ym0 (x) = c0
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0+λ (1.3.28)
ym1 (x) = c0
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1+λ (1.3.29)
ymτ (x) = c0
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ+λ where τ ≥ 2 (1.3.30)
Definition 1.3.1 For the first species complete polynomial, we need a condition which is
given by
Bj+1 = cj+1 = 0 where j = 0, 1, 2, · · · (1.3.31)
(1.3.31) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 1.3.2 The general expression of a function y(x) for the first species complete
polynomial using 3-term recurrence formula and its algebraic equation for the
determination of an accessory parameter in An term are given by
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1. As B1 = 0,
0 = c¯(1, 0)
y(x) = y00(x)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r)
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x)
In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)

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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2
Proof For instance, if B1 = c1 = 0 in (1.3.31), then gives c2 = c3 = c4 = · · · = 0.
According to (1.3.5), its power series is given by
y(x) =
0∑
n=0
cnx
n+λ = c0x
λ = y00(x) (1.3.32)
The sub-power series y00(x) in (1.3.32) is obtain by putting m = 0 in (1.3.28). And a
polynomial equation of degree 1 for the determination of an accessory parameter in An
term is taken by
0 = c1 = c˜(1, 0) = c0A0 (1.3.33)
A coefficient c˜(1, 0) in (1.3.33) is obtained by putting n = 0 in (1.3.26).
If B2 = c2 = 0 in (1.3.31), then gives c3 = c4 = c5 = · · · = 0. According to (1.3.5), its
power series is given by
y(x) =
1∑
n=0
cnx
n+λ = (c0 + c1x)x
λ (1.3.34)
First observe sequences c0 and c1 in (1.3.3) and (1.3.4). The sub-power series that has a
sequence c0 is given by putting m = 0 in (1.3.28). The sub-power series that has a
sequence c1 is given by putting m = 0 in (1.3.29). Take the new (1.3.28) and (1.3.29) into
(1.3.34).
y(x) = y00(x) + y
0
1(x) = c0x
λ (1 +A0x) (1.3.35)
A sequence c2 consists of zero and two terms of A
′
ns in (1.3.3) and (1.3.4). Putting n = 1
in (1.3.25), a coefficient c2 for zero term of A
′
ns is denoted by c˜(0, 1). Taking τ = 2 and
n = 0 in (1.3.27), a coefficient c2 for two terms of A
′
ns is denoted by c˜(2, 0). Since the
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sum of c˜(0, 1) and c˜(2, 0) is equivalent to zero, we obtain a polynomial equation of degree
2 for the determination of an accessory parameter in An term which is given by
0 = c2 = c˜(0, 1) + c˜(2, 0) = c0 (A0,1 +B1) (1.3.36)
If B3 = c3 = 0 in (1.3.31), then gives c4 = c5 = c6 = · · · = 0. According to (1.3.5), its
power series is given by
y(x) =
2∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2)xλ (1.3.37)
Observe sequences c0-c2 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0
and c2 including zero term of A
′
ns, is given by putting m = 1 in (1.3.28) denoted by
y10(x). The sub-power series, having a sequence c1 including one term of A
′
ns, is given by
putting m = 0 in (1.3.29) denoted by y01(x). The sub-power series, having a sequence c2
including two terms of A′ns, is given by putting τ = 2 and m = 0 in (1.3.30) denoted by
y02(x). Taking y
1
0(x), y
0
1(x) and y
0
2(x) into (1.3.37),
y(x) = y10(x) + y
0
2(x) + y
0
1(x) = c0x
λ
(
1 +A0x+ (A0,1 +B1)x
2
)
(1.3.38)
A sequence c3 consists of one and three terms of A
′
ns in (1.3.3) and (1.3.4). Putting n = 1
in (1.3.26), a coefficient c3 for one term of A
′
ns is denoted by c˜(1, 1). Taking τ = 3 and
n = 0 in (1.3.27), a coefficient c3 for three terms of A
′
ns is denoted by c˜(3, 0). Since the
sum of c˜(1, 1) and c˜(3, 0) is equivalent to zero, we obtain a polynomial equation of degree
3 for the determination of an accessory parameter in An term which is given by
0 = c3 = c˜(1, 1) + c˜(3, 0) = c0 (A0,1,2 +B1A2 +B2A0) (1.3.39)
If B4 = c4 = 0 in (1.3.31), then gives c5 = c6 = c7 = · · · = 0. According to (1.3.5), its
power series is given by
y(x) =
3∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3)xλ (1.3.40)
Observe sequences c0-c3 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0
and c2 including zero term of A
′
ns, is given by putting m = 1 in (1.3.28) denoted by
y10(x). The sub-power series, having sequences c1 and c3 including one term of A
′
ns, is
given by putting m = 1 in (1.3.29) denoted by y11(x). The sub-power series, having a
sequence c2 including two terms of A
′
ns, is given by putting τ = 2 and m = 0 in (1.3.30)
denoted by y02(x). The sub-power series, having a sequence c3 including three terms of
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A′ns, is given by putting τ = 3 and m = 0 in (1.3.30) denoted by y
0
3(x). Taking y
1
0(x),
y11(x), y
0
2(x) and y
0
3(x) into (1.3.40),
y(x) = y10(x) + y
0
2(x) + y
1
1(x) + y
0
3(x) (1.3.41)
A sequence c4 consists of zero, two and four terms of A
′
ns in (1.3.3) and (1.3.4). Putting
n = 2 in (1.3.25), a coefficient c4 for zero term of A
′
ns is denoted by c˜(0, 2). Taking τ = 2
and n = 1 in (1.3.27), a coefficient c4 for two terms of A
′
ns is denoted by c˜(2, 1). Taking
τ = 4 and n = 0 in (1.3.27), a coefficient c4 for four terms of A
′
ns is denoted by c˜(4, 0).
Since the sum of c˜(0, 2), c˜(2, 1) and c˜(4, 0) is equivalent to zero, we obtain a polynomial
equation of degree 4 for the determination of an accessory parameter in An term which is
given by
0 = c4 = c˜(0, 2) + c˜(2, 1) + c˜(4, 0) (1.3.42)
If B5 = c5 = 0 in (1.3.31), then gives c6 = c7 = c8 = · · · = 0. According to (1.3.5), its
power series is given by
y(x) =
4∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3 + c4x
4)xλ (1.3.43)
Observe sequences c0-c4 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0,
c2 and c4 including zero term of A
′
ns, is given by putting m = 2 in (1.3.28) denoted by
y20(x). The sub-power series, having sequences c1 and c3 including one term of A
′
ns, is
given by putting m = 1 in (1.3.29) denoted by y11(x). The sub-power series, having
sequences c2 and c4 including two terms of A
′
ns, is given by putting τ = 2 and m = 1 in
(1.3.30) denoted by y12(x). The sub-power series, having a sequence c3 including three
terms of A′ns, is given by putting τ = 3 and m = 0 in (1.3.30) denoted by y
0
3(x). The
sub-power series, having a sequence c4 including four terms of A
′
ns, is given by putting
τ = 4 and m = 0 in (1.3.30) denoted by y04(x). Taking y
2
0(x), y
1
1(x), y
1
2(x), y
0
3(x) and
y04(x) into (1.3.43),
y(x) = y20(x) + y
1
2(x) + y
0
4(x) + y
1
1(x) + y
0
3(x) (1.3.44)
A sequence c5 consists of one, three and five terms of A
′
ns in (1.3.3) and (1.3.4). Putting
n = 2 in (1.3.26), a coefficient c5 for one term of A
′
ns is denoted by c˜(1, 2). Taking τ = 3
and n = 1 in (1.3.27), a coefficient c5 for three terms of A
′
ns is denoted by c˜(3, 1). Taking
τ = 5 and n = 0 in (1.3.27), a coefficient c5 for five terms of A
′
ns is denoted by c˜(5, 0).
Since the sum of c˜(1, 2), c˜(3, 1) and c˜(5, 0) is equivalent to zero, we obtain a polynomial
equation of degree 5 for the determination of an accessory parameter in An term which is
given by
0 = c5 = c˜(1, 2) + c˜(3, 1) + c˜(5, 0) (1.3.45)
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If B6 = c6 = 0 in (1.3.31), then gives c7 = c8 = c9 = · · · = 0. According to (1.3.5), its
power series is given by
y(x) =
5∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3 + c4x
4 + c5x
5)xλ (1.3.46)
Observe sequences c0-c5 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0,
c2 and c4 including zero term of A
′
ns, is given by putting m = 2 in (1.3.28) denoted by
y20(x). The sub-power series, having sequences c1, c3 and c5 including one term of A
′
ns, is
given by putting m = 2 in (1.3.29) denoted by y21(x). The sub-power series, having
sequences c2 and c4 including two terms of A
′
ns, is given by putting τ = 2 and m = 1 in
(1.3.30) denoted by y12(x). The sub-power series, having sequences c3 and c5 including
three terms of A′ns, is given by putting τ = 3 and m = 1 in (1.3.30) denoted by y
1
3(x).
The sub-power series, having a sequence c4 including four terms of A
′
ns, is given by
putting τ = 4 and m = 0 in (1.3.30) denoted by y04(x). The sub-power series, having a
sequence c5 including five terms of A
′
ns, is given by putting τ = 5 and m = 0 in (1.3.30)
denoted by y05(x). Taking y
2
0(x), y
2
1(x), y
1
2(x), y
1
3(x), y
0
4(x) and y
0
5(x) into (1.3.46),
y(x) = y20(x)+ y
1
2(x)+ y
0
4(x)+ y
2
1(x)+ y
1
3(x)+ y
0
5(x) =
2∑
r=0
y2−r2r (x)+
2∑
r=0
y2−r2r+1(x) (1.3.47)
A sequence c6 consists of zero, two, four and six terms of A
′
ns in (1.3.3) and (1.3.4).
Putting n = 3 in (1.3.25), a coefficient c6 for zero term of A
′
ns is denoted by c˜(0, 3).
Taking τ = 2 and n = 2 in (1.3.27), a coefficient c6 for two terms of A
′
ns is denoted by
c˜(2, 2). Taking τ = 4 and n = 1 in (1.3.27), a coefficient c6 for four terms of A
′
ns is
denoted by c˜(4, 1). Taking τ = 6 and n = 0 in (1.3.27), a coefficient c6 for six terms of
A′ns is denoted by c˜(6, 0). Since the sum of c˜(0, 3), c˜(2, 2), c˜(4, 1) and c˜(6, 0) is equivalent
to zero, we obtain a polynomial equation of degree 6 for the determination of an
accessory parameter in An term which is given by
0 = c6 = c˜(0, 3) + c˜(2, 2) + c˜(4, 1) + c˜(6, 0) =
3∑
r=0
c˜(2r, 3 − r) (1.3.48)
If B7 = c7 = 0 in (1.3.31), then gives c8 = c9 = c10 = · · · = 0. According to (1.3.5), its
power series is given by
y(x) =
6∑
n=0
cnx
n+λ = y30(x) + y
2
2(x) + y
1
4(x) + y
0
6(x) + y
2
1(x) + y
1
3(x) + y
0
5(x)
=
3∑
r=0
y3−r2r (x) +
2∑
r=0
y2−r2r+1(x) (1.3.49)
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A polynomial equation of degree 7 for the determination of an accessory parameter in An
term is given by
0 = c7 = c˜(1, 3) + c˜(3, 2) + c˜(5, 1) + c˜(7, 0) =
3∑
r=0
c˜(2r + 1, 3− r) (1.3.50)
By repeating this process for Bj+1 = cj+1 = 0 where j ≥ 7, we obtain the first species
complete polynomial of degree j and an polynomial equation of the j + 1th order in an
accessory parameter.
1.3.2 The second species complete polynomial using 3TRF
There is another way to construct a polynomial which makes An and Bn terms
terminated at the same time.
For instance, according to Karl Heun(1889) [7, 8], Heun’s equation is a second-order
linear ODE of the form
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (1.3.51)
With the condition ǫ = α+ β − γ − δ + 1. The parameters play different roles: a 6= 0 is
the singularity parameter, α, β, γ, δ, ǫ are exponent parameters, q is the accessory
parameter. Also, α and β are identical to each other. It has four regular singular points
which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ} and {α, β}.
we assume the solution takes the form
y(x) =
∞∑
n=0
cnx
n+λ (1.3.52)
Substituting (1.3.52) into (1.3.51) gives for the coefficients cn the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (1.3.53)
where,
An =
(n + λ)(n + α+ β − δ + λ+ a(n+ δ + γ − 1 + λ)) + q
a(n+ 1 + λ)(n + γ + λ)
(1.3.54a)
Bn = −(n− 1 + λ+ α)(n − 1 + λ+ β)
a(n+ 1 + λ)(n + γ + λ)
(1.3.54b)
c1 = A0 c0 (1.3.54c)
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We have two indicial roots which are λ = 0 and 1− γ.
For a fixed j ∈ N0, let us suppose that
α = −j − λ
β = −j + 1− λ
q = −(j + λ)(−δ + 1− j − λ+ a(γ + δ − 1 + j + λ))
(1.3.55)
Plug (1.3.55) into (1.3.54a)-(1.3.54c).
An =
1+a
a
(n−j){n+ 11+a [−δ+1−j+a(γ+δ−1+j+2λ)]}
(n+1+λ)(n+γ+λ)
Bn = − 1a (n−j−1)(n−j)(n+1+λ)(n+γ+λ)
c1 = A0 c0
(1.3.56)
Moreover, Bj = Bj+1 = Aj = 0 for a fixed j ∈ N0 in (1.3.56), then (1.3.53) gives
successively cj+1 = cj+2 = cj+3 = · · · = 0. As I mentioned before, I categorize this type
polynomial as the second species complete polynomial. With the quantum mechanical
point of view, we are allowed to use this type of polynomials as long as there are two
different eigenenergies in Bn term and an eigenenergy in An term in a 3-term recursive
relation of a second-order ODE. For the first species complete polynomial, there are j + 1
values of a spectral parameter (eigenvalue or eigenenergy) of a numerator in An term. In
contrast, the second species complete polynomial only has one value of a parameter of a
numerator in An term for each j.
Definition 1.3.3 For the second species complete polynomial, we need a condition which
is defined by
Bj = Bj+1 = Aj = 0 where j ∈ N0 (1.3.57)
Theorem 1.3.4 The general expression of a function y(x) for the second species
complete polynomial using 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x)
2. As B2N+1 = B2N+2 = A2N+1 = 0 where N ∈ N0,
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x)
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3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)

x2i2τ+τ where τ ≥ 2
Proof First if j = 0 in (1.3.57), B1 = A0 = 0 and then (1.3.53) gives successively
c1 = c2 = c3 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
0∑
n=0
cnx
n+λ = c0x
λ = y00(x) (1.3.58)
The sub-power series y00(x) in (1.3.58) is obtain by putting m = 0 in (1.3.28).
If j = 1 in (1.3.57), B1 = B2 = A1 = 0 and then (1.3.53) gives successively
c2 = c3 = c4 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
1∑
n=0
cnx
n+λ = (c0 + c1x)x
λ (1.3.59)
Observe sequences c0 and c1 in (1.3.3) and (1.3.4). The sub-power series that has a
sequence c0 is given by putting m = 0 in (1.3.28). The sub-power series that has a
sequence c1 is given by putting m = 0 in (1.3.29). Take the new (1.3.28) and (1.3.29) into
(1.3.59).
y(x) = y00(x) + y
0
1(x) = c0x
λ (1 +A0x) (1.3.60)
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If j = 2 in (1.3.57), B2 = B3 = A2 = 0 and then (1.3.53) gives successively
c3 = c4 = c5 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
2∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2)xλ (1.3.61)
Observe sequences c0-c2 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0
and c2 including zero term of A
′
ns, is given by putting m = 1 in (1.3.28) denoted by
y10(x). The sub-power series, having a sequence c1 including one term of A
′
ns, is given by
putting m = 0 in (1.3.29) denoted by y01(x). The sub-power series, having a sequence c2
including two terms of A′ns, is given by putting τ = 2 and m = 0 in (1.3.30) denoted by
y02(x). Taking y
1
0(x), y
0
1(x) and y
0
2(x) into (1.3.61),
y(x) = y10(x) + y
0
2(x) + y
0
1(x) = c0x
λ
(
1 +A0x+ (A0,1 +B1)x
2
)
(1.3.62)
If j = 3 in (1.3.57), B3 = B4 = A3 = 0 and then (1.3.53) gives successively
c4 = c5 = c6 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
3∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3)xλ (1.3.63)
Observe sequences c0-c3 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0
and c2 including zero term of A
′
ns, is given by putting m = 1 in (1.3.28) denoted by
y10(x). The sub-power series, having sequences c1 and c3 including one term of A
′
ns, is
given by putting m = 1 in (1.3.29) denoted by y11(x). The sub-power series, having a
sequence c2 including two terms of A
′
ns, is given by putting τ = 2 and m = 0 in (1.3.30)
denoted by y02(x). The sub-power series, having a sequence c3 including three terms of
A′ns, is given by putting τ = 3 and m = 0 in (1.3.30) denoted by y
0
3(x). Taking y
1
0(x),
y11(x), y
0
2(x) and y
0
3(x) into (1.3.63),
y(x) = y10(x) + y
0
2(x) + y
1
1(x) + y
0
3(x) (1.3.64)
If j = 4 in (1.3.57), B4 = B5 = A4 = 0 and then (1.3.53) gives successively
c5 = c6 = c7 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
4∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3 + c4x
4)xλ (1.3.65)
Observe sequences c0-c4 in (1.3.3) and (1.3.4). The sub-power series, having sequences c0,
c2 and c4 including zero term of A
′
ns, is given by putting m = 2 in (1.3.28) denoted by
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y20(x). The sub-power series, having sequences c1 and c3 including one term of A
′
ns, is
given by putting m = 1 in (1.3.29) denoted by y11(x). The sub-power series, having
sequences c2 and c4 including two terms of A
′
ns, is given by putting τ = 2 and m = 1 in
(1.3.30) denoted by y12(x). The sub-power series, having a sequence c3 including three
terms of A′ns, is given by putting τ = 3 and m = 0 in (1.3.30) denoted by y
0
3(x). The
sub-power series, having a sequence c4 including four terms of A
′
ns, is given by putting
τ = 4 and m = 0 in (1.3.30) denoted by y04(x). Taking y
2
0(x), y
1
1(x), y
1
2(x), y
0
3(x) and
y04(x) into (1.3.65),
y(x) = y20(x) + y
1
2(x) + y
0
4(x) + y
1
1(x) + y
0
3(x) (1.3.66)
If j = 5 in (1.3.57), B5 = B6 = A5 = 0 and then (1.3.53) gives successively
c6 = c7 = c8 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
5∑
n=0
cnx
n+λ = y20(x) + y
1
2(x) + y
0
4(x) + y
2
1(x) + y
1
3(x) + y
0
5(x)
=
2∑
r=0
y2−r2r (x) +
2∑
r=0
y2−r2r+1(x) (1.3.67)
If j = 6 in (1.3.57), B6 = B7 = A6 = 0 and then (1.3.53) gives successively
c7 = c8 = c9 = · · · = 0. According to (1.3.5), its power series is given by
y(x) =
6∑
n=0
cnx
n+λ = y30(x) + y
2
2(x) + y
1
4(x) + y
0
6(x) + y
2
1(x) + y
1
3(x) + y
0
5(x)
=
3∑
r=0
y3−r2r (x) +
2∑
r=0
y2−r2r+1(x) (1.3.68)
By repeating this process for Bj = Bj+1 = Aj = 0 where j ≥ 7, we obtain the second
species complete polynomial of degree j.
1.4 Summary
The Method of Frobenius tells us that there are two types of power series in the 2-term
recurrence relation of a linear ODE which are an infinite series and a polynomial. In
contrast, the power series in the 3-term recursive relation have an infinite series and three
types of polynomials: (1) a polynomial which makes Bn term terminated, (2) a
1.4. SUMMARY 29
polynomial which makes An term terminated, (3) a polynomial which makes An and Bn
terms terminated.
I designate a type 3 polynomial as a complete polynomial in the three term recursive
relation of a linear ODE. With my definition, complete polynomials has two different
types which are the first and second species complete polynomials. The former is
applicable if there are only one eigenvalue in Bn term and an eigenvalue in An term. And
the latter is applicable if there are two eigenvalues in Bn term and an eigenvalue in An.
In this chapter, by substituting a power series with unknown coefficients into a linear
ODE, I construct the general expression for the first and second complete polynomials by
allowing An as the leading term in each sub-power series of the general power series: I
observe the term of sequence cn which includes zero term of A
′
ns, one term of A
′
ns, two
terms of A′ns, three terms of A
′
ns, etc. The mathematical structures of the first and
second complete polynomials are equivalent to each other as you see theorem 1.3.2 and
1.3.4. The only difference between two type polynomials is that the first complete
polynomial has multi-valued roots of an eigenvalue (spectral parameter) in An term, but
the second complete polynomial has only one valued root of its eigenvalue in An term.
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Chapter 2
Complete polynomial using the
reversible three-term recurrence
formula and its applications
On chapter 1, by putting a power series with unknown coefficients into a linear ordinary
differential equation (ODE), I generalize the three term recurrence relation for a
polynomial which makes An and Bn terms terminated.
In this chapter, by applying the Frobenius method, I generalize the three term recurrence
relation in a backward for a polynomial which makes An and Bn terms terminated.
The general expression for the former is designated as complete polynomials using 3-term
recurrence formula (3TRF). And the latter is denominated as complete polynomials using
reversible 3-term recurrence formula (R3TRF).
2.1 Introduction
In general, many linear (ordinary) differential equations can not be solved explicitly in
terms of well-known simpler functions. Instead, we try to looking for power series
solutions by putting a power series with unknown coefficients into ODEs. The recursive
relation of coefficients starts to appear in a power series; there can be between two term
and infinity term in the recurrence relation which includes all parameters in ODEs we
require.
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Power series solutions for the 2-term recursive relation in ODEs have been obtained with
simple familiar functions such as hypergeometric, Kummer, Legendre, Bessel functions,
etc. The definite or contour integral representations for those power series expansions are
constructed analytically. In contrast, there are no such analytic solutions in the form of
power series for the 3-term recurrence relation because of its complex mathematical
computations.[3, 4, 5, 6, 7] For instance, some of linear ODEs which contain three
different coefficients in the recursive relation are Heun, Confluent Heun, Double
Confluent Heun, Biconfluent Heun, Lame´ and Mathieu equations.1
In general, by using the method of Frobenius, the 3-term recursive relation in any linear
ODEs is given by
cn+1 = An cn +Bn cn−1 ;n ≥ 1
where
c1 = A0 c0
By putting subscript n = 0, 1, 2, · · · in succession in the recurrence relation, we can
compute the remaining coefficients in terms of c0 recursively. When a coefficient c0 is
factored out of parentheses for cn in succession, the sequence cn inside parentheses
consists of combinations An and Bn terms. Of course, we are able to construct a general
summation formula for c′ns with c0.
In the first and second series[1, 2], I apply 3TRF and R3TRF to the power series in
closed forms of 5 different ODEs (Heun, Confluent Heun, Biconfluent Heun, Mathieu and
Lame´ equations) for an infinite series, polynomials of type 1 and 2. The general power
series expansions of the above 5 ODEs for infinite series using 3TRF and R3TRF are
equivalent to each other. In the analytic solutions using 3TRF, An is the leading term of
each sub-power series in power series forms of 5 different functions in the above ODEs. In
the analytic solutions using R3TRF, Bn is the leading term of each sub-power series in
power series expansions of them.
In the mathematical definition, various authors defines a polynomial of type 3 as the
spectral polynomial. With my definition, I categorize a type 3 polynomial as a complete
polynomial in the 3-term recurrence relation of a ODE. And the complete polynomial has
two different types which are the first and second species complete polynomials. For the
first species complete polynomial, we need a condition which is Bj+1 = cj+1 = 0 where
j = 0, 1, 2, · · · . This condition gives successively cj+2 = cj+3 = cj+4 = · · · = 0. There are
j + 1 values of an eigenvalue (spectral parameter) in An term and one value of an
eigenvalue in Bn term for each j. For the second species complete polynomial, we need a
condition which is Bj = Bj+1 = Aj = 0. It gives successively
1Lame´ Wave and Triconfluent Heun equations are composed of the 4-term recurrence relation in a form
of its power series. The power series forms of these mathematical structures will be discussed in the future
series.
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cj+1 = cj+2 = cj+3 = · · · = 0. There are two eigenvalues in Bn term and only one
eigenvalue in An term for each j.
On chapter 1, by putting a power series with unknown coefficients into a linear ODE, I
generalize the 3-term recurrence relation for complete polynomials of the first and second
species including all higher terms of A′ns using 3TRF: I observe the term parenthesis of
sequences c0, c2, c4, · · · , c2m where m ∈ N0 which includes zero term of A′ns, sequences
c1, c3, c5, · · · , c2m+1 which includes one term of A′ns, sequences c2, c4, c6, · · · , c2m+2 which
includes two terms of A′ns, sequences c3, c5, c7, · · · , c2m+3 which includes three terms of
A′ns, etc. For the first species complete polynomial, I generalize the algebraic equation for
the determination of the accessory parameter in the form of partial sums of the sequences
{An} and {Bn} using 3TRF, by letting An as a leading term in its polynomial equation,
for computational practice.
In this chapter, I construct the general summation formulas of the 3-term recurrence
relation in a linear ODE for two different complete polynomials including all higher terms
of B′ns using R3TRF: I observe the term parenthesis of sequences c0, c1, c2, · · · , cm which
includes zero term of B′ns, sequences c2, c3, c4, · · · , cm+2 which includes one term of B′ns,
sequences c4, c5, c6, · · · , cm+4 which includes two terms of B′ns, sequences
c6, c7, c8, · · · , cm+6 which includes three terms of B′ns, etc. For the first species complete
polynomial, I generalize the polynomial equation for the determination of the accessory
parameter in the form of partial sums of the sequences {An} and {Bn} using R3TRF, by
letting Bn as a leading term in its algebraic equation.
2.2 Complete polynomial using R3TRF
As I mentioned before, a complete polynomial (a polynomial of type 3) has two different
types:
(1) If there is only one eigenvalue in Bn term of the 3-term recurrence relation, there are
multi-valued roots of an eigenvalue (spectral parameter) in An term.
(2) If there are two eigenvalues in Bn term of the 3-term recurrence relation, an
eigenvalue in An term has only one valued root.
The former is referred as the first species complete polynomial and the latter is
designated as the second species complete polynomial.
For instance, Heun function is considered as the mother of all all well-known special
functions such as: Spheroidal Wave, Lame, Mathieu, and hypergeometric 2F1, 1F1 and
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0F1 functions. The coefficients in a power series of Heun’s equation have a relation
between three different coefficients. Heun’s equation has four different types of a
confluent form such as Confluent Heun, Doubly-Confluent Heun, Biconfluent Heun and
Triconfluent Heun equations. According to Karl Heun(1889) [8, 9], Heun’s equation is a
second-order linear ODE of the form
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (2.2.1)
With the condition ǫ = α+ β − γ − δ + 1. The parameters play different roles: a 6= 0 is
the singularity parameter, α, β, γ, δ, ǫ are exponent parameters, q is the accessory
parameter. Also, α and β are identical to each other. It has four regular singular points
which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ} and {α, β}.
we assume the solution takes the form
y(x) =
∞∑
n=0
cnx
n+λ (2.2.2)
Substituting (2.2.2) into (2.2.1) gives for the coefficients cn the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (2.2.3)
where,
An =
(n+ λ)(n + α+ β − δ + λ+ a(n+ δ + γ − 1 + λ)) + q
a(n + 1 + λ)(n+ γ + λ)
(2.2.4a)
Bn = −(n− 1 + λ+ α)(n − 1 + λ+ β)
a(n+ 1 + λ)(n + γ + λ)
(2.2.4b)
c1 = A0 c0 (2.2.4c)
We have two indicial roots which are λ = 0 and 1− γ.
If an exponent parameter α (or β) and an accessory (spectral) parameter q are fixed
constants, the first species complete polynomial must to be applied. As parameters α, β
and q are fixed constants, the second species complete polynomial should to be utilized.
I designate the general summation formulas of a polynomial which makes An and Bn
terms terminated, by allowing Bn as the leading term in each sub-power series of a power
series solution, as “complete polynomials using reversible 3-term recurrence formula
(R3TRF)” that will be explained below.
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2.2.1 The first species complete polynomial using R3TRF
My definition of Bi,j,k,l refer to BiBjBkBl. Also, Ai,j,k,l refer to AiAjAkAl. For
n = 0, 1, 2, 3, · · · , (2.2.3) gives
c0
c1 = A0c0
c2 = (A0,1 +B1)c0
c3 = (A0,1,2 +B1A2 +B2A0)c0
c4 = (A0,1,2,3 +B1A2,3 +B2A0,3 +B3A0,1 +B1,3)c0
c5 = (A0,1,2,3,4 +B1A2,3,4 +B2A0,3,4 +B3A0,1,4 +B4A0,1,2
+B1,3A4 +B1,4A2 +B2,4A0)c0
c6 = (A0,1,2,3,4,5 +B1A2,3,4,5 +B2A0,3,4,5 +B3A0,1,4,5 +B4A0,1,2,5 +B5A0,1,2,3
+B1,3A4,5 +B1,4A2,5 +B2,4A0,5 +B1,5A2,3 +B2,5A0,3 +B3,5A0,1 +B1,3,5)c0
c7 = (A0,1,2,3,4,5,6 +B1A2,3,4,5,6 +B2A0,3,4,5,6 +B3A0,1,4,5,6 +B4A0,1,2,5,6 +B5A0,1,2,3,6
+B6A0,1,2,3,4 +B1,4A2,5,6 +B1,3A4,5,6 +B2,4A0,5,6 +B1,5A2,3,6 +B2,5A0,3,6
+B3,5A0,1,6 +B1,6A2,3,4 +B2,6A0,3,4 +B3,6A0,1,4 +B4,6A0,1,2
+B1,3,6A4 +B1,3,5A6 +B1,4,6A2 +B2,4,6A0)c0
c8 = (A0,1,2,3,4,5,6,7 +B1A2,3,4,5,6,7 +B2A0,3,4,5,6,7 +B3A0,1,4,5,6,7 +B4A0,1,2,5,6,7 +B5A0,1,2,3,6,7
+B6A0,1,2,3,4,7 +B7A0,1,2,3,4,5 +B1,4A2,5,6,7 +B2,4A0,5,6,7 +B1,5A2,3,6,7 +B1,3A4,5,6,7
+B2,5A0,3,6,7 +B3,5A0,1,6,7 +B1,6A2,3,4,7 +B2,6A0,3,4,7 +B3,6A0,1,4,7 +B4,6A0,1,2,7
+B1,7A2,3,4,5 +B3,7A0,1,4,5 +B2,7A0,3,4,5 +B4,7A0,1,2,5 +B5,7A0,1,2,3
+B1,4,6A2,7 +B2,4,6A0,7 +B1,3,7A4,5 +B1,4,7A2,5 +B1,3,6A4,7 +B2,4,7A0,5
+B1,3,5A6,7 +B1,5,7A2,3 +B2,5,7A0,3 +B3,5,7A0,1 +B1,3,5,7)c0
...
...
(2.2.5)
In (2.2.5) the number of individual sequence cn follows Fibonacci sequence:
1,1,2,3,5,8,13,21,34,55,· · · . The sequence cn consists of combinations An and Bn in
(2.2.5).2
2(2.2.5) is equivalent to an expansion of the 3-term recursive relation for n = 0, 1, 2, · · · on chapter 1.
The former is that Bn term is the leading one of each term, composed of A
′
ns and B
′
ns, inside parenthesis
of sequences c′ns. The latter is that An term is the leading one of each term inside parenthesis of sequences
c′ns.
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The coefficient cn with even subscripts consists of even terms of B
′
ns. The sequence cn
with odd subscripts consists of odd terms of B′ns. And classify sequences cn to its even
and odd parts in (2.2.5).
c0 = B˜
0 c1 = B˜
0
c2 = B˜
0 + B˜1 c3 = B˜
0 + B˜1
c4 = B˜
0 + B˜1 + B˜2 c5 = B˜
0 + B˜1 + B˜2
c6 = B˜
0 + B˜1 + B˜2 + B˜3 c7 = B˜
0 + B˜1 + B˜2 + B˜3
c8 = B˜
0 + B˜1 + B˜2 + B˜3 + B˜4 c9 = B˜
0 + B˜1 + B˜2 + B˜3 + B˜4
...
...
(2.2.6)
In the above, B˜τ= τ terms of B′ns where τ = 0, 1, 2, · · · .
When a function y(x), analytic at x = 0, is expanded in a power series, we write
y(x) =
∞∑
n=0
cnx
n+λ =
∞∑
τ=0
yτ (x) = y0(x) + y1(x) + y2(x) + · (2.2.7)
where
yτ (x) =
∞∑
l=0
cτl x
l+λ (2.2.8)
λ is the indicial root. yτ (x) is sub-power series that has sequences cn including τ term of
Bn’s in (2.2.5). For example y0(x) has sequences cn including zero term of Bn’s in (2.2.5),
y1(x) has sequences cn including one term of Bn’s in (2.2.5), y2(x) has sequences cn
including two term of Bn’s in (2.2.5), etc.
First observe the term inside parentheses of sequences cn which does not include any Bn’s
in (2.2.5) and (2.2.6): cn with every subscripts (c0, c1, c2,· · · ).
c0
c1 = A0c0
c2 = A0,1c0
c3 = A0,1,2c0
c4 = A0,1,2,3c0
...
...
(2.2.9)
2.2. COMPLETE POLYNOMIAL USING R3TRF 39
(2.2.9) gives the indicial equation
cn = c0
n−1∏
i0=0
Ai0 where n = 0, 1, 2, · · · (2.2.10)
Substitute (2.2.10) in (2.2.8) putting τ = 0.
ym0 (x) = c0
m∑
n=0
{
n−1∏
i0=0
Ai0
}
xn+λ (2.2.11)
= c0
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0+λ (2.2.12)
(2.2.11) and (2.2.12) are the sub-power series that has sequences c0, c1, c2, · · · , cm
including zero term of Bn’s where m = 0, 1, 2, · · · . If m→∞, the sub-power series ym0 (x)
turns to be an infinite series y0(x).
Observe the terms inside parentheses of sequence cn which include one term of Bn’s in
(2.2.5) and (2.2.6): cn with every index except c0 and c1 (c2, c3, c4,· · · ).
c2 = B1c0
c3 =
{
B1 · 1 ·
(
A2
1
)
+B2A0
(
A2
A2
)}
c0
c4 =
{
B1 · 1 ·
(
A2,3
1
)
+B2A0
(
A2,3
A2
)
+B3A0,1
(
A2,3
A2,3
)}
c0
c5 =
{
B1 · 1 ·
(
A2,3,4
1
)
+B2A0
(
A2,3,4
A2
)
+B3A0,1
(
A2,3,4
A2,3
)
+B4A0,1,2
(
A2,3,4
A2,3,4
)}
c0
c6 =
{
B1 · 1 ·
(
A2,3,4,5
1
)
+B2A0
(
A2,3,4,5
A2
)
+B3A0,1
(
A2,3,4,5
A2,3
)
+B4A0,1,2
(
A2,3,4,5
A2,3,4
)
+B5A0,1,2,3
(
A2,3,4,5
A2,3,4,5
)}
c0
c7 =
{
B1 · 1 ·
(
A2,3,4,5,6
1
)
+B2A0
(
A2,3,4,5,6
A2
)
+B3A0,1
(
A2,3,4,5,6
A2,3
)
+B4A0,1,2
(
A2,3,4,5,6
A2,3,4
)
+B5A0,1,2,3
(
A2,3,4,5,6
A2,3,4,5
)
+B6A0,1,2,3,4
(
A2,3,4,5,6
A2,3,4,5,6
)}
c0
...
...
(2.2.13)
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(2.2.13) gives the indicial equation
cn+2 = c0
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(2.2.14)
Substitute (2.2.14) in (2.2.8) putting τ = 1.
ym1 (x) = c0
m∑
n=0
{
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}}
xn+2+λ (2.2.15)
= c0
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2+λ (2.2.16)
(2.2.15) and (2.2.16) are the sub-power series that has sequences c2, c3, c4, · · · , cm+2
including one term of Bn’s. If m→∞, the sub-power series ym1 (x) turns to be an infinite
series y1(x).
Observe the terms inside parentheses of sequence cn which include two terms of Bn’s in
(2.2.5) and (2.2.6): cn with every index except c0–c3 (c4, c5, c6,· · · ).
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c4 = B1,3c0
c5 =
{
B1 · 1 ·
{
B3
(
1
1
) (
A4
1
)
+B4
(
A2
1
) (
A4
A4
)}
+B2A0
{
B4
(
A2
A2
)(
A4
A4
)}}
c0
c6 =
{
B1 · 1 ·
{
B3
(
1
1
) (A4,5
1
)
+B4
(
A2
1
)(A4,5
A4
)
+B5
(
A2,3
1
)(
A4,5
A4,5
)}
+B2A0
{
B4
(
A2
A2
)(
A4,5
A4
)
+B5
(
A2,3
A2
)(
A4,5
A4,5
)}
+B3A0,1
{
B5
(
A2,3
A2,3
)(
A4,5
A4,5
)}}
c0
c7 =
{
B1 · 1 ·
{
B3
(
1
1
) (A4,5,6
1
)
+B4
(
A2
1
) (A4,5,6
A4
)
+B5
(
A2,3
1
)(
A4,5,6
A4,5
)
+B6
(
A2,3,4
1
)(
A4,5,6
A4,5,6
)}
+B2A0
{
B4
(
A2
A2
)(
A4,5,6
A4
)
+B5
(
A2,3
A2
)(
A4,5,6
A4,5
)
+B6
(
A2,3,4
A2
)(
A4,5,6
A4,5,6
)}
+B3A0,1
{
B5
(
A2,3
A2,3
)(
A4,5,6
A4,5
)
+B6
(
A2,3,4
A2,3
)(
A4,5,6
A4,5,6
)}
+B4A0,1,2
{
B6
(
A2,3,4
A2,3,4
)(
A4,5,6
A4,5,6
)}}
c0
...
...
(2.2.17)
(2.2.17) gives the indicial equation
cn+4 = c0
n∑
i0=0
{
Bi0+1
n∑
i1=i0
{
Bi1+3
i0−1∏
i2=0
Ai2
i1−1∏
i3=i0
Ai3+2
n−1∏
i4=i1
Ai4+4
}}
(2.2.18)
= c0
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n∑
i2=i0
{
Bi2+3
i2−1∏
i3=i0
Ai3+2
n−1∏
i4=i2
Ai4+4
}}
(2.2.19)
Substitute (2.2.19) in (2.2.8) putting τ = 2.
ym2 (x) = c0
m∑
n=0
{
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n∑
i2=i0
{
Bi2+3
i2−1∏
i3=i0
Ai3+2
n−1∏
i4=i2
Ai4+4
}}}
xn+4+λ (2.2.20)
= c0
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
Bi2+3
i2−1∏
i3=i0
Ai3+2
m∑
i4=i2
{
i4−1∏
i5=i2
Ai5+4
}}}
xi4+4+λ (2.2.21)
(2.2.20) and (2.2.21) are the sub-power series that has sequences c4, c5, c6, · · · , cm+4
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including two terms of Bn’s. If m→∞, the sub-power series ym2 (x) turns to be an
infinite series y2(x).
Observe the terms inside parentheses of sequence cn which include three terms of Bn’s in
(2.2.5) and (2.2.6): cn with every index except c0–c5 (c6, c7, c8,· · · ).
c6 = B1,3,5 c0
c7 =
{
B1
{
B3 · 1 ·
[
B5
(
1
1
) (
1
1
) (
A6
1
)
+B6
(
1
1
) (
A4
1
) (
A6
A6
) ]
+B4 · 1 ·
[
B6
(
A2
1
) (
A4
A4
)(
A6
A6
) ]}
+B2
{
B4A0
[
B6
(
A2
A2
)(
A4
A4
)(
A6
A6
) ]}}
c0
c8 =
{
B1
{
B3 · 1 ·
[
B5
(
1
1
) (
1
1
) (A6,7
1
)
+B6
(
1
1
) (
A4
1
) (A6,7
A6
)
+B7
(
1
1
) (A4,5
1
)(
A6,7
A6,7
) ]
+B4 · 1 ·
[
B6
(
A2
1
) (
A4
A4
)(
A6,7
A6
)
+B7
(
A2
1
) (A4,5
A4
)(
A6,7
A6,7
) ]
+B5 · 1 ·
[
B7
(
A2,3
1
)(
A4,5
A4,5
)(
A6,7
A6,7
) ]}
+B2
{
B4A0
[
B6
(
A2
A2
)(
A4
A4
)(
A6,7
A6
)
+B7
(
A2
A2
)(
A4,5
A4
)(
A6,7
A6,7
) ]
+B5A0
[
B7
(
A2,3
A2
)(
A4,5
A4,5
)(
A6,7
A6,7
) ]}
+B3
{
B5A0,1
[
B7
(
A2,3
A2,3
)(
A4,5
A4,5
)(
A6,7
A6,7
) ]}}
c0
c9 =
{
B1
{
B3 · 1 ·
[
B5
(
1
1
) (
1
1
) (A6,7,8
1
)
+B6
(
1
1
) (
A4
1
) (A6,7,8
A6
)
+B7
(
1
1
) (A4,5
1
)(
A6,7,8
A6,7
)
+B8
(
1
1
) (A4,5,6
1
)(
A6,7,8
A6,7,8
) ]
+B4 · 1 ·
[
B6
(
A2
1
) (
A4
A4
)(
A6,7,8
A6
)
+B7
(
A2
1
) (A4,5
A4
)(
A6,7,8
A6,7
)
+B8
(
A2
1
) (A4,5,6
A4
)(
A6,7,8
A6,7,8
) ]
+B5 · 1 ·
[
B7
(
A2,3
1
)(
A4,5
A4,5
)(
A6,7,8
A6,7
)
+B8
(
A2,3
1
)(
A4,5,6
A4,5
)(
A6,7,8
A6,7,8
) ]
+B6 · 1 ·
[
B8
(
A2,3,4
1
)(
A4,5,6
A4,5,6
)(
A6,7,8
A6,7,8
) ]}
+B2
{
B4A0
[
B6
(
A2
A2
)(
A4
A4
)(
A6,7,8
A6
)
+B7
(
A2
A2
)(
A4,5
A4
)(
A6,7,8
A6,7
)
+B8
(
A2
A2
)(
A4,5,6
A4
)(
A6,7,8
A6,7,8
) ]
+B5A0
[
B7
(
A2,3
A2
)(
A4,5
A4,5
)(
A6,7,8
A6,7
)
+B8
(
A2,3
A2
)(
A4,5,6
A4,5
)(
A6,7,8
A6,7,8
) ]
+B6A0
[
B8
(
A2,3,4
A2
)(
A4,5,6
A4,5,6
)(
A6,7,8
A6,7,8
) ]}
(2.2.22)
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+B3
{
B5A0,1
[
B7
(
A2,3
A2,3
)(
A4,5
A4,5
)(
A6,7,8
A6,7
)
+B8
(
A2,3
A2,3
)(
A4,5,6
A4,5
)(
A6,7,8
A6,7,8
) ]
+B6A0,1
[
B8
(
A2,3,4
A2,3
)(
A4,5,6
A4,5,6
)(
A6,7,8
A6,7,8
) ]}
+B4
{
B6A0,1,2
[
B8
(
A2,3,4
A2,3,4
)(
A4,5,6
A4,5,6
)(
A6,7,8
A6,7,8
) ]}}
c0
...
...
(2.2.23)
(2.2.23) gives the indicial equation
cn+6 = c0
n∑
i0=0
{
Bi0+1
n∑
i1=i0
{
Bi1+3
n∑
i2=i1
{
Bi2+5
i0−1∏
i3=0
Ai3
×
i1−1∏
i4=i0
Ai4+2
i2−1∏
i5=i1
Ai5+4
n−1∏
i6=i2
Ai6+6
}}}
(2.2.24)
= c0
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n∑
i2=i0
{
Bi2+3
i2−1∏
i3=i0
Ai3+2
×
n∑
i4=i2
{
Bi4+5
i4−1∏
i5=i2
Ai5+4
n−1∏
i6=i4
Ai6+6
}}}
(2.2.25)
Substitute (2.2.25) in (2.2.8) putting τ = 3.
ym3 (x) = c0
m∑
n=0
{
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n∑
i2=i0
{
Bi2+3
i2−1∏
i3=i0
Ai3+2
×
n∑
i4=i2
{
Bi4+5
i4−1∏
i5=i2
Ai5+4
n−1∏
i6=i4
Ai6+6
}}}}
xn+6+λ (2.2.26)
= c0
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
Bi2+3
i2−1∏
i3=i0
Ai3+2
×
m∑
i4=i2
{
Bi4+5
i4−1∏
i5=i2
Ai5+4
m∑
i6=i4
{
i6−1∏
i7=i4
Ai7+6
}}}}
xi6+6+λ (2.2.27)
(2.2.26) and (2.2.27) are the sub-power series that has sequences c6, c7, c8, · · · , cm+6
including three terms of Bn’s. If m→∞, the sub-power series ym3 (x) turns to be an
infinite series y3(x).
By repeating this process for all higher terms of B’s, we obtain every indicial equations
for the sequence cn+2τ and the sub-power series y
m
τ (x) where τ ≥ 4.
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According (2.2.10), (2.2.14), (2.2.19), (2.2.25) and every cn+2τ where τ ≥ 4, the general
expression of coefficients cn+2τ for a fixed n, τ ∈ N0 is taken by
c˜(0, n) = cn = c0
n−1∏
i0=0
Ai0 (2.2.28)
c˜(1, n) = cn+2 = c0
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(2.2.29)
c˜(τ, n) = cn+2τ = c0
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 where τ ≥ 2 (2.2.30)
According (2.2.12), (2.2.16), (2.2.21), (2.2.27) and every ymτ (x) where τ ≥ 4, the general
expression of the sub-power series ymτ (x) for a fixed τ ∈ N0 is given by
ym0 (x) = c0
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0+λ (2.2.31)
ym1 (x) = c0
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2+λ (2.2.32)
ymτ (x) = c0
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ+λ where τ ≥ 2 (2.2.33)
Definition 2.2.1 For the first species complete polynomial, we need a condition which is
given by
Bj+1 = cj+1 = 0 where j = 0, 1, 2, · · · (2.2.34)
(2.2.34) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
2.2. COMPLETE POLYNOMIAL USING R3TRF 45
Theorem 2.2.2 The general expression of a function y(x) for the first species complete
polynomial using reversible 3-term recurrence formula and its algebraic equation for the
determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(0, 1)
y(x) = y00(x)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0)
y(x) = y10(x)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3)
y(x) =
N+1∑
r=0
y2(N+1−r)r (x)
4. As B2N+4 = 0 where N ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r))
y(x) =
N+1∑
r=0
y2(N−r)+3r (x)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ

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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2
Proof For instance, if B1 = c1 = 0 in (2.2.34), then gives c2 = c3 = c4 = · · · = 0.
According to (2.2.7), its power series is given by
y(x) =
0∑
n=0
cnx
n+λ = c0x
λ = y00(x) (2.2.35)
The sub-power series y00(x) in (2.2.35) is obtain by putting m = 0 in (2.2.31). And a
polynomial equation of degree 1 for the determination of an accessory parameter in An
term is taken by
0 = c1 = c˜(0, 1) = c0A0 (2.2.36)
A coefficient c˜(0, 1) in (2.2.36) is obtained by putting n = 1 in (2.2.28).
If B2 = c2 = 0 in (2.2.34), then gives c3 = c4 = c5 = · · · = 0. According to (2.2.7), its
power series is given by
y(x) =
1∑
n=0
cnx
n+λ = (c0 + c1x)x
λ (2.2.37)
First observe sequences c0 and c1 in (2.2.5) and (2.2.6). The sub-power series that has
sequences c0 and c1 is given by putting m = 1 in (2.2.31). Take the new (2.2.31) into
(2.2.37).
y(x) = y10(x) = c0 (1 +A0x) x
λ (2.2.38)
A sequence c2 consists of zero and one terms of B
′
ns in (2.2.5) and (2.2.6). Putting n = 2
in (2.2.28), a coefficient c2 for zero term of B
′
ns is denoted by c˜(0, 2). Taking n = 0 in
(2.2.29), a coefficient c2 for one term of B
′
ns is denoted by c˜(1, 0). Since the sum of c˜(0, 2)
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and c˜(1, 0) is equivalent to zero, we obtain a polynomial equation of degree 2 for the
determination of an accessory parameter in An term which is given by
0 = c2 = c˜(0, 2) + c˜(1, 0) = c0 (A0,1 +B1) (2.2.39)
If B3 = c3 = 0 in (2.2.34), then gives c4 = c5 = c6 = · · · = 0. According to (2.2.7), its
power series is given by
y(x) =
2∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2)xλ (2.2.40)
Observe sequences c0–c2 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c2 including zero term of B
′
ns, is given by putting m = 2 in (2.2.31) denoted by y
2
0(x).
The sub-power series, having a sequence c2 including one term of B
′
ns, is given by putting
m = 0 in (2.2.32) denoted by y01(x). Taking y
2
0(x) and y
0
1(x) into (2.2.40),
y(x) = y20(x) + y
0
1(x) = c0x
λ
(
1 +A0x+ (A0,1 +B1)x
2
)
(2.2.41)
A sequence c3 consists of zero and one terms of B
′
ns in (2.2.5) and (2.2.6). Putting n = 3
in (2.2.28), a coefficient c3 for zero term of B
′
ns is denoted by c˜(0, 3). Taking n = 1 in
(2.2.29), a coefficient c3 for one term of B
′
ns is denoted by c˜(1, 1). Since the sum of c˜(0, 3)
and c˜(1, 1) is equivalent to zero, we obtain a polynomial equation of degree 3 for the
determination of an accessory parameter in An term which is given by
0 = c3 = c˜(0, 3) + c˜(1, 1) = c0 (A0,1,2 +B1A2 +B2A0) (2.2.42)
If B4 = c4 = 0 in (2.2.34), then gives c5 = c6 = c7 = · · · = 0. According to (2.2.7), its
power series is given by
y(x) =
3∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3)xλ (2.2.43)
Observe sequences c0–c3 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c3 including zero term of B
′
ns, is given by putting m = 3 in (2.2.31) denoted by y
3
0(x).
The sub-power series, having sequences c2 and c3 including one term of B
′
ns, is given by
putting m = 1 in (2.2.32) denoted by y11(x). Taking y
3
0(x) and y
1
1(x) into (2.2.43),
y(x) = y30(x) + y
1
1(x) (2.2.44)
A sequence c4 consists of zero, one and two terms of B
′
ns in (2.2.5) and (2.2.6). Putting
n = 4 in (2.2.28), a coefficient c4 for zero term of B
′
ns is denoted by c˜(0, 4). Taking n = 2
in (2.2.29), a coefficient c4 for one term of B
′
ns is denoted by c˜(1, 2). Taking τ = 2 and
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n = 0 in (2.2.30), a coefficient c4 for two terms of B
′
ns is denoted by c˜(2, 0). Since the
sum of c˜(0, 4), c˜(1, 2) and c˜(2, 0) is equivalent to zero, we obtain a polynomial equation of
degree 4 for the determination of an accessory parameter in An term which is given by
0 = c4 = c˜(0, 4) + c˜(1, 2) + c˜(2, 0) (2.2.45)
If B5 = c5 = 0 in (2.2.34), then gives c6 = c7 = c8 = · · · = 0. According to (2.2.7), its
power series is given by
y(x) =
4∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3 + c4x
4)xλ (2.2.46)
Observe sequences c0–c4 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c4 including zero term of B
′
ns, is given by putting m = 4 in (2.2.31) denoted by y
4
0(x).
The sub-power series, having sequences c2–c4 including one term of B
′
ns, is given by
putting m = 2 in (2.2.32) denoted by y21(x). The sub-power series, having sequences c4
including two terms of B′ns, is given by putting τ = 2 and m = 0 in (2.2.33) denoted by
y02(x). Taking y
4
0(x), y
2
1(x) and y
0
2(x) into (2.2.46),
y(x) = y40(x) + y
2
1(x) + y
0
2(x) (2.2.47)
A sequence c5 consists of zero, one and two terms of B
′
ns in (2.2.5) and (2.2.6). Putting
n = 5 in (2.2.28), a coefficient c5 for zero term of B
′
ns is denoted by c˜(0, 5). Taking n = 3
in (2.2.29), a coefficient c5 for one term of B
′
ns is denoted by c˜(1, 3). Taking τ = 2 and
n = 1 in (2.2.30), a coefficient c5 for two terms of B
′
ns is denoted by c˜(2, 1). Since the
sum of c˜(0, 5), c˜(1, 3) and c˜(2, 1) is equivalent to zero, we obtain a polynomial equation of
degree 5 for the determination of an accessory parameter in An term which is given by
0 = c5 = c˜(0, 5) + c˜(1, 3) + c˜(2, 1) (2.2.48)
If B6 = c6 = 0 in (2.2.34), then gives c7 = c8 = c9 = · · · = 0. According to (2.2.7), its
power series is given by
y(x) =
5∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3 + c4x
4 + c5x
5)xλ (2.2.49)
Observe sequences c0–c5 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c5 including zero term of B
′
ns, is given by putting m = 5 in (2.2.31) denoted by y
5
0(x).
The sub-power series, having sequences c2–c5 including one term of B
′
ns, is given by
putting m = 3 in (2.2.32) denoted by y31(x). The sub-power series, having sequences c4–c5
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including two terms of B′ns, is given by putting τ = 2 and m = 1 in (2.2.33) denoted by
y12(x). Taking y
5
0(x), y
3
1(x) and y
1
2(x) into (2.2.49),
y(x) = y50(x) + y
3
1(x) + y
1
2(x) =
2∑
r=0
y5−2rr (x) (2.2.50)
A sequence c6 consists of zero, one, two and three terms of B
′
ns in (2.2.5) and (2.2.6).
Putting n = 6 in (2.2.28), a coefficient c6 for zero term of B
′
ns is denoted by c˜(0, 6).
Taking n = 4 in (2.2.29), a coefficient c6 for one term of B
′
ns is denoted by c˜(1, 4). Taking
τ = 2 and n = 2 in (2.2.30), a coefficient c6 for two terms of B
′
ns is denoted by c˜(2, 2).
Taking τ = 3 and n = 0 in (2.2.30), a coefficient c6 for three terms of B
′
ns is denoted by
c˜(3, 0). Since the sum of c˜(0, 6), c˜(1, 4), c˜(2, 2) and c˜(3, 0) is equivalent to zero, we obtain
a polynomial equation of degree 6 for the determination of an accessory parameter in An
term which is given by
0 = c6 = c˜(0, 6) + c˜(1, 4) + c˜(2, 2) + c˜(3, 0) =
3∑
r=0
c˜(r, 6 − 2r) (2.2.51)
If B7 = c7 = 0 in (2.2.34), then gives c8 = c9 = c10 = · · · = 0. According to (2.2.7), its
power series is given by
y(x) =
6∑
n=0
cnx
n+λ = y60(x) + y
4
1(x) + y
2
2(x) + y
0
3(x)
=
3∑
r=0
y6−2rr (x) (2.2.52)
A polynomial equation of degree 7 for the determination of an accessory parameter in An
term is given by
0 = c7 = c˜(0, 7) + c˜(1, 5) + c˜(2, 3) + c˜(3, 1) =
3∑
r=0
c˜(r, 7 − 2r) (2.2.53)
By repeating this process for Bj+1 = cj+1 = 0 where j ≥ 7, we obtain the first species
complete polynomial of degree j and an polynomial equation of the j + 1th order in an
accessory parameter.
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2.2.2 The second species complete polynomial using R3TRF
As I mention on chapter 1, one of examples for the second complete polynomial is Heun’s
differential equation. For a fixed j ∈ N0, we need a condition such as
α = −j − λ
β = −j + 1− λ
q = −(j + λ)(−δ + 1− j − λ+ a(γ + δ − 1 + j + λ))
(2.2.54)
Plug (2.2.54) into (2.2.4a)-(2.2.4c).
An =
1+a
a
(n−j){n+ 11+a [−δ+1−j+a(γ+δ−1+j+2λ)]}
(n+1+λ)(n+γ+λ)
Bn = − 1a (n−j−1)(n−j)(n+1+λ)(n+γ+λ)
c1 = A0 c0
(2.2.55)
Bj = Bj+1 = Aj = 0 for a fixed j ∈ N0 is held by (2.2.55), then (2.2.3) gives successively
cj+1 = cj+2 = cj+3 = · · · = 0. For the first species complete polynomial, there are j + 1
values of a spectral parameter q in An term. In contrast, the second species complete
polynomial only has one value of q for each j.
Definition 2.2.3 For the second species complete polynomial, we need a condition which
is defined by
Bj = Bj+1 = Aj = 0 where j ∈ N0 (2.2.56)
Theorem 2.2.4 The general expression of a function y(x) for the second species
complete polynomial using reversible 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x)
2. As B1 = B2 = A1 = 0,
y(x) = y10(x)
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N+1−r)r (x)
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4. As B2N+3 = B2N+4 = A2N+3 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N−r)+3r (x)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2
Proof First if j = 0 in (2.2.56), B1 = A0 = 0 and then (2.2.3) gives successively
c1 = c2 = c3 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
0∑
n=0
cnx
n+λ = c0x
λ = y00(x) (2.2.57)
The sub-power series y00(x) in (2.2.57) is obtain by putting m = 0 in (2.2.31).
If j = 1 in (2.2.56), B1 = B2 = A1 = 0 and then (2.2.3) gives successively
c2 = c3 = c4 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
1∑
n=0
cnx
n+λ = (c0 + c1x)x
λ (2.2.58)
Observe sequences c0 and c1 in (2.2.5) and (2.2.6). The sub-power series that has
sequences c0 and c1 is given by putting m = 1 in (2.2.31). Take the new (2.2.31) into
(2.2.58).
y(x) = y10(x) = c0 (1 +A0x) x
λ (2.2.59)
If j = 2 in (2.2.56), B2 = B3 = A2 = 0 and then (2.2.3) gives successively
c3 = c4 = c5 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
2∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2)xλ (2.2.60)
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Observe sequences c0–c2 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c2 including zero term of B
′
ns, is given by putting m = 2 in (2.2.31) denoted by y
2
0(x).
The sub-power series, having a sequence c2 including one term of B
′
ns, is given by putting
m = 0 in (2.2.32) denoted by y01(x). Taking y
2
0(x) and y
0
1(x) into (2.2.60),
y(x) = y20(x) + y
0
1(x) = c0x
λ
(
1 +A0x+ (A0,1 +B1)x
2
)
(2.2.61)
If j = 3 in (2.2.56), B3 = B4 = A3 = 0 and then (2.2.3) gives successively
c4 = c5 = c6 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
3∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3)xλ (2.2.62)
Observe sequences c0–c3 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c3 including zero term of B
′
ns, is given by putting m = 3 in (2.2.31) denoted by y
3
0(x).
The sub-power series, having sequences c2 and c3 including one term of B
′
ns, is given by
putting m = 1 in (2.2.32) denoted by y11(x). Taking y
3
0(x) and y
1
1(x) into (2.2.62),
y(x) = y30(x) + y
1
1(x) (2.2.63)
If j = 4 in (2.2.56), B4 = B5 = A4 = 0 and then (2.2.3) gives successively
c5 = c6 = c7 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
4∑
n=0
cnx
n+λ = (c0 + c1x+ c2x
2 + c3x
3 + c4x
4)xλ (2.2.64)
Observe sequences c0–c4 in (2.2.5) and (2.2.6). The sub-power series, having sequences
c0–c4 including zero term of B
′
ns, is given by putting m = 4 in (2.2.31) denoted by y
4
0(x).
The sub-power series, having sequences c2–c4 including one term of B
′
ns, is given by
putting m = 2 in (2.2.32) denoted by y21(x). The sub-power series, having sequences c4
including two terms of B′ns, is given by putting τ = 2 and m = 0 in (2.2.33) denoted by
y02(x). Taking y
4
0(x), y
2
1(x) and y
0
2(x) into (2.2.64),
y(x) = y40(x) + y
2
1(x) + y
0
2(x) (2.2.65)
If j = 5 in (2.2.56), B5 = B6 = A5 = 0 and then (2.2.3) gives successively
c6 = c7 = c8 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
5∑
n=0
cnx
n+λ = y50(x) + y
3
1(x) + y
1
2(x) =
2∑
r=0
y5−2rr (x) (2.2.66)
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If j = 6 in (2.2.56), B6 = B7 = A6 = 0 and then (2.2.3) gives successively
c7 = c8 = c9 = · · · = 0. According to (2.2.7), its power series is given by
y(x) =
6∑
n=0
cnx
n+λ = y60(x) + y
4
1(x) + y
2
2(x) + y
0
3(x) =
3∑
r=0
y6−2rr (x) (2.2.67)
By repeating this process for Bj = Bj+1 = Aj = 0 where j ≥ 7, we obtain the second
species complete polynomial of degree j.
2.3 Summary
There are two types of power series of 2-term recursive relation in a ODE which are an
infinite series and a polynomial. With my definition, the power series of the 3-term
recurrence relation in a ODE has 23−1 types. Complete polynomials, one of polynomials
in 3-recursion relation, has two different types which are the first and second species
complete polynomials. The former is applicable since a parameter of a numerator in Bn
term and a (spectral) parameter of a numerator in An term are fixed constants: its
polynomial has multi-valued roots of an eigenvalue (spectral parameter) in An term. The
latter is utilized as two parameters of a numerator in Bn term and a parameter of a
numerator in An term are fixed constants: its polynomial has only one valued root of its
eigenvalue in An term.
In this chapter, by substituting a power series with unknown coefficients into a linear
ODE, I construct general expressions for the first species complete polynomial with a
condition Bj+1 = cj+1 = 0 where j ∈ N0 and second species complete polynomial with
Bj = Bj+1 = Aj = 0 by allowing Bn as the leading term in each sub-power series of the
general power series: I observe the term of sequence cn which includes zero term of B
′
ns,
one term of B′ns, two terms of B
′
ns, three terms of B
′
ns, etc.
The general summation formulas of the first & second species complete polynomials on
chapter 1 and this chapter are equivalent to each other. The former is that An is the
leading term in each sub-power series of the general summation formulas. And the latter
is that Bn is the leading term in each sub-power series of the general power series
solutions.
The general power series solutions of complete polynomials using 3TRF in chapter 1
consist of the sum of two sub-power series. And the Frobenius solutions of complete
polynomials using R3TRF in this paper is only composed of one sub-formal series.
Because of this simple mathematical structure, the latter is more efficient to be applied
into special functions even if numerical values of these two type polynomials are
equivalent to each other.
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Chapter 3
An asymptotic expansion in the
closed form of the multi-term
recurrence relation in a linear
ODE
The recursive relation of coefficients starts to appear by putting a function
y(x) =
∑∞
n=0 cnx
n into a linear ordinary differential equation (ODE). There can be
between two and infinity number of coefficients in the recurrence relation of a power
series.
In this chapter we discuss a theorem on behaviors of a power series y(x) as n≫ 1 of the
multi-term recurrence relation in a linear ODE including its radius of convergence. One
interesting observation from the theorem is the fact that asymptotic series solutions in a
compact form, called summation notation, of multi-term recurrence relations are found
by relating the series to the geometric series.
3.1 Introduction
As we all know, unfortunately, nature is a nonlinear system and we usually linearize
phenomena of the physical world for simplicity, especially for the uncomplicated
mathematical calculations: we usually obtain better numerical approximations of the
linearized physical system with certain mathematical techniques.
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In general when we explain and solve most linearized nature problems with the natural
sciences such as E & M, Newtonian mechanic, quantum mechanic, QCD, astronomy,
statistical mechanic, general relativity, etc, we always are confronted with linear
differential equations at the end, markedly linear ODEs. Even though the ODE is the
simplest form of all differential equations, occasionally there are no analytic solutions to
these physical systems in the form of power series expansions: there are many
mathematical methods to explain these problems. The Method of Frobenius is the most
powerful technique because of its simple forms. Usually, we obtain eigenvalues of the
physical system from the method of power series including its radius of the convergence
easily.
We attempt to seek a power series solution to certain differential equations especially
linear homogeneous ODEs, by putting a power series with unknown coefficients into a
linear ODE. And the recurrence relation of coefficients starts to appear in the Frobenius
series; there can be between 2-term and infinity-term in the recursive relation.
Until recently (the 20th century), we only have explained physical phenomena with
2-term recurrence relation of a ODE for convenient calculations. The Frobenius solutions
in compact forms of the 2-term recursive relation are constructed analytically. And
definite or contour integral representations of these power series expansions are analyzed:
first, we describe power series solutions with Pochhammer symbols in numerators and
denominators. Second, we convert these Pochhammer symbols to integral forms. Third,
we describe summations with real or imaginary variables of integrals in closed forms.
However, since modern physics come out to the world, roughly said the 21th century, we
can not derive and explain nature (especially particle physics) with only 2-term recursive
relation in a linear ODE any more. The most complicated physics problems should
require more than 3-term recurrence relation of the Frobenius solution [10]. Three term
between successive coefficients in the recursion relation creates complex mathematical
calculations and methods of proof (summation schemes) for its analytic solution seem
obscure [17, 7, 9, 18]. Nevertheless, in previous papers [4, 5], we construct power series
solutions in closed forms of Heun, Confluent Heun, Biconfluent Heun and Lame´ equations
for an infinite series and polynomials. These four differential equations are composed of
the 3-term recursion relation in their Frobenius series, by substituting a power series with
unknown coefficients into these equations. Integral representations of 4 differential
equations and generating functions of polynomials of these equations are derived
analytically.
Table 3.1 tells that there are only two types of power series in the 2-term recurrence
relation of a linear ODE which are an infinite series and a polynomial by using the
method of Frobenius.
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2-term recurrence relation in a linear ODE
Infinite series Polynomial
Table 3.1: Power series of 2-term recurrence relation in a linear ODE
For instance, the hypergeometric equation, is an example of the 2-term recursive relation,
generalizes all well-known special functions such as Bessel, Legendre, Laguerre, Kummer
functions, etc.
x(1− x)d
2y
dx2
+ (γ − (α+ β + 1)x) dy
dx
− αβy(z) (3.1.1)
It has three regular singular points at 0, 1 and ∞ with exponents {0, 1 − γ},
{0, γ − α− β} and {α, β}.
In general, we take the formal series around x = 0.
y(x) =
∞∑
n=0
cnx
n+λ (3.1.2)
where λ is an indicial root. Substituting (3.1.2) into (3.1.1) gives for the coefficients cn
the recurrence relations
cn+1 = An cn ;n ≥ 0 (3.1.3)
where,
An =
(n+ α+ λ)(n+ β + λ)
(n+ 1 + λ)(n + γ + λ)
(3.1.4)
The Frobenius solution of (3.1.3), its integral form and the orthogonal relation of it have
constructed analytically. The radius of convergence of (3.1.4) is 1, as is seen by using the
ratio test. An asymptotic series of (3.1.1) is obtained by assuming n≫ 1 (for sufficiently
large, like an index n is closed to infinity, or treat as n→∞) in (3.1.4).
lim
n≫1
An = 1 (3.1.5)
The recursive relation of (3.1.5) is
cn+1 = cn (3.1.6)
The power series of (3.1.6) is given by
lim
n≫1
y(x) =
∞∑
n=0
xn =
1
1− x (3.1.7)
(3.1.7) is the geometric series which converges for |x| < 1.
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For the 3-term case, since we substitute (3.1.2) into a linear ODE, the recursion relation
for its Frobenius solution is given by
cn+1 = An cn +Bn cn−1 ;n ≥ 1
where
c1 = A0 c0
On the above, An and Bn are themselves polynomials of degree m: for the second-order
ODEs, a numerator and a denominator of An are usually equal or less than polynomials
of degrees 2. Likewise, a numerator and a denominator of Bn are also equal or less than
polynomials of degrees 2.
Table 3.2 informs us that the power series expansions in the 3-term recursive relation
have dissimilarly an infinite series and three types of polynomials: (1) a polynomial which
makes Bn term terminated, referred as ‘ a polynomial of type 1,’ (2) a polynomial which
makes An term terminated, defined as ‘ a polynomial of type 2,’ and (3) a polynomial
which makes An and Bn terms terminated, designated as ‘complete polynomial.’There
are two types of complete polynomials which are the first and second species complete
polynomials.
In the first series[4], by applying the 3-term recurrence formula (3TRF), we show how to
obtain the Frobenius solutions of the 3-term recurrence relation for an infinite series and
a polynomial of type 1. If at least a parameter of a numerator in Bn term is a fixed
constant and all parameters of a numerator in An term are free variables, we should
apply a polynomial of type 1.1
In the second series[4], by applying the reversible 3-term recurrence formula (R3TRF), we
generalize the three term recurrence relation in a backward for an infinite series and a
polynomial of type 2. If at least a parameter of a numerator in An term is a fixed
constant and all parameters of a numerator in Bn term are free variables, we should
apply a polynomial of type 2.2 The power series solution for an infinite series using 3TRF
is equivalent to a Taylor series expression for an infinite series using R3TRF.3
On chapter 1, by appying 3TRF, we generalize the three term recurrence relation for the
first and second species complete polynomials. On chapter 2, by appying R3TRF, we
generalize the three term recurrence relation in a backward for complete polynomials of
1As we all know, a polynomial with two recursive coefficients only has an eigenvalue of a parameter.
However a polynomial of type 1 has infinite eigenvalues of a parameter that make Bn’s term terminated at
specific value of subscript n because of 3TRF.
2A polynomial of type 2 has infinite eigenvalues of a parameter that make An’s term terminated at
specific value of subscript n because of R3TRF
3If all parameters in An and Bn terms are free variables, we are able to apply an infinite series using
either 3TRF or R3TRF.
the first and second species. The first species complete polynomial using 3TRF is
equivalent to the first species complete polynomial using R3TRF. Also the second species
complete polynomials using 3TRF and R3TRF are equivalent to each other.
If a parameter of a numerator in Bn term and a (spectral) parameter of a numerator in
An term are fixed constants, we should apply the first species complete polynomial. If
two parameters of a numerator in Bn term and a parameter of a numerator in An term
are fixed constants, the second complete polynomial is able to be utilized. The former has
multi-valued roots of an eigenvalue (spectral parameter) in An term, but the latter has
only one valued root of its eigenvalue in An term.
3-term recurrence relation in a linear ODE
3TRF
Infinite series Polynomials
Polynomial of type 1 Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
R3TRF
Infinite series Polynomials
Polynomial of type 2 Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
Table 3.2: Power series of 3-term recurrence relation in a linear ODE
Heun’s equation [8, 16], an example of the 3-term recurrence relation, is referred as the
mother of all well-known differential equations in the 21th century such as Spheroidal
Wave, Lame´, Mathieu, hypergeometric equations, etc.
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (3.1.8)
With the condition ǫ = α+ β − γ − δ + 1. The parameters play different roles: a 6= 0 is
the singularity parameter, α, β, γ, δ, ǫ are exponent parameters, q is the accessory
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parameter. Also, α and β are identical to each other. It has four regular singular points
which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ} and {α, β}.
Substituting (3.1.2) into (3.1.8) gives for the coefficients cn the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (3.1.9)
where,
An =
(n + λ)(n + α+ β − δ + λ+ a(n+ δ + γ − 1 + λ)) + q
a(n+ 1 + λ)(n + γ + λ)
(3.1.10a)
Bn = −(n− 1 + λ+ α)(n − 1 + λ+ β)
a(n+ 1 + λ)(n + γ + λ)
(3.1.10b)
c1 = A0 c0 (3.1.10c)
An asymptotic series of (3.1.8) is obtained by assuming n≫ 1 in (3.1.10a) and (3.1.10b).
lim
n≫1
An = A =
1 + a
a
(3.1.11a)
lim
n≫1
Bn = B = −1
a
(3.1.11b)
The recursive relation of (3.1.11a) and (3.1.11b) is
cn+1 = Acn +Bcn−1 ;n ≥ 1 (3.1.12)
Assuming c0 = 1 for simplicity and letting c1 ∼ Ac0.4 The asymptotic series of (3.1.12)
for an infinite series is given by [6]
lim
n≫1
y(x) =
∞∑
n=0
∞∑
m=0
(n+m)!
n! m!
(Bx2)n(Ax)m =
1
1− (Ax+Bx2) (3.1.13)
Substitute (3.1.11a) and (3.1.11b) into (3.1.13).
lim
n≫1
y(x) =
1
1− (1+aa x− 1ax2) (3.1.14)
(3.1.14) is the asymptotic series of Heun equation around x = 0 for an infinite series. And
it is the geometric series which converges for
∣∣1+a
a x
∣∣+ ∣∣− 1ax2∣∣ < 1.
4We only have the sense of curiosity about an asymptotic series as n≫ 1 for given x. Actually, c1 = A0c0.
But for a huge value of an index n, we treat the coefficient c1 as Ac0 for simple computations.
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For polynomial of type 1, (3.1.11a) is only available for the asymptotic behavior of the
minimum y(x).5 The asymptotic series of it is given by substituting (3.1.11a) into
(3.1.12) with B = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− 1+aa x
(3.1.15)
(3.1.15) is the minimum asymptotic series of Heun equation around x = 0 for a
polynomial of type 1. And it is the geometric series which converges for
∣∣1+a
a x
∣∣ < 1.
For polynomial of type 2, (3.1.11b) is only available for the asymptotic behavior of the
minimum y(x).6 The asymptotic series of it is given by substituting (3.1.11b) into
(3.1.12) with A = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 1ax
2
(3.1.16)
(3.1.16) is the minimum asymptotic series of Heun equation around x = 0 for a
polynomial of type 2. And it is the geometric series which converges for
∣∣ 1
ax
2
∣∣ < 1.
For the 4-term case, since we substitute (3.1.2) into a linear ODE having four different
coefficients in its power series, the recursion relation for its Frobenius solution is given by
cn+1 = An cn +Bn cn−1 + Cn cn−2 ;n ≥ 2
with seed values7
c1 = A0 c0 c2 = (A0,1 +B1) c0
In general, there are seven types of polynomials in the 4-term recurrence relation of a
linear ODE: (1) a polynomial which makes An term terminated: Bn and Cn terms are
not terminated. (2) a polynomial which makes Bn term terminated: An and Cn terms are
not terminated. (3) a polynomial which makes Cn term terminated: An and Bn terms are
not terminated. (4) a polynomial which makes An and Bn terms terminated: Cn term is
not terminated. (5) a polynomial which makes An and Cn terms terminated: Bn term is
not terminated. (6) a polynomial which makes Bn and Cn terms terminated: An term is
not terminated. (7) a polynomial which makes An, Bn and Cn terms terminated. (If An,
Bn and Cn terms are not terminated, it turns to be an infinite series.)
For the 5-term case, since we substitute (3.1.2) into a linear ODE having five different
coefficients in its power series, the recursion relation for its Frobenius solution is given by
cn+1 = An cn +Bn cn−1 + Cn cn−2 +Dn cn−3 ;n ≥ 3
5(3.1.11b) is negligible for the minimum y(x) because Bn term is terminated at the specific eigenvalues.
6(3.1.11a) is negligible for the minimum y(x) because An term is terminated at the specific eigenvalues.
7This boundary condition is necessary to satisfy an indicial equation in the method of Frobenius. Some
examples for the 4-term case are generalized Heun, triconfluent Heun and ellipsoidal wave equations, etc.
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with seed values8
c1 = A0 c0 c2 = (A0,1 +B1) c0 c3 = (A0,1,2 +A0B2 +A2B1 + C2) c0
We obtain an infinite series and 24 − 1 possible polynomials in the Frobenius solution for
the 5-term recurrence relation. By repeating this process, for the m–term recurrence
relation, the power series solutions have an infinite series and 2m−1 − 1 possible
polynomials.
3.2 The revision of Poincare´-Perron theorem and its
applications
For a fixed k ∈ N, let us be given a recurrence sequence u(n)
u(n+ 1) + α1u(n) + α2u(n− 1) + α3u(n − 2) + · · · + αku(n − k + 1) = 0 (3.2.1)
with αk 6= 0. The characteristic polynomial of recurrence (3.2.1) is given by
tk + α1t
k−1 + α2t
k−2 + · · · + αk = 0 (3.2.2)
Denote the roots of the characteristic equation (3.2.2) by λ1, ..., λk called them the
spectral numbers of the recurrence [3].
In 1885 [15], H. Poincare´’s stated that every nontrivial solution of (3.2.1) presents the
asymptotic behavior
lim
n→∞
u(n+ 1)
u(n)
= λi
where i ∈ {1, 2, · · · , k}.
In 1921 [12, 13], O. Perron asserted that (3.2.1) has solutions u(1), u(1), · · · , u(k) such
that
lim
n→∞
ui(n+ 1)
ui(n)
= λi where 1 ≤ i ≤ k
In the application of Poincare´-Perron theorem to Heun equation, the characteristic
polynomial of recurrence (3.2.1) is given by
t2 −At−B = 0 (3.2.3)
8Similarly, this boundary condition is also necessary in order to satisfy an indicial equation for a power
series. Some examples for the 5-term case are Riemanns P–differential equation, Heine differential equation
and etc.
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The spectral numbers λ1 and λ2 in (3.2.3) have two different moduli such as
λ1 =
A−√A2 + 4B
2
λ2 =
A+
√
A2 + 4B
2
(3.2.4)
The simplest form of Perron’s rule suggests that,
(1) if |λ1| < |λ2|, then limn→∞ |cn+1/cn| = |λ2|, so that the radius of convergence for a
3-term recursion relation (3.2.3) is |λ2|−1.
(2) if |λ2| < |λ1|, then lim |cn+1/cn| → |λ1| as n→∞, and its radius of convergence is
increased to |λ1|−1.
(3) if |λ1| = |λ2| and λ1 6= λ2, then limn→∞ |cn+1/cn| does not exist; if λ1 = λ2,
limn→∞ |cn+1/cn| is convergent.
More details are explained in Appendix B of part A [16], Wimp (1984) [19], Kristensson
(2010) [11] or Erde´lyi (1955) [7].
Two different spectral numbers are given by putting (3.1.11a) and (3.1.11b) in (3.2.4)
such that
λ1 =
1 + a− |1− a|
2a
λ2 =
1 + a+ |1− a|
2a
(3.2.5)
For a ∈ R, Perron’s rule states that
Range of the coefficient a Range of the independent variable x
As a = 0,−1 no solution
As |a| > 1 |x| < 1
As −1 < a < 0, 0 < a ≤ 1 |x| < |a|
Table 3.3: Boundary condition of x of a Heun function about x = 0 using Poincare´-Perron
theorem
The radius of convergence for Heun equation in (3.1.14) where a ∈ R is obtained by
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Range of the coefficient a Range of the independent variable x
As a = 0 no solution
As a > 0 |x| < 12 (−1− a+
√
a2 + 6a+ 1)
As −1 ≤ a < 0 |x| < |a|
As a < −1 |x| < 1
Table 3.4: Boundary condition of x for the infinite series of a Heun function about x = 0
The comparison of table 3.3 and table 3.4 informs that both boundary conditions of x in
Heun equation are not equivalent to each other: because according to Perron’s rule, table
3.3 is derived by observing the ratio of sequence cn+1 to cn at the limit n→∞ in
(3.1.12); and table 3.4 is constructed by rearranging coefficients A and B in each
sequence cn in (3.1.12).
Theorem 3.2.1 We can not use Poincare´-Perron theorem to obtain the radius of
convergence for a power series solution. And a series solution for an infinite series,
obtained by applying Poincare´-Perron theorem, is not absolute convergent but only
conditionally convergent.
If Poincare´-Perron theorem provides us the radius of convergence for a solution in series,
then its Frobenius solution will be absolutely convergent even if we rearrange of its terms
for the series solution. However, for the case of Heun equation, as we rearrange of A and
B terms in power series, its asymptotic expansion in series around x = 0 in (3.1.13) is
divergent with a certain value of x even if an independent variable x is located inside the
interval of convergence with the given range of the singularity parameter a in table 3.3
(for instance, limn≫1 y(x) does not converge as a = 0.8 and x = 0.7). More explicit proof
is explained in Sec.2 [6].
The power series expansion of (3.1.12) with c0 = 1 is written by
∞∑
n=0
cnx
n = 1 +Ax+
(
A2 +B
)
x2 +
(
A3 + 2AB
)
x3 +
(
A4 + 3A2B +B2
)
x4
+
(
A5 + 4A3B + 3AB2
)
x5 + · · · (3.2.6)
We know that a series
∑∞
n=0 cnx
n is absolutely convergent if
∑∞
n=0 |cn||x|n is convergent.
Take absolute values of each sequence cn and x in (3.2.6)
∞∑
n=0
|cn||x|n = 1 + |A||x|+
∣∣A2 +B∣∣ |x|2 + ∣∣A3 + 2AB∣∣ |x|3 + ∣∣A4 + 3A2B +B2∣∣ |x|4
+
∣∣A5 + 4A3B + 3AB2∣∣ |x|5 + · · · (3.2.7)
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The d’Alembert ratio test asserts that a series is absolute convergent if
limn→∞
∣∣∣ cn+1cn ∣∣∣ |x| < 1. According to Poincare´-Perron theory, limn→∞ ∣∣∣ cn+1cn ∣∣∣ is equivalent
to one of roots of the characteristic equation in (3.2.3). However, this is wrong approach!
We must take all absolute values inside parentheses of (3.2.7) in order to obtain the
radius of convergence for a solution in series such that
∞∑
n=0
|cn||x|n = 1 +
∣∣A∣∣|x|+ (∣∣A2∣∣+ ∣∣B∣∣) |x|2 + (∣∣A3∣∣+ ∣∣2AB∣∣) |x|3 + (∣∣A4∣∣+ ∣∣3A2B∣∣+ ∣∣B2∣∣) |x|4
+
(∣∣A5∣∣+ ∣∣4A3B∣∣+ ∣∣3AB2∣∣) |x|5 + · · · (3.2.8)
We should take moduli of A and B in (3.2.3) and the absolute values of two roots in the
new (3.2.3) are equivalent to limn→∞
∣∣∣ cn+1cn ∣∣∣. From this revised form, we obtain the
corrected radius of convergence for an infinite series in Heun equation around x = 0. We
reconsider the Poincare´-Perron theorem to take the radius of convergence appropriately
such as
Theorem 3.2.2 The revised Poincare´-Perron theorem for a solution in series: If the
coefficients |αi,n| where i = 1, 2, · · · , k of a linear homogeneous difference equation
u(n+ 1) + |α1,n|u(n) + |α2,n| u(n− 1) + |α3,n|u(n− 2) + · · · + |αk,n|u(n− k + 1) = 0
have limits limn→∞ |αi,n| = |αi| with |αk,n| 6= 0 and if the roots λ⋆1, ..., λ⋆k of the
characteristic equation tk + |α1| tk−1 + |α2| tk−2 + · · ·+ |αk| = 0 have distinct absolute
values.
And a recurrence equation has solutions u(1), u(1), · · · , u(k) such that
lim
n→∞
ui(n + 1)
ui(n)
= λ⋆i (3.2.9)
where i = 1, 2, · · · , k and λ⋆i is a root of the characteristic equation.
For the case of a 3-term recurrence relation in a linear ODE in accordance with theorem
3.2.2, the roots of the characteristic equation have different moduli, say λ⋆1 and λ
⋆
2, then
(1) if |λ⋆1| < |λ⋆2|, then limn→∞ |cn+1/cn| = |λ⋆2|, so that the radius of convergence of the
series for a 3-term recursion relation is |λ⋆2|−1.
(2) if |λ⋆2| < |λ⋆1|, then limn→∞ |cn+1/cn| = |λ⋆1| as n→∞, and its radius of convergence is
increased to |λ⋆1|−1.
(3) if |λ⋆1| = |λ⋆2| and λ⋆1 6= λ⋆2, then limn→∞ |cn+1/cn| does not exist; if λ⋆1 = λ⋆2,
limn→∞ |cn+1/cn| is convergent.
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According to the above augmented convergence theory, final solutions of radius of
convergence for a Heun function around x = 0 correspond to table 3.4 except the case of
a = −1. limn→∞ |cn+1/cn| as a = −1 corresponds with the case (3) as |λ⋆1| = |λ⋆2| and
λ⋆1 6= λ⋆2. Even if we use the revised Perron’s rule, we can not determine whether the
series converge or diverge in this case. Instead, putting a = −1 in (3.1.14) directly, we
obtain the interval of convergence for a Heun function around x = 0. By applying the
new Poincare´-Perron theorem, we can not derive radii of convergence of linear ODEs
perfectly and there are no ways to construct asymptotic series solutions in closed forms.
The Abel-Ruffini theorem (also known as Abel’s impossibility theorem) states that
polynomial equations of degree five or higher with arbitrary coefficients are no general
algebraic solution in terms of the basic arithmetic operations such as additions,
subtractions, multiplications, divisions, and root extractions [1, 2, 14]. It tells that it is
really hard to derive the roots of the characteristic polynomial for more than 5 term by
hands without computer system.
In the first, second [4, 5] and this series, we construct Frobenius solutions and integral
representations of well-known differential equations (Heun, Confluent Heun, Double
Confluent Heun, Biconflent Heun, Lame´ and Mathieu equations) having a 3-term
recurrence relation between successive coefficients in the power series for an infinite series
and 3 possible polynomials (a polynomial of type 1, a polynomial of type 2 and the
complete polynomial) even though summation schemes for mathematical structures of 5
different equations are complicated. Also, generating functions of polynomials of 6
differential equations are constructed analytically.
Unfortunately, power series solutions in closed forms and direct (or contour) integral
forms for more than 4-term recurrence relation in a linear ODE is extremely difficult to
be described analytically because of more than 4 different successive coefficients in a
series expansion.
Instead, our questions are as follows:
1. What is an asymptotic series in the closed form for the multi-term recursive relation in
a linear ODE?
2. And what is the radius of convergence of it?
3. How can we obtain answers of the above 2 questions without using the revised
Poincare´-Perron theorem properly?
In this chapter, in place of analyzing power series solutions and their integral forms using
any simpler functions for the multi-term recurrence relation, we construct the
mathematical formalism analytically for the above 2 questions.
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3.3 Asymptotic series of the multi-term recurrence relation
Definition 3.3.1 A homogeneous linear ordinary differential equation of order j with
variable coefficients is of the form
aj(x)y
(j) + aj−1(x)y
(j−1) + · · ·+ a1(x)y′ + a0(x)y = 0 (3.3.1)
Assuming its solution as a power series in the form
y(x) =
∞∑
n=0
cnx
n (3.3.2)
where c0 6= 0. For a fixed k ∈ N, we obtain the (k + 1)-term recurrence relation putting
(3.3.2) in (3.3.1).
cn+1 = α1,ncn + α2,ncn−1 + α3,ncn−2 + · · ·+ αk,ncn−k+1 (3.3.3)
Theorem 3.3.2 For an asymptotic series of (3.3.1), consider (k + 1)-term linear
recursive relation with constant coefficients, assuming lim
n≫1
αl,n = αl <∞ in (3.3.3)
cn+1 = α1cn + α2cn−1 + α3cn−2 + · · ·+ αkcn−k+1 (3.3.4)
The asymptotic series in the closed form of (3.3.4) for n≫ 1 (sufficiently large) is given
by9
lim
n≫1
y(x) =
∞∑
n=0
cnx
n =
1
1−
k∑
m=1
αmx
m
(3.3.5)
The radius of convergence of (3.3.5) is written by
k∑
m=1
|αmxm| < 1 (3.3.6)
Proof To proof it for all k where k ∈ N, we consider an asymptotic series for
(k + 1)-term recurrence relation where k = 1, 2, 3, 4.
(A) The 2-term recurrence relation
9If k →∞, it turns to be infinity-term recurrence relation. One of examples is Hill differential equation.
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In general, the 2-term recursive relation in a linear ODE is given by
cn+1 = α1,ncn (3.3.7)
Let’s analyze an asymptotic series in the closed form and test for convergence of (3.3.7).
Assume that lim
n≫1
α1,n = α1 <∞. Its asymptotic recurrence relation is given by
cn+1 = α1cn (3.3.8)
Plug (3.3.8) in the form of a power series where lim
n≫1
y(x) =
∞∑
n=0
cnx
n, putting c0 = 1 for
simplicity.
lim
n≫1
y(x) =
∞∑
n=0
(α1x)
n =
1
1− α1x (3.3.9)
(3.3.9) is the geometric series which converges for |α1x| < 1. As α1 → 1 in (3.3.9), it
turns to be the generating function of the identity sequence. [4]
(B) The 3-term recurrence relation
The 3-term recursive relation in a linear ODE is given by
cn+1 = α1,n cn + α2,n cn−1 ;n ≥ 1 (3.3.10)
with seed values c1 = α1,0c0. For the asymptotic series in the closed form of (3.3.10),
assume that lim
n≫1
αj,n = αj <∞ where j = 1, 2. Its asymptotic recurrence relation is given
by
cn+1 = α1 cn + α2 cn−1 ;n ≥ 1 (3.3.11)
where c1 = α1c0. We only have the sense of curiosity about an asymptotic series as n≫ 1
for a given x. Actually, c1 = α1,0c0. But for a huge value of an index n, we treat the
coefficient c1 as α1c0 for simple computations.
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For n = 0, 1, 2, · · · in succession, (3.3.11) gives
c0
c1 = α1c0
c2 = (α
2
1 + α2)c0
c3 = (α
3
1 + 2α1α2)c0
c4 = (α
4
1 + 3α
2
1α2 + α
2
2)c0
c5 = (α
5
1 + 4α
3
1α2 + 3α1α
2
2)c0
c6 = (α
6
1 + 5α
4
1α2 + 6α
2
1α
2
2 + α
3
2)c0
c7 = (α
7
1 + 6α
5
1α2 + 10α
3
1α
2
2 + 4α1α
3
2)c0
c8 = (α
8
1 + 7α
6
1α2 + 15α
4
1α
2
2 + 10α
2
1α
3
2 + α
4
2)c0
...
...
(3.3.12)
If a series solution of a linear differential equation is absolutely convergent, we can
rearrange of its terms for the series solution. Indeed, the sum of any arbitrary series is
equivalent to the sum of the initial series.
With reminding the above mathematical phenomenon, let assume that a series solution
for a (k + 1)-term recurrence relation where k ∈ {2, 3, 4, · · · } is absolutely convergent. In
(3.3.12) each sequence cn gives a description of a sum involving terms of the form aα
i
1α
j
2
where exponents i and j are nonnegative integers, and the coefficient a of each term is a
specific positive integer depending on i and j. The number of a sum of all coefficients a in
the individual sequence cn follows Fibonacci sequence: 1,1,2,3,5,8,13,21,34,55,· · · . The
sequence cn consists of combinations α1 and α2.
When an asymptotic function y(x), analytic at x = 0, is expanded in a power series, we
write
lim
n≫1
y(x) =
∞∑
n=0
cnx
n =
∞∑
τ=0
yτ (x) = y0(x) + y1(x) + y2(x) + · · · (3.3.13)
where
yτ (x) =
∞∑
m=0
cτmx
m (3.3.14)
yτ (x) is sub-power series that have sequences cn including τ term of α1’s in (3.3.12). For
examples, y0(x) has sequences cn including zero term of α1’s in (3.3.12), y1(x) has
sequences cn including one term of α1’s in (3.3.12), y2(x) has sequences cn including two
term of α1’s in (3.3.12), y3(x) has sequences cn including three term of α1’s in (3.3.12),
etc.
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First observe the term inside parentheses of sequences cn which does not include any α1’s
in (3.3.12): cn with even subscripts (c0, c2, c4,· · · ).
c0
c2 = α2c0
c4 = α
2
2c0
c6 = α
3
2c0
c8 = α
4
2c0
...
...
(3.3.15)
(3.3.15) gives the indicial equation which is c2m = c0α
m
2 where m ∈ N0. Put this equation
in (3.3.14) putting τ = 0. We write a solution as
y0(x) = c0
∞∑
m=0
(
α2x
2
)m
(3.3.16)
Observe the terms inside parentheses of sequence cn which include one term of α1’s in
(3.3.12): cn with odd subscripts (c1, c3, c5,· · · ).
c1 = α1c0
c3 = 2α1α2c0
c5 = 3α1α
2
2c0
c7 = 4α1α
3
2c0
c9 = 5α1α
4
2c0
...
...
(3.3.17)
(3.3.17) gives the indicial equation which is c2m+1 = c0α1
(m+1)!
1! m! α
m
2 . Put this equation in
(3.3.14) putting τ = 1. We write a solution as
y1(x) = c0 (α1x)
∞∑
m=0
(m+ 1)!
1! m!
(
α2x
2
)m
(3.3.18)
Observe the terms inside parentheses of sequence cn which include two terms of α1’s in
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(3.3.12): cn with even subscripts (c2, c4, c6,· · · ).
c2 = α
2
1c0
c4 = 3α
2
1α2c0
c6 = 6α
2
1α
2
2c0
c8 = 10α
2
1α
3
2c0
c10 = 15α
2
1α
4
2c0
...
...
(3.3.19)
(3.3.19) gives the indicial equation which is c2m+2 = c0α
2
1
(m+2)!
2! m! α
m
2 . Put this equation in
(3.3.14) putting τ = 2. We write a solution as
y2(x) = c0 (α1x)
2
∞∑
m=0
(m+ 2)!
2! m!
(
α2x
2
)m
(3.3.20)
The function y3(x) for three terms of α1’s is given by
y3(x) = c0 (α1x)
3
∞∑
m=0
(m+ 3)!
3! m!
(
α2x
2
)m
(3.3.21)
By repeating this process for all higher terms of α1’s, we are able to obtain every yτ (x)
terms where τ ≥ 4. Substitute (3.3.16), (3.3.18), (3.3.20), (3.3.21) and including all yτ (x)
terms where τ ≥ 4 into (3.3.13).
lim
n≫1
y(x) = y0(x) + y1(x) + y2(x) + y3(x) + · · ·
=
∞∑
n=0
∞∑
m=0
(n+m)!
n! m!
x˜ny˜m (3.3.22)
where c0 = 1, x˜ = α1x and y˜ = α2x
2. By definition, a real or complex series
∑∞
n=0 un is
said to converge absolutely if the series of moduli
∑∞
n=0 |un| converge. And the series of
absolute values (3.3.22) is
∞∑
n=0
∞∑
m=0
(n+m)!
n! m!
|x˜|n|y˜|m =
∞∑
r=0
(|x˜|+ |y˜|)r
This double series is absolutely convergent for |x˜|+ |y˜| < 1. (3.3.22) is simply
lim
n≫1
y(x) =
1
1− (x˜+ y˜) =
1
1− (α1x+ α2x2) (3.3.23)
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(3.3.23) is the geometric series which converges for |α1x|+
∣∣α2x2∣∣ < 1. As α1, α2 → 1 in
(3.3.23), it turns to be the generating function of the Fibonacci sequence.
(C) The 4-term recurrence relation
The 4-term recursive relation in a linear ODE is given by
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 ;n ≥ 2 (3.3.24)
with seed values c1 = α1,0c0 and c2 = (α1,0α1,1 + α2,1)c0. For the asymptotic series in the
closed form of (3.3.24), assume that lim
n≫1
αj,n = αj <∞ where j = 1, 2, 3. Its asymptotic
recurrence relation is given by
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 ;n ≥ 2 (3.3.25)
where c1 = α1c0 and c2 = (α
2
1 + α2)c0. We only have the sense of curiosity about an
asymptotic series as n≫ 1 for a given x. Actually, c1 = α1,0c0 and
c2 = (α1,0α1,1 + α2,1)c0. But for a huge value of an index n, we treat the coefficient c1
and c2 as α1c0 and (α
2
1 + α2)c0 for simple computations.
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For n = 0, 1, 2, · · · in succession, (3.3.25) gives
c0
c1 = α1c0
c2 = (α
2
1 + α2)c0
c3 = (α
3
1 + 2α1α2 + α3)c0
c4 = (α
4
1 + 3α
2
1α2 + α
2
2 + 2α1α3)c0
c5 = (α
5
1 + 4α
3
1α2 + 3α1α
2
2 + 3α
2
1α3 + 2α2α3)c0
c6 = (α
6
1 + 5α
4
1α2 + 6α
2
1α
2
2 + α
3
2 + 4α
3
1α3 + 6α1α2α3 + α
2
3)c0
c7 = (α
7
1 + 6α
5
1α2 + 10α
3
1α
2
2 + 4α1α
3
2 + 5α
4
1α3 + 12α
2
1α2α3 + 3α
2
2α3 + 3α1α
2
3)c0
c8 = (α
8
1 + 7α
6
1α2 + 15α
4
1α
2
2 + 10α
2
1α
3
2 + α
4
2 + 6α
5
1α3 + 20α
3
1α2α3 + 12α1α
2
2α3 + 6α
2
1α
2
3 + 3α2α
2
3)c0
c9 = (α
9
1 + 8α
7
1α2 + 21α
5
1α
2
2 + 20α
3
1α
3
2 + 5α1α
4
2 + 7α
6
1α3 + 30α
4
1α2α3 + 30α
2
1α
2
2α3 + 4α
3
2α3
+10α31α
2
3 + 12α1α2α
2
3 + α
3
3)c0
c10 = (α
10
1 + 9α
8
1α2 + 28α
6
1α
2
2 + 35α
4
1α
3
2 + 15α
2
1α
4
2 + α
5
2 + 8α
7
1α3 + 42α
5
1α2α3 + 60α
3
1α
2
2α3
+20α1α
3
2α3 + 15α
4
1α
2
3 + 30α
2
1α2α
2
3 + 6α
2
2α
2
3 + 4α1α
3
3)c0
c11 = (α
11
1 + 10α
9
1α2 + 36α
7
1α
2
2 + 56α
5
1α
3
2 + 35α
3
1α
4
2 + 6α1α
5
2 + 9α
8
1α3 + 56α
6
1α2α3 + 105α
4
1α
2
2α3
+60α21α
3
2α3 + 5α
4
2α3 + 21α
5
1α
2
3 + 60α
3
1α2α
2
3 + 30α1α
2
2α
2
3 + 10α
2
1α
3
3 + 4α2α
3
3)c0
c12 = (α
12
1 + 11α
10
1 α2 + 45α
8
1α
2
2 + 84α
6
1α
3
2 + 70α
4
1α
4
2 + 21α
2
1α
5
2 + α
6
2 + 10α
9
1α3 + 72α
7
1α2α3
+168α51α
2
2α3 + 140α
3
1α
3
2α3 + 30α1α
4
2α3 + 28α
6
1α
2
3 + 105α
4
1α2α
2
3 + 90α
2
1α
2
2α
2
3 + 10α
3
2α
2
3
+20α31α
3
3 + 20α1α2α
3
3 + α
4
3)c0
c13 = (α
13
1 + 12α
11
1 α2 + 55α
9
1α
2
2 + 120α
7
1α
3
2 + 126α
5
1α
4
2 + 56α
3
1α
5
2 + 7α1α
6
2 + 11α
10
1 α3 + 90α
8
1α2α3
+252α61α
2
2α3 + 280α
4
1α
3
2α3 + 105α
2
1α
4
2α3 + 6α
5
2α3 + 36α
7
1α
2
3 + 168α
5
1α2α
2
3 + 210α
3
1α
2
2α
2
3
+60α1α
3
2α
2
3 + 35α
4
1α
3
3 + 60α
2
1α2α
3
3 + 10α
2
2α
3
3 + 5α1α
4
3)c0
c14 = (α
14
1 + 13α
12
1 α2 + 66α
10
1 α
2
2 + 165α
8
1α
3
2 + 210α
6
1α
4
2 + 126α
4
1α
5
2 + 28α
2
1α
6
2 + α
7
2 + 12α
11
1 α3
+110α91α2α3 + 360α
7
1α
2
2α3 + 504α
5
1α
3
2α3 + 280α
3
1α
4
2α3 + 42α1α
5
2α3 + 45α
8
1α
2
3 + 252α
6
1α2α
2
3
+420α41α
2
2α
2
3 + 210α
2
1α
3
2α
2
3 + 15α
4
2α
2
3 + 56α
5
1α
3
3 + 140α
3
1α2α
3
3 + 60α1α
2
2α
3
3 + 15α
2
1α
4
3 + 5α2α
4
3)c0
...
...
(3.3.26)
In (3.3.26) each sequence cn gives a description of a sum involving terms of the form
aαi1α
j
2α
k
3 where exponents i, j and k are nonnegative integers, and the coefficient a of
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each term is a specific positive integer depending on i, j and k. The number of a sum of
all coefficients a in the individual sequence cn follows Tribonacci sequence:
1,1,2,4,7,13,24,44,· · · . The sequence cn consists of combinations α1, α2 and α3.
When an asymptotic function y(x), analytic at x = 0, is expanded in a power series, we
write
lim
n≫1
y(x) =
∞∑
n=0
cnx
n =
∞∑
m=0
y˜m,n(x) (3.3.27)
where
y˜m,n(x) =
∞∑
n=0
ym,n(x) (3.3.28a)
ym,n(x) =
∞∑
l=0
cm,nl x
l (3.3.28b)
ym,n(x) is a sub-power series that has sequences cn including m terms of α1’s and n terms
of α2’s in (3.3.26). For examples, y0,n(x) has sequences cn including zero term of α1’s and
n terms of α2’s in (3.3.26), y1,n(x) has sequences cn including one term of α1’s and n
terms of α2’s in (3.3.26), y2,n(x) has sequences cn including two terms of α1’s and n terms
of α2’s in (3.3.26), y3,n(x) has sequences cn including three terms of α1’s and n terms of
α2’s in (3.3.26), etc.
First observe the term inside parentheses of sequences cn which does not include any α1’s
and α2’s in (3.3.26): cn with n = 3r index where r ∈ N0 (c0, c3, c6, · · · ).
c0
c3 = α3c0
c6 = α
2
3c0
c9 = α
3
3c0
...
...
(3.3.29)
(3.3.29) gives the indicial equation which is c3l = c0α
l
3. Put this equation in (3.3.28b)
putting m = n = 0. We write a solution as
y0,0(x) = c0
∞∑
l=0
(
α3x
3
)l
(3.3.30)
Observe the terms inside parentheses of sequence cn which include zero term of α1’s and
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one term of α2’s in (3.3.26): cn with n = 3r + 2 index (c2, c5, c8,· · · ).
c2 = α2c0
c5 = 2α2α3c0
c8 = 3α2α
2
3c0
c11 = 4α2α
3
3c0
...
...
(3.3.31)
(3.3.31) gives the indicial equation which is c3l+2 = c0α2
(l+1)!
1! l! α
l
3. Put this equation in
(3.3.28b) putting m = 0 and n = 1. We write a solution as
y0,1(x) = c0
(
α2x
2
) ∞∑
l=0
(l + 1)!
1! l!
(
α3x
3
)l
(3.3.32)
Observe the terms inside parentheses of sequence cn which include zero term of α1’s and
two terms of α2’s in (3.3.26): cn with n = 3r + 4 index (c4, c7, c10,· · · ).
c4 = α
2
2c0
c7 = 3α
2
2α3c0
c10 = 6α
2
2α
2
3c0
c13 = 10α
2
2α
3
3c0
...
...
(3.3.33)
(3.3.33) gives the indicial equation which is c3l+4 = c0α
2
2
(l+2)!
2! l! α
l
3. Put this equation in
(3.3.28b) putting m = 0 and n = 2. We write a solution as
y0,2(x) = c0
(
α2x
2
)2 ∞∑
l=0
(l + 2)!
2! l!
(
α3x
3
)l
(3.3.34)
The function y0,3(x) for zero term of α1’s and three terms of α2’s is given by
y0,3(x) = c0
(
α2x
2
)3 ∞∑
l=0
(l + 3)!
3! l!
(
α3x
3
)l
(3.3.35)
By repeating this process for all higher terms of α2’s with zero term of α1’s, we can
obtain every y0,n(x) terms where n ≥ 4. Substitute (3.3.30), (3.3.32), (3.3.34), (3.3.35)
and including all y0,n(x) terms where n ≥ 4 into (3.3.28a) putting m = 0.
y˜0,n(x) = c0
∞∑
n=0
∞∑
l=0
(n+ l)!
n! l!
n!
n! 0!
(
α2x
2
)n (
α3x
3
)l
(3.3.36)
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Observe the term inside parentheses of sequences cn which include one term of α1’s and
zero term of α2’s in (3.3.26): cn with n = 3r + 1 index (c1, c4, c7, · · · ).
c1 = α1c0
c4 = 2α1α3c0
c7 = 3α1α
2
3c0
c10 = 4α1α
3
3c0
...
...
(3.3.37)
(3.3.37) gives the indicial equation which is c3l+1 = c0α1
(l+1)!
1! l! α
l
3. Put this equation in
(3.3.28b) putting m = 1 and n = 0. We write a solution as
y1,0(x) = c0 (α1x)
∞∑
l=0
(l + 1)!
1! l!
(
α3x
3
)l
(3.3.38)
Observe the terms inside parentheses of sequence cn which include one term of α1’s and
one term of α2’s in (3.3.26): cn with n = 3r + 3 index (c3, c6, c9,· · · ).
c3 = 2α1α2c0
c6 = 6α1α2α3c0
c9 = 12α1α2α
2
3c0
c12 = 20α1α2α
3
3c0
c15 = 30α1α2α
4
3c0
...
...
(3.3.39)
(3.3.39) gives the indicial equation which is c3l+3 = c02α1α2
(l+2)!
2! l! α
l
3. Put this equation in
(3.3.28b) putting m = n = 1. We write a solution as
y1,1(x) = c02 (α1x)
(
α2x
2
) ∞∑
l=0
(l + 2)!
2! l!
(
α3x
3
)l
(3.3.40)
Observe the terms inside parentheses of sequence cn which include one term of α1’s and
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two terms of α2’s in (3.3.26): cn with n = 3r + 5 index (c5, c8, c11,· · · ).
c5 = 3α1α
2
2c0
c8 = 12α1α
2
2α3c0
c11 = 30α1α
2
2α
2
3c0
c14 = 60α1α
2
2α
3
3c0
c17 = 105α1α
2
2α
4
3c0
...
...
(3.3.41)
(3.3.41) gives the indicial equation which is c3l+5 = c03α1α
2
2
(l+3)!
3! l! α
l
3. Put this equation in
(3.3.28b) putting m = 1 and n = 2. We write a solution as
y1,2(x) = c03 (α1x)
(
α2x
2
)2 ∞∑
l=0
(l + 3)!
3! l!
(
α3x
3
)l
(3.3.42)
The function y1,3(x) for one term of α1’s and three terms of α2’s is given by
y1,3(x) = c04 (α1x)
(
α2x
2
)3 ∞∑
l=0
(l + 4)!
4! l!
(
α3x
3
)l
(3.3.43)
By repeating this process for all higher terms of α2’s with one term of α1’s, we can obtain
every y1,n(x) terms where n ≥ 4. Substitute (3.3.38), (3.3.40), (3.3.42), (3.3.43) and
including all y1,n(x) terms where n ≥ 4 into (3.3.28a) putting m = 1.
y˜1,n(x) = c0 (α1x)
∞∑
n=0
∞∑
l=0
(n+ l + 1)!
(n+ 1)! l!
(n+ 1)!
n! 1!
(
α2x
2
)n (
α3x
3
)l
(3.3.44)
Observe the term inside parentheses of sequences cn which include two terms of α1’s and
zero term of α2’s in (3.3.26): cn with n = 3r + 2 index (c2, c5, c8, · · · ).
c2 = α
2
1c0
c5 = 3α
2
1α3c0
c8 = 6α
2
1α
2
3c0
c11 = 10α
2
1α
3
3c0
c14 = 15α
2
1α
4
3c0
...
...
(3.3.45)
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(3.3.45) gives the indicial equation which is c3l+2 = c0α
2
1
(l+2)!
2! l! α
l
3. Put this equation in
(3.3.28b) putting m = 2 and n = 0. We write a solution as
y2,0(x) = c0 (α1x)
2
∞∑
l=0
(l + 2)!
2! l!
(
α3x
3
)l
(3.3.46)
Observe the terms inside parentheses of sequence cn which include two terms of α1’s and
one term of α2’s in (3.3.26): cn with n = 3r + 4 index (c4, c7, c10,· · · ).
c4 = 3α
2
1α2c0
c7 = 12α
2
1α2α3c0
c10 = 30α
2
1α2α
2
3c0
c13 = 60α
2
1α2α
3
3c0
c16 = 105α
2
1α2α
4
3c0
...
...
(3.3.47)
(3.3.47) gives the indicial equation which is c3l+4 = c03α
2
1α2
(l+3)!
3! l! α
l
3. Put this equation in
(3.3.28b) putting m = 2 and n = 1. We write a solution as
y2,1(x) = c03 (α1x)
2 (α2x2) ∞∑
l=0
(l + 3)!
3! l!
(
α3x
3
)l
(3.3.48)
Observe the terms inside parentheses of sequence cn which include two terms of α1’s and
two terms of α2’s in (3.3.26): cn with n = 3r + 6 index (c6, c9, c12,· · · ).
c6 = 6α
2
1α
2
2c0
c9 = 30α
2
1α
2
2α3c0
c12 = 90α
2
1α
2
2α
2
3c0
c15 = 210α
2
1α
2
2α
3
3c0
c18 = 420α
2
1α
2
2α
4
3c0
...
...
(3.3.49)
(3.3.49) gives the indicial equation which is c3l+6 = c06α
2
1α
2
2
(l+4)!
4! l! α
l
3. Put this equation in
(3.3.28b) putting m = n = 2. We write a solution as
y2,2(x) = c06 (α1x)
2 (α2x2)2 ∞∑
l=0
(l + 4)!
4! l!
(
α3x
3
)l
(3.3.50)
3.3. ASYMPTOTIC SERIES OF THE MULTI-TERM RECURRENCE RELATION 81
The function y2,3(x) for two terms of α1’s and three terms of α2’s is given by
y2,3(x) = c010 (α1x)
2 (α2x2)3 ∞∑
l=0
(l + 5)!
5! l!
(
α3x
3
)l
(3.3.51)
By repeating this process for all higher terms of α2’s with two terms of α1’s, we can
obtain every y2,n(x) terms where n ≥ 4. Substitute (3.3.46), (3.3.48), (3.3.50), (3.3.51)
and including all y2,n(x) terms where n ≥ 4 into (3.3.28a) putting m = 2.
y˜2,n(x) = c0 (α1x)
2
∞∑
n=0
∞∑
l=0
(n+ l + 2)!
(n+ 2)! l!
(n+ 2)!
n! 2!
(
α2x
2
)n (
α3x
3
)l
(3.3.52)
The function y˜3,n(x) for three terms of α1’s is given by
y˜3,n(x) = c0 (α1x)
3
∞∑
n=0
∞∑
l=0
(n+ l + 3)!
(n+ 3)! l!
(n+ 3)!
n! 3!
(
α2x
2
)n (
α3x
3
)l
(3.3.53)
By repeating this process for all higher terms of α1’s, we can obtain every y˜m,n(x) terms
where m ≥ 4. Substitute (3.3.36), (3.3.44), (3.3.52), (3.3.53) and including all y˜m,n(x)
terms where m ≥ 4 into (3.3.27).
lim
n≫1
y(x) = y˜0,n(x) + y˜1,n(x) + y˜2,n(x) + y˜3,n(x) + · · ·
=
∞∑
m=0
∞∑
n=0
∞∑
l=0
(m+ n+ l)!
m! n! l!
x˜my˜nz˜l (3.3.54)
where c0 = 1, x˜ = α1x, y˜ = α2x
2 and z˜ = α3x
3. We know that a series
∑∞
n=0 un is
absolute convergent if the series of moduli
∑∞
n=0 |un| converge. And the series of absolute
values (3.3.54) is
∞∑
m=0
∞∑
n=0
∞∑
l=0
(m+ n+ l)!
m! n! l!
|x˜|m |y˜|n |z˜|l =
∞∑
r=0
(|x˜|+ |y˜|+ |z˜|)r
This triple series is absolutely convergent for |x˜|+ |y˜|+ |z˜| < 1. (3.3.54) is simply
lim
n≫1
y(x) =
1
1− (x˜+ y˜ + z˜) =
1
1− (α1x+ α2x2 + α3x3) (3.3.55)
(3.3.55) is the geometric series which converges for |α1x|+
∣∣α2x2∣∣+ ∣∣α3x3∣∣ < 1. As
α1, α2, α3 → 1 in (3.3.55), it is equivalent to the generating function of the Tribonacci
sequence.
(D) The 5-term recurrence relation
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The 5-term recursive relation in a linear ODE is given by
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 + α4,n cn−3 ;n ≥ 3 (3.3.56)
with seed values
c1 = α1,0c0
c2 = (α1,0α1,1 + α2,1) c0
c3 = (α1,0α1,1α1,2 + α1,0α2,2 + α1,2α2,1 + α3,2) c0
For the asymptotic series in the closed form of (3.3.56), assume that lim
n≫1
αj,n = αj <∞
where j = 1, 2, 3, 4. Its asymptotic recurrence relation is given by
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 + α4 cn−3 ;n ≥ 3 (3.3.57)
by letting c1 = α1c0, c2 = (α
2
1 + α2)c0 and c3 = (α
3
1 + 2α1α2 + α3)c0 for simple
computations.
By using similar process for asymptotic series solutions of two, three and four term
recurrence relations, we write the analytic solution of an asymptotic series for the 5-term
recursive relation in a linear ODE as
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3 + α4x4) (3.3.58)
(3.3.58) is the geometric series which converges for |α1x|+
∣∣α2x2∣∣+ ∣∣α3x3∣∣+ ∣∣α4x4∣∣ < 1.
As α1, α2, α3, α4 → 1 in (3.3.58), it is equal to the generating function of the Tetranacci
sequence.
Finally, we obtain an asymptotic series in the closed form and the radius of convergence
of it for (k + 1)-term linear recursive relation in a linear ODE for a fixed k ∈ {5, 6, 7, · · · }
by repeating similar process for the previous cases of two, three, four and five term
recurrence relations.
3.4 Summary
The various scholars leave general solutions of linear ODEs, having the 3 different
coefficients in their power series, as solutions of recurrences because of complicated
computations. As you see the first, second [4, 5] and this series, mathematical structures
of all power series and integral representations of linear ODEs (Heun, Confluent Heun,
Double Confluent Heun, Biconfluent Heun, Mathieu and Lame´ equations) having the
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3-term recursive relation are constructed analytically even though a 3-term recurrence
relation between successive coefficients in their power series perplexes us. As we all
imagine, the analytic solutions (summation schemes or integral representations) for more
than the 4-term recurrence relation of a linear ODE are really hard to be obtained
because of its complex mathematical calculations.
In this chapter, we construct an asymptotic series in the closed form of the
multi-recurrence relation in a linear ODE including its boundary condition instead of
seeking the general solution. One interesting observation resulting from the general
formula for an asymptotic series for the multi-recurrence relation is the fact that its
mathematical expression is divulged by relating with the series to the geometric series.
The power series for the mth term recurrence relation consists of an infinite series and
2m−1 − 1 possible polynomials.
From this analysis, we can obtain the boundary condition of an independent variable of
any linear ODEs for an infinite series and polynomials. Since we obtain the radius of
convergence of ODEs having the multi-term recursive relation, numerical approximations
are well built by computer simulations without any grave errors.
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Chapter 4
Asymptotic series of 5 linear ODEs
having multi-term recurrence
relations
In the theorem on chapter 3, an asymptotic series, relating the series to the geometric
series, of the multi-term recurrence relation in a linear ordinary differential equation
(ODE) is constructed analytically including the radius of convergence of it.
In this chapter, by applying the previous theorem, asymptotic expansions in closed forms
and boundary conditions of 5 linear ODEs (Riemann’s, Heine, generalized Heun’s,
ellipsoidal wave and triconfluent Heun equations) for an infinite series and polynomials
are derived with strict mathematical interpretation.
4.1 Introduction
Since we substitute a power series with unknown coefficients in a linear ODE, the
recursive relation between successive coefficients starts to appear in the Frobenius series.
There can be between 2-term and k + 1-term where k ∈ N in the recursive relation.
The power series solutions for the 2-term recurrence relation between coefficients are
easily handled for calculations of numerical analysis using either by hands or computer
simulations. The classical method of solution in series for more than 3-term recurrence
relation in a linear ODE provides unusual mathematical computational difficulties as we
all recognize.
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However, even though the 3-term recurrence relation between coefficients in a power
series create the great unmanageable computations, power series and integral solutions of
linear ODEs (Heun [3], Confluent Heun, Double Confluent Heun, Biconfluent Heun,
Mathieu and Lame´ equations) having a 3-term recurrence relation between consecutive
coefficients in their Forbenius solutions are constructed analytically for an infinite series
and polynomials in the first, second [1, 2] and this series.
As we see all sub-summation schemes of power series in the above 6 differential equations,
pochhammer symbols arises in the numerators and denominators of Frobenius series. By
converting pochhammer symbols into integral forms in their each sub-power series, I
construct integral representations (each sub-integral ym(x) where m ∈ N0 is composed of
2m terms of definite integrals and m terms of contour integrals) of 6 equations
analytically. And generating functions for polynomials of the above 6 equations is derived
from their integral solutions by applying the generating function for hypergeometric-type
polynomials such as Jacobi, confluent hypergeometric or associated Laguerre polynomials.
The reason why we describe the general expressions of the above 6 equations as power
series solutions, even if these equations have the 3-term recursive relations between
successive coefficients, is that the Frobenius solutions always allow us to obtain
eigenvalues of their differential equations and boundary conditions for their independent
variables without difficulty. And it provides us how to transform their analytic solutions
into hypergeometric-type functions having two term recurrence relation between
coefficients.
The general solution of a power series for more than four term recurrence relation
between coefficients might be extremely complicated as we all conjecture. In the theorem
on chapter 3, instead of analyzing the general solution of the multi-term recurrence
relation between coefficients as a power series in a linear ODE, we derive an asymptotic
series in the closed form of it in the form of the geometric series with the boundary
condition. On chapter 3, the mathematical formula of the asymptotic series for the
(k + 1)-term recurrence relation is as follows.
Definition 4.1.1 A homogeneous linear Ordinary differential equation of order j with
variable coefficients is of the form
aj(x)y
(j) + aj−1(x)y
(j−1) + · · ·+ a1(x)y′ + a0(x)y = 0 (4.1.1)
Assuming its solution as a power series in the form
y(x) =
∞∑
n=0
cnx
n (4.1.2)
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where c0 6= 0. For a fixed k ∈ N, we obtain the (k + 1)-term recurrence relation putting
(4.1.2) in (4.1.1).
cn+1 = α1,ncn + α2,ncn−1 + α3,ncn−2 + · · ·+ αk,ncn−k+1 (4.1.3)
Theorem 4.1.2 For an asymptotic series of (4.1.1), consider (k + 1) term linear
recursive relation with constant coefficients, assuming lim
n≫1
αl,n = αl <∞ in (4.1.3)
cn+1 = α1cn + α2cn−1 + α3cn−2 + · · ·+ αkcn−k+1 (4.1.4)
The asymptotic series in the closed form of (4.1.4) for n≫ 1 (for sufficiently large, like
an index n is close to infinity, or we can treat as n→∞) is given by
lim
n≫1
y(x) =
∞∑
n=0
cnx
n =
1
1−
k∑
m=1
αmx
m
(4.1.5)
The radius of convergence of (4.1.5) is written by
k∑
m=1
|αmxm| < 1 (4.1.6)
With our definition, for the (k + 1)-term recurrence relation, the power series solutions
have an infinite series and 2k − 1 possible polynomials. In this chapter, by applying the
above theorem, we show asymptotic series solutions in closed forms of 5 linear ODEs for
an infinite series and polynomials such as Riemann’s, Heine, Generalized Heun’s,
Ellipsoidal wave and Triconfluent Heun equations.
4.2 Riemann’s P–differential equation
The Riemann P–differential equation is written by
d2y
dz2
+
(
1− α− α′
z − a +
1− β − β′
z − b +
1− γ − γ′
z − c
)
dy
dz
(4.2.1)
+
(
αα
′
(a− b)(a− c)
z − a +
ββ
′
(b− c)(b− a)
z − b +
γγ
′
(c− a)(c− b)
z − c
)
y
(z − a)(z − b)(z − c) = 0
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With the condition α+ α
′
+ β + β
′
+ γ + γ
′
= 1. The regular singular points are a, b and
c with exponents {α,α′}, {β, β′} and {γ, γ′}. This equation was first obtained in the
form by Papperitz [6, 7]. The solutions to the Riemann P–differential equation are given
in terms of the hypergeometric function by [8, 9]
y1 =
(
z−a
z−b
)α (
z−c
z−b
)γ
2F1
(
α+ β + γ, α+ β
′
+ γ; 1 + α− α′ ;λ
)
y2 =
(
z−a
z−b
)α′ (
z−c
z−b
)γ
2F1
(
α
′
+ β + γ, α
′
+ β
′
+ γ; 1 + α
′ − α;λ
)
y3 =
(
z−a
z−b
)α (
z−c
z−b
)γ′
2F1
(
α+ β + γ
′
, α+ β
′
+ γ
′
; 1 + α− α′ ;λ
)
y4 =
(
z−a
z−b
)α′ (
z−c
z−b
)γ′
2F1
(
α
′
+ β + γ
′
, α
′
+ β
′
+ γ
′
; 1 + α
′ − α;λ
)
(4.2.2)
where
λ =
(c− b)(z − a)
(c− a)(z − b)
There are other 20 new expressions by interchanging all coefficients with other. 20
possible solutions with (4.2.2) make altogether 24 particular solutions of Riemann’s
equation in terms of hypergeometric functions. [10] However, currently, the analytic
solutions of Riemann’s differential equation with regular singular points at a, b and c are
unknown because of its complicated mathematical calculation: 5-term recurrence relation
of the power series starts to appear. What is an asymptotic series around z = a (b or c)
and its boundary condition of Riemann’s equation instead of seeking its analytic solutions
in closed forms? In order to answer this question, we assume the solution takes the form
y(x) =
∞∑
n=0
cnx
n+λ (4.2.3)
where λ is an indicial root. And the algebraic equation around z = a, which is obtained
from (4.2.1) by setting x = z − a is
d2y
dx2
+
(
1− α
x
+
1− β
x+ k
+
1− γ
x+ l
)
dy
dx
+
(
αα
′
kl
x
− ββ
′
mk
x+ k
+
γγ
′
ml
x+ l
)
y
x(x+ k)(x+ l)
= 0
(4.2.4)
For convenience for calculations, the parameters have been changed by setting
k = a− b, l = a− c, m = b− c, α = α+ α′ , β = β + β′ , γ = γ + γ′ (4.2.5)
with α+ β + γ = 1. We obtain the recurrence system by substituting (4.2.3) into (4.2.4).
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 + α4,n cn−3 ;n ≥ 3 (4.2.6)
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where,
α1,n = −
(n+ λ)
(
2(k + l)(n + λ)− k(α− β)− l(α− γ))+ (k + l)αα′ −m(ββ′ − γγ′)
kl(n+ 1− α+ λ)(n+ 1− α′ + λ)
(4.2.7a)
α2,n = −
(n− 1 + λ) ((k2 + 4kl + l2)(n− 1 + λ) + k2β + l2γ + 2kl(1− α))+ klαα′ − klββ′ +mlγγ′
k2l2(n+ 1− α+ λ)(n+ 1− α′ + λ)
(4.2.7b)
α3,n = −
(n− 2 + λ) (2(k + l)(n − 2 + λ) + k(1 + β) + l(1 + γ))
k2l2(n+ 1− α+ λ)(n + 1− α′ + λ) (4.2.7c)
α4,n = − (n− 3 + λ)(n− 2 + λ)
k2l2(n+ 1− α+ λ)(n + 1− α′ + λ) (4.2.7d)
and
c1 = α1,0c0, c2 = (α1,0α1,1 + α2,1) c0, c3 = (α1,0α1,1α1,2 + α1,0α2,2 + α1,2α2,1 + α3,2) c0
(4.2.7e)
We have two indicial roots which are λ = α and α
′
. (4.2.6) is the 5-term recurrence
relation as we know. And the power series solutions have an infinite series and 24 − 1
possible polynomials such as:
1. a polynomial which makes α1,n term terminated; α2,n, α3,n and α4,n terms are not terminated
2. a polynomial which makes α2,n term terminated; α1,n, α3,n and α4,n terms are not terminated
3. a polynomial which makes α3,n term terminated; α1,n, α2,n and α4,n terms are not terminated
4. a polynomial which makes α4,n term terminated; α1,n, α2,n and α3,n terms are not terminated
5. a polynomial which makes α1,n and α2,n terms terminated; α3,n and α4,n terms are not terminated
6. a polynomial which makes α1,n and α3,n terms terminated; α2,n and α4,n terms are not terminated
7. a polynomial which makes α1,n and α4,n terms terminated; α2,n and α3,n terms are not terminated
8. a polynomial which makes α2,n and α3,n terms terminated; α1,n and α4,n terms are not terminated
9. a polynomial which makes α2,n and α4,n terms terminated; α1,n and α3,n terms are not terminated,
10. a polynomial which makes α3,n and α4,n terms terminated; α1,n and α2,n terms are not terminated
11. a polynomial which makes α1,n, α2,n and α3,n terms terminated; α4,n term is not terminated
12. a polynomial which makes α1,n, α2,n and α4,n terms terminated; α3,n term is not terminated
13. a polynomial which makes α1,n, α3,n and α4,n terms terminated; α2,n term is not terminated
14. a polynomial which makes α2,n, α3,n and α4,n terms terminated; α1,n term is not terminated
15. a polynomial which makes α1,n, α2,n, α3,n and α4,n terms terminated at the same time
Table 4.1: The 15 possible polynomials of the 5-term recurrence relation in a linear ODE
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Let n≫ 1 for an asymptotic expansion of a function y(x) in (4.2.6) and (4.2.7a)–(4.2.7e).
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 + α4 cn−3 ;n ≥ 3 (4.2.8)
where,
α1 = lim
n≫1
α1,n = −2(k + l)
kl
= − 2(2a − b− c)
(a− b)(a− c) (4.2.9a)
α2 = lim
n≫1
α2,n = −(k + l)
2 + 2kl
k2l2
= −(2a− b− c)
2 + 2(a− b)(a− c)
(a− b)2(a− c)2 (4.2.9b)
α3 = lim
n≫1
α3,n = −2(k + l)
k2l2
= − 2(2a − b− c)
(a− b)2(a− c)2 (4.2.9c)
α4 = lim
n≫1
α4,n = − 1
k2l2
= − 1
(a− b)2(a− c)2 (4.2.9d)
by letting c1 = α1c0, c2 = (α
2
1 + α2)c0, c3 = (α
3
1 + 2α1α2 + α3)c0 for simple computations.
An asymptotic function of Riemann’s equation for infinity series around z = a is obtained
by substituting (4.2.9a)–(4.2.9d) into (4.1.5) where k = 4.
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3 + α4x4) (4.2.10)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
(2a−b−c)2+2(a−b)(a−c)
(a−b)2(a−c)2
x2 + 2(2a−b−c)
(a−b)2(a−c)2
x3 + 1
(a−b)2(a−c)2
x4
(4.2.11)
(4.2.11) is an asymptotic (geometric) series of Riemann’s equation around z = a for an
infinite series. The radius of convergence of (4.2.11) is obtained by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+∣∣∣∣(2a− b− c)2 + 2(a− b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣+∣∣∣∣ 2(2a− b− c)(a− b)2(a− c)2x3
∣∣∣∣+∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
where a 6= b, c. For polynomial of type 1, (4.2.9b)–(4.2.9d) are only available for the
asymptotic behavior of the minimum y(x): (4.2.9a) is negligible for the minimum y(x)
because α1,n term is terminated at the specific eigenvalues. Substitute (4.2.9b)–(4.2.9d)
into (4.2.10) with α1 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a−b−c)
2+2(a−b)(a−c)
(a−b)2(a−c)2
x2 + 2(2a−b−c)
(a−b)2(a−c)2
x3 + 1
(a−b)2(a−c)2
x4
(4.2.12)
(4.2.12) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 1. The radius of convergence of (4.2.12) is obtained by∣∣∣∣(2a− b− c)2 + 2(a− b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣+ ∣∣∣∣ 2(2a − b− c)(a− b)2(a− c)2x3
∣∣∣∣+ ∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
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For polynomial of type 2, (4.2.9a), (4.2.9c) and (4.2.9d) are only available for the
asymptotic behavior of the minimum y(x): (4.2.9b) is negligible for the minimum y(x)
because α2,n term is terminated at the specific eigenvalues. Substitute (4.2.9a), (4.2.9c)
and (4.2.9d) into (4.2.10) with α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
2(2a−b−c)
(a−b)2(a−c)2x
3 + 1(a−b)2(a−c)2x
4
(4.2.13)
(4.2.13) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 2. The radius of convergence of (4.2.13) is obtained by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+ ∣∣∣∣ 2(2a − b− c)(a− b)2(a− c)2x3
∣∣∣∣+ ∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
For polynomial of type 3, (4.2.9a), (4.2.9b) and (4.2.9d) are only available for the
asymptotic behavior of the minimum y(x): (4.2.9c) is negligible for the minimum y(x)
because α3,n term is terminated at the specific eigenvalues. Substitute (4.2.9a), (4.2.9b)
and (4.2.9d) into (4.2.10) with α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
(2a−b−c)2+2(a−b)(a−c)
(a−b)2(a−c)2 x
2 + 1(a−b)2(a−c)2x
4
(4.2.14)
(4.2.14) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 3. The radius of convergence of (4.2.14) is obtained by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+ ∣∣∣∣(2a− b− c)2 + 2(a− b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣+ ∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
For polynomial of type 4, (4.2.9a)–(4.2.9c) are only available for the asymptotic behavior
of the minimum y(x): (4.2.9d) is negligible for the minimum y(x) because α4,n term is
terminated at the specific eigenvalues. Substitute (4.2.9a)–(4.2.9c) into (4.2.10) with
α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
(2a−b−c)2+2(a−b)(a−c)
(a−b)2(a−c)2 x
2 + 2(2a−b−c)(a−b)2(a−c)2x
3
(4.2.15)
(4.2.15) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 4. The radius of convergence of (4.2.15) is obtained by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+ ∣∣∣∣(2a− b− c)2 + 2(a− b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣+ ∣∣∣∣ 2(2a − b− c)(a− b)2(a− c)2x3
∣∣∣∣ < 1
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For polynomial of type 5, (4.2.9c) and (4.2.9d) are only available for the asymptotic
behavior of the minimum y(x): (4.2.9a) and (4.2.9b) are negligible for the minimum y(x)
because α1,n and α2,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9c) and (4.2.9d) into (4.2.10) with α1 = α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)
(a−b)2(a−c)2
x3 + 1
(a−b)2(a−c)2
x4
(4.2.16)
(4.2.16) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 5. The radius of convergence of (4.2.16) is obtained by∣∣∣∣ 2(2a − b− c)(a− b)2(a− c)2x3
∣∣∣∣+ ∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
For polynomial of type 6, (4.2.9b) and (4.2.9d) are only available for the asymptotic
behavior of the minimum y(x): (4.2.9a) and (4.2.9c) are negligible for the minimum y(x)
because α1,n and α3,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9b) and (4.2.9d) into (4.2.10) with α1 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a−b−c)
2+2(a−b)(a−c)
(a−b)2(a−c)2
x2 + 1
(a−b)2(a−c)2
x4
(4.2.17)
(4.2.17) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 6. The radius of convergence of (4.2.17) is given by∣∣∣∣(2a− b− c)2 + 2(a − b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣+ ∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
For polynomial of type 7, (4.2.9b) and (4.2.9c) are only available for the asymptotic
behavior of the minimum y(x): (4.2.9a) and (4.2.9d) are negligible for the minimum y(x)
because α1,n and α4,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9b) and (4.2.9c) into (4.2.10) with α1 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a−b−c)
2+2(a−b)(a−c)
(a−b)2(a−c)2
x2 + 2(2a−b−c)
(a−b)2(a−c)2
x3
(4.2.18)
(4.2.18) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 7. The radius of convergence of (4.2.18) is given by∣∣∣∣(2a− b− c)2 + 2(a − b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣+ ∣∣∣∣ 2(2a − b− c)(a− b)2(a− c)2x3
∣∣∣∣ < 1
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For polynomial of type 8, (4.2.9a) and (4.2.9d) are only available for the asymptotic
behavior of the minimum y(x): (4.2.9b) and (4.2.9c) are negligible for the minimum y(x)
because α2,n and α3,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9a) and (4.2.9d) into (4.2.10) with α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
1
(a−b)2(a−c)2x
4
(4.2.19)
(4.2.19) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 8. The radius of convergence of (4.2.19) is given by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+ ∣∣∣∣ 1(a− b)2(a− c)2x4
∣∣∣∣ < 1
For polynomial of type 9, (4.2.9a) and (4.2.9c) are only available for the asymptotic
behavior of the minimum y(x): (4.2.9b) and (4.2.9d) are negligible for the minimum y(x)
because α2,n and α4,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9a) and (4.2.9c) into (4.2.10) with α2 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
2(2a−b−c)
(a−b)2(a−c)2
x3
(4.2.20)
(4.2.20) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 9. The radius of convergence of (4.2.20) is given by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+ ∣∣∣∣ 2(2a − b− c)(a− b)2(a− c)2x3
∣∣∣∣ < 1
For polynomial of type 10, (4.2.9a) and (4.2.9b) are only available for the asymptotic
behavior of the minimum y(x): (4.2.9c) and (4.2.9d) are negligible for the minimum y(x)
because α3,n and α4,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9a) and (4.2.9b) into (4.2.10) with α3 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x+
(2a−b−c)2+2(a−b)(a−c)
(a−b)2(a−c)2
x2
(4.2.21)
(4.2.21) is the minimum asymptotic (geometric) series of Riemann’s equation around
z = a for a polynomial of type 10. The radius of convergence of (4.2.21) is given by∣∣∣∣ 2(2a − b− c)(a− b)(a− c)x
∣∣∣∣+ ∣∣∣∣(2a− b− c)2 + 2(a− b)(a− c)(a− b)2(a− c)2 x2
∣∣∣∣ < 1
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For polynomial of type 11, (4.2.9d) is only available for the asymptotic behavior of the
minimum y(x): (4.2.9a)–(4.2.9c) are negligible for the minimum y(x) because α1,n, α2,n
and α3,n terms are terminated at the specific eigenvalues. Substitute (4.2.9d) into
(4.2.10) with α1 = α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 1
(a−b)2(a−c)2
x4
(4.2.22)
(4.2.22) is the minimum asymptotic series of Riemann’s equation around z = a for a
polynomial of type 11. And it is the geometric series which converges for∣∣∣ 1(a−b)2(a−c)2x4∣∣∣ < 1.
For polynomial of type 12, (4.2.9c) is only available for the asymptotic behavior of the
minimum y(x): (4.2.9a), (4.2.9b) and (4.2.9d) are negligible for the minimum y(x)
because α1,n, α2,n and α4,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9c) into (4.2.10) with α1 = α2 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)
(a−b)2(a−c)2
x3
(4.2.23)
(4.2.23) is the minimum asymptotic series of Riemann’s equation around z = a for a
polynomial of type 12. And it is the geometric series which converges for∣∣∣ 2(2a−b−c)(a−b)2(a−c)2x3∣∣∣ < 1.
For polynomial of type 13, (4.2.9b) is only available for the asymptotic behavior of the
minimum y(x): (4.2.9a), (4.2.9c) and (4.2.9d) are negligible for the minimum y(x)
because α1,n, α3,n and α4,n terms are terminated at the specific eigenvalues. Substitute
(4.2.9b) into (4.2.10) with α1 = α3 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a−b−c)
2+2(a−b)(a−c)
(a−b)2(a−c)2
x2
(4.2.24)
(4.2.24) is the minimum asymptotic series of Riemann’s equation around z = a for a
polynomial of type 13. And it is the geometric series which converges for∣∣∣ (2a−b−c)2+2(a−b)(a−c)(a−b)2(a−c)2 x2∣∣∣ < 1.
For a polynomial of type 14, (4.2.9a) is only available for the asymptotic behavior of the
minimum y(x): (4.2.9b)–(4.2.9d) are negligible for the minimum y(x) because α2,n, α3,n
and α4,n terms are terminated at the specific eigenvalues. Substitute (4.2.9a) into (4.2.10)
with α2 = α3 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a−b−c)(a−b)(a−c)x
(4.2.25)
4.3. HEINE DIFFERENTIAL EQUATION 97
(4.2.25) is the minimum asymptotic series of Riemann’s equation around z = a for a
polynomial of type 14. And it is the geometric series which converges for∣∣∣ 2(2a−b−c)(a−b)(a−c)x∣∣∣ < 1. There is no asymptotic series solution for a polynomial of type 15,
because α1,n, α2,n, α3,n and α4,n terms are terminated at the specific eigenvalues. And
the boundary condition for this is given by −∞ < x <∞.
Riemann’s equation is unaltered even if three regular singularities a, b and c are
interchanged in any manner. An asymptotic series of Riemann’s equation around z = b
for an infinite series and 15 polynomials are taken by interchanging a by b in
(4.2.11)–(4.2.25). By same reason, an asymptotic series of Riemann’s equation around
z = c for an infinite series and 15 polynomials are also obtained by interchanging a by c
in (4.2.11)–(4.2.25).
4.3 Heine differential equation
The Heine differential equation is defined by
d2y
dz2
+
1
2
(
1
z − a1 +
2
z − a2 +
2
z − a3
)
dy
dz
+
1
4
(
β0 + β1z + β2z
2 + β3z
3
(z − a1)(z − a2)2(z − a3)2
)
y = 0 (4.3.1)
It has four regular singular points at a1, a2, a3 and ∞. Parameters a2 and a3 are
identical to each other [11, 12]. The differential equation around z = a1, which is
obtained from (4.3.1) by setting x = z − a1 is
d2y
dx2
+
1
2
(
1
x
+
2
x−m +
2
x− k
)
dy
dx
+
β3x
3 + β2x
2 + β1x+ β0
4x(x−m)2(x− k)2 y = 0 (4.3.2)
For convenience for calculations, the parameters have been changed by setting
m = a2−a1, k = a3−a1, β2 = 3a1β3+β2, β1 = 3a21β3+2a1β2+β1, β0 = a31β3+a21β2+a1β1+β0
Looking for a solution of (4.3.2) through the expansion
y(x) =
∞∑
n=0
cnx
n+λ
We obtain the following conditions:
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 + α4,n cn−3 ;n ≥ 3 (4.3.3)
where,
α1,n =
2mk(m+ k)(n+ λ)2 − β04
m2k2(n+ 1 + λ)(n+ 12 + λ)
(4.3.4a)
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α2,n = −
(m2 + 4mk + k2)(n− 1 + λ)(n− 12 + λ) + β14
m2k2(n+ 1 + λ)(n + 12 + λ)
(4.3.4b)
α3,n =
2(m+ k)(n − 2 + λ)(n − 1 + λ) + β24
m2k2(n+ 1 + λ)(n+ 12 + λ)
(4.3.4c)
α4,n = −
(n− 3 + λ)(n − 32 + λ) + β34
m2k2(n+ 1 + λ)(n + 12 + λ)
(4.3.4d)
and
c1 = α1,0c0, c2 = (α1,0α1,1 + α2,1) c0, c3 = (α1,0α1,1α1,2 + α1,0α2,2 + α1,2α2,1 + α3,2) c0
(4.3.4e)
We have two indicial roots which are λ = 0 and 12 . (4.3.3) is the 5-term recurrence
relation which is equivalent to the form of Riemann’s P–differential equation.
Let n≫ 1 for an asymptotic expansion of a function y(x) in (4.3.3) and (4.3.4a)–(4.3.4e).
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 + α4 cn−3 ;n ≥ 3 (4.3.5)
where,
α1 = lim
n≫1
α1,n =
2(m+ k)
mk
= − 2(2a1 − a2 − a3)
(a2 − a1)(a3 − a1) (4.3.6a)
α2 = lim
n≫1
α2,n = −(m+ k)
2 + 2mk
m2k2
= −(2a1 − a2 − a3)
2 + 2(a2 − a1)(a3 − a1)
(a2 − a1)2(a3 − a1)2 (4.3.6b)
α3 = lim
n≫1
α3,n =
2(m+ k)
m2k2
= − 2(2a1 − a2 − a3)
(a2 − a1)2(a3 − a1)2 (4.3.6c)
α4 = lim
n≫1
α4,n = − 1
m2k2
= − 1
(a2 − a1)2(a3 − a1)2 (4.3.6d)
by letting c1 = α1c0, c2 = (α
2
1 + α2)c0 and c3 = (α
3
1 + 2α1α2 + α3)c0 for simple
computations. An asymptotic function of Heine differential equation for an infinity series
around z = a1 is obtained by substituting (4.3.6a)–(4.3.6d) into (4.1.5) where k = 4.
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3 + α4x4) (4.3.7)
=
1
1 + 2(2a1−a2−a3)x(a2−a1)(a3−a1) +
(2a1−a2−a3)2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2 + 2(2a1−a2−a3)x
3
(a2−a1)2(a3−a1)2
+ x
4
(a2−a1)2(a3−a1)2
(4.3.8)
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where a1 6= a2, a3. (4.3.8) is an asymptotic (geometric) series of Heine equation around
z = a1 for an infinite series. The radius of convergence of (4.3.8) is obtained by∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+ ∣∣∣∣ (2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣+ ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣
+
∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
There are 24 − 1 possible polynomials of the 5-term recurrence relation in table 4.1. 15
polynomial solutions of the minimum asymptotic expansions are as follows.
For polynomial of type 1, (4.3.6b)–(4.3.6d) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6a) is negligible
for the minimum y(x) because α1,n term is terminated at the specific eigenvalues.
Substitute (4.3.6b)–(4.3.6d) into (4.3.7) with α1 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a1−a2−a3)
2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2 + 2(2a1−a2−a3)(a2−a1)2(a3−a1)2x
3 + 1(a2−a1)2(a3−a1)2x
4
(4.3.9)
where∣∣∣∣(2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣+∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣+∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
For polynomial of type 2, (4.3.6a), (4.3.6c) and (4.3.6d) are only available for the
minimum asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6b) is
negligible for the minimum y(x) because α2,n term is terminated at the specific
eigenvalues. Substitute (4.3.6a), (4.3.6c) and (4.3.6d) into (4.3.7) with α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x+
2(2a1−a2−a3)
(a2−a1)2(a3−a1)2
x3 + 1
(a2−a1)2(a3−a1)2
x4
(4.3.10)
where∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+ ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
For polynomial of type 3, (4.3.6a), (4.3.6b) and (4.3.6d) are only available for the
minimum asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6c) is
negligible for the minimum y(x) because α3,n term is terminated at the specific
eigenvalues. Substitute (4.3.6a), (4.3.6b) and (4.3.6d) into (4.3.7) with α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x+
(2a1−a2−a3)2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2 + 1
(a2−a1)2(a3−a1)2
x4
(4.3.11)
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where∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+∣∣∣∣(2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣+∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
For polynomial of type 4, (4.3.6a)–(4.3.6c) are only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a1: (4.3.6d) is negligible for the
minimum y(x) because α4,n term is terminated at the specific eigenvalues. Substitute
(4.3.6a)–(4.3.6c) into (4.3.7) with α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x+
(2a1−a2−a3)2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2 + 2(2a1−a2−a3)
(a2−a1)2(a3−a1)2
x3
(4.3.12)
where∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+∣∣∣∣(2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣+∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣ < 1
For polynomial of type 5, (4.3.6c) and (4.3.6d) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6a) and (4.3.6b)
are negligible for the minimum y(x) because α1,n and α2,n terms are terminated at the
specific eigenvalues. Substitute (4.3.6c) and (4.3.6d) into (4.3.7) with α1 = α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)
(a2−a1)2(a3−a1)2
x3 + 1
(a2−a1)2(a3−a1)2
x4
(4.3.13)
where ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
For polynomial of type 6, (4.3.6b) and (4.3.6d) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6a) and (4.3.6c)
are negligible for the minimum y(x) because α1,n and α3,n terms are terminated at the
specific eigenvalues. Substitute (4.3.6b) and (4.3.6d) into (4.3.7) with α1 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a1−a2−a3)
2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2 + 1(a2−a1)2(a3−a1)2x
4
(4.3.14)
where ∣∣∣∣ (2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
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For polynomial of type 7, (4.3.6b) and (4.3.6c) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6a) and (4.3.6d)
are negligible for the minimum y(x) because α1,n and α4,n terms are terminated at the
specific eigenvalues. Substitute (4.3.6b) and (4.3.6c) into (4.3.7) with α1 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a1−a2−a3)
2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2 + 2(2a1−a2−a3)
(a2−a1)2(a3−a1)2
x3
(4.3.15)
where ∣∣∣∣ (2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣+ ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣ < 1
For polynomial of type 8, (4.3.6a) and (4.3.6d) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6b) and (4.3.6c)
are negligible for the minimum y(x) because α2,n and α3,n terms are terminated at the
specific eigenvalues. Substitute (4.3.6a) and (4.3.6d) into (4.3.7) with α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x+
1
(a2−a1)2(a3−a1)2
x4
(4.3.16)
where ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)2(a3 − a1)2x4
∣∣∣∣ < 1
For polynomial of type 9, (4.3.6a) and (4.3.6c) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6b) and (4.3.6d)
are negligible for the minimum y(x) because α2,n and α4,n terms are terminated at the
specific eigenvalues. Substitute (4.3.6a) and (4.3.6c) into (4.3.7) with α2 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x+
2(2a1−a2−a3)
(a2−a1)2(a3−a1)2
x3
(4.3.17)
where ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+ ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)2(a3 − a1)2x3
∣∣∣∣ < 1
For polynomial of type 10, (4.3.6a) and (4.3.6b) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a1: (4.3.6c) and (4.3.6d)
are negligible for the minimum y(x) because α3,n and α4,n terms are terminated at the
specific eigenvalues. Substitute (4.3.6a) and (4.3.6b) into (4.3.7) with α3 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x+
(2a1−a2−a3)2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2
(4.3.18)
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where ∣∣∣∣ 2(2a1 − a2 − a3)(a2 − a1)(a3 − a1)x
∣∣∣∣+ ∣∣∣∣(2a1 − a2 − a3)2 + 2(a2 − a1)(a3 − a1)(a2 − a1)2(a3 − a1)2 x2
∣∣∣∣ < 1
For polynomial of type 11, (4.3.6d) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a1: (4.3.6a)–(4.3.6c) are negligible
for the minimum y(x) because α1,n, α2,n and α3,n terms are terminated at the specific
eigenvalues. Substitute (4.3.6d) into (4.3.7) with α1 = α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 1
(a2−a1)2(a3−a1)2
x4
(4.3.19)
where
∣∣∣ 1(a2−a1)2(a3−a1)2x4∣∣∣ < 1.
For polynomial of type 12, (4.3.6c) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a1: (4.3.6a), (4.3.6b) and (4.3.6d)
are negligible for the minimum y(x) because α1,n, α2,n and α4,n terms are terminated at
the specific eigenvalues. Substitute (4.3.6c) into (4.3.7) with α1 = α2 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)2(a3−a1)2x
3
(4.3.20)
where
∣∣∣ 2(2a1−a2−a3)(a2−a1)2(a3−a1)2x3∣∣∣ < 1.
For polynomial of type 13, (4.3.6b) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a1: (4.3.6a), (4.3.6c) and (4.3.6d)
are negligible for the minimum y(x) because α1,n, α3,n and α4,n terms are terminated at
the specific eigenvalues. Substitute (4.3.6b) into (4.3.7) with α1 = α3 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (2a1−a2−a3)
2+2(a2−a1)(a3−a1)
(a2−a1)2(a3−a1)2
x2
(4.3.21)
where
∣∣∣ (2a1−a2−a3)2+2(a2−a1)(a3−a1)(a2−a1)2(a3−a1)2 x2∣∣∣ < 1.
For a polynomial of type 14, (4.3.6a) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a1: (4.3.6b)–(4.3.6d) are negligible
for the minimum y(x) because α2,n, α3,n and α4,n terms are terminated at the specific
eigenvalues. Substitute (4.3.6a) into (4.3.7) with α2 = α3 = α4 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 2(2a1−a2−a3)(a2−a1)(a3−a1)x
(4.3.22)
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where
∣∣∣ 2(2a1−a2−a3)(a2−a1)(a3−a1)x∣∣∣ < 1. There is no asymptotic series solution as n≫ 1 for a
polynomial of type 15, because α1,n, α2,n, α3,n and α4,n terms are terminated at the
specific eigenvalues. The boundary condition for this is given by −∞ < x <∞.
The differential equation around z = a2, which is obtained from (4.3.1) by setting
x = z − a2. Putting a power series y(x) =
∑∞
n=0 cnx
n+λ into the new (4.3.1), we obtain
the 4-term recurrence relation as follows.
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 ;n ≥ 2 (4.3.23)
where,
α1,n = −
k(2m+ k)(n + λ)(n+ 12 + λ) +
β1
4
mk2(n+ 1 + λ)2 + β04
(4.3.24a)
α2,n = −
(m+ 2k)(n − 1 + λ)(n+ λ) + β24
mk2(n+ 1 + λ)2 + β04
(4.3.24b)
α3,n = −
(n− 2 + λ)(n − 12 + λ) + β34
mk2(n+ 1 + λ)2 + β04
(4.3.24c)
and
c1 = α1,0c0, c2 = (α1,0α1,1 + α2,1) c0 (4.3.24d)
where
m = a2−a1, k = a2−a3, β2 = 3a2β3+β2, β1 = 3a22β3+2a2β2+β1, β0 = a32β3+a22β2+a2β1+β0
We have two indicial roots which are λ = ±
√
−β0
4mk2
.
Let n≫ 1 for an asymptotic expansion of a function y(x) in (4.3.23) and
(4.3.24a)–(4.3.24d).
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 ;n ≥ 2 (4.3.25)
where,
α1 = lim
n≫1
α1,n = −k(2m+ k)
mk2
= −(a2 − a3)(3a2 − 2a1 − a3)
(a2 − a1)(a2 − a3)2 (4.3.26a)
α2 = lim
n≫1
α2,n = −(m+ 2k)
mk2
= − (3a2 − a1 − 2a3)
(a2 − a1)(a2 − a3)2 (4.3.26b)
α3 = lim
n≫1
α3,n =
1
mk2
= − 1
(a2 − a1)(a2 − a3)2 (4.3.26c)
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by letting c1 = α1c0 and c2 = (α
2
1 + α2)c0. We only have the sense of curiosity about an
asymptotic series as n≫ 1 for a given x. Actually, c1 = α1,0c0 and
c2 = (α1,0α1,1 + α2,1)c0. But for a huge value of an index n, we treat the coefficient c1
and c2 as α1c0 and (α
2
1 + α2)c0 for simple computations.
The power series solutions for the 4-term recurrence relation have an infinite series and
23 − 1 possible polynomials such as:
1. a polynomial which makes α1,n term terminated; α2,n and α3,n terms are not terminated
2. a polynomial which makes α2,n term terminated; α1,n and α3,n terms are not terminated
3. a polynomial which makes α3,n term terminated; α1,n and α2,n terms are not terminated
4. a polynomial which makes α1,n and α2,n terms terminated; α3,n term is not terminated
5. a polynomial which makes α1,n and α3,n terms terminated; α2,n term is not terminated
6. a polynomial which makes α2,n and α3,n terms terminated; α1,n term is not terminated
7. a polynomial which makes α1,n, α2,n and α3,n terms terminated at the same time
Table 4.2: The 7 possible polynomials of the 4-term recurrence relation in a linear ODE
An asymptotic function of Heine differential equation for infinity series around z = a2 is
obtained by substituting (4.3.26a)–(4.3.26c) into (4.1.5) where k = 3.
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3) (4.3.27)
=
1
1 + (a2−a3)(3a2−2a1−a3)
(a2−a1)(a2−a3)2
x+ (3a2−a1−2a3)
(a2−a1)(a2−a3)2
x2 + 1
(a2−a1)(a2−a3)2
x3
(4.3.28)
where a2 6= a1, a3. (4.3.28) is an asymptotic (geometric) series of Heine equation around
z = a2 for an infinite series. The radius of convergence of (4.3.28) is obtained by∣∣∣∣ (a2 − a3)(3a2 − 2a1 − a3)(a2 − a1)(a2 − a3)2 x
∣∣∣∣+ ∣∣∣∣ (3a2 − a1 − 2a3)(a2 − a1)(a2 − a3)2x2
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)(a2 − a3)2x3
∣∣∣∣ < 1
There are 23 − 1 possible polynomials of the 4-term recurrence relation in table 4.2. 7
polynomial solutions of the minimum asymptotic expansions are as follows.
For polynomial of type 1, (4.3.26b) and (4.3.26c) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a2: (4.3.26a) is
negligible for the minimum y(x) because α1,n term is terminated at the specific
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eigenvalues. Substitute (4.3.26b) and (4.3.26c) into (4.3.27) with α1 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (3a2−a1−2a3)
(a2−a1)(a2−a3)2
x2 + 1
(a2−a1)(a2−a3)2
x3
(4.3.29)
where ∣∣∣∣ (3a2 − a1 − 2a3)(a2 − a1)(a2 − a3)2x2
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)(a2 − a3)2x3
∣∣∣∣ < 1
For polynomial of type 2, (4.3.26a) and (4.3.26c) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a2: (4.3.26b) is
negligible for the minimum y(x) because α2,n term is terminated at the specific
eigenvalues. Substitute (4.3.26a) and (4.3.26c) into (4.3.27) with α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (a2−a3)(3a2−2a1−a3)
(a2−a1)(a2−a3)2
x+ 1
(a2−a1)(a2−a3)2
x3
(4.3.30)
where ∣∣∣∣ (a2 − a3)(3a2 − 2a1 − a3)(a2 − a1)(a2 − a3)2 x
∣∣∣∣+ ∣∣∣∣ 1(a2 − a1)(a2 − a3)2x3
∣∣∣∣ < 1
For polynomial of type 3, (4.3.26a) and (4.3.26b) are only available for the minimum
asymptotic (geometric) series y(x) of Heine equation around z = a2: (4.3.26c) is
negligible for the minimum y(x) because α3,n term is terminated at the specific
eigenvalues. Substitute (4.3.26a) and (4.3.26b) into (4.3.27) with α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (a2−a3)(3a2−2a1−a3)
(a2−a1)(a2−a3)2
x+ (3a2−a1−2a3)
(a2−a1)(a2−a3)2
x2
(4.3.31)
where ∣∣∣∣ (a2 − a3)(3a2 − 2a1 − a3)(a2 − a1)(a2 − a3)2 x
∣∣∣∣+ ∣∣∣∣ (3a2 − a1 − 2a3)(a2 − a1)(a2 − a3)2x2
∣∣∣∣ < 1
For polynomial of type 4, (4.3.26c) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a2: (4.3.26a) and (4.3.26b) are
negligible for the minimum y(x) because α1,n and α2,n terms are terminated at the
specific eigenvalues. Substitute (4.3.26c) into (4.3.27) with α1 = α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 1(a2−a1)(a2−a3)2x
3
(4.3.32)
where
∣∣∣ 1(a2−a1)(a2−a3)2x3∣∣∣ < 1.
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For polynomial of type 5, (4.3.26b) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a2: (4.3.26a) and (4.3.26c) are
negligible for the minimum y(x) because α1,n and α3,n terms are terminated at the
specific eigenvalues. Substitute (4.3.26b) into (4.3.27) with α1 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (3a2−a1−2a3)
(a2−a1)(a2−a3)2
x2
(4.3.33)
where
∣∣∣ (3a2−a1−2a3)(a2−a1)(a2−a3)2x2∣∣∣ < 1.
For polynomial of type 6, (4.3.26a) is only available for the minimum asymptotic
(geometric) series y(x) of Heine equation around z = a2: (4.3.26b) and (4.3.26c) are
negligible for the minimum y(x) because α2,n and α3,n terms are terminated at the
specific eigenvalues. Substitute (4.3.26a) into (4.3.27) with α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + (a2−a3)(3a2−2a1−a3)
(a2−a1)(a2−a3)2
x
(4.3.34)
where
∣∣∣ (a2−a3)(3a2−2a1−a3)(a2−a1)(a2−a3)2 x∣∣∣ < 1. There is no asymptotic series solution as n≫ 1 for a
polynomial of type 7, because α1,n, α2,n and α3,n terms are terminated at the specific
eigenvalues. The boundary condition for this is given by −∞ < x <∞.
The Heine differential equation is unaltered even if two regular singularities a2 and a3 are
interchanged in any manner. An asymptotic series of Heine equation around z = a3 for
an infinite series and 7 polynomials are taken by interchanging a2 by a3 in (4.3.28) and
(4.3.29)–(4.3.34).
4.4 Generalized Heun’s differential equation
The generalized Heun equation (GHE) is a second-order linear ordinary differential
equation of the form [13]
d2y
dx2
+
(
1− µ0
x
+
1− µ1
x− 1 +
1− µ2
x− a + α
)
dy
dx
+
β0 + β1x+ β2x
2
x(x− 1)(x − a) y = 0 (4.4.1)
where µ0, µ1, µ2, α, β0, β1, β2 ∈ C. It has three regular singular points which are 0, 1 and
a with exponents {0, µ0}, {0, µ1} and {0, µ2}, while ∞ is at most an irregular singularity.
This equation was first introduced by Scha¨fke and Schmidt [14]. Heun’s equation is
derived from the generalized Heun’s differential equation by changing all coefficients
α = β2 = 0, 1− µ0 = γ, 1− µ1 = δ, 1− µ2 = ǫ, β1 = αβ and β0 = −q. Our objective is
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that we obtain not the general (analytic) solution of this equation but constructions of an
asymptotic series in the closed form and its boundary condition.
Looking for a solution of (4.4.1) through the expansion
y(x) =
∞∑
n=0
cnx
n+λ
We obtain the following conditions:
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 ;n ≥ 2 (4.4.2)
where,
α1,n =
(n+ λ) ((1 + a)(n+ λ) + 1− µ0 − µ2 + a(1− µ0 − µ1 − α)) − β0
a(n + 1 + λ)(n + 1− µ0 + λ) (4.4.3a)
α2,n = −(n− 1 + λ) (n+ λ+ 1− µ0 − µ1 − µ2 − (1 + a)α) + β1
a(n+ 1 + λ)(n+ 1− µ0 + λ) (4.4.3b)
α3,n = − α(n− 2 + λ) + β2
a(n+ 1 + λ)(n+ 1− µ0 + λ) (4.4.3c)
and
c1 = α1,0c0, c2 = (α1,0α1,1 + α2,1) c0 (4.4.3d)
We have two indicial roots which are λ = 0 and µ0. (4.4.2) is the 4-term recurrence
relation which is equivalent to the form of Heine differential equation around z = a2 or a3.
Let n≫ 1 for an asymptotic expansion of a function y(x) in (4.4.2) and (4.4.3a)–(4.4.3d).
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 ;n ≥ 2 (4.4.4)
where,
α1 = lim
n≫1
α1,n =
1 + a
a
(4.4.5a)
α2 = lim
n≫1
α2,n = −1
a
(4.4.5b)
α3 = lim
n≫1
α3,n = 0 (4.4.5c)
by letting c1 = α1c0 and c2 = (α
2
1 + α2)c0 for simple computations. An asymptotic
function of the GHE for an infinity series around x = 0 is obtained by substituting
(4.4.5a)–(4.4.5c) into (4.1.5) where k = 3.
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3) (4.4.6)
=
1
1− 1+aa x+ 1ax2
(4.4.7)
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(4.4.7) is an asymptotic (geometric) series of the GHE around x = 0 for an infinite series
where
∣∣1+a
a x
∣∣+ ∣∣− 1ax2∣∣ < 1.
There are 23 − 1 possible polynomials of the 4-term recurrence relation in table 4.2. 7
polynomial solutions of the minimum asymptotic expansions for the GHE are as follows.
For polynomial of type 1, (4.4.5b) and (4.4.5c) are only available for the minimum
asymptotic (geometric) series y(x) of the GHE around x = 0: (4.4.5a) is negligible for the
minimum y(x) because α1,n term is terminated at the specific eigenvalues. Substitute
(4.4.5b) and (4.4.5c) into (4.4.6) with α1 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 1ax
2
(4.4.8)
where
∣∣ 1
ax
2
∣∣ < 1.
For polynomial of type 2, (4.4.5a) and (4.4.5c) are only available for the minimum
asymptotic (geometric) series y(x) of the GHE around x = 0: (4.4.5b) is negligible for the
minimum y(x) because α2,n term is terminated at the specific eigenvalues. Substitute
(4.4.5a) and (4.4.5c) into (4.4.6) with α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− 1+aa x
(4.4.9)
where
∣∣1+a
a x
∣∣ < 1.
For polynomial of type 3, (4.4.5a) and (4.4.5b) are only available for the minimum
asymptotic (geometric) series y(x) of the GHE around x = 0: (4.4.5c) is negligible for the
minimum y(x) because α3,n term is terminated at the specific eigenvalues. Substitute
(4.4.5a) and (4.4.5b) into (4.4.6) with α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− 1+aa x+ 1ax2
(4.4.10)
where ∣∣∣∣1 + aa x
∣∣∣∣+ ∣∣∣∣−1ax2
∣∣∣∣ < 1
For polynomial of type 4, (4.4.5c) is only available for the minimum asymptotic
(geometric) series y(x) of the GHE around x = 0: (4.4.5a) and (4.4.5b) are negligible for
the minimum y(x) because α1,n and α2,n terms are terminated at the specific eigenvalues.
Substitute (4.4.5c) into (4.4.6) with α1 = α2 = 0.
min
(
lim
n≫1
y(x)
)
= 1 (4.4.11)
4.4. GENERALIZED HEUN’S DIFFERENTIAL EQUATION 109
where −∞ < x <∞.
For polynomial of type 5, (4.4.5b) is only available for the minimum asymptotic
(geometric) series y(x) of the GHE around x = 0: (4.4.5a) and (4.4.5c) are negligible for
the minimum y(x) because α1,n and α3,n terms are terminated at the specific eigenvalues.
Substitute (4.4.5b) into (4.4.6) with α1 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + 1ax
2
(4.4.12)
where
∣∣ 1
ax
2
∣∣ < 1.
For polynomial of type 6, (4.4.5a) is only available for the minimum asymptotic
(geometric) series y(x) of the GHE around x = 0: (4.4.5b) and (4.4.5c) are negligible for
the minimum y(x) because α2,n and α3,n terms are terminated at the specific eigenvalues.
Substitute (4.4.5a) into (4.4.6) with α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− 1+aa x
(4.4.13)
where
∣∣1+a
a x
∣∣ < 1. There is no asymptotic series solution as n≫ 1 for a polynomial of
type 7, because α1,n, α2,n and α3,n terms are terminated at the specific eigenvalues. The
boundary condition for this is given by −∞ < x <∞.
The GHE around x = 1 is taken by putting z = 1− x into (4.4.1).
d2y
dz2
+
(
1− µ1
z
+
1− µ0
z − 1 +
1− µ2
z − (1− a) − α
)
dy
dz
+
−(β0 + β1 + β2) + (β1 + 2β2)z − β2z2
z(z − 1)(z − (1− a)) y = 0
(4.4.14)
If we compare (4.4.14) with (4.4.1), all coefficients on the above are correspondent to the
following way.
a −→ 1− a
µ0 −→ µ1
µ1 −→ µ0
α −→ −α
β0 −→ −(β0 + β1 + β2)
β1 −→ β1 + 2β2
β2 −→ −β2
x −→ z = 1− x
(4.4.15)
Putting (4.4.15) into (4.4.7)–(4.4.13), we obtain asymptotic series (geometric) solutions
y(z) of the GHE around x = 1 where z = 1− x for an infinite series and 7 polynomials.
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The GHE around x = a is taken by putting z = a−xa into (4.4.1).
d2y
dz2
+
(
1− µ2
z
+
1− µ0
z − 1 +
1− µ1
z − (a−1 − 1) − aα
)
dy
dz
+
−(β1 + aβ2 + a−1β0) + (β1 + 2aβ2)z − aβ2z2
z(z − 1)(z − (a−1 − 1)) y = 0 (4.4.16)
If we compare (4.4.16) with (4.4.1), all coefficients on the above are correspondent to the
following way.
a −→ a−1 − 1
µ0 −→ µ2
µ1 −→ µ0
µ2 −→ µ1
α −→ −aα
β0 −→ −(β1 + aβ2 + a−1β0)
β1 −→ β1 + 2aβ2
β2 −→ −aβ2
x −→ z = a− x
a
(4.4.17)
Putting (4.4.17) into (4.4.7)–(4.4.13), we obtain asymptotic series (geometric) solutions
y(z) of the GHE around x = a where z = a−xa for an infinite series and 7 polynomials.
4.5 The Lame´ (or ellipsoidal) wave equation
The Lame´ (or ellipsoidal) wave equation arises from deriving Helmholtz equation in
ellipsoidal coordinates ∇2φ+ ω φ = 0 where ∇2 is the Laplacian, ω is the wavenumber
and φ is the amplitude [15, 16, 17, 18, 19]. Whereas Lame´ equation is derived from
separation of the Laplace equation in confocal ellipsoidal coordinates ∇2φ = 0, only the
special case of the ellipsoidal wave equation.
The ellipsoidal wave equation is a second-order linear ODE of the Jacobian form
[20, 21, 22]
d2y
dz2
− (a+ bk2sn2z + qk4sn4z) y = 0 (4.5.1)
where k is a real parameter such that 0 < k < 1 in general. The Jacobian elliptic function
sn(z, k) is defined to be the in the inversion of Legendre’s elliptic integral of the first kind:
z =
∫ am(z,k)
0
dϕ√
1− k2 sin2 ϕ
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which gives sn(z, k) = sin (am(z, k)). am(z, k) is the Jacobi amplitude and k is the
modulus of the elliptic function sn(z, k). If we take x = sn2z as an independent variable
in (4.5.1), we obtain the algebraic form of it.
d2y
dx2
+
1
2
(
1
x
+
1
x− 1 +
1
x− δ
)
dy
dx
+
β + µx+ γx2
x(x− 1)(x − δ)y = 0 (4.5.2)
Here, the parameters have been changed by setting
δ = k−2, β = − a
4k2
, µ = − b
4
, γ = −k
2
4
q
Looking for a solution of (4.5.2) through the expansion
y(x) =
∞∑
n=0
cnx
n+λ
We obtain the following conditions:
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 ;n ≥ 2 (4.5.3)
where,
α1,n =
(1 + δ)(n + λ)2 − β
δ(n + 1 + λ)
(
n+ 12 + λ
) (4.5.4a)
α2,n = −
(n− 1 + λ) (n− 12 + λ)+ µ
δ(n + 1 + λ)
(
n+ 12 + λ
) (4.5.4b)
α3,n = − γ
δ(n+ 1 + λ)
(
n+ 12 + λ
) (4.5.4c)
and
c1 = α1,0c0, c2 = (α1,0α1,1 + α2,1) c0 (4.5.4d)
We have two indicial roots which are λ = 0 and 12 . (4.5.3) is the 4-term recurrence
relation which is equivalent to the form of Heine differential equation around z = a2 or a3.
Let n≫ 1 for a an asymptotic expansion of a function y(x) in (4.5.3) and
(4.5.4a)–(4.5.4d).
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 ;n ≥ 2 (4.5.5)
where,
α1 = lim
n≫1
α1,n = 1 + k
2 (4.5.6a)
α2 = lim
n≫1
α2,n = −k2 (4.5.6b)
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α3 = lim
n≫1
α3,n = 0 (4.5.6c)
by letting c1 = α1c0 and c2 = (α
2
1 + α2)c0 for simple computations. An asymptotic
function of the ellipsoidal wave equation for an infinity series around x = 0 is obtained by
substituting (4.5.6a)–(4.5.6c) into (4.1.5) where k = 3.
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3) (4.5.7)
=
1
1− (1 + k2)x+ k2x2 (4.5.8)
(4.5.8) is an asymptotic (geometric) series of the Lame´ wave equation around x = 0 for
an infinite series where
∣∣(1 + k2)x∣∣+ ∣∣−k2x2∣∣ < 1.
For the case of z, sn(z, k) ∈ R where 0 < k < 1, the boundary condition of sn2(z, k) in
(4.5.8) is given by
0 ≤ sn2(z, k) < −(1 + k
2) +
√
k4 + 6k2 + 1
2k2
In the case of k ≈ 0 assuming k is approximately close to 0, (4.5.8) turns to be
lim
n≫1
y(x) ≈ 1
1− sin2 z
where
∣∣sin2 z∣∣ < 1. If z ∈ R, its radius of convergence is 0 ≤ sin2 z < 1.
There are 23 − 1 possible polynomials of the 4-term recurrence relation in table 4.2. 7
polynomial solutions of the minimum asymptotic expansions for the Lame´ wave equation
are as follows.
For polynomial of type 1, (4.5.6b) and (4.5.6c) are only available for the minimum
asymptotic (geometric) series y(x) of the Lame´ wave equation around x = 0: (4.5.6a) is
negligible for the minimum y(x) because α1,n term is terminated at the specific
eigenvalues. Substitute (4.5.6b) and (4.5.6c) into (4.5.7) with α1 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + k2x2
(4.5.9)
where
∣∣k2x2∣∣ < 1.
For polynomial of type 2, (4.5.6a) and (4.5.6c) are only available for the minimum
asymptotic (geometric) series y(x) of the Lame´ wave equation around x = 0: (4.5.6b) is
negligible for the minimum y(x) because α2,n term is terminated at the specific
eigenvalues. Substitute (4.5.6a) and (4.5.6c) into (4.5.7) with α2 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− (1 + k2)x (4.5.10)
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where
∣∣(1 + k2)x∣∣ < 1.
For polynomial of type 3, (4.5.6a) and (4.5.6b) are only available for the minimum
asymptotic (geometric) series y(x) of the Lame´ wave equation around x = 0: (4.5.6c) is
negligible for the minimum y(x) because α3,n term is terminated at the specific
eigenvalues. Substitute (4.5.6a) and (4.5.6b) into (4.5.7) with α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− (1 + k2)x+ k2x2 (4.5.11)
where ∣∣(1 + k2)x∣∣+ ∣∣−k2x2∣∣ < 1
For polynomial of type 4, (4.5.6c) is only available for the minimum asymptotic
(geometric) series y(x) of the Lame´ wave equation around x = 0: (4.5.6a) and (4.5.6b)
are negligible for the minimum y(x) because α1,n and α2,n terms are terminated at the
specific eigenvalues. Substitute (4.5.6c) into (4.5.7) with α1 = α2 = 0.
min
(
lim
n≫1
y(x)
)
= 1 (4.5.12)
where −∞ < x <∞.
For polynomial of type 5, (4.5.6b) is only available for the minimum asymptotic
(geometric) series y(x) of the Lame´ wave equation around x = 0: (4.5.6a) and (4.5.6c) are
negligible for the minimum y(x) because α1,n and α3,n terms are terminated at the
specific eigenvalues. Substitute (4.5.6b) into (4.5.7) with α1 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + k2x2
(4.5.13)
where
∣∣k2x2∣∣ < 1.
For polynomial of type 6, (4.5.6a) is only available for the minimum asymptotic
(geometric) series y(x) of the Lame´ wave equation around x = 0: (4.5.6b) and (4.5.6c) are
negligible for the minimum y(x) because α2,n and α3,n terms are terminated at the
specific eigenvalues. Substitute (4.5.6a) into (4.5.7) with α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1− (1 + k2)x (4.5.14)
where
∣∣(1 + k2)x∣∣ < 1. There is no asymptotic series solution as n≫ 1 for a polynomial
of type 7, because α1,n, α2,n and α3,n terms are terminated at the specific eigenvalues.
The boundary condition for this is given by −∞ < x <∞.
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The Lame´ wave equation around x = 1 is taken by putting ̺ = 1− x into (4.5.2).
d2y
d̺2
+
1
2
(
1
̺
+
1
̺− 1 +
1
̺− (1− δ)
)
dy
d̺
+
−(β + γ) + (µ + 2γ)̺− γ̺2
̺(̺− 1)(̺− (1− δ)) y = 0 (4.5.15)
If we compare (4.5.15) with (4.5.2), all coefficients on the above are correspondent to the
following way.
δ −→ 1− δ
β −→ −(β + γ)
µ −→ µ+ 2γ
γ −→ −γ
x −→ ̺ = 1− x
(4.5.16)
Putting (4.5.16) into (4.5.8)–(4.5.14), we obtain asymptotic series (geometric) solutions
y(̺) of the Lame´ wave equation around x = 1 where ̺ = 1− x for an infinite series and 7
polynomials.
The Lame´ wave equation around x = δ is taken by putting φ = 1− δ−1x into (4.5.2).
d2y
dφ2
+
1
2
(
1
φ
+
1
φ− 1 +
1
φ− (1− δ−1)
)
dy
dφ
+
−(γδ + µ+ δ−1β) + (µ+ 2γδ)φ − γδφ2
φ(φ− 1)(φ− (1− δ)) y = 0
(4.5.17)
If we compare (4.5.17) with (4.5.2), all coefficients on the above are correspondent to the
following way.
δ −→ 1− δ−1
β −→ −(γδ + µ+ δ−1β)
µ −→ µ+ 2γδ
γ −→ −γδ
x −→ φ = 1− δ−1x
(4.5.18)
Putting (4.5.18) into (4.5.8)–(4.5.14), we obtain asymptotic series (geometric) solutions
y(φ) of the Lame´ wave equation around x = δ where φ = 1− δ−1x for an infinite series
and 7 polynomials.
4.6 Triconfluent Heun equation (THE)
The THE in canonical form is one of confluent forms of Heun’s differential equation
which is written by [4, 5]
d2y
dz2
− (γ + 3z2) dy
dz
+ (α+ (β − 3)z) y = 0 (4.6.1)
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where α, β, γ ∈ C. This equation has only one irregular singular point which is ∞ with an
exponent − δγ .
The THE around z =∞ is taken by putting x = 1/z into (4.6.1).
x5
d2y
dx2
+
(
2x4 + γx3 + 3x
) dy
dx
+ ((β − 3) + αx) y = 0 (4.6.2)
Looking for a solution of (4.6.2) through the expansion
y(x) =
∞∑
n=0
cnx
n+λ
We obtain the following conditions:
cn+1 = α1,n cn + α2,n cn−1 + α3,n cn−2 ;n ≥ 2 (4.6.3)
where,
α1,n = − α
3
(
n+ β3 + λ
) (4.6.4a)
α2,n = − γ(n− 1 + λ)
3
(
n+ β3 + λ
) (4.6.4b)
α3,n = −(n− 1 + λ)(n− 2 + λ)
3
(
n+ β3 + λ
) (4.6.4c)
and
c1 = α1,0c0, c2 = (α1,0α1,1 + α2,1) c0 (4.6.4d)
We only have one indicial root λ = −β3 + 1. (4.6.3) is the 4-term recurrence relation
which is equivalent to the form of Heine differential equation around z = a2 or a3.
Let n≫ 1 for an asymptotic expansion of a function y(x) in (4.6.3) and (4.6.4a)–(4.6.4d).
cn+1 = α1 cn + α2 cn−1 + α3 cn−2 ;n ≥ 2 (4.6.5)
where,
α1 = 0 (4.6.6a)
α2 = −γ
3
(4.6.6b)
α3 =∞ (4.6.6c)
by letting c1 = α1c0 and c2 = (α
2
1 + α2)c0 for simple computations. The infinite series of
y(x) for the THE is divergent as n≫ 1 because of (4.6.6c). For polynomials, at least α3,n
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term must to be terminated at certain value of index n for convergence. Therefore, four
types of polynomials are only available in table 4.2 for this case such as (1) a polynomial
of type 3, (2) a polynomial of type 5, (3) a polynomial of type 6 and (4) a polynomial of
type 7.
In general, an asymptotic series and the radius convergence for the 4-term recursive
relation of a linear ODE is written by putting k = 3 into (4.1.5).
lim
n≫1
y(x) =
1
1− (α1x+ α2x2 + α3x3) where |α1x|+
∣∣α2x2∣∣+ ∣∣α3x3∣∣ < 1 (4.6.7)
For a polynomial of type 3, (4.6.6a) and (4.6.6b) are only available for an asymptotic
(geometric) series y(x) of the THE around x = 0: (4.6.6c) is negligible for the minimum
y(x) because α3,n term is terminated at the specific eigenvalues. Substitute (4.6.6a) and
(4.6.6b) into (4.6.7) with α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + γ3x
2
(4.6.8)
where
∣∣γ
3x
2
∣∣ < 1.
For a polynomial of type 5, (4.6.6b) is only available for an asymptotic (geometric) series
y(x) of the THE around x = 0: (4.6.6a) and (4.6.6c) are negligible for the minimum y(x)
because α1,n and α3,n terms are terminated at the specific eigenvalues. Substitute
(4.6.6b) into (4.6.7) with α1 = α3 = 0.
min
(
lim
n≫1
y(x)
)
=
1
1 + γ3x
2
(4.6.9)
where
∣∣γ
3x
2
∣∣ < 1.
For a polynomial of type 6, (4.6.6a) is only available for an asymptotic (geometric) series
y(x) of the THE around x = 0: (4.6.6b) and (4.6.6c) are negligible for the minimum y(x)
because α2,n and α3,n terms are terminated at the specific eigenvalues. Substitute
(4.6.6a) into (4.6.7) with α2 = α3 = 0.
min
(
lim
n≫1
y(x)
)
= 1 (4.6.10)
where −∞ < x <∞. There is no asymptotic series solution as n≫ 1 for a polynomial of
type 7, because α1,n, α2,n and α3,n terms are terminated at the specific eigenvalues. The
boundary condition for this is given by −∞ < x <∞.
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4.7 Summary
We all recognize that nature is a nonlinear system and we always linearize the physical
system for computational simplicities. And we usually utilize the differential equation,
especially a linear differential equation, for the linearized physical phenomena. When we
look through all modern physical theories such as E& M, quantum mechanic, QCD,
general relativity, astronomy, quantum electrodynomic, supersymmetry, string theories,
etc, finally we are confronted with solving linear differential equations at the end. Even if
a linear ODE is the most simple form among all differential equations, the analytic
solution of them are unknown. From the birth of differential equations until the 21th
century, we only have described all nature with 2 different successive coefficients in a
power series because of its simple computation. However, since modern physics come out
the world, we can not describe all physical problems with hypergeometric type-equation
any more: hypergeometric equation is considered as the mother of all linear ODEs having
the 2-term recursive relation in a power series. We need at least three different coefficient
in a power series to describe the linearized nature.
In the first, second [1, 2] and this series, we show how to analyze Frobenius solutions of
linear ODEs having the 3-term recurrence relation in a power series including their
integral forms and generating functions for their polynomials: the generating function for
a polynomial in a linear ODE is really helpful to construct orthogonal relations and
physical expectation values.
However, more than the 4-term case of a linear ODE, its general solutions by using the
Frobenius method are supremely complicated as we all guess. Instead of constructing
power series solutions of them, we derive asymptotic series in closed forms and its
boundary condition for the (k + 1)-recurrence relation where k ∈ N in a linear ODE. For
the (k + 1)-term recurrence relation, the power series solutions have an infinite series and
2k − 1 possible polynomials.
And we apply this mathematical formula to 5 different examples such as Riemann’s,
Heine, Generalized Heun’s, Ellipsoidal wave and Triconfluent Heun equations for an
infinite series and polynomials. These five examples are made of 4 or 5 term recurrence
relation in their power series. One interesting observation resulting from all asymptotic
series of the above 5 examples is the fact that its mathematical expression is discovered
by relating the series to the geometric series.
Even if we do not know general solutions in series of a linear ODE having more than
4-term recursive relation between successive coefficients, we can decide at least what
physical conditions make convergent or divergent with given coefficients in their linear
ODEs according to their asymptotic series in closed forms. And their boundary
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conditions provide us ranges of the physical distance. These factors are really important
for investigating any mathematical physics problems. Because we are able to determine
whether a linear ODE is an infinite series or a polynomial from these ingredients. In
general, we describe most of modern physical problems with linear ODEs. These ODEs
are usually quantized and it provides that general solutions in series must be
polynomials. We always obtain physical eigenvalues from the form of polynomials in
series; for example, eigenvalues are related with the mass of particles in modern physics
such as supersymmetry, QCD and particle physics theories.
In the next series, we show how to obtain a power series in the closed form for the
multi-term recurrence relation even if it is extremely complicated. Many authors
probably treat that its rigor mathematical solutions with summation schemes are useless
because of its computations in the numerical analysis. However, we are able to observe at
least how power series solutions are constructed and transform to other well-known
hypergeoemtric type-functions. Most significant factor is that we can obtain eigenvalues
from general solutions in series. (Eigenvalues are really important to physics. As
mentioned above, it tells us everything!)
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Chapter 5
Complete polynomials of Heun
equation using three-term
recurrence formula
For an infinite series and a polynomial which makes Bn term terminated, power series
expansions and integral representations of Heun equation are constructed analytically by
applying three term recurrence formula (3TRF). [2, 3]
In chapter 2 of Ref.[1], I apply reversible three term recurrence formula (R3TRF) to
power series expansions in closed forms and integral forms of Heun equation for an
infinite series and a polynomial which makes An term terminated.
In this chapter I apply mathematical formulas of complete polynomials using 3TRF to
the Frobenius solutions in closed forms of Heun equation for a polynomial which makes
An and Bn terms terminated in which the coefficients are given explicitly.
Nine examples of 192 local solutions of the Heun equation (Maier, 2007) are provided in
the appendix. For each example, I construct power series expansions of Heun equation for
complete polynomials using 3TRF.
5.1 Introduction
The Heun function is considered as the mother of all well-known special functions such
as: Spheroidal Wave, Lame, Mathieu, hypergeometric type functions, etc. The power
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series of Heun’s equation has a 3-term recursive relation between successive coefficients.
According to Karl Heun [5, 6], Heun equation is a second-order linear ODE which has
four regular singular points. Heun’s equation has four different types of a confluent form
such as Confluent Heun, Doubly-Confluent Heun, Biconfluent Heun and Triconfluent
Heun equations.Even if Heun’s equation was discovered in 1889, it has not utilized in
mathematics and physics areas until recently because of its three different successive
coefficients in its formal series. Power series solutions for the 3-term recurrence relation in
a linear ODE are really hard to be derived analytically in which the coefficients are given
in an explicit manner, and even their numerical calculation proved. [16] However, since
around 1990, Heun’s equation has started to arise again in fields of modern physics such
as quantum theories, general relativity, string theory, etc. Its equation has appeared in
various areas such as Kerr-de Sitter black holes problems [17, 18, 19, 20, 21, 22],
Calogero-Moser-Sutherland systems [23, 24, 25, 26], quantum inozemtsev model [27], etc.
Heun ordinary differential equation is given by [5, 6, 7, 8]
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (5.1.1)
With the condition ǫ = α+ β − γ − δ + 1. The parameters play different roles: a 6= 0 is
the singularity parameter, α, β, γ, δ, ǫ are exponent parameters, q is the accessory
parameter. Also, α and β are identical to each other. The total number of free
parameters is six. It has four regular singular points which are 0, 1, a and ∞ with
exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ} and {α, β}.
We assume the solution takes the form
y(x) =
∞∑
n=0
cnx
n+λ (5.1.2)
where λ is an indicial root. Substituting (5.1.2) into (5.1.1) gives for the coefficients cn
the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (5.1.3)
where
An =
(n + λ)(n − 1 + γ + ǫ+ λ+ a(n− 1 + γ + λ+ δ)) + q
a(n+ 1 + λ)(n + γ + λ)
=
(n + λ)(n + α+ β − δ + λ+ a(n+ δ + γ − 1 + λ)) + q
a(n+ 1 + λ)(n + γ + λ)
(5.1.4a)
Bn = −(n− 1 + λ)(n + γ + δ + ǫ− 2 + λ) + αβ
a(n+ 1 + λ)(n+ γ + λ)
= −(n− 1 + λ+ α)(n − 1 + λ+ β)
a(n + 1 + λ)(n + γ + λ)
(5.1.4b)
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c1 = A0 c0 (5.1.4c)
We have two indicial roots which are λ = 0 and 1− γ
5.2 Power series
With my definition, power series solutions in the three term recurrence relation of a linear
ODE have an infinite series and three types of polynomials: (1) a polynomial which
makes Bn term terminated; An term is not terminated, (2) a polynomial which makes An
term terminated; Bn term is not terminated, (3) a polynomial which makes An and Bn
terms terminated at the same time.
In Ref.[2, 3] I show how to obtain power series expansions in closed forms of Heun
equation around x = 0 and its combined definite and contour integrals for an infinite
series and a polynomial of type 1 by applying 3TRF. The sequence cn combines into
combinations of An and Bn terms in (5.1.3). This is done by letting An in the sequence
cn is the leading term in the analytic function y(x): I observe the term of sequence cn
which includes zero term of A′ns, one term of A
′
ns, two terms of A
′
ns, three terms of A
′
ns,
etc. For a polynomial of type 1, I treat γ, δ and q as free variables and fixed values of α
and/or β.
In chapter 2 of Ref.[1] I show how to describe the Frobenius solutions in closed forms of
Heun equation around x = 0 and its integral representations for an infinite series and a
polynomial of type 2 by applying R3TRF. This is done by letting Bn in the sequence cn
is the leading term in the analytic function y(x): I observe the term of sequence cn which
includes zero term of B′ns, one term of B
′
ns, two terms of B
′
ns, three terms of B
′
ns, etc.
For a polynomial of type 2, I treat α, β, γ and δ as free variables and a fixed value of q.
In general, Heun (spectral) polynomial has been defined as a type 3 polynomial where An
and Bn terms terminated. According to Shapiro et al., [11, 12, 13] Heun’s equation has
the form {
Q(z)
d2
dz2
+ P (z)
d
dz
+ V (z)
}
S(z) = 0
where Q(z) is a cubic complex polynomial, P (z) is a polynomial of degree at most 2 and
V (z) is at most linear. They investigate spectral polynomials of the Heun equation in the
case of real roots of these polynomials and asymptotic root distribution when complex
roots are present. The Heun (spectral) polynomials has a polynomial solution y(x) for a
given degree n. They study the union of the roots of the latter set of V (z)’s when n→∞.
Mart´ınez-Finkelshtein and Rakhmanov [14] investigate the asymptotic zero distribution
of Heine-Stieltjes polynomials with complex polynomial coefficients –Heun polynomials is
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the special case of Stieltjes polynomials. Kalnins et al. [9, 10] describe Heun polynomials
in terms of Jacobi polynomials. This is done by utilizing group theory and its connection
with the method of separation of variables applied to the Laplace-Beltrami eigenvalue
equation on the n-sphere.
With an accessory parameter belonging to a hyperelliptic spectral curve, Smirnov [15]
derives an integral representation of finite-gap solutions of Heuns equation (at a close
connection with Treibich-Verdier equation) with nonnegative exponent parameters from
the Liouville formula. He shows that power series solutions of Heun’s equation are
analyzed in terms of Heun polynomials since an accessory parameter is equal to
branching points of the hyperelliptic curve with any integer exponent parameters.
Heun polynomial comes from the Heun differential equation around x = 0 in (5.1.1) that
has a fixed value of α or β, just as it has a fixed value of q. In the 3-term recurrence
relation in a linear ODE, a polynomial of type 3 I categorize as complete polynomials.
Complete polynomials can be divided into two different types which are the first species
complete polynomial and the second species complete polynomial.
If a parameter of a numerator in Bn term and a (spectral) parameter of a numerator in
An term are fixed constants, we should apply the first species complete polynomial. And
if two parameters of a numerator in Bn term and a parameter of a numerator in An term
are fixed constants, the second species complete polynomial is able to be utilized. The
former has multi-valued roots of an eigenvalue (spectral parameter) in An term, but the
latter has only one valued root of each eigenvalue in An term. For the first species
complete polynomial of Heun’s equation around x = 0, I treat an exponent parameter α
(or β) and an accessory parameter q are fixed constants. And as parameters α, β and q
are fixed constants, the second species complete polynomial must to be applied.
In chapter 1 I construct the mathematical formulas of complete polynomials for the first
and second species, by allowing An as the leading term in each sub-power series of the
general power series y(x), as “complete polynomials using 3-term recurrence formula
(3TRF)” In this chapter, by applying complete polynomials using 3TRF, I construct the
power series expansion in closed forms of Heun equation around x = 0 for a polynomial
which makes An and Bn terms terminated.
5.2.1 The first species complete polynomial using 3TRF
For the first species complete polynomial, we need a condition which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (5.2.1)
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(5.2.1) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 5.2.1 In chapter 1, the general expression of a function y(x) for the first
species complete polynomial using 3-term recurrence formula and its algebraic equation
for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(1, 0) (5.2.2)
y(x) = y00(x) (5.2.3)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (5.2.4)
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (5.2.5)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (5.2.6)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (5.2.7)
In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (5.2.8)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(5.2.9)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (5.2.10)
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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (5.2.11)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (5.2.12)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (5.2.13)
Put n = j + 1 in (5.1.4b) and use the condition Bj+1 = 0 for α.
α = −j − λ (5.2.14)
Take (5.2.14) into (5.1.4a) and (5.1.4b).
An =
(n + λ)(n − j + β − δ + a(n+ δ + γ − 1 + λ)) + q
a(n+ 1 + λ)(n + γ + λ)
(5.2.15a)
Bn = −(n− 1− j)(n − 1 + λ+ β)
a(n+ 1 + λ)(n + γ + λ)
(5.2.15b)
Now the condition cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and thus
has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can be
arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (5.2.15a) and (5.2.15b) into (5.2.8)–(5.2.13).
As B1 = c1 = 0, take the new (5.2.9) into (5.2.2) putting j = 0. Substitute the new
(5.2.11) into (5.2.3) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (5.2.8)–(5.2.10) into (5.2.4) putting j = 2N + 1.
Substitute the new (5.2.11)–(5.2.13) into (5.2.5) putting j = 2N + 1 and q = qm2N+1.
As B2N+3 = c2N+3 = 0, take the new (5.2.8)–(5.2.10) into (5.2.6) putting j = 2N + 2.
Substitute the new (5.2.11)–(5.2.13) into (5.2.7) putting j = 2N + 2 and q = qm2N+2.
After the replacement process, the general expression of power series of Heun equation
about x = 0 for the first species complete polynomial using 3-term recurrence formula
and its algebraic equation for the determination of an accessory parameter q are given by
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1. As α = −λ,
An algebraic equation of degree 1 for the determination of q is given by
0 = c¯(1, 0; 0, q) = q + λ(β − δ + a(γ + δ − 1 + λ)) (5.2.16)
The eigenvalue of q is written by q00 . Its eigenfunction is given by
y(x) = y00
(
0, q00 ;x
)
= c0x
λ (5.2.17)
2. As α = −2N − 1− λ where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (5.2.18)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) =
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(5.2.19)
3. As α = −2N − 2− λ where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (5.2.20)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) =
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(5.2.21)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
β
2 +
λ
2
)
n(
1 + λ2
)
n
(γ
2 +
1
2 +
λ
2
)
n
(
−1
a
)n
(5.2.22)
c¯(1, n; j, q) =
(
1 + a
a
) n∑
i0=0
(
i0 +
λ
2
) (
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0
(
β
2 +
λ
2
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
×
(
− j2 + 12
)
n
(
β
2 +
1
2 +
λ
2
)
n
(
3
2 +
λ
2
)
i0
(γ
2 + 1 +
λ
2
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2 +
λ
2
)
i0
(
3
2 +
λ
2
)
n
(γ
2 + 1 +
λ
2
)
n
(
−1
a
)n
(5.2.23)
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c¯(τ, n; j, q) =
(
1 + a
a
)τ n∑
i0=0
(
i0 +
λ
2
) (
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0
(
β
2 +
λ
2
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
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λ
2
) (
ik + Γ
(F )
k
)
+ q4(1+a)(
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k
2 +
1
2 +
λ
2
) (
ik +
k
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γ
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λ
2
)
×
(
− j2 + k2
)
ik
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β
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k
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λ
2
)
ik
(
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λ
2
)
ik−1
(γ
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1
2 +
k
2 +
λ
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2 +
λ
2
)
ik−1
(
1 + k2 +
λ
2
)
ik
(γ
2 +
1
2 +
k
2 +
λ
2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 +
τ
2 +
λ
2
)
n
(
1 + τ2 +
λ
2
)
iτ−1
(γ
2 +
1
2 +
τ
2 +
λ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2 +
λ
2
)
iτ−1
(
1 + τ2 +
λ
2
)
n
(γ
2 +
1
2 +
τ
2 +
λ
2
)
n
(
−1
a
)n
(5.2.24)
ym0 (j, q;x) = c0x
λ
m∑
i0=0
(
− j2
)
i0
(
β
2 +
λ
2
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
zi0 (5.2.25)
ym1 (j, q;x) = c0x
λ

m∑
i0=0
(
i0 +
λ
2
) (
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0
(
β
2 +
λ
2
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 +
1
2 +
λ
2
)
i1
(
3
2 +
λ
2
)
i0
(γ
2 + 1 +
λ
2
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2 +
λ
2
)
i0
(
3
2 +
λ
2
)
i1
(γ
2 + 1 +
λ
2
)
i1
zi1
 η (5.2.26)
ymτ (j, q;x) = c0x
λ

m∑
i0=0
(
i0 +
λ
2
) (
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0
(
β
2 +
λ
2
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
λ
2
) (
ik + Γ
(F )
k
)
+ q4(1+a)(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
γ
2 +
λ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2 +
λ
2
)
ik
(
1 + k2 +
λ
2
)
ik−1
(γ
2 +
1
2 +
k
2 +
λ
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2 +
λ
2
)
ik−1
(
1 + k2 +
λ
2
)
ik
(γ
2 +
1
2 +
k
2 +
λ
2
)
ik
 (5.2.27)
×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 +
τ
2 +
λ
2
)
iτ
(
1 + τ2 +
λ
2
)
iτ−1
(γ
2 +
1
2 +
τ
2 +
λ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2 +
λ
2
)
iτ−1
(
1 + τ2 +
λ
2
)
iτ
(γ
2 +
1
2 +
τ
2 +
λ
2
)
iτ
ziτ
 ητ
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where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Γ
(F )
0 =
1
2(1+a) (β − δ − j + a (γ + δ − 1 + λ))
Γ
(F )
k =
1
2(1+a) (β − δ − j + k + a (γ + δ − 1 + k + λ))
Put c0= 1 as λ = 0 for the first kind of independent solutions of Heun equation and
c0 =
(
1 + a
a
)1−γ
as λ = 1− γ for the second one in (5.2.16)–(5.2.27).
Remark 5.2.2 The power series expansion of Heun equation of the first kind for the
first species complete polynomial using 3TRF about x = 0 is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = HpF0,0
(
a, q = q00 = 0;α = 0, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 (5.2.28)
2. As α = −2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (5.2.29)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) = HpF2N+1,m
(
a, q = qm2N+1;α = −2N − 1, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(5.2.30)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (5.2.31)
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The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = HpF2N+2,m
(
a, q = qm2N+2;α = −2N − 2, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(5.2.32)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
β
2
)
n
(1)n
(γ
2 +
1
2
)
n
(
−1
a
)n
(5.2.33)
c¯(1, n; j, q) =
(
1 + a
a
) n∑
i0=0
i0
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(F )
0
)
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)
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2
)
i0
(1)i0
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1
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)
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×
(
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β
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2
)
n
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2
)
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)
i0(
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)
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(
β
2 +
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2
)
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(
3
2
)
n
(γ
2 + 1
)
n
(
−1
a
)n
(5.2.34)
c¯(τ, n; j, q) =
(
1 + a
a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
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β
2 +
k
2
)
ik
(
k
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)
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1
2 +
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ik−1(
− j2 + k2
)
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β
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k
2
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(
k
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ik
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2
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ik

×
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(
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2
)
n
(
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)
iτ−1
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τ
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(
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(
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)
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1
2 +
τ
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(
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a
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(5.2.35)
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ym0 (j, q;x) =
m∑
i0=0
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0 (5.2.36)
ym1 (j, q;x) =

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)
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zi1
 η (5.2.37)
ymτ (j, q;x) =

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)
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2
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2
)
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k
)
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k
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1
2
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k
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)
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)
ik
(
β
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k
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)
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(
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)
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1
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)
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(
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2 +
k
2
)
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(
k
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)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
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)
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(
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)
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(γ
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1
2 +
τ
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 ητ (5.2.38)
where 
τ ≥ 2
Γ
(F )
0 =
1
2(1+a) (β − δ − j + a (γ + δ − 1))
Γ
(F )
k =
1
2(1+a) (β − δ − j + k + a (γ + δ − 1 + k))
Remark 5.2.3 The power series expansion of Heun equation of the second kind for the
first species complete polynomial using 3TRF about x = 0 is given by
1. As α = γ − 1 and q = q00 = (γ − 1)(β − δ + aδ),
The eigenfunction is given by
y(x) = HpS0,0
(
a, q = q00 = (γ − 1)(β − δ + aδ);α = γ − 1, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= η1−γ (5.2.39)
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2. As α = γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (5.2.40)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) = HpS2N+1,m
(
a, q = qm2N+1;α = γ − 2N − 2, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(5.2.41)
3. As α = γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (5.2.42)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = HpS2N+2,m
(
a, q = qm2N+2;α = γ − 2N − 3, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(5.2.43)
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In the above,
c¯(0, n; j, q) =
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n
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β
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)
n(
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)
n
(1)n
(
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a
)n
(5.2.44)
c¯(1, n; j, q) =
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a
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(5.2.45)
c¯(τ, n; j, q) =
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1 + a
a
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(5.2.46)
×
(
− j2 + τ2
)
n
(
β
2 − γ2 + τ2 + 12
)
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τ
2 +
3
2 − γ2
)
iτ−1
(
τ
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)
iτ−1(
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iτ−1
(
β
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(
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ym0 (j, q;x) = η
1−γ
m∑
i0=0
(
− j2
)
i0
(
β
2 − γ2 + 12
)
i0(
3
2 − γ2
)
i0
(1)i0
zi0 (5.2.47)
ym1 (j, q;x) = η
1−γ

m∑
i0=0
(
i0 +
1
2 − γ2
) (
i0Γ
(F )
0
)
+ q4(1+a)(
i0 + 1− γ2
) (
i0 +
1
2
)
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− j2
)
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β
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)
i0(
3
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)
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×
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)
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)
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3
2
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β
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)
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)
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(
3
2
)
i1
zi1
 η (5.2.48)
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ymτ (j, q;x) = η
1−γ

m∑
i0=0
(
i0 +
1
2 − γ2
) (
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0
(
β
2 − γ2 + 12
)
i0(
3
2 − γ2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
1
2 − γ2
)(
ik + Γ
(F )
k
)
+ q4(1+a)(
ik +
k
2 + 1− γ2
) (
ik +
k
2 +
1
2
)
×
(
− j2 + k2
)
ik
(
β
2 − γ2 + k2 + 12
)
ik
(
k
2 +
3
2 − γ2
)
ik−1
(
k
2 + 1
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − γ2 + k2 + 12
)
ik−1
(
k
2 +
3
2 − γ2
)
ik
(
k
2 + 1
)
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 (5.2.49)
×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 − γ2 + τ2 + 12
)
iτ
(
τ
2 +
3
2 − γ2
)
iτ−1
(
τ
2 + 1
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − γ2 + τ2 + 12
)
iτ−1
(
τ
2 +
3
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)
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(
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 ητ
where 
τ ≥ 2
Γ
(F )
0 =
1
2(1+a) (β − δ − j + aδ)
Γ
(F )
k =
1
2(1+a) (β − δ − j + k + a (δ + k))
5.2.2 The second species complete polynomial using 3TRF
For the second species complete polynomial, we need a condition which is defined by
Bj = Bj+1 = Aj = 0 where j ∈ N0 (5.2.50)
Theorem 5.2.4 In chapter 1, the general expression of a function y(x) for the second
species complete polynomial using 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x) (5.2.51)
2. As B2N+1 = B2N+2 = A2N+1 = 0 where N ∈ N0,
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (5.2.52)
5.2. POWER SERIES 135
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (5.2.53)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (5.2.54)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (5.2.55)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (5.2.56)
Put n = j + 1 in (5.1.4b) and use the condition Bj+1 = 0 for α.
α = −j − λ (5.2.57)
Put n = j in (5.1.4b) and use the condition Bj = 0 for β.
β = −j + 1− λ (5.2.58)
Substitute (5.2.57) and (5.2.58) into (5.1.4a). Put n = j in the new (5.1.4a) and use the
condition Aj = 0 for q.
q = −(j + λ) [−δ − j + 1− λ+ a(γ + δ + j − 1 + λ)] (5.2.59)
Take (5.2.57), (5.2.58) and (5.2.59) into (5.1.4a) and (5.1.4b).
An =
1 + a
a
(n− j)
[
n+ 11+a (−δ − j + 1 + a (γ + δ + j − 1 + 2λ))
]
(n+ 1 + λ)(n + γ + λ)
(5.2.60a)
Bn = −1
a
(n− j)(n − j − 1)
(n+ 1 + λ)(n + γ + λ)
(5.2.60b)
Substitute (5.2.60a) and (5.2.60b) into (5.2.54)–(5.2.56).
As B1 = A0 = 0, substitute the new (5.2.54) into (5.2.51) putting j = 0.
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As B2N+1 = B2N+2 = A2N+1 = 0, substitute the new (5.2.54)–(5.2.56) into (5.2.52)
putting j = 2N + 1.
As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new (5.2.54)–(5.2.56) into (5.2.53)
putting j = 2N + 2.
After the replacement process, the general expression of power series of Heun equation
about x = 0 for the second species complete polynomial using 3-term recurrence formula
is given by
1. As α = −λ, β = 1− λ and q = −λ [−δ + 1− λ+ a (γ + δ − 1 + λ)],
Its eigenfunction is given by
y(x) = y00(0;x) = c0x
λ (5.2.61)
2. As α = −2N − 1− λ, β = −2N − λ and
q = − (2N + 1 + λ) [−δ − 2N − λ+ a (γ + δ + 2N + λ)] where N ∈ N0,
Its eigenfunction is given by
y(x) =
N∑
r=0
yN−r2r (2N + 1;x) +
N∑
r=0
yN−r2r+1 (2N + 1;x) (5.2.62)
3. As α = −2N − 2− λ, β = −2N − 1− λ and
q = − (2N + 2 + λ) [−δ − 2N − 1− λ+ a (γ + δ + 2N + 1 + λ)] where N ∈ N0,
Its eigenfunction is given by
y(x) =
N+1∑
r=0
yN+1−r2r (2N + 2;x) +
N∑
r=0
yN−r2r+1 (2N + 2;x) (5.2.63)
In the above,
ym0 (j;x) = c0x
λ
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
zi0 (5.2.64)
ym1 (j;x) = c0x
λ

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
3
2 +
λ
2
)
i0
(γ
2 + 1 +
λ
2
)
i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
3
2 +
λ
2
)
i1
(γ
2 + 1 +
λ
2
)
i1
zi1
 η (5.2.65)
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ymτ (j;x) = c0x
λ

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0(
1 + λ2
)
i0
(γ
2 +
1
2 +
λ
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
γ
2 +
λ
2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
1 + k2 +
λ
2
)
ik−1
(γ
2 +
1
2 +
k
2 +
λ
2
)
ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
1 + k2 +
λ
2
)
ik
(γ
2 +
1
2 +
k
2 +
λ
2
)
ik
 (5.2.66)
×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
1 + τ2 +
λ
2
)
iτ−1
(γ
2 +
1
2 +
τ
2 +
λ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
1 + τ2 +
λ
2
)
iτ
(γ
2 +
1
2 +
τ
2 +
λ
2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Γ(S) = 12(1+a) (−δ − j + 1 + a (γ + δ − 1 + j + 2λ))
Put c0= 1 as λ = 0 for the first kind of independent solutions of Heun equation and
c0 =
(
1 + a
a
)1−γ
as λ = 1− γ for the second one in (5.2.61)–(5.2.66).
Remark 5.2.5 The power series expansion of Heun equation of the first kind for the
second species complete polynomial using 3TRF about x = 0 is given by
1. As α = 0, β = 1 and q = 0,
Its eigenfunction is given by
y(x) = HpF0
(
a, q = 0;α = 0, β = 1, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 (5.2.67)
2. As α = −2N − 1, β = −2N and q = (2N + 1) [δ + 2N − a (γ + δ + 2N)] where
N ∈ N0,
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Its eigenfunction is given by
y(x) = HpF2N+1
(
a, q = (2N + 1) [δ + 2N − a (γ + δ + 2N)] ;α = −2N − 1
, β = −2N, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N∑
r=0
yN−r2r (2N + 1;x) +
N∑
r=0
yN−r2r+1 (2N + 1;x) (5.2.68)
3. As α = −2N − 2, β = −2N − 1 and q = (2N + 2) [δ + 2N + 1− a (γ + δ + 2N + 1)]
where N ∈ N0,
Its eigenfunction is given by
y(x) = HpF2N+2
(
a, q = (2N + 2) [δ + 2N + 1− a (γ + δ + 2N + 1)] ;α = −2N − 2
, β = −2N − 1, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
yN+1−r2r (2N + 2;x) +
N∑
r=0
yN−r2r+1 (2N + 2;x) (5.2.69)
In the above,
ym0 (j;x) =
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0 (5.2.70)
ym1 (j;x) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
3
2
)
i1
(γ
2 + 1
)
i1
zi1
 η (5.2.71)
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ymτ (j;x) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik
 (5.2.72)
×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
iτ
(γ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
where {
τ ≥ 2
Γ(S) = 12(1+a) (−δ − j + 1 + a (γ + δ − 1 + j))
Remark 5.2.6 The power series expansion of Heun equation of the second kind for the
second species complete polynomial using 3TRF about x = 0 is given by
1. As α = γ − 1, β = γ and q = (γ − 1) [γ − δ + aδ],
Its eigenfunction is given by
y(x) = HpS0
(
a, q = (γ − 1) [γ − δ + aδ] ;α = γ − 1, β = γ, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
= η1−γ (5.2.73)
2. As α = γ − 2N − 2, β = γ − 2N − 1 and
q = (γ − 2N − 2) [γ − δ − 2N − 1 + a (δ + 2N + 1)] where N ∈ N0,
Its eigenfunction is given by
y(x) = HpS2N+1
(
a, q = (γ − 2N − 2) [γ − δ − 2N − 1 + a (δ + 2N + 1)] ;α = γ − 2N − 2
, β = γ − 2N − 1, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N∑
r=0
yN−r2r (2N + 1;x) +
N∑
r=0
yN−r2r+1 (2N + 1;x) (5.2.74)
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3. As α = γ − 2N − 3, β = γ − 2N − 2 and
q = (γ − 2N − 3) [γ − δ − 2N − 2 + a (δ + 2N + 2)] where N ∈ N0,
Its eigenfunction is given by
y(x) = HpS2N+2
(
a, q = (γ − 2N − 3) [γ − δ − 2N − 2 + a (δ + 2N + 2)] ;α = γ − 2N − 3
, β = γ − 2N − 2, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
yN+1−r2r (2N + 2;x) +
N∑
r=0
yN−r2r+1 (2N + 2;x) (5.2.75)
In the above,
ym0 (j;x) = η
1−γ
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0(
3
2 − γ2
)
i0
(1)i0
zi0 (5.2.76)
ym1 (j;x) = η
1−γ

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0(
3
2 − γ2
)
i0
(1)i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
2− γ2
)
i0
(
3
2
)
i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
2− γ2
)
i1
(
3
2
)
i1
zi1
 η (5.2.77)
ymτ (j;x) = η
1−γ

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0(
3
2 − γ2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 + 1− γ2
) (
ik +
k
2 +
1
2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
k
2 +
3
2 − γ2
)
ik−1
(
k
2 + 1
)
ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
k
2 +
3
2 − γ2
)
ik
(
k
2 + 1
)
ik
 (5.2.78)
×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
τ
2 +
3
2 − γ2
)
iτ−1
(
τ
2 + 1
)
iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
τ
2 +
3
2 − γ2
)
iτ
(
τ
2 + 1
)
iτ
ziτ
 ητ
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where {
τ ≥ 2
Γ(S) = 12(1+a) (−δ − j + 1 + a (−γ + δ + j + 1))
It is required that γ 6= 0,−1,−2, · · · for the first kind of independent solutions of Heun
equation about x = 0 for the first and second species complete polynomials. Because if it
does not, its solutions will be divergent. By same reasons, it is required that
γ 6= 2, 3, 4, · · · for the second kind of independent solutions of Heun equation about x = 0
for the first and second species complete polynomials.
5.3 Summary
The power series expansion of Heun equation consists of a 3-term recursive relation
between consecutive coefficients. Hypergeometric equation has the 2-term recursive
relations between successive coefficients: the mathematical structures of it have been
built analytically including its integral representation and the generating function of it.
In contrast, the form of a power series in Heun equation is unknown currently involving
its integral forms and the orthogonal relation of it because its recursive relation involves
three terms. Instead of reducing 3-term in the recurrence relation into 2-term in order to
describe Heun functions in the form of hypergeometric type, I construct the power series
expansion in closed forms of Heun equation with a regular singularity at the origin by
substituting a power series with unknown coefficients into Heun equation directly.
Power Series solutions and integral representations of Heun equation for an infinite series
and a polynomial of type 1 are obtained by applying 3TRF in Ref.[2, 3]. Also, Frobenius
solutions of Heun equation including its integral forms for an infinite series and a
polynomial of type 2 are derived by applying R3TRF in chapter 2 of Ref.[1]. Infinite
series solutions of Heun equation by applying 3TRF and R3TRF are equivalent to each
other. For infinite series by applying 3TRF, Bn is the leading term in sequence cn in each
sub-power series of the analytic function y(x). For infinite series by applying R3TRF, An
is the leading term in each sub-power series of the analytic function y(x).
A polynomial which makes An and Bn terms terminated at the same time has two
different types: (1) the first species complete polynomial and (2) the second species
complete polynomial. Complete polynomials using 3TRF are derived by allowing An as
the leading term in each sub-power series of the general power series y(x). In the form of
a power series of Heun equation around x = 0 for the first species complete polynomial by
using 3TRF in this chapter, I treat β, γ and δ as free variables and fixed values of α and
q: the spectral parameter q has multi-valued roots of an eigenvalue. I construct the
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algebraic equation for the determination of the spectral parameter q in the form of partial
sums of the sequences {An} and {Bn} using 3TRF for computational practice rather
than using the matrix formalism. In the Frobenius solution of Heun equation for the
second species complete polynomial by using 3TRF, I treat γ and δ as free variables and
fixed values of α, β and q: the parameter q has only one valued root of each eigenvalue.
For polynomials of type 1 and 2 in Heun equation, the general power series y(x) consists
of infinite numbers of finite sub-power series. For a polynomial of type 1, An in sequence
cn is the leading term in each finite sub-power series. For a polynomial of type 2, Bn is
the leading term in each finite sub-power series. In contrast, for the first and second
species complete polynomials using 3TRF in Heun equation, the general power series y(x)
consists of finite numbers of finite sub-power series: An is the leading term in each finite
sub-power series.
As we observe the power series expansions in closed forms of Heun equation for the first
and second species complete polynomials, the denominators and numerators in all Bn
terms of each finite sub-power series arise with Pochhammer symbol. The differential
expressions of hypergeometric (Jacobi) polynomial derive from converting ratio of a
Pochhammer symbol in numerator to another Pochhammer symbol in denominator into
the contour integral form. And a generating function and an orthogonal relation of
Jacobi polynomial are analyzed from its differential forms. By utilizing a similar method,
we are able to obtain differential representations, generating functions and orthogonal
relations of Heun equation for complete polynomials of two types because of Pochhammer
symbol in Bn terms.
Appendices
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.1 Power series expansion of 192 Heun functions
A machine-generated list of 192 (isomorphic to the Coxeter group of the Coxeter diagram
D4) local solutions of the Heun equation was obtained by Robert S. Maier(2007) [4]. In
this appendix, replacing coefficients in the power series expansion of Heun equation of the
first kind around x = 0 for the first and second complete polynomials using 3TRF, I
derive the Frobenius solutions for the first and second complete polynomials of nine out
of the 192 local solutions of Heun function in Table 2 [4].
.1.1 (1− x)1−δHl(a, q − (δ − 1)γa;α− δ + 1, β − δ + 1, γ, 2− δ; x)
The first species complete polynomial
Replacing coefficients q, α, β and δ by q − (δ − 1)γa, α− δ + 1, β − δ + 1 and 2− δ into
(5.2.28)–(5.2.38). Multiply (1− x)1−δ and the new (5.2.28), (5.2.30) and (5.2.32)
together.1
1. As α = δ − 1 and q = (δ − 1)γa+ q00 where q00 = 0,
The eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, 0; 0, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
2. As α = δ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q˜)
The eigenvalue of q is written by (δ − 1)γa+ qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, qm2N+1;−2N − 1, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)}
1I treat β, γ and δ as free variables and fixed values of α and q.
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3. As α = δ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q˜)
The eigenvalue of q is written by (δ − 1)γa+ qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, qm2N+2;−2N − 2, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)}
In the above,
c¯(0, n; j, q˜) =
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n
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)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 − δ2 + τ2 + 12
)
n
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
n
(γ
2 +
1
2 +
τ
2
)
n
(
−1
a
)n
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ym0 (j, q˜;x) =
m∑
i0=0
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0
ym1 (j, q˜;x) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 − δ2 + 1
)
i1
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
i1
(γ
2 + 1
)
i1
zi1
 η
ymτ (j, q˜;x) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + k2 + 12
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 − δ2 + τ2 + 12
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
iτ
(γ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
q˜ = q − (δ − 1)γa
Γ
(F )
0 =
1
2(1+a) (β − j − 1 + a (γ − δ + 1))
Γ
(F )
k =
1
2(1+a) (β − j − 1 + k + a (γ − δ + 1 + k))
The second species complete polynomial
Replacing coefficients q, α, β and δ by q − (δ − 1)γa, α− δ + 1, β − δ + 1 and 2− δ into
(5.2.67)–(5.2.72). Multiply (1− x)1−δ and the new (5.2.67)–(5.2.69) together.2
2I treat γ and δ as free variables and fixed values of α, β and q.
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1. As α = δ − 1, β = δ and q = (δ − 1)γa,
Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, 0; 0, 0, γ, 2 − δ;x)
= (1− x)1−δ
2. As α = δ − 2N − 2, β = δ − 2N − 1 and
q = (δ − 1)γa+ (2N + 1) [−δ + 2N + 2− a (γ − δ + 2N + 2)] where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, (2N + 1) [−δ + 2N + 2− a (γ − δ + 2N + 2)] ;−2N − 1,−2N, γ, 2 − δ;x)
= (1− x)1−δ
{
N∑
r=0
yN−r2r (2N + 1;x) +
N∑
r=0
yN−r2r+1 (2N + 1;x)
}
3. As α = δ − 2N − 3, β = δ − 2N − 2 and
q = (δ − 1)γa+ (2N + 2) [−δ + 2N + 3− a (γ − δ + 2N + 3)] where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, (2N + 2) [−δ + 2N + 3− a (γ − δ + 2N + 3)] ;−2N − 2,−2N − 1, γ
, 2− δ;x)
= (1− x)1−δ
{
N+1∑
r=0
yN+1−r2r (2N + 2;x) +
N∑
r=0
yN−r2r+1 (2N + 2;x)
}
In the above,
ym0 (j;x) =
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0
ym1 (j;x) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
3
2
)
i1
(γ
2 + 1
)
i1
zi1
 η
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ymτ (j;x) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
iτ
(γ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Γ(S) = 12(1+a) (δ − j − 1 + a (γ − δ + j + 1))
.1.2 x1−γ(1− x)1−δHl(a, q − (γ + δ − 2)a− (γ − 1)(α+ β − γ − δ + 1), α− γ − δ + 2, β − γ − δ + 2, 2− γ, 2− δ;x)
The first species complete polynomial
Replacing coefficients q, α, β, γ and δ by q − (γ + δ − 2)a− (γ − 1)(α + β − γ − δ + 1),
α− γ − δ + 2, β − γ − δ + 2, 2 − γ and 2− δ into (5.2.28)–(5.2.38). Multiply
x1−γ(1− x)1−δ and the new (5.2.28), (5.2.30) and (5.2.32) together.3
1. As α = γ + δ − 2 and q = (γ + δ − 2)a+ (γ − 1)(β − 1) + q00 where q00 = 0,
The eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, 0; 0, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
2. As α = γ + δ − 2N − 3 where N ∈ N0,
3I treat β, γ and δ as free variables and fixed values of α and q.
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An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q − (γ + δ − 2)a− (γ − 1)(β − 2N − 2))
The eigenvalue of q is written by (γ + δ − 2)a+ (γ − 1)(β − 2N − 2) + qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, qm2N+1;−2N − 1, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)}
3. As α = γ + δ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q − (γ + δ − 2)a − (γ − 1)(β − 2N − 3))
The eigenvalue of q is written by (γ + δ − 2)a+ (γ − 1)(β − 2N − 3) + qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, qm2N+2;−2N − 2, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)}
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In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2 − γ2 − δ2 + 1
)
n
(1)n
(−γ2 + 32)n
(
−1
a
)n
c¯(1, n; j, q˜) =
(
1 + a
a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 + 1− γ2
)
(
− j2
)
i0
(
β
2 − γ2 − δ2 + 1
)
i0
(1)i0
(−γ2 + 32)i0
×
(
− j2 + 12
)
n
(
β
2 − γ2 − δ2 + 32
)
n
(
3
2
)
i0
(−γ2 + 2)i0(
− j2 + 12
)
i0
(
β
2 − γ2 − δ2 + 32
)
i0
(
3
2
)
n
(−γ2 + 2)n
(
−1
a
)n
c¯(τ, n; j, q˜) =
(
1 + a
a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 + 1− γ2
)
(
− j2
)
i0
(
β
2 − γ2 − δ2 + 1
)
i0
(1)i0
(−γ2 + 32)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 + 1− γ2
)
×
(
− j2 + k2
)
ik
(
β
2 − γ2 − δ2 + 1 + k2
)
ik
(
k
2 + 1
)
ik−1
(−γ2 + 32 + k2)ik−1(
− j2 + k2
)
ik−1
(
β
2 − γ2 − δ2 + 1 + k2
)
ik−1
(
k
2 + 1
)
ik
(−γ2 + 32 + k2)ik

×
(
− j2 + τ2
)
n
(
β
2 − γ2 − δ2 + 1 + τ2
)
n
(
τ
2 + 1
)
iτ−1
(−γ2 + 32 + τ2)iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − γ2 − δ2 + 1 + τ2
)
iτ−1
(
τ
2 + 1
)
n
(−γ2 + 32 + τ2)n
(
−1
a
)n
ym0 (j, q˜;x) =
m∑
i0=0
(
− j2
)
i0
(
β
2 − γ2 − δ2 + 1
)
i0
(1)i0
(−γ2 + 32)i0 zi0
ym1 (j, q˜;x) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 + 1− γ2
)
(
− j2
)
i0
(
β
2 − γ2 − δ2 + 1
)
i0
(1)i0
(−γ2 + 32)i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 − γ2 − δ2 + 32
)
i1
(
3
2
)
i0
(−γ2 + 2)i0(
− j2 + 12
)
i0
(
β
2 − γ2 − δ2 + 32
)
i0
(
3
2
)
i1
(−γ2 + 2)i1 z
i1
 η
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ymτ (j, q˜;x) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 + 1− γ2
)
(
− j2
)
i0
(
β
2 − γ2 − δ2 + 1
)
i0
(1)i0
(−γ2 + 32)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 + 1− γ2
)
×
(
− j2 + k2
)
ik
(
β
2 − γ2 − δ2 + 1 + k2
)
ik
(
k
2 + 1
)
ik−1
(−γ2 + 32 + k2)ik−1(
− j2 + k2
)
ik−1
(
β
2 − γ2 − δ2 + 1 + k2
)
ik−1
(
k
2 + 1
)
ik
(−γ2 + 32 + k2)ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 − γ2 − δ2 + 1 + τ2
)
iτ
(
τ
2 + 1
)
iτ−1
(−γ2 + 32 + τ2)iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − γ2 − δ2 + 1 + τ2
)
iτ−1
(
τ
2 + 1
)
iτ
(−γ2 + 32 + τ2)iτ z
iτ
 ητ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
q˜ = q − (γ + δ − 2)a− (γ − 1)(α + β − γ − δ + 1)
Γ
(F )
0 =
1
2(1+a) (β − γ − j + a (−γ − δ + 3))
Γ
(F )
k =
1
2(1+a) (β − γ − j + k + a (−γ − δ + 3 + k))
The second species complete polynomial
Replacing coefficients q, α, β, γ and δ by q − (γ + δ − 2)a− (γ − 1)(α + β − γ − δ + 1),
α− γ − δ + 2, β − γ − δ + 2, 2 − γ and 2− δ into (5.2.67)–(5.2.72). Multiply
x1−γ(1− x)1−δ and the new (5.2.67)–(5.2.69) together.4
1. As α = γ + δ − 2, β = γ + δ − 1 and q = (γ + δ − 2)a+ (γ − 1)(γ + δ − 2),
Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, 0; 0, 1, 2 − γ, 2− δ;x)
= x1−γ(1− x)1−δ
4I treat γ and δ as free variables and fixed values of α, β and q.
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2. As α = γ + δ − 2N − 3, β = γ + δ − 2N − 2 and q =
(γ+δ−2)a+(γ−1)(γ+δ−4N−4)+(2N + 1) [−δ + 2N + 2− a (−γ − δ + 2N + 4)]
where N ∈ N0,
Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, (2N + 1) [−δ + 2N + 2− a (−γ − δ + 2N + 4)] ;−2N − 1,−2N, 2 − γ, 2− δ;x)
= x1−γ(1− x)1−δ
{
N∑
r=0
yN−r2r (2N + 1;x) +
N∑
r=0
yN−r2r+1 (2N + 1;x)
}
3. As α = γ + δ − 2N − 4, β = γ + δ − 2N − 3 and q =
(γ+δ−2)a+(γ−1)(γ+δ−4N−6)+(2N + 2) [−δ + 2N + 3− a (−γ − δ + 2N + 5)]
where N ∈ N0,
Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, (2N + 2) [−δ + 2N + 3− a (−γ − δ + 2N + 5)] ;−2N − 2,−2N − 1
, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
{
N+1∑
r=0
yN+1−r2r (2N + 2;x) +
N∑
r=0
yN−r2r+1 (2N + 2;x)
}
In the above,
ym0 (j;x) =
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(−γ2 + 32)i0 zi0
ym1 (j;x) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 + 1− γ2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(−γ2 + 32)i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
3
2
)
i0
(−γ2 + 2)i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
3
2
)
i1
(−γ2 + 2)i1 z
i1
 η
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ymτ (j;x) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 + 1− γ2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(−γ2 + 32)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 +
1
2
) (
ik +
k
2 + 1− γ2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
k
2 + 1
)
ik−1
(−γ2 + 32 + k2)ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(−γ2 + 32 + k2)ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
τ
2 + 1
)
iτ−1
(−γ2 + 32 + τ2)iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
iτ
(−γ2 + 32 + τ2)iτ z
iτ
 ητ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Γ(S) = 12(1+a) (δ − j − 1 + a (−γ − δ + 3 + j))
.1.3 Hl(1− a,−q + αβ;α, β, δ, γ; 1− x)
The first species complete polynomial
Replacing coefficients a, q, γ, δ and x by 1− a, −q + αβ, δ, γ and 1− x into
(5.2.28)–(5.2.38).5
1. As α = 0 and q = −q00 where q00 = 0,
The eigenfunction is given by
y(ξ) = Hl(1− a, 0; 0, β, δ, γ; 1 − x) = 1
2. As α = −2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1,−q − (2N + 1)β)
5I treat β, γ and δ as free variables and fixed values of α and q.
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The eigenvalue of q is written by −(2N + 1)β − qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
y(ξ) = Hl(1− a, qm2N+1;−2N − 1, β, δ, γ; 1 − x)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2,−q − (2N + 2)β)
The eigenvalue of q is written by −(2N + 2)β − qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
y(ξ) = Hl(1− a, qm2N+2;−2N − 2, β, δ, γ; 1 − x)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2
)
n
(1)n
(
δ
2 +
1
2
)
n
( −1
1− a
)n
c¯(1, n; j, q˜) =
(
2− a
1− a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
(
− j2 + 12
)
n
(
β
2 +
1
2
)
n
(
3
2
)
i0
(
δ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
n
(
δ
2 + 1
)
n
( −1
1− a
)n
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c¯(τ, n; j, q˜) =
(
2− a
1− a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
δ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
δ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
δ
2 +
1
2 +
k
2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(
δ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(
δ
2 +
1
2 +
τ
2
)
n
( −1
1− a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 +
1
2
)
i1
(
3
2
)
i0
(
δ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
i1
(
δ
2 + 1
)
i1
zi1
 η
ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
)(
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
δ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
δ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
δ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
δ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
δ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
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where 
τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
q˜ = −q + αβ
Γ
(F )
0 =
1
2(2−a) (β − γ − j + (1− a) (γ + δ − 1))
Γ
(F )
k =
1
2(2−a) (β − γ − j + k + (1− a) (γ + δ − 1 + k))
The second species complete polynomial
Replacing coefficients a, q, γ, δ and x by 1− a, −q + αβ, δ, γ and 1− x into
(5.2.67)–(5.2.72).6
1. As α = 0, β = 1 and q = 0,
Its eigenfunction is given by
y(ξ) = Hl(1− a, 0; 0, 1, δ, γ; 1 − x) = 1
2. As α = −2N − 1, β = −2N and q = − (2N + 1) [γ − (1− a) (γ + δ + 2N)] where
N ∈ N0,
Its eigenfunction is given by
y(ξ) = Hl(1− a, (2N + 1) [γ + 2N − (1− a) (γ + δ + 2N)] ;−2N − 1,−2N, δ, γ; 1 − x)
=
N∑
r=0
yN−r2r (2N + 1; ξ) +
N∑
r=0
yN−r2r+1 (2N + 1; ξ)
3. As α = −2N − 2, β = −2N − 1 and q = − (2N + 2) [γ − (1− a) (γ + δ + 2N + 1)]
where N ∈ N0,
Its eigenfunction is given by
y(ξ) = Hl(1− a, (2N + 2) [γ + 2N + 1− (1− a) (γ + δ + 2N + 1)] ;−2N − 2,−2N − 1, δ, γ; 1 − x)
=
N+1∑
r=0
yN+1−r2r (2N + 2; ξ) +
N∑
r=0
yN−r2r+1 (2N + 2; ξ)
6I treat γ and δ as free variables and fixed values of α, β and q.
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In the above,
ym0 (j; ξ) =
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
zi0
ym1 (j; ξ) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
3
2
)
i0
(
δ
2 + 1
)
i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
3
2
)
i1
(
δ
2 + 1
)
i1
zi1
 η
ymτ (j; ξ) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
δ
2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
k
2 + 1
)
ik−1
(
δ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(
δ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
τ
2 + 1
)
iτ−1
(
δ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
iτ
(
δ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
where

τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
Γ(S) = 12(2−a) (−γ − j + 1 + (1− a) (γ + δ − 1 + j))
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.1.4 (1− x)1−δHl(1− a,−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1);α− δ + 1, β − δ + 1, 2− δ, γ; 1− x)
The first species complete polynomial
Replacing coefficients a, q, α, β, γ, δ and x by 1− a,
−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1), α− δ + 1, β − δ + 1, 2− δ, γ and 1− x into
(5.2.28)–(5.2.38). Multiply (1− x)1−δ and the new (5.2.28), (5.2.30) and (5.2.32)
together.7
1. As α = δ − 1 and q = (δ − 1)γa− q00 where q00 = 0,
The eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, 0; 0, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
2. As α = δ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1,−q + (δ − 1)γa − (2N + 1)(β − δ + 1))
The eigenvalue of q is written by (δ − 1)γa− (2N + 1)(β − δ + 1)− qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, qm2N+1;−2N − 1, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As α = δ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2,−q + (δ − 1)γa− (2N + 2)(β − δ + 1))
7I treat β, γ and δ as free variables and fixed values of α and q.
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The eigenvalue of q is written by (δ − 1)γa− (2N + 2)(β − δ + 1)− qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, qm2N+1;−2N − 1, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2 − δ2 + 12
)
n
(1)n
(− δ2 + 32)n
( −1
1− a
)n
c¯(1, n; j, q˜) =
(
2− a
1− a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 + 1− δ2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(− δ2 + 32)i0
×
(
− j2 + 12
)
n
(
β
2 − δ2 + 1
)
n
(
3
2
)
i0
(− δ2 + 2)i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
n
(− δ2 + 2)n
( −1
1− a
)n
c¯(τ, n; j, q˜) =
(
2− a
1− a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 + 1− δ2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(− δ2 + 32)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 + 1− δ2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + 12 + k2
)
ik
(
k
2 + 1
)
ik−1
(− δ2 + 32 + k2)ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + 12 + k2
)
ik−1
(
k
2 + 1
)
ik
(− δ2 + 32 + k2)ik

×
(
− j2 + τ2
)
n
(
β
2 − δ2 + 12 + τ2
)
n
(
τ
2 + 1
)
iτ−1
(− δ2 + 32 + τ2)iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + 12 + τ2
)
iτ−1
(
τ
2 + 1
)
n
(− δ2 + 32 + τ2)n
( −1
1− a
)n
.1. POWER SERIES EXPANSION OF 192 HEUN FUNCTIONS 161
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(− δ2 + 32)i0 zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 + 1− δ2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(− δ2 + 32)i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 − δ2 + 1
)
i1
(
3
2
)
i0
(− δ2 + 2)i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
i1
(− δ2 + 2)i1 z
i1
 η
ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 + 1− δ2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(− δ2 + 32)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
)(
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 + 1− δ2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + 12 + k2
)
ik
(
k
2 + 1
)
ik−1
(− δ2 + 32 + k2)ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + 12 + k2
)
ik−1
(
k
2 + 1
)
ik
(− δ2 + 32 + k2)ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 − δ2 + 12 + τ2
)
iτ
(
τ
2 + 1
)
iτ−1
(− δ2 + 32 + τ2)iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + 12 + τ2
)
iτ−1
(
τ
2 + 1
)
iτ
(− δ2 + 32 + τ2)iτ z
iτ
 ητ
where 
τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
q˜ = −q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1)
Γ
(F )
0 =
1
2(2−a) (β − γ − δ + 1− j + (1− a) (γ − δ + 1))
Γ
(F )
k =
1
2(2−a) (β − γ − δ + 1− j + k + (1− a) (γ − δ + 1 + k))
The second species complete polynomial
Replacing coefficients a, q, α, β, γ, δ and x by 1− a,
−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1), α− δ + 1, β − δ + 1, 2− δ, γ and 1− x into
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(5.2.67)–(5.2.72). Multiply (1− x)1−δ and the new (5.2.67)–(5.2.69) together.8
1. As α = δ − 1, β = δ and q = (δ − 1)γa,
Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, 0; 0, 1, 2 − δ, γ; 1 − x)
= (1− x)1−δ
2. As α = δ − 2N − 2, β = δ − 2N − 1 and
q = (δ − 1)γa− (2N + 1) [γ − (1− a) (γ − δ + 2N + 2)] where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, (2N + 1) [γ + 2N − (1− a) (γ − δ + 2N + 2)] ;−2N − 1,−2N
, 2− δ, γ; 1 − x)
= (1− x)1−δ
{
N∑
r=0
yN−r2r (2N + 1; ξ) +
N∑
r=0
yN−r2r+1 (2N + 1; ξ)
}
3. As α = δ − 2N − 3, β = δ − 2N − 2 and
q = (δ − 1)γa− (2N + 2) [γ − (1− a) (γ − δ + 2N + 3)] where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, (2N + 2) [γ + 2N + 1− (1− a) (γ − δ + 2N + 3)] ;−2N − 2,−2N − 1
, 2− δ, γ; 1 − x)
= (1− x)1−δ
{
N+1∑
r=0
yN+1−r2r (2N + 2; ξ) +
N∑
r=0
yN−r2r+1 (2N + 2; ξ)
}
8I treat γ and δ as free variables and fixed values of α, β and q.
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In the above,
ym0 (j; ξ) =
m∑
i0=0
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(− δ2 + 32)i0 zi0
ym1 (j; ξ) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 + 1− δ2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(− δ2 + 32)i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
− j2 + 1
)
i1
(
3
2
)
i0
(− δ2 + 2)i0(
− j2 + 12
)
i0
(
− j2 + 1
)
i0
(
3
2
)
i1
(− δ2 + 2)i1 z
i1
 η
ymτ (j; ξ) =

m∑
i0=0
(
i0 − j2
) (
i0 + Γ
(S)
)(
i0 +
1
2
) (
i0 + 1− δ2
)
(
− j2
)
i0
(
− j2 + 12
)
i0
(1)i0
(− δ2 + 32)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
) (
ik +
k
2 + Γ
(S)
)(
ik +
k
2 +
1
2
) (
ik +
k
2 + 1− δ2
)
×
(
− j2 + k2
)
ik
(
− j2 + k2 + 12
)
ik
(
k
2 + 1
)
ik−1
(− δ2 + 32 + k2)ik−1(
− j2 + k2
)
ik−1
(
− j2 + k2 + 12
)
ik−1
(
k
2 + 1
)
ik
(− δ2 + 32 + k2)ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
− j2 + τ2 + 12
)
iτ
(
τ
2 + 1
)
iτ−1
(− δ2 + 32 + τ2)iτ−1(
− j2 + τ2
)
iτ−1
(
− j2 + τ2 + 12
)
iτ−1
(
τ
2 + 1
)
iτ
(− δ2 + 32 + τ2)iτ z
iτ
 ητ
where

τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
Γ(S) = 12(2−a) (−γ − j + 1 + (1− a) (γ − δ + 1 + j))
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.1.5 x−αHl
(
1
a
,
q + α[(α− γ − δ + 1)a− β + δ]
a
;α, α− γ + 1, α− β + 1, δ;
1
x
)
The first species complete polynomial
Replacing coefficients a, q, α, β, γ and x by 1a ,
q+α[(α−γ−δ+1)a−β+δ]
a , α− γ + 1, α,
α− β + 1 and 1x into (5.2.28)–(5.2.38). Multiply x−α and the new (5.2.28), (5.2.30) and
(5.2.32) together.9
1. As γ = α− 1 and q = α((a − 1)δ + β) + aq00 where q00 = 0,
The eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, 0; 0, α, α − β + 1, δ; 1
x
)
= x−α
2. As γ = α+ 2N + 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯
(
2r,N + 1− r; 2N + 1, q − α[(δ + 2N + 1)a+ β − δ]
a
)
The eigenvalue of q is written by α[(δ + 2N + 1)a+ β − δ] + aqm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, qm2N+1;−2N − 1, α, α − β + 1, δ;
1
x
)
= x−α
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As γ = α+ 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯
(
2r + 1, N + 1− r; 2N + 2, q − α[(δ + 2N + 2)a+ β − δ]
a
)
9I treat α, β and δ as free variables and fixed values of γ and q.
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The eigenvalue of q is written by α[(δ + 2N + 2)a+ β − δ] + aqm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, qm2N+2;−2N − 2, α, α − β + 1, δ;
1
x
)
= x−α
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
α
2
)
n
(1)n
(
α
2 − β2 + 1
)
n
(−a)n
c¯(1, n; j, q˜) = (1 + a)
n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ aq˜4(1+a)(
i0 +
1
2
) (
i0 +
α
2 − β2 + 12
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
α
2 − β2 + 1
)
i0
×
(
− j2 + 12
)
n
(
α
2 +
1
2
)
n
(
3
2
)
i0
(
α
2 − β2 + 32
)
i0(
− j2 + 12
)
i0
(
α
2 +
1
2
)
i0
(
3
2
)
n
(
α
2 − β2 + 32
)
n
(−a)n
c¯(τ, n; j, q˜) = (1 + a)τ
n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ aq˜4(1+a)(
i0 +
1
2
) (
i0 +
α
2 − β2 + 12
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
α
2 − β2 + 1
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
)(
ik + Γ
(F )
k
)
+ aq˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
α
2 − β2 + 12
)
×
(
− j2 + k2
)
ik
(
α
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
α
2 − β2 + 1 + k2
)
ik−1(
− j2 + k2
)
ik−1
(
α
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
α
2 − β2 + 1 + k2
)
ik

×
(
− j2 + τ2
)
n
(
α
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(
α
2 − β2 + 1 + τ2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
α
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(
α
2 − β2 + 1 + τ2
)
n
(−a)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
α
2 − β2 + 1
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ aq˜4(1+a)(
i0 +
1
2
) (
i0 +
α
2 − β2 + 12
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
α
2 − β2 + 1
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
α
2 +
1
2
)
i1
(
3
2
)
i0
(
α
2 − β2 + 32
)
i0(
− j2 + 12
)
i0
(
α
2 +
1
2
)
i0
(
3
2
)
i1
(
α
2 − β2 + 32
)
i1
zi1
 η
ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ aq˜4(1+a)(
i0 +
1
2
) (
i0 +
α
2 − β2 + 12
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
α
2 − β2 + 1
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ aq˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
α
2 − β2 + 12
)
×
(
− j2 + k2
)
ik
(
α
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
α
2 − β2 + 1 + k2
)
ik−1(
− j2 + k2
)
ik−1
(
α
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
α
2 − β2 + 1 + k2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
α
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
α
2 − β2 + 1 + τ2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
α
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
α
2 − β2 + 1 + τ2
)
iτ
ziτ
 ητ
where

τ ≥ 2
ξ = 1x
z = −aξ2
η = (1 + a)ξ
q˜ = q+α[(α−γ−δ+1)a−β+δ]a
Γ
(F )
0 =
a
2(1+a)
(
α− δ − j + 1a (α− β + δ)
)
Γ
(F )
k =
a
2(1+a)
(
α− δ − j + k + 1a (α− β + δ + k)
)
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.1.6
(
1−
x
a
)
−β
Hl
(
1− a,−q + γβ;−α+ γ + δ, β, γ, δ;
(1− a)x
x− a
)
The first species complete polynomial
The case of γ, q = fixed values and α, β, δ = free variables Replacing
coefficients a, q, α and x by 1− a, −q + γβ, −α+ γ + δ and (1−a)xx−a into (5.2.28)–(5.2.38).
Replacing γ by α− δ − j into the new (5.2.33)–(5.2.38). Multiply (1− xa)−β and the new
(5.2.28), (5.2.30) and (5.2.32) together.
1. As γ = α− δ and q = (α− δ)β − q00 where q00 = 0,
The eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, 0; 0, β, γ, δ; (1− a)x
x− a
)
=
(
1− x
a
)−β
2. As γ = α− δ − 2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1,−q + (α− δ − 2N − 1) β)
The eigenvalue of q is written by (α− δ − 2N − 1) β − qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+1;−2N − 1, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β { N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As γ = α− δ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2,−q + (α− δ − 2N − 2) β)
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The eigenvalue of q is written by (α− δ − 2N − 2) β − qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+2;−2N − 2, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β {N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2
)
n
(1)n
(
α
2 − δ2 − j2 + 12
)
n
( −1
1− a
)n
c¯(1, n; j, q˜) =
(
2− a
1− a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − δ2 − j2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
α
2 − δ2 − j2 + 12
)
i0
×
(
− j2 + 12
)
n
(
β
2 +
1
2
)
n
(
3
2
)
i0
(
α
2 − δ2 − j2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
n
(
α
2 − δ2 − j2 + 1
)
n
( −1
1− a
)n
c¯(τ, n; j, q˜) =
(
2− a
1− a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − δ2 − j2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
α
2 − δ2 − j2 + 12
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
)(
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
)(
ik +
k
2 +
α
2 − δ2 − j2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
α
2 − δ2 − j2 + 12 + k2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
α
2 − δ2 − j2 + 12 + k2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(
α
2 − δ2 − j2 + 12 + τ2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(
α
2 − δ2 − j2 + 12 + τ2
)
n
( −1
1− a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
α
2 − δ2 − j2 + 12
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − δ2 − j2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
α
2 − δ2 − j2 + 12
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 +
1
2
)
i1
(
3
2
)
i0
(
α
2 − δ2 − j2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
i1
(
α
2 − δ2 − j2 + 1
)
i1
zi1
 η
ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − δ2 − j2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(
α
2 − δ2 − j2 + 12
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
α
2 − δ2 − j2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
α
2 − δ2 − j2 + 12 + k2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
α
2 − δ2 − j2 + 12 + k2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
α
2 − δ2 − j2 + 12 + τ2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
α
2 − δ2 − j2 + 12 + τ2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = 2−a1−aξ
q˜ = −q + (α− δ − j)β
Γ
(F )
0 =
1
2(2−a) (β − δ − j + (1− a) (α− 1− j))
Γ
(F )
k =
1
2(2−a) (β − δ − j + k + (1− a) (α− 1− j + k))
The case of δ, q = fixed values and α, β, γ = free variables Replacing coefficients
a, q, α and x by 1− a, −q + γβ, −α+ γ + δ and (1−a)xx−a into (5.2.28)–(5.2.38). Multiply(
1− xa
)−β
and the new (5.2.28), (5.2.30) and (5.2.32) together.
170
1. As δ = α− γ and q = γβ − q00 where q00 = 0,
The eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, 0; 0, β, γ, δ; (1− a)x
x− a
)
=
(
1− x
a
)−β
2. As δ = α− γ − 2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q˜)
The eigenvalue of q is written by γβ − qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+1;−2N − 1, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β { N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As δ = α− γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q˜)
The eigenvalue of q is written by γβ − qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a,−q + γβ;−α+ γ + δ, β, γ, δ; (1− a)x
x− a
)
=
(
1− x
a
)−β {N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2
)
n
(1)n
(γ
2 +
1
2
)
n
( −1
1− a
)n
c¯(1, n; j, q˜) =
(
2− a
1− a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
(
− j2 + 12
)
n
(
β
2 +
1
2
)
n
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
n
(γ
2 + 1
)
n
( −1
1− a
)n
c¯(τ, n; j, q˜) =
(
2− a
1− a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(γ
2 +
1
2 +
τ
2
)
n
( −1
1− a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 +
1
2
)
i1
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
i1
(γ
2 + 1
)
i1
zi1
 η
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ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
iτ
(γ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = 2−a1−aξ
q˜ = −q + γβ
Γ
(F )
0 =
1
2(2−a) (−α+ β + γ + (1− a) (α− 1− j))
Γ
(F )
k =
1
2(2−a) (−α+ β + γ + k + (1− a) (α− 1− j + k))
.1.7
(1− x)1−δ
(
1−
x
a
)
−β+δ−1
Hl
(
1− a,−q + γ[(δ − 1)a+ β − δ + 1];−α+ γ + 1, β − δ + 1, γ, 2− δ;
(1− a)x
x− a
)
The first species complete polynomial
The case of α, q = fixed values and γ, β, δ = free variables Replacing
coefficients a, q, α, β, δ and x by 1− a, −q + γ[(δ − 1)a+ β − δ + 1], −α+ γ + 1,
β − δ + 1, 2− δ and (1−a)xx−a into (5.2.28)–(5.2.38). Multiply (1− x)1−δ
(
1− xa
)−β+δ−1
and
the new (5.2.28), (5.2.30) and (5.2.32) together.
1. As α = γ + 1 and q = γ[(δ − 1)a+ β − δ + 1]− q00 where q00 = 0,
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The eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, 0; 0, β − δ + 1, γ, 2 − δ; (1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
2. As α = γ + 1 + 2N + 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q˜)
The eigenvalue of q is written by γ[(δ − 1)a+ β − δ + 1]− qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+1;−2N − 1, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1{ N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As α = γ + 1 + 2N + 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q˜)
The eigenvalue of q is written by γ[(δ − 1)a+ β − δ + 1]− qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+2;−2N − 2, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1{N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2 − δ2 + 12
)
n
(1)n
(γ
2 +
1
2
)
n
( −1
1− a
)n
c¯(1, n; j, q˜) =
(
2− a
1− a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
(
− j2 + 12
)
n
(
β
2 − δ2 + 1
)
n
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
n
(γ
2 + 1
)
n
( −1
1− a
)n
c¯(τ, n; j, q˜) =
(
2− a
1− a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + 12 + k2
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + 12 + k2
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 − δ2 + 12 + τ2
)
n
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + 12 + τ2
)
iτ−1
(
τ
2 + 1
)
n
(γ
2 +
1
2 +
τ
2
)
n
( −1
1− a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 − δ2 + 1
)
i1
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
i1
(γ
2 + 1
)
i1
zi1
 η
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ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + 12 + k2
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + 12 + k2
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 − δ2 + 12 + τ2
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + 12 + τ2
)
iτ−1
(
τ
2 + 1
)
iτ
(γ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = (2−a)1−a ξ
q˜ = −q + γ[(δ − 1)a + β − δ + 1]
Γ
(F )
0 =
1
2(2−a) (β − 1− j + (1− a) (γ − δ + 1))
Γ
(F )
k =
1
2(2−a) (β − 1− j + k + (1− a) (γ − δ + 1 + k))
The case of γ, q = fixed values and α, β, δ = free variables Replacing coefficients
a, q, α, β, δ and x by 1− a, −q + γ[(δ − 1)a+ β − δ +1], −α+ γ + 1, β − δ + 1, 2− δ and
(1−a)x
x−a into (5.2.28)–(5.2.38). Replacing γ by α− 1− j into the new (5.2.33)–(5.2.38).
Multiply (1− x)1−δ (1− xa)−β+δ−1 and the new (5.2.28), (5.2.30) and (5.2.32) together.
1. As γ = α− 1 and q = (α− 1)[(δ − 1)a + β − δ + 1]− q00 where q00 = 0,
The eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, 0; 0, β − δ + 1, γ, 2 − δ; (1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
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2. As γ = α− 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1,−q + (α − 2N − 2)[(δ − 1)a+ β − δ + 1])
The eigenvalue of q is written by (α− 2N − 2)[(δ − 1)a+ β − δ + 1]− qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+1;−2N − 1, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1{ N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As γ = α− 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2,−q + (α− 2N − 3)[(δ − 1)a+ β − δ + 1])
The eigenvalue of q is written by (α− 2N − 3)[(δ − 1)a+ β − δ + 1]− qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+2;−2N − 2, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1{N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
β
2 − δ2 + 12
)
n
(1)n
(
α
2 − j2
)
n
( −1
1− a
)n
c¯(1, n; j, q˜) =
(
2− a
1− a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − 12 − j2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(
α
2 − j2
)
i0
×
(
− j2 + 12
)
n
(
β
2 − δ2 + 1
)
n
(
3
2
)
i0
(
α
2 +
1
2 − j2
)
i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
n
(
α
2 +
1
2 − j2
)
n
( −1
1− a
)n
c¯(τ, n; j, q˜) =
(
2− a
1− a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − 12 − j2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(
α
2 − j2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
)(
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
)(
ik +
k
2 +
α
2 − 12 − j2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + 12 + k2
)
ik
(
k
2 + 1
)
ik−1
(
α
2 − j2 + k2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + 12 + k2
)
ik−1
(
k
2 + 1
)
ik
(
α
2 − j2 + k2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 − δ2 + 12 + τ2
)
n
(
τ
2 + 1
)
iτ−1
(
α
2 − j2 + τ2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + 12 + τ2
)
iτ−1
(
τ
2 + 1
)
n
(
α
2 − j2 + τ2
)
n
( −1
1− a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(
α
2 − j2
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
)(
i0 +
α
2 − 12 − j2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(
α
2 − j2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 − δ2 + 1
)
i1
(
3
2
)
i0
(
α
2 +
1
2 − j2
)
i0(
− j2 + 12
)
i0
(
β
2 − δ2 + 1
)
i0
(
3
2
)
i1
(
α
2 +
1
2 − j2
)
i1
zi1
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ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(2−a)(
i0 +
1
2
) (
i0 +
α
2 − 12 − j2
)
(
− j2
)
i0
(
β
2 − δ2 + 12
)
i0
(1)i0
(
α
2 − j2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(2−a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
α
2 − 12 − j2
)
×
(
− j2 + k2
)
ik
(
β
2 − δ2 + 12 + k2
)
ik
(
k
2 + 1
)
ik−1
(
α
2 − j2 + k2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 − δ2 + 12 + k2
)
ik−1
(
k
2 + 1
)
ik
(
α
2 − j2 + k2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 − δ2 + 12 + τ2
)
iτ
(
τ
2 + 1
)
iτ−1
(
α
2 − j2 + τ2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 − δ2 + 12 + τ2
)
iτ−1
(
τ
2 + 1
)
iτ
(
α
2 − j2 + τ2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = (2−a)1−a ξ
q˜ = −q + (α− 1− j)[(δ − 1)a+ β − δ + 1]
Γ
(F )
0 =
1
2(2−a) (β − 1− j + (1− a) (α− δ − j))
Γ
(F )
k =
1
2(2−a) (β − 1− j + k + (1− a) (α− δ − j + k))
.1.8 x−αHl
(
a− 1
a
,
−q + α(δa+ β − δ)
a
;α, α− γ + 1, δ, α− β + 1;
x− 1
x
)
The first species complete polynomial
Replacing coefficients a, q, α, β, γ, δ and x by a−1a ,
−q+α(δa+β−δ)
a , α− γ + 1, α, δ,
α− β + 1 and x−1x into (5.2.28)–(5.2.38). Multiply x−α and the new (5.2.28), (5.2.30) and
(5.2.32) together.10
1. As γ = α+ 1 and q = α(δa + β − δ) − aq00 where q00 = 0,
10I treat α, β and δ as free variables and fixed values of γ and q.
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The eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, 0; 0, α, δ, α − β + 1; x− 1
x
)
= x−α
2. As γ = α+ 2N + 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q˜)
The eigenvalue of q is written by α(δa + β − δ) − aqm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, qm2N+1;−2N − 1, α, δ, α − β + 1;
x− 1
x
)
= x−α
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As γ = α+ 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q˜)
The eigenvalue of q is written by α(δa + β − δ) − aqm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, qm2N+2;−2N − 2, α, δ, α − β + 1;
x− 1
x
)
= x−α
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
α
2
)
n
(1)n
(
δ
2 +
1
2
)
n
(
− a
a− 1
)n
c¯(1, n; j, q˜) =
(
2a− 1
a− 1
) n∑
i0=0
i0
(
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where 
τ ≥ 2
ξ = x−1x
z = −aa−1ξ
2
η = 2a−1a−1 ξ
q˜ = −q+α(δa+β−δ)a
Γ
(F )
0 =
a
2(2a−1)
(
β − 1− j + a−1a (α− β + δ)
)
Γ
(F )
k =
a
2(2a−1)
(
β − 1− j + k + a−1a (α− β + δ + k)
)
.1.9
(
x− a
1− a
)
−α
Hl
(
a, q − (β − δ)α;α,−β + γ + δ, δ, γ;
a(x− 1)
x− a
)
The first species complete polynomial
The case of β, q = fixed values and α, γ, δ = free variables Replacing
coefficients q, α, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, α, δ, γ and a(x−1)x−a into
(5.2.28)–(5.2.38). Multiply
(
x−a
1−a
)−α
and the new (5.2.28), (5.2.30) and (5.2.32) together.
1. As β = γ + δ and q = γα+ q00 where q
0
0 = 0,
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The eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, 0; 0, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α
2. As β = γ + δ + 2N + 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q − (γ + 2N + 1)α)
The eigenvalue of q is written by (γ + 2N + 1)α + qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+1;−2N − 1, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{ N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As β = γ + δ + 2N + 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q − (γ + 2N + 2)α)
The eigenvalue of q is written by (γ + 2N + 2)α + qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+2;−2N − 2, α, δ, γ;
a(x− 1)
x− a
)
=
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x− a
1− a
)−α{N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
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i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
(
− j2 + 12
)
n
(
α
2 +
1
2
)
n
(
3
2
)
i0
(
δ
2 + 1
)
i0(
− j2 + 12
)
i0
(
α
2 +
1
2
)
i0
(
3
2
)
n
(
δ
2 + 1
)
n
(
−1
a
)n
c¯(τ, n; j, q˜) =
(
1 + a
a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
δ
2
)
×
(
− j2 + k2
)
ik
(
α
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
δ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
α
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
δ
2 +
1
2 +
k
2
)
ik

×
(
− j2 + τ2
)
n
(
α
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(
δ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
α
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(
δ
2 +
1
2 +
τ
2
)
n
(
−1
a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
δ
2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
δ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
α
2 +
1
2
)
i1
(
3
2
)
i0
(
δ
2 + 1
)
i0(
− j2 + 12
)
i0
(
α
2 +
1
2
)
i0
(
3
2
)
i1
(
δ
2 + 1
)
i1
zi1
 η
184
ymτ (j, q˜; ξ) =
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where 
τ ≥ 2
ξ = a(x−1)x−a
z = − 1aξ2
η = (1+a)a ξ
q˜ = q − (β − δ)α
Γ
(F )
0 =
1
2(1+a) (α− γ − j + a (γ + δ − 1))
Γ
(F )
k =
1
2(1+a) (α− γ − j + k + a (γ + δ − 1 + k))
The case of γ, q = fixed values and α, β, δ = free variables Replacing
coefficients q, α, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, α, δ, γ and a(x−1)x−a into
(5.2.28)–(5.2.38). Replacing γ by β − δ − j into the new (5.2.33)–(5.2.38). Multiply(
x−a
1−a
)−α
and the new (5.2.28), (5.2.30) and (5.2.32) together.
1. As γ = β − δ and q = (β − δ)α + q00 where q00 = 0,
The eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, 0; 0, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α
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2. As γ = β − δ − 2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q˜)
The eigenvalue of q is written by (β − δ)α + qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+1;−2N − 1, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{ N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As γ = β − δ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q˜)
The eigenvalue of q is written by (β − δ)α + qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+2;−2N − 2, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
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where 
τ ≥ 2
ξ = a(x−1)x−a
z = − 1aξ2
η = (1+a)a ξ
q˜ = q − (β − δ)α
Γ
(F )
0 =
1
2(1+a) (α− β + δ + a (β − 1− j))
Γ
(F )
k =
1
2(1+a) (α− β + δ + k + a (β − 1− j + k))
The case of δ, q = fixed values and α, β, γ = free variables Replacing
coefficients q, α, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, α, δ, γ and a(x−1)x−a into
(5.2.28)–(5.2.38). Replacing δ by β − γ − j into the new (5.2.33)–(5.2.38). Multiply(
x−a
1−a
)−α
and the new (5.2.28), (5.2.30) and (5.2.32) together.
1. As δ = β − γ and q = γα+ q00 where q00 = 0,
The eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, 0; 0, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α
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2. As δ = β − γ − 2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q − (γ + 2N + 1)α)
The eigenvalue of q is written by (γ + 2N + 1)α + qm2N+1 where
m = 0, 1, 2, · · · , 2N + 1; q02N+1 < q12N+1 < · · · < q2N+12N+1 . Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+1;−2N − 1, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{ N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; ξ
)}
3. As δ = β − γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q − (γ + 2N + 2)α)
The eigenvalue of q is written by (γ + 2N + 2)α + qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+2;−2N − 2, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; ξ
)}
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In the above,
c¯(0, n; j, q˜) =
(
− j2
)
n
(
α
2
)
n
(1)n
(
β
2 − γ2 + 12 − j2
)
n
(
−1
a
)n
c¯(1, n; j, q˜) =
(
1 + a
a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
β
2 − γ2 − j2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
β
2 − γ2 + 12 − j2
)
i0
×
(
− j2 + 12
)
n
(
α
2 +
1
2
)
n
(
3
2
)
i0
(
β
2 − γ2 + 1− j2
)
i0(
− j2 + 12
)
i0
(
α
2 +
1
2
)
i0
(
3
2
)
n
(
β
2 − γ2 + 1− j2
)
n
(
−1
a
)n
c¯(τ, n; j, q˜) =
(
1 + a
a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
β
2 − γ2 − j2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
β
2 − γ2 + 12 − j2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q˜4(1+a)(
ik +
k
2 +
1
2
)(
ik +
k
2 +
β
2 − γ2 − j2
)
×
(
− j2 + k2
)
ik
(
α
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
β
2 − γ2 + 12 + k2 − j2
)
ik−1(
− j2 + k2
)
ik−1
(
α
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
β
2 − γ2 + 12 + k2 − j2
)
ik

×
(
− j2 + τ2
)
n
(
α
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(
β
2 − γ2 + 12 + τ2 − j2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
α
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(
β
2 − γ2 + 12 + τ2 − j2
)
n
(
−1
a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
β
2 − γ2 + 12 − j2
)
i0
zi0
ym1 (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
)(
i0 +
β
2 − γ2 − j2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
β
2 − γ2 + 12 − j2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
α
2 +
1
2
)
i1
(
3
2
)
i0
(
β
2 − γ2 + 1− j2
)
i0(
− j2 + 12
)
i0
(
α
2 +
1
2
)
i0
(
3
2
)
i1
(
β
2 − γ2 + 1− j2
)
i1
zi1
 η
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ymτ (j, q˜; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q˜4(1+a)(
i0 +
1
2
) (
i0 +
β
2 − γ2 − j2
)
(
− j2
)
i0
(
α
2
)
i0
(1)i0
(
β
2 − γ2 + 12 − j2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
)(
ik + Γ
(F )
k
)
+ q˜4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
β
2 − γ2 − j2
)
×
(
− j2 + k2
)
ik
(
α
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(
β
2 − γ2 + 12 + k2 − j2
)
ik−1(
− j2 + k2
)
ik−1
(
α
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(
β
2 − γ2 + 12 + k2 − j2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
α
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
β
2 − γ2 + 12 + τ2 − j2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
α
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
β
2 − γ2 + 12 + τ2 − j2
)
iτ
ziτ
 ητ
where 
τ ≥ 2
ξ = a(x−1)x−a
z = − 1aξ2
η = (1+a)a ξ
q˜ = q − (γ + j)α
Γ
(F )
0 =
1
2(1+a) (α− γ − j + a (β − 1− j))
Γ
(F )
k =
1
2(1+a) (α− γ − j + k + a (β − 1− j + k))
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Chapter 6
Complete polynomials of Heun
equation using reversible
three-term recurrence formula
In this chapter I construct power series solutions of Heun equation for a polynomial
which makes An and Bn terms terminated by applying mathematical expression of
complete polynomials using reversible 3-term recurrence formula (R3TRF).
Nine examples of 192 local solutions of the Heun equation (Maier, 2007) are provided in
the appendix. For each example, I show the power series expansions of Heun equation for
complete polynomials using R3TRF.
6.1 Introduction
Since we substitute a power series with unknown coefficients into a linear ordinary
differential equation (ODE), a recurrence relation starts to appear. There can be between
two term and multi-term in the recursion relation which includes all parameters in a
ODE. A formal series solution of Hypergeoemtric equation consists of 2-term recurrence
relation between successive coefficients. This equation generalizes all well-known ODEs
having 2-term recursive relation in their series solutions such as Laguerre, Kummer,
Legendre, Bessel, Coulomb Wave equations, etc. The Frobenius solution in a closed form
of this equation including its definite or contour integral forms have been expressed
analytically.
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Unfortunately, the phenomenon of the physical world is the non-linearized system. For
simpler numerical computations and better apprehension of the nature, we usually
linearize the physical system. Since we describe linearized natural phenomena in fields of
the classical physics such as E & M, statistical mechanic, Newtonian mechanic, quantum
mechanic, thermodynamics , etc, differential equations come out of their physical system
generally. From the birth of differential equations until now, we have described the
linearized natural sciences using simpler functions such as functions of hypergeometric
type having a 2-term recursive relation in a power series.
However, since the modern physics such as QCD, quantum field theory, general relativity,
SUSY, particle physics, etc came into existence, we can not describe the nature with a
linear ODE having a 2-term recursion relation in a formal series any more. When we deal
with head on difficult mathematical physics problems with more complicated metircs or
in higher dimensions, we are confronted with more than 3-term recursion relation
between consecutive coefficients in a linear ODE. [5] Even though a linearized ODE is the
most simple form among all differential equations, its formal series solutions and integral
representations are unknown.
According to Karl Heun [15, 18], Heun’s differential equation is a second-order linear
ODE having four regular singular points. The 4 different confluent forms, such as
Confluent Heun, Doubly-Confluent Heun, Biconfluent Heun and Triconfluent Heun
equations, are generated from Heun equation by a confluent process of the singular
points. Its confluent process is similar as the derivation of confluent hypergeometric
equation from hypergeometric equation.Recently Heun’s equation starts to appear in the
hydrogen-molecule ion [30], in the Stark effect [31], in black hole problems with the Kerr
metric [32, 33, 34, 35, 36, 43], in the fluid dynamics [26, 27, 28], in quantum inozemtsev
model [29], etc.
The coefficients in a formal series of Heun’s equation have a 3-term recurrence relation.
The Heun’s equation generalizes the most well-known ODEs having 3-term recurrence
relation between successive coefficients including 2-term recursion relation such as:
Spheroidal Wave, Lame, Mathieu, and hypergeometric 2F1, 1F1 and 0F1 functions, etc.
Sometimes several authors treat Heun equation as a successor of hypergeomegtric
equations in 21th century. [6] For definite or contour integral forms of Heun equation, no
such solutions have found because of its three different consecutive coefficients in a series:
indeed, there are no analytic solutions in a form of its power series until now. [7] Instead,
global properties of Heun equation is investigated by utilizing simple Fredholm integral
equations. [8, 9, 10, 11, 12]
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Heun ordinary differential equation is given by [13, 14, 15, 18]
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (6.1.1)
With the condition ǫ = α+ β − γ − δ + 1. The parameters play different roles: a 6= 0 is
the singularity parameter, determining the radius of convergence of a power series, α, β,
γ, δ, ǫ are exponent parameters, q is the accessory (spectral) parameter. Also, α and β
are identical to each other. The total number of free parameters is six. It has four regular
singular points which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ}
and {α, β}.
We assume the solution takes the form
y(x) =
∞∑
n=0
cnx
n+λ (6.1.2)
where λ is an indicial root. Substituting (6.1.2) into (6.1.1) gives for the coefficients cn
the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (6.1.3)
where
An =
(n + λ)(n − 1 + γ + ǫ+ λ+ a(n− 1 + γ + λ+ δ)) + q
a(n+ 1 + λ)(n + γ + λ)
=
(n + λ)(n + α+ β − δ + λ+ a(n+ δ + γ − 1 + λ)) + q
a(n+ 1 + λ)(n + γ + λ)
(6.1.4a)
Bn = −(n− 1 + λ)(n + γ + δ + ǫ− 2 + λ) + αβ
a(n + 1 + λ)(n + γ + λ)
= −(n− 1 + λ+ α)(n − 1 + λ+ β)
a(n+ 1 + λ)(n + γ + λ)
(6.1.4b)
c1 = A0 c0 (6.1.4c)
We have two indicial roots which are λ = 0 and 1− γ
6.2 Power series
As we all recognize, there are only 2 types of a formal series for the 2-term recursive
relation between consecutive coefficients in a linear ODE which are an infinite series and
a polynomial. In contrast, there are 23−1 possible power series solutions of Heun equation
having 3-term recurrence relation between successive coefficients.
Table 6.1 tells us that the Frobenius solutions of Heun equation have dissimilarly an
infinite series and three types of polynomials: (1) a polynomial which makes Bn term
terminated (2) a polynomial which makes An term terminated and (3) a polynomial
which makes An and Bn terms terminated, referred as ‘a complete polynomial.’
Heun’s differential equation
3TRF
Infinite series Polynomials
Polynomial of type 1 Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
R3TRF
Infinite series Polynomials
Polynomial of type 2 Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
Table 6.1: Power series of Heun’s differential equation
The sequence cn combines into combinations of An and Bn terms in (6.1.3). By allowing
An in the sequence cn is the leading term of each sub-power series in a function y(x) [1], I
construct the general summation formulas of the 3-term recurrence relation in a linear
ODE for an infinite series and a polynomial of type 1: I observe the term of sequence cn
which includes zero term of A′ns, one term of A
′
ns, two terms of A
′
ns, three terms of A
′
ns,
etc. I designate this mathematical technique as ‘three term recurrence formula (3TRF).’ I
construct power series solutions in closed form of Heun equation around x = 0 for an
infinite series and a polynomial of type 1 by applying 3TRF. [3, 4] For a polynomial of
type 1, I treat γ, δ and q as free variables and fixed values of α and/or β.
By allowing Bn in the sequence cn is the leading term of each sub-power series in a
function y(x) [2], I obtain the general summation formulas of the 3-term recurrence
relation in a linear ODE for an infinite series and a polynomial of type 2: I observe the
term of sequence cn which includes zero term of B
′
ns, one term of B
′
ns, two terms of B
′
ns,
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three terms of B′ns, etc. I denominate this mathematical technique as ‘reversible three
term recurrence formula (R3TRF).’ I derive power series solutions of Heun equation
around x = 0 for an infinite series and a polynomial of type 2 by applying R3TRF in
chapter 2 of Ref.[2]. For a polynomial of type 2, I treat α, β, γ and δ as free variables and
a fixed value of q. Infinite series solutions using 3TRF of Heun equation around x = 0 are
equivalent to their infinite series using R3TRF. The former is that An is the leading term
in each sub-power series of Heun equation. The latter is that Bn is the leading term in
each sub-power series of it.
In general, a spectral polynomial of Heun equation has been known as a polynomial of
type 3 where An and Bn terms terminated. For a formal solution of Heun equation
around x = 0 in (6.1.1), Heun spectral polynomial has a fixed value of α or β, just as it
has a fixed value of q. Heun (spectral) polynomial has been investigated by many great
scholars. Darboux notices that Heun’s equation is related with the generalization of
Lame´’s equation. [17] He shows the general solutions of the generalized Lame´’s equation
with half-odd-integer parameters. Treibich and Verdier prove the finite-gapness of the
potential in the generalized Lame´’s equation for any integer parameters: its general
solutions with integer parameters has been studied by various mathematicians.
[37, 38, 39, 40, 41]
Smirnov proves that Frobenius solutions of Heun equation is obtained in terms of Heun
polynomials since an accessory parameter is located at branching points of the
hyperelliptic curve with any integer exponent parameters. [21] He also shows an integral
of finite-gap solutions of Heun equation with an accessory parameter belonging to a
hyperelliptic spectral curve.
Recently, Shapiro et al. study spectral polynomials of the Heun equation in the case of
real roots of these polynomials and asymptotic root distribution when complex roots are
present. [22, 23, 24] Mart´ınez-Finkelshtein and Rakhmanov investigate the asymptotic
zero distribution of Heine-Stieltjes polynomials, which is the general form of Heun
polynomials, with complex polynomial coefficients. [25]
Kalnins et al. describe Heun polynomials in terms of Jacobi polynomials by using group
theory and its connection with the method of separation of variables applied to the
Laplace-Beltrami eigenvalue equation on the n-sphere. [19, 20] Patera and Winternitz
show a new basis in the representation theory of the rotation group O(3). And this new
basis is composed of products of two Lame´ polynomials in terms of functions on an O(3)
sphere. Also, they notice that the basis are Heun polynomials in a space of functions of
one complex variable. [42]
Complete polynomials in the 3-term recurrence relation in a linear ODE can be classified
into two different types which are (1) the first species complete polynomial where a
200CHAPTER 6. COMPLETE POLYNOMIALS OF HEUN EQUATION USING R3TRF
parameter of a numerator in Bn term and a (spectral) parameter of a numerator in An
term are fixed constants and (2) the second species complete polynomial where two
parameters of a numerator in Bn term and a parameter of a numerator in An term are
fixed constants. For the first species complete polynomial of Heun equation around x = 0
in (6.1.1), an exponent parameter α (or β) is a fixed constant and an accessory parameter
q has multi-valued roots. For the second species complete polynomial of Heun equation,
parameters α, β and q are fixed constants.
In chapter 2, I obtain the mathematical expressions of complete polynomials for the first
and second species, by allowing Bn as the leading term in each sub-power series of the
general power series y(x), as “complete polynomials using reversible 3-term recurrence
formula (R3TRF)” In this chapter I show Frobenius solutions in compact forms, called
summation notation, of Heun equation around x = 0 for two types of polynomials which
make An and Bn terms terminated by applying complete polynomials using R3TRF.
6.2.1 The first species complete polynomial using R3TRF
For the first species complete polynomial, we need a condition which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (6.2.1)
(6.2.1) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 6.2.1 In chapter 2, the general expression of a function y(x) for the first
species complete polynomial using reversible 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(0, 1) (6.2.2)
y(x) = y00(x) (6.2.3)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (6.2.4)
y(x) = y10(x) (6.2.5)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (6.2.6)
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y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (6.2.7)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (6.2.8)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (6.2.9)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (6.2.10)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(6.2.11)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (6.2.12)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (6.2.13)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (6.2.14)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (6.2.15)
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Put n = j + 1 in (6.1.4b) and use the condition Bj+1 = 0 for α.
α = −j − λ (6.2.16)
Take (6.2.16) into (6.1.4a) and (6.1.4b).
An =
1 + a
a
(
n+∆−0 (j, q)
) (
n+∆+0 (j, q)
)
(n+ 1 + λ)(n+ γ + λ)
(6.2.17a)
Bn = −1
a
(n − 1− j)(n − 1 + λ+ β)
(n+ 1 + λ)(n + γ + λ)
(6.2.17b)
where ∆±k (j, q) = ϕ+2(1+a)(λ+2k)±
√
ϕ2−4(1+a)q
2(1+a)
ϕ = β − δ − λ− j + a(γ + δ − 1)
Now the condition cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and thus
has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can be
arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (6.2.17a) and (6.2.17b) into (6.2.10)–(6.2.15).
As B1 = c1 = 0, take the new (6.2.10) into (6.2.2) putting j = 0. Substitute the new
(6.2.13) into (6.2.3) putting j = 0.
As B2 = c2 = 0, take the new (6.2.10) and (6.2.11) into (6.2.4) putting j = 1. Substitute
the new (6.2.13) into (6.2.5) putting j = 1 and q = qm1 .
As B2N+3 = c2N+3 = 0, take the new (6.2.10)–(6.2.12) into (6.2.6) putting j = 2N + 2.
Substitute the new (6.2.13)–(6.2.15) into (6.2.7) putting j = 2N + 2 and q = qm2N+2.
As B2N+4 = c2N+4 = 0, take the new (6.2.10)–(6.2.12) into (6.2.8) putting j = 2N + 3.
Substitute the new (6.2.13)–(6.2.15) into (6.2.9) putting j = 2N + 3 and q = qm2N+3.
After the replacement process, the general expression of power series of Heun equation
about x = 0 for the first species complete polynomial using reversibe 3-term recurrence
formula and its algebraic equation for the determination of an accessory parameter q are
given by
1. As α = −λ,
An algebraic equation of degree 1 for the determination of q is given by
0 = c¯(0, 1; 0, q) = q + λ(β − δ + a(γ + δ − 1 + λ)) (6.2.18)
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The eigenvalue of q is written by q00 . Its eigenfunction is given by
y(x) = y00
(
0, q00 ;x
)
= c0x
λ (6.2.19)
2. As α = −1− λ,
An algebraic equation of degree 2 for the determination of q is given by
0 = c¯(0, 2; 1, q) + c¯(1, 0; 1, q) (6.2.20)
= a(1 + λ)(β + λ)(γ + λ) +
1∏
l=0
(
q + (λ+ l)(β − δ − 1 + l + a(γ + δ + λ− 1 + l))
)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1 . Its eigenfunction is
given by
y(x) = y10 (1, q
m
1 ;x)
= c0x
λ
{
1 +
λ (β − δ − 1 + a(γ + δ + λ− 1)) + qm1
(1 + a)(1 + λ)(γ + λ)
η
}
(6.2.21)
3. As α = −2N − 2− λ where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (6.2.22)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(6.2.23)
4. As α = −2N − 3− λ where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (6.2.24)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(6.2.25)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (j, q)
)
n
(
∆+0 (j, q)
)
n
(1 + λ)n (γ + λ)n
(
1 + a
a
)n
(6.2.26)
c¯(1, n; j, q) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + β + λ)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
(
∆−1 (j, q)
)
n
(
∆+1 (j, q)
)
n
(3 + λ)i0 (2 + γ + λ)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3 + λ)n (2 + γ + λ)n
(
1 + a
a
)n
(6.2.27)
c¯(τ, n; j, q) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + β + λ)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β + λ)
(ik + 2k + 2 + λ) (ik + 2k + 1 + γ + λ)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1 + λ)ik−1 (2k + γ + λ)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1 + λ)ik (2k + γ + λ)ik
)
×
(∆−τ (j, q))n (∆
+
τ (j, q))n (2τ + 1 + λ)iτ−1 (2τ + γ + λ)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1 + λ)n (2τ + γ + λ)n
(
1 + a
a
)n
(6.2.28)
ym0 (j, q;x) = c0x
λ
m∑
i0=0
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1 + λ)i0 (γ + λ)i0
ηi0 (6.2.29)
ym1 (j, q;x) = c0x
λ
{
m∑
i0=0
(i0 − j) (i0 + β + λ)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
m∑
i1=i0
(
∆−1 (j, q)
)
i1
(
∆+1 (j, q)
)
i1
(3 + λ)i0 (2 + γ + λ)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3 + λ)i1 (2 + γ + λ)i1
ηi1
}
z (6.2.30)
6.2. POWER SERIES 205
ymτ (j, q;x) = c0x
λ
{
m∑
i0=0
(i0 − j) (i0 + β + λ)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β + λ)
(ik + 2k + 2 + λ) (ik + 2k + 1 + γ + λ)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1 + λ)ik−1 (2k + γ + λ)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1 + λ)ik (2k + γ + λ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q))iτ (∆
+
τ (j, q))iτ (2τ + 1 + λ)iτ−1 (2τ + γ + λ)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1 + λ)iτ (2τ + γ + λ)iτ
ηiτ
 zτ (6.2.31)
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
∆±k (j, q) =
ϕ+2(1+a)(λ+2k)±
√
ϕ2−4(1+a)q
2(1+a)
ϕ = β − δ − λ− j + a(γ + δ − 1)
Put c0= 1 as λ = 0 for the first kind of independent solutions of Heun equation and
c0 =
(
1 + a
a
)1−γ
as λ = 1− γ for the second one in (6.2.18)–(6.2.31).
Remark 6.2.2 The power series expansion of Heun equation of the first kind for the
first species complete polynomial using R3TRF about x = 0 is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = HpF
R
0,0
(
a, q = q00 = 0;α = 0, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 (6.2.32)
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = aβγ +
1∏
l=0
(
q + l(β − δ − 1 + l + a(γ + δ − 1 + l))
)
(6.2.33)
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The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(x) = HpF
R
1,m
(
a, q = qm1 ;α = −1, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 +
qm1
(1 + a)γ
η (6.2.34)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (6.2.35)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = HpF
R
2N+2,m
(
a, q = qm2N+2;α = −2N − 2, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(6.2.36)
4. As α = −2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (6.2.37)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = HpF
R
2N+3,m
(
a, q = qm2N+3;α = −2N − 3, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(6.2.38)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (j, q)
)
n
(
∆+0 (j, q)
)
n
(1)n (γ)n
(
1 + a
a
)n
(6.2.39)
c¯(1, n; j, q) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
(
∆−1 (j, q)
)
n
(
∆+1 (j, q)
)
n
(3)i0 (2 + γ)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3)n (2 + γ)n
(
1 + a
a
)n
(6.2.40)
c¯(τ, n; j, q) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
(∆−τ (j, q))n (∆
+
τ (j, q))n (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1)n (2τ + γ)n
(
1 + a
a
)n
(6.2.41)
ym0 (j, q;x) =
m∑
i0=0
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
ηi0 (6.2.42)
ym1 (j, q;x) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
m∑
i1=i0
(
∆−1 (j, q)
)
i1
(
∆+1 (j, q)
)
i1
(3)i0 (2 + γ)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3)i1 (2 + γ)i1
ηi1
}
z (6.2.43)
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ymτ (j, q;x) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q))iτ (∆
+
τ (j, q))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ (6.2.44)
where 
τ ≥ 2
∆±k (j, q) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q
2(1+a)
ϕ = β − δ − j + a(γ + δ − 1)
Remark 6.2.3 The power series expansion of Heun equation of the second kind for the
first species complete polynomial using R3TRF about x = 0 is given by
1. As α = γ − 1 and q = q00 = (γ − 1)(β − δ + aδ),
The eigenfunction is given by
y(x) = HpS
R
0,0
(
a, q = q00 = (γ − 1)(β − δ + aδ);α = γ − 1, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= η1−γ (6.2.45)
2. As α = γ − 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = a(2− γ)(β − γ + 1) +
1∏
l=0
(
q + (1 + l − γ)(β − δ − 1 + l + a(δ + l))
)
(6.2.46)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(x) = HpS
R
1,m
(
a, q = qm1 ;α = γ − 2, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= η1−γ
{
1 +
(1− γ) (β − δ − 1 + aδ) + qm1
(1 + a)(2 − γ) η
}
(6.2.47)
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3. As α = γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (6.2.48)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = HpS
R
2N+2,m
(
a, q = qm2N+2;α = γ − 2N − 3, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(6.2.49)
4. As α = γ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (6.2.50)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = HpS
R
2N+3,m
(
a, q = qm2N+3;α = γ − 2N − 4, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(6.2.51)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (j, q)
)
n
(
∆+0 (j, q)
)
n
(2− γ)n (1)n
(
1 + a
a
)n
(6.2.52)
c¯(1, n; j, q) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + 1 + β − γ)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(2− γ)i0 (1)i0
×
(
∆−1 (j, q)
)
n
(
∆+1 (j, q)
)
n
(4− γ)i0 (3)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(4− γ)n (3)n
(
1 + a
a
)n
(6.2.53)
c¯(τ, n; j, q) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + β − γ + 1)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(2− γ)i0 (1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − γ)
(ik + 2k + 3− γ) (ik + 2k + 2)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 2− γ)ik−1 (2k + 1)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 2− γ)ik (2k + 1)ik
)
×
(∆−τ (j, q))n (∆
+
τ (j, q))n (2τ + 2− γ)iτ−1 (2τ + 1)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 2− γ)n (2τ + 1)n
(
1 + a
a
)n
(6.2.54)
ym0 (j, q;x) = η
1−γ
m∑
i0=0
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(2− γ)i0 (1)i0
ηi0 (6.2.55)
ym1 (j, q;x) = η
1−γ
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − γ)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(2− γ)i0 (1)i0
×
m∑
i1=i0
(
∆−1 (j, q)
)
i1
(
∆+1 (j, q)
)
i1
(4− γ)i0 (3)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(4− γ)i1 (3)i1
ηi1
}
z (6.2.56)
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ymτ (j, q;x) = η
1−γ
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − γ)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(2− γ)i0 (1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − γ)
(ik + 2k + 3− γ) (ik + 2k + 2)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 2− γ)ik−1 (2k + 1)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 2− γ)ik (2k + 1)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q))iτ (∆
+
τ (j, q))iτ (2τ + 2− γ)iτ−1 (2τ + 1)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 2− γ)iτ (2τ + 1)iτ
ηiτ
 zτ (6.2.57)
where 
τ ≥ 2
∆±k (j, q) =
ϕ+2(1+a)(2k+1−γ)±
√
ϕ2−4(1+a)q
2(1+a)
ϕ = β + γ − δ − 1− j + a(γ + δ − 1)
6.2.2 The second species complete polynomial using R3TRF
For the second species complete polynomial, we need a condition which is defined by
Bj = Bj+1 = Aj = 0 where j ∈ N0 (6.2.58)
Theorem 6.2.4 In chapter 2, the general expression of a function y(x) for the second
species complete polynomial using 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x) (6.2.59)
2. As B1 = B2 = A1 = 0,
y(x) = y10(x) (6.2.60)
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (6.2.61)
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4. As B2N+3 = B2N+4 = A2N+3 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (6.2.62)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (6.2.63)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (6.2.64)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (6.2.65)
Put n = j + 1 in (6.1.4b) and use the condition Bj+1 = 0 for α.
α = −j − λ (6.2.66)
Put n = j in (6.1.4b) and use the condition Bj = 0 for β.
β = −j + 1− λ (6.2.67)
Substitute (6.2.66) and (6.2.67) into (6.1.4a). Put n = j in the new (6.1.4a) and use the
condition Aj = 0 for q.
q = −(j + λ) [−δ − j + 1− λ+ a(γ + δ + j − 1 + λ)] (6.2.68)
Take (6.2.66), (6.2.67) and (6.2.68) into (6.1.4a) and (6.1.4b).
An =
1 + a
a
(n− j) (n+Π0 (j))
(n+ 1 + λ)(n+ γ + λ)
(6.2.69a)
Bn = −1
a
(n− j)(n − j − 1)
(n+ 1 + λ)(n + γ + λ)
(6.2.69b)
where
Πk (j) =
1
1 + a
(−δ − j + 1 + a (γ + δ + j − 1 + 2λ)) + 2k (6.2.69c)
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Substitute (6.2.69a) and (6.2.69c) into (6.2.63)–(6.2.65).
As B1 = A0 = 0, substitute the new (6.2.63) into (6.2.59) putting j = 0.
As B1 = B2 = A1 = 0, substitute the new (6.2.63) into (6.2.60) putting j = 1.
As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new (6.2.63)–(6.2.65) into (6.2.61)
putting j = 2N + 2.
As B2N+3 = B2N+4 = A2N+3 = 0, substitute the new (6.2.63)–(6.2.65) into (6.2.62)
putting j = 2N + 3.
After the replacement process, the general expression of power series of Heun equation
about x = 0 for the second species complete polynomial using reversible 3-term
recurrence formula is given by
1. As α = −λ, β = 1− λ and q = −λ [−δ + 1− λ+ a (γ + δ − 1 + λ)],
Its eigenfunction is given by
y(x) = y00(0;x) = c0x
λ (6.2.70)
2. As α = −1− λ, β = −λ and q = −(1 + λ) [−δ − λ+ a (γ + δ + λ)],
Its eigenfunction is given by
y(x) = y10(1;x) = c0x
λ
{
1 +
δ − a (γ + δ + 2λ)
(1 + a)(1 + λ)(γ + λ)
η
}
(6.2.71)
3. As α = −2N − 2− λ, β = −2N − 1− λ and
q = − (2N + 2 + λ) [−δ − 2N − 1− λ+ a (γ + δ + 2N + 1 + λ)] where N ∈ N0,
Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N+1−r)r (2N + 2;x) (6.2.72)
4. As α = −2N − 3− λ, β = −2N − 2− λ and
q = − (2N + 3 + λ) [−δ − 2N − 2− λ+ a (γ + δ + 2N + 2 + λ)] where N ∈ N0,
Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N−r)+3r (2N + 3;x) (6.2.73)
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In the above,
ym0 (j;x) = c0x
λ
m∑
i0=0
(−j)i0 (Π0 (j))i0
(1 + λ)i0 (γ + λ)i0
ηi0 (6.2.74)
ym1 (j;x) = c0x
λ
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(−j)i0 (Π0 (j))i0
(1 + λ)i0 (γ + λ)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (3 + λ)i0 (γ + 2 + λ)i0
(2− j)i0 (Π1 (j))i0 (3 + λ)i1 (γ + 2 + λ)i1
ηi1
}
z (6.2.75)
ymτ (j;x) = c0x
λ
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(−j)i0 (Π0 (j))i0
(1 + λ)i0 (γ + λ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2 + λ) (ik + 2k + 1 + γ + λ)
×
(2k − j)ik (Πk (j))ik (2k + 1 + λ)ik−1 (2k + γ + λ)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 1 + λ)ik (2k + γ + λ)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 1 + λ)iτ−1 (2τ + γ + λ)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 1 + λ)iτ (2τ + γ + λ)iτ
ηiτ
 zτ (6.2.76)
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Πk (j) =
1
1+a (−δ − j + 1 + a (γ + δ + j − 1 + 2λ)) + 2k
Put c0= 1 as λ = 0 for the first kind of independent solutions of Heun equation and
c0 =
(
1 + a
a
)1−γ
as λ = 1− γ for the second one in (6.2.70)–(6.2.76).
Remark 6.2.5 The power series expansion of Heun equation of the first kind for the
second species complete polynomial using R3TRF about x = 0 is given by
1. As α = 0, β = 1 and q = 0,
Its eigenfunction is given by
y(x) = HpF
R
0
(
a, q = 0;α = 0, β = 1, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 (6.2.77)
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2. As α = −1, β = 0 and q = δ − a (γ + δ),
Its eigenfunction is given by
y(x) = HpF
R
1
(
a, q = δ − a (γ + δ) ;α = −1, β = 0, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
= 1 +
δ − a (γ + δ)
(1 + a)γ
η (6.2.78)
3. As α = −2N − 2, β = −2N − 1 and q = (2N + 2) [δ + 2N + 1− a (γ + δ + 2N + 1)]
where N ∈ N0,
Its eigenfunction is given by
y(x) = HpF
R
2N+2
(
a, q = (2N + 2) [δ + 2N + 1− a (γ + δ + 2N + 1)] ;α = −2N − 2
, β = −2N − 1, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N+1−r)r (2N + 2;x) (6.2.79)
4. As α = −2N − 3, β = −2N − 2 and q = (2N + 3) [δ + 2N + 2− a (γ + δ + 2N + 2)]
where N ∈ N0,
Its eigenfunction is given by
y(x) = HpF
R
2N+3
(
a, q = (2N + 3) [δ + 2N + 2− a (γ + δ + 2N + 2)] ;α = −2N − 3
, β = −2N − 2, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N−r)+3r (2N + 3;x) (6.2.80)
216CHAPTER 6. COMPLETE POLYNOMIALS OF HEUN EQUATION USING R3TRF
In the above,
ym0 (j;x) =
m∑
i0=0
(−j)i0 (Π0 (j))i0
(1)i0 (γ)i0
ηi0 (6.2.81)
ym1 (j;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 1 + γ)
(−j)i0 (Π0 (j))i0
(1)i0 (γ)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (3)i0 (γ + 2)i0
(2− j)i0 (Π1 (j))i0 (3)i1 (γ + 2)i1
ηi1
}
z (6.2.82)
ymτ (j;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 1 + γ)
(−j)i0 (Π0 (j))i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(2k − j)ik (Πk (j))ik (2k + 1)ik−1 (2k + γ)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ (6.2.83)
where {
τ ≥ 2
Πk (j) =
1
1+a (−δ − j + 1 + a (γ + δ + j − 1)) + 2k
Remark 6.2.6 The power series expansion of Heun equation of the second kind for the
second species complete polynomial using R3TRF about x = 0 is given by
1. As α = γ − 1, β = γ and q = (γ − 1) (γ − δ + aδ),
Its eigenfunction is given by
y(x) = HpS
R
0
(
a, q = (γ − 1) (γ − δ + aδ) ;α = γ − 1, β = γ, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
= η1−γ (6.2.84)
2. As α = γ − 2, β = γ − 1 and q = (γ − 2) [γ − δ − 1 + a (δ + 1)],
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Its eigenfunction is given by
y(x) = HpS
R
1
(
a, q = (γ − 2) [γ − δ − 1 + a (δ + 1)] ;α = γ − 2, β = γ − 1, γ, δ
; η =
(1 + a)
a
x; z = −1
a
x2
)
= η1−γ
{
1 +
δ + a (γ − δ − 2)
(1 + a)(2− γ) η
}
(6.2.85)
3. As α = γ − 2N − 3, β = γ − 2N − 2 and
q = (γ − 2N − 3) [γ − δ − 2N − 2 + a (δ + 2N + 2)] where N ∈ N0,
Its eigenfunction is given by
y(x) = HpS
R
2N+2
(
a, q = (γ − 2N − 3) [γ − δ − 2N − 2 + a (δ + 2N + 2)] ;α = γ − 2N − 3
, β = γ − 2N − 2, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N+1−r)r (2N + 2;x) (6.2.86)
4. As α = γ − 2N − 4, β = γ − 2N − 3 and
q = (γ − 2N − 4) [γ − δ − 2N − 3 + a (δ + 2N + 3)] where N ∈ N0,
Its eigenfunction is given by
y(x) = HpS
R
2N+3
(
a, q = (γ − 2N − 4) [γ − δ − 2N − 3 + a (δ + 2N + 3)] ;α = γ − 2N − 4
, β = γ − 2N − 3, γ, δ; η = (1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N−r)+3r (2N + 3;x) (6.2.87)
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In the above,
ym0 (j;x) = η
1−γ
m∑
i0=0
(−j)i0 (Π0 (j))i0
(2− γ)i0 (1)i0
ηi0 (6.2.88)
ym1 (j;x) = η
1−γ
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 3− γ) (i0 + 2)
(−j)i0 (Π0 (j))i0
(2− γ)i0 (1)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (4− γ)i0 (3)i0
(2− j)i0 (Π1 (j))i0 (4− γ)i1 (3)i1
ηi1
}
z (6.2.89)
ymτ (j;x) = η
1−γ
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 3− γ) (i0 + 2)
(−j)i0 (Π0 (j))i0
(2− γ)i0 (1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 3− γ) (ik + 2k + 2)
×
(2k − j)ik (Πk (j))ik (2k + 2− γ)ik−1 (2k + 1)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 2− γ)ik (2k + 1)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 2− γ)iτ−1 (2τ + 1)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 2− γ)iτ (2τ + 1)iτ
ηiτ
 zτ (6.2.90)
where {
τ ≥ 2
Πk (j) =
1
1+a (−δ − j + 1 + a (−γ + δ + j + 1)) + 2k
It is required that γ 6= 0,−1,−2, · · · for the first kind of independent solutions of Heun
equation about x = 0 for the first and second species complete polynomials by applying
complete polynomials using either 3TRF or R3TRF. If γ is zero or a negative integer, the
coefficients cn in a formal series go to infinity at a certain value of n, and a power series
solution of (6.1.2) can not be analyzed as λ = 0. By same reasons, it is required that
γ 6= 2, 3, 4, · · · for the second independent solutions of Heun equation about x = 0 for the
first and second species complete polynomials as λ = 1− γ.
6.3 Summary
In chapter 5, I show formal series solutions in closed forms of Heun equation around
x = 0 for the first and second species complete polynomial by applying a mathematical
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expression of complete polynomials using 3TRF. This is done by letting An in sequences
cn is the leading term in each finite sub-power series of the general series solution y(x). In
this chapter, the first and second species complete polynomials of Heun equation around
x = 0 are constructed by applying a general summation formula of complete polynomials
using R3TRF. This is done by letting Bn in sequences cn is the leading term in each
finite sub-power series of the general series solution y(x).
These two complete polynomial solutions are identical to each other analytically.
Complete polynomial solutions of Heun equation around x = 0 by applying 3TRF are
composed of the sum of two sub-power series, yji (x) where i, j ∈ N0. In contrast, complete
polynomial expressions of Heun equation by applying R3TRF only consists of one
sub-formal series. The latter is more applicable into any special functions analysis for the
transformation to other simpler functions such as hypergeometric type functions because
of its simple form of formal series solutions.
In chapter 5 and this chapter, two polynomial equations of Heun equation around x = 0
for the determination of the spectral parameter q in the form of partial sums of the
sequences {An} and {Bn} using 3TRF and R3TRF are equivalent to each other
analytically. For an algebraic equation for q of Heun equation using 3TRF, An is the
leading term in each sequences c2n+l where l ∈ N0: in chapter 1, I observe the term inside
parentheses of sequences cn which does not include any An’s for c2n with every subscripts
(c0, c1, c2,· · · ), I observe the terms inside parentheses of sequence cn which include one
term of An’s for c2n+1 with odd subscripts (c1, c3, c5,· · · ), I observe the terms inside
parentheses of sequence cn which include two terms of An’s for c2n+2 with even subscripts
(c2, c4, c6,· · · ), I observe the terms inside parentheses of sequence cn which include three
terms of An’s for c2n+3 with odd subscripts (c3, c5, c7,· · · ), etc.
For a polynomial equation for q of Heun equation using R3TRF, Bn is the leading term
in each sequences cn+2l: in chapter 2, I observe the term inside parentheses of sequences
cn which does not include any Bn’s for cn with every subscripts (c0, c1, c2,· · · ), I observe
the terms inside parentheses of sequence cn which include one term of Bn’s for cn+2 with
every index except c0 and c1 (c2, c3, c4,· · · ), I observe the terms inside parentheses of
sequence cn which include two terms of Bn’s for cn+4 with every index except c0–c3 (c4,
c5, c6,· · · ), I observe the terms inside parentheses of sequence cn which include three
terms of Bn’s for cn+6 with every index except c0–c5 (c6, c7, c8,· · · ), etc.
For the first and second complete polynomials of Heun equation around x = 0 by
applying 3TRF in chapter 5, the denominators and numerators in all Bn terms of each
finite sub-power series arise with Pochhammer symbol. For the first and second complete
polynomials of Heun equation around x = 0 by applying R3TRF in this chapter, the
denominators and numerators in all An terms of each finite sub-power series arise with
Pochhammer symbol. And hypergeometric type equations having the 2-term recurrence
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relation are composed of a ratio of a Pochhammer symbol in numerator to another
Pochhammer symbol in denominator in sequence cn.
In chapter 2 of Ref.[2] and [4], combined definite and contour integrals for polynomials of
type 1 and 2 of Heun equation around x = 0 are constructed by applying an integral
representation of a generalized hypergeometric polynomial 5F4; it is derived from power
series solutions in closed forms of Heun equation. By using similar methods, integral
(differential) representations of Heun equation for complete polynomials of two types will
be constructed analytically in the future series including its generating function and the
orthogonal relation of it.
Appendices
221

.1. POWER SERIES EXPANSION OF 192 HEUN FUNCTIONS 223
.1 Power series expansion of 192 Heun functions
A machine-generated list of 192 (isomorphic to the Coxeter group of the Coxeter diagram
D4) local solutions of the Heun equation was obtained by Robert S. Maier(2007) [16]. In
this appendix, replacing coefficients in Frobenius solutions of Heun equation around
x = 0 of the first kind for the first and second complete polynomials using R3TRF, I
construct power series solutions for the first and second complete polynomials of nine out
of the 192 local solutions of Heun equation in Table 2 [16]
.1.1 (1− x)1−δHl(a, q − (δ − 1)γa;α− δ + 1, β − δ + 1, γ, 2− δ; x)
The first species complete polynomial
Replacing coefficients q, α, β and δ by q − (δ − 1)γa, α− δ + 1, β − δ + 1 and 2− δ into
(6.2.32)–(6.2.44). Multiply (1− x)1−δ and the new (6.2.32), (6.2.34), (6.2.36) and (6.2.38)
together.1
1. As α = δ − 1 and q = (δ − 1)γa+ q00 where q00 = 0,
The eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, 0; 0, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
2. As α = δ − 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = aγ(β − δ + 1) +
1∏
l=0
(
q − (δ − 1)γa + l(β + l + a(γ − δ + 1 + l))
)
The eigenvalue of q is written by (δ − 1)γa+ qm1 where m = 0, 1; q01 < q11. Its
eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, qm1 ;−1, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
{
1 +
qm1
(1 + a)γ
η
}
1I treat β, γ and δ as free variables and fixed values of α and q.
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3. As α = δ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q˜)
The eigenvalue of q is written by (δ − 1)γa+ qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, qm2N+2;−2N − 2, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
4. As α = δ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q˜)
The eigenvalue of q is written by (δ − 1)γa+ qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, q = qm2N+3;−2N − 3, β − δ + 1, γ, 2 − δ;x)
= (1− x)1−δ
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
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In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (γ)n
(
1 + a
a
)n
c¯(1, n; j, q˜) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + γ)n
(
1 + a
a
)n
c¯(τ, n; j, q˜) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + γ)n
(
1 + a
a
)n
ym0 (j, q˜;x) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
ηi0
ym1 (j, q˜;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + γ)i1
ηi1
}
z
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ymτ (j, q˜;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
q˜ = q − (δ − 1)γa
∆±k (j, q˜) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q˜
2(1+a)
ϕ = β − 1− j + a(γ − δ + 1)
The second species complete polynomial
Replacing coefficients q, α, β and δ by q − (δ − 1)γa, α− δ + 1, β − δ + 1 and 2− δ into
(6.2.77)–(6.2.83). Multiply (1− x)1−δ and the new (6.2.77)–(6.2.83) together.2
1. As α = δ − 1, β = δ and q = (δ − 1)γa,
Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, 0; 0, 1, γ, 2 − δ;x)
= (1− x)1−δ
2. As α = δ − 2, β = δ − 1 and q = (δ − 1)γa− δ + 2− a (γ − δ + 2),
2I treat γ and δ as free variables and fixed values of α, β and q.
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Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a,−δ + 2− a (γ − δ + 2) ;−1, 0, γ, 2 − δ;x)
= (1− x)1−δ
{
1 +
−δ + 2− a (γ − δ + 2)
(1 + a)γ
η
}
3. As α = δ − 2N − 3, β = δ − 2N − 2 and
q = (δ − 1)γa+ (2N + 2) [−δ + 2N + 3− a (γ − δ + 2N + 3)] where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, (2N + 2) [−δ + 2N + 3− a (γ − δ + 2N + 3)] ;−2N − 2,−2N − 1
, γ, 2 − δ;x)
= (1− x)1−δ
N+1∑
r=0
y2(N+1−r)r (2N + 2;x)
4. As α = δ − 2N − 4, β = δ − 2N − 3 and
q = (δ − 1)γa+ (2N + 3) [−δ + 2N + 4− a (γ − δ + 2N + 4)] where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(x)
= (1− x)1−δHl (a, (2N + 3) [−δ + 2N + 4− a (γ − δ + 2N + 4)] ;−2N − 3,−2N − 2, γ, 2 − δ;x)
= (1− x)1−δ
N+1∑
r=0
y2(N−r)+3r (2N + 3;x)
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In the above,
ym0 (j;x) =
m∑
i0=0
(−j)i0 (Π0 (j))i0
(1)i0 (γ)i0
ηi0
ym1 (j;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 1 + γ)
(−j)i0 (Π0 (j))i0
(1)i0 (γ)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (3)i0 (γ + 2)i0
(2− j)i0 (Π1 (j))i0 (3)i1 (γ + 2)i1
ηi1
}
z
ymτ (j;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 1 + γ)
(−j)i0 (Π0 (j))i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(2k − j)ik (Πk (j))ik (2k + 1)ik−1 (2k + γ)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Πk (j) =
1
1+a (δ − 1− j + a (γ − δ + 1 + j)) + 2k
.1.2 x1−γ(1− x)1−δHl(a, q − (γ + δ − 2)a− (γ − 1)(α+ β − γ − δ + 1), α− γ − δ + 2, β − γ − δ + 2, 2− γ, 2− δ;x)
The first species complete polynomial
Replacing coefficients q, α, β, γ and δ by q − (γ + δ − 2)a− (γ − 1)(α + β − γ − δ + 1),
α− γ − δ + 2, β − γ − δ + 2, 2 − γ and 2− δ into (6.2.32)–(6.2.44). Multiply
x1−γ(1− x)1−δ and the new (6.2.32), (6.2.34), (6.2.36) and (6.2.38) together.3
1. As α = γ + δ − 2 and q = (γ + δ − 2)a+ (γ − 1)(β − 1) + q00 where q00 = 0,
3I treat β, γ and δ as free variables and fixed values of α and q.
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The eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, 0; 0, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
2. As α = γ + δ − 3,
An algebraic equation of degree 2 for the determination of q is given by
0 = a(β−γ−δ+2)(2−γ)+
1∏
l=0
(
q−(γ+δ−2)a−(γ−1)(β−2)+l(β−γ−1+l−a(γ+δ−3−l))
)
The eigenvalue of q is written by (γ + δ − 2)a+ (γ − 1)(β − 2) + qm1 where m = 0, 1;
q01 < q
1
1. Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, qm1 ;−1, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
{
1 +
qm1
(1 + a)(2− γ)η
}
3. As α = γ + δ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q − (γ + δ − 2)a− (γ − 1)(β − 2N − 3))
The eigenvalue of q is written by (γ + δ − 2)a+ (γ − 1)(β − 2N − 3) + qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, qm2N+2;−2N − 2, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
4. As α = γ + δ − 2N − 5 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q − (γ + δ − 2)a− (γ − 1)(β − 2N − 4))
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The eigenvalue of q is written by (γ + δ − 2)a+ (γ − 1)(β − 2N − 4) + qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, qm2N+3;−2N − 3, β − γ − δ + 2, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (2− γ)n
(
1 + a
a
)n
c¯(1, n; j, q˜) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + 2 + β − γ − δ)
(i0 + 2) (i0 + 3− γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− γ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (4− γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (4− γ)n
(
1 + a
a
)n
c¯(τ, n; j, q˜) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + 2 + β − γ − δ)
(i0 + 2) (i0 + 3− γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 2 + β − γ − δ)
(ik + 2k + 2) (ik + 2k + 3− γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + 2− γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + 2− γ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + 2− γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + 2− γ)n
(
1 + a
a
)n
ym0 (j, q˜;x) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− γ)i0
ηi0
ym1 (j, q˜;x) =
{
m∑
i0=0
(i0 − j) (i0 + 2 + β − γ − δ)
(i0 + 2) (i0 + 3− γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− γ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (4− γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (4− γ)i1
ηi1
}
z
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ymτ (j, q˜;x) =
{
m∑
i0=0
(i0 − j) (i0 + 2 + β − γ − δ)
(i0 + 2) (i0 + 3− γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 2 + β − γ − δ)
(ik + 2k + 2) (ik + 2k + 3− γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + 2− γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + 2− γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + 2− γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + 2− γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
q˜ = q − (γ + δ − 2)a− (γ − 1)(α + β − γ − δ + 1)
∆±k (j, q˜) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q˜
2(1+a)
ϕ = β − γ − j − a(γ + δ − 3)
The second species complete polynomial
Replacing coefficients q, α, β, γ and δ by q − (γ + δ − 2)a− (γ − 1)(α + β − γ − δ + 1),
α− γ − δ + 2, β − γ − δ + 2, 2 − γ and 2− δ into (6.2.77)–(6.2.83). Multiply
x1−γ(1− x)1−δ and the new (6.2.77)–(6.2.83) together.4
1. As α = γ + δ − 2, β = γ + δ − 1 and q = (γ + δ − 2)a+ (γ − 1)(γ + δ − 2),
Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, 0; 0, 1, 2 − γ, 2− δ;x)
= x1−γ(1− x)1−δ
2. As α = γ + δ − 3, β = γ + δ − 2 and q = 2(γ + δ − 3)a+ (γ − 1)(γ + δ− 4) + (2− δ),
4I treat γ and δ as free variables and fixed values of α, β and q.
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Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, (2− δ) + a (γ + δ − 4) ;−1, 0, 2 − γ, 2− δ;x)
= x1−γ(1− x)1−δ
{
1 +
2− δ + a (γ + δ − 4)
(1 + a)(2− γ) η
}
3. As α = γ + δ − 2N − 4, β = γ + δ − 2N − 3 and
q = (γ+δ−2)a+(γ−1)(γ+δ−4N−6)+(2N + 2) [−δ + 2N + 3 + a (γ + δ − 2N − 5)]
where N ∈ N0,
Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, (2N + 2) [−δ + 2N + 3 + a (γ + δ − 2N − 5)] ;−2N − 2,−2N − 1
, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
N+1∑
r=0
y2(N+1−r)r (2N + 2;x)
4. As α = γ + δ − 2N − 5, β = γ + δ − 2N − 4 and
q = (γ+δ−2)a+(γ−1)(γ+δ−4N−8)+(2N + 3) [−δ + 2N + 4 + a (γ + δ − 2N − 6)]
where N ∈ N0,
Its eigenfunction is given by
x1−γ(1− x)1−δy(x)
= x1−γ(1− x)1−δHl(a, (2N + 3) [−δ + 2N + 4 + a (γ + δ − 2N − 6)] ;−2N − 3,−2N − 2
, 2− γ, 2− δ;x)
= x1−γ(1− x)1−δ
N+1∑
r=0
y2(N−r)+3r (2N + 3;x)
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In the above,
ym0 (j;x) =
m∑
i0=0
(−j)i0 (Π0 (j))i0
(1)i0 (2− γ)i0
ηi0
ym1 (j;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 3− γ)
(−j)i0 (Π0 (j))i0
(1)i0 (2− γ)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (3)i0 (4− γ)i0
(2− j)i0 (Π1 (j))i0 (3)i1 (4− γ)i1
ηi1
}
z
ymτ (j;x) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 3− γ)
(−j)i0 (Π0 (j))i0
(1)i0 (2− γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2) (ik + 2k + 3− γ)
×
(2k − j)ik (Πk (j))ik (2k + 1)ik−1 (2k + 2− γ)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 1)ik (2k + 2− γ)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 1)iτ−1 (2τ + 2− γ)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 1)iτ (2τ + 2− γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
z = − 1ax2
η = (1+a)a x
Πk (j) =
1
1+a (δ − 1− j − a (γ + δ − 3− j)) + 2k
.1.3 Hl(1− a,−q + αβ;α, β, δ, γ; 1− x)
The first species complete polynomial
Replacing coefficients a, q, γ, δ and x by 1− a, −q + αβ, δ, γ and 1− x into
(6.2.32)–(6.2.44).5
1. As α = 0 and q = −q00 where q00 = 0,
5I treat β, γ and δ as free variables and fixed values of α and q.
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The eigenfunction is given by
y(ξ) = Hl(1− a, 0; 0, β, δ, γ; 1 − x) = 1
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = (1− a)βγ +
1∏
l=0
(
− q − β + l(β − γ − 1 + l + (1− a)(γ + δ − 1 + l))
)
The eigenvalue of q is written by −β − qm1 where m = 0, 1; q01 < q11 . Its
eigenfunction is given by
y(ξ) = Hl(1− a, qm1 ;−1, β, δ, γ; 1 − x)
= 1 +
qm1
(2− a)δ η
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2,−q − (2N + 2)β)
The eigenvalue of q is written by −(2N + 2)β − qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
y(ξ) = Hl(1− a, qm2N+2;−2N − 2, β, δ, γ; 1 − x)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
4. As α = −2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3,−q − (2N + 3)β)
The eigenvalue of q is written by −(2N + 3)β − qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
y(ξ) = Hl(1− a, qm2N+3;−2N − 3, β, δ, γ; 1 − x)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
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In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (δ)n
(
2− a
1− a
)n
c¯(1, n; j, q˜) =
(
− 1
1− a
) n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + δ)n
(
2− a
1− a
)n
c¯(τ, n; j, q˜) =
(
− 1
1− a
)τ n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + δ)n
(
2− a
1− a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + δ)i1
ηi1
}
z
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ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
q˜ = −q + αβ
∆±k (j, q˜) =
ϕ+4(2−a)k±
√
ϕ2−4(2−a)q˜
2(2−a)
ϕ = β − γ − j + (1− a)(γ + δ − 1)
The second species complete polynomial
Replacing coefficients a, q, γ, δ and x by 1− a, −q + αβ, δ, γ and 1− x into
(6.2.77)–(6.2.83).6
1. As α = 0, β = 1 and q = 0,
Its eigenfunction is given by
y(ξ) = Hl(1− a, 0; 0, 1, δ, γ; 1 − x) = 1
2. As α = −1, β = 0 and q = −γ + (1− a) (γ + δ),
Its eigenfunction is given by
y(ξ) = Hl(1− a, γ − (1− a) (γ + δ) ;−1, 0, δ, γ; 1 − x)
= 1 +
γ − (1− a) (γ + δ)
(2− a)δ η
6I treat γ and δ as free variables and fixed values of α, β and q.
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3. As α = −2N − 2, β = −2N − 1 and
q = (2N + 1)(2N + 2)− (2N + 2) [γ + 2N + 1− (1− a) (γ + δ + 2N + 1)] where
N ∈ N0,
Its eigenfunction is given by
y(ξ) = Hl(1− a, (2N + 2) [γ + 2N + 1− (1− a) (γ + δ + 2N + 1)] ;−2N − 2,−2N − 1
, δ, γ; 1 − x)
=
N+1∑
r=0
y2(N+1−r)r (2N + 2; ξ)
4. As α = −2N − 3, β = −2N − 2 and
q = (2N + 2)(2N + 3)− (2N + 3) [γ + 2N + 2− (1− a) (γ + δ + 2N + 2)] where
N ∈ N0,
Its eigenfunction is given by
y(ξ) = Hl(1− a, (2N + 3) [γ + 2N + 2− (1− a) (γ + δ + 2N + 2)] ;−2N − 3,−2N − 2, δ, γ; 1 − x)
=
N+1∑
r=0
y2(N−r)+3r (2N + 3; ξ)
In the above,
ym0 (j; ξ) =
m∑
i0=0
(−j)i0 (Π0 (j))i0
(1)i0 (δ)i0
ηi0
ym1 (j; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 1 + δ)
(−j)i0 (Π0 (j))i0
(1)i0 (δ)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (3)i0 (δ + 2)i0
(2− j)i0 (Π1 (j))i0 (3)i1 (δ + 2)i1
ηi1
}
z
ymτ (j; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 1 + δ)
(−j)i0 (Π0 (j))i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(2k − j)ik (Πk (j))ik (2k + 1)ik−1 (2k + δ)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 1)ik (2k + δ)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 1)iτ−1 (2τ + δ)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 1)iτ (2τ + δ)iτ
ηiτ
 zτ
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where 
τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
Πk (j) =
1
2−a (−γ − j + 1 + (1− a) (γ + δ + j − 1)) + 2k
.1.4 (1− x)1−δHl(1− a,−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1);α− δ + 1, β − δ + 1, 2− δ, γ; 1− x)
The first species complete polynomial
Replacing coefficients a, q, α, β, γ, δ and x by 1− a,
−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1), α− δ + 1, β − δ + 1, 2− δ, γ and 1− x into
(6.2.32)–(6.2.44). Multiply (1− x)1−δ and the new (6.2.32), (6.2.34), (6.2.36) and (6.2.38)
together.7
1. As α = δ − 1 and q = (δ − 1)γa− q00 where q00 = 0,
The eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, 0; 0, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
2. As α = δ − 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = (1−a)(β−δ+1)(2−δ)+
1∏
l=0
(
−q+(δ−1)γa−(β−δ+1)+l(β−γ−δ+l+(1−a)(γ−δ+1+l))
)
The eigenvalue of q is written by (δ − 1)γa− (β − δ + 1)− qm1 where m = 0, 1;
q01 < q
1
1. Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, qm1 ;−1, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
{
1 +
qm1
(2− a)(2 − δ)η
}
7I treat β, γ and δ as free variables and fixed values of α and q.
.1. POWER SERIES EXPANSION OF 192 HEUN FUNCTIONS 239
3. As α = δ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2,−q + (δ − 1)γa− (2N + 2)(β − δ + 1))
The eigenvalue of q is written by (δ − 1)γa− (2N + 2)(β − δ + 1)− qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, qm2N+2;−2N − 2, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
4. As α = δ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3,−q + (δ − 1)γa− (2N + 3)(β − δ + 1))
The eigenvalue of q is written by (δ − 1)γa− (2N + 3)(β − δ + 1)− qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, qm2N+3;−2N − 3, β − δ + 1, 2− δ, γ; 1 − x)
= (1− x)1−δ
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
240
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (2− δ)n
(
2− a
1− a
)n
c¯(1, n; j, q˜) =
(
− 1
1− a
) n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 3− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− δ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (4− δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (4− δ)n
(
2− a
1− a
)n
c¯(τ, n; j, q˜) =
(
− 1
1− a
)τ n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 3− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− δ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k + 3− δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + 2− δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + 2− δ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + 2− δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + 2− δ)n
(
2− a
1− a
)n
ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− δ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 3− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− δ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (4− δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (4− δ)i1
ηi1
}
z
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ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 3− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (2− δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k + 3− δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + 2− δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + 2− δ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + 2− δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + 2− δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
q˜ = −q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1)
∆±k (j, q˜) =
ϕ+4(2−a)k±
√
ϕ2−4(2−a)q˜
2(2−a)
ϕ = β − γ − δ + 1− j + (1− a)(γ − δ + 1)
The second species complete polynomial
Replacing coefficients a, q, α, β, γ, δ and x by 1− a,
−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1), α− δ + 1, β − δ + 1, 2− δ, γ and 1− x into
(6.2.77)–(6.2.83). Multiply (1− x)1−δ and the new (6.2.77)–(6.2.83) together.8
1. As α = δ − 1, β = δ and q = (δ − 1)γa,
Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, 0; 0, 1, 2 − δ, γ; 1 − x)
= (1− x)1−δ
2. As α = δ − 2, β = δ − 1 and q = (δ − 1)γa− γ + (1− a) (γ − δ + 2),
8I treat γ and δ as free variables and fixed values of α, β and q.
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Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, γ − (1− a) (γ − δ + 2) ;−1, 0, 2 − δ, γ; 1 − x)
= (1− x)1−δ
{
1 +
γ − (1− a) (γ − δ + 2)
(2− a)(2− δ) η
}
3. As α = δ − 2N − 3, β = δ − 2N − 2 and
q = (δ−1)γa+(2N +1)(2N +2)− (2N + 2) [γ + 2N + 1− (1− a) (γ − δ + 2N + 3)]
where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, (2N + 2) [γ + 2N + 1− (1− a) (γ − δ + 2N + 3)] ;−2N − 2,−2N − 1
, 2− δ, γ; 1 − x)
= (1− x)1−δ
N+1∑
r=0
y2(N+1−r)r (2N + 2; ξ)
4. As α = δ − 2N − 4, β = δ − 2N − 3 and
q = (δ− 1)γa+(2N +2)(2N +3)− (2N + 3) [δ + 2N + 2− (1− a) (γ − δ + 2N + 4)]
where N ∈ N0,
Its eigenfunction is given by
(1− x)1−δy(ξ)
= (1− x)1−δHl(1− a, (2N + 3) [δ + 2N + 2− (1− a) (γ − δ + 2N + 4)] ;−2N − 3,−2N − 2
, 2− δ, γ; 1 − x)
= (1− x)1−δ
N+1∑
r=0
y2(N−r)+3r (2N + 3; ξ)
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In the above,
ym0 (j; ξ) =
m∑
i0=0
(−j)i0 (Π0 (j))i0
(1)i0 (2− δ)i0
ηi0
ym1 (j; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 3− δ)
(−j)i0 (Π0 (j))i0
(1)i0 (2− δ)i0
×
m∑
i1=i0
(2− j)i1 (Π1 (j))i1 (3)i0 (4− δ)i0
(2− j)i0 (Π1 (j))i0 (3)i1 (4− δ)i1
ηi1
}
z
ymτ (j; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2) (i0 + 3− δ)
(−j)i0 (Π0 (j))i0
(1)i0 (2− δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2) (ik + 2k + 3− δ)
×
(2k − j)ik (Πk (j))ik (2k + 1)ik−1 (2k + 2− δ)ik−1
(2k − j)ik−1 (Πk (j))ik−1 (2k + 1)ik (2k + 2− δ)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (Πτ (j))iτ (2τ + 1)iτ−1 (2τ + 2− δ)iτ−1
(2τ − j)iτ−1 (Πτ (j))iτ−1 (2τ + 1)iτ (2τ + 2− δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = 1− x
z = −11−aξ
2
η = 2−a1−aξ
Πk (j) =
1
2−a (−γ − j + 1 + (1− a) (γ − δ + j + 1)) + 2k
.1.5 x−αHl
(
1
a
,
q + α[(α− γ − δ + 1)a− β + δ]
a
;α, α− γ + 1, α− β + 1, δ;
1
x
)
The first species complete polynomial
Replacing coefficients a, q, α, β, γ and x by 1a ,
q+α[(α−γ−δ+1)a−β+δ]
a , α− γ + 1, α,
α− β + 1 and 1x into (6.2.32)–(6.2.44). Multiply x−α and the new (6.2.32), (6.2.34),
(6.2.36) and (6.2.38) together.9
9I treat α, β and δ as free variables and fixed values of γ and q.
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1. As γ = α+ 1 and q = α((a − 1)δ + β) + aq00 where q00 = 0,
The eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, 0; 0, α, α − β + 1, δ; 1
x
)
= x−α
2. As γ = α+ 2,
An algebraic equation of degree 2 for the determination of q is given by
0 =
1
a
α(α−β+1)+
1∏
l=0
(
q − α ((δ + 1)a+ β − δ)
a
+ l(α− δ − 1 + l + a(α− β + δ + l))
)
The eigenvalue of q is written by α ((δ + 1)a+ β − δ) + aqm1 where m = 0, 1;
q01 < q
1
1. Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, qm1 ;−1, α, α − β + 1, δ;
1
x
)
= x−α
{
1 +
aqm1
(1 + a)(α − β + 1)η
}
3. As γ = α+ 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯
(
r, 2(N − r) + 3; 2N + 2, q − α ((δ + 2N + 2)a+ β − δ)
a
)
The eigenvalue of q is written by α ((δ + 2N + 2)a+ β − δ) + aqm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, qm2N+2;−2N − 2, α, α − β + 1, δ;
1
x
)
= x−α
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As α− γ + 1 = −2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯
(
r, 2(N + 2− r); 2N + 3, q − α ((δ + 2N + 3)a+ β − δ)
a
)
The eigenvalue of q is written by α ((δ + 2N + 3)a+ β − δ) + aqm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
1
a
, qm2N+3;−2N − 3, α, α − β + 1, δ;
1
x
)
= x−α
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (α− β + 1)n
(1 + a)n
c¯(1, n; j, q˜) = (−a)
n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 2 + α− β)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− β + 1)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (α− β + 3)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (α− β + 3)n
(1 + a)n
c¯(τ, n; j, q˜) = (−a)τ
n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 2 + α− β)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− β + 1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 2 + α− β)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + 1 + α− β)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + 1 + α− β)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + 1 + α− β)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + 1 + α− β)n
(1 + a)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− β + 1)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 2 + α− β)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− β + 1)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (α− β + 3)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (α− β + 3)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 2 + α− β)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− β + 1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 2 + α− β)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + 1 + α− β)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + 1 + α− β)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + 1 + α− β)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + 1 + α− β)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = 1x
z = −aξ2
η = (1 + a)ξ
q˜ = q+α[(α−γ−δ+1)a−β+δ]a
∆±k (j, q˜) =
aϕ+4(1+a)k±
√
(aϕ)2−4a(1+a)q˜
2(1+a)
ϕ = α− δ − j + 1a(α− β + δ)
.1.6
(
1−
x
a
)
−β
Hl
(
1− a,−q + γβ;−α+ γ + δ, β, γ, δ;
(1− a)x
x− a
)
The first species complete polynomial
The case of γ, q = fixed values and α, β, δ = free variables Replacing
coefficients a, q, α and x by 1− a, −q + γβ, −α+ γ + δ and (1−a)xx−a into (6.2.32)–(6.2.44).
Replacing γ by α− δ − j into the new (6.2.39)–(6.2.44). Multiply (1− xa)−β and the new
(6.2.32), (6.2.34), (6.2.36) and (6.2.38) together.
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1. As γ = α− δ and q = (α− δ)β − q00 where q00 = 0,
The eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, 0; 0, β, γ, δ; (1− a)x
x− a
)
=
(
1− x
a
)−β
2. As γ = α− δ − 1,
An algebraic equation of degree 2 for the determination of q is given by
0 = (1− a)βγ +
1∏
l=0
(
− q + (α− δ − 1)β + l(β − δ − 1 + l + (1− a)(α − 2 + l))
)
The eigenvalue of q is written by (α− δ − 1)β − qm1 where m = 0, 1; q01 < q11 . Its
eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm1 ;−1, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β {
1 +
qm1
(2− a)(α − δ − 1)η
}
3. As γ = α− δ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2,−q + (α− δ − 2N − 2)β)
The eigenvalue of q is written by (α− δ − 2N − 2)β − qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+2;−2N − 2, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As γ = α− δ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3,−q + (α− δ − 2N − 3)β)
The eigenvalue of q is written by (α− δ − 2N − 3)β − qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+3;−2N − 3, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (α− δ − j)n
(
2− a
1− a
)n
c¯(1, n; j, q˜) =
(
− 1
1− a
) n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1− j + α− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− δ − j)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2− j + α− δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2− j + α− δ)n
(
2− a
1− a
)n
c¯(τ, n; j, q˜) =
(
− 1
1− a
)τ n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1− j + α− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− δ − j)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1− j + α− δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k − j + α− δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k − j + α− δ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ − j + α− δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ − j + α− δ)n
(
2− a
1− a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− δ − j)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1− j + α− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− δ − j)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2− j + α− δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2− j + α− δ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1− j + α− δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− δ − j)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1− j + α− δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k − j + α− δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k − j + α− δ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ − j + α− δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ − j + α− δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = 2−a1−aξ
q˜ = −q + (α− δ − j)β
∆±k (j, q˜) =
ϕ+4(2−a)k±
√
ϕ2−4(2−a)q˜
2(2−a)
ϕ = β − δ − j + a(α− 1− j)
The case of δ, q = fixed values and α, β, γ = free variables Replacing coefficients
a, q, α and x by 1− a, −q + γβ, −α+ γ + δ and (1−a)xx−a into (6.2.32)–(6.2.44) with
δ → α− γ − j in ϕ. Multiply (1− xa)−β and the new (6.2.32), (6.2.34), (6.2.36) and
(6.2.38) together.
1. As δ = α− γ and q = γβ − q00 where q00 = 0,
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The eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, 0; 0, β, γ, δ; (1− a)x
x− a
)
=
(
1− x
a
)−β
2. As δ = α− γ − 1,
An algebraic equation of degree 2 for the determination of q is given by
0 = (1− a)βγ +
1∏
l=0
(
q˜ + l(−α+ β + γ + l + (1− a)(α− 2 + l))
)
The eigenvalue of q is written by γβ − qm1 where m = 0, 1; q01 < q11. Its eigenfunction
is given by (
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm1 ;−1, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β {
1 +
qm1
(2− a)γ η
}
3. As δ = α− γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q˜)
The eigenvalue of q is written by γβ − qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+2;−2N − 2, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As δ = α− γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q˜)
The eigenvalue of q is written by γβ − qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
(
1− x
a
)−β
y(ξ)
=
(
1− x
a
)−β
Hl
(
1− a, qm2N+3;−2N − 3, β, γ, δ;
(1− a)x
x− a
)
=
(
1− x
a
)−β N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (γ)n
(
2− a
1− a
)n
c¯(1, n; j, q˜) =
(
− 1
1− a
) n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + γ)n
(
2− a
1− a
)n
c¯(τ, n; j, q˜) =
(
− 1
1− a
)τ n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + γ)n
(
2− a
1− a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + γ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = 2−a1−aξ
q˜ = −q + γβ
∆±k (j, q˜) =
ϕ+4(2−a)k±
√
ϕ2−4(2−a)q˜
2(2−a)
ϕ = −α+ β + γ + (1− a)(α − 1− j)
.1.7
(1− x)1−δ
(
1−
x
a
)
−β+δ−1
Hl
(
1− a,−q + γ[(δ − 1)a+ β − δ + 1];−α+ γ + 1, β − δ + 1, γ, 2− δ;
(1− a)x
x− a
)
The first species complete polynomial
The case of α, q = fixed values and γ, β, δ = free variables Replacing
coefficients a, q, α, β, δ and x by 1− a, −q + γ[(δ − 1)a+ β − δ + 1], −α+ γ + 1,
β − δ + 1, 2− δ and (1−a)xx−a into (6.2.32)–(6.2.44). Multiply (1− x)1−δ
(
1− xa
)−β+δ−1
and
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the new (6.2.32), (6.2.34), (6.2.36) and (6.2.38) together.
1. As α = γ + 1 and q = γ[(δ − 1)a+ β − δ + 1]− q00 where q00 = 0,
The eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, 0; 0, β − δ + 1, γ, 2 − δ; (1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
2. As α = γ + 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = (1− a)(β − δ + 1)γ +
1∏
l=0
(
q˜ + l(β − 2 + l + a(γ − δ + 1 + l))
)
The eigenvalue of q is written by γ[(δ − 1)a+ β − δ + 1]− qm1 where m = 0, 1;
q01 < q
1
1. Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm1 ;−1, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1{
1 +
qm1
(2− a)γ η
}
3. As α = γ + 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q˜)
The eigenvalue of q is written by γ[(δ − 1)a+ β − δ + 1]− qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+2;−2N − 2, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1 N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As α = γ + 2N + 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q˜)
The eigenvalue of q is written by γ[(δ − 1)a+ β − δ + 1]− qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+3;−2N − 3, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1 N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (γ)n
(
2− a
1− a
)n
c¯(1, n; j, q˜) =
(
− 1
1− a
) n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + γ)n
(
2− a
1− a
)n
c¯(τ, n; j, q˜) =
(
− 1
1− a
)τ n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + γ)n
(
2− a
1− a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + γ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = (2−a)1−a ξ
q˜ = −q + γ[(δ − 1)a+ β − δ + 1]
∆±k (j, q˜) =
ϕ+4(2−a)k±
√
ϕ2−4(2−a)q˜
2(2−a)
ϕ = β − 1− j + a(γ − δ + 1)
The case of γ, q = fixed values and α, β, δ = free variables Replacing
coefficients a, q, α, β, δ and x by 1− a, −q + γ[(δ − 1)a+ β − δ + 1], −α+ γ + 1,
β − δ + 1, 2− δ and (1−a)xx−a into (6.2.32)–(6.2.44). Replacing γ by α− 1− j into the new
(6.2.39)–(6.2.44). Multiply (1− x)1−δ (1− xa)−β+δ−1 and the new (6.2.32), (6.2.34),
(6.2.36) and (6.2.38) together.
1. As γ = α− 1 and q = (α− 1)[(δ − 1)a + β − δ + 1]− q00 where q00 = 0,
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The eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, 0; 0, β − δ + 1, γ, 2 − δ; (1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
2. As γ = α− 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = (1−a)(β−δ+1)γ+
1∏
l=0
(
−q+(α−2)[(δ−1)a+β−δ+1]+l(β−2+l+a(γ−δ+1+l))
)
The eigenvalue of q is written by (α− 2)[(δ − 1)a+ β − δ + 1]− qm1 where m = 0, 1;
q01 < q
1
1. Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm1 ;−1, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1{
1 +
qm1
(2− a)(α− 2)η
}
3. As γ = α− 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2,−q + (α− 2N − 3)[(δ − 1)a+ β − δ + 1])
The eigenvalue of q is written by (α− 2N − 3)[(δ − 1)a+ β − δ + 1]− qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+2;−2N − 2, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1 N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As γ = α− 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3,−q + (α− 2N − 4)[(δ − 1)a+ β − δ + 1])
The eigenvalue of q is written by (α− 2N − 4)[(δ − 1)a+ β − δ + 1]− qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
(1− x)1−δ
(
1− x
a
)−β+δ−1
y(ξ)
= (1− x)1−δ
(
1− x
a
)−β+δ−1
Hl
(
1− a, qm2N+3;−2N − 3, β − δ + 1, γ, 2 − δ;
(1− a)x
x− a
)
= (1− x)1−δ
(
1− x
a
)−β+δ−1 N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (α− 1− j)n
(
2− a
1− a
)n
c¯(1, n; j, q˜) =
(
− 1
1− a
) n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 − j + α)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− 1− j)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (1− j + α)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (1− j + α)n
(
2− a
1− a
)n
c¯(τ, n; j, q˜) =
(
− 1
1− a
)τ n∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 − j + α)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− 1− j)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k − j + α)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k − 1− j + α)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k − 1− j + α)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ − 1− j + α)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ − 1− j + α)n
(
2− a
1− a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− 1− j)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 − j + α)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− 1− j)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (1− j + α)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (1− j + α)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + 1 + β − δ)
(i0 + 2) (i0 − j + α)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (α− 1− j)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1 + β − δ)
(ik + 2k + 2) (ik + 2k − j + α)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k − 1− j + α)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k − 1− j + α)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ − 1− j + α)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ − 1− j + α)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = (1−a)xx−a
z = − 11−aξ2
η = (2−a)1−a ξ
q˜ = −q + (α− 1− j)[(δ − 1)a+ β − δ + 1]
∆±k (j, q˜) =
ϕ+4(2−a)k±
√
ϕ2−4(2−a)q˜
2(2−a)
ϕ = β − 1− j + (1− a)(α − δ − j)
.1.8 x−αHl
(
a− 1
a
,
−q + α(δa+ β − δ)
a
;α, α− γ + 1, δ, α− β + 1;
x− 1
x
)
The first species complete polynomial
Replacing coefficients a, q, α, β, γ, δ and x by a−1a ,
−q+α(δa+β−δ)
a , α− γ + 1, α, δ,
α− β + 1 and x−1x into (6.2.32)–(6.2.44). Multiply x−α and the new (6.2.32), (6.2.34),
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(6.2.36) and (6.2.38) together.10
1. As γ = α+ 1 and q = α(δa + β − δ) − aq00 where q00 = 0,
The eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, 0; 0, α, δ, α − β + 1; x− 1
x
)
= x−α
2. As γ = α+ 2,
An algebraic equation of degree 2 for the determination of q is given by
0 =
(a− 1)α(α + 2)
a
+
1∏
l=0
(
q˜ + l(β − 2 + l + a(α− β + δ + l))
)
The eigenvalue of q is written by α(δa + β − δ) − aqm1 where m = 0, 1; q01 < q11. Its
eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, qm1 ;−1, α, δ, α − β + 1;
x− 1
x
)
= x−α
{
1 +
aqm1
(2a− 1)δ η
}
3. As γ = α+ 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q˜)
The eigenvalue of q is written by α(δa + β − δ) − aqm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, qm2N+2;−2N − 2, α, δ, α − β + 1;
x− 1
x
)
= x−α
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
10I treat α, β and δ as free variables and fixed values of γ and q.
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4. As γ = α+ 2N + 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q˜)
The eigenvalue of q is written by α(δa + β − δ) − aqm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
x−αy(ξ)
= x−αHl
(
a− 1
a
, qm2N+3;−2N − 3, α, δ, α − β + 1;
x− 1
x
)
= x−α
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (δ)n
(
2a− 1
a− 1
)n
c¯(1, n; j, q˜) =
(
− a
a− 1
) n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + δ)n
(
2a− 1
a− 1
)n
c¯(τ, n; j, q˜) =
(
− a
a− 1
)τ n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + δ)n
(
2a− 1
a− 1
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + δ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = x−1x
z = −aa−1ξ
2
η = 2a−1a−1 ξ
q˜ = −q+α(δa+β−δ)a
∆±k (j, q˜) =
aϕ+4(2a−1)k±
√
(aϕ)2−4(2a−1)q˜
2(2a−1)
ϕ = β − 1− j + a−1a (α− β + δ)
.1.9
(
x− a
1− a
)
−α
Hl
(
a, q − (β − δ)α;α,−β + γ + δ, δ, γ;
a(x− 1)
x− a
)
The first species complete polynomial
The case of β, q = fixed values and α, γ, δ = free variables Replacing coefficients
q, α, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, α, δ, γ and a(x−1)x−a into (6.2.32)–(6.2.44).
Multiply
(
x−a
1−a
)−α
and the new (6.2.32), (6.2.34), (6.2.36) and (6.2.38) together.
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1. As β = γ + δ and q = γα+ q00 where q
0
0 = 0,
The eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, 0; 0, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α
2. As β = γ + δ + 1,
An algebraic equation of degree 2 for the determination of q is given by
0 = aαδ +
1∏
l=0
(
q − (γ + 1)α + l(α− γ − 1 + l + a(γ + δ − 1 + l))
)
The eigenvalue of q is written by (γ + 1)α+ qm1 where m = 0, 1; q
0
1 < q
1
1 . Its
eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm1 ;−1, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{
1 +
qm1
(1 + a)δ
η
}
3. As β = γ + δ + 2N + 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q − (γ + 2N + 2)α)
The eigenvalue of q is written by (γ + 2N + 2)α + qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+2;−2N − 2, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As β = γ + δ + 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q − (γ + 2N + 3)α)
The eigenvalue of q is written by (γ + 2N + 3)α + qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+3;−2N − 3, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (δ)n
(
1 + a
a
)n
c¯(1, n; j, q˜) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + δ)n
(
1 + a
a
)n
c¯(τ, n; j, q˜) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + δ)n
(
1 + a
a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + δ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = a(x−1)x−a
z = − 1aξ2
η = (1+a)a ξ
q˜ = q − (β − δ)α
∆±k (j, q˜) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q˜
2(1+a)
ϕ = α− γ − j + a(γ + δ − 1)
The case of γ, q = fixed values and α, β, δ = free variables Replacing
coefficients q, α, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, α, δ, γ and a(x−1)x−a into
(6.2.32)–(6.2.44) with γ → β − δ − j in ϕ. Multiply
(
x−a
1−a
)−α
and the new (6.2.32),
(6.2.34), (6.2.36) and (6.2.38) together.
1. As γ = β − δ and q = (β − δ)α + q00 where q00 = 0,
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The eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, 0; 0, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α
2. As γ = β − δ − 1,
An algebraic equation of degree 2 for the determination of q is given by
0 = aαδ +
1∏
l=0
(
q − (β − δ)α + l(α− β + δ + l + a(β − 2 + l))
)
The eigenvalue of q is written by (β − δ)α + qm1 where m = 0, 1; q01 < q11. Its
eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm1 ;−1, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{
1 +
qm1
(1 + a)δ
η
}
3. As γ = β − δ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q˜)
The eigenvalue of q is written by (β − δ)α + qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+2;−2N − 2, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As γ = β − δ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q˜)
The eigenvalue of q is written by (β − δ)α + qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+3;−2N − 3, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (δ)n
(
1 + a
a
)n
c¯(1, n; j, q˜) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2 + δ)n
(
1 + a
a
)n
c¯(τ, n; j, q˜) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ + δ)n
(
1 + a
a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2 + δ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2 + δ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1 + δ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (δ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1 + δ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k + δ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k + δ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ + δ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ + δ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = a(x−1)x−a
z = − 1aξ2
η = (1+a)a ξ
q˜ = q − (β − δ)α
∆±k (j, q˜) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q˜
2(1+a)
ϕ = α− β + δ + a(β − 1− j)
The case of δ, q = fixed values and α, β, γ = free variables Replacing
coefficients q, α, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, α, δ, γ and a(x−1)x−a into
(6.2.32)–(6.2.44). Replacing δ by β − γ − j into the new (6.2.39)–(6.2.44). Multiply(
x−a
1−a
)−α
and the new (6.2.32), (6.2.34), (6.2.36) and (6.2.38) together.
1. As δ = β − γ and q = γα+ q00 where q00 = 0,
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The eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, 0; 0, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α
2. As δ = β − γ − 1,
An algebraic equation of degree 2 for the determination of q is given by
0 = aα(β − γ − 1) +
1∏
l=0
(
q − (γ + 1)α + l(α− γ − 1 + l + a(β − 2 + l))
)
The eigenvalue of q is written by (γ + 1)α+ qm1 where m = 0, 1; q
0
1 < q
1
1 . Its
eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm1 ;−1, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α{
1 +
qm1
(1 + a)(β − γ − 1)η
}
3. As δ = β − γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q − (γ + 2N + 2)α)
The eigenvalue of q is written by (γ + 2N + 2)α + qm2N+2 where
m = 0, 1, 2, · · · , 2N + 2; q02N+2 < q12N+2 < · · · < q2N+22N+2 . Its eigenfunction is given by(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+2;−2N − 2, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; ξ
)
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4. As δ = β − γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q − (γ + 2N + 3)α)
The eigenvalue of q is written by (γ + 2N + 3)α + qm2N+3 where
m = 0, 1, 2, · · · , 2N + 3; q02N+3 < q12N+3 < · · · < q2N+32N+3 . Its eigenfunction is given by
(
x− a
1− a
)−α
y(ξ)
=
(
x− a
1− a
)−α
Hl
(
a, qm2N+3;−2N − 3, α, δ, γ;
a(x− 1)
x− a
)
=
(
x− a
1− a
)−α N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; ξ
)
In the above,
c¯(0, n; j, q˜) =
(
∆−0 (j, q˜)
)
n
(
∆+0 (j, q˜)
)
n
(1)n (β − γ − j)n
(
1 + a
a
)n
c¯(1, n; j, q˜) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1− j + β − γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (β − γ − j)i0
×
(
∆−1 (j, q˜)
)
n
(
∆+1 (j, q˜)
)
n
(3)i0 (2− j + β − γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)n (2− j + β − γ)n
(
1 + a
a
)n
c¯(τ, n; j, q˜) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1− j + β − γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (β − γ − j)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1− j + β − γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k − j + β − γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k − j + β − γ)ik
)
×
(∆−τ (j, q˜))n (∆
+
τ (j, q˜))n (2τ + 1)iτ−1 (2τ − j + β − γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)n (2τ − j + β − γ)n
(
1 + a
a
)n
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ym0 (j, q˜; ξ) =
m∑
i0=0
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (β − γ − j)i0
ηi0
ym1 (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1− j + β − γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (β − γ − j)i0
×
m∑
i1=i0
(
∆−1 (j, q˜)
)
i1
(
∆+1 (j, q˜)
)
i1
(3)i0 (2− j + β − γ)i0(
∆−1 (j, q˜)
)
i0
(
∆+1 (j, q˜)
)
i0
(3)i1 (2− j + β − γ)i1
ηi1
}
z
ymτ (j, q˜; ξ) =
{
m∑
i0=0
(i0 − j) (i0 + α)
(i0 + 2) (i0 + 1− j + β − γ)
(
∆−0 (j, q˜)
)
i0
(
∆+0 (j, q˜)
)
i0
(1)i0 (β − γ − j)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + α)
(ik + 2k + 2) (ik + 2k + 1− j + β − γ)
×
(
∆−k (j, q˜)
)
ik
(
∆+k (j, q˜)
)
ik
(2k + 1)ik−1 (2k − j + β − γ)ik−1(
∆−k (j, q˜)
)
ik−1
(
∆+k (j, q˜)
)
ik−1
(2k + 1)ik (2k − j + β − γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q˜))iτ (∆
+
τ (j, q˜))iτ (2τ + 1)iτ−1 (2τ − j + β − γ)iτ−1(
∆−τ (j, q˜)
)
iτ−1
(
∆+τ (j, q˜)
)
iτ−1
(2τ + 1)iτ (2τ − j + β − γ)iτ
ηiτ
 zτ
where 
τ ≥ 2
ξ = a(x−1)x−a
z = − 1aξ2
η = (1+a)a ξ
q˜ = q − (γ + j)α
∆±k (j, q˜) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q˜
2(1+a)
ϕ = α− γ − j + a(β − 1− j)
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Chapter 7
Complete polynomials of
Confluent Heun equation about
the regular singular point at zero
The power series solution of a Confluent Heun equation (CHE) provides a 3-term
recurrence relation between successive coefficients. In chapter 4 of Ref.[2], by applying
three term recurrence formula (3TRF), I construct power series solutions in closed forms
and integral forms of the CHE for an infinite series and a polynomial of type 1. Indeed,
generating functions for the Confluent Heun polynomial (CHP) of type 1 are constructed
analytically.
In chapter 5 of Ref.[2], by applying reversible three term recurrence formula (R3TRF), I
derive power series expansions in closed forms and integral representations of the CHE
for an infinite series and a polynomial of type 2 including generating functions for the
CHP of type 2.
In this chapter I construct Frobenius solutions of the CHE about the regular singular
point at zero for a polynomial of type 3 by applying mathematical formulas of complete
polynomials using 3TRF and R3TRF.
7.1 Introduction
A formal series solution of hypergeometric equation is composed of a 2-term recursion
relation between successive coefficients. Hypergeometric equation generalizes any special
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funtions having a 2-term recursive relation in their power series such as Legendre,
Laguerre, Kummer equations, etc. In contrast, Heun equation has a 3-term recurrence
relation between consecutive coefficients in its power series. Currently, the Heun equation
is considered as the mother of all well-known special functions such as: Spheroidal Wave,
Lame, Mathieu, hypergeometric type equations, etc. According to Karl Heun [12, 13],
Heun equation is a second-order linear ODE which has four regular singular points.
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (7.1.1)
where ǫ = α+ β − γ − δ + 1 for assuring the regularity of the point at x =∞. It has four
regular singular points which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ},
{0, 1 − ǫ} and {α, β}.
Heun equation has four different confluent forms such as: (1) Confluent Heun (two
regular and one irregular singularities), (2) Doubly Confluent Heun (two irregular
singularities), (3) Biconfluent Heun (one regular and one irregular singularities), (4)
Triconfluent Heun equations (one irregular singularity). Like deriving of confluent
hypergeometric equation from the hypergeometric equation, four confluent forms of Heun
equation are obtained by merging two or more regular singularities to take an irregular
singularity in Heun equation.
The non-symmetrical canonical form of the CHE is a second-order linear ordinary
differential equation of the form [3, 4, 13, 15]
d2y
dx2
+
(
β +
γ
x
+
δ
x− 1
)
dy
dx
+
αβx− q
x(x− 1)y = 0 (7.1.2)
(7.1.2) has three singular points: two regular singular points which are 0 and 1 with
exponents {0, 1 − γ} and {0, 1 − δ}, and one irregular singular point which is ∞ with an
exponent α. Its solution is denoted as Hc(α, β, γ, δ, q;x).
1 The CHE is a more general
form than any other linear second ODEs such as Whittaker-Hill, spheroidal wave,
Coulomb spheroidal and Mathieu’s equations. All possible local solutions of the CHE
(Regge-Wheeler and Teukolsky equations) were constructed by Fiziev. [6, 8] The general
solutions in series of the CHE around x =∞ is not convergent by only asymptotic. [1, 13]
Assume that a formal series solution takes the form
y(x) =
∞∑
n=0
cnx
n+λ where λ = indicial root (7.1.3)
1Several authors denote as coefficients 4p and σ instead of β and q. And they define the solution of the
CHE as H
(a)
c (p, α, γ, δ, σ;x).
Substituting (7.1.3) into (7.1.2) gives for the coefficients cn the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (7.1.4)
where,
An =
(n+ λ)(n + λ− β + γ + δ − 1)− q
(n+ 1 + λ)(n + γ + λ)
(7.1.5a)
Bn =
β(n+ λ+ α− 1)
(n+ 1 + λ)(n+ γ + λ)
(7.1.5b)
where c1 = A0 c0. Two indicial roots are given such as λ = 0 and 1− γ.
There are 4 types of power series solutions in a 3-term recurrence relation of a linear
ODE such as an infinite series and 3 types of polynomials: (1) a polynomial which makes
Bn term terminated; An term is not terminated, (2) a polynomial which makes An term
terminated; Bn term is not terminated, (3) a polynomial which makes An and Bn terms
terminated at the same time, referred as ‘a complete polynomial.’
Complete polynomials can be classified in two different types such as the first species
complete polynomial and the second species complete polynomial. If a parameter of a
numerator in Bn term and a (spectral) parameter of a numerator in An term are fixed
constants, we should apply the first species complete polynomial. And if two parameters
of a numerator in Bn term and a parameter of a numerator in An term are fixed
constants, the second species complete polynomial is able to be utilized. The former has
multi-valued roots of a parameter of a numerator in An term, but the latter has only one
fixed value of a parameter of a numerator in An term for an eigenvalue.
Table 7.1 informs us about all possible general solutions in series of the CHE about the
regular singular point at zero. I construct power series solutions of the CHE around
x = 0 and their combined definite & contour integral representations for an infinite series
and a polynomial of type 1 by applying 3TRF in chapter 4 of Ref.[2]. The sequence cn
combines into combinations of An and Bn terms in (7.1.4). This is done by letting An in
the sequence cn is the leading term in the analytic function y(x): I observe the term of
sequence cn which includes zero term of A
′
ns, one term of A
′
ns, two terms of A
′
ns, three
terms of A′ns, etc. For a polynomial of type 1, I treat β, γ, δ, q as free variables and α as a
fixed value. Also, generating functions for the CHP of type 1 are constructed analytically
by applying generating functions for confluent hypergeometric (Kummer’s) polynomials
into each sub-integral form of the general integral representation for the CHP of type 1.
I obtain Frobenius solutions of the CHE around x = 0 for an infinite series and a
polynomial of type 2 by applying R3TRF including their combined definite & contour
integrals in chapter 5 of Ref.[2]. This is done by letting Bn in the sequence cn is the
leading term in the analytic function y(x): I observe the term of sequence cn which
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Confluent Heun differential equation about the regular singular point at zero
3TRF
Infinite series Polynomials
Polynomial of type 1 Polynomial of type 3
1st species
complete
polynomial
R3TRF
Infinite series Polynomials
Polynomial of type 2 Polynomial of type 3
1st species
complete
polynomial
Table 7.1: Power series of the CHE about the regular singular point at zero
includes zero term of B′ns, one term of B
′
ns, two terms of B
′
ns, three terms of B
′
ns, etc.
For a polynomial of type 2, I treat α, β, γ, δ as free variables and q as a fixed value.
Generating functions for the CHP of type 2 are constructed analytically by applying the
generating function for Jacobi polynomial using hypergeometric functions into each
sub-integral form of the general integral form for the CHP of type 2. Infinite series of the
CHE using 3TRF around x = 0 are equivalent to infinite series of it using R3TRF. The
former is that An is the leading term in each sub-power series of the CHE. The latter is
that Bn is the leading term in each sub-power series of it.
In general, the CHP has been hitherto defined as a type 3 polynomial which is equivalent
to the first species complete polynomial. [1, 6, 8, 9] The CHP comes from the CHE
around x = 0 or x =∞ that has a fixed integer value of α, just as it has a fixed value of
q. Various authors build an algebraic equation of the (j + 1)th order for the
determination of a parameter q by using matrix formalism (the determinant of
(j + 1)× (j + 1) matrices). And they leave a polynomial of the jth order for the CHP as
solutions of recurrences because of complicated computations.[5, 7, 10, 11, 14]
In chapter 1, I construct the mathematical formulas of complete polynomials for the first
and second species, by allowing An as the leading term in each finite sub-power series of
the general power series y(x), designed as “complete polynomials using 3-term recurrence
formula (3TRF).” In chapter 2, I construct the classical mathematical formulas in series
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of complete polynomials for the first and second species, by allowing Bn as the leading
term in each finite sub-power series of the general power series y(x), denominated as
“complete polynomials using reversible 3-term recurrence formula (R3TRF).”
In this chapter, by applying complete polynomials using 3TRF and R3TRF, I construct
the power series expansion in closed forms of the CHE around x = 0 for a polynomial
which makes An and Bn terms terminated. Besides, I build an algebraic equation of the
CHE for the determination of a parameter q in the form of partial sums of the sequences
{An} and {Bn} using 3TRF and R3TRF for the first species polynomials.2
7.2 Power series about the regular singular point at zero
For the first species complete polynomial of the CHE around x = 0 in table 7.1, I treat β,
γ, δ as free variables and α, q as fixed values. There is no such solution for the second
species complete polynomial of the CHE. Because a parameter α of a numerator in Bn
term in (7.1.5b) is only a fixed constant in order to make Bn term terminated at a
specific index summation n for two independent solutions where λ = 0 and 1− γ.
7.2.1 The first species complete polynomial of Confluent Heun
equation using 3TRF
For the first species complete polynomials using 3TRF and R3TRF, we need a condition
which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (7.2.1)
(7.2.1) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 7.2.1 In chapter 1, the general expression of a function y(x) for the first
species complete polynomial using 3-term recurrence formula and its algebraic equation
for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(1, 0) (7.2.2)
2I do not include general series solutions of the CHE around x = 1 in chapters 4 & 5 of Ref.[2] and this
chapter. Because since we construct power series solutions in compact forms of the CHE around x = 0, we
can obtain Frobenius solutions in closed forms of the CHE readily by a linear transformation interchanging
the regular singular points at zero and one: x→ 1− x.
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y(x) = y00(x) (7.2.3)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (7.2.4)
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (7.2.5)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (7.2.6)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (7.2.7)
In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (7.2.8)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(7.2.9)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (7.2.10)
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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (7.2.11)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (7.2.12)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (7.2.13)
Put n = j + 1 in (7.1.5b) and use the condition Bj+1 = 0 for α.
α = −j − λ (7.2.14)
Take (7.2.14) into (7.1.5b).
Bn =
β(n− j − 1)
(n+ 1 + λ)(n+ γ + λ)
(7.2.15)
Now the condition cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and thus
has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can be
arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (7.1.5a) and (7.2.15) with c1 = A0 c0 into (7.2.8)–(7.2.13).
As B1 = c1 = 0, take the new (7.2.9) into (7.2.2) putting j = 0. Substitute the new
(7.2.11) into (7.2.3) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (7.2.8)–(7.2.10) into (7.2.4) putting j = 2N + 1.
Substitute the new (7.2.11)–(7.2.13) into (7.2.5) putting j = 2N + 1 and q = qm2N+1.
As B2N+3 = c2N+3 = 0, take the new (7.2.8)–(7.2.10) into (7.2.6) putting j = 2N + 2.
Substitute the new (7.2.11)–(7.2.13) into (7.2.7) putting j = 2N + 2 and q = qm2N+2.
After the replacement process, the general expression of power series of the CHE about
x = 0 for the first species complete polynomial using 3-term recurrence formula and its
algebraic equation for the determination of an accessory parameter q are given by
1. As α = −λ,
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An algebraic equation of degree 1 for the determination of q is given by
0 = c¯(1, 0; 0, q) = −q + λ(−β + γ + δ − 1 + λ) (7.2.16)
The eigenvalue of q is written by q00 . Its eigenfunction is given by
y(x) = y00
(
0, q00 ;x
)
= c0x
λ (7.2.17)
2. As α = −2N − 1− λ where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (7.2.18)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) =
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(7.2.19)
3. As α = −2N − 2− λ where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (7.2.20)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) =
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(7.2.21)
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In the above,
c¯(0, n; j, q) =
(
− j2
)
n(
1 + λ2
)
n
(
1
2 +
γ
2 +
λ
2
)
n
(
β
2
)n
(7.2.22)
c¯(1, n; j, q) =
n∑
i0=0
(
i0 +
λ
2
)
(i0 + Γ0)− q4(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
γ
2 +
λ
2
)
i0
×
(
1
2 − j2
)
n
(
3
2 +
λ
2
)
i0
(
1 + γ2 +
λ
2
)
i0(
1
2 − j2
)
i0
(
3
2 +
λ
2
)
n
(
1 + γ2 +
λ
2
)
n
(
β
2
)n
(7.2.23)
c¯(τ, n; j, q) =
n∑
i0=0
(
i0 +
λ
2
)
(i0 + Γ0)− q4(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
γ
2 +
λ
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
λ
2
)
(ik + Γk)− q4(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
γ
2 +
λ
2
)
×
(
k
2 − j2
)
ik
(
k
2 + 1 +
λ
2
)
ik−1
(
k
2 +
1
2 +
γ
2 +
λ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1 +
λ
2
)
ik
(
k
2 +
1
2 +
γ
2 +
λ
2
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + 1 +
λ
2
)
iτ−1
(
τ
2 +
1
2 +
γ
2 +
λ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1 +
λ
2
)
n
(
τ
2 +
1
2 +
γ
2 +
λ
2
)
n
(
β
2
)n
(7.2.24)
ym0 (j, q;x) = c0x
λ
m∑
i0=0
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
γ
2 +
λ
2
)
i0
ηi0 (7.2.25)
ym1 (j, q;x) = c0x
λ

m∑
i0=0
(
i0 +
λ
2
)
(i0 + Γ0)− q4(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
γ
2 +
λ
2
)
i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
2 +
λ
2
)
i0
(
1 + γ2 +
λ
2
)
i0(
1
2 − j2
)
i0
(
3
2 +
λ
2
)
i1
(
1 + γ2 +
λ
2
)
i1
ηi1
x (7.2.26)
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ymτ (j, q;x) = c0x
λ

m∑
i0=0
(
i0 +
λ
2
)
(i0 + Γ0)− q4(
i0 +
1
2 +
λ
2
) (
i0 +
γ
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
γ
2 +
λ
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
λ
2
)
(ik + Γk)− q4(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
γ
2 +
λ
2
)
×
(
k
2 − j2
)
ik
(
k
2 + 1 +
λ
2
)
ik−1
(
k
2 +
1
2 +
γ
2 +
λ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1 +
λ
2
)
ik
(
k
2 +
1
2 +
γ
2 +
λ
2
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + 1 +
λ
2
)
iτ−1
(
τ
2 +
1
2 +
γ
2 +
λ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1 +
λ
2
)
iτ
(
τ
2 +
1
2 +
γ
2 +
λ
2
)
iτ
ηiτ
xτ (7.2.27)
where 
τ ≥ 2
η = 12βx
2
Γ0 =
1
2 (−β + γ + δ − 1 + λ)
Γk =
1
2 (−β + γ + δ − 1 + k + λ)
Put c0= 1 as λ = 0 for the first kind of independent solutions of the CHE and λ = 1− γ
for the second one in (7.2.16)–(7.2.27).
Remark 7.2.2 The power series expansion of Confluent Heun equation of the first kind
for the first species complete polynomial using 3TRF about x = 0 is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = pH
(a)
c F0,0
(
α = 0, β, γ, δ, q = q00 = 0; η =
1
2
βx2
)
= 1 (7.2.28)
2. As α = −2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (7.2.29)
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The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) = pH
(a)
c F2N+1,m
(
α = −2N − 1, β, γ, δ, q = qm2N+1; η =
1
2
βx2
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(7.2.30)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (7.2.31)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = pH
(a)
c F2N+2,m
(
α = −2N − 2, β, γ, δ, q = qm2N+2; η =
1
2
βx2
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(7.2.32)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(1)n
(
1
2 +
γ
2
)
n
(
β
2
)n
(7.2.33)
c¯(1, n; j, q) =
n∑
i0=0
i0 (i0 + Γ0)− q4(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
(
1
2 − j2
)
n
(
3
2
)
i0
(
1 + γ2
)
i0(
1
2 − j2
)
i0
(
3
2
)
n
(
1 + γ2
)
n
(
β
2
)n
(7.2.34)
c¯(τ, n; j, q) =
n∑
i0=0
i0 (i0 + Γ0)− q4(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
)
(ik + Γk)− q4(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
1
2 +
γ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
1
2 +
γ
2
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + 1
)
iτ−1
(
τ
2 +
1
2 +
γ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
n
(
τ
2 +
1
2 +
γ
2
)
n
(
β
2
)n
(7.2.35)
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ym0 (j, q;x) =
m∑
i0=0
(
− j2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
ηi0 (7.2.36)
ym1 (j, q;x) =

m∑
i0=0
i0 (i0 + Γ0)− q4(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
2
)
i0
(
1 + γ2
)
i0(
1
2 − j2
)
i0
(
3
2
)
i1
(
1 + γ2
)
i1
ηi1
x (7.2.37)
ymτ (j, q;x) =

m∑
i0=0
i0 (i0 + Γ0)− q4(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
)
(ik + Γk)− q4(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
1
2 +
γ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
1
2 +
γ
2
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + 1
)
iτ−1
(
τ
2 +
1
2 +
γ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
iτ
(
τ
2 +
1
2 +
γ
2
)
iτ
ηiτ
xτ (7.2.38)
where 
τ ≥ 2
Γ0 =
1
2 (−β + γ + δ − 1)
Γk =
1
2 (−β + γ + δ − 1 + k)
Remark 7.2.3 The power series expansion of Confluent Heun equation of the second
kind for the first species complete polynomial using 3TRF about x = 0 is given by
1. As α = γ − 1 and q = q00 = (γ − 1)(β − δ),
The eigenfunction is given by
y(x) = pH
(a)
c S0,0
(
α = γ − 1, β, γ, δ, q = q00 = (γ − 1)(β − δ); η =
1
2
βx2
)
= x1−γ (7.2.39)
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2. As α = γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (7.2.40)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) = pH
(a)
c S2N+1,m
(
α = γ − 2N − 2, β, γ, δ, q = qm2N+1; η =
1
2
βx2
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(7.2.41)
3. As α = γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (7.2.42)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = pH
(a)
c S2N+2,m
(
α = γ − 2N − 3, β, γ, δ, q = qm2N+2; η =
1
2
βx2
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(7.2.43)
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In the above,
c¯(0, n; j, q) =
(
− j2
)
n(
3
2 − γ2
)
n
(1)n
(
β
2
)n
(7.2.44)
c¯(1, n; j, q) =
n∑
i0=0
(
i0 +
1
2 − γ2
)
(i0 + Γ0)− q4(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − γ2
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
2− γ2
)
i0
(
3
2
)
i0(
1
2 − j2
)
i0
(
2− γ2
)
n
(
3
2
)
n
(
β
2
)n
(7.2.45)
c¯(τ, n; j, q) =
n∑
i0=0
(
i0 +
1
2 − γ2
)
(i0 + Γ0)− q4(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − γ2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
1
2 − γ2
)
(ik + Γk)− q4(
ik +
k
2 + 1− γ2
) (
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
2 − γ2
)
ik−1
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
2 − γ2
)
ik
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
3
2 − γ2
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
2 − γ2
)
n
(
τ
2 + 1
)
n
(
β
2
)n
(7.2.46)
ym0 (j, q;x) = x
1−γ
m∑
i0=0
(
− j2
)
i0(
3
2 − γ2
)
i0
(1)i0
ηi0 (7.2.47)
ym1 (j, q;x) = x
1−γ

m∑
i0=0
(
i0 +
1
2 − γ2
)
(i0 + Γ0)− q4(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − γ2
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
2− γ2
)
i0
(
3
2
)
i0(
1
2 − j2
)
i0
(
2− γ2
)
i1
(
3
2
)
i1
ηi1
x (7.2.48)
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ymτ (j, q;x) = x
1−γ

m∑
i0=0
(
i0 +
1
2 − γ2
)
(i0 + Γ0)− q4(
i0 + 1− γ2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − γ2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
1
2 − γ2
)
(ik + Γk)− q4(
ik +
k
2 + 1− γ2
) (
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
2 − γ2
)
ik−1
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
2 − γ2
)
ik
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
3
2 − γ2
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
2 − γ2
)
iτ
(
τ
2 + 1
)
iτ
ηiτ
xτ (7.2.49)
where 
τ ≥ 2
Γ0 =
1
2 (−β + δ)
Γk =
1
2 (−β + δ + k)
7.2.2 The first species complete polynomial of Confluent Heun
equation using R3TRF
Theorem 7.2.4 In chapter 2, the general expression of a function y(x) for the first
species complete polynomial using reversible 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(0, 1) (7.2.50)
y(x) = y00(x) (7.2.51)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (7.2.52)
y(x) = y10(x) (7.2.53)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (7.2.54)
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y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (7.2.55)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (7.2.56)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (7.2.57)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (7.2.58)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(7.2.59)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (7.2.60)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (7.2.61)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (7.2.62)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (7.2.63)
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(7.1.5a) can be described as the different version such as
An =
(
n+∆−0 (q)
) (
n+∆+0 (q)
)
(n+ 1 + λ)(n + γ + λ)
(7.2.64)
where {
∆±k (q) =
ϕ+2λ+4k±
√
ϕ2+4q
2
ϕ = −β + γ + δ − 1
According to (7.2.1), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (7.2.15) and (7.2.64) into (7.2.58)–(7.2.63).
As B1 = c1 = 0, take the new (7.2.58) into (7.2.50) putting j = 0. Substitute the new
(7.2.61) into (7.2.51) putting j = 0.
As B2 = c2 = 0, take the new (7.2.58) and (7.2.59) into (7.2.52) putting j = 1. Substitute
the new (7.2.61) into (7.2.53) putting j = 1 and q = qm1 .
As B2N+3 = c2N+3 = 0, take the new (7.2.58)–(7.2.60) into (7.2.54) putting j = 2N + 2.
Substitute the new (7.2.61)–(7.2.63) into (7.2.55) putting j = 2N + 2 and q = qm2N+2.
As B2N+4 = c2N+4 = 0, take the new (7.2.58)–(7.2.60) into (7.2.56) putting j = 2N + 3.
Substitute the new (7.2.61)–(7.2.63) into (7.2.57) putting j = 2N + 3 and q = qm2N+3.
After the replacement process, the general expression of power series of the CHE about
x = 0 for the first species complete polynomial using reversible 3-term recurrence formula
and its algebraic equation for the determination of an accessory parameter q are given by
1. As α = −λ,
An algebraic equation of degree 1 for the determination of q is given by
0 = c¯(0, 1; 0, q) = q − λ (−β + γ + δ − 1 + λ) (7.2.65)
The eigenvalue of q is written by q00 . Its eigenfunction is given by
y(x) = y00
(
0, q00 ;x
)
= c0x
λ (7.2.66)
2. As α = −1− λ,
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An algebraic equation of degree 2 for the determination of q is given by
0 = c¯(0, 2; 1, q) + c¯(1, 0; 1, q)
= −β(1 + λ)(γ + λ) +
1∏
l=0
(
(λ+ l)(−β + γ + δ − 1 + l + λ)− q
)
(7.2.67)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1 . Its eigenfunction is
given by
y(x) = y10 (1, q
m
1 ;x) = c0x
λ
{
1 +
λ(−β + γ + δ − 1 + λ)− qm1
(1 + λ)(γ + λ)
x
}
(7.2.68)
3. As α = −2N − 2− λ where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (7.2.69)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(7.2.70)
4. As α = −2N − 3− λ where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (7.2.71)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(7.2.72)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (q)
)
n
(
∆+0 (q)
)
n
(1 + λ)n (γ + λ)n
(7.2.73)
c¯(1, n; j, q) = β
n∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
(
∆−1 (q)
)
n
(
∆+1 (q)
)
n
(3 + λ)i0 (2 + γ + λ)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(3 + λ)n (2 + γ + λ)n
(7.2.74)
c¯(τ, n; j, q) = βτ
n∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2 + λ) (ik + 2k + 1 + γ + λ)
×
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 1 + λ)ik−1 (2k + γ + λ)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 1 + λ)ik (2k + γ + λ)ik
)
×
(∆−τ (q))n (∆
+
τ (q))n (2τ + 1 + λ)iτ−1 (2τ + γ + λ)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 1 + λ)n (2τ + γ + λ)n
(7.2.75)
ym0 (j, q;x) = c0x
λ
m∑
i0=0
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1 + λ)i0 (γ + λ)i0
xi0 (7.2.76)
ym1 (j, q;x) = c0x
λ
{
m∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
m∑
i1=i0
(
∆−1 (q)
)
i1
(
∆+1 (q)
)
i1
(3 + λ)i0 (2 + γ + λ)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(3 + λ)i1 (2 + γ + λ)i1
xi1
}
ρ (7.2.77)
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ymτ (j, q;x) = c0x
λ
{
m∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + γ + λ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1 + λ)i0 (γ + λ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2 + λ) (ik + 2k + 1 + γ + λ)
×
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 1 + λ)ik−1 (2k + γ + λ)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 1 + λ)ik (2k + γ + λ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (q))iτ (∆
+
τ (q))iτ (2τ + 1 + λ)iτ−1 (2τ + γ + λ)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 1 + λ)iτ (2τ + γ + λ)iτ
xiτ
 ρτ (7.2.78)
where 
τ ≥ 2
ρ = βx2
∆±k (q) =
ϕ+2λ+4k±
√
ϕ2+4q
2
ϕ = −β + γ + δ − 1
Put c0= 1 as λ = 0 for the first kind of independent solutions of the CHE and λ = 1− γ
for the second one in (7.2.65)–(7.2.78).
Remark 7.2.5 The power series expansion of Confluent Heun equation of the first kind
for the first species complete polynomial using R3TRF about x = 0 is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = pH
(a)
c F
R
0,0
(
α = 0, β, γ, δ, q = q00 = 0; ρ = βx
2
)
= 1 (7.2.79)
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = −βγ +
1∏
l=0
(
l(−β + γ + δ − 1 + l)− q
)
(7.2.80)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(x) = pH
(a)
c F
R
1,m
(
α = −1, β, γ, δ, q = qm1 ; ρ = βx2
)
= 1− q
m
1
γ
x (7.2.81)
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3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (7.2.82)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = pH
(a)
c F
R
2N+2,m
(
α = −2N − 2, β, γ, δ, q = qm2N+2; ρ = βx2
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(7.2.83)
4. As α = −2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (7.2.84)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = pH
(a)
c F
R
2N+3,m
(
α = −2N − 3, β, γ, δ, q = qm2N+3; ρ = βx2
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(7.2.85)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (q)
)
n
(
∆+0 (q)
)
n
(1)n (γ)n
(7.2.86)
c¯(1, n; j, q) = β
n∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0 (γ)i0
×
(
∆−1 (q)
)
n
(
∆+1 (q)
)
n
(3)i0 (2 + γ)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(3)n (2 + γ)n
(7.2.87)
c¯(τ, n; j, q) = βτ
n∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
(∆−τ (q))n (∆
+
τ (q))n (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 1)n (2τ + γ)n
(7.2.88)
ym0 (j, q;x) =
m∑
i0=0
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0 (γ)i0
xi0 (7.2.89)
ym1 (j, q;x) =
{
m∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0 (γ)i0
×
m∑
i1=i0
(
∆−1 (q)
)
i1
(
∆+1 (q)
)
i1
(3)i0 (2 + γ)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(3)i1 (2 + γ)i1
xi1
}
ρ (7.2.90)
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ymτ (j, q;x) =
{
m∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 1 + λ)ik (2k + γ + λ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (q))iτ (∆
+
τ (q))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 1)iτ (2τ + γ)iτ
xiτ
 ρτ (7.2.91)
where 
τ ≥ 2
∆±k (q) =
ϕ+4k±
√
ϕ2+4q
2
ϕ = −β + γ + δ − 1
Remark 7.2.6 The power series expansion of Confluent Heun equation of the second
kind for the first species complete polynomial using R3TRF about x = 0 is given by
1. As α = γ − 1 and q = q00 = (γ − 1)(β − δ),
The eigenfunction is given by
y(x) = pH
(a)
c S
R
0,0
(
α = γ − 1, β, γ, δ, q = q00 = (γ − 1)(β − δ); ρ = βx2
)
= x1−γ (7.2.92)
2. As α = γ − 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = β(γ − 2) +
1∏
l=0
(
(γ − 1− l)(β − δ − l)− q
)
(7.2.93)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(x) = pH
(a)
c S
R
1,m
(
α = γ − 2, β, γ, δ, q = qm1 ; ρ = βx2
)
= x1−γ
{
1 +
(γ − 1)(β − δ) − qm1
(2− γ) x
}
(7.2.94)
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3. As α = γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (7.2.95)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = pH
(a)
c S
R
2N+2,m
(
α = γ − 2N − 3, β, γ, δ, q = qm2N+2; ρ = βx2
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(7.2.96)
4. As α = γ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (7.2.97)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = pH
(a)
c S
R
2N+3,m
(
α = γ − 2N − 4, β, γ, δ, q = qm2N+3; ρ = βx2
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(7.2.98)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (q)
)
n
(
∆+0 (q)
)
n
(2− γ)n (1)n
(7.2.99)
c¯(1, n; j, q) = β
n∑
i0=0
(i0 − j)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(2− γ)i0 (1)i0
×
(
∆−1 (q)
)
n
(
∆+1 (q)
)
n
(4− γ)i0 (3)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(4− γ)n (3)n
(7.2.100)
c¯(τ, n; j, q) = βτ
n∑
i0=0
(i0 − j)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(2− γ)i0 (1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 3− γ) (ik + 2k + 2)
×
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 2− γ)ik−1 (2k + 1)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 2− γ)ik (2k + 1)ik
)
×
(∆−τ (q))n (∆
+
τ (q))n (2τ + 2− γ)iτ−1 (2τ + 1)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 2− γ)n (2τ + 1)n
(7.2.101)
ym0 (j, q;x) = x
1−γ
m∑
i0=0
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(2− γ)i0 (1)i0
xi0 (7.2.102)
ym1 (j, q;x) = x
1−γ
{
m∑
i0=0
(i0 − j)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(2− γ)i0 (1)i0
×
m∑
i1=i0
(
∆−1 (q)
)
i1
(
∆+1 (q)
)
i1
(4− γ)i0 (3)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(4− γ)i1 (3)i1
xi1
}
ρ (7.2.103)
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ymτ (j, q;x) = x
1−γ
{
m∑
i0=0
(i0 − j)
(i0 + 3− γ) (i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(2− γ)i0 (1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 3− γ) (ik + 2k + 2)
×
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 2− γ)ik−1 (2k + 1)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 2− γ)ik (2k + 1)ik
)
×
m∑
iτ=iτ−1
(∆−τ (q))iτ (∆
+
τ (q))iτ (2τ + 2− γ)iτ−1 (2τ + 1)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 2− γ)iτ (2τ + 1)iτ
xiτ
 ρτ (7.2.104)
where 
τ ≥ 2
∆±k (q) =
ϕ+2(2k+1−γ)±
√
ϕ2+4q
2
ϕ = −β + γ + δ − 1
7.3 Summary
In this chapter, by applying a mathematical expression of the first species complete
polynomial using 3TRF; this is done by letting An in sequences cn is the leading term in
each finite sub-power series of the general series solution y(x), I show formal series
solutions in closed forms of the CHE for a polynomial of type 3 which makes An and Bn
terms terminated at a specific index summation n. And the first species complete
polynomials of the CHE around x = 0 are constructed by applying a general summation
formula of complete polynomials using R3TRF: this is done by letting Bn in sequences cn
is the leading term in each finite sub-power series of the general series solution y(x).
It follows from the principle of the radius of convergence that γ 6= 0,−1,−2, · · · is
required for the first kind of independent solutions of the CHE for first species complete
polynomials using 3TRF and R3TRF. Similarly, it is also accompanied from the principle
of analytic continuation that γ 6= 2, 3, 4, · · · is required for the second kind of independent
solutions of the CHE for all cases.
These two complete polynomial solutions are identical to each other analytically.
Difference between two complete polynomials is that complete polynomial solutions of
the CHE around x = 0 by applying 3TRF contain the sum of two finite sub-power series
of the general series solution of the CHE. In contrast, complete polynomial expressions of
the CHE by applying R3TRF only consists of one finite sub-formal series.
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Two algebraic equations of the CHE around x = 0 for the determination of a parameter q
in the form of partial sums of the sequences {An} and {Bn} using 3TRF and R3TRF are
equivalent to each other analytically. Dissimilarity for the mathematical structure is that
An is the leading term of each sequences c¯(l, n; j, q) where l ∈ N0 in a polynomial
equation of q for the first species complete polynomial using 3TRF. And Bn is the leading
term of each sequences c¯(l, n; j, q) in a algebraic equation of q for the first species
complete polynomial using R3TRF.
For the first species complete polynomials of the CHE around x = 0 by applying 3TRF,
the denominators and numerators in all Bn terms of each finite sub-power series arise
with Pochhammer symbols. For the first species complete polynomials of the CHE
around x = 0 by applying R3TRF, the denominators and numerators in all An terms of
each finite sub-power series arise with Pochhammer symbols.
In chapter 4 of Ref.[2], combined definite and contour integrals for an infinite series and a
type 1 polynomial of the CHE around x = 0 are constructed by applying an integral
representation of Confluent hypergeometric (Kummer’s) functions into each sub-power
series of the general series solution for the CHE. And generating functions for the CHP of
type 1 are constructed by applying the generating function for Kummer’s polynomials
into each sub-integral of the general integral form of the CHP of type 1.
In chapter 5 of Ref.[2], combined definite and contour integrals for an infinite series and a
type 2 polynomial of the CHE around x = 0 are constructed by applying an integral form
of Gauss hypergeometric functions into each sub-power series of the general series
solutions for the CHE. And generating functions for the CHP of type 2 are constructed
by applying the generating function for Jacobi polynomial using hypergeometric functions
into each sub-integral of the general integral form of the CHP of type 1.
By using similar methods, 3 analytic mathematical structures such as (1) integral forms,
(2) generating functions and (3) orthogonal relations of the CHE around x = 0 for the
first species complete polynomials using 3TRF and R3TRF will be constructed in the
future series.
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Chapter 8
Complete polynomials of Confluent
Heun equation about the irregular
singular point at infinity
In chapter 7, I construct Frobenius solutions of the CHE about the regular singular point
at zero for a polynomial of type 3 by applying mathematical formulas of complete
polynomials using 3TRF and R3TRF. In this chapter I derive power series solutions of the
CHE about the irregular singular point at infinity for a polynomial of type 3 by applying
general mathematical expressions of complete polynomials using 3TRF and R3TRF.
8.1 Introduction
As I know, there are three types of the Confluent Heun equation (CHE): (1)Generalized
spheroidal equation (GSE), (2) the generalized spheroidal wave equation (GSWE) in the
Leaver version, (3) Non-symmetrical canonical form of the CHE.
The GSE was obtained by A.H. Wilson in 1928 since he looked into the wave equation for
the ion of the hydrogen molecule H+2 with considering the protons as at rest and
neglecting the mass of the electron. [15, 16] The GSWE (the different version of the
GSE), suggested by E.W. Leaver in 1986 [11], arises in non-relativistic quantum scattering
mechanics, Teukolsky’s equations of Kerr black holes, general relativity, the gauge
theories on thick brane words, hydrogen molecule ion in Stark effect, etc. These two
differential equations have two regular singular points and one irregular singular point.
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The non-symmetrical canonical form of the CHE is a second-order linear ordinary
differential equation of the form [6, 7, 12, 14]
d2y
dx2
+
(
β +
γ
x
+
δ
x− 1
)
dy
dx
+
αβx− q
x(x− 1)y = 0 (8.1.1)
(8.1.1) has three singular points: two regular singular points which are 0 and 1 with
exponents {0, 1 − γ} and {0, 1 − δ}, and one irregular singular point which is ∞ with an
exponent α. Its solution is denoted as Hc(α, β, γ, δ, q;x).
1 The CHE is a more general
form than any other linear second ODEs such as Whittaker-Hill, spheroidal wave,
Coulomb spheroidal and Mathieu’s equations.
According to changing parameters, adding the new variables and combining regular
singularities into the GSE and its Leaver version, we can convert to the non-symmetrical
canonical form of the CHE. In chapters 4 & 5 of Ref.[5], chapter 7 and this chapter,
(8.1.1) is investigated for analytic solutions of the CHE rather than the GSE and its
Leaver version because of more convenient numerical computations.
Slavyanov et al. showed asymptotic expansions of the CHE around x =∞ with
eigenvalues at large values of several parameters since he investigated phase shifts in the
Coulomb two-center problem of quantum theory in the limit of large and small distances
between the charges. [1, 2, 13]
In general, when we substitute a power series y(x) =
∑∞
n=0 cnx
n+λ into any linear ODEs
having a 3-term recurrence relation between consecutive coefficients in their power series
expansions, the recurrence relation for frobenius solution starts to appear such as
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (8.1.2)
where c1 = A0 c0 and λ is an indicial root.
Formal series solutions for any ODEs having a 3-term recursive relation and their integral
representations are hitherto unknown unfortunately because of their complex
mathematical calculations. For example, hypergeometric differential equation provides a
2-term recursion relation between successive coefficients. Its power series solutions are
classified into two types such as an infinite series and a polynomial called as ‘Jacobi
polynomial.’ In contrast, there are 23−1 possible formal series solutions of any ODEs
having a 3-term recurrence relation in their power series dissimilarly such as an infinite
series and 3 types of polynomials: (1) a polynomial which makes Bn term terminated; An
term is not terminated, (2) a polynomial which makes An term terminated; Bn term is
1Several authors denote as coefficients 4p and σ instead of β and q. And they define the solution of the
CHE as H
(a)
c (p, α, γ, δ, σ;x).
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not terminated, (3) a polynomial which makes An and Bn terms terminated at the same
time, referred as ‘a complete polynomial.’
The sequence cn consists of combinations of An and Bn terms in (8.1.2). By allowing An
in the sequence cn is the leading term of each sub-power series yl(x) where l ∈ N0 in a
function y(x) =
∑∞
n=0 yn(x) [4], the general summation formulas of the 3-term recurrence
relation in a linear ODE are constructed for an infinite series and a polynomial of type 1,
designated as ‘three term recurrence formula (3TRF).’ More precisely, a sub-power series
yl(x) is obtained by observing the term of sequence cn which includes l terms of A
′
ns.
By allowing Bn in the sequence cn is the leading term of each sub-power series yl(x) in a
function y(x) =
∑∞
n=0 yn(x) in chapter 1 of Ref.[5], the general summation formalism of
the 3-term recurrence relation in a linear ODE are constructed for an infinite series and a
polynomial of type 2, denominated as ‘reversible three term recurrence formula
(R3TRF)’: a sub-power series yl(x) is obtained by observing the term of sequence cn
which includes l terms of B′ns.
Complete polynomials which make An and Bn terms terminated in the 3-term recurrence
relation are divided into two different types such as (1) the first species complete
polynomial where a parameter of a numerator in Bn term and a (spectral) parameter of a
numerator in An term are fixed constants and (2) the second species complete polynomial
where two parameters of a numerator in Bn term and a parameter of a numerator in An
term are fixed constants. With my definition, the first species complete polynomial has
multi-valued roots of a parameter of a numerator in An term, but the second species
complete polynomial has only one fixed value of a parameter of a numerator in An term
for an eigenvalue.
By allowing An as the leading term in each finite sub-power series y
m
τ (x) where τ,m ∈ N0
of the general power series y(x), the mathematical summation formulas of complete
polynomials for the first and second species, designated as ‘complete polynomials using
3-term recurrence formula (3TRF),’ are constructed in chapter 1: a finite sub-power series
ymτ (x) is a polynomial that the lower bound of summation is zero and the upper one is m.
It is obtained by observing the term of sequence cn which includes τ terms of A
′
ns.
By allowing Bn as the leading term in each finite sub-power series y
m
τ (x) of the general
power series y(x), the classical mathematical formulas in series of complete polynomials
for the first and second species, designated as ‘complete polynomials using reversible
3-term recurrence formula (R3TRF),’ are constructed in chapter 2: a finite sub-power
series ymτ (x) is a polynomial which is obtained by observing the term of sequence cn
which includes τ terms of B′ns.
In this chapter I derive power series solutions in compact forms, called summation
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notation, of the CHE around x =∞ for two types of polynomials which make An and Bn
terms terminated by applying complete polynomials using 3TRF and R3TRF.
8.2 Power series about the irregular singular point at
infinity
The general solution in series of the CHE about the singular point at infinity is not
convergent by only asymptotic. [3, 12] Putting z = 1x into (8.1.1),
z2
d2y
dz2
+ z
(
(2− γ)− β
z
+
δ
z − 1
)
dy
dz
+
qz − αβ
z(z − 1)y = 0 (8.2.1)
Assuming the formal solution of (8.2.1) as
y(z) =
∞∑
n=0
cnz
n+λ (8.2.2)
We again obtain by substitution in (8.2.1) the 3-term recurrence system
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (8.2.3)
where,
An =
(n+ α)(n + α+ β − γ − δ + 1)− q
β(n+ 1)
(8.2.4a)
Bn =
−(n+ α− 1)(n + α− γ)
β(n+ 1)
(8.2.4b)
where c1 = A0 c0. We only have an indicial root which is λ = α.
Table 8.1 informs us about all possible general solutions in series of the CHE about the
irregular singular point at infinity. There are no general series solutions for an infinite
series, the type 1 and type 2 polynomials because since the index of summation n goes to
infinity in An and Bn terms in (8.2.4a) and (8.2.4b), series solutions will be divergent.
The Frobenius solutions of the CHE about the singular point at infinity are only valid for
complete polynomials where An and Bn terms terminated.
In this chapter, for the first species complete polynomial of the CHE around x =∞, I
treat β, γ, δ as free variables and α, q as fixed values. And for the second species
complete polynomial of it, I treat β, δ as free variables and α, γ, q as fixed values.
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Confluent Heun differential equation about the irregular singular point at infinity
3TRF
Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
R3TRF
Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
Table 8.1: Power series of Confluent Heun equation about the irregular singular point at
infinity
8.2.1 The first species complete polynomial of Confluent Heun
equation using 3TRF
For the first species complete polynomials using 3TRF and R3TRF, we need a condition
which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (8.2.5)
(8.2.5) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 8.2.1 In chapter 1, the general expression of a function y(x) for the first
species complete polynomial using 3-term recurrence formula and its algebraic equation
for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(1, 0) (8.2.6)
y(x) = y00(x) (8.2.7)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (8.2.8)
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y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (8.2.9)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (8.2.10)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (8.2.11)
In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (8.2.12)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(8.2.13)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (8.2.14)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (8.2.15)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (8.2.16)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (8.2.17)
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Put n = j + 1 in (8.2.4b) and use the condition Bj+1 = 0 for α. We obtain two possible
fixed values for α such as
α = −j (8.2.18a)
α = γ − j − 1 (8.2.18b)
The case of α = −j
Take (8.2.18a) into (8.2.4a) and (8.2.4b).
An =
(n− j)(n − j + β − γ − δ + 1)− q
β(n+ 1)
(8.2.19a)
Bn = −(n− j − 1)(n − j − γ)
β(n+ 1)
(8.2.19b)
According to (8.2.5), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
In (8.2.7), (8.2.9), (8.2.11) and (8.2.15)–(8.2.17) replace c0, λ and x by 1, α and z.
Substitute (8.2.19a) and (8.2.19b) into (8.2.12)–(8.2.17).
As B1 = c1 = 0, take the new (8.2.13) into (8.2.6) putting j = 0. Substitute the new
(8.2.15) with α = 0 into (8.2.7) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (8.2.12)–(8.2.14) into (8.2.8) putting j = 2N + 1.
Substitute the new (8.2.15)–(8.2.17) with α = −2N − 1 into (8.2.9) putting j = 2N + 1
and q = qm2N+1.
As B2N+3 = c2N+3 = 0, take the new (8.2.12)–(8.2.14) into (8.2.10) putting j = 2N + 2.
Substitute the new (8.2.15)–(8.2.17) with α = −2N − 2 into (8.2.11) putting j = 2N + 2
and q = qm2N+2.
After the replacement process, we obtain the independent solution of the CHE about
x =∞. The solution is as follows.
Remark 8.2.2 The power series expansion of Confluent Heun equation of the first kind
for the first species complete polynomial using 3TRF about x =∞ for α = non-positive
integer is given by
1. As α = 0 and q = q00 = 0,
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The eigenfunction is given by
y(z) = pH
(r,1)
c F0,0
(
α = 0, β, γ, δ, q = q00 = 0; z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= 1
(8.2.20)
2. As α = −2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (8.2.21)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(z) = pH
(r,1)
c F2N+1,m
(
α = −2N − 1, β, γ, δ, q = qm2N+1; z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z−2N−1
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; z
)}
(8.2.22)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (8.2.23)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = pH
(r,1)
c F2N+2,m
(
α = −2N − 2, β, γ, δ, q = qm2N+2; z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z−2N−2
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; z
)}
(8.2.24)
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In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
1
2 − j2 − γ2
)
n
(1)n
(
− 2
β
)n
(8.2.25)
c¯(1, n; j, q) =
(
2
β
) n∑
i0=0
(
i0 − j2
)(
i0 +Π
j
0
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − γ2
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
1− j2 − γ2
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
1− j2 − γ2
)
i0
(
3
2
)
n
(
− 2
β
)n
(8.2.26)
c¯(τ, n; j, q) =
(
2
β
)τ n∑
i0=0
(
i0 − j2
)(
i0 +Π
j
0
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − γ2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 − j2
)(
ik +Π
j
k
)
− q4(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
1
2 − j2 − γ2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
2 − j2 − γ2
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
1
2 − j2 − γ2
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
2 − j2 − γ2
)
iτ−1
(
τ
2 + 1
)
n
(
−β
2
)n
(8.2.27)
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ym0 (j, q; z) =
m∑
i0=0
(
− j2
)
i0
(
1
2 − j2 − γ2
)
i0
(1)i0
µi0 (8.2.28)
ym1 (j, q; z) =

m∑
i0=0
(
i0 − j2
)(
i0 +Π
j
0
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − γ2
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
1− j2 − γ2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
1− j2 − γ2
)
i0
(
3
2
)
i1
µi1
 ξ (8.2.29)
ymτ (j, q; z) =

m∑
i0=0
(
i0 − j2
)(
i0 +Π
j
0
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − γ2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
)(
ik +Π
j
k
)
− q4(
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
1
2 − j2 − γ2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
2 − j2 − γ2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
2 − j2 − γ2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
2 − j2 − γ2
)
iτ−1
(
τ
2 + 1
)
iτ
µiτ
 ξτ (8.2.30)
where 
τ ≥ 2
Πj0 =
1
2 (β − γ − δ + 1− j)
Πjk =
1
2 (β − γ − δ + 1− j + k)
The case of α = γ − j − 1
Take (8.2.18b) into (8.2.4a) and (8.2.4b).
An =
(n− j − 1 + γ)(n − j + β − δ)− q
β(n+ 1)
(8.2.31a)
Bn = −(n− j − 1)(n− j − 2 + γ)
β(n+ 1)
(8.2.31b)
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According to (8.2.5), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
In (8.2.7), (8.2.9), (8.2.11) and (8.2.15)–(8.2.17) replace c0, λ and x by 1, α and z.
Substitute (8.2.31a) and (8.2.31b) into (8.2.12)–(8.2.17).
As B1 = c1 = 0, take the new (8.2.13) into (8.2.6) putting j = 0. Substitute the new
(8.2.15) with α = γ − 1 into (8.2.7) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (8.2.12)–(8.2.14) into (8.2.8) putting j = 2N + 1.
Substitute the new (8.2.15)–(8.2.17) with α = γ − 2N − 2 into (8.2.9) putting j = 2N + 1
and q = qm2N+1.
As B2N+3 = c2N+3 = 0, take the new (8.2.12)–(8.2.14) into (8.2.10) putting j = 2N + 2.
Substitute the new (8.2.15)–(8.2.17) with α = γ − 2N − 3 into (8.2.11) putting
j = 2N + 2 and q = qm2N+2.
After the replacement process, we obtain the independent solution of the CHE about
x =∞. The solution is as follows.
Remark 8.2.3 The power series expansion of Confluent Heun equation of the first kind
for the first species complete polynomial using 3TRF about x =∞ for α = γ − 1− j
where j ∈ N0 is given by
1. As α = γ − 1 and q = q00 = (γ − 1)(β − δ),
The eigenfunction is given by
y(z) = pH
(r,2)
c F0,0
(
α = γ − 1, β, γ, δ, q = q00 = (γ − 1)(β − δ); z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= zγ−1 (8.2.32)
2. As α = γ − 2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (8.2.33)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
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q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(z) = pH
(r,2)
c F2N+1,m
(
α = γ − 2N − 2, β, γ, δ, q = qm2N+1; z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= zγ−2N−2
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; z
)}
(8.2.34)
3. As α = γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (8.2.35)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = pH
(r,2)
c F2N+2,m
(
α = γ − 2N − 3, β, γ, δ, q = qm2N+2; z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= zγ−2N−3
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; z
)}
(8.2.36)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(ℵj)
n
(1)n
(
− 2
β
)n
(8.2.37)
c¯(1, n; j, q) =
(
2
β
) n∑
i0=0
(
i0 + ℵj
) (
i0 +Υ
j
)− q4(
i0 +
1
2
)
×
(
− j2
)
i0
(ℵj)
i0
(1)i0
(
1
2 − j2
)
n
(
1
2 + ℵj
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
1
2 + ℵj
)
i0
(
3
2
)
n
(
− 2
β
)n
(8.2.38)
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c¯(τ, n; j, q) =
(
2
β
)τ n∑
i0=0
(
i0 + ℵj
) (
i0 +Υ
j
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(ℵj)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 + ℵj
) (
ik +
k
2 +Υ
j
)− q4(
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 + ℵj
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + ℵj
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + ℵj
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + ℵj
)
iτ−1
(
τ
2 + 1
)
n
(
−β
2
)n
(8.2.39)
ym0 (j, q; z) =
m∑
i0=0
(
− j2
)
i0
(ℵj)
i0
(1)i0
µi0 (8.2.40)
ym1 (j, q; z) =

m∑
i0=0
(
i0 + ℵj
) (
i0 +Υ
j
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(ℵj)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
1
2 + ℵj
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
1
2 + ℵj
)
i0
(
3
2
)
i1
µi1
 ξ (8.2.41)
ymτ (j, q; z) =

m∑
i0=0
(
i0 + ℵj
) (
i0 +Υ
j
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(ℵj)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 + ℵj
) (
ik +
k
2 +Υ
j
)− q4(
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 + ℵj
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + ℵj
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + ℵj
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + ℵj
)
iτ−1
(
τ
2 + 1
)
iτ
µiτ
 ξτ (8.2.42)
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where 
τ ≥ 2
ℵj = −12 − j2 + γ2
Υj = − j2 + β2 − δ2
8.2.2 The second species complete polynomial of Confluent Heun
equation using 3TRF
For the second species complete polynomials using 3TRF and R3TRF, we need a
condition which is defined by
Bj = Bj+1 = Aj = 0 where j ∈ N0 (8.2.43)
Theorem 8.2.4 In chapter 1, the general expression of a function y(x) for the second
species complete polynomial using 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x) (8.2.44)
2. As B2N+1 = B2N+2 = A2N+1 = 0 where N ∈ N0,
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (8.2.45)
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (8.2.46)
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In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (8.2.47)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (8.2.48)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (8.2.49)
Put n = j + 1 in (8.2.4b) and use the condition Bj+1 = 0 for α. We obtain two possible
fixed values for α such as
α = −j (8.2.50a)
α = γ − j − 1 (8.2.50b)
Put n = j with (8.2.50a) in (8.2.4b) and use the condition Bj = 0 for γ.
γ = 0 (8.2.51)
Substitute (8.2.50a) and (8.2.51) into (8.2.4a). Put n = j in the new (8.2.4a) and use the
condition Aj = 0 for q.
q = 0 (8.2.52)
Take (8.2.50a), (8.2.51) and (8.2.52) into (8.2.4a) and (8.2.4b).
An =
(n− j)(n − j + 1 + β − δ)
β(n+ 1)
(8.2.53a)
Bn = −(n− j)(n − j − 1)
β(n+ 1)
(8.2.53b)
For the case of α = γ − j − 1, putting n = j with (8.2.50b) in (8.2.4b) and use the
condition Bj = 0 for γ, we obtain γ = 2. Substitute α = 1− j and γ = 2 into (8.2.4a).
Putting n = j in the new (8.2.4a) and use the condition Aj = 0 for q, we derive q = β − δ.
Take α = 1− j, γ = 2 and q = β − δ into (8.2.4a) and (8.2.4b). The new (8.2.4a) is same
as (8.2.53a). And the new(8.2.4b) is equivalent to (8.2.53b). Therefore, the second
species complete polynomial y(z) divided by zα of the CHE about x =∞ as α = −j and
γ = q = 0 is equal to the independent solution y(z) divided by zα of the CHE as
α = 1− j, γ = 2 and q = β − δ.
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In (8.2.44)–(8.2.49) replace c0, λ and x by 1, α and z. Substitute (8.2.53a) and (8.2.53b)
into (8.2.47)–(8.2.49).
(1) The case of α = −j and γ = q = 0,
As B1 = A0 = 0, substitute the new (8.2.47) with α = 0 into (8.2.44) putting j = 0. As
B2N+1 = B2N+2 = A2N+1 = 0, substitute the new (8.2.47)–(8.2.49) with α = −2N − 1
into (8.2.45) putting j = 2N + 1. As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new
(8.2.47)–(8.2.49) with α = −2N − 2 into (8.2.46) putting j = 2N + 2.
(2) The case of α = 1− j, γ = 2 and q = β − δ,
As B1 = A0 = 0, substitute the new (8.2.47) with α = 1 into (8.2.44) putting j = 0. As
B2N+1 = B2N+2 = A2N+1 = 0, substitute the new (8.2.47)–(8.2.49) with α = −2N into
(8.2.45) putting j = 2N + 1. As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new
(8.2.47)–(8.2.49) with α = −2N − 1 into (8.2.46) putting j = 2N + 2.
After the replacement process, we obtain the independent solution of the CHE about
x =∞. The solution is as follows.
Remark 8.2.5 The power series expansion of Confluent Heun equation of the first kind
for the second species complete polynomial using 3TRF about x =∞ is given by
1. As α = γ = q = 0,
Its eigenfunction is given by
y(z) = pH
(r,1)
c F0
(
α = 0, β, γ = 0, δ, q = 0; z =
1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= 1 (8.2.54)
2. As α = −2N − 1, γ = q = 0 where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,1)
c F2N+1
(
α = −2N − 1, β, γ = 0, δ, q = 0; z = 1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z−2N−1
{
N∑
r=0
yN−r2r (2N + 1; z) +
N∑
r=0
yN−r2r+1 (2N + 1; z)
}
(8.2.55)
3. As α = −2N − 2, γ = q = 0 where N ∈ N0,
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Its eigenfunction is given by
y(z) = pH
(r,1)
c F2N+2
(
α = −2N − 2, β, γ = 0, δ, q = 0; z = 1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z−2N−2
{
N+1∑
r=0
yN+1−r2r (2N + 2; z) +
N∑
r=0
yN−r2r+1 (2N + 2; z)
}
(8.2.56)
4. As α = 1, γ = 2, q = β − δ,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F0
(
α = 1, β, γ = 2, δ, q = β − δ; z = 1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z (8.2.57)
5. As α = −2N, γ = 2, q = β − δ where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F2N+1
(
α = −2N,β, γ = 2, δ, q = β − δ; z = 1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z−2N
{
N∑
r=0
yN−r2r (2N + 1; z) +
N∑
r=0
yN−r2r+1 (2N + 1; z)
}
(8.2.58)
6. As α = −2N − 1, γ = 2, q = β − δ where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F2N+2
(
α = −2N − 1, β, γ = 2, δ, q = β − δ; z = 1
x
, µ = − 2
β
z2, ξ =
2
β
z
)
= z−2N−1
{
N+1∑
r=0
yN+1−r2r (2N + 2; z) +
N∑
r=0
yN−r2r+1 (2N + 2; z)
}
(8.2.59)
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In the above,
ym0 (j; z) =
m∑
i0=0
(
− j2
)
i0
(
1
2 − j2
)
i0
(1)i0
µi0 (8.2.60)
ym1 (j; z) =

m∑
i0=0
(
i0 − j2
)(
i0 + ℧
j
0
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
1− j2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
1− j2
)
i0
(
3
2
)
i1
µi1
 ξ (8.2.61)
ymτ (j; z) =

m∑
i0=0
(
i0 − j2
)(
i0 + ℧
j
0
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
)(
ik + ℧
j
k
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
1
2 − j2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
2 − j2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
2 − j2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
2 − j2
)
iτ−1
(
τ
2 + 1
)
iτ
µiτ
 ξτ (8.2.62)
where 
τ ≥ 2
℧
j
0 =
1
2 (β − δ + 1− j)
℧
j
k =
1
2 (β − δ + 1− j + k)
8.2.3 The first species complete polynomial of Confluent Heun
equation using R3TRF
Theorem 8.2.6 In chapter 2, the general expression of a function y(x) for the first
species complete polynomial using reversible 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(0, 1) (8.2.63)
y(x) = y00(x) (8.2.64)
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2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (8.2.65)
y(x) = y10(x) (8.2.66)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (8.2.67)
y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (8.2.68)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (8.2.69)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (8.2.70)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (8.2.71)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(8.2.72)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (8.2.73)
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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (8.2.74)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (8.2.75)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (8.2.76)
For the first species complete polynomial of the CHE about x =∞ in section 8.2.1, there
are two possible fixed values of α such as α = −j and γ − j − 1.
According to (8.2.5), cj+1 = 0 is a polynomial equation of degree j + 1 for the
determination of the accessory parameter q and thus has j + 1 zeros denoted them by qmj
eigenvalues where m = 0, 1, 2, · · · , j. They can be arranged in the following order:
q0j < q
1
j < q
2
j < · · · < qjj .
The case of α = −j
In (8.2.64), (8.2.66), (8.2.68), (8.2.70) and (8.2.74)–(8.2.76) replace c0, λ and x by 1, α
and z. Substitute (8.2.19a) and (8.2.19b) into (8.2.71)–(8.2.76).
As B1 = c1 = 0, take the new (8.2.71) into (8.2.63) putting j = 0. Substitute the new
(8.2.74) with α = 0 into (8.2.64) putting j = 0.
As B2 = c2 = 0, take the new (8.2.71) and (8.2.72) into (8.2.65) putting j = 1. Substitute
the new (8.2.74) with α = −1 into (8.2.66) putting j = 1 and q = qm1 .
As B2N+3 = c2N+3 = 0, take the new (8.2.71)–(8.2.73) into (8.2.67) putting j = 2N + 2.
Substitute the new (8.2.74)–(8.2.76) with α = −2N − 2 into (8.2.68) putting j = 2N + 2
and q = qm2N+2.
As B2N+4 = c2N+4 = 0, take the new (8.2.71)–(8.2.73) into (8.2.69) putting j = 2N + 3.
Substitute the new (8.2.74)–(8.2.76) with α = −2N − 3 into (8.2.70) putting j = 2N + 3
and q = qm2N+3.
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After the replacement process, we obtain the independent solution of the CHE about
x =∞. The solution is as follows.
Remark 8.2.7 The power series expansion of Confluent Heun equation of the first kind
for the first species complete polynomial using R3TRF about x =∞ for α = non-positive
integer is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(z) = pH
(r,1)
c F
R
0,0
(
α = 0, β, γ, δ, q = q00 = 0; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= 1
(8.2.77)
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = −βγ + q(β − γ − δ + q) (8.2.78)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(z) = pH
(r,1)
c F
R
1,m
(
α = −1, β, γ, δ, q = qm1 ; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−1 {1− (β − γ − δ + qm1 )σ} (8.2.79)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (8.2.80)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = pH
(r,1)
c F
R
2N+2,m
(
α = −2N − 2, β, γ, δ, q = qm2N+2; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−2N−2
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; z
)
(8.2.81)
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4. As α = −2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (8.2.82)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(z) = pH
(r,1)
c F
R
2N+3,m
(
α = −2N − 3, β, γ, δ, q = qm2N+3; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−2N−3
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; z
)
(8.2.83)
In the above,
c¯(0, n; j, q) =
(
Λ−0 (j, q)
)
n
(
Λ+0 (j, q)
)
n
(1)n
(
1
β
)n
(8.2.84)
c¯(1, n; j, q) =
(
− 1
β
) n∑
i0=0
(i0 − j) (i0 − j + 1− γ)
(i0 + 2)
(
Λ−0 (j, q)
)
i0
(
Λ+0 (j, q)
)
i0
(1)i0
×
(
Λ−1 (j, q)
)
n
(
Λ+1 (j, q)
)
n
(3)i0(
Λ−1 (j, q)
)
i0
(
Λ+1 (j, q)
)
i0
(3)n
(
1
β
)n
(8.2.85)
c¯(τ, n; j, q) =
(
− 1
β
)τ n∑
i0=0
(i0 − j) (i0 − j + 1− γ)
(i0 + 2)
(
Λ−0 (j, q)
)
i0
(
Λ+0 (j, q)
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k − j + 1− γ)
(ik + 2k + 2)
×
(
Λ−k (j, q)
)
ik
(
Λ+k (j, q)
)
ik
(2k + 1)ik−1(
Λ−k (j, q)
)
ik−1
(
Λ+k (j, q)
)
ik−1
(2k + 1)ik
)
×
(Λ−τ (j, q))n (Λ
+
τ (j, q))n (2τ + 1)iτ−1(
Λ−τ (j, q)
)
iτ−1
(
Λ+τ (j, q)
)
iτ−1
(2τ + 1)n
(
1
β
)n
(8.2.86)
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ym0 (j, q; z) =
m∑
i0=0
(
Λ−0 (j, q)
)
i0
(
Λ+0 (j, q)
)
i0
(1)i0
σi0 (8.2.87)
ym1 (j, q; z) =
{
m∑
i0=0
(i0 − j) (i0 − j + 1− γ)
(i0 + 2)
(
Λ−0 (j, q)
)
i0
(
Λ+0 (j, q)
)
i0
(1)i0
×
m∑
i1=i0
(
Λ−1 (j, q)
)
i1
(
Λ+1 (j, q)
)
i1
(3)i0(
Λ−1 (j, q)
)
i0
(
Λ+1 (j, q)
)
i0
(3)i1
σi1
}
ς (8.2.88)
ymτ (j, q; z) =
{
m∑
i0=0
(i0 − j) (i0 − j + 1− γ)
(i0 + 2)
(
Λ−0 (j, q)
)
i0
(
Λ+0 (j, q)
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k − j + 1− γ)
(ik + 2k + 2)
×
(
Λ−k (j, q)
)
ik
(
Λ+k (j, q)
)
ik
(2k + 1)ik−1(
Λ−k (j, q)
)
ik−1
(
Λ+k (j, q)
)
ik−1
(2k + 1)ik
)
×
m∑
iτ=iτ−1
(Λ−τ (j, q))iτ (Λ
+
τ (j, q))iτ (2τ + 1)iτ−1(
Λ−τ (j, q)
)
iτ−1
(
Λ+τ (j, q)
)
iτ−1
(2τ + 1)iτ
σiτ
 ςτ (8.2.89)
where 
τ ≥ 2
Λ±k (j, q) =
̟−2j+4k±
√
̟2+4q
2
̟ = β − γ − δ + 1
The case of α = γ − j − 1
In (8.2.64), (8.2.66), (8.2.68), (8.2.70) and (8.2.74)–(8.2.76) replace c0, λ and x by 1, α
and z. Substitute (8.2.31a) and (8.2.31b) into (8.2.71)–(8.2.76).
As B1 = c1 = 0, take the new (8.2.71) into (8.2.63) putting j = 0. Substitute the new
(8.2.74) with α = γ − 1 into (8.2.64) putting j = 0.
As B2 = c2 = 0, take the new (8.2.71) and (8.2.72) into (8.2.65) putting j = 1. Substitute
the new (8.2.74) with γ − 2 into (8.2.66) putting j = 1 and q = qm1 .
As B2N+3 = c2N+3 = 0, take the new (8.2.71)–(8.2.73) into (8.2.67) putting j = 2N + 2.
Substitute the new (8.2.74)–(8.2.76) with γ − 2N − 3 into (8.2.68) putting j = 2N + 2
and q = qm2N+2.
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As B2N+4 = c2N+4 = 0, take the new (8.2.71)–(8.2.73) into (8.2.69) putting j = 2N + 3.
Substitute the new (8.2.74)–(8.2.76) with γ − 2N − 4 into (8.2.70) putting j = 2N + 3
and q = qm2N+3.
After the replacement process, we obtain the independent solution of the CHE about
x =∞. The solution is as follows.
Remark 8.2.8 The power series expansion of Confluent Heun equation of the first kind
for the first species complete polynomial using R3TRF about x =∞ for α = γ − 1− j
where j ∈ N0 is given by
1. As α = γ − 1 and q = q00 = (γ − 1)(β − δ),
The eigenfunction is given by
y(z) = pH
(r,2)
c F
R
0,0
(
α = γ − 1, β, γ, δ, q = q00 = (γ − 1)(β − δ); z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= zγ−1 (8.2.90)
2. As α = γ − 2,
An algebraic equation of degree 2 for the determination of q is given by
0 = β(γ − 2)−
1∏
l=0
(
q − (β − δ − l)(γ − 1− l)
)
(8.2.91)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(z) = pH
(r,2)
c F
R
1,m
(
α = γ − 2, β, γ, δ, q = qm1 ; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= zγ−2 {1 + ((β − δ − 1)(γ − 2)− qm1 )σ} (8.2.92)
3. As α = γ − 2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (8.2.93)
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The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = pH
(r,2)
c F
R
2N+2,m
(
α = γ − 2N − 3, β, γ, δ, q = qm2N+2; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= zγ−2N−3
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; z
)
(8.2.94)
4. As α = γ − 2N − 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (8.2.95)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(z) = pH
(r,2)
c F
R
2N+3,m
(
α = γ − 2N − 4, β, γ, δ, q = qm2N+3; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= zγ−2N−4
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; z
)
(8.2.96)
In the above,
c¯(0, n; j, q) =
(
Ψ−0 (j, q)
)
n
(
Ψ+0 (j, q)
)
n
(1)n
(
1
β
)n
(8.2.97)
c¯(1, n; j, q) =
(
− 1
β
) n∑
i0=0
(i0 − j) (i0 − j − 1 + γ)
(i0 + 2)
(
Ψ−0 (j, q)
)
i0
(
Ψ+0 (j, q)
)
i0
(1)i0
×
(
Ψ−1 (j, q)
)
n
(
Ψ+1 (j, q)
)
n
(3)i0(
Ψ−1 (j, q)
)
i0
(
Ψ+1 (j, q)
)
i0
(3)n
(
1
β
)n
(8.2.98)
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c¯(τ, n; j, q) =
(
− 1
β
)τ n∑
i0=0
(i0 − j) (i0 − j − 1 + γ)
(i0 + 2)
(
Ψ−0 (j, q)
)
i0
(
Ψ+0 (j, q)
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k − j − 1 + γ)
(ik + 2k + 2)
×
(
Ψ−k (j, q)
)
ik
(
Ψ+k (j, q)
)
ik
(2k + 1)ik−1(
Ψ−k (j, q)
)
ik−1
(
Ψ+k (j, q)
)
ik−1
(2k + 1)ik
)
×
(Ψ−τ (j, q))n (Ψ
+
τ (j, q))n (2τ + 1)iτ−1(
Ψ−τ (j, q)
)
iτ−1
(
Ψ+τ (j, q)
)
iτ−1
(2τ + 1)n
(
1
β
)n
(8.2.99)
ym0 (j, q; z) =
m∑
i0=0
(
Ψ−0 (j, q)
)
i0
(
Ψ+0 (j, q)
)
i0
(1)i0
σi0 (8.2.100)
ym1 (j, q; z) =
{
m∑
i0=0
(i0 − j) (i0 − j − 1 + γ)
(i0 + 2)
(
Ψ−0 (j, q)
)
i0
(
Ψ+0 (j, q)
)
i0
(1)i0
×
m∑
i1=i0
(
Ψ−1 (j, q)
)
i1
(
Ψ+1 (j, q)
)
i1
(3)i0(
Ψ−1 (j, q)
)
i0
(
Ψ+1 (j, q)
)
i0
(3)i1
σi1
}
ς (8.2.101)
ymτ (j, q; z) =
{
m∑
i0=0
(i0 − j) (i0 − j − 1 + γ)
(i0 + 2)
(
Ψ−0 (j, q)
)
i0
(
Ψ+0 (j, q)
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k − j − 1 + γ)
(ik + 2k + 2)
×
(
Ψ−k (j, q)
)
ik
(
Ψ+k (j, q)
)
ik
(2k + 1)ik−1(
Ψ−k (j, q)
)
ik−1
(
Ψ+k (j, q)
)
ik−1
(2k + 1)ik
)
×
m∑
iτ=iτ−1
(Ψ−τ (j, q))iτ (Ψ
+
τ (j, q))iτ (2τ + 1)iτ−1(
Ψ−τ (j, q)
)
iτ−1
(
Ψ+τ (j, q)
)
iτ−1
(2τ + 1)iτ
σiτ
 ςτ (8.2.102)
where 
τ ≥ 2
Ψ±k (j, q) =
ω−2j+4k±
√
ϕ2+4q
2
ω = β + γ − δ − 1
ϕ = −β + γ + δ − 1
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8.2.4 The second species complete polynomial of Confluent Heun
equation using R3TRF
As previously mentioned, we need a condition for the second species complete polynomial
such as Bj = Bj+1 = Aj = 0 where j ∈ N0.
Theorem 8.2.9 In chapter 2, the general expression of a function y(x) for the second
species complete polynomial using reversible 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x) (8.2.103)
2. As B1 = B2 = A1 = 0,
y(x) = y10(x) (8.2.104)
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (8.2.105)
4. As B2N+3 = B2N+4 = A2N+3 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (8.2.106)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (8.2.107)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (8.2.108)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (8.2.109)
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For the second species complete polynomial of the CHE about x =∞ in section 8.2.2,
there are two possible fixed values of α such as α = −j and γ − j − 1 for Bj+1 = 0. As
α = −j, we need a fixed value γ = 0 for Bj = 0 and a fixed constant q = 0 for Aj = 0. As
α = γ − j − 1, a fixed value γ = 2 for Bj = 0 and a fixed constant q = β − δ for Aj = 0
are required. A series solution y(z) divided by zα of the CHE about x =∞ as α = −j
and γ = q = 0 for the second species complete polynomial using R3TRF is equal to the
independent solution y(z) divided by zα of the CHE as α = 1− j, γ = 2 and q = β − δ.
In (8.2.103)–(8.2.109) replace c0, λ and x by 1, α and z. Substitute (8.2.53a) and
(8.2.53b) into (8.2.107)–(8.2.109).
(1) The case of α = −j and γ = q = 0,
As B1 = A0 = 0, substitute the new (8.2.107) with α = 0 into (8.2.103) putting j = 0. As
B1 = B2 = A1 = 0, substitute the new (8.2.107) with α = −1 into (8.2.104) putting
j = 1. As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new (8.2.107)–(8.2.109) with
α = −2N − 2 into (8.2.105) putting j = 2N + 2. As B2N+3 = B2N+4 = A2N+3 = 0,
substitute the new (8.2.107)–(8.2.109) with α = −2N − 3 into (8.2.106) putting
j = 2N + 3.
(2) The case of α = 1− j, γ = 2 and q = β − δ,
As B1 = A0 = 0, substitute the new (8.2.107) with α = 1 into (8.2.103) putting j = 0. As
B1 = B2 = A1 = 0, substitute the new (8.2.107) with α = 0 into (8.2.104) putting j = 1.
As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new (8.2.107)–(8.2.109) with
α = −2N − 1 into (8.2.105) putting j = 2N + 2. As B2N+3 = B2N+4 = A2N+3 = 0,
substitute the new (8.2.107)–(8.2.109) with α = −2N − 2 into (8.2.106) putting
j = 2N + 3.
After the replacement process, we obtain the independent solution of the CHE about
x =∞. The solution is as follows.
Remark 8.2.10 The power series expansion of Confluent Heun equation of the first kind
for the second species complete polynomial using R3TRF about x =∞ is given by
1. As α = γ = q = 0,
Its eigenfunction is given by
y(z) = pH
(r,1)
c F
R
0
(
α = 0, β, γ = 0, δ, q = 0; z =
1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= 1 (8.2.110)
8.2. POWER SERIES ABOUT THE IRREGULAR SINGULAR POINT AT X =∞333
2. As α = −1, γ = q = 0,
Its eigenfunction is given by
y(z) = pH
(r,1)
c F
R
1
(
α = −1, β, γ = 0, δ, q = 0; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−1 {1− (β − δ)σ} (8.2.111)
3. As α = −2N − 2, γ = q = 0 where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,1)
c F
R
2N+2
(
α = −2N − 2, β, γ = 0, δ, q = 0; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−2N−2
N+1∑
r=0
y
2(N+1−r)
2r (2N + 2; z) (8.2.112)
4. As α = −2N − 3, γ = q = 0 where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,1)
c F
R
2N+3
(
α = −2N − 3, β, γ = 0, δ, q = 0; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−2N−3
N+1∑
r=0
y2(N−r)+3r (2N + 3; z) (8.2.113)
5. As α = 1, γ = 2, q = β − δ,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F
R
0
(
α = 1, β, γ = 2, δ, q = β − δ; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z (8.2.114)
6. As α = 0, γ = 2, q = β − δ,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F
R
1
(
α = 0, β, γ = 2, δ, q = β − δ; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= 1− (β − δ)σ (8.2.115)
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7. As α = −2N − 1, γ = 2, q = β − δ where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F
R
2N+2
(
α = −2N − 1, β, γ = 2, δ, q = β − δ; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−2N−1
N+1∑
r=0
y
2(N+1−r)
2r (2N + 2; z) (8.2.116)
8. As α = −2N − 2, γ = 2, q = β − δ where N ∈ N0,
Its eigenfunction is given by
y(z) = pH
(r,2)
c F
R
2N+3
(
α = −2N − 2, β, γ = 2, δ, q = β − δ; z = 1
x
, σ =
1
β
z, ς = − 1
β
z2
)
= z−2N−2
N+1∑
r=0
y2(N−r)+3r (2N + 3; z) (8.2.117)
In the above,
ym0 (j; z) =
m∑
i0=0
(−j)i0
(
℘j0
)
i0
(1)i0
σi0 (8.2.118)
ym1 (j; z) =

m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2)
(−j)i0
(
℘j0
)
i0
(1)i0
m∑
i1=i0
(2− j)i1
(
℘j1
)
i1
(3)i0
(2− j)i0
(
℘j1
)
i0
(3)i1
σi1
 ς (8.2.119)
ymτ (j; z) =

m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2)
(−j)i0
(
℘j0
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2)
(2k − j)ik
(
℘jk
)
ik
(2k + 1)ik−1
(2k − j)ik−1
(
℘jk
)
ik−1
(2k + 1)ik

×
m∑
iτ=iτ−1
(2τ − j)iτ
(
℘jτ
)
iτ
(2τ + 1)iτ−1
(2τ − j)iτ−1
(
℘jτ
)
iτ−1
(2τ + 1)iτ
σiτ
 ςτ (8.2.120)
where {
τ ≥ 2
℘jk = β − δ + 1 + 2k − j
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8.3 Summary
In chapters 4 & 5 of Ref.[5] and chapter 7, all possible Frobenius solutions of the CHE
about the regular singular point at zero are an infinite series, a polynomial of type 1, a
polynomial of type 2 and the first species complete polynomial. For a polynomial of type
1, I treat β, γ, δ, q as free variables and α as a fixed value. For a polynomial of type 2, I
treat β, γ, δ, α as free variables and q as a fixed value. For the first species complete
polynomial, I treat β, γ, δ as free variables and α, q as fixed values. There is no such
solution for the second species complete polynomial of the CHE around x = 0. Because a
parameter α of a numerator in Bn term is only a fixed constant in order to make Bn term
terminated at a specific index summation n.
By applying An and Bn terms, composed of different coefficients in a numerator and a
denominator in a recursive relation for the CHE around x = 0, into 3TRF such as the
general summation formulas, an infinite series and a polynomial of type 1 of the CHE are
constructed analytically: the denominators and numerators in all Bn terms of each
sub-power series arise with Pochhammer symbols in chapter 4 of Ref.[5]. Combined
definite and contour integral forms of an infinite series and a polynomial of type 1 are
derived by applying integrals of Confluent hypergeometric functions into the sub-power
series of the general series solutions. Generating functions for a polynomial of type 1 are
constructed analytically by applying generating functions for confluent hypergeometric
polynomials into the sub-integral of general integral solutions.
By applying An and Bn terms in a recurrence relation of the CHE around x = 0 into
R3TRF, an infinite series and a polynomial of type 2 of the CHE are constructed
analytically: the denominators and numerators in all An terms of each sub-power series
arise with Pochhammer symbols in chapter 5 of Ref.[5]. Combined definite and contour
integral forms of an infinite series and a polynomial of type 2 are derived by applying
integrals of Gauss hypergeometric functions into the sub-power series of the general series
solutions. Generating functions for a polynomial of type 2 are constructed analytically by
applying generating functions for Jacobi polynomial using hypergeometric functions into
the sub-integral of general integral solutions.
By applying An and Bn terms in a recurrence relation of the CHE around x = 0 into the
first species complete polynomials using 3TRF and R3TRF, the first species complete
polynomials of the CHE are constructed analytically. For the first species complete
polynomial using 3TRF, the denominators and numerators in all Bn terms of each finite
sub-power series arise with Pochhammer symbols in chapter 7. For the first species
complete polynomial using R3TRF, the denominators and numerators in all An terms of
each finite sub-power series arise with Pochhammer symbols.
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In this chapter, all possible power series solutions of the CHE about the irregular singular
point at infinity are the first species complete polynomial and the second species complete
polynomial. All possible local solutions of the CHE (Regge-Wheeler and Teukolsky
equations) were constructed by Fiziev.[8, 9] The power series representation of the CHE
about the singular point at infinity is not convergent by only asymptotic. [12] In general
Confluent Heun polynomial (CHP) has been hitherto defined as a type 3 polynomial
which is equivalent to the first species complete polynomial. [3, 8, 9, 10] However, there is
an another type of a polynomial which makes An and Bn terms terminated, called as the
second species complete polynomial. For the first species complete polynomial, I treat β,
γ, δ as free variables and α, q as fixed values. For the second species complete
polynomial, I treat β, δ as free variables and α, γ, q as fixed values. There are no general
series solutions for an infinite series, a polynomial of type 1 and a polynomial of type 2
because series solutions are not convergent any more since lim
n≫1
An = lim
n≫1
Bn →∞.
By applying An and Bn terms in a recurrence relation of the CHE around x =∞ into a
general summation expression of the first species complete polynomial using 3TRF; this
is done by letting An in sequences cn is the leading term in each finite sub-power series of
the general series solution y(x), I show formal series solutions of the CHE for the first
species complete polynomial. And the first species complete polynomials of the CHE
around x =∞ are constructed by applying a general summation formula of complete
polynomials using R3TRF: this is done by letting Bn in sequences cn is the leading term
in each finite sub-power series of the general series solution y(x).
By applying An and Bn terms in a recurrence relation of the CHE around x =∞ into the
second species complete polynomials using 3TRF and R3TRF, the second species
complete polynomials of the CHE are constructed analytically. For the second species
complete polynomial using 3TRF, the denominators and numerators in all Bn terms of
each finite sub-power series arise with Pochhammer symbols. For the second species
complete polynomial using R3TRF, the denominators and numerators in all An terms of
each finite sub-power series arise with Pochhammer symbols.
In the future series, integral forms of the CHE around x =∞ for the first and second
species complete polynomials using 3TRF and R3TRF will be obtained by applying
integrals of hypergeometric-type functions into the finite sub-power series of general series
solutions. And generating functions for these complete polynomials will be constructed
by applying generating functions for hypergeometric-type functions into the sub-integral
of the general integral solutions.
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Chapter 9
Complete polynomials of Grand
Confluent Hypergeometric
equation about the regular
singular point at zero
The classical method of solution in series of a Grand Confluent Hypergeometric (GCH)
equation provides a 3-term recurrence relation between successive coefficients. By
applying three term recurrence formula (3TRF) [10], I construct power series solutions in
closed forms of the GCH equation about the regular singular point at zero for an infinite
series and a polynomial of type 1 [11]. And its combined definite and contour integrals
involving hypergeometric-type functions are obtained including generating functions for
the GCH polynomial of type 1 [12].
In chapter 6 of Ref.[13], I apply reversible three term recurrence formula (R3TRF) to
power series expansions in closed forms of the GCH equation about x = 0 for an infinite
series and a polynomial of type 2. And its representations for solutions as combined
definite and contour integrals are constructed analytically including generating functions
for the GCH polynomial of type 2.
In this chapter I construct Frobenius solutions of the GCH equation about x = 0 for a
polynomial of type 3 by applying general summation formulas of complete polynomials
using 3TRF and R3TRF.
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9.1 Introduction
Lichitenberg and collaborators[29] observed the semi-relativistic Hamiltonian (the
“Krolikowski” type second order differential equation [24, 25, 37]) in order to calculate
meson and baryon masses in 1982. From their analysis, Gu¨rsey et al. suggested the spin
free Hamiltonian involving only scalar potential in the meson (q − q¯) system [4, 5, 6, 21].
Since they neglected the mass of quark in their supersymmetric wave equation, they
noticed that its differential equation is equivalent to confluent hypergeometric equation
having a 2-term recurrence relation between successive coefficients in its classical formal
series.
By substituting a power series with unknown coefficients into their spin free wave
equation including the mass of quark, I noticed that its recursive relation is composed of
a 3-term between consecutive coefficients in a power series solution. Confluent
hypergeometric equation is just the special case of this new type differential equation,
designated as grand confluent hypergeometric (GCH) equation.
The canonical form of the GCH equation is a second-order linear ordinary differential
equation of the form [11]
x
d2y
dx2
+
(
µx2 + εx+ ν
) dy
dx
+ (Ωx+ εω) y = 0 (9.1.1)
where µ, ε, ν, Ω and ω are real or complex parameters. GCH equation is of Fuchsian
types with two singular points: one regular singular point which is zero with exponents
{0, 1 − ν}, and one irregular singular point which is infinity with an exponent Ωµ .
Since a formal series with unknown coefficients is substituted into the hypergoemetric
equation having three regular singular points, a 2-term recursion relation between
successive coefficients in its power series solution starts to appear. Confluent types of the
hypergeometric equation is derived when two or more singularities coalesce into an
irregular singularity. This type includes equations of Legendre, Laguerre, Kummer,
Bessel, Jacobi and etc, whose analytic solutions in compact forms are already constructed
by great many scholars extensively including their definite or contour integrals.
For Heun equation having four regular singular points, the recurrence relation in its
Frobenius solution involves 3 terms. The Heun equation generalizes all well-known
equations of Spheroidal Wave, Lame, Mathieu, hypergeometric type and etc. Until now,
its series solutions in which coefficients are given fully and clearly have been unknown
because of its complex mathematical computations; their numerical calculations are still
ambiguous. Of course, for definite or contour integrals of Heun equation, no analytic
solutions have been constructed regrettably.
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According to Karl Heun [23, 35], the canonical form of general Heun’s equation is taken as
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (9.1.2)
where ǫ = α+ β − γ − δ + 1 for assuring the regularity of the point at x =∞. It has four
regular singular points which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ},
{0, 1 − ǫ} and {α, β}.
Like deriving of confluent hypergeometric equation from the hypergeometric equation, 4
confluent types of Heun equation can be derived from merging two or more regular
singularities to take an irregular singularity in Heun equation. These types include such
as (1) Confluent Heun (two regular and one irregular singularities), (2) Doubly Confluent
Heun (two irregular singularities), (3) Biconfluent Heun (one regular and one irregular
singularities), (4) Triconfluent Heun equations (one irregular singularity).
The GCH equation generalizes Biconfluent Heun (BCH) equation having a regular
singularity at x = 0 and an irregular singularity at ∞ of rank 2. For the canonical form
of the BCH equation[35], replace µ, ε, ν, Ω and ω by −2, −β, 1 + α, γ − α− 2 and
1/2(δ/β + 1 + α) in (9.1.1). For DLFM version [32] or in Ref.[36], replace µ and ω by 1
and −q/ε in (9.1.1).
The BCH equation, the special case of the GCH equation, is one of the center of
attention in mathematics [1, 2, 9, 15, 16, 17, 22, 30, 38, 40] and modern physics
[14, 18, 19, 20, 26, 27, 31, 33, 34, 39]. For instance, from a quantum mechanical point of
view, the BCH equation arises in the radial Schro¨dinger equation of the new classes of
solvable potentials for various harmonic oscillators [7, 8, 19, 20, 26, 27, 28, 31, 33], the
relativistic quantum mechanics in a uniform magnetic field and scalar potentials in the
cosmic string space-time [18], quantum mechanical wave functions of two charged
particles moving on a plane with a perpendicular uniform magnetic field [34],
non-relativistic eigenfunctions for the Schro¨dinger equation by two electrons interacting
by a Coulomb potential and anharmonic oscillator potential [3], etc.
Assume that a formal series solution of the GCH equation takes the form
y(x) =
∞∑
n=0
cnx
n+λ where λ = indicial root (9.1.3)
Substituting (9.1.3) into (9.1.1) gives for the coefficients cn the recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (9.1.4)
where,
An = − ε(n + ω + λ)
(n+ 1 + λ)(n+ ν + λ)
(9.1.5a)
Bn = −
µ
(
n− 1 + Ωµ + λ
)
(n+ 1 + λ)(n+ ν + λ)
(9.1.5b)
where c1 = A0 c0. Two indicial roots are given such as λ = 0 and 1− ν.
There are 4 possible formal series solutions of a linear ODE having a 3-term recursive
relation between successive coefficients such as an infinite series and 3 types of
polynomials: (1) a polynomial which makes Bn term terminated; An term is not
terminated, (2) a polynomial which makes An term terminated; Bn term is not
terminated, (3) a polynomial which makes An and Bn terms terminated at the same
time, referred as ‘a complete polynomial.’
Complete polynomials have two different types such as the first species complete
polynomial and the second species complete polynomial. The first species complete
polynomial is applicable since a parameter of a numerator in Bn term and a (spectral)
parameter of a numerator in An term are fixed constants. The second species complete
polynomial is utilizable since two parameters of a numerator in Bn term and a parameter
of a numerator in An term are fixed constants. The former has multi-valued roots of a
parameter of a numerator in An term, but the latter has only one fixed value of a
parameter of a numerator in An term for an eigenvalue.
The GCH differential equation about the regular singular point at zero
3TRF
Infinite series Polynomials
Polynomial of type 1 Polynomial of type 3
1st species
complete
polynomial
R3TRF
Infinite series Polynomials
Polynomial of type 2 Polynomial of type 3
1st species
complete
polynomial
Table 9.1: Power series of the GCH equation about the regular singular point at zero
Table 9.1 tells us about all possible general power series solutions of the GCH equation
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about the regular singular point at zero. With my definition, there are 2 types of the
general summation formulas in order to derive formal series solutions in closed forms of
the GCH equation such as 3TRF and R3TRF.
For n = 0, 1, 2, 3, · · · , (9.1.4) is expanded to combinations of An and Bn terms. I define
that a sub-power series yl(x) where l ∈ N0 is constructed by observing the term of
sequence cn which includes l terms of A
′
ns. The general series solution is delineated by
sums of each yl(x) such as y(x) =
∑∞
n=0 yn(x). By allowing An in the sequence cn is the
leading term of each sub-power series yl(x), the general summation formulas of the
3-term recurrence relation in a linear ODE are constructed for an infinite series and a
polynomial of type 1, denominated as ‘three term recurrence formula (3TRF).’ [10]
Frobenius solutions of the GCH equation around x = 0 are expressed analytically for an
infinite series and a polynomial of type 1 by applying 3TRF. For a polynomial of type 1, I
treat µ, ε, ν, ω as free variables and Ω as a fixed value. General integral representations
of the GCH equation are constructed by applying the combined definite and contour
integral of 2F2 function into each of its sub-power series solutions: a 1F1 function (the
Kummer function of the first kind) recurs in each of sub-integral forms of the GCH
equation. By applying generating functions for Kummer’s polynomials of the first kind
into each of sub-integrals of the general integral form for the GCH polynomial of type 1,
generating functions of the GCH polynomial of type 1 are obtained analytically.
In chapter 1 of Ref.[13], the general solution in a formal series is described by sums of
each yl(x). A sub-power series yl(x) is obtained by observing the term of sequence cn
which includes l terms of B′ns. By allowing Bn in the sequence cn is the leading term of
each sub-power series yl(x), the general summation expressions of the 3-term recurrence
relation in a linear ODE are constructed for an infinite series and a polynomial of type 2,
designated as ‘reversible three term recurrence formula (R3TRF).’
In chapter 6 of Ref.[13], power series solutions in closed forms of the GCH equation
around x = 0 are constructed for an infinite series and a polynomial of type 2 by applying
R3TRF. For a polynomial of type 2, I treat µ, ε, ν, Ω as free variables and ω as a fixed
value. Integrals of the GCH equation are obtained by applying an integral of 2F2 function
into each of its sub-formal series. And generating functions of the GCH polynomial of
type 2 are constructed by applying generating functions for Kummer’s polynomials of the
first kind into each of sub-integrals of the general integral form for the GCH polynomial
of type 2.
Infinite series of the GCH equation around x = 0 by applying 3TRF are tantamount to
infinite series by applying R3TRF for power series solutions and integrals. The former is
that An is the leading term in each sub-power series of the GCH equation. The latter is
that Bn is the leading term in each sub-power series of it.
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In chapter 1, by allowing An as the leading term in each of finite sub-power series of a
formal series y(x), general summation expressions for the first and second species
complete polynomials are obtained in closed forms. I refer these mathematical formulas
as “complete polynomials using 3-term recurrence formula (3TRF).” In chapter 2, by
allowing Bn as the leading term in each finite sub-power series of the general power series
y(x), I construct general solutions in series, built in compact forms, for the first and
second species complete polynomials. I designate these classical summation formulas as
“complete polynomials using reversible 3-term recurrence formula (R3TRF).”
In this chapter, by substituting (9.1.5a) and (9.1.5b) into complete polynomials using
3TRF and R3TRF, the construction of solutions in series of the GCH equation around
x = 0 is given for the first species complete polynomials. Indeed, I show a polynomial
equation of the GCH equation for the determination of a parameter ω in the
combinational form of partial sums of the sequences {An} and {Bn} using 3TRF and
R3TRF.
9.2 Power series about the regular singular point at zero
The spectral polynomial (the first species complete polynomial) of the BCH equation
around x = 0, heretofore has been obtained by applying a power series with unknown
coefficients [1, 15, 22, 40]. The BCH polynomial comes from the BCH equation that has a
fixed integer value of γ − α− 2, just as it has a fixed value of δ. They left a polynomial
equation of the (j + 1)th order for the determination of a parameter δ as the determinant
of (j + 1)× (j + 1) matrices [3, 14]. For the GCH polynomial in the canonical form,
γ −α− 2 and δ correspond to Ω and ε (µω + ν). They just left an analytic solution of the
BCH polynomial as solutions of recurrences because of a 3-term recursive relation between
successive coefficients in its solution in series. It is still unknown to find power series
solutions in which the coefficients are given explicitly for a 3-term recursion relation.
For the first species complete polynomial of the GCH equation around x = 0 in table 9.1,
I treat ε, µ, ν as free variables and ω, Ω as fixed values. There is no such solution for the
second species complete polynomial of the GCH equation. Because a parameter Ω of a
numerator in Bn term in (9.1.5b) is only a fixed constant in order to make Bn term
terminated at a specific index summation n for two independent solutions where λ = 0
and 1− ν.
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9.2.1 The first species complete polynomial of the GCH equation using
3TRF
For the first species complete polynomials using 3TRF and R3TRF, we need a condition
which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (9.2.1)
(9.2.1) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 9.2.1 In chapter 1, the general summation expression of a function y(x) for
the first species complete polynomial using 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(1, 0) (9.2.2)
y(x) = y00(x) (9.2.3)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (9.2.4)
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (9.2.5)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (9.2.6)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (9.2.7)
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In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (9.2.8)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(9.2.9)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (9.2.10)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (9.2.11)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (9.2.12)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (9.2.13)
Put n = j + 1 in (9.1.5b) and use the condition Bj+1 = 0 for Ω.
Ω = −µ (j + λ) (9.2.14)
Take (9.2.14) into (9.1.5b).
Bn = − µ(n− j − 1)
(n+ 1 + λ)(n+ ν + λ)
(9.2.15)
Now the condition cj+1 = 0 is clearly an algebraic equation in ω of degree j + 1 and thus
has j + 1 zeros denoted them by ωmj eigenvalues where m = 0, 1, 2, · · · , j. They can be
arranged in the following order: ω0j < ω
1
j < ω
2
j < · · · < ωjj .
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Substitute (9.1.5a) and (9.2.15) into (9.2.8)–(9.2.13).
As B1 = c1 = 0, take the new (9.2.9) into (9.2.2) putting j = 0. Substitute the new
(9.2.11) into (9.2.3) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (9.2.8)–(9.2.10) into (9.2.4) putting j = 2N + 1.
Substitute the new (9.2.11)–(9.2.13) into (9.2.5) putting j = 2N + 1 and ω = ωm2N+1.
As B2N+3 = c2N+3 = 0, take the new (9.2.8)–(9.2.10) into (9.2.6) putting j = 2N + 2.
Substitute the new (9.2.11)–(9.2.13) into (9.2.7) putting j = 2N + 2 and ω = ωm2N+2.
After the replacement process, the general expression of power series of the GCH equation
about x = 0 for the first species complete polynomial using 3-term recurrence formula
and its algebraic equation for the determination of an accessory parameter ω are given by
1. As Ω = −µλ,
An algebraic equation of degree 1 for the determination of ω is given by
0 = c¯(1, 0; 0, ω) = ω + λ (9.2.16)
The eigenvalue of ω is written by ω00 . Its eigenfunction is given by
y(x) = y00
(
0, ω00 ;x
)
= c0x
λ (9.2.17)
2. As Ω = −µ (2N + 1 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, ω) (9.2.18)
The eigenvalue of ω is written by ωm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
ω02N+1 < ω
1
2N+1 < · · · < ω2N+12N+1. Its eigenfunction is given by
y(x) =
N∑
r=0
yN−r2r
(
2N + 1, ωm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, ωm2N+1;x
)
(9.2.19)
3. As Ω = −µ (2N + 2 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, ω) (9.2.20)
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The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(x) =
N+1∑
r=0
yN+1−r2r
(
2N + 2, ωm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, ωm2N+2;x
)
(9.2.21)
In the above,
c¯(0, n; j, ω) =
(
− j2
)
n(
1 + λ2
)
n
(
1
2 +
ν
2 +
λ
2
)
n
(
−1
2
µ
)n
(9.2.22)
c¯(1, n; j, ω) =
(
−1
2
ε
) n∑
i0=0
(
i0 +
ω
2 +
λ
2
)(
i0 +
1
2 +
λ
2
) (
i0 +
ν
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
ν
2 +
λ
2
)
i0
×
(
1
2 − j2
)
n
(
3
2 +
λ
2
)
i0
(
1 + ν2 +
λ
2
)
i0(
1
2 − j2
)
i0
(
3
2 +
λ
2
)
n
(
1 + ν2 +
λ
2
)
n
(
−1
2
µ
)n
(9.2.23)
c¯(τ, n; j, ω) =
(
−1
2
ε
)τ n∑
i0=0
(
i0 +
ω
2 +
λ
2
)(
i0 +
1
2 +
λ
2
) (
i0 +
ν
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
ν
2 +
λ
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
ω
2 +
λ
2
)(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
ν
2 +
λ
2
)
×
(
k
2 − j2
)
ik
(
k
2 + 1 +
λ
2
)
ik−1
(
k
2 +
1
2 +
ν
2 +
λ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1 +
λ
2
)
ik
(
k
2 +
1
2 +
ν
2 +
λ
2
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + 1 +
λ
2
)
iτ−1
(
τ
2 +
1
2 +
ν
2 +
λ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1 +
λ
2
)
n
(
τ
2 +
1
2 +
ν
2 +
λ
2
)
n
(
−1
2
µ
)n
(9.2.24)
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ym0 (j, ω;x) = c0x
λ
m∑
i0=0
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
ν
2 +
λ
2
)
i0
µ˜i0 (9.2.25)
ym1 (j, ω;x) = c0x
λ

m∑
i0=0
(
i0 +
ω
2 +
λ
2
)(
i0 +
1
2 +
λ
2
) (
i0 +
ν
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
ν
2 +
λ
2
)
i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
2 +
λ
2
)
i0
(
1 + ν2 +
λ
2
)
i0(
1
2 − j2
)
i0
(
3
2 +
λ
2
)
i1
(
1 + ν2 +
λ
2
)
i1
µ˜i1
 ε˜ (9.2.26)
ymτ (j, ω;x) = c0x
λ

m∑
i0=0
(
i0 +
ω
2 +
λ
2
)(
i0 +
1
2 +
λ
2
) (
i0 +
ν
2 +
λ
2
)
(
− j2
)
i0(
1 + λ2
)
i0
(
1
2 +
ν
2 +
λ
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
ω
2 +
λ
2
)(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
ν
2 +
λ
2
)
×
(
k
2 − j2
)
ik
(
k
2 + 1 +
λ
2
)
ik−1
(
k
2 +
1
2 +
ν
2 +
λ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1 +
λ
2
)
ik
(
k
2 +
1
2 +
ν
2 +
λ
2
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + 1 +
λ
2
)
iτ−1
(
τ
2 +
1
2 +
ν
2 +
λ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1 +
λ
2
)
iτ
(
τ
2 +
1
2 +
ν
2 +
λ
2
)
iτ
µ˜iτ
 ε˜τ (9.2.27)
where 
τ ≥ 2
µ˜ = −12µx2
ε˜ = −12εx
Put c0= 1 as λ = 0 for the first kind of independent solutions of the GCH equation and
λ = 1− ν for the second one in (9.2.16)–(9.2.27).
Remark 9.2.2 The power series expansion of the GCH equation of the first kind for the
first species complete polynomial using 3TRF about x = 0 is given by
1. As Ω = 0 and ω = ω00 = 0,
The eigenfunction is given by
y(x) = QpW0,0
(
µ, ε, ν,Ω = 0, ω = ω00 = 0; µ˜ = −
1
2
µx2; ε˜ = −1
2
εx
)
= 1 (9.2.28)
350 CHAPTER 9. COMPLETE POLYNOMIALS OF THE GCH AROUND X = 0
2. As Ω = −µ (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, ω) (9.2.29)
The eigenvalue of ω is written by ωm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
ω02N+1 < ω
1
2N+1 < · · · < ω2N+12N+1. Its eigenfunction is given by
y(x) = QpW2N+1,m
(
µ, ε, ν,Ω = −µ (2N + 1) , ω = ωm2N+1; µ˜ = −
1
2
µx2; ε˜ = −1
2
εx
)
=
N∑
r=0
yN−r2r
(
2N + 1, ωm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, ωm2N+1;x
)
(9.2.30)
3. As Ω = −µ (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, ω) (9.2.31)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(x) = QpW2N+2,m
(
µ, ε, ν,Ω = −µ (2N + 2) , ω = ωm2N+2; µ˜ = −
1
2
µx2; ε˜ = −1
2
εx
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, ωm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, ωm2N+2;x
)
(9.2.32)
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In the above,
c¯(0, n; j, ω) =
(
− j2
)
n
(1)n
(
1
2 +
ν
2
)
n
(
−1
2
µ
)n
(9.2.33)
c¯(1, n; j, ω) =
(
−1
2
ε
) n∑
i0=0
(
i0 +
ω
2
)(
i0 +
1
2
) (
i0 +
ν
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
ν
2
)
i0
(
1
2 − j2
)
n
(
3
2
)
i0
(
1 + ν2
)
i0(
1
2 − j2
)
i0
(
3
2
)
n
(
1 + ν2
)
n
(
−1
2
µ
)n
(9.2.34)
c¯(τ, n; j, ω) =
(
−1
2
ε
)τ n∑
i0=0
(
i0 +
ω
2
)(
i0 +
1
2
) (
i0 +
ν
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
ν
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
ω
2
)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
ν
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
1
2 +
ν
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
1
2 +
ν
2
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + 1
)
iτ−1
(
τ
2 +
1
2 +
ν
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
n
(
τ
2 +
1
2 +
ν
2
)
n
(
−1
2
µ
)n
(9.2.35)
ym0 (j, ω;x) =
m∑
i0=0
(
− j2
)
i0
(1)i0
(
1
2 +
ν
2
)
i0
µ˜i0 (9.2.36)
ym1 (j, ω;x) =

m∑
i0=0
(
i0 +
ω
2
)(
i0 +
1
2
) (
i0 +
ν
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
ν
2
)
i0
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
2
)
i0
(
1 + ν2
)
i0(
1
2 − j2
)
i0
(
3
2
)
i1
(
1 + ν2
)
i1
µ˜i1
 ε˜ (9.2.37)
ymτ (j, ω;x) =

m∑
i0=0
(
i0 +
ω
2
)(
i0 +
1
2
) (
i0 +
ν
2
)
(
− j2
)
i0
(1)i0
(
1
2 +
ν
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
ω
2
)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
ν
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
1
2 +
ν
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
1
2 +
ν
2
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + 1
)
iτ−1
(
τ
2 +
1
2 +
ν
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
iτ
(
τ
2 +
1
2 +
ν
2
)
iτ
µ˜iτ
 ε˜τ (9.2.38)
Remark 9.2.3 The power series expansion of the GCH equation of the second kind for
the first species complete polynomial using 3TRF about x = 0 is given by
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1. As Ω = µ (ν − 1) and ω = ω00 = ν − 1,
The eigenfunction is given by
y(x) = RpW0,0
(
µ, ε, ν,Ω = µ (ν − 1) , ω = ω00 = ν − 1; µ˜ = −
1
2
µx2; ε˜ = −1
2
εx
)
= x1−ν (9.2.39)
2. As Ω = µ (ν − 2N − 2) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, ω) (9.2.40)
The eigenvalue of ω is written by ωm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
ω02N+1 < ω
1
2N+1 < · · · < ω2N+12N+1. Its eigenfunction is given by
y(x) = RpW2N+1,m
(
µ, ε, ν,Ω = µ (ν − 2N − 2) , ω = ωm2N+1; µ˜ = −
1
2
µx2; ε˜ = −1
2
εx
)
=
N∑
r=0
yN−r2r
(
2N + 1, ωm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, ωm2N+1;x
)
(9.2.41)
3. As Ω = µ (ν − 2N − 3) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, ω) (9.2.42)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(x) = RpW2N+2,m
(
µ, ε, ν,Ω = µ (ν − 2N − 3) , ω = ωm2N+2; µ˜ = −
1
2
µx2; ε˜ = −1
2
εx
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, ωm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, ωm2N+2;x
)
(9.2.43)
9.2. POWER SERIES ABOUT THE REGULAR SINGULAR POINT AT ZERO 353
In the above,
c¯(0, n; j, ω) =
(
− j2
)
n(
3
2 − ν2
)
n
(1)n
(
−1
2
µ
)n
(9.2.44)
c¯(1, n; j, ω) =
(
−1
2
ε
) n∑
i0=0
(
i0 +
1
2 +
ω
2 − ν2
)(
i0 + 1− ν2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − ν2
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
2− ν2
)
i0
(
3
2
)
i0(
1
2 − j2
)
i0
(
2− ν2
)
n
(
3
2
)
n
(
−1
2
µ
)n
(9.2.45)
c¯(τ, n; j, ω) =
(
−1
2
ε
)τ n∑
i0=0
(
i0 +
1
2 +
ω
2 − ν2
)(
i0 + 1− ν2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − ν2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
1
2 +
ω
2 − ν2
)(
ik +
k
2 + 1− ν2
) (
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
3
2 − ν2
)
ik−1
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
2 − ν2
)
ik
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
3
2 − ν2
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
2 − ν2
)
n
(
τ
2 + 1
)
n
(
−1
2
µ
)n
(9.2.46)
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ym0 (j, ω;x) = x
1−ν
m∑
i0=0
(
− j2
)
i0(
3
2 − ν2
)
i0
(1)i0
µ˜i0 (9.2.47)
ym1 (j, ω;x) = x
1−ν

m∑
i0=0
(
i0 +
1
2 +
ω
2 − ν2
)(
i0 + 1− ν2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − ν2
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
2− ν2
)
i0
(
3
2
)
i0(
1
2 − j2
)
i0
(
2− ν2
)
i1
(
3
2
)
i1
µ˜i1
 ε˜ (9.2.48)
ymτ (j, ω;x) = x
1−ν

m∑
i0=0
(
i0 +
1
2 +
ω
2 − ν2
)(
i0 + 1− ν2
) (
i0 +
1
2
)
(
− j2
)
i0(
3
2 − ν2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
1
2 +
ω
2 − ν2
)(
ik +
k
2 + 1− ν2
) (
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
2 − ν2
)
ik−1
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
2 − ν2
)
ik
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
3
2 − ν2
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
2 − ν2
)
iτ
(
τ
2 + 1
)
iτ
µ˜iτ
 ε˜τ (9.2.49)
9.2.2 The first species complete polynomial of the GCH equation using
R3TRF
Theorem 9.2.4 In chapter 2, the general summation expression of a function y(x) for
the first species complete polynomial using reversible 3-term recurrence formula and its
algebraic equation for the determination of an accessory parameter in An term are given
by
1. As B1 = 0,
0 = c¯(0, 1) (9.2.50)
y(x) = y00(x) (9.2.51)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (9.2.52)
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y(x) = y10(x) (9.2.53)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (9.2.54)
y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (9.2.55)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (9.2.56)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (9.2.57)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (9.2.58)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(9.2.59)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (9.2.60)
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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (9.2.61)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (9.2.62)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (9.2.63)
According to (9.2.1), cj+1 = 0 is clearly an algebraic equation in ω of degree j + 1 and
thus has j + 1 zeros denoted them by ωmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: ω0j < ω
1
j < ω
2
j < · · · < ωjj .
Substitute (9.1.5a) and (9.2.15) into (9.2.58)–(9.2.63).
As B1 = c1 = 0, take the new (9.2.58) into (9.2.50) putting j = 0. Substitute the new
(9.2.61) into (9.2.51) putting j = 0.
As B2 = c2 = 0, take the new (9.2.58) and (9.2.59) into (9.2.52) putting j = 1. Substitute
the new (9.2.61) into (9.2.53) putting j = 1 and ω = ωm1 .
As B2N+3 = c2N+3 = 0, take the new (9.2.58)–(9.2.60) into (9.2.54) putting j = 2N + 2.
Substitute the new (9.2.61)–(9.2.63) into (9.2.55) putting j = 2N + 2 and ω = ωm2N+2.
As B2N+4 = c2N+4 = 0, take the new (9.2.58)–(9.2.60) into (9.2.56) putting j = 2N + 3.
Substitute the new (9.2.61)–(9.2.63) into (9.2.57) putting j = 2N + 3 and ω = ωm2N+3.
After the replacement process, the general expression of power series of the GCH
equation about x = 0 for the first species complete polynomial using reversible 3-term
recurrence formula and its algebraic equation for the determination of an accessory
parameter ω are given by
1. As Ω = −µλ,
An algebraic equation of degree 1 for the determination of ω is given by
0 = c¯(0, 1; 0, ω) = ω + λ (9.2.64)
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The eigenvalue of ω is written by ω00 . Its eigenfunction is given by
y(x) = y00
(
0, ω00 ;x
)
= c0x
λ (9.2.65)
2. As Ω = −µ (1 + λ),
An algebraic equation of degree 2 for the determination of ω is given by
0 = c¯(0, 2; 1, ω) + c¯(1, 0; 1, ω)
= (ω + λ)(ω + 1 + λ) +
µ
ε2
(1 + λ)(ν + λ) (9.2.66)
The eigenvalue of ω is written by ωm1 where m = 0, 1; ω
0
1 < ω
1
1 . Its eigenfunction is
given by
y(x) = y10 (1, ω
m
1 ;x) = c0x
λ
{
1 +
(ωm1 + λ)
(1 + λ)(ν + λ)
˜˜ε
}
(9.2.67)
3. As Ω = −µ (2N + 2 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, ω) (9.2.68)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, ωm2N+2;x
)
(9.2.69)
4. As Ω = −µ (2N + 3 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of ω is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, ω) (9.2.70)
The eigenvalue of ω is written by ωm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
ω02N+3 < ω
1
2N+3 < · · · < ω2N+32N+3. Its eigenfunction is given by
y(x) =
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, ωm2N+3;x
)
(9.2.71)
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In the above,
c¯(0, n; j, ω) =
(ω + λ)n
(1 + λ)n (ν + λ)n
(−ε)n (9.2.72)
c¯(1, n; j, ω) = (−µ)
n∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + ν + λ)
(ω + λ)i0
(1 + λ)i0 (ν + λ)i0
×(ω + 2 + λ)n (3 + λ)i0 (2 + ν + λ)i0
(ω + 2 + λ)i0 (3 + λ)n (2 + ν + λ)n
(−ε)n (9.2.73)
c¯(τ, n; j, ω) = (−µ)τ
n∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + ν + λ)
(ω + λ)i0
(1 + λ)i0 (ν + λ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2 + λ) (ik + 2k + 1 + ν + λ)
×
(2k + ω + λ)ik (2k + 1 + λ)ik−1 (2k + ν + λ)ik−1
(2k + ω + λ)ik−1 (2k + 1 + λ)ik (2k + ν + λ)ik
)
×
(2τ + ω + λ)n (2τ + 1 + λ)iτ−1 (2τ + ν + λ)iτ−1
(2τ + ω + λ)iτ−1 (2τ + 1 + λ)n (2τ + ν + λ)n
(−ε)n (9.2.74)
ym0 (j, ω;x) = c0x
λ
m∑
i0=0
(ω + λ)i0
(1 + λ)i0 (ν + λ)i0
˜˜εi0 (9.2.75)
ym1 (j, ω;x) = c0x
λ
{
m∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + ν + λ)
(ω + λ)i0
(1 + λ)i0 (ν + λ)i0
×
m∑
i1=i0
(ω + 2 + λ)i1 (3 + λ)i0 (2 + ν + λ)i0
(ω + 2 + λ)i0 (3 + λ)i1 (2 + ν + λ)i1
˜˜εi1
}
˜˜µ (9.2.76)
ymτ (j, ω;x) = c0x
λ
{
m∑
i0=0
(i0 − j)
(i0 + 2 + λ) (i0 + 1 + ν + λ)
(ω + λ)i0
(1 + λ)i0 (ν + λ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2 + λ) (ik + 2k + 1 + ν + λ)
×
(2k + ω + λ)ik (2k + 1 + λ)ik−1 (2k + ν + λ)ik−1
(2k + ω + λ)ik−1 (2k + 1 + λ)ik (2k + ν + λ)ik
)
×
m∑
iτ=iτ−1
(2τ + ω + λ)iτ (2τ + 1 + λ)iτ−1 (2τ + ν + λ)iτ−1
(2τ + ω + λ)iτ−1 (2τ + 1 + λ)iτ (2τ + ν + λ)iτ
˜˜εiτ
 ˜˜µτ (9.2.77)
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where 
τ ≥ 2
˜˜ε = −εx
˜˜µ = −µx2
Put c0= 1 as λ = 0 for the first kind of independent solutions of the CHE and λ = 1− ν
for the second one in (9.2.64)–(9.2.77).
Remark 9.2.5 The power series expansion of the GCH equation of the first kind for the
first species complete polynomial using R3TRF about x = 0 is given by
1. As Ω = 0 and ω = ω00 = 0,
The eigenfunction is given by
y(x) = QpW
R
0,0
(
µ, ε, ν,Ω = 0, ω = ω00 = 0; ˜˜µ = −µx2; ˜˜ε = −εx
)
= 1 (9.2.78)
2. As Ω = −µ,
An algebraic equation of degree 2 for the determination of ω is given by
0 = ω(ω + 1) +
µ
ε2
ν (9.2.79)
The eigenvalue of ω is written by ωm1 where m = 0, 1; ω
0
1 < ω
1
1. Its eigenfunction is
given by
y(x) = QpW
R
1,m
(
µ, ε, ν,Ω = −µ, ω = ωm1 ; ˜˜µ = −µx2; ˜˜ε = −εx
)
= 1 +
ωm1
ν
˜˜ε (9.2.80)
3. As Ω = −µ (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, ω) (9.2.81)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(x) = QpW
R
2N+2,m
(
µ, ε, ν,Ω = −µ (2N + 2) , ω = ωm2N+2; ˜˜µ = −µx2; ˜˜ε = −εx
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, ωm2N+2;x
)
(9.2.82)
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4. As Ω = −µ (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of ω is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, ω) (9.2.83)
The eigenvalue of ω is written by ωm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
ω02N+3 < ω
1
2N+3 < · · · < ω2N+32N+3. Its eigenfunction is given by
y(x) = QpW
R
2N+3,m
(
µ, ε, ν,Ω = −µ (2N + 3) , ω = ωm2N+3; ˜˜µ = −µx2; ˜˜ε = −εx
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, ωm2N+3;x
)
(9.2.84)
In the above,
c¯(0, n; j, ω) =
(ω)n
(1)n (ν)n
(−ε)n (9.2.85)
c¯(1, n; j, ω) = (−µ)
n∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + ν)
(ω)i0
(1)i0 (ν)i0
(ω + 2)n (3)i0 (2 + ν)i0
(ω + 2)i0 (3)n (2 + ν)n
(−ε)n (9.2.86)
c¯(τ, n; j, ω) = (−µ)τ
n∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + ν)
(ω)i0
(1)i0 (ν)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2) (ik + 2k + 1 + ν)
×
(2k + ω)ik (2k + 1)ik−1 (2k + ν)ik−1
(2k + ω)ik−1 (2k + 1)ik (2k + ν)ik
)
×
(2τ + ω)n (2τ + 1)iτ−1 (2τ + ν)iτ−1
(2τ + ω)iτ−1 (2τ + 1)n (2τ + ν)n
(−ε)n (9.2.87)
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ym0 (j, ω;x) =
m∑
i0=0
(ω)i0
(1)i0 (ν)i0
˜˜εi0 (9.2.88)
ym1 (j, ω;x) =
{
m∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + ν)
(ω)i0
(1)i0 (ν)i0
m∑
i1=i0
(ω + 2)i1 (3)i0 (2 + ν)i0
(ω + 2)i0 (3)i1 (2 + ν)i1
˜˜εi1
}
˜˜µ (9.2.89)
ymτ (j, ω;x) =
{
m∑
i0=0
(i0 − j)
(i0 + 2) (i0 + 1 + ν)
(ω)i0
(1)i0 (ν)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2) (ik + 2k + 1 + ν)
(2k + ω)ik (2k + 1)ik−1 (2k + ν)ik−1
(2k + ω)ik−1 (2k + 1)ik (2k + ν)ik
)
×
m∑
iτ=iτ−1
(2τ + ω)iτ (2τ + 1)iτ−1 (2τ + ν)iτ−1
(2τ + ω)iτ−1 (2τ + 1)iτ (2τ + ν)iτ
˜˜εiτ
 ˜˜µτ (9.2.90)
Remark 9.2.6 The power series expansion of the GCH equation of the second kind for
the first species complete polynomial using R3TRF about x = 0 is given by
1. As Ω = µ (ν − 1) and ω = ω00 = ν − 1,
The eigenfunction is given by
y(x) = RpW
R
0,0
(
µ, ε, ν,Ω = µ (ν − 1) , ω = ω00 = ν − 1; ˜˜µ = −µx2; ˜˜ε = −εx
)
= x1−ν (9.2.91)
2. As Ω = µ (ν − 2),
An algebraic equation of degree 2 for the determination of ω is given by
0 = (ω − ν + 1)(ω − ν + 2) + µ
ε2
(2− ν) (9.2.92)
The eigenvalue of ω is written by ωm1 where m = 0, 1; ω
0
1 < ω
1
1. Its eigenfunction is
given by
y(x) = RpW
R
1,m
(
µ, ε, ν,Ω = µ (ν − 2) , ω = ωm1 ; ˜˜µ = −µx2; ˜˜ε = −εx
)
= x1−ν
{
1 +
(ωm1 + 1− ν)
(2− ν)
˜˜ε
}
(9.2.93)
3. As Ω = µ (ν − 2N − 3) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, ω) (9.2.94)
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The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(x) = RpW
R
2N+2,m
(
µ, ε, ν,Ω = µ (ν − 2N − 3) , ω = ωm2N+2; ˜˜µ = −µx2; ˜˜ε = −εx
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, ωm2N+2;x
)
(9.2.95)
4. As Ω = µ (ν − 2N − 4) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of ω is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, ω) (9.2.96)
The eigenvalue of ω is written by ωm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
ω02N+3 < ω
1
2N+3 < · · · < ω2N+32N+3. Its eigenfunction is given by
y(x) = RpW
R
2N+3,m
(
µ, ε, ν,Ω = µ (ν − 2N − 4) , ω = ωm2N+3; ˜˜µ = −µx2; ˜˜ε = −εx
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, ωm2N+3;x
)
(9.2.97)
In the above,
c¯(0, n; j, ω) =
(ω − ν + 1)n
(2− ν)n (1)n
(−ε)n (9.2.98)
c¯(1, n; j, ω) = (−µ)
n∑
i0=0
(i0 − j)
(i0 + 3− ν) (i0 + 2)
(ω − ν + 1)i0
(2− ν)i0 (1)i0
×(ω − ν + 3)n (4− ν)i0 (3)i0
(ω − ν + 3)i0 (4− ν)n (3)n
(−ε)n (9.2.99)
c¯(τ, n; j, ω) = (−µ)τ
n∑
i0=0
(i0 − j)
(i0 + 3− ν) (i0 + 2)
(ω − ν + 1)i0
(2− ν)i0 (1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 3− ν) (ik + 2k + 2)
×
(2k + 1 + ω − ν)ik (2k + 2− ν)ik−1 (2k + 1)ik−1
(2k + 1 + ω − ν)ik−1 (2k + 2− ν)ik (2k + 1)ik
)
×
(2τ + 1 + ω − ν)n (2τ + 2− ν)iτ−1 (2τ + 1)iτ−1
(2τ + 1 + ω − ν)iτ−1 (2τ + 2− ν)n (2τ + 1)n
(−ε)n (9.2.100)
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ym0 (j, ω;x) = x
1−ν
m∑
i0=0
(ω − ν + 1)i0
(2− ν)i0 (1)i0
˜˜εi0 (9.2.101)
ym1 (j, ω;x) = x
1−ν
{
m∑
i0=0
(i0 − j)
(i0 + 3− ν) (i0 + 2)
(ω − ν + 1)i0
(2− ν)i0 (1)i0
×
m∑
i1=i0
(ω − ν + 3)i1 (4− ν)i0 (3)i0
(ω − ν + 3)i0 (4− ν)i1 (3)i1
˜˜εi1
}
˜˜µ (9.2.102)
ymτ (j, ω;x) = x
1−ν
{
m∑
i0=0
(i0 − j)
(i0 + 3− ν) (i0 + 2)
(ω − ν + 1)i0
(2− ν)i0 (1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 3− ν) (ik + 2k + 2)
×
(2k + 1 + ω − ν)ik (2k + 2− ν)ik−1 (2k + 1)ik−1
(2k + 1 + ω − ν)ik−1 (2k + 2− ν)ik (2k + 1)ik
)
×
m∑
iτ=iτ−1
(2τ + 1 + ω − ν)iτ (2τ + 2− ν)iτ−1 (2τ + 1)iτ−1
(2τ + 1 + ω − ν)iτ−1 (2τ + 2− ν)iτ (2τ + 1)iτ
˜˜εiτ
 ˜˜µτ (9.2.103)
9.3 Summary
Numerical solutions of the GCH equation for the first species complete polynomials using
3TRF and R3TRF are equivalent to each other. However, there are three significant
differences of mathematical summation structures for these two complete polynomials:
(1) An in sequences cn is the leading term in each of finite sub-power series of general
series solutions of the GCH equation for the first species complete polynomials using
3TRF. But Bn is the leading term in each of finite sub-power series of its general series
solutions for the first species complete polynomials using R3TRF.
(2) Summation solutions of the GCH equation for the first species complete polynomial
using 3TRF contain the sum of two finite sub-power series of its general series solutions.
In contrast, its solutions in series for the first species complete polynomial using R3TRF
only consist of one finite sub-formal series of its general Frobenius solution.
(3) As we observe solutions of the GCH equation for the first species complete polynomial
using 3TRF, the denominators and numerators in all Bn terms of each finite sub-power
series arise with Pochhammer symbols. And for the first species complete polynomial
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using R3TRF, the denominators and numerators in all An terms of each finite sub-power
series arise with Pochhammer symbols.
Independent solutions of the GCH equation of the first kind for the first species complete
polynomials using 3TRF and R3TRF require ν 6= 0,−1,−2, · · · from the principle of the
radius of convergence. And ν 6= 2, 3, 4, · · · is required for its independent solutions of the
second kind for the first species complete polynomials using 3TRF and R3TRF. For
instance, if ν is a non-positive integer in the first kind of an GCH complete polynomial
using 3TRF, its formal series solution diverges because several denominators turn to zero
at the specific value of an index summation n.
Numerical computations for the determination of a parameter ω in two polynomial
equations of the GCH equation for the first species complete polynomials using 3TRF
and R3TRF are equivalent to each other. Unsimilarity between two algebraic equations
of the GCH equation is that An is the leading term of each sequences c¯(l, n; j, ω) where
l ∈ N0 in a polynomial equation of ω for the first species complete polynomial using
3TRF. And Bn is the leading term of each sequences c¯(l, n; j, ω) in an algebraic equation
of ω for the first species complete polynomial using R3TRF.
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Chapter 10
Complete polynomials of Grand
Confluent Hypergeometric
equation about the irregular
singular point at infinity
In chapter 6 of Ref.[14], by applying three term recurrence formula (3TRF) [11], I
construct a formal series solution in the closed form of the GCH polynomial of type 1
about the irregular singular point at infinity. And its combined definite & contour integral
involving only 1F1 functions and the generating function of it are derived analytically .
In this chapter I show power series solutions of the GCH equation about x =∞ for a
polynomial of type 3 by applying general summation expressions of complete polynomials
using 3TRF and reversible 3TRF (R3TRF).
10.1 Introduction
Gu¨rsey and collaborators wrote the spin free semi-relativistic Hamiltonian for the
quark-antiquark system neglecting small mass of quarks[5, 6, 7, 24], suggested by
Lichitenberg et al.[34, 29, 30, 42]. They noticed that their supersymmetric wave equation
with ignoring the mass of quarks is essentially equal to confluent hypergeometric
equation. By the method of a series solution, its recurrence relation for the coefficients
consists of a 2-term and they showed the normalized spin free wave function involving
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only scalar potential neglecting the mass of quarks.
Since I include the mass of quarks into their supersymmetric spin free Hamiltonian
involving only scalar potential, I detect the recursion relation of this differential equation
for the coefficients is composed of a 3-term and this ODE generalizes the confluent
hypergeometric equation. I designate this new type equation as ‘grand confluent
hypergeometric (GCH) equation.’
We deal with the canonical form of the GCH equation[12]
x
d2y
dx2
+
(
µx2 + εx+ ν
) dy
dx
+ (Ωx+ εω) y = 0 (10.1.1)
where µ, ε, ν, Ω and ω are real or complex parameters. It is the proto-type of the
Fuchsian equation with two singular points: one regular singular point which is zero with
exponents {0, 1 − ν}, and one irregular singular point which is infinity with an exponent
Ω
µ .
Heun ordinary differential equation–Fuchsian equation with four singularities (named
after Karl Heun, 1859–1929 [27]) is much more diversified than the hypergeomegtric-type
equations. Any linear second-order differential equations with four singular points can be
transformed to the Heun’s equation by appropriate elementary transformations of the
independent and dependent variables. By the process of ‘confluence’ such as deriving of
confluent hypergeometric equation from the hypergeometric equation, we obtain four
confluent forms by merging two or more regular singularities to take an irregular
singularity in the Heun equation. Because of these reasons, several scholars treat the
Heun equation as a successor of hypergeomegtric equations in 21th century [20].
The canonical form of Heun’s differential equation is written by [27, 40, 41]
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (10.1.2)
where ǫ = α+ β − γ − δ + 1 for assuring the regularity of the point at x =∞. It has four
regular singular points which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ},
{0, 1 − ǫ} and {α, β}.
Heun equation has four different confluent forms such as: (1) Confluent Heun (two
regular and one irregular singularities), (2) Doubly Confluent Heun (two irregular
singularities), (3) Biconfluent Heun (one regular and one irregular singularities), (4)
Triconfluent Heun equations (one irregular singularity).
The canonical form of Biconfluent Heun (BCH) differential equation is given by[40, 35]
x
d2y
dx2
+
(−2x2 − βx+ 1 + α) dy
dx
+
(
(γ − α− 2)x− 1
2
[δ + (1 + α)β]
)
y = 0 (10.1.3)
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where α, β, γ and δ are real or complex parameters. It is the Fuchsian-type equation with
two singular points: one regular singular point which is zero with exponents {0,−α}, and
one irregular singular point which is infinity with an exponent −12(γ − α− 2).
For DLFM version [37] or in Ref.[41], the BCH canonical equation is mentioned by
x
d2y
dx2
− (γ + δx+ x2) dy
dx
+ (αx− q) y = 0 (10.1.4)
It is also the Fuchsian-type equation with one regular singular point which is zero with
exponents {0, 1 + γ}, and one irregular singular point which is infinity with an exponent
−α.
The GCH equation generalize Biconfluent Heun (BCH) equation having a regular
singularity at x = 0 and an irregular singularity at ∞ of rank 2. As we compare (10.1.1)
with (10.1.3) and (10.1.4), all coefficients on the above are correspondent to the following
way. 
ε −→ −β
µ −→ −2
ν −→ 1 + α
ω −→ 1/2(δ/β + 1 + α)
Ω −→ γ − α− 2

ε −→ −δ
µ −→ −1
ν −→ −γ
ω −→ q/δ
Ω −→ α
(10.1.5)
By the classical method of a series solution for the BCH equation, the special case of the
GCH equation, assuming y(x) =
∑∞
n=0 cnx
n+λ, c0 6= 0, the recursive relation for the
coefficients is governed by a 3-term instead of a 2-term. Consequently, no such solutions
for its formal series in closed forms have been found in which coefficients are given
explicitly yet. And there are no examples for the BCH equation in terms of definite or
contour integrals involving simpler functions such as hypergeometric-type functions.
The BCH equation is applicable to diverse areas in mathematics
[1, 2, 10, 16, 17, 18, 26, 35, 43]. Such solutions have recently been used in modern physics
such as the radial Schro¨dinger equation for various harmonic oscillators
[8, 9, 21, 22, 31, 32, 33, 36, 38], the relativistic quantum mechanical model in a uniform
magnetic field and scalar potentials [19], quantum mechanical wave functions of two
charged particles moving on a plane with a perpendicular uniform magnetic field [39], a
two-electron quantum dot model [3], the Dirac equation with the mixed
scalarvectorpseudoscalar Cornell potential [25], the two-dimensional Schro¨dinger equation
involving a parabolic potential for two interacting electrons in a uniform magnetic field
[28], the singular and the 2:1 anisotropic Dunkl oscillator models [23], the Dirac equation
with scalar, vector and tensor Cornell radial potentials [4] and etc.
In general, by the method of a formal series solution into any linear ODEs, assuming
y(x) =
∑∞
n=0 cnx
n+λ, c0 6= 0, the recurrence relation for the coefficients starts to appear.
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A 3-term recurrence relation is given by
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (10.1.6)
where c1 = A0 c0 and λ is an indicial root. On the above, An and Bn are themselves
polynomials of degree n: for the second-order ODEs, a numerator and a denominator of
An are usually equal or less than polynomials of degrees 2. Likewise, a numerator and a
denominator of Bn are also equal or less than polynomials of degrees 2
Any linear ODEs having a 2-term recurrence relation between successive coefficients,
hypergeometric differential equation is one of examples, have two possible series solutions
such as an infinite series and a polynomial. In contrast, there are 23−1 possible power
series solutions of linear ODEs having a 3-term recursion relation between consecutive
coefficients such as an infinite series and 3 types of polynomials: (1) a polynomial which
makes Bn term terminated; An term is not terminated, (2) a polynomial which makes An
term terminated; Bn term is not terminated, (3) a polynomial which makes An and Bn
terms terminated at the same time, referred as ‘a complete polynomial.’
The sequence cn is expanded to combinations of An and Bn terms in (10.1.6). I specify
that a general series solution y(x) is composed of the sum of sub-power series yl(x) where
l ∈ N0 , referred as y(x) =
∑∞
n=0 yn(x). And a yl(x) is constructed by observing the term
of sequence cn which includes l terms of A
′
ns. By allowing An in the sequence cn is the
leading term of each of sub-power series solutions yl(x), power series solutions for an
infinite series and a polynomial of type 1 are obtained by applying the general summation
formulas of the 3-term recurrence relation in a linear ODE, referred as ‘three term
recurrence formula (3TRF).’ [11]
A sub-power series yl(x) is obtained by observing the term of sequence cn which includes
l terms of B′ns in chapter 1 of Ref.[14]. By allowing Bn in the sequence cn is the leading
term of each of sub-power series solutions yl(x) in a function y(x) =
∑∞
n=0 yn(x), formal
series solutions for an infinite series and a polynomial of type 2 are obtained by applying
the general summation expressions of the 3-term recurrence relation in a linear ODE,
denominated as ‘reversible three term recurrence formula (R3TRF).’
Numerical calculations of an infinite series by applying 3TRF is equivalent to its
computations of an infinite series by applying R3TRF. Difference for mathematical
summation structures between two infinite series solutions is that An in sequences cn is
the leading term in each of sub-power series solutions for an infinite series by applying
3TRF. And Bn is the leading term in each of sub-formal series solutions for an infinite
series by applying R3TRF.
Complete polynomials are classified into two different types such as (1) the first species
complete polynomial where a parameter of a numerator in Bn term and a (spectral)
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parameter of a numerator in An term are fixed values and (2) the second species complete
polynomial where two parameters of a numerator in Bn term and a parameter of a
numerator in An term are fixed values. With my definition, the first species complete
polynomial has multi-valued roots of a parameter in An term, but the second species
complete polynomial has only one fixed value of a parameter in An term for an eigenvalue.
I define that a general series solution y(x) is composed of the sum of finite sub-power
series ymτ (x) where τ,m ∈ N0 in chapter 1. And a finite sub-power series ymτ (x) is a
polynomial that the lower bound of summation is zero and the upper one is m. ymτ (x) is
obtained by observing the term of sequence cn which includes τ terms of A
′
ns. By
allowing An as the leading term in each finite sub-power series y
m
τ (x), I construct the
mathematical summation formulas of the first and second species complete polynomials,
designated as ‘complete polynomials using 3-term recurrence formula (3TRF).’
In chapter 2, I suggest that a finite sub-power series ymτ (x) is a polynomial, obtained by
observing the term of sequence cn which includes τ terms of B
′
ns. By allowing Bn as the
leading term in each finite sub-power series ymτ (x) of the general power series y(x), I
construct the classical mathematical expressions in series of the first and second species
complete polynomials, denominated as ‘complete polynomials using reversible 3-term
recurrence formula (R3TRF).’
In this chapter I show general solutions in series in compact forms, called summation
notation, of the GCH equation around x =∞ for polynomials of type 3 by applying
complete polynomials using 3TRF and R3TRF.
10.2 Power series about the irregular singular point at
x =∞
Let z = 1x in (10.1.1) in order to obtain the analytic solution of the GCH equation about
x =∞.
z4
d2y
dz2
+
(
(2− ν)z3 − εz2 − µz) dy
dz
+ (Ω + εωz) y = 0 (10.2.1)
By the method of a series solution into (10.2.1), assuming y(z) =
∑∞
n=0 cnz
n+λ, c0 6= 0,
we find, at the singular point z = 0, only one exponent λ = Ω/µ, and the recurrence
relation between the coefficients:
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (10.2.2)
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where,
An = − ε
µ
(
n− ω + Ωµ
)
(n+ 1)
(10.2.3a)
Bn =
1
µ
(
n− 1 + Ωµ
)(
n− ν + Ωµ
)
(n+ 1)
(10.2.3b)
where c1 = A0 c0.
All possible general solutions in series of the GCH equation about the irregular singular
point at infinity are described in a following table.
The GCH differential equation about the irregular singular point at infinity
3TRF
Polynomials
Polynomial of type 1 Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
R3TRF
Polynomial of type 3
1st species
complete
polynomial
2nd species
complete
polynomial
Table 10.1: Power series of the GCH equation about the irregular singular point at infinity
As we see the table, there are no power series solutions for an infinite series and a
polynomial of type 2 because of limn≥1An = − εµ and limn≥1Bn →∞. From the principle
of the radius of convergence, Bn terms must to be terminated at the specific index of
summation n in each of sub-power series in a general series solution. For an infinite series
and a polynomial of type 2, power series solutions will be divergent, because Bn terms are
not convergent as the index of summation n goes to infinity.
There are two possible combinatorial cases for the first species complete polynomial of
the GCH equation around x =∞. For the first case, I treat ω, Ω as fixed values and ε, µ,
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ν as free variables. For the second one, I treat ν, ω as fixed values and ε, µ, Ω as free
variables. And for the second species complete polynomial of the GCH equation, I treat
ν, ω, Ω as fixed values and ε, µ as free variables.
10.2.1 The first species complete polynomial of the GCH equation
using 3TRF
For the first species complete polynomials using 3TRF and R3TRF, we need a condition
which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (10.2.4)
(10.2.4) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 10.2.1 In chapter 1, the general expression of a function y(x) for the first
species complete polynomial using 3-term recurrence formula and its algebraic equation
for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(1, 0) (10.2.5)
y(x) = y00(x) (10.2.6)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (10.2.7)
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (10.2.8)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (10.2.9)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (10.2.10)
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In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (10.2.11)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(10.2.12)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (10.2.13)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (10.2.14)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (10.2.15)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2(10.2.16)
The case of ω, Ω as fixed values and ε, µ, ν as free variables
Put n = j + 1 in (10.2.3b) and use the condition Bj+1 = 0 for Ω. We obtain two possible
fixed values for Ω such as
Ω = −µj (10.2.17a)
Ω = µ (ν − j − 1) (10.2.17b)
The case of Ω = −µj Take (10.2.17a) into (10.2.3a) and (10.2.3b).
An = − ε
µ
(n− j − ω)
(n+ 1)
(10.2.18a)
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Bn =
1
µ
(n− j − 1) (n− j − ν)
(n+ 1)
(10.2.18b)
According to (10.2.4), cj+1 = 0 is clearly an algebraic equation in ω of degree j + 1 and
thus has j + 1 zeros denoted them by ωmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: ω0j < ω
1
j < ω
2
j < · · · < ωjj .
In (10.2.6), (10.2.8), (10.2.10) and (10.2.14)–(10.2.16) replace c0, λ and x by 1, Ω/µ and
z. Substitute (10.2.18a) and (10.2.18b) into (10.2.11)–(10.2.16).
As B1 = c1 = 0, take the new (10.2.12) into (10.2.5) putting j = 0. Substitute the new
(10.2.14) with Ω = 0 into (10.2.6) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (10.2.11)–(10.2.13) into (10.2.7) putting
j = 2N + 1. Substitute the new (10.2.14)–(10.2.16) with Ω = −µ (2N + 1) into (10.2.8)
putting j = 2N + 1 and ω = ωqm2N+1.
As B2N+3 = c2N+3 = 0, take the new (10.2.11)–(10.2.13) into (10.2.9) putting
j = 2N + 2. Substitute the new (10.2.14)–(10.2.16) with Ω = −µ (2N + 2) into (10.2.10)
putting j = 2N + 2 and ω = ωm2N+2.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.2 The power series expansion of the GCH equation of the first kind for
the first species complete polynomial using 3TRF about x =∞ for Ω = −µj where j ∈ N0
is given by
1. As Ω = 0 and ω = ω00 = 0,
The eigenfunction is given by
y(z) = Q(i,1)p W0,0
(
µ, ε, ν,Ω = 0, ω = ω00 = 0; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= 1 (10.2.19)
2. As Ω = −µ (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, ω) (10.2.20)
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The eigenvalue of ω is written by ωm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
ω02N+1 < ω
1
2N+1 < · · · < ω2N+12N+1. Its eigenfunction is given by
y(z) = Q(i,1)p W2N+1,m
(
µ, ε, ν,Ω = −µ (2N + 1) , ω = ωm2N+1; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z−2N−1
{
N∑
r=0
yN−r2r
(
2N + 1, ωm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, ωm2N+1; z
)}
(10.2.21)
3. As Ω = −µ (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, ω) (10.2.22)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(z) = Q(i,1)p W2N+2,m
(
µ, ε, ν,Ω = −µ (2N + 2) , ω = ωm2N+2; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z−2N−2
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, ωm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, ωm2N+2; z
)}
(10.2.23)
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In the above,
c¯(0, n; j, ω) =
(
− j2
)
n
(
1
2 − j2 − ν2
)
n
(1)n
(
2
µ
)n
(10.2.24)
c¯(1, n; j, ω) =
(
− ε
µ
) n∑
i0=0
(
i0 − j2 − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − ν2
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
1− j2 − ν2
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
1− j2 − ν2
)
i0
(
3
2
)
n
(
2
µ
)n
(10.2.25)
c¯(τ, n; j, ω) =
(
− ε
µ
)τ n∑
i0=0
(
i0 − j2 − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − ν2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 − j2 − ω2
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
1
2 − j2 − ν2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
2 − j2 − ν2
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
1
2 − j2 − ν2
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
2 − j2 − ν2
)
iτ−1
(
τ
2 + 1
)
n
(
2
µ
)n
(10.2.26)
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ym0 (j, ω; z) =
m∑
i0=0
(
− j2
)
i0
(
1
2 − j2 − ν2
)
i0
(1)i0
σi0 (10.2.27)
ym1 (j, ω; z) =

m∑
i0=0
(
i0 − j2 − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − ν2
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
1− j2 − ν2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
1− j2 − ν2
)
i0
(
3
2
)
i1
σi1
 ξ (10.2.28)
ymτ (j, ω; z) =

m∑
i0=0
(
i0 − j2 − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2 − ν2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2 − ω2
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
1
2 − j2 − ν2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
2 − j2 − ν2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
2 − j2 − ν2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
2 − j2 − ν2
)
iτ−1
(
τ
2 + 1
)
iτ
σiτ
 ξτ (10.2.29)
The case of Ω = µ (ν − j − 1) Take (10.2.17b) into (10.2.3a) and (10.2.3b).
An = − ε
µ
(n− j − 1− ω + ν)
(n+ 1)
(10.2.30a)
Bn =
1
µ
(n− j − 1) (n− j − 2 + ν)
(n+ 1)
(10.2.30b)
According to (10.2.4), cj+1 = 0 is clearly an algebraic equation in ω of degree j + 1 and
thus has j + 1 zeros denoted them by ωmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: ω0j < ω
1
j < ω
2
j < · · · < ωjj .
In (10.2.6), (10.2.8), (10.2.10) and (10.2.14)–(10.2.16) replace c0, λ and x by 1, Ω/µ and
z. Substitute (10.2.30a) and (10.2.30b) into (10.2.11)–(10.2.16).
As B1 = c1 = 0, take the new (10.2.12) into (10.2.5) putting j = 0. Substitute the new
(10.2.14) with Ω = µ (ν − 1) into (10.2.6) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (10.2.11)–(10.2.13) into (10.2.7) putting
j = 2N + 1. Substitute the new (10.2.14)–(10.2.16) with Ω = µ (ν − 2N − 2) into (10.2.8)
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putting j = 2N + 1 and ω = ωm2N+1.
As B2N+3 = c2N+3 = 0, take the new (10.2.11)–(10.2.13) into (10.2.9) putting
j = 2N + 2. Substitute the new (10.2.14)–(10.2.16) with Ω = µ (ν − 2N − 3) into
(10.2.10) putting j = 2N + 2 and ω = ωm2N+2.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.3 The power series expansion of the GCH equation of the first kind for
the first species complete polynomial using 3TRF about x =∞ for Ω = µ (ν − j − 1)
where j ∈ N0 is given by
1. As Ω = µ (ν − 1) and ω = ω00 = ν − 1,
The eigenfunction is given by
y(z) = Q(i,2)p W0,0
(
µ, ε, ν,Ω = µ (ν − 1) , ω = ω00 = ν − 1; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= zν−1 (10.2.31)
2. As Ω = µ (ν − 2N − 2) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, ω) (10.2.32)
The eigenvalue of ω is written by ωm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
ω02N+1 < ω
1
2N+1 < · · · < ω2N+12N+1. Its eigenfunction is given by
y(z) = Q(i,2)p W2N+1,m
(
µ, ε, ν,Ω = µ (ν − 2N − 2) , ω = ωm2N+1; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= zν−2N−2
{
N∑
r=0
yN−r2r
(
2N + 1, ωm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, ωm2N+1; z
)}
(10.2.33)
3. As Ω = µ (ν − 2N − 3) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, ω) (10.2.34)
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The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(z) = Q(i,2)p W2N+2,m
(
µ, ε, ν,Ω = µ (ν − 2N − 3) , ω = ωm2N+2; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= zν−2N−3
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, ωm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, ωm2N+2; z
)}
(10.2.35)
In the above,
c¯(0, n; j, ω) =
(
− j2
)
n
(
−12 − j2 + ν2
)
n
(1)n
(
2
µ
)n
(10.2.36)
c¯(1, n; j, ω) =
(
− ε
µ
) n∑
i0=0
(
i0 − 12 − j2 − ω2 + ν2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
−12 − j2 + ν2
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
− j2 + ν2
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
− j2 + ν2
)
i0
(
3
2
)
n
(
2
µ
)n
(10.2.37)
c¯(τ, n; j, ω) =
(
− ε
µ
)τ n∑
i0=0
(
i0 − 12 − j2 − ω2 + ν2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
−12 − j2 + ν2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 − 12 − j2 − ω2 + ν2
)
(
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 − 12 − j2 + ν2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 − 12 − j2 + ν2
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 − 12 − j2 + ν2
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 − 12 − j2 + ν2
)
iτ−1
(
τ
2 + 1
)
n
(
2
µ
)n
(10.2.38)
10.2. POWER SERIES ABOUT THE IRREGULAR SINGULAR POINT AT X =∞383
ym0 (j, ω; z) =
m∑
i0=0
(
− j2
)
i0
(
−12 − j2 + ν2
)
i0
(1)i0
σi0 (10.2.39)
ym1 (j, ω; z) =

m∑
i0=0
(
i0 − 12 − j2 − ω2 + ν2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
−12 − j2 + ν2
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
− j2 + ν2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
− j2 + ν2
)
i0
(
3
2
)
i1
σi1
 ξ (10.2.40)
ymτ (j, ω; z) =

m∑
i0=0
(
i0 − 12 − j2 − ω2 + ν2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
−12 − j2 + ν2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − 12 − j2 − ω2 + ν2
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 − 12 − j2 + ν2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 − 12 − j2 + ν2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 − 12 − j2 + ν2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 − 12 − j2 + ν2
)
iτ−1
(
τ
2 + 1
)
iτ
σiτ
 ξτ (10.2.41)
The case of ν, ω as fixed values and ε, µ, Ω as free variables
Put n = j + 1 in (10.2.3b) and use the condition Bj+1 = 0 for a fixed value ν.
ν =
Ω
µ
+ j + 1 (10.2.42)
Take (10.2.42) into (10.2.3b).
Bn =
1
µ
(n− j − 1)
(
n− 1 + Ωµ
)
(n+ 1)
(10.2.43)
According to (10.2.4), cj+1 = 0 is clearly an algebraic equation in ω of degree j + 1 and
thus has j + 1 zeros denoted them by ωmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: ω0j < ω
1
j < ω
2
j < · · · < ωjj .
In (10.2.6), (10.2.8), (10.2.10) and (10.2.14)–(10.2.16) replace c0, λ and x by 1, Ω/µ and
z. Substitute (10.2.3a) and (10.2.43) into (10.2.11)–(10.2.16).
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As B1 = c1 = 0, take the new (10.2.12) into (10.2.5) putting j = 0. Substitute the new
(10.2.14) with ν = Ωµ + 1 into (10.2.6) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (10.2.11)–(10.2.13) into (10.2.7) putting
j = 2N + 1. Substitute the new (10.2.14)–(10.2.16) with ν = Ωµ + 2N + 2 into (10.2.8)
putting j = 2N + 1 and ω = ωm2N+1.
As B2N+3 = c2N+3 = 0, take the new (10.2.11)–(10.2.13) into (10.2.9) putting
j = 2N + 2. Substitute the new (10.2.14)–(10.2.16) with ν = Ωµ + 2N + 3 into (10.2.10)
putting j = 2N + 2 and ω = ωm2N+2.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.4 The power series expansion of the GCH equation of the first kind for
the first species complete polynomial using 3TRF about x =∞ for ν = Ωµ + j + 1 where
j ∈ N0 is given by
1. As ν = Ωµ + 1 and ω = ω
0
0 =
Ω
µ ,
The eigenfunction is given by
y(z) = Q(i,3)p W0,0
(
µ, ε, ν =
Ω
µ
+ 1,Ω, ω = ω00 =
Ω
µ
; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z
Ω
µ (10.2.44)
2. As ν = Ωµ + 2N + 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, ω) (10.2.45)
The eigenvalue of ω is written by ωm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
ω02N+1 < ω
1
2N+1 < · · · < ω2N+12N+1. Its eigenfunction is given by
y(z) = Q(i,3)p W2N+1,m
(
µ, ε, ν =
Ω
µ
+ 2N + 2,Ω, ω = ωm2N+1; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
=
N∑
r=0
yN−r2r
(
2N + 1, ωm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, ωm2N+1; z
)
(10.2.46)
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3. As ν = Ωµ + 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, ω) (10.2.47)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(z) = Q(i,3)p W2N+2,m
(
µ, ε, ν =
Ω
µ
+ 2N + 3,Ω, ω = ωm2N+2; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, ωm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, ωm2N+2; z
)
(10.2.48)
In the above,
c¯(0, n; j, ω) =
(
− j2
)
n
(
Ω
2µ
)
n
(1)n
(
2
µ
)n
(10.2.49)
c¯(1, n; j, ω) =
(
− ε
µ
) n∑
i0=0
(
i0 +
Ω
2µ − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
Ω
2µ
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
1
2 +
Ω
2µ
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
1
2 +
Ω
2µ
)
i0
(
3
2
)
n
(
2
µ
)n
(10.2.50)
c¯(τ, n; j, ω) =
(
− ε
µ
)τ n∑
i0=0
(
i0 +
Ω
2µ − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
Ω
2µ
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
Ω
2µ − ω2
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
Ω
2µ
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
Ω
2µ
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
Ω
2µ
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
Ω
2µ
)
iτ−1
(
τ
2 + 1
)
n
(
2
µ
)n
(10.2.51)
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ym0 (j, ω; z) = z
Ω
µ
m∑
i0=0
(
− j2
)
i0
(
Ω
2µ
)
i0
(1)i0
σi0 (10.2.52)
ym1 (j, ω; z) = z
Ω
µ

m∑
i0=0
(
i0 +
Ω
2µ − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
Ω
2µ
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
1
2 +
Ω
2µ
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
1
2 +
Ω
2µ
)
i0
(
3
2
)
i1
σi1
 ξ (10.2.53)
ymτ (j, ω; z) = z
Ω
µ

m∑
i0=0
(
i0 +
Ω
2µ − ω2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
Ω
2µ
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
Ω
2µ − ω2
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
Ω
2µ
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
Ω
2µ
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
Ω
2µ
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
Ω
2µ
)
iτ−1
(
τ
2 + 1
)
iτ
σiτ
 ξτ (10.2.54)
10.2.2 The second species complete polynomial of the GCH equation
using 3TRF
For the second species complete polynomials using 3TRF and R3TRF, we need a
condition which is defined by
Bj = Bj+1 = Aj = 0 where j ∈ N0 (10.2.55)
Theorem 10.2.5 In chapter 1, the general expression of a function y(x) for the second
species complete polynomial using 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x) (10.2.56)
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2. As B2N+1 = B2N+2 = A2N+1 = 0 where N ∈ N0,
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (10.2.57)
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (10.2.58)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (10.2.59)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (10.2.60)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)

x2i2τ+τ where τ ≥ 2(10.2.61)
In (10.2.17a) and (10.2.17b), for a condition Bj+1 = 0, two possible fixed values for Ω are
Ω = −µj and Ω = µ (ν − j − 1). Put n = j with (10.2.17a) in (10.2.3b) and use the
condition Bj = 0 for a fixed value ν.
ν = 0 (10.2.62)
Substitute (10.2.17a) and (10.2.62) into (10.2.3a). Put n = j in the new (10.2.3a) and use
the condition Aj = 0 for a fixed value ω.
ω = 0 (10.2.63)
Take (10.2.17a), (10.2.62) and (10.2.63) into (10.2.3a) and (10.2.3b).
An = − ε
µ
(n− j)
(n+ 1)
(10.2.64a)
Bn =
1
µ
(n− 1− j)(n − j)
(n+ 1)
(10.2.64b)
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For the case of Ω = µ (ν − j − 1), putting n = j with (10.2.17b) in (10.2.3b) and use the
condition Bj = 0 for a fixed value ν, we obtain ν = 2. Substitute Ω = µ (1− j) and ν = 2
into (10.2.3a). Putting n = j in the new (10.2.3a) and use the condition Aj = 0 for a
fixed value ω, we derive ω = 1. Take Ω = µ (1− j), ν = 2 and ω = 1 into (10.2.3a) and
(10.2.3b). The new (10.2.3a) is same as (10.2.64a). And the new(10.2.3b) is equivalent to
(10.2.64b). Therefore, the second species complete polynomial y(z) divided by zΩ/µ of the
GCH equation about x =∞ as Ω = −µj and ν = ω = 0 is equal to the independent
solution y(z) divided by zΩ/µ of the GCH equation as Ω = µ (1− j), ν = 2 and ω = 1.
In (10.2.56)–(10.2.61) replace c0, λ and x by 1, Ω/µ and z. Substitute (10.2.64a) and
(10.2.64b) into (10.2.59)–(10.2.61).
(1) The case of Ω = −µj and ν = ω = 0,
As B1 = A0 = 0, substitute the new (10.2.59) with Ω = 0 into (10.2.56) putting j = 0. As
B2N+1 = B2N+2 = A2N+1 = 0, substitute the new (10.2.59)–(10.2.61) with
Ω = −µ (2N + 1) into (10.2.57) putting j = 2N + 1. As B2N+2 = B2N+3 = A2N+2 = 0,
substitute the new (10.2.59)–(10.2.61) with Ω = −µ (2N + 2) into (10.2.58) putting
j = 2N + 2.
(2) The case of Ω = µ (1− j), ν = 2 and ω = 1,
As B1 = A0 = 0, substitute the new (10.2.59) with Ω = µ into (10.2.56) putting j = 0. As
B2N+1 = B2N+2 = A2N+1 = 0, substitute the new (10.2.59)–(10.2.61) with Ω = −2µN
into (10.2.57) putting j = 2N + 1. As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new
(10.2.59)–(10.2.61) with Ω = −µ (2N + 1) into (10.2.58) putting j = 2N + 2.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.6 The power series expansion of the GCH equation of the first kind for
the second species complete polynomial using 3TRF about x =∞ is given by
1. As Ω = ν = ω = 0,
Its eigenfunction is given by
y(z) = Q(i,1)p W0
(
µ, ε, ν = 0,Ω = 0, ω = 0; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= 1 (10.2.65)
2. As Ω = −µ (2N + 1), ν = ω = 0 where N ∈ N0,
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Its eigenfunction is given by
y(z) = Q(i,1)p W2N+1
(
µ, ε, ν = 0,Ω = −µ (2N + 1) , ω = 0; z = 1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z−2N−1
{
N∑
r=0
yN−r2r (2N + 1; z) +
N∑
r=0
yN−r2r+1 (2N + 1; z)
}
(10.2.66)
3. As Ω = −µ (2N + 2), ν = ω = 0 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,1)p W2N+2
(
µ, ε, ν = 0,Ω = −µ (2N + 2) , ω = 0; z = 1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z−2N−2
{
N+1∑
r=0
yN+1−r2r (2N + 2; z) +
N∑
r=0
yN−r2r+1 (2N + 2; z)
}
(10.2.67)
4. As Ω = µ, ν = 2, ω = 1,
Its eigenfunction is given by
y(z) = Q(i,2)p W0
(
µ, ε, ν = 2,Ω = µ, ω = 1; z =
1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z (10.2.68)
5. As Ω = −2µN, ν = 2, ω = 1 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,2)p W2N+1
(
µ, ε, ν = 2,Ω = −2µN,ω = 1; z = 1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z−2N
{
N∑
r=0
yN−r2r (2N + 1; z) +
N∑
r=0
yN−r2r+1 (2N + 1; z)
}
(10.2.69)
6. As Ω = −µ (2N + 1) , ν = 2, ω = 1 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,2)p W2N+2
(
µ, ε, ν = 2,Ω = −µ (2N + 1) , ω = 1; z = 1
x
, σ =
2
µ
z2; ξ = − ε
µ
z
)
= z−2N−1
{
N+1∑
r=0
yN+1−r2r (2N + 2; z) +
N∑
r=0
yN−r2r+1 (2N + 2; z)
}
(10.2.70)
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In the above,
ym0 (j; z) =
m∑
i0=0
(
− j2
)
i0
(
1
2 − j2
)
i0
(1)i0
σi0 (10.2.71)
ym1 (j; z) =

m∑
i0=0
(
i0 − j2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2
)
i0
(1)i0
m∑
i1=i0
(
1
2 − j2
)
i1
(
1− j2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
1− j2
)
i0
(
3
2
)
i1
σi1
 ξ(10.2.72)
ymτ (j; z) =

m∑
i0=0
(
i0 − j2
)
(
i0 +
1
2
)
(
− j2
)
i0
(
1
2 − j2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
)
(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 +
1
2 − j2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
2 − j2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
2 − j2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
2 − j2
)
iτ−1
(
τ
2 + 1
)
iτ
σiτ
 ξτ (10.2.73)
10.2.3 The first species complete polynomial of the GCH equation
using R3TRF
Theorem 10.2.7 In chapter 2, the general expression of a function y(x) for the first
species complete polynomial using reversible 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(0, 1) (10.2.74)
y(x) = y00(x) (10.2.75)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (10.2.76)
y(x) = y10(x) (10.2.77)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (10.2.78)
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y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (10.2.79)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (10.2.80)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (10.2.81)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (10.2.82)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(10.2.83)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (10.2.84)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (10.2.85)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (10.2.86)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (10.2.87)
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The case of ω, Ω as fixed values and ε, µ, ν as free variables
For the first species complete polynomial of the GCH equation about x =∞ in section
10.2.1, there are two possible fixed values of Ω such as Ω = −µj and µ (ν − j − 1).
According to (10.2.4), cj+1 = 0 is a polynomial equation of degree j + 1 for the
determination of the accessory parameter ω and thus has j +1 zeros denoted them by ωmj
eigenvalues where m = 0, 1, 2, · · · , j. They can be arranged in the following order:
ω0j < ω
1
j < ω
2
j < · · · < ωjj .
The case of Ω = −µj In (10.2.75), (10.2.77), (10.2.79), (10.2.81) and
(10.2.85)–(10.2.87) replace c0, λ and x by 1, Ω/µ and z. Substitute (10.2.18a) and
(10.2.18b) into (10.2.82)–(10.2.87).
As B1 = c1 = 0, take the new (10.2.82) into (10.2.74) putting j = 0. Substitute the new
(10.2.85) with Ω = 0 into (10.2.75) putting j = 0.
As B2 = c2 = 0, take the new (10.2.82) and (10.2.83) into (10.2.76) putting j = 1.
Substitute the new (10.2.85) with Ω = −µ into (10.2.77) putting j = 1 and ω = ωm1 .
As B2N+3 = c2N+3 = 0, take the new (10.2.82)–(10.2.84) into (10.2.78) putting
j = 2N + 2. Substitute the new (10.2.85)–(10.2.87) with Ω = −µ (2N + 2) into (10.2.79)
putting j = 2N + 2 and ω = ωm2N+2.
As B2N+4 = c2N+4 = 0, take the new (10.2.82)–(10.2.84) into (10.2.80) putting
j = 2N + 3. Substitute the new (10.2.85)–(10.2.87) with Ω = −µ (2N + 3) into (10.2.81)
putting j = 2N + 3 and ω = ωm2N+3.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.8 The power series expansion of the GCH equation of the first kind for
the first species complete polynomial using R3TRF about x =∞ for Ω = −µj where
j ∈ N0 is given by
1. As Ω = 0 and ω = ω00 = 0,
The eigenfunction is given by
y(z) = Q(i,1)p W
R
0,0
(
µ, ε, ν,Ω = 0, ω = ω00 = 0; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= 1 (10.2.88)
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2. As Ω = −µ,
An algebraic equation of degree 2 for the determination of ω is given by
0 = µν + ε2ω (ω + 1) (10.2.89)
The eigenvalue of ω is written by ωm1 where m = 0, 1; ω
0
1 < ω
1
1. Its eigenfunction is
given by
y(z) = Q(i,1)p W
R
1,m
(
µ, ε, ν,Ω = −µ, ω = ωm1 ; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−1 {1− (1 + ωm1 ) ξ} (10.2.90)
3. As Ω = −µ (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, ω) (10.2.91)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(z) = Q(i,1)p W
R
2N+2,m
(
µ, ε, ν,Ω = −µ (2N + 2) , ω = ωm2N+2; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−2N−2
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, ωm2N+2; z
)
(10.2.92)
4. As Ω = −µ (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of ω is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, ω) (10.2.93)
The eigenvalue of ω is written by ωm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
ω02N+3 < ω
1
2N+3 < · · · < ω2N+32N+3. Its eigenfunction is given by
y(z) = Q(i,1)p W
R
2N+3,m
(
µ, ε, ν,Ω = −µ (2N + 3) , ω = ωm2N+3; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−2N−3
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, ωm2N+3; z
)
(10.2.94)
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In the above,
c¯(0, n; j, ω) =
(−j − ω)n
(1)n
(
− ε
µ
)n
(10.2.95)
c¯(1, n; j, ω) =
(
1
µ
) n∑
i0=0
(i0 − j) (i0 + 1− j − ν)
(i0 + 2)
(−j − ω)i0
(1)i0
×(2− j − ω)n (3)i0
(2− j − ω)i0 (3)n
(
− ε
µ
)n
(10.2.96)
c¯(τ, n; j, ω) =
(
1
µ
)τ n∑
i0=0
(i0 − j) (i0 + 1− j − ν)
(i0 + 2)
(−j − ω)i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j − ν)
(ik + 2k + 2)
(2k − j − ω)ik (2k + 1)ik−1
(2k − j − ω)ik−1 (2k + 1)ik
)
×
(2τ − j − ω)n (2τ + 1)iτ−1
(2τ − j − ω)iτ−1 (2τ + 1)n
(
− ε
µ
)n
(10.2.97)
ym0 (j, ω; z) =
m∑
i0=0
(−j − ω)i0
(1)i0
ξi0 (10.2.98)
ym1 (j, ω; z) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j − ν)
(i0 + 2)
(−j − ω)i0
(1)i0
×
m∑
i1=i0
(2− j − ω)i1 (3)i0
(2− j − ω)i0 (3)i1
ξi1
}
ϑ (10.2.99)
ymτ (j, ω; z) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j − ν)
(i0 + 2)
(−j − ω)i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j − ν)
(ik + 2k + 2)
(2k − j − ω)ik (2k + 1)ik−1
(2k − j − ω)ik−1 (2k + 1)ik
)
×
m∑
iτ=iτ−1
(2τ − j − ω)iτ (2τ + 1)iτ−1
(2τ − j − ω)iτ−1 (2τ + 1)iτ
ξiτ
ϑτ (10.2.100)
The case of Ω = µ (ν − j − 1) In (10.2.75), (10.2.77), (10.2.79), (10.2.81) and
(10.2.85)–(10.2.87) replace c0, λ and x by 1, Ω/µ and z. Substitute (10.2.30a) and
(10.2.30b) into (10.2.82)–(10.2.87).
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As B1 = c1 = 0, take the new (10.2.82) into (10.2.74) putting j = 0. Substitute the new
(10.2.85) with Ω = µ (ν − 1) into (10.2.75) putting j = 0.
As B2 = c2 = 0, take the new (10.2.82) and (10.2.83) into (10.2.76) putting j = 1.
Substitute the new (10.2.85) with Ω = µ (ν − 2) into (10.2.77) putting j = 1 and ω = ωm1 .
As B2N+3 = c2N+3 = 0, take the new (10.2.82)–(10.2.84) into (10.2.78) putting
j = 2N + 2. Substitute the new (10.2.85)–(10.2.87) with Ω = µ (ν − 2N − 3) into
(10.2.79) putting j = 2N + 2 and ω = ωm2N+2.
As B2N+4 = c2N+4 = 0, take the new (10.2.82)–(10.2.84) into (10.2.80) putting
j = 2N + 3. Substitute the new (10.2.85)–(10.2.87) with Ω = µ (ν − 2N − 4) into
(10.2.81) putting j = 2N + 3 and ω = ωm2N+3.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.9 The power series expansion of the GCH equation of the first kind for
the first species complete polynomial using R3TRF about x =∞ for Ω = µ (ν − j − 1)
where j ∈ N0 is given by
1. As Ω = µ (ν − 1) and ω = ω00 = ν − 1,
The eigenfunction is given by
y(z) = Q(i,2)p W
R
0,0
(
µ, ε, ν,Ω = µ (ν − 1) , ω = ω00 = ν − 1; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= zν−1 (10.2.101)
2. As Ω = µ (ν − 2),
An algebraic equation of degree 2 for the determination of ω is given by
0 = µ (2− ν) + ε2 (ω + 1− ν) (ω + 2− ν) (10.2.102)
The eigenvalue of ω is written by ωm1 where m = 0, 1; ω
0
1 < ω
1
1. Its eigenfunction is
given by
y(z) = Q(i,2)p W
R
1,m
(
µ, ε, ν,Ω = µ (ν − 2) , ω = ωm1 ; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= zν−2 {1− (2− ν + ωm1 ) ξ} (10.2.103)
3. As Ω = µ (ν − 2N − 3) where N ∈ N0,
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An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, ω) (10.2.104)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(z) = Q(i,2)p W
R
2N+2,m
(
µ, ε, ν,Ω = µ (ν − 2N − 3) , ω = ωm2N+2; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= zν−2N−3
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, ωm2N+2; z
)
(10.2.105)
4. As Ω = µ (ν − 2N − 4) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of ω is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, ω) (10.2.106)
The eigenvalue of ω is written by ωm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
ω02N+3 < ω
1
2N+3 < · · · < ω2N+32N+3. Its eigenfunction is given by
y(z) = Q(i,2)p W
R
2N+3,m
(
µ, ε, ν,Ω = µ (ν − 2N − 4) , ω = ωm2N+3; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= zν−2N−4
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, ωm2N+3; z
)
(10.2.107)
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In the above,
c¯(0, n; j, ω) =
(−1− j + ν − ω)n
(1)n
(
− ε
µ
)n
(10.2.108)
c¯(1, n; j, ω) =
(
1
µ
) n∑
i0=0
(i0 − j) (i0 − 1− j + ν)
(i0 + 2)
(−1− j + ν − ω)i0
(1)i0
×(1− j + ν − ω)n (3)i0
(1− j + ν − ω)i0 (3)n
(
− ε
µ
)n
(10.2.109)
c¯(τ, n; j, ω) =
(
1
µ
)τ n∑
i0=0
(i0 − j) (i0 − 1− j + ν)
(i0 + 2)
(−1− j + ν − ω)i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k − 1− j + ν)
(ik + 2k + 2)
(2k − 1− j + ν − ω)ik (2k + 1)ik−1
(2k − 1− j + ν − ω)ik−1 (2k + 1)ik
)
×
(2τ − 1− j + ν − ω)n (2τ + 1)iτ−1
(2τ − 1− j + ν − ω)iτ−1 (2τ + 1)n
(
− ε
µ
)n
(10.2.110)
ym0 (j, ω; z) =
m∑
i0=0
(−1− j + ν − ω)i0
(1)i0
ξi0 (10.2.111)
ym1 (j, ω; z) =
{
m∑
i0=0
(i0 − j) (i0 − 1− j + ν)
(i0 + 2)
(−1− j + ν − ω)i0
(1)i0
×
m∑
i1=i0
(1− j + ν − ω)i1 (3)i0
(1− j + ν − ω)i0 (3)i1
ξi1
}
ϑ (10.2.112)
ymτ (j, ω; z) =
{
m∑
i0=0
(i0 − j) (i0 − 1− j + ν)
(i0 + 2)
(−1− j + ν − ω)i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k − 1− j + ν)
(ik + 2k + 2)
(2k − 1− j + ν − ω)ik (2k + 1)ik−1
(2k − 1− j + ν − ω)ik−1 (2k + 1)ik
)
×
m∑
iτ=iτ−1
(2τ − 1− j + ν − ω)iτ (2τ + 1)iτ−1
(2τ − 1− j + ν − ω)iτ−1 (2τ + 1)iτ
ξiτ
ϑτ (10.2.113)
The case of ν, ω as fixed values and ε, µ, Ω as free variables
For the first species complete polynomial of the GCH equation about x =∞ in section
10.2.1, there is a fixed values of ν such as Ω/µ+ j + 1. According to (10.2.4), cj+1 = 0 is
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a polynomial equation of degree j + 1 for the determination of the accessory parameter ω
and thus has j + 1 zeros denoted them by ωmj eigenvalues where m = 0, 1, 2, · · · , j. They
can be arranged in the following order: ω0j < ω
1
j < ω
2
j < · · · < ωjj .
In (10.2.75), (10.2.77), (10.2.79), (10.2.81) and (10.2.85)–(10.2.87) replace c0, λ and x by
1, Ω/µ and z. Substitute (10.2.3a) and (10.2.43) into (10.2.82)–(10.2.87).
As B1 = c1 = 0, take the new (10.2.82) into (10.2.74) putting j = 0. Substitute the new
(10.2.85) with ν = Ω/µ+ 1 into (10.2.75) putting j = 0.
As B2 = c2 = 0, take the new (10.2.82) and (10.2.83) into (10.2.76) putting j = 1.
Substitute the new (10.2.85) with ν = Ω/µ+ 2 into (10.2.77) putting j = 1 and ω = ωm1 .
As B2N+3 = c2N+3 = 0, take the new (10.2.82)–(10.2.84) into (10.2.78) putting
j = 2N + 2. Substitute the new (10.2.85)–(10.2.87) with ν = Ω/µ+ 2N + 3 into (10.2.79)
putting j = 2N + 2 and ω = ωm2N+2.
As B2N+4 = c2N+4 = 0, take the new (10.2.82)–(10.2.84) into (10.2.80) putting
j = 2N + 3. Substitute the new (10.2.85)–(10.2.87) with ν = Ω/µ+ 2N + 4 into (10.2.81)
putting j = 2N + 3 and ω = ωm2N+3.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.10 The power series expansion of the GCH equation of the first kind for
the first species complete polynomial using R3TRF about x =∞ for ν = Ωµ + j + 1 where
j ∈ N0 is given by
1. As ν = Ωµ + 1 and ω = ω
0
0 =
Ω
µ ,
The eigenfunction is given by
y(z) = Q(i,3)p W
R
0,0
(
µ, ε, ν =
Ω
µ
+ 1,Ω, ω = ω00 =
Ω
µ
; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z
Ω
µ (10.2.114)
2. As ν = Ωµ + 2 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of ω is given by
0 =
(
ω − Ω
µ
)(
ω − 1− Ω
µ
)
− Ω
2ε2
(10.2.115)
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The eigenvalue of ω is written by ωm1 where m = 0, 1; ω
0
1 < ω
1
1. Its eigenfunction is
given by
y(z) = Q(i,3)p W
R
1,m
(
µ, ε, ν =
Ω
µ
+ 2,Ω, ω = ωm1 ; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z
Ω
µ
{
1 +
(
Ω
µ
− ωm1
)
ξ
}
(10.2.116)
3. As ν = Ωµ + 2N + 3 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of ω is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, ω) (10.2.117)
The eigenvalue of ω is written by ωm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
ω02N+2 < ω
1
2N+2 < · · · < ω2N+22N+2. Its eigenfunction is given by
y(z) = Q(i,3)p W
R
2N+2,m
(
µ, ε, ν =
Ω
µ
+ 2N + 3,Ω, ω = ωm2N+2; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, ωm2N+2; z
)
(10.2.118)
4. As ν = Ωµ + 2N + 4 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of ω is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, ω) (10.2.119)
The eigenvalue of ω is written by ωm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
ω02N+3 < ω
1
2N+3 < · · · < ω2N+32N+3. Its eigenfunction is given by
y(z) = Q(i,3)p W
R
2N+3,m
(
µ, ε, ν =
Ω
µ
+ 2N + 4,Ω, ω = ωm2N+3; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, ωm2N+3; z
)
(10.2.120)
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In the above,
c¯(0, n; j, ω) =
(
Ω
µ − ω
)
n
(1)n
(
− ε
µ
)n
(10.2.121)
c¯(1, n; j, ω) =
(
1
µ
) n∑
i0=0
(i0 − j)
(
i0 +
Ω
µ
)
(i0 + 2)
(
Ω
µ − ω
)
i0
(1)i0
(
2 + Ωµ − ω
)
n
(3)i0(
2 + Ωµ − ω
)
i0
(3)n
(
− ε
µ
)n
(10.2.122)
c¯(τ, n; j, ω) =
(
1
µ
)τ n∑
i0=0
(i0 − j)
(
i0 +
Ω
µ
)
(i0 + 2)
(
Ω
µ − ω
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
Ω
µ
)
(ik + 2k + 2)
(
2k + Ωµ − ω
)
ik
(2k + 1)ik−1(
2k + Ωµ − ω
)
ik−1
(
k
2 + 1
)
ik

×
(
2τ + Ωµ − ω
)
n
(2τ + 1)iτ−1(
2τ + Ωµ − ω
)
iτ−1
(2τ + 1)n
(
− ε
µ
)n
(10.2.123)
ym0 (j, ω; z) = z
Ω
µ
m∑
i0=0
(
Ω
µ − ω
)
i0
(1)i0
ξi0 (10.2.124)
ym1 (j, ω; z) = z
Ω
µ

m∑
i0=0
(i0 − j)
(
i0 +
Ω
µ
)
(i0 + 2)
(
Ω
µ − ω
)
i0
(1)i0
m∑
i1=i0
(
2 + Ωµ − ω
)
i1
(3)i0(
2 + Ωµ − ω
)
i0
(3)i1
ξi1
ϑ (10.2.125)
ymτ (j, ω; z) = z
Ω
µ

m∑
i0=0
(i0 − j)
(
i0 +
Ω
µ
)
(i0 + 2)
(
Ω
µ − ω
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
Ω
µ
)
(ik + 2k + 2)
(
2k + Ωµ − ω
)
ik
(2k + 1)ik−1(
2k + Ωµ − ω
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
2τ + Ωµ − ω
)
iτ
(2τ + 1)iτ−1(
2τ + Ωµ − ω
)
iτ−1
(2τ + 1)iτ
ξiτ
ϑτ (10.2.126)
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10.2.4 The second species complete polynomial of the GCH equation
using R3TRF
As previously mentioned, we need a condition for the second species complete polynomial
such as Bj = Bj+1 = Aj = 0 where j ∈ N0.
Theorem 10.2.11 In chapter 2, the general expression of a function y(x) for the second
species complete polynomial using reversible 3-term recurrence formula is given by
1. As B1 = A0 = 0,
y(x) = y00(x) (10.2.127)
2. As B1 = B2 = A1 = 0,
y(x) = y10(x) (10.2.128)
3. As B2N+2 = B2N+3 = A2N+2 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (10.2.129)
4. As B2N+3 = B2N+4 = A2N+3 = 0 where N ∈ N0,
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (10.2.130)
In the above,
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (10.2.131)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (10.2.132)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (10.2.133)
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For the second species complete polynomial of the GCH equation about x =∞ in section
10.2.2, there are two possible fixed values of Ω such as Ω = −µj and µ (ν − j − 1) for
Bj+1 = 0. As Ω = −µj, we need a fixed value ν = 0 for Bj = 0 and a fixed constant
ω = 0 for Aj = 0. As Ω = µ (ν − j − 1), a fixed value ν = 2 for Bj = 0 and a fixed
constant ω = 1 for Aj = 0 are required. A series solution y(z) divided by z
Ω
µ of the GCH
equation about x =∞ as Ω = −µj and ν = ω = 0 for the second species complete
polynomial using R3TRF is equal to an independent solution y(z) divided by z
Ω
µ of the
CHE as Ω = µ (1− j), ν = 2 and ω = 1.
In (10.2.127)–(10.2.133) replace c0, λ and x by 1, Ω/µ and z. Substitute (10.2.64a) and
(10.2.64b) into (10.2.131)–(10.2.133).
(1) The case of Ω = −µj and ν = ω = 0,
As B1 = A0 = 0, substitute the new (10.2.131) with Ω = 0 into (10.2.127) putting j = 0.
As B1 = B2 = A1 = 0, substitute the new (10.2.131) with Ω = −µ into (10.2.128) putting
j = 1. As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new (10.2.131)–(10.2.133) with
Ω = −µ (2N + 2) into (10.2.129) putting j = 2N + 2. As B2N+3 = B2N+4 = A2N+3 = 0,
substitute the new (10.2.131)–(10.2.133) with Ω = −µ (2N + 3) into (10.2.130) putting
j = 2N + 3.
(2) The case of Ω = µ (1− j), ν = 2 and ω = 1,
As B1 = A0 = 0, substitute the new (10.2.131) with Ω = µ into (10.2.127) putting j = 0.
As B1 = B2 = A1 = 0, substitute the new (10.2.131) with Ω = 0 into (10.2.128) putting
j = 1. As B2N+2 = B2N+3 = A2N+2 = 0, substitute the new (10.2.131)–(10.2.133) with
Ω = −µ (2N + 1) into (10.2.129) putting j = 2N + 2. As B2N+3 = B2N+4 = A2N+3 = 0,
substitute the new (10.2.131)–(10.2.133) with Ω = −µ (2N + 2) into (10.2.130) putting
j = 2N + 3.
After the replacement process, we obtain the independent solution of the GCH equation
about x =∞. The solution is as follows.
Remark 10.2.12 The power series expansion of the GCH equation of the first kind for
the second species complete polynomial using R3TRF about x =∞ is given by
1. As Ω = ν = ω = 0,
Its eigenfunction is given by
y(z) = Q(i,1)p W
R
0
(
µ, ε, ν = 0,Ω = 0, ω = 0; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= 1 (10.2.134)
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2. As Ω = −µ, ν = ω = 0,
Its eigenfunction is given by
y(z) = Q(i,1)p W
R
1
(
µ, ε, ν = 0,Ω = −µ, ω = 0; z = 1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−1 {1− ξ} (10.2.135)
3. As Ω = −µ (2N + 2), ν = ω = 0 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,1)p W
R
2N+2
(
µ, ε, ν = 0,Ω = −µ (2N + 2) , ω = 0; z = 1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−2N−2
N+1∑
r=0
y2(N+1−r)r (2N + 2; z) (10.2.136)
4. As Ω = −µ (2N + 3), ν = ω = 0 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,1)p W
R
2N+3
(
µ, ε, ν = 0,Ω = −µ (2N + 3) , ω = 0; z = 1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−2N−3
N+1∑
r=0
y2(N−r)+3r (2N + 3; z) (10.2.137)
5. As Ω = µ, ν = 2, ω = 1,
Its eigenfunction is given by
y(z) = Q(i,2)p W
R
0
(
µ, ε, ν = 2,Ω = µ, ω = 1; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z (10.2.138)
6. As Ω = 0, ν = 2, ω = 1,
Its eigenfunction is given by
y(z) = Q(i,2)p W
R
1
(
µ, ε, ν = 2,Ω = 0, ω = 1; z =
1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= 1− ξ (10.2.139)
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7. As Ω = −µ (2N + 1), ν = 2, ω = 1 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,2)p W
R
2N+2
(
µ, ε, ν = 2,Ω = −µ (2N + 1) , ω = 1; z = 1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−2N−1
N+1∑
r=0
y2(N+1−r)r (2N + 2; z) (10.2.140)
8. As Ω = −µ (2N + 2), ν = 2, ω = 1 where N ∈ N0,
Its eigenfunction is given by
y(z) = Q(i,2)p W
R
2N+3
(
µ, ε, ν = 2,Ω = −µ (2N + 2) , ω = 1; z = 1
x
, ϑ =
1
µ
z2; ξ = − ε
µ
z
)
= z−2N−2
N+1∑
r=0
y2(N−r)+3r (2N + 3; z) (10.2.141)
In the above,
ym0 (j; z) =
m∑
i0=0
(−j)i0
(1)i0
ξi0 (10.2.142)
ym1 (j; z) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2)
(−j)i0
(1)i0
m∑
i1=i0
(2− j)i1 (3)i0
(2− j)i0 (3)i1
ξi1
}
ϑ (10.2.143)
ymτ (j; z) =
{
m∑
i0=0
(i0 − j) (i0 + 1− j)
(i0 + 2)
(−j)i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + 1− j)
(ik + 2k + 2)
(2k − j)ik (2k + 1)ik−1
(2k − j)ik−1 (2k + 1)ik
)
×
m∑
iτ=iτ−1
(2τ − j)iτ (2τ + 1)iτ−1
(2τ − j)iτ−1 (2τ + 1)iτ
ξiτ
ϑτ (10.2.144)
10.3 Summary
In chapter 6 of Ref.[14] and this chapter, all possible general solutions in series of the
GCH equation about the irregular singular point at infinity are a polynomial of type 1,
the first species complete polynomial and the second species complete polynomial. For a
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polynomial of type 1, I treat ν as a fixed value and ε, µ, ω, Ω as free variables. For the
first species complete polynomial, I treat ω, Ω as fixed values and ε, µ, ν as free variables.
For an another combinatorial case of the first species complete polynomial, I treat ν, ω as
fixed values and ε, µ, Ω as free variables. For the second species complete polynomial, I
treat ν, ω, Ω as fixed values and ε, µ as free variables. There is no such analytic solutions
in series for an infinite series and a polynomial of type 2 because of limn≥1Bn →∞ in
(10.2.3b).
By applying (10.2.3a) and (10.2.3b) with ν = 2νi + i+ 1 + Ω/µ where i, ν ∈ N0, into
3TRF such as the general summation formulas in closed forms, a polynomial of type 1 of
the GCH equation around x =∞ is constructed in chapter 6 of Ref.[14]. As we observe
each of sub-power series solutions yl(x), obtained by observing the term of sequence cn
which includes l terms of A′ns, in a general solution in series y(x) =
∑∞
n=0 yn(x), the
denominators and numerators in all Bn terms of yl(x) arise with Pochhammer symbols.
An integral solution of the GCH equation (each sub-integral yl(x) is composed of 2l terms
of definite integrals and l terms of contour integrals) for a polynomial of type 1 is derived
by applying the contour integral of Tricomi’s function into the sub-power series of a
general series solution. The generating function for a polynomial of type 1 is constructed
analytically by applying generating functions for Tricomi’s polynomials into sub-integrals
of a general integral solution.
By putting An and Bn terms, composed of various coefficients of a numerator and a
denominator in a recursive relation of the GCH equation around x =∞, into a general
summation formula of the first species complete polynomial using 3TRF, I show its power
series solutions for the first species complete polynomial in this chapter. Similarly,
another series solutions of the GCH equation for a polynomial of type 3 are constructed
by applying a general summation expression of the first species complete polynomials
using R3TRF.
By putting (10.2.3a) and (10.2.3b) with Ω = −µj, ν = ω = 0 or Ω = µ (1− j), ν = 2,
ω = 1 where j ∈ N0 into a general summation formula of the second species complete
polynomial using 3TRF, formal series solutions of the GCH equation around x =∞ for
the second species complete polynomial are obtained. By using similar summation
techniques, another formal solutions of the GCH equation for a polynomial of type 3 is
constructed by applying a general summation expression of the second species complete
polynomials using R3TRF.
Even though numerical computations of the GCH equation for complete polynomials
(either the first species complete polynomials or the second species complete polynomials)
using 3TRF and R3TRF are equivalent to each other, classical summation structures
between these two polynomials of a type 3 have several crucial differences such as: (1) An
term in each of finite sub-polynomials ymτ (x), obtained by observing the term of sequence
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cn which includes τ terms of A
′
ns, of general series solutions is the leading term for
complete polynomials using 3TRF. For complete polynomials using R3TRF, Bn term in
each ymτ (x) of general series solutions is the leading term. (2) Summation solutions for
complete polynomials using 3TRF contain the sum of two partial sums of the sequence
{ymτ (x)} for its general series solutions. And, for complete polynomials using R3TRF,
there is only one partial sum of the sequence {ymτ (x)} for its general Frobenius solutions.
(3) The denominators and numerators in all Bn terms of each y
m
τ (x) arise with
Pochhammer symbols in series solutions of the GCH equation for complete polynomials
using 3TRF. And for complete polynomials using R3TRF, the denominators and
numerators in all An terms of each y
m
τ (x) arise with Pochhammer symbols. (4) The first
species complete polynomials using 3TRF and R3TRF have multi-valued roots of a
parameter ω, but the second species complete polynomials using 3TRF and R3TRF have
only two fixed values of a parameter ω such as ω = 0 or 1.
In the future papers, I will show how to construct solutions as combined definite &
contour integrals of the GCH equation around x =∞ for the first and second species
complete polynomials using 3TRF and R3TRF by applying integrals of
hypergeometric-type into finite sub-power series of general series solutions. Moreover, I
will also represent how to build generating functions for these polynomials of type 3 by
applying generating functions for hypergeometric-type polynomials into sub-integrals of
general integrals.
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Chapter 11
Complete polynomials of Lame´
equation
Power series solutions of Lame´ equation either using an algebraic form or Weierstrass’s
form provide a 3-term recurrence relation between successive coefficients. By applying
three term recurrence formula (3TRF) [6], I construct power series solutions in closed
forms of Lame´ equation in the algebraic form for an infinite series and a polynomial of
type 1. And its combined definite and contour integrals involving only 2F1 functions are
obtained including generating functions for Lame´ polynomials of type 1 [9, 11].
In chapter 8 of Ref.[12], I apply reversible three term recurrence formula (R3TRF) to
power series expansions in closed forms of Lame´ equation in the algebraic form for an
infinite series and a polynomial of type 2. And its representations for solutions as
combined definite and contour integrals are constructed analytically including generating
functions for Lame´ polynomials of type 2.
In this chapter I construct Frobenius solutions of Lame´ equation for a polynomial of type
3 by applying general summation formulas of complete polynomials using 3TRF and
R3TRF.
11.1 Introduction
Actually, the nature is nonlinear systems and non-symmetry geometrically. Many great
scholars linearize those system with better numerical computations for the purpose of
simplification. The sphere is a perfect symmetrical object geometrically, any points at its
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surface are always equidistant from its center. In contrast, an ellipsoid is a
non-symmetrical and imperfect one, a surface whose plane sections are all ellipses or
circles. For example, even though Romain and Jean-Pierre showed that Laplace’s
ellipsoidal harmonics were represented in calculations of Earth’s gravitational
potential[32], Laplace’s spherical harmonics are preferred rather than ellipsoid harmonics
because of its complex mathematical calculations: A recurrence relation of Laplace’s
equation in spherical coordinates consists of a 2-term between successive coefficients; but
a recursion relation for an ellipsoidal geometry is composed of a 3-term.
In 1837, Gabriel Lame´ introduced a second-order ordinary differential equation having
four regular singular points in the method of separation of variables applied to Laplace’s
equation in certain systems of curvilinear coordinates such as ‘elliptic coordinates’ [24].
This equation has been named as ‘Lame´ equation’ or ‘ellipsoidal harmonic equation’ by
various scholars[15]. Separation of variables in the three-dimensional Laplace equation
including Laplace’s ellipsoid harmonics is studied by many authors [25, 3, 28, 29, 30]. In
1934, Eisenhart determined various canonical forms for euclidean 3-space and higher
order in more general differential equations. For euclidean 4-space, he showed the Sta¨ckel
forms for the constant Riemannian metric of a space V3 [13]. Lame´ equation is appeared
in modern physics such as boundary value problems in ellipsoidal geometry, chaotic
Hamiltonian systems, the theory of Bose-Einstein condensates, scalar Dirichlet scattering
problems of a plane wave by a general ellipsoid, group theory to quantum mechanical
bound states and band structures of the Lame´ Hamiltonian, etc [4, 5, 44, 35, 16, 26].
Generally, two different forms of Lame´ equation are given such as the algebraic form and
Weierstrass’s form. The Jacobian (Weierstrass’s) form is preferred rather than the
algebraic form for mathematical calculations. Because the algebraic form has three
singularity parameters such as a, b and c. And the Jacobian form only has two
singularity parameters which are 1 and the modulus of the elliptic function sn z. For the
general mathematical properties of analytic solutions of Lame equation, the algebraic
form is more convenient. Its asymptotic expansions and boundary conditions of it are
more various because of three different singularity parameters.
By substituting a power series with unknown coefficients into Lame´ equation, its
recursive relation is composed of a 3-term between consecutive coefficients in a power
series solution [19, 43]. In contrast, the recurrence relation of a hypergeoemtric equation
has a 2-term. For functions of hypergeometric type such as Gauss hypergeometric,
Kummer functions, and etc, their assorted definite or contour integrals are already known
analytically. For functions of Lame´ type represented either in the algebraic form or
Weierstrass’s form, no such solutions for integral representations have been constructed
[15, 19, 43]. Instead, solutions can be represented to satisfy relatively a Fredholm integral
equation of the first kind with a degenerate kernel, and such a Lame´ function describe
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integral relationships in terms of an another analytic solution [20, 21, 22, 23, 14, 42, 43].
Several mathematicians developed integral equations of Lame´ equation by using simple
kernels involving Legendre functions of the Jacobian elliptic function or ellipsoidal
harmonic functions, and various forms of its integral equation were found
[15, 1, 34, 36, 38, 39, 40, 41, 43]. Many great scholars just left analytic solutions of Lame´
equation as solutions of recurrences because of a 3-term recurrence relation between
successive coefficients in its power series expansion. 3 or more terms in a recursive
relation of any linear ODEs create complicated mathematical computations.
According to Gabriel Lame´ [24, 37, 45], the algebraic form of Lame´ equation is taken as
d2y
dx2
+
1
2
(
1
x− a +
1
x− b +
1
x− c
)
dy
dx
+
−α(α+ 1)x+ q
4(x− a)(x− b)(x− c)y = 0 (11.1.1)
Lame´ equation has four regular singular points: a, b, c and ∞; the exponents at the first
three are all 0 and 12 , and those at infinity are −12α and 12(α+ 1) [31, 3]. The Heun
differential equation generalizes Lame´ equation represented either in the algebraic form or
Weierstrass’s form.
According to Karl Heun [17, 33], the canonical form of general Heun’s equation is taken as
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (11.1.2)
where the parameters should satisfy the condition such as ǫ = α+ β − γ − δ + 1 in order
to have the regular singular point at x =∞. The parameters play different roles: a 6= 0 is
the singularity parameter, α, β, γ, δ, ǫ are exponent parameters, q is the accessory
parameter which in many physical applications appears as a spectral parameter. Also, α
and β are identical to each other. The total number of free parameters is six. It has four
regular singular points which are 0, 1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ},
{0, 1 − ǫ} and {α, β}.
Let z = x− a in (11.1.1).
d2y
dz2
+
1
2
(
1
z
+
1
z − (b− a) +
1
z − (c− a)
)
dy
dz
+
−14α(α+ 1)z − 14 (−q + α(α+ 1)a)
z(z − (b− a))(z − (c− a)) y = 0
(11.1.3)
As we compare (11.1.2) with (11.1.3), all coefficients on the above are correspondent to
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the following way.
γ, δ, ǫ←→ 1
2
1←→ b− a
a←→ c− a
α←→ 1
2
(α+ 1)
β ←→ −1
2
α
q ←→ 1
4
(−q + α(α + 1)a)
x←→ z
(11.1.4)
Assume that the solution of (11.1.3) is
y(z) =
∞∑
n=0
cnz
n+λ (11.1.5)
where λ is an indicial root. Plug (11.1.5) into (11.1.3).
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (11.1.6)
where,
An = − (2a− b− c)
(a− b)(a− c)
(n+ λ− ϕ)(n + λ+ ϕ)
(n+ 1 + λ)(n + 12 + λ)
(11.1.7a)
Bn =
−1
(a− b)(a− c)
(
n+ α2 − 12 + λ
) (
n− α2 − 1 + λ
)
(n+ 1 + λ)(n + 12 + λ)
(11.1.7b)
and
ϕ =
√
α(α + 1)a− q
4(2a− b− c)
where c1 = A0 c0. Two indicial roots are given such as λ = 0 and
1
2 .
There are 4 different possible power series solutions of a linear ODE having a 3-term
recursive relation between successive coefficients such as an infinite series and 3 types of
polynomials: (1) a polynomial which makes Bn term terminated; An term is not
terminated, (2) a polynomial which makes An term terminated; Bn term is not
terminated, (3) a polynomial which makes An and Bn terms terminated at the same
time, referred as ‘a complete polynomial.’
There are two different types of complete polynomials such as the first species complete
polynomial and the second species complete polynomial. The first species complete
polynomial is applicable since a parameter of a numerator in Bn term and a (spectral)
parameter of a numerator in An term are fixed constants. The second species complete
polynomial is employed since two parameters of a numerator in Bn term and a parameter
of a numerator in An term are fixed constants. The former has multi-valued roots of a
parameter of a numerator in An term, but the latter has only one fixed value of a
parameter of a numerator in An term for an eigenvalue.
Lame´ differential equation in the algebraic form or Weierstrass’s form
3TRF
Infinite series Polynomials
Polynomial of type 1 Polynomial of type 3
1st species
complete
polynomial
R3TRF
Infinite series Polynomials
Polynomial of type 2 Polynomial of type 3
1st species
complete
polynomial
Table 11.1: Power series of Lame´ equation
Table 11.1 informs us about all possible general formal series solutions of Lame´ equation;
it is available at one of any regular singular points. According to my definition, 2 types of
the general summation formulas, named as 3TRF and R3TRF, are applicable in order to
obtain power series solutions of any ODEs having a 3-term recurrence relation between
successive coefficients.
Traditionally, a power series considering a Maclaurin series in one variable is defined as
an infinite series of the form y(x) =
∑∞
n=0 cnx
n; cn represents the coefficient of the n
th
term. We can convert any analytic functions as a formal solution in series. For instance,
by applying a power series into hypergeometric type differential equations, we obtain
their analytic solutions directly including definite or contour integrals. However, if we
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substitute a power series into any ODEs having a 3-term in a recurrence relation, such as
Heun, Lame´, Mathieu and Confluent Heun equations, there are no ways to find series
solutions in which coefficients are given explicitly [2].
In general, for a 3-term case, since we substitute
∑∞
n=0 cnx
n into one of any linear ODEs,
a recursive relation for its Frobenius solution is given by (11.1.6) where c1 = A0 c0. In
order to describe general solutions in series for the 3-term case, I suggest that a power
series y(x) is an infinite sum of sub-power series. More precisely, for n = 0, 1, 2, 3, · · · ,
(11.1.6) is expanded to combinations of An and Bn terms. A sub-power series yl(x) where
l ∈ N0 is designated by observing the term of sequence cn which includes l terms of A′ns.
The formal solution in series is represented by sums of each yl(x) such as
y(x) =
∑∞
n=0 yn(x). By allowing An in the sequence cn is the leading term of each
sub-power series yl(x), the general summation formulas of a 3-term recurrence relation in
a linear ODE are constructed for an infinite series and a polynomial of type 1, referred as
‘three term recurrence formula (3TRF).’ [6]
Maclaurin series solutions of Lame´ equation in the algebraic form around x = a are
derived analytically for an infinite series and a polynomial of type 1 by substitute
(11.1.7a) and (11.1.7b) into 3TRF [9]. Its asymptotic series in the compact form for an
infinite series is constructed with the radius of convergence z = x− a. For a polynomial
of type 1, I treat an exponent parameter q as a free variable and α as a fixed value.
Solutions as general integrals of Lame´ equation are built by applying the contour integral
of a 2F1 function into each of sub-power series yl(z). And as observing its general forms,
a 2F1 function recurs in each of ym(x) functions; ym(z) means the sub-integral form
contains m term of A′ns. Each sub-integral ym(z) where m = 0, 1, 2, · · · is composed of
2m terms of definite integrals and m terms of contour integrals. Formal series solutions
and integrals of Weierstrass’s form of Lame´ equation about ξ = 0 using 3TRF, for an
infinite series and a polynomial of type 1, are obtained by changing all coefficients in
analytic solutions of its equation in the algebraic form [10]. Generating functions of Lame´
equation in the Jacobian form for a polynomial of type 1 are found by applying the
generating function for a Jacobi polynomial using a 2F1 function into each of
sub-integrals ym(ξ) in general integrals of Lame´ polynomials [11].
In chapter 1 of Ref.[12], a sub-power series yl(x) is found by observing the term of
sequence cn which includes l terms of B
′
ns instead of A
′
ns. The general series solution is
also described by sums of each yl(x), denoted as y(x) =
∑∞
n=0 yn(x). By allowing Bn in
the sequence cn is the leading term of each sub-power series yl(x), general summation
formulas of the 3-term recurrence relation in a linear ODE are constructed for an infinite
series and a polynomial of type 2, designated as ‘reversible three term recurrence formula
(R3TRF).’
In chapter 8 of Ref.[12], power series solutions of Lame´ equation in the algebraic form
11.1. INTRODUCTION 417
around z = 0 are derived for an infinite series and a polynomial of type 2 by substitute
(11.1.7a) and (11.1.7b) into R3TRF. For a polynomial of type 2, I treat an exponent
parameter α as a free variable and q as a fixed value. General integrals of Lame´ equation
are obtained by applying the contour integral of a 2F1 function into each of sub-power
series yl(z); one interesting observation resulting from the calculations is the fact that a
2F1 function recurs in each of sub-integrals ym(z) where m term of B
′
ns are contained.
And generating functions of Lame´ polynomial of type 2 are found by applying the
generating function for a Jacobi polynomial using a 2F1 function into each of sub-integrals
ym(z) in general integrals of Lame´ polynomials. (1) Power series solutions, (2) integrals
and (3) generating functions of Lame´ equation in Weierstrass’s form using R3TRF, for an
infinite series and a polynomial of type 2, are obtained by changing all coefficients in
analytic solutions of its equation in the algebraic form in chapter 9 of Ref.[12].
For numerical computation, infinite series of Lame´ equation around x = a by applying
3TRF are equivalent to infinite series by applying R3TRF for solutions in series and
integrals. There are mathematical difference in summation structures between two
infinite series solutions of Lame´ equation: An in sequences cn is the leading term in each
of sub-power series and sub-integrals for infinite series by applying 3TRF; and Bn is the
leading term in each of sub-formal series and sub-integrals for infinite series by applying
R3TRF.
In chapter 1, I suggest that a general solution in series y(x) is a finite sum of finite
sub-power series ymτ (x) where τ,m ∈ N0. ymτ (x), where the lower bound of summation is
zero and the upper one is m, is designated by observing the term of sequence cn which
includes τ terms of A′ns. By allowing An as the leading term in each finite sub-power
series ymτ (x) of a general solution in series y(x), general summation formulas for the first
and second species complete polynomials are constructed analytically. I refer these
mathematical summation expressions as “complete polynomials using 3-term recurrence
formula (3TRF).”
In chapter 2, I define that a general solution in series y(x) is a finite sum of finite
sub-power series ymτ (x), and a finite sub-power series y
m
τ (x) is obtained by observing the
term of sequence cn which includes τ terms of B
′
ns. By allowing Bn as the leading term
in ymτ (x) of the general power series y(x), I construct the classical mathematical solutions
in series, built in compact forms, for the first and second species complete polynomials. I
denominate these classical summation formulas as “complete polynomials using reversible
3-term recurrence formula (R3TRF).”
In this chapter, by substituting (11.1.7a) and (11.1.7b) into complete polynomials using
3TRF and R3TRF,
(1) I construct power series solutions of Lame´ equation in the algebraic form around
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x = a for the first species complete polynomials.
(2) I derive an algebraic equation of Lame´ equation for the determination of a parameter
q in the combinational form of partial sums of the sequences {An} and {Bn} using 3TRF
and R3TRF.
(3) By changing all coefficients of formal series solutions, represented in closed forms, of
Lame´ equation in the algebraic form, I obtain its Frobenius solutions in Weierstrass’s
form for the first species complete polynomials including its polynomial equation for the
determination of a parameter h.
(4) Four examples of 192 local solutions of the Heun equation (Maier, 2007 [27]) are
provided in the appendix. For each example, I show how to convert a local solution of
Heun equation for complete polynomials using 3TRF and R3TRF to an analytic solution
of Lame´ equation in Weierstrass’s form.
11.2 Lame´ equation in the algebraic form
For the first species complete polynomial of Lame´ equation in the algebraic form around
x = a in table 11.1, I treat parameters α and q as fixed values. There is no such solution
in series for the second species complete polynomial of Lame´ equation. Because a
parameter α of a numerator in Bn term in (11.1.7b) is only a fixed constant in order to
make Bn term terminated at a specific index summation n for Frobenius solutions for a
polynomial of type 3.
11.2.1 The first species complete polynomial of Lame´ equation using
3TRF
For the first species complete polynomials using 3TRF and R3TRF, we need a condition
which is given by
Bj+1 = cj+1 = 0 where j ∈ N0 (11.2.1)
(11.2.1) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 11.2.1 In chapter 1, the general summation expression of a function y(x) for
the first species complete polynomial using 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
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1. As B1 = 0,
0 = c¯(1, 0) (11.2.2)
y(x) = y00(x) (11.2.3)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (11.2.4)
y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (11.2.5)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (11.2.6)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (11.2.7)
In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (11.2.8)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(11.2.9)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (11.2.10)
420 CHAPTER 11. COMPLETE POLYNOMIALS OF LAME´ EQUATION
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (11.2.11)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (11.2.12)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2 (11.2.13)
Put n = j + 1 in (11.1.7b) and use the condition Bj+1 = 0 for α. We obtain two possible
fixed values for α such as
α = −2
(
j +
1
2
+ λ
)
(11.2.14a)
α = 2 (j + λ) (11.2.14b)
Fro the case of α = −2 (j + 12 + λ), take (11.2.14a) into (11.1.7a) and (11.1.7b).
An = − (2a− b− c)
(a− b)(a− c)
(n+ λ)2 − 4̟j(q)
(n+ 1 + λ)(n + 12 + λ)
(11.2.15a)
Bn =
−1
(a− b)(a− c)
(n− j − 1) (n+ j − 12 + 2λ)
(n+ 1 + λ)(n + 12 + λ)
(11.2.15b)
and
̟j(q) =
(j + λ)
(
j + 12 + λ
)
a− q4
4(2a− b− c)
Fro the case of α = 2 (j + λ), take (11.2.14b) into (11.1.7a) and (11.1.7b). Solutions for
the new An and Bn terms are also equivalent to (11.2.15a) and (11.2.15b).
According to (11.2.1), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (11.2.15a) and (11.2.15b) into (11.2.8)–(11.2.13). Replace x by z in (11.2.3),
(11.2.5), (11.2.7) and (11.2.11)–(11.2.13).
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As B1 = c1 = 0, take the new (11.2.9) into (11.2.2) putting j = 0. Substitute the new
(11.2.11) into (11.2.3) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (11.2.8)–(11.2.10) into (11.2.4) putting j = 2N + 1.
Substitute the new (11.2.11)–(11.2.13) into (11.2.5) putting j = 2N + 1 and q = qm2N+1.
As B2N+3 = c2N+3 = 0, take the new (11.2.8)–(11.2.10) into (11.2.6) putting j = 2N + 2.
Substitute the new (11.2.11)–(11.2.13) into (11.2.7) putting j = 2N + 2 and q = qm2N+2.
After the replacement process, the general expression of power series of Lame´ equation
about z = 0 for the first species complete polynomial using 3-term recurrence formula
and its algebraic equation for the determination of an accessory parameter q are given by
1. As α = −2 (12 + λ) or 2λ,
An algebraic equation of degree 1 for the determination of q is given by
0 = c¯(1, 0; 0, q) = q + 4λ
(
(a− b− c)λ− a
2
)
(11.2.16)
The eigenvalue of q is written by q00 . Its eigenfunction is given by
y(z) = y00
(
0, q00 ; z
)
= c0z
λ (11.2.17)
2. As α = −2 (2N + 32 + λ) or 2 (2N + 1 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (11.2.18)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(z) =
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; z
)
(11.2.19)
3. As α = −2 (2N + 52 + λ) or 2 (2N + 2 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (11.2.20)
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The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) =
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; z
)
(11.2.21)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
1
4 +
j
2 + λ
)
n(
1 + λ2
)
n
(
3
4 +
λ
2
)
n
ηn (11.2.22)
c¯(1, n; j, q) = µ
n∑
i0=0
(
i0 +
λ
2
)2 −̟j(q)(
i0 +
1
2 +
λ
2
) (
i0 +
1
4 +
λ
2
)
(
− j2
)
i0
(
1
4 +
j
2 + λ
)
i0(
1 + λ2
)
i0
(
3
4 +
λ
2
)
i0
×
(
1
2 − j2
)
n
(
3
4 +
j
2 + λ
)
n
(
3
2 +
λ
2
)
i0
(
5
4 +
λ
2
)
i0(
1
2 − j2
)
i0
(
3
4 +
j
2 + λ
)
i0
(
3
2 +
λ
2
)
n
(
5
4 +
λ
2
)
n
ηn (11.2.23)
c¯(τ, n; j, q) = µτ
n∑
i0=0
(
i0 +
λ
2
)2 −̟j(q)(
i0 +
1
2 +
λ
2
) (
i0 +
1
4 +
λ
2
)
(
− j2
)
i0
(
1
4 +
j
2 + λ
)
i0(
1 + λ2
)
i0
(
3
4 +
λ
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
λ
2
)2 −̟j(q)(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
1
4 +
λ
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
1
4 +
j
2 + λ
)
ik
(
k
2 + 1 +
λ
2
)
ik−1
(
k
2 +
3
4 +
λ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
4 +
j
2 + λ
)
ik−1
(
k
2 + 1 +
λ
2
)
ik
(
k
2 +
3
4 +
λ
2
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
1
4 +
j
2 + λ
)
n
(
τ
2 + 1 +
λ
2
)
iτ−1
(
τ
2 +
3
4 +
λ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
4 +
j
2 + λ
)
iτ−1
(
τ
2 + 1 +
λ
2
)
n
(
τ
2 +
3
4 +
λ
2
)
n
ηn(11.2.24)
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ym0 (j, q; z) = c0z
λ
m∑
i0=0
(
− j2
)
i0
(
1
4 +
j
2 + λ
)
i0(
1 + λ2
)
i0
(
3
4 +
λ
2
)
i0
ηi0 (11.2.25)
ym1 (j, q; z) = c0z
λ

m∑
i0=0
(
i0 +
λ
2
)2 −̟j(q)(
i0 +
1
2 +
λ
2
) (
i0 +
1
4 +
λ
2
)
(
− j2
)
i0
(
1
4 +
j
2 + λ
)
i0(
1 + λ2
)
i0
(
3
4 +
λ
2
)
i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
4 +
j
2 + λ
)
i1
(
3
2 +
λ
2
)
i0
(
5
4 +
λ
2
)
i0(
1
2 − j2
)
i0
(
3
4 +
j
2 + λ
)
i0
(
3
2 +
λ
2
)
i1
(
5
4 +
λ
2
)
i1
ηi1
µ (11.2.26)
ymτ (j, q; z) = c0z
λ

m∑
i0=0
(
i0 +
λ
2
)2 −̟j(q)(
i0 +
1
2 +
λ
2
) (
i0 +
1
4 +
λ
2
)
(
− j2
)
i0
(
1
4 +
j
2 + λ
)
i0(
1 + λ2
)
i0
(
3
4 +
λ
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
λ
2
)2 −̟j(q)(
ik +
k
2 +
1
2 +
λ
2
) (
ik +
k
2 +
1
4 +
λ
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
1
4 +
j
2 + λ
)
ik
(
k
2 + 1 +
λ
2
)
ik−1
(
k
2 +
3
4 +
λ
2
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
4 +
j
2 + λ
)
ik−1
(
k
2 + 1 +
λ
2
)
ik
(
k
2 +
3
4 +
λ
2
)
ik
 (11.2.27)
×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
4 +
j
2 + λ
)
iτ
(
τ
2 + 1 +
λ
2
)
iτ−1
(
τ
2 +
3
4 +
λ
2
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
4 +
j
2 + λ
)
iτ−1
(
τ
2 + 1 +
λ
2
)
iτ
(
τ
2 +
3
4 +
λ
2
)
iτ
ηiτ
µτ
where 
τ ≥ 2
η = −z
2
(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)z
η = −1(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)
̟j(q) =
(j+λ)(j+ 12+λ)a−
q
4
4(2a−b−c)
Put c0= 1 as λ = 0 for the first kind of independent solutions of Lame´ equation and
λ = 12 for the second one in (11.2.16)–(11.2.27).
Remark 11.2.2 The power series expansion of Lame´ equation in the algebraic form of
the first kind for the first species complete polynomial using 3TRF about z = 0 is given by
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1. As α = −1 or 0 with q = q00 = 0,
The eigenfunction is given by
y(z) = L(a)p F0,0
(
a, b, c, q = q00 = 0, α = −1 or 0; z = x− a, η =
−z2
(a− b)(a− c)
, µ =
−(2a− b− c)
(a− b)(a− c)z
)
= 1 (11.2.28)
2. As α = −2 (2N + 32) or 2 (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (11.2.29)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(z) = L(a)p F2N+1,m
(
a, b, c, q = qm2N+1, α = −2
(
2N +
3
2
)
or 2 (2N + 1) ; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; z
)
(11.2.30)
3. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (11.2.31)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = L(a)p F2N+2,m
(
a, b, c, q = qm2N+2, α = −2
(
2N +
5
2
)
or 2 (2N + 2) ; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; z
)
(11.2.32)
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In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
1
4 +
j
2
)
n
(1)n
(
3
4
)
n
ηn (11.2.33)
c¯(1, n; j, q) = µ
n∑
i0=0
i20 −̟j(q)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
(
1
2 − j2
)
n
(
3
4 +
j
2
)
n
(
3
2
)
i0
(
5
4
)
i0(
1
2 − j2
)
i0
(
3
4 +
j
2
)
i0
(
3
2
)
n
(
5
4
)
n
ηn
(11.2.34)
c¯(τ, n; j, q) = µτ
n∑
i0=0
i20 −̟j(q)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
)2 −̟j(q)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
1
4
)
(
k
2 − j2
)
ik
(
k
2 +
1
4 +
j
2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
3
4
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
4 +
j
2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
3
4
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
1
4 +
j
2
)
n
(
τ
2 + 1
)
iτ−1
(
τ
2 +
3
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
n
(
τ
2 +
3
4
)
n
ηn (11.2.35)
ym0 (j, q; z) =
m∑
i0=0
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
ηi0 (11.2.36)
ym1 (j, q; z) =

m∑
i0=0
i20 −̟j(q)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
4 +
j
2
)
i1
(
3
2
)
i0
(
5
4
)
i0(
1
2 − j2
)
i0
(
3
4 +
j
2
)
i0
(
3
2
)
i1
(
5
4
)
i1
ηi1
µ
(11.2.37)
ymτ (j, q; z) =

m∑
i0=0
i20 −̟j(q)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
)2 −̟j(q)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
1
4
)
(
k
2 − j2
)
ik
(
k
2 +
1
4 +
j
2
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ik
(
k
2 + 1
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(
k
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3
4
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
4 +
j
2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
3
4
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
4 +
j
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
τ
2 +
3
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
τ
2 +
3
4
)
iτ
ηiτ
µτ
(11.2.38)
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where 
τ ≥ 2
η = −1(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)
̟j(q) =
j(j+ 12)a−
q
4
4(2a−b−c)
Remark 11.2.3 The power series expansion of Lame´ equation in the algebraic form of
the second kind for the first species complete polynomial using 3TRF about z = 0 is given
by
1. As α = −2 or 1 with q = q00 = b+ c,
The eigenfunction is given by
y(z) = L(a)p S0,0
(
a, b, c, q = q00 = b+ c, α = −2 or 1; z = x− a, η =
−z2
(a− b)(a− c)
, µ =
−(2a− b− c)
(a− b)(a− c)z
)
= z
1
2 (11.2.39)
2. As α = −2 (2N + 2) or 2 (2N + 32) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (11.2.40)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(z) = L(a)p S2N+1,m
(
a, b, c, q = qm2N+1, α = −2 (2N + 2) or 2
(
2N +
3
2
)
; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; z
)
(11.2.41)
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
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An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (11.2.42)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = L(a)p S2N+2,m
(
a, b, c, q = qm2N+2, α = −2 (2N + 3) or 2
(
2N +
5
2
)
; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; z
)
(11.2.43)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
3
4 +
j
2
)
n(
5
4
)
n
(1)n
ηn (11.2.44)
c¯(1, n; j, q) = µ
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4
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ηn
(11.2.45)
c¯(τ, n; j, q) = µτ
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4
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2 + 1
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n
ηn (11.2.46)
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ym0 (j, q; z) = z
1
2
m∑
i0=0
(
− j2
)
i0
(
3
4 +
j
2
)
i0(
5
4
)
i0
(1)i0
ηi0 (11.2.47)
ym1 (j, q; z) = z
1
2

m∑
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4
)2 −̟j(q)(
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ηi1
µ (11.2.48)
ymτ (j, q; z) = z
1
2

m∑
i0=0
(
i0 +
1
4
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×
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3
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j
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iτ
(
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5
4
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
4 +
j
2
)
iτ−1
(
τ
2 +
5
4
)
iτ
(
τ
2 + 1
)
iτ
ηiτ
µτ
(11.2.49)
where 
τ ≥ 2
η = −1(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)
̟j(q) =
(j+ 12)(j+1)a−
q
4
4(2a−b−c)
11.2.2 The first species complete polynomial of Lame´ equation using
R3TRF
Theorem 11.2.4 In chapter 2, the general summation expression of a function y(x) for
the first species complete polynomial using reversible 3-term recurrence formula and its
algebraic equation for the determination of an accessory parameter in An term are given
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by
1. As B1 = 0,
0 = c¯(0, 1) (11.2.50)
y(x) = y00(x) (11.2.51)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (11.2.52)
y(x) = y10(x) (11.2.53)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (11.2.54)
y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (11.2.55)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (11.2.56)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (11.2.57)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (11.2.58)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(11.2.59)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (11.2.60)
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and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (11.2.61)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (11.2.62)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (11.2.63)
According to (11.2.1), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (11.2.15a) and (11.2.15b) into (11.2.58)–(11.2.63). Replace x by z in (11.2.51),
(11.2.53), (11.2.55), (11.2.57) and (11.2.61)–(11.2.63).
As B1 = c1 = 0, take the new (11.2.58) into (11.2.50) putting j = 0. Substitute the new
(11.2.61) into (11.2.51) putting j = 0.
As B2 = c2 = 0, take the new (11.2.58) and (11.2.59) into (11.2.52) putting j = 1.
Substitute the new (11.2.61) into (11.2.53) putting j = 1 and q = qm1 .
As B2N+3 = c2N+3 = 0, take the new (11.2.58)–(11.2.60) into (11.2.54) putting
j = 2N + 2. Substitute the new (11.2.61)–(11.2.63) into (11.2.55) putting j = 2N + 2 and
q = qm2N+2.
As B2N+4 = c2N+4 = 0, take the new (11.2.58)–(11.2.60) into (11.2.56) putting
j = 2N + 3. Substitute the new (11.2.61)–(11.2.63) into (11.2.57) putting j = 2N + 3 and
q = qm2N+3.
After the replacement process, the general expression of power series of Lame´ equation
about z = 0 for the first species complete polynomial using reversible 3-term recurrence
formula and its algebraic equation for the determination of an accessory parameter q are
given by
1. As α = −2 (12 + λ) or 2λ,
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An algebraic equation of degree 1 for the determination of q is given by
0 = c¯(0, 1; 0, q) = q + 4λ
(
(a− b− c)λ− a
2
)
(11.2.64)
The eigenvalue of q is written by q00 . Its eigenfunction is given by
y(z) = y00
(
0, q00 ; z
)
= c0z
λ (11.2.65)
2. As α = −2 (32 + λ) or 2 (1 + λ),
An algebraic equation of degree 2 for the determination of q is given by
0 = c¯(0, 2; 1, q) + c¯(1, 0; 1, q)
= (1 + λ)
(
1
2
+ λ
)(
3
2
+ 2λ
)
(a− b) (a− c)
(2a− b− c)2 +
1∏
l=0
(
(l + λ)2 − (1 + λ)
(
3
2 + λ
)
a− q4
(2a− b− c)
)
(11.2.66)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1 . Its eigenfunction is
given by
y(z) = y10 (0, q
m
1 ; z) = c0z
λ
1 + λ2 − (1+λ)(
3
2
+λ)a−
qm1
4
(2a−b−c)
(1 + λ)
(
1
2 + λ
) µ
 (11.2.67)
3. As α = −2 (2N + 52 + λ) or 2 (2N + 2 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (11.2.68)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) =
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; z
)
(11.2.69)
4. As α = −2 (2N + 72 + λ) or 2 (2N + 3 + λ) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (11.2.70)
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The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(z) =
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; z
)
(11.2.71)
In the above,
c¯(0, n; j, q) =
(−ϕj(q) + λ)n (ϕj(q) + λ)n
(1 + λ)n
(
1
2 + λ
)
n
µn (11.2.72)
c¯(1, n; j, q) = η
n∑
i0=0
(i0 − j)
(
i0 +
1
2 + j + 2λ
)
(i0 + 2 + λ)
(
i0 +
3
2 + λ
) (−ϕj(q) + λ)i0 (ϕj(q) + λ)i0
(1 + λ)i0
(
1
2 + λ
)
i0
×
(2− ϕj(q) + λ)n (2 + ϕj(q) + λ)n (3 + λ)i0
(
5
2 + λ
)
i0
(2− ϕj(q) + λ)i0 (2 + ϕj(q) + λ)i0 (3 + λ)n
(
5
2 + λ
)
n
µn (11.2.73)
c¯(τ, n; j, q) = ητ
n∑
i0=0
(i0 − j)
(
i0 +
1
2 + j + 2λ
)
(i0 + 2 + λ)
(
i0 +
3
2 + λ
) (−ϕj(q) + λ)i0 (ϕj(q) + λ)i0
(1 + λ)i0
(
1
2 + λ
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
1
2 + j + 2λ
)
(ik + 2k + 2 + λ)
(
ik + 2k +
3
2 + λ
)
×
(2k − ϕj(q) + λ)ik (2k + ϕj(q) + λ)ik (2k + 1 + λ)ik−1
(
2k + 12 + λ
)
ik−1
(2k − ϕj(q) + λ)ik−1 (2k + ϕj(q) + λ)ik−1 (2k + 1 + λ)ik
(
2k + 12 + λ
)
ik
)
×
(2τ − ϕj(q) + λ)n (2τ + ϕj(q) + λ)n (2τ + 1 + λ)iτ−1
(
2τ + 12 + λ
)
iτ−1
(2τ − ϕj(q) + λ)iτ−1 (2τ + ϕj(q) + λ)iτ−1 (2τ + 1 + λ)n
(
2τ + 12 + λ
)
n
µn
(11.2.74)
ym0 (j, q; z) = c0z
λ
m∑
i0=0
(−ϕj(q) + λ)i0 (ϕj(q) + λ)i0
(1 + λ)i0
(
1
2 + λ
)
i0
µi0 (11.2.75)
ym1 (j, q; z) = c0z
λ
{
m∑
i0=0
(i0 − j)
(
i0 +
1
2 + j + 2λ
)
(i0 + 2 + λ)
(
i0 +
3
2 + λ
) (−ϕj(q) + λ)i0 (ϕj(q) + λ)i0
(1 + λ)i0
(
1
2 + λ
)
i0
×
m∑
i1=i0
(2− ϕj(q) + λ)i1 (2 + ϕj(q) + λ)i1 (3 + λ)i0
(
5
2 + λ
)
i0
(2− ϕj(q) + λ)i0 (2 + ϕj(q) + λ)i0 (3 + λ)i1
(
5
2 + λ
)
i1
µi1
}
η
(11.2.76)
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ymτ (j, q; z) = c0z
λ
{
m∑
i0=0
(i0 − j)
(
i0 +
1
2 + j + 2λ
)
(i0 + 2 + λ)
(
i0 +
3
2 + λ
) (−ϕj(q) + λ)i0 (ϕj(q) + λ)i0
(1 + λ)i0
(
1
2 + λ
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
1
2 + j + 2λ
)
(ik + 2k + 2 + λ)
(
ik + 2k +
3
2 + λ
)
×
(2k − ϕj(q) + λ)ik (2k + ϕj(q) + λ)ik (2k + 1 + λ)ik−1
(
2k + 12 + λ
)
ik−1
(2k − ϕj(q) + λ)ik−1 (2k + ϕj(q) + λ)ik−1 (2k + 1 + λ)ik
(
2k + 12 + λ
)
ik
)
×
m∑
iτ=iτ−1
(2τ − ϕj(q) + λ)iτ (2τ + ϕj(q) + λ)iτ (2τ + 1 + λ)iτ−1
(
2τ + 12 + λ
)
iτ−1
(2τ − ϕj(q) + λ)iτ−1 (2τ + ϕj(q) + λ)iτ−1 (2τ + 1 + λ)iτ
(
2τ + 12 + λ
)
iτ
µiτ
 ητ
(11.2.77)
where 
τ ≥ 2
η = −z
2
(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)z
η = −1(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)
ϕj(q) =
√
(j+λ)(j+ 12+λ)a−
q
4
(2a−b−c)
Put c0= 1 as λ = 0 for the first kind of independent solutions of Lame´ equation and
λ = 12 for the second one in (11.2.64)–(11.2.77).
Remark 11.2.5 The power series expansion of Lame´ equation in the algebraic form of
the first kind for the first species complete polynomial using R3TRF about z = 0 is given
by
1. As α = −1 or 0 with q = q00 = 0,
The eigenfunction is given by
y(z) = L(a)p F
R
0,0
(
a, b, c, q = q00 = 0, α = −1 or 0; z = x− a, η =
−z2
(a− b)(a− c)
, µ =
−(2a− b− c)
(a− b)(a− c)z
)
= 1 (11.2.78)
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2. As α = −3 or 2,
An algebraic equation of degree 2 for the determination of q is given by
0 =
3 (a− b) (a− c)
4 (2a− b− c)2 +
1∏
l=0
(
l2 − 6a− q
4(2a− b− c)
)
(11.2.79)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(z) = L(a)p F
R
1,m
(
a, b, c, q = qm1 , α = −3 or 2; z = x− a, η =
−z2
(a− b)(a− c)
, µ =
−(2a− b− c)
(a− b)(a− c)z
)
= 1− 6a− q
m
1
2(2a− b− c)µ (11.2.80)
3. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (11.2.81)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = L(a)p F
R
2N+2,m
(
a, b, c, q = qm2N+2, α = −2
(
2N +
5
2
)
or 2 (2N + 2) ; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; z
)
(11.2.82)
4. As α = −2 (2N + 72) or 2 (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (11.2.83)
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The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(z) = L(a)p F
R
2N+3,m
(
a, b, c, q = qm2N+3, α = −2
(
2N +
7
2
)
or 2 (2N + 3) ; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; z
)
(11.2.84)
In the above,
c¯(0, n; j, q) =
(−ϕj(q))n (ϕj(q))n
(1)n
(
1
2
)
n
µn (11.2.85)
c¯(1, n; j, q) = η
n∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕj(q))i0 (ϕj(q))i0
(1)i0
(
1
2
)
i0
×
(2− ϕj(q))n (2 + ϕj(q))n (3)i0
(
5
2
)
i0
(2− ϕj(q))i0 (2 + ϕj(q))i0 (3)n
(
5
2
)
n
µn (11.2.86)
c¯(τ, n; j, q) = ητ
n∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕj(q))i0 (ϕj(q))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
1
2 + j
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(2k − ϕj(q))ik (2k + ϕj(q))ik (2k + 1)ik−1
(
2k + 12
)
ik−1
(2k − ϕj(q))ik−1 (2k + ϕj(q))ik−1 (2k + 1)ik
(
2k + 12
)
ik
)
×
(2τ − ϕj(q))n (2τ + ϕj(q))n (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1
(2τ − ϕj(q))iτ−1 (2τ + ϕj(q))iτ−1 (2τ + 1)n
(
2τ + 12
)
n
µn (11.2.87)
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ym0 (j, q; z) =
m∑
i0=0
(−ϕj(q))i0 (ϕj(q))i0
(1)i0
(
1
2
)
i0
µi0 (11.2.88)
ym1 (j, q; z) =
{
m∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕj(q))i0 (ϕj(q))i0
(1)i0
(
1
2
)
i0
×
m∑
i1=i0
(2− ϕj(q))i1 (2 + ϕj(q))i1 (3)i0
(
5
2
)
i0
(2− ϕj(q))i0 (2 + ϕj(q))i0 (3)i1
(
5
2
)
i1
µi1
}
η (11.2.89)
ymτ (j, q; z) =
{
m∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕj(q))i0 (ϕj(q))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
1
2 + j
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(2k − ϕj(q))ik (2k + ϕj(q))ik (2k + 1)ik−1
(
2k + 12
)
ik−1
(2k − ϕj(q))ik−1 (2k + ϕj(q))ik−1 (2k + 1)ik
(
2k + 12
)
ik
)
(11.2.90)
×
m∑
iτ=iτ−1
(2τ − ϕj(q))iτ (2τ + ϕj(q))iτ (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1
(2τ − ϕj(q))iτ−1 (2τ + ϕj(q))iτ−1 (2τ + 1)iτ
(
2τ + 12
)
iτ
µiτ
 ητ
where 
τ ≥ 2
η = −1(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)
ϕj(q) =
√
j(j+ 12)a−
q
4
(2a−b−c)
Remark 11.2.6 The power series expansion of Lame´ equation in the algebraic form of
the second kind for the first species complete polynomial using R3TRF about z = 0 is
given by
1. As α = −2 or 1 with q = q00 = b+ c,
The eigenfunction is given by
y(z) = L(a)p S
R
0,0
(
a, b, c, q = q00 = b+ c, α = −2 or 1; z = x− a, η =
−z2
(a− b)(a− c)
, µ =
−(2a− b− c)
(a− b)(a− c)z
)
= z
1
2 (11.2.91)
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2. As α = −4 or 3,
An algebraic equation of degree 2 for the determination of q is given by
0 =
15 (a− b) (a− c)
4 (2a− b− c)2 +
1∏
l=0
((
l +
1
2
)2
− 12a − q
4(2a − b− c)
)
(11.2.92)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(z) = L(a)p S
R
1,m
(
a, b, c, q = qm1 , α = −4 or 3; z = x− a, η =
−z2
(a− b)(a− c)
, µ =
−(2a− b− c)
(a− b)(a− c)z
)
= z
1
2
{
1 +
1
6
(
1− 12a− q
m
1
(2a− b− c)
)
µ
}
(11.2.93)
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (11.2.94)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = L(a)p S
R
2N+2,m
(
a, b, c, q = qm2N+2, α = −2 (2N + 3) or 2
(
2N +
5
2
)
; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; z
)
(11.2.95)
4. As α = −2 (2N + 4) or 2 (2N + 72) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (11.2.96)
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The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(z) = L(a)p S
R
2N+3,m
(
a, b, c, q = qm2N+3, α = −2 (2N + 4) or 2
(
2N +
7
2
)
; z = x− a
, η =
−z2
(a− b)(a− c) , µ =
−(2a− b− c)
(a− b)(a− c)z
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; z
)
(11.2.97)
In the above,
c¯(0, n; j, q) =
(
1
2 − ϕj(q)
)
n
(
1
2 + ϕj(q)
)
n(
3
2
)
n
(1)n
µn (11.2.98)
c¯(1, n; j, q) = η
n∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕj(q)
)
i0
(
1
2 + ϕj(q)
)
i0(
3
2
)
i0
(1)i0
×
(
5
2 − ϕj(q)
)
n
(
5
2 + ϕj(q)
)
n
(
7
2
)
i0
(3)i0(
5
2 − ϕj(q)
)
i0
(
5
2 + ϕj(q)
)
i0
(
7
2
)
n
(3)n
µn (11.2.99)
c¯(τ, n; j, q) = ητ
n∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕj(q)
)
i0
(
1
2 + ϕj(q)
)
i0(
3
2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
3
2 + j
)(
ik + 2k +
5
2
)
(ik + 2k + 2)
×
(
2k + 12 − ϕj(q)
)
ik
(
2k + 12 + ϕj(q)
)
ik
(
2k + 32
)
ik−1
(2k + 1)ik−1(
2k + 12 − ϕj(q)
)
ik−1
(
2k + 12 + ϕj(q)
)
ik−1
(
2k + 32
)
ik
(2k + 1)ik
)
×
(
2τ + 12 − ϕj(q)
)
n
(
2τ + 12 + ϕj(q)
)
n
(
2τ + 32
)
iτ−1
(2τ + 1)iτ−1(
2τ + 12 − ϕj(q)
)
iτ−1
(
2τ + 12 + ϕj(q)
)
iτ−1
(
2τ + 32
)
n
(2τ + 1)n
µn (11.2.100)
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ym0 (j, q; z) = z
1
2
m∑
i0=0
(
1
2 − ϕj(q)
)
i0
(
1
2 + ϕj(q)
)
i0(
3
2
)
i0
(1)i0
µi0 (11.2.101)
ym1 (j, q; z) = z
1
2
{
m∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕj(q)
)
i0
(
1
2 + ϕj(q)
)
i0(
3
2
)
i0
(1)i0
×
m∑
i1=i0
(
5
2 − ϕj(q)
)
i1
(
5
2 + ϕj(q)
)
i1
(
7
2
)
i0
(3)i0(
5
2 − ϕj(q)
)
i0
(
5
2 + ϕj(q)
)
i0
(
7
2
)
i1
(3)i1
µi1
}
η (11.2.102)
ymτ (j, q; z) = z
1
2
{
m∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕj(q)
)
i0
(
1
2 + ϕj(q)
)
i0(
3
2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
3
2 + j
)(
ik + 2k +
5
2
)
(ik + 2k + 2)
×
(
2k + 12 − ϕj(q)
)
ik
(
2k + 12 + ϕj(q)
)
ik
(
2k + 32
)
ik−1
(2k + 1)ik−1(
2k + 12 − ϕj(q)
)
ik−1
(
2k + 12 + ϕj(q)
)
ik−1
(
2k + 32
)
ik
(2k + 1)ik
)
(11.2.103)
×
m∑
iτ=iτ−1
(
2τ + 12 − ϕj(q)
)
iτ
(
2τ + 12 + ϕj(q)
)
iτ
(
2τ + 32
)
iτ−1
(2τ + 1)iτ−1(
2τ + 12 − ϕj(q)
)
iτ−1
(
2τ + 12 + ϕj(q)
)
iτ−1
(
2τ + 32
)
iτ
(2τ + 1)iτ
µiτ
 ητ
where 
τ ≥ 2
η = −1(a−b)(a−c)
µ = −(2a−b−c)(a−b)(a−c)
ϕj(q) =
√
(j+ 12)(j+1)a−
q
4
(2a−b−c)
11.3 Lame´ equation in Weierstrass’s form
Weierstrass’s form of Lame´ equation is a second-order linear ordinary differential
equation (ODE) of the form
d2y
dz2
= {α(α + 1)ρ2 sn2(z, ρ)− h}y(z) (11.3.1)
where the Jacobian elliptic function sn2(z, ρ) has modulus ρ. And, in classical treatment
[43], ρ, α and h are real parameters such that 0 < ρ < 1 and α ≥ −12 . The Jacobian form
has been investigated by Hermite with Floquet’s theorem, and he established the solutions
of Lame´ equation are doubly periodic of the second kind for every value of h [18].
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Let sn2(z, ρ) = ξ as an independent variable in (11.3.1), Lame´ equation is written by
d2y
dξ2
+
1
2
(
1
ξ
+
1
ξ − 1 +
1
ξ − ρ−2
)
dy
dξ
+
−α(α+ 1)ξ + hρ−2
4ξ(ξ − 1)(ξ − ρ−2) y(ξ) = 0 (11.3.2)
This is an equation of Fuchsian type with the four regular singularities: ξ = 0, 1, ρ−2,∞.
The first three, namely 0, 1, ρ−2, have the property that the corresponding exponents are
0, 12 which is equivalent to the case of Lame´ equation in the algebraic form.
As we compare (11.3.2) with (11.1.1), all coefficients on the above are correspondent to
the following way.
a −→ 0
b −→ 1
c −→ ρ−2
q −→ hρ−2
x −→ ξ = sn2(z, ρ)
(11.3.3)
11.3.1 The first species complete polynomial of Lame´ equation using
3TRF
Substitute (11.3.3) into (11.2.16)–(11.2.27) with replacing a spectral parameter qmj by h
m
j
where j,m ∈ N0 and m = 0, 1, 2, · · · , j. Take c0= 1 as λ = 0 for the first kind of
independent solutions of Lame´ equation and λ = 12 for the second one in the new
(11.2.16)–(11.2.27).
Remark 11.3.1 The power series expansion of Lame´ equation in Weierstrass’s form of
the first kind for the first species complete polynomial using 3TRF about ξ = 0 is given by
1. As α = −1 or 0 with h = h00 = 0,
The eigenfunction is given by
y(ξ) = L(w)p F0,0
(
ρ, h = h00 = 0, α = −1 or 0; ξ = sn2(z, ρ), η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
= 1 (11.3.4)
2. As α = −2 (2N + 32) or 2 (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, h) (11.3.5)
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The eigenvalue of h is written by hm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
h02N+1 < h
1
2N+1 < · · · < h2N+12N+1. Its eigenfunction is given by
y(ξ) = L(w)p F2N+1,m
(
ρ, h = hm2N+1, α = −2
(
2N +
3
2
)
or 2 (2N + 1) ; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N∑
r=0
yN−r2r
(
2N + 1, hm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, hm2N+1; ξ
)
(11.3.6)
3. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, h) (11.3.7)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
y(ξ) = L(w)p F2N+2,m
(
ρ, h = hm2N+2, α = −2
(
2N +
5
2
)
or 2 (2N + 2) ; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, hm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, hm2N+2; ξ
)
(11.3.8)
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In the above,
c¯(0, n; j, h) =
(
− j2
)
n
(
1
4 +
j
2
)
n
(1)n
(
3
4
)
n
(−ρ2)n (11.3.9)
c¯(1, n; j, h) =
(
1 + ρ2
) n∑
i0=0
i20 −̟(h)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
(
1
2 − j2
)
n
(
3
4 +
j
2
)
n
(
3
2
)
i0
(
5
4
)
i0(
1
2 − j2
)
i0
(
3
4 +
j
2
)
i0
(
3
2
)
n
(
5
4
)
n
(−ρ2)n (11.3.10)
c¯(τ, n; j, h) =
(
1 + ρ2
)τ n∑
i0=0
i20 −̟(h)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
)2 −̟(h)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
1
4
)
×
(
k
2 − j2
)
ik
(
k
2 +
1
4 +
j
2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
3
4
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
4 +
j
2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
3
4
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
1
4 +
j
2
)
n
(
τ
2 + 1
)
iτ−1
(
τ
2 +
3
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
n
(
τ
2 +
3
4
)
n
(−ρ2)n (11.3.11)
ym0 (j, h; ξ) =
m∑
i0=0
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
ηi0 (11.3.12)
ym1 (j, h; ξ) =

m∑
i0=0
i20 −̟(h)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
4 +
j
2
)
i1
(
3
2
)
i0
(
5
4
)
i0(
1
2 − j2
)
i0
(
3
4 +
j
2
)
i0
(
3
2
)
i1
(
5
4
)
i1
ηi1
µ (11.3.13)
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ymτ (j, h; ξ) =

m∑
i0=0
i20 −̟(h)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
1
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
)2 −̟(h)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
1
4
)
×
(
k
2 − j2
)
ik
(
k
2 +
1
4 +
j
2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
3
4
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
1
4 +
j
2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
3
4
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
1
4 +
j
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
τ
2 +
3
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
1
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
τ
2 +
3
4
)
iτ
ηiτ
µτ (11.3.14)
where {
τ ≥ 2
̟(h) = h
4(1+ρ2)
Remark 11.3.2 The power series expansion of Lame´ equation in Weierstrass’s form of
the second kind for the first species complete polynomial using 3TRF about ξ = 0 is given
by
1. As α = −2 or 1 with h = h00 = 1 + ρ2,
The eigenfunction is given by
y(ξ) = L(w)p S0,0
(
ρ, h = h00 = 1 + ρ
2, α = −2 or 1; ξ = sn2(z, ρ), η = −ρ2ξ2, µ = (1 + ρ2)ξ)
= ξ
1
2 (11.3.15)
2. As α = −2 (2N + 2) or 2 (2N + 32) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, h) (11.3.16)
The eigenvalue of h is written by hm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
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h02N+1 < h
1
2N+1 < · · · < h2N+12N+1. Its eigenfunction is given by
y(ξ) = L(w)p S2N+1,m
(
ρ, h = hm2N+1, α = −2 (2N + 2) or 2
(
2N +
3
2
)
; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N∑
r=0
yN−r2r
(
2N + 1, hm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, hm2N+1; ξ
)
(11.3.17)
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, h) (11.3.18)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
y(ξ) = L(w)p S2N+2,m
(
ρ, h = hm2N+2, α = −2 (2N + 3) or 2
(
2N +
5
2
)
; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, hm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, hm2N+2; ξ
)
(11.3.19)
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In the above,
c¯(0, n; j, h) =
(
− j2
)
n
(
3
4 +
j
2
)
n(
5
4
)
n
(1)n
(−ρ2)n (11.3.20)
c¯(1, n; j, h) =
(
1 + ρ2
) n∑
i0=0
(
i0 +
1
4
)2 −̟(h)(
i0 +
3
4
) (
i0 +
1
2
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0(
5
4
)
i0
(1)i0
×
(
1
2 − j2
)
n
(
5
4 +
j
2
)
n
(
7
4
)
i0
(
3
2
)
i0(
1
2 − j2
)
i0
(
5
4 +
j
2
)
i0
(
7
4
)
n
(
3
2
)
n
(−ρ2)n (11.3.21)
c¯(τ, n; j, h) =
(
1 + ρ2
)τ n∑
i0=0
(
i0 +
1
4
)2 −̟(h)(
i0 +
3
4
) (
i0 +
1
2
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0(
5
4
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 +
1
4
)2 −̟(h)(
ik +
k
2 +
3
4
) (
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
4 +
j
2
)
ik
(
k
2 +
5
4
)
ik−1
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
4 +
j
2
)
ik−1
(
k
2 +
5
4
)
ik
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
3
4 +
j
2
)
n
(
τ
2 +
5
4
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
4 +
j
2
)
iτ−1
(
τ
2 +
5
4
)
n
(
τ
2 + 1
)
n
(−ρ2)n (11.3.22)
ym0 (j, h; ξ) = ξ
1
2
m∑
i0=0
(
− j2
)
i0
(
3
4 +
j
2
)
i0(
5
4
)
i0
(1)i0
ηi0 (11.3.23)
ym1 (j, h; ξ) = ξ
1
2

m∑
i0=0
(
i0 +
1
4
)2 −̟(h)(
i0 +
3
4
) (
i0 +
1
2
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0(
5
4
)
i0
(1)i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
5
4 +
j
2
)
i1
(
7
4
)
i0
(
3
2
)
i0(
1
2 − j2
)
i0
(
5
4 +
j
2
)
i0
(
7
4
)
i1
(
3
2
)
i1
ηi1
µ (11.3.24)
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ymτ (j, h; ξ) = ξ
1
2

m∑
i0=0
(
i0 +
1
4
)2 −̟(h)(
i0 +
3
4
) (
i0 +
1
2
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0(
5
4
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 +
1
4
)2 −̟(h)(
ik +
k
2 +
3
4
) (
ik +
k
2 +
1
2
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
4 +
j
2
)
ik
(
k
2 +
5
4
)
ik−1
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
4 +
j
2
)
ik−1
(
k
2 +
5
4
)
ik
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
3
4 +
j
2
)
iτ
(
τ
2 +
5
4
)
iτ−1
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
4 +
j
2
)
iτ−1
(
τ
2 +
5
4
)
iτ
(
τ
2 + 1
)
iτ
ηiτ
µτ (11.3.25)
where {
τ ≥ 2
̟(h) = h
4(1+ρ2)
If we take α ≥ −12 for solutions of Lame´ equation in Weierstrass’s form,
α = −2 (j + 12 + λ) with λ = 0 or 1/2 where j ∈ N0 is not available any more for the first
species complete polynomial. In this chapter, I suggest that α ∈ N0 is allowed for formal
series solutions of the first species complete polynomial.
11.3.2 The first species complete polynomial of Lame´ equation using
R3TRF
Substitute (11.3.3) into (11.2.64)–(11.2.77) with replacing a spectral parameter qmj by h
m
j
where j,m ∈ N0 and m = 0, 1, 2, · · · , j. Take c0= 1 as λ = 0 for the first kind of
independent solutions of Lame´ equation and λ = 12 for the second one in the new
(11.2.64)–(11.2.77).
Remark 11.3.3 The power series expansion of Lame´ equation in Weierstrass’s form of
the first kind for the first species complete polynomial using R3TRF about ξ = 0 is given
by
1. As α = −1 or 0 with h = h00 = 0,
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The eigenfunction is given by
y(ξ) = L(w)p F
R
0,0
(
ρ, h = h00 = 0, α = −1 or 0; ξ = sn2(z, ρ), η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
= 1 (11.3.26)
2. As α = −3 or 2,
An algebraic equation of degree 2 for the determination of h is given by
0 =
3
4 (ρ+ ρ−1)2
+
1∏
l=0
(
l2 − h
4(1 + ρ2)
)
(11.3.27)
The eigenvalue of h is written by hm1 where m = 0, 1; h
0
1 < h
1
1. Its eigenfunction is
given by
y(ξ) = L(w)p F
R
1,m
(
ρ, h = hm1 , α = −3 or 2; ξ = sn2(z, ρ), η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
= 1− h
m
1
2(1 + ρ2)
µ (11.3.28)
3. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, h) (11.3.29)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
y(ξ) = L(w)p F
R
2N+2,m
(
ρ, h = hm2N+2, α = −2
(
2N +
5
2
)
or 2 (2N + 2) ; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, hm2N+2; ξ
)
(11.3.30)
4. As α = −2 (2N + 72) or 2 (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of h is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, h) (11.3.31)
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The eigenvalue of h is written by hm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
h02N+3 < h
1
2N+3 < · · · < h2N+32N+3. Its eigenfunction is given by
y(ξ) = L(w)p F
R
2N+3,m
(
ρ, h = hm2N+3, α = −2
(
2N +
7
2
)
or 2 (2N + 3) ; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, hm2N+3; ξ
)
(11.3.32)
In the above,
c¯(0, n; j, h) =
(−ϕ(h))n (ϕ(h))n
(1)n
(
1
2
)
n
(
1 + ρ2
)n
(11.3.33)
c¯(1, n; j, h) =
(−ρ2) n∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕ(h))i0 (ϕ(h))i0
(1)i0
(
1
2
)
i0
×
(2− ϕ(h))n (2 + ϕ(h))n (3)i0
(
5
2
)
i0
(2− ϕ(h))i0 (2 + ϕ(h))i0 (3)n
(
5
2
)
n
(
1 + ρ2
)n
(11.3.34)
c¯(τ, n; j, h) =
(−ρ2)τ n∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕ(h))i0 (ϕ(h))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
1
2 + j
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(2k − ϕ(h))ik (2k + ϕ(h))ik (2k + 1)ik−1
(
2k + 12
)
ik−1
(2k − ϕ(h))ik−1 (2k + ϕ(h))ik−1 (2k + 1)ik
(
2k + 12
)
ik
)
×
(2τ − ϕ(h))n (2τ + ϕ(h))n (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1
(2τ − ϕ(h))iτ−1 (2τ + ϕ(h))iτ−1 (2τ + 1)n
(
2τ + 12
)
n
(
1 + ρ2
)
(11.3.35)
ym0 (j, h; ξ) =
m∑
i0=0
(−ϕ(h))i0 (ϕ(h))i0
(1)i0
(
1
2
)
i0
µi0 (11.3.36)
ym1 (j, h; ξ) =
{
m∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕ(h))i0 (ϕ(h))i0
(1)i0
(
1
2
)
i0
×
m∑
i1=i0
(2− ϕ(h))i1 (2 + ϕ(h))i1 (3)i0
(
5
2
)
i0
(2− ϕ(h))i0 (2 + ϕ(h))i0 (3)i1
(
5
2
)
i1
µi1
}
η (11.3.37)
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ymτ (j, h; ξ) =
{
m∑
i0=0
(i0 − j)
(
i0 +
1
2 + j
)
(i0 + 2)
(
i0 +
3
2
) (−ϕ(h))i0 (ϕ(h))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
1
2 + j
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(2k − ϕ(h))ik (2k + ϕ(h))ik (2k + 1)ik−1
(
2k + 12
)
ik−1
(2k − ϕ(h))ik−1 (2k + ϕ(h))ik−1 (2k + 1)ik
(
2k + 12
)
ik
)
×
m∑
iτ=iτ−1
(2τ − ϕ(h))iτ (2τ + ϕ(h))iτ (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1
(2τ − ϕ(h))iτ−1 (2τ + ϕ(h))iτ−1 (2τ + 1)iτ
(
2τ + 12
)
iτ
µiτ
 ητ
(11.3.38)
where {
τ ≥ 2
ϕ(h) =
√
h
4(1+ρ2)
Remark 11.3.4 The power series expansion of Lame´ equation in Weierstrass’s form of
the second kind for the first species complete polynomial using R3TRF about ξ = 0 is
given by
1. As α = −2 or 1 with h = h00 = 1 + ρ2,
The eigenfunction is given by
y(ξ) = L(w)p S
R
0,0
(
ρ, h = h00 = 1 + ρ
2, α = −2 or 1; ξ = sn2(z, ρ), η = −ρ2ξ2, µ = (1 + ρ2)ξ)
= ξ
1
2 (11.3.39)
2. As α = −4 or 3,
An algebraic equation of degree 2 for the determination of h is given by
0 =
15
4 (ρ+ ρ−1)2
+
1∏
l=0
((
l +
1
2
)2
− h
4(1 + ρ2)
)
(11.3.40)
The eigenvalue of h is written by hm1 where m = 0, 1; h
0
1 < h
1
1. Its eigenfunction is
given by
y(ξ) = L(w)p S
R
1,m
(
ρ, h = hm1 , α = −4 or 3; ξ = sn2(z, ρ), η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
= ξ
1
2
{
1 +
1
6
(
1− h
m
1
(1 + ρ2)
)
µ
}
(11.3.41)
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3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, h) (11.3.42)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
y(ξ) = L(w)p S
R
2N+2,m
(
ρ, h = hm2N+2, α = −2 (2N + 3) or 2
(
2N +
5
2
)
; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, hm2N+2; ξ
)
(11.3.43)
4. As α = −2 (2N + 4) or 2 (2N + 72) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of h is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, h) (11.3.44)
The eigenvalue of h is written by hm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
h02N+3 < h
1
2N+3 < · · · < h2N+32N+3. Its eigenfunction is given by
y(ξ) = L(w)p S
R
2N+3,m
(
ρ, h = hm2N+3, α = −2 (2N + 4) or 2
(
2N +
7
2
)
; ξ = sn2(z, ρ)
, η = −ρ2ξ2, µ = (1 + ρ2)ξ
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, hm2N+3; ξ
)
(11.3.45)
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In the above,
c¯(0, n; j, h) =
(
1
2 − ϕ(h)
)
n
(
1
2 + ϕ(h)
)
n(
3
2
)
n
(1)n
(
1 + ρ2
)n
(11.3.46)
c¯(1, n; j, h) =
(−ρ2) n∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕ(h)
)
i0
(
1
2 + ϕ(h)
)
i0(
3
2
)
i0
(1)i0
×
(
5
2 − ϕ(h)
)
n
(
5
2 + ϕ(h)
)
n
(
7
2
)
i0
(3)i0(
5
2 − ϕ(h)
)
i0
(
5
2 + ϕ(h)
)
i0
(
7
2
)
n
(3)n
(
1 + ρ2
)n
(11.3.47)
c¯(τ, n; j, h) =
(−ρ2)τ n∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕ(h)
)
i0
(
1
2 + ϕ(h)
)
i0(
3
2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
3
2 + j
)(
ik + 2k +
5
2
)
(ik + 2k + 2)
×
(
2k + 12 − ϕ(h)
)
ik
(
2k + 12 + ϕ(h)
)
ik
(
2k + 32
)
ik−1
(2k + 1)ik−1(
2k + 12 − ϕ(h)
)
ik−1
(
2k + 12 + ϕ(h)
)
ik−1
(
2k + 32
)
ik
(2k + 1)ik
)
×
(
2τ + 12 − ϕ(h)
)
n
(
2τ + 12 + ϕ(h)
)
n
(
2τ + 32
)
iτ−1
(2τ + 1)iτ−1(
2τ + 12 − ϕ(h)
)
iτ−1
(
2τ + 12 + ϕ(h)
)
iτ−1
(
2τ + 32
)
n
(2τ + 1)n
(
1 + ρ2
)n
(11.3.48)
ym0 (j, h; ξ) = ξ
1
2
m∑
i0=0
(
1
2 − ϕ(h)
)
i0
(
1
2 + ϕ(h)
)
i0(
3
2
)
i0
(1)i0
µi0 (11.3.49)
ym1 (j, h; ξ) = ξ
1
2
{
m∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕ(h)
)
i0
(
1
2 + ϕ(h)
)
i0(
3
2
)
i0
(1)i0
×
m∑
i1=i0
(
5
2 − ϕ(h)
)
i1
(
5
2 + ϕ(h)
)
i1
(
7
2
)
i0
(3)i0(
5
2 − ϕ(h)
)
i0
(
5
2 + ϕ(h)
)
i0
(
7
2
)
i1
(3)i1
µi1
}
η (11.3.50)
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ymτ (j, h; ξ) = ξ
1
2
{
m∑
i0=0
(i0 − j)
(
i0 +
3
2 + j
)(
i0 +
5
2
)
(i0 + 2)
(
1
2 − ϕ(h)
)
i0
(
1
2 + ϕ(h)
)
i0(
3
2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k +
3
2 + j
)(
ik + 2k +
5
2
)
(ik + 2k + 2)
×
(
2k + 12 − ϕ(h)
)
ik
(
2k + 12 + ϕ(h)
)
ik
(
2k + 32
)
ik−1
(2k + 1)ik−1(
2k + 12 − ϕ(h)
)
ik−1
(
2k + 12 + ϕ(h)
)
ik−1
(
2k + 32
)
ik
(2k + 1)ik
)
×
m∑
iτ=iτ−1
(
2τ + 12 − ϕ(h)
)
iτ
(
2τ + 12 + ϕ(h)
)
iτ
(
2τ + 32
)
iτ−1
(2τ + 1)iτ−1(
2τ + 12 − ϕ(h)
)
iτ−1
(
2τ + 12 + ϕ(h)
)
iτ−1
(
2τ + 32
)
iτ
(2τ + 1)iτ
µiτ
 ητ
(11.3.51)
where {
τ ≥ 2
ϕ(h) =
√
h
4(1+ρ2)
11.4 Summary
All possible formal solutions in series of Lame´ equation in the algebraic form around
x = a are derived analytically such as a polynomial of type 1, a polynomial of type 2, the
first species complete polynomial and an infinite series in Ref.[9], chapter 8 of Ref.[12]
and this chapter. Asymptotic expansions in closed forms of Lame´ equation are obtained
including the radius of convergence [9]. This boundary condition is quiet important from
a mathematical point if views; if the condition of convergence is not required for general
solutions in series for an infinite series, we can not obtain appropriate and explicit
numerical values using machine calculations.1
For a polynomial of type 1 of Lame´ equation, I treat an exponent parameter q as a free
variable and α as a fixed value [9]. Its power series solution in closed forms are
constructed by applying 3TRF. I suggest that α is −2(2αi + i+ λ)− 1 or 2(2αi + i+ λ)
where i, αi ∈ N0; λ = 0 for the first independent solution and λ = 1/2 for the second one.
For a polynomial of type 2, I treat a parameter α as a free variable and q as a fixed value
in chapter 8 of Ref.[12]. Its formal series solutions in compact forms are constructed by
applying R3TRF. I suggest that q is α(α+ 1)a− 4(2a − b− c)(qj + 2j + λ)2 where
j, qj ∈ N0.
1We can derive asymptotic series solutions and boundary conditions for polynomials of type 1 and type
2 by applying a theorem in chapter 3.
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For the first species complete polynomials, I treat parameters α and q as fixed values in
this chapter. Its summation solutions in series are obtained by applying the first species
complete polynomial using either 3TRF or R3TRF. I allow that α is −2 (j + 1/2 + λ) or
2 (j + λ). cj+1 = 0 is a algebraic equation of degree j + 1 for the determination of a
spectral parameter q and has j + 1 zeros denoted them by qmj eigenvalues where
m = 0, 1, 2, · · · , j.
An infinite series solution of Lame´ equation can be constructed by applying either 3TRF
or R3TRF in Ref.[9] and chapter 8 of Ref.[12]. Two infinite series solutions using different
general summation formulas are equivalent to each other for numerical calculations. For
the difference in the aspect of mathematical structures between these two series solutions,
An in sequences cn is the leading term in each of sub-power series of a general series
solution for an infinite series by applying 3TRF: And Bn is the leading term in each of
sub-formal series of a solution in series for an infinite series by applying R3TRF.
Also, in the aspect of numerical computations, summation solutions in closed forms of
Lame´ equation for the first species complete polynomials using 3TRF and R3TRF are
tantamount to each other in this chapter. And there are several difference in general
summation structures for these polynomials using 3TRF and R3TRF: For power series
solutions of Lame´ equation for the first species complete polynomial using 3TRF, (1) An
is the leading term in each of finite sub-power series in a general series solution, (2)
Frobenius solutions contain the sum of two finite sub-power series in its general solution
and (3) the denominators and numerators in all Bn terms of each finite sub-power series
arise with Pochhammer symbols; for formal solutions in series of Lame´ equation for the
first species complete polynomial using R3TRF, (1) Bn is the leading term in each of
finite sub-power series in a general series solution, (2) formal series solutions only consist
of one finite sub-formal series in its general power series solution and (3) the
denominators and numerators in all An terms of each finite sub-power series arise with
Pochhammer symbols.
Similarly, for numerical values, algebraic equations cj+1 = 0 of Lame´ equation for the
determination of a parameter q for the first species complete polynomials using 3TRF
and R3TRF are equivalent to each other in this chapter. Difference in sequences
structures between two algebraic equations is that An is the leading term of each
sequences c¯(l, n; j, q) where l ∈ N0 in a polynomial equation of q for the first species
complete polynomial using 3TRF: And Bn is the leading term of each sequences
c¯(l, n; j, q) for the first species complete polynomial using R3TRF.
In Ref.[10], chapter 9 of Ref.[12] and this chapter, all available power series solutions of
Lame´ equation in Weierstrass’s form around ξ = 0 are constructed by changing
coefficients a→ 0 b→ 1, c→ ρ−2, q → hρ−2 and x→ ξ = sn2(z, ρ) in formal series
solutions of Lame´ equation in the algebraic form around x = a for a polynomial of type 1,
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a polynomial of type 2, the first species complete polynomial and an infinite series.
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Appendix. Conversion from 4 out of 192 local solutions of
Heun equation to 4 local solutions of Lame´ equation in
Weierstrass’s form for the first species complete polynomials
A machine-generated list of 192 (isomorphic to the Coxeter group of the Coxeter diagram
D4) local solutions of the Heun equation was obtained by Robert S. Maier(2007) [27].
Lame equation in Weierstrass’s form is a special case of Heuns equation. As we compare
(11.1.2) with (11.3.2), all coefficients in Heuns equation are correspondent to the
following way.
γ, δ, ǫ←→ 1
2
a←→ ρ−2
α←→ 1
2
(α+ 1)
β ←→ −1
2
α
q ←→ −1
4
hρ−2
x←→ ξ = sn2(z, ρ)
(.0.1)
In appendix of Ref.[10], by changing all coefficients and independent variables of nine
examples out of 192 local solutions of Heun function in Table 2 [27] into a formal series
solution and an integral of Heun equation for the first kind by applying 3TRF in
Ref.[7, 8], 9 local solutions of Lame´ equation in Weierstrass’s form by applying 3TRF are
constructed by substituting (.0.1): Formal solutions in series of Lame´ equation and their
combined definite & contour integrals are obtained for an infinite series and a polynomial
of type 1.
In appendix of chapters 9 of Ref.[12], I change all coefficients and independent variables
of the previous nine examples of 192 local solutions of Heun function in Table 2 [27] into
(1) a Frobenius solution, (2) an integral and (3) a generating function of Heun equation
for the first kind by applying R3TRF in chapters 2 and 3 of Ref.[12]. And for an infinite
series and a polynomial of type 2, power series solutions and integrals for 9 local solutions
of Lame´ equation in Weierstrass’s form are constructed analytically by taking (.0.1),
including their generating functions for Lame´ polynomial of type 2.
In this appendix, by changing all coefficients and independent variables of four examples
out of 192 local solutions of Heun function [27] into power series solutions of Heun
equation for the first species complete polynomials using 3TRF and R3TRF in chapter 5
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and 6, I construct 4 local solutions in series of Lame´ equation in Weierstrass’s form for
the first species complete polynomials by applying (.0.1).2
.1 The first species complete polynomials using 3TRF
In chapter 5, the power series expansion of Heun equation of the first kind for the first
species complete polynomial using 3TRF about x = 0 is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = HpF0,0
(
a, q = q00 = 0;α = 0, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 (.1.1)
2. As α = −2N − 1 where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (.1.2)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) = HpF2N+1,m
(
a, q = qm2N+1;α = −2N − 1, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(.1.3)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (.1.4)
2In this appendix, I treat α and h as fixed values to construct polynomials of type 2 for 4 out of 192
local solutions of Heun function [27]. And an independent variable sn2(z, ρ) is denoted by ξ.
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The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = HpF2N+2,m
(
a, q = qm2N+2;α = −2N − 2, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(.1.5)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(
β
2
)
n
(1)n
(γ
2 +
1
2
)
n
(
−1
a
)n
(.1.6)
c¯(1, n; j, q) =
(
1 + a
a
) n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
(
− j2 + 12
)
n
(
β
2 +
1
2
)
n
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
n
(γ
2 + 1
)
n
(
−1
a
)n
(.1.7)
c¯(τ, n; j, q) =
(
1 + a
a
)τ n∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
(
− j2 + τ2
)
n
(
β
2 +
τ
2
)
n
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
n
(γ
2 +
1
2 +
τ
2
)
n
(
−1
a
)n
(.1.8)
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ym0 (j, q;x) =
m∑
i0=0
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
zi0 (.1.9)
ym1 (j, q;x) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
m∑
i1=i0
(
− j2 + 12
)
i1
(
β
2 +
1
2
)
i1
(
3
2
)
i0
(γ
2 + 1
)
i0(
− j2 + 12
)
i0
(
β
2 +
1
2
)
i0
(
3
2
)
i1
(γ
2 + 1
)
i1
zi1
 η (.1.10)
ymτ (j, q;x) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+ q4(1+a)(
i0 +
1
2
) (
i0 +
γ
2
)
(
− j2
)
i0
(
β
2
)
i0
(1)i0
(γ
2 +
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+ q4(1+a)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
γ
2
)
×
(
− j2 + k2
)
ik
(
β
2 +
k
2
)
ik
(
k
2 + 1
)
ik−1
(γ
2 +
1
2 +
k
2
)
ik−1(
− j2 + k2
)
ik−1
(
β
2 +
k
2
)
ik−1
(
k
2 + 1
)
ik
(γ
2 +
1
2 +
k
2
)
ik

×
m∑
iτ=iτ−1
(
− j2 + τ2
)
iτ
(
β
2 +
τ
2
)
iτ
(
τ
2 + 1
)
iτ−1
(γ
2 +
1
2 +
τ
2
)
iτ−1(
− j2 + τ2
)
iτ−1
(
β
2 +
τ
2
)
iτ−1
(
τ
2 + 1
)
iτ
(γ
2 +
1
2 +
τ
2
)
iτ
ziτ
 ητ (.1.11)
where 
τ ≥ 2
Γ
(F )
0 =
1
2(1+a) (β − δ − j + a (γ + δ − 1))
Γ
(F )
k =
1
2(1+a) (β − δ − j + k + a (γ + δ − 1 + k))
.1.1 (1− x)1−δHl(a, q − (δ − 1)γa;α− δ + 1, β − δ + 1, γ, 2− δ; x)
Replace coefficients q, α, β and δ by q − (δ − 1)γa, α− δ + 1, β − δ + 1 and 2− δ into
(.1.1)–(.1.11). Multiply (.1.1), (.1.3) and (.1.5) by (1− x)1−δ. Substitute (.0.1) into the
new (.1.1)–(.1.11) with replacing both new α and β by −j where −j ∈ N0 in order to
make An and Bn terms terminated at specific index summation n: There are two possible
values for a coefficient α in (.1.1) such as α = −2 or 1; two fixed values for α in (.1.2) and
(.1.3) are given by α = −2 (2N + 2) or 2 (2N + 3/2); two fixed constants for α in (.1.4)
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and (.1.5) are described by α = −2 (2N + 3) or 2 (2N + 5/2). Replace α by −2(j + 1) in
the new (.1.6)–(.1.11).
1. As α = −2 or 1 with h = h00 = 1,
The eigenfunction is given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2, 0; 0, 0,
1
2
,
3
2
; ξ
)
= (1− ξ) 12
2. As α = −2 (2N + 2) or 2 (2N + 32) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, h)
The eigenvalue of h is written by hm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
h02N+1 < h
1
2N+1 < · · · < h2N+12N+1. Its eigenfunction is given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2,
ρ−2
4
(
1− hm2N+1
)
;− (2N + 1) ,− (2N + 1) , 1
2
,
3
2
; ξ
)
= (1− ξ) 12
{
N∑
r=0
yN−r2r
(
2N + 1, hm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, hm2N+1; ξ
)}
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2,
ρ−2
4
(
1− hm2N+2
)
;− (2N + 2) ,− (2N + 2) , 1
2
,
3
2
; ξ
)
= (1− ξ) 12
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, hm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, hm2N+2; ξ
)}
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In the above,
c¯(0, n; j, h) =
(
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)
n
(
3
4 +
j
2
)
n
(1)n
(
3
4
)
n
(−ρ2)n
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)
i0
(1)i0
(
3
4
)
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)
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)
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k
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4
)
×
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k
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ik
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4 +
j
2
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ik
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3
4
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k
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)
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2 +
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j
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ik
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4
)
ik
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)
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j
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n
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n
(−ρ2)n
ym0 (j, h; ξ) =
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)
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(
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j
2
)
i0
(1)i0
(
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4
)
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zi0
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(
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0
)
+Q(h)(
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) (
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(
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ymτ (j, h; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+Q(h)(
i0 +
1
2
) (
i0 +
1
4
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0
(1)i0
(
3
4
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik + Γ
(F )
k
)
+Q(h)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
1
4
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
4 +
j
2
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ik
(
k
2 + 1
)
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(
k
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3
4
)
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k
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)
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(
k
2 +
3
4 +
j
2
)
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(
k
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)
ik
(
k
2 +
3
4
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ik

×
m∑
iτ=iτ−1
(
τ
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)
iτ
(
τ
2 +
3
4 +
j
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
τ
2 +
3
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
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3
4 +
j
2
)
iτ−1
(
τ
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)
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(
τ
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3
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)
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 ητ
where 
τ ≥ 2
z = −ρ2ξ2
η =
(
1 + ρ2
)
ξ
Γ
(F )
0 =
1
2(1+ρ2)
Γ
(F )
k =
k
2 +
1
2(1+ρ2)
Q(h) = 1−h16(1+ρ2)
.1.2 x1−γ(1− x)1−δHl(a, q − (γ + δ − 2)a− (γ − 1)(α+ β − γ − δ + 1), α− γ − δ + 2, β − γ − δ + 2, 2− γ, 2− δ;x)
Replace coefficients q, α, β, γ and δ by q − (γ + δ − 2)a− (γ − 1)(α+ β − γ − δ + 1),
α− γ − δ+ 2, β − γ − δ + 2, 2− γ and 2− δ into (.1.1)–(.1.11). Multiply (.1.1), (.1.3) and
(.1.5) by x1−γ(1− x)1−δ . Substitute (.0.1) into the new (.1.1)–(.1.11) with replacing both
new α and β by −j where −j ∈ N0 in order to make An and Bn terms terminated at
specific index summation n: There are two possible values for a coefficient α in (.1.1) such
as α = −3 or 2; two fixed values for α in (.1.2) and (.1.3) are given by α = −2 (2N + 5/2)
or 2 (2N + 2); two fixed constants for α in (.1.4) and (.1.5) are described by
α = −2 (2N + 7/2) or 2 (2N + 3). Replace α by −2(j + 3/2) in the new (.1.6)–(.1.11).
1. As α = −3 or 2 with h = h00 = 4 + ρ2,
The eigenfunction is given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2, 0; 0, 0,
3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
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2. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, h)
The eigenvalue of h is written by hm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
h02N+1 < h
1
2N+1 < · · · < h2N+12N+1. Its eigenfunction is given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2,
1
4
(
1− (hm2N+1 − 4)ρ−2
)
;− (2N + 1) ,− (2N + 1) , 3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
{
N∑
r=0
yN−r2r
(
2N + 1, hm2N+1; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, hm2N+1; ξ
)}
3. As α = −2 (2N + 72) or 2 (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2,
1
4
(
1− (hm2N+2 − 4)ρ−2
)
;− (2N + 2) ,− (2N + 2) , 3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, hm2N+2; ξ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, hm2N+2; ξ
)}
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In the above,
c¯(0, n; j, h) =
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n
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ymτ (j, h; ξ) =

m∑
i0=0
i0
(
i0 + Γ
(F )
0
)
+Q(h)(
i0 +
1
2
) (
i0 +
3
4
)
(
− j2
)
i0
(
5
4 +
j
2
)
i0
(1)i0
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5
4
)
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ik +
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k
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+Q(h)(
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
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where 
τ ≥ 2
z = −ρ2ξ2
η =
(
1 + ρ2
)
ξ
Γ
(F )
0 =
(2+ρ2)
2(1+ρ2)
Γ
(F )
k =
k
2 +
(2+ρ2)
2(1+ρ2)
Q(h) = 4+ρ
2−h
16(1+ρ2)
.1.3 Hl(1− a,−q + αβ;α, β, δ, γ; 1− x)
Replace coefficients a, q, γ, δ and x by 1− a, −q + αβ, δ, γ and 1− x into (.1.1)–(.1.11).
Substitute (.0.1) into the new (.1.1)–(.1.11) with replacing the new α, β and q by −j, −j
and 1/4hρ−2− j(j+1/2) where −j ∈ N0 in order to make An and Bn terms terminated at
specific index summation n: There are two possible values for a coefficient α in (.1.1) such
as α = −1 or 0; two fixed values for α in (.1.2) and (.1.3) are given by α = −2 (2N + 3/2)
or 2 (2N + 1); two fixed constants for α in (.1.4) and (.1.5) are described by
α = −2 (2N + 5/2) or 2 (2N + 2). Replace α by −2(j + 1/2) in the new (.1.6)–(.1.11).
1. As α = −1 or 0 with h = h00 = 0,
The eigenfunction is given by
y(σ) = Hl
(
1− ρ−2, 0; 0, 0, 1
2
,
1
2
;σ
)
= 1
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2. As α = −2 (2N + 32) or 2 (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, h)
The eigenvalue of h is written by hm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
h02N+1 < h
1
2N+1 < · · · < h2N+12N+1. Its eigenfunction is given by
y(σ) = Hl
(
1− ρ−2, ρ
−2
4
hm2N+1 − (2N + 1)
(
2N +
3
2
)
;− (2N + 1) ,− (2N + 1) , 1
2
,
1
2
;σ
)
=
N∑
r=0
yN−r2r
(
2N + 1, hm2N+1;σ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, hm2N+1;σ
)
3. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
y(σ) = Hl
(
1− ρ−2, ρ
−2
4
hm2N+2 − (2N + 2)
(
2N +
5
2
)
;− (2N + 2) ,− (2N + 2) , 1
2
,
1
2
;σ
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, hm2N+2;σ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, hm2N+2;σ
)
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In the above,
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ymτ (j, h;σ) =
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(
τ
2 +
1
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
τ
2 +
3
4
)
iτ
ziτ
 ητ
where 
τ ≥ 2
σ = 1− ξ
z = −1
1−ρ−2
σ2
η = 2−ρ
−2
1−ρ−2σ
Q(j, h) =
hρ−2−4j(j+ 12)
16(2−ρ−2)
.1.4 (1− x)1−δHl(1− a,−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1);α− δ + 1, β − δ + 1, 2− δ, γ; 1− x)
Replace coefficients a, q, α, β, γ, δ and x by 1− a, −q+(δ− 1)γa+(α− δ+1)(β − δ+1),
α− δ + 1, β − δ + 1, 2− δ, γ and 1− x into (.1.1)–(.1.11). Multiply (.1.1), (.1.3) and
(.1.5) by (1− x)1−δ. Substitute (.0.1) into the new (.1.1)–(.1.11) with replacing the new
α, β and q by −j, −j and 1/4(h− 1)ρ−2 − j(j +3/2) where −j ∈ N0 in order to make An
and Bn terms terminated at specific index summation n: There are two possible values
for a coefficient α in (.1.1) such as α = −2 or 1; two fixed values for α in (.1.2) and (.1.3)
are given by α = −2 (2N + 2) or 2 (2N + 3/2); two fixed constants for α in (.1.4) and
(.1.5) are described by α = −2 (2N + 3) or 2 (2N + 5/2). Replace α by −2(j + 1) in the
new (.1.6)–(.1.11).
1. As α = −2 or 1 with h = h00 = 1,
The eigenfunction is given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, 0; 0, 0, 3
2
,
1
2
;σ
)
= σ
1
2
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2. As α = −2 (2N + 2) or 2 (2N + 32) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, h)
The eigenvalue of h is written by hm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
h02N+1 < h
1
2N+1 < · · · < h2N+12N+1. Its eigenfunction is given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, ρ
−2
4
(
hm2N+1 − 1
) − (2N + 1)(2N + 5
2
)
;− (2N + 1)
,− (2N + 1) , 3
2
,
1
2
;σ
)
= σ
1
2
{
N∑
r=0
yN−r2r
(
2N + 1, hm2N+1;σ
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, hm2N+1;σ
)}
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, ρ
−2
4
(
hm2N+2 − 1
)− (2N + 2)(2N + 7
2
)
;− (2N + 2)
,− (2N + 2) , 3
2
,
1
2
;σ
)
= σ
1
2
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, hm2N+2;σ
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, hm2N+2;σ
)}
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In the above,
c¯(0, n; j, h) =
(
− j2
)
n
(
3
4 +
j
2
)
n
(1)n
(
5
4
)
n
( −1
1− ρ−2
)n
c¯(1, n; j, h) =
(
2− ρ−2
1− ρ−2
) n∑
i0=0
i0
(
i0 +
1
2
)
+Q(j, h)(
i0 +
1
2
) (
i0 +
3
4
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0
(1)i0
(
5
4
)
i0
×
(
1
2 − j2
)
n
(
5
4 +
j
2
)
n
(
3
2
)
i0
(
7
4
)
i0(
1
2 − j2
)
i0
(
5
4 +
j
2
)
i0
(
3
2
)
n
(
7
4
)
n
( −1
1− ρ−2
)n
c¯(τ, n; j, h) =
(
2− ρ−2
1− ρ−2
)τ n∑
i0=0
i0
(
i0 +
1
2
)
+Q(j, h)(
i0 +
1
2
) (
i0 +
3
4
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0
(1)i0
(
5
4
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik +
k
2 +
1
2
)
+Q(j, h)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
3
4
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
4 +
j
2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
5
4
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
4 +
j
2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
5
4
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 +
3
4 +
j
2
)
n
(
τ
2 + 1
)
iτ−1
(
τ
2 +
5
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
n
(
τ
2 +
5
4
)
n
( −1
1− ρ−2
)n
ym0 (j, h;σ) =
m∑
i0=0
(
− j2
)
i0
(
3
4 +
j
2
)
i0
(1)i0
(
5
4
)
i0
zi0
ym1 (j, h;σ) =

m∑
i0=0
i0
(
i0 +
1
2
)
+Q(j, h)(
i0 +
1
2
) (
i0 +
3
4
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0
(1)i0
(
5
4
)
i0
×
m∑
i1=i0
(
1
2 − j2
)
i1
(
5
4 +
j
2
)
i1
(
3
2
)
i0
(
7
4
)
i0(
1
2 − j2
)
i0
(
5
4 +
j
2
)
i0
(
3
2
)
i1
(
7
4
)
i1
zi1
 η
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ymτ (j, h;σ) =

m∑
i0=0
i0
(
i0 +
1
2
)
+Q(j, h)(
i0 +
1
2
) (
i0 +
3
4
)
(
− j2
)
i0
(
3
4 +
j
2
)
i0
(1)i0
(
5
4
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik +
k
2 +
1
2
)
+Q(j, h)(
ik +
k
2 +
1
2
) (
ik +
k
2 +
3
4
)
×
(
k
2 − j2
)
ik
(
k
2 +
3
4 +
j
2
)
ik
(
k
2 + 1
)
ik−1
(
k
2 +
5
4
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 +
3
4 +
j
2
)
ik−1
(
k
2 + 1
)
ik
(
k
2 +
5
4
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 +
3
4 +
j
2
)
iτ
(
τ
2 + 1
)
iτ−1
(
τ
2 +
5
4
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 +
3
4 +
j
2
)
iτ−1
(
τ
2 + 1
)
iτ
(
τ
2 +
5
4
)
iτ
ziτ
 ητ
where 
τ ≥ 2
σ = 1− ξ
z = −11−ρ−2σ
2
η = 2−ρ
−2
1−ρ−2
σ
Q(j, h) =
(h−1)ρ−2−4j(j+ 32)
16(2−ρ−2)
.2 The first species complete polynomials using R3TRF
In chapter 6, the power series expansion of Heun equation of the first kind for the first
species complete polynomial using R3TRF about x = 0 is given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = HpF
R
0,0
(
a, q = q00 = 0;α = 0, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 (.2.1)
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = aβγ +
1∏
l=0
(
q + l(β − δ − 1 + l + a(γ + δ − 1 + l))
)
(.2.2)
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The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1 . Its eigenfunction is
given by
y(x) = HpF
R
1,m
(
a, q = qm1 ;α = −1, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 1 +
qm1
(1 + a)γ
η (.2.3)
3. As α = −2N − 2 where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (.2.4)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = HpF
R
2N+2,m
(
a, q = qm2N+2;α = −2N − 2, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(.2.5)
4. As α = −2N − 3 where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (.2.6)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = HpF
R
2N+3,m
(
a, q = qm2N+3;α = −2N − 3, β, γ, δ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(.2.7)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (j, q)
)
n
(
∆+0 (j, q)
)
n
(1)n (γ)n
(
1 + a
a
)n
(.2.8)
c¯(1, n; j, q) =
(
−1
a
) n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
(
∆−1 (j, q)
)
n
(
∆+1 (j, q)
)
n
(3)i0 (2 + γ)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3)n (2 + γ)n
(
1 + a
a
)n
(.2.9)
c¯(τ, n; j, q) =
(
−1
a
)τ n∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
(∆−τ (j, q))n (∆
+
τ (j, q))n (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1)n (2τ + γ)n
(
1 + a
a
)n
(.2.10)
ym0 (j, q;x) =
m∑
i0=0
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
ηi0 (.2.11)
ym1 (j, q;x) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
m∑
i1=i0
(
∆−1 (j, q)
)
i1
(
∆+1 (j, q)
)
i1
(3)i0 (2 + γ)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3)i1 (2 + γ)i1
ηi1
}
z (.2.12)
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ymτ (j, q;x) =
{
m∑
i0=0
(i0 − j) (i0 + β)
(i0 + 2) (i0 + 1 + γ)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0 (γ)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j) (ik + 2k + β)
(ik + 2k + 2) (ik + 2k + 1 + γ)
×
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1)ik−1 (2k + γ)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1)ik (2k + γ)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q))iτ (∆
+
τ (j, q))iτ (2τ + 1)iτ−1 (2τ + γ)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1)iτ (2τ + γ)iτ
ηiτ
 zτ (.2.13)
where 
τ ≥ 2
∆±k (j, q) =
ϕ+4(1+a)k±
√
ϕ2−4(1+a)q
2(1+a)
ϕ = β − δ − j + a(γ + δ − 1)
.2.1 (1− x)1−δHl(a, q − (δ − 1)γa;α− δ + 1, β − δ + 1, γ, 2− δ; x)
Replace coefficients q, α, β and δ by q − (δ − 1)γa, α− δ + 1, β − δ + 1 and 2− δ into
(.2.1)–(.2.13). Multiply (.2.1), (.2.3), (.2.5) and (.2.7) by (1− x)1−δ. Substitute (.0.1) into
the new (.2.1)–(.2.13) with replacing both new α and β by −j where −j ∈ N0 in order to
make An and Bn terms terminated at specific index summation n: There are two possible
values for a coefficient α in (.2.1) such as α = −2 or 1; the two fixed values for α in (.2.2)
and (.2.3) are give by α = −4 or 3; two fixed constants for α in (.2.4) and (.2.5) are given
by α = −2 (2N + 3) or 2 (2N + 5/2); two fixed values for α in (.2.6) and (.2.7) are
described by α = −2 (2N + 4) or 2 (2N + 7/2). Replace α by −2(j + 1) in the new
(.2.8)–(.2.13).
1. As α = −2 or 1 with h = h00 = 1,
The eigenfunction is given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2, 0; 0, 0,
1
2
,
3
2
; ξ
)
= (1− ξ) 12
2. As α = −4 or 3,
An algebraic equation of degree 2 for the determination of h is given by
0 =
5
4
ρ−2 +
1∏
l=0
(
ρ−2
4
(1− h) + l (l + (l + 1)ρ−2))
476
The eigenvalue of h is written by hm1 where m = 0, 1; h
0
1 < h
1
1. Its eigenfunction is
given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2,
ρ−2
4
(1− hm1 );−1,−1,
1
2
,
3
2
; ξ
)
= (1− ξ) 12
{
1 +
1− hm1
2(1 + ρ2)
η
}
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2,
ρ−2
4
(1− hm2N+2);− (2N + 2) ,− (2N + 2) ,
1
2
,
3
2
; ξ
)
= (1− ξ) 12
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, hm2N+2; ξ
)
4. As α = −2 (2N + 4) or 2 (2N + 72) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of h is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, h)
The eigenvalue of h is written by hm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
h02N+3 < h
1
2N+3 < · · · < h2N+32N+3. Its eigenfunction is given by
(1− ξ) 12 y(ξ) = (1− ξ) 12Hl
(
ρ−2,
ρ−2
4
(1− hm2N+3);− (2N + 3) ,− (2N + 3) ,
1
2
,
3
2
; ξ
)
= (1− ξ) 12
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, hm2N+3; ξ
)
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In the above,
c¯(0, n; j, h) =
(
∆−0 (h)
)
n
(
∆+0 (h)
)
n
(1)n
(
1
2
)
n
(
1 + ρ2
)n
c¯(1, n; j, h) =
(−ρ2) n∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
1
2
)
i0
×
(
∆−1 (h)
)
n
(
∆+1 (h)
)
n
(3)i0
(
5
2
)
i0(
∆−1 (h)
)
i0
(
∆+1 (h)
)
i0
(3)n
(
5
2
)
n
(
1 + ρ2
)n
c¯(τ, n; j, h) =
(−ρ2)τ n∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
3
2
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(
∆−k (h)
)
ik
(
∆+k (h)
)
ik
(2k + 1)ik−1
(
2k + 12
)
ik−1(
∆−k (h)
)
ik−1
(
∆+k (h)
)
ik−1
(2k + 1)ik
(
2k + 12
)
ik
)
×
(∆−τ (h))n (∆
+
τ (h))n (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1(
∆−τ (h)
)
iτ−1
(
∆+τ (h)
)
iτ−1
(2τ + 1)n
(
2τ + 12
)
n
(
1 + ρ2
)n
ym0 (j, h; ξ) =
m∑
i0=0
(
∆−0 (h)
)
i0
(
∆+0 (h)
)
i0
(1)i0
(
1
2
)
i0
ηi0
ym1 (j, h; ξ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
1
2
)
i0
×
m∑
i1=i0
(
∆−1 (h)
)
i1
(
∆+1 (h)
)
i1
(3)i0
(
5
2
)
i0(
∆−1 (h)
)
i0
(
∆+1 (h)
)
i0
(3)i1
(
5
2
)
i1
ηi1
}
z
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ymτ (j, h; ξ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
3
2
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(
∆−k (h)
)
ik
(
∆+k (h)
)
ik
(2k + 1)ik−1
(
2k + 12
)
ik−1(
∆−k (h)
)
ik−1
(
∆+k (h)
)
ik−1
(2k + 1)ik
(
2k + 12
)
ik
)
×
m∑
iτ=iτ−1
(∆−τ (h))iτ (∆
+
τ (h))iτ (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1(
∆−τ (h)
)
iτ−1
(
∆+τ (h)
)
iτ−1
(2τ + 1)iτ
(
2τ + 12
)
iτ
ηiτ
 zτ
where 
τ ≥ 2
∆±k (h) = 2k +
1±
√
(1+ρ2)h−ρ2
2(1+ρ2)
z = −ρ2ξ2
η = (1 + ρ2)ξ
.2.2 x1−γ(1− x)1−δHl(a, q − (γ + δ − 2)a− (γ − 1)(α+ β − γ − δ + 1), α− γ − δ + 2, β − γ − δ + 2, 2− γ, 2− δ;x)
Replace coefficients q, α, β, γ and δ by q − (γ + δ − 2)a− (γ − 1)(α+ β − γ − δ + 1),
α− γ − δ + 2, β − γ − δ + 2, 2− γ and 2− δ into (.2.1)–(.2.13). Multiply (.2.1), (.2.3),
(.2.5) and (.2.7) by x1−γ(1− x)1−δ . Substitute (.0.1) into the new (.2.1)–(.2.13) with
replacing both new α and β by −j where −j ∈ N0 in order to make An and Bn terms
terminated at specific index summation n: There are two possible values for a coefficient
α in (.2.1) such as α = −3 or 2; the two fixed values for α in (.2.2) and (.2.3) are give by
α = −5 or 4; two fixed constants for α in (.2.4) and (.2.5) are given by
α = −2 (2N + 7/2) or 2 (2N + 3); two fixed values for α in (.2.6) and (.2.7) are described
by α = −2 (2N + 9/2) or 2 (2N + 4). Replace α by −2(j + 3/2) in the new (.2.8)–(.2.13).
1. As α = −3 or 2 with h = h00 = 4 + ρ2,
The eigenfunction is given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2, 0; 0, 0,
3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
2. As α = −5 or 4,
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An algebraic equation of degree 2 for the determination of h is given by
0 =
21
4
ρ−2 +
1∏
l=0
(
1
4
(
(4− h)ρ−2 + 1)+ l (l + 1 + (l + 2)ρ−2))
The eigenvalue of h is written by hm1 where m = 0, 1; h
0
1 < h
1
1. Its eigenfunction is
given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2,
1
4
(
(4− hm1 )ρ−2 + 1
)
;−1,−1, 3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
{
1 +
4− hm1 + ρ2
6(1 + ρ2)
η
}
3. As α = −2 (2N + 72) or 2 (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2,
1
4
(
(4− hm2N+2)ρ−2 + 1
)
;− (2N + 2) ,− (2N + 2) , 3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, hm2N+2; ξ
)
4. As α = −2 (2N + 92) or 2 (2N + 4) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of h is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, h)
The eigenvalue of h is written by hm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
h02N+3 < h
1
2N+3 < · · · < h2N+32N+3. Its eigenfunction is given by
ξ
1
2 (1− ξ) 12 y(ξ) = ξ 12 (1− ξ) 12Hl
(
ρ−2,
1
4
(
(4− hm2N+3)ρ−2 + 1
)
;− (2N + 3) ,− (2N + 3) , 3
2
,
3
2
; ξ
)
= ξ
1
2 (1− ξ) 12
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, hm2N+3; ξ
)
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In the above,
c¯(0, n; j, h) =
(
∆−0 (h)
)
n
(
∆+0 (h)
)
n
(1)n
(
3
2
)
n
(
1 + ρ2
)n
c¯(1, n; j, h) =
(−ρ2) n∑
i0=0
(i0 − j)
(
i0 + j +
5
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
3
2
)
i0
×
(
∆−1 (h)
)
n
(
∆+1 (h)
)
n
(3)i0
(
7
2
)
i0(
∆−1 (h)
)
i0
(
∆+1 (h)
)
i0
(3)n
(
7
2
)
n
(
1 + ρ2
)n
c¯(τ, n; j, h) =
(−ρ2)τ n∑
i0=0
(i0 − j)
(
i0 + j +
5
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
3
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
5
2
)
(ik + 2k + 2)
(
ik + 2k +
5
2
)
×
(
∆−k (h)
)
ik
(
∆+k (h)
)
ik
(2k + 1)ik−1
(
2k + 32
)
ik−1(
∆−k (h)
)
ik−1
(
∆+k (h)
)
ik−1
(2k + 1)ik
(
2k + 32
)
ik
)
×
(∆−τ (h))n (∆
+
τ (h))n (2τ + 1)iτ−1
(
2τ + 32
)
iτ−1(
∆−τ (h)
)
iτ−1
(
∆+τ (h)
)
iτ−1
(2τ + 1)n
(
2τ + 32
)
n
(
1 + ρ2
)n
ym0 (j, h; ξ) =
m∑
i0=0
(
∆−0 (h)
)
i0
(
∆+0 (h)
)
i0
(1)i0
(
3
2
)
i0
ηi0
ym1 (j, h; ξ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
5
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
3
2
)
i0
×
m∑
i1=i0
(
∆−1 (h)
)
i1
(
∆+1 (h)
)
i1
(3)i0
(
7
2
)
i0(
∆−1 (h)
)
i0
(
∆+1 (h)
)
i0
(3)i1
(
7
2
)
i1
ηi1
}
z
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ymτ (j, h; ξ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
5
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (h))i0 (∆+0 (h))i0
(1)i0
(
3
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
5
2
)
(ik + 2k + 2)
(
ik + 2k +
5
2
)
×
(
∆−k (h)
)
ik
(
∆+k (h)
)
ik
(2k + 1)ik−1
(
2k + 32
)
ik−1(
∆−k (h)
)
ik−1
(
∆+k (h)
)
ik−1
(2k + 1)ik
(
2k + 32
)
ik
)
×
m∑
iτ=iτ−1
(∆−τ (h))iτ (∆
+
τ (h))iτ (2τ + 1)iτ−1
(
2τ + 32
)
iτ−1(
∆−τ (h)
)
iτ−1
(
∆+τ (h)
)
iτ−1
(2τ + 1)iτ
(
2τ + 32
)
iτ
ηiτ
 zτ
where 
τ ≥ 2
∆±k (h) = 2k +
2+ρ2±
√
(1+ρ2)h−ρ2
2(1+ρ2)
z = −ρ2ξ2
η = (1 + ρ2)ξ
.2.3 Hl(1− a,−q + αβ;α, β, δ, γ; 1− x)
Replace coefficients a, q, γ, δ and x by 1− a, −q + αβ, δ, γ and 1− x into (.2.1)–(.2.13).
Substitute (.0.1) into the new (.2.1)–(.2.13) with replacing the new α, β and q by −j, −j
and 1/4hρ−2 − j(j + 1/2) where −j ∈ N0 in order to make An and Bn terms terminated
at specific index summation n: There are two possible values for a coefficient α in (.2.1)
such as α = −1 or 0; the two fixed values for α in (.2.2) and (.2.3) are give by α = −3 or
2; two fixed constants for α in (.2.4) and (.2.5) are given by α = −2 (2N + 5/2) or
2 (2N + 2); two fixed values for α in (.2.6) and (.2.7) are described by α = −2 (2N + 7/2)
or 2 (2N + 3). Replace α by −2(j + 1/2) in the new (.2.8)–(.2.13).
1. As α = −1 or 0 with h = h00 = 0,
The eigenfunction is given by
y(σ) = Hl
(
1− ρ−2, 0; 0, 0, 1
2
,
1
2
;σ
)
= 1
2. As α = −3 or 2,
An algebraic equation of degree 2 for the determination of h is given by
0 =
3
4
(
1− ρ−2)+ 1∏
l=0
(
ρ−2
4
h− 3
2
+ l2
(
2− ρ−2))
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The eigenvalue of h is written by hm1 where m = 0, 1; h
0
1 < h
1
1. Its eigenfunction is
given by
y(σ) = Hl
(
1− ρ−2, ρ
−2
4
hm1 −
3
2
;−1,−1, 1
2
,
1
2
;σ
)
= 1 +
hm1 ρ
−2 − 6
2(2 − ρ−2)η
3. As α = −2 (2N + 52) or 2 (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
y(σ) = Hl
(
1− ρ−2, ρ
−2
4
hm2N+2 − (2N + 2)
(
2N +
5
2
)
;− (2N + 2) ,− (2N + 2) , 1
2
,
1
2
;σ
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, hm2N+2;σ
)
4. As α = −2 (2N + 72) or 2 (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of h is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, h)
The eigenvalue of h is written by hm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
h02N+3 < h
1
2N+3 < · · · < h2N+32N+3. Its eigenfunction is given by
y(σ) = Hl
(
1− ρ−2, ρ
−2
4
hm2N+3 − (2N + 3)
(
2N +
7
2
)
;− (2N + 3) ,− (2N + 3) , 1
2
,
1
2
;σ
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, hm2N+3;σ
)
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In the above,
c¯(0, n; j, h) =
(
∆−0 (j, h)
)
n
(
∆+0 (j, h)
)
n
(1)n
(
1
2
)
n
(
2− ρ−2
1− ρ−2
)n
c¯(1, n; j, h) =
( −1
1− ρ−2
) n∑
i0=0
(i0 − j)
(
i0 + j +
1
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
1
2
)
i0
×
(
∆−1 (j, h)
)
n
(
∆+1 (j, h)
)
n
(3)i0
(
5
2
)
i0(
∆−1 (j, h)
)
i0
(
∆+1 (j, h)
)
i0
(3)n
(
5
2
)
n
(
2− ρ−2
1− ρ−2
)n
c¯(τ, n; j, h) =
( −1
1− ρ−2
)τ n∑
i0=0
(i0 − j)
(
i0 + j +
1
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
1
2
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(
∆−k (j, h)
)
ik
(
∆+k (j, h)
)
ik
(2k + 1)ik−1
(
2k + 12
)
ik−1(
∆−k (j, h)
)
ik−1
(
∆+k (j, h)
)
ik−1
(2k + 1)ik
(
2k + 12
)
ik
)
×
(∆−τ (j, h))n (∆
+
τ (j, h))n (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1(
∆−τ (j, h)
)
iτ−1
(
∆+τ (j, h)
)
iτ−1
(2τ + 1)n
(
2τ + 12
)
n
(
2− ρ−2
1− ρ−2
)n
ym0 (j, h;σ) =
m∑
i0=0
(
∆−0 (j, h)
)
i0
(
∆+0 (j, h)
)
i0
(1)i0
(
1
2
)
i0
ηi0
ym1 (j, h;σ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
1
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
1
2
)
i0
×
m∑
i1=i0
(
∆−1 (j, h)
)
i1
(
∆+1 (j, h)
)
i1
(3)i0
(
5
2
)
i0(
∆−1 (j, h)
)
i0
(
∆+1 (j, h)
)
i0
(3)i1
(
5
2
)
i1
ηi1
}
z
484
ymτ (j, h;σ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
1
2
)
(i0 + 2)
(
i0 +
3
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
1
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
1
2
)
(ik + 2k + 2)
(
ik + 2k +
3
2
)
×
(
∆−k (j, h)
)
ik
(
∆+k (j, h)
)
ik
(2k + 1)ik−1
(
2k + 12
)
ik−1(
∆−k (j, h)
)
ik−1
(
∆+k (j, h)
)
ik−1
(2k + 1)ik
(
2k + 12
)
ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, h))iτ (∆
+
τ (j, h))iτ (2τ + 1)iτ−1
(
2τ + 12
)
iτ−1(
∆−τ (j, h)
)
iτ−1
(
∆+τ (j, h)
)
iτ−1
(2τ + 1)iτ
(
2τ + 12
)
iτ
ηiτ
 zτ
where 
τ ≥ 2
∆±k (j, h) = 2k ±
√
j(j+ 12)−
1
4
hρ−2
2−ρ−2
σ = 1− ξ
z = −1
1−ρ−2
σ2
η = 2−ρ
−2
1−ρ−2
σ
.2.4 (1− x)1−δHl(1− a,−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1);α− δ + 1, β − δ + 1, 2− δ, γ; 1− x)
Replace coefficients a, q, α, β, γ, δ and x by 1− a,
−q + (δ − 1)γa+ (α− δ + 1)(β − δ + 1), α− δ + 1, β − δ + 1, 2− δ, γ and 1− x into
(.2.1)–(.2.13). Multiply (.2.1), (.2.3), (.2.5) and (.2.7) by (1− x)1−δ. Substitute (.0.1) into
the new (.2.1)–(.2.13) with replacing the new α, β and q by −j, −j and
1/4(h − 1)ρ−2 − j(j + 3/2) by −j where −j ∈ N0 in order to make An and Bn terms
terminated at specific index summation n: There are two possible values for a coefficient
α in (.2.1) such as α = −2 or 1; the two fixed values for α in (.2.2) and (.2.3) are give by
α = −4 or 3; two fixed constants for α in (.2.4) and (.2.5) are given by α = −2 (2N + 3)
or 2 (2N + 5/2); two fixed values for α in (.2.6) and (.2.7) are described by
α = −2 (2N + 4) or 2 (2N + 7/2). Replace α by −2(j + 1) in the new (.2.8)–(.2.13).
1. As α = −2 or 1 with h = h00 = 1,
The eigenfunction is given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, 0; 0, 0, 3
2
,
1
2
;σ
)
= σ
1
2
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2. As α = −4 or 3,
An algebraic equation of degree 2 for the determination of h is given by
0 =
15
4
(
1− ρ−2)+ 1∏
l=0
(
ρ−2
4
(h− 1)− 5
2
+ l(l + 1)
(
2− ρ−2))
The eigenvalue of h is written by hm1 where m = 0, 1; h
0
1 < h
1
1. Its eigenfunction is
given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, ρ
−2
4
(hm1 − 1);−1,−1,
3
2
,
1
2
;σ
)
= σ
1
2
{
1 +
(hm1 − 1)ρ−2 − 10
6(2 − ρ−2) η
}
3. As α = −2 (2N + 3) or 2 (2N + 52) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of h is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, h)
The eigenvalue of h is written by hm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
h02N+2 < h
1
2N+2 < · · · < h2N+22N+2. Its eigenfunction is given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, ρ
−2
4
(
hm2N+2 − 1
)− (2N + 2)(2N + 7
2
)
;− (2N + 2) ,− (2N + 2) , 3
2
,
1
2
;σ
)
= σ
1
2
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, hm2N+2;σ
)
4. As α = −2 (2N + 4) or 2 (2N + 72) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of h is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, h)
The eigenvalue of h is written by hm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
h02N+3 < h
1
2N+3 < · · · < h2N+32N+3. Its eigenfunction is given by
σ
1
2 y(σ) = σ
1
2Hl
(
1− ρ−2, ρ
−2
4
(
hm2N+3 − 1
)− (2N + 3)(2N + 9
2
)
;− (2N + 3) ,− (2N + 3) , 3
2
,
1
2
;σ
)
= σ
1
2
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, hm2N+3;σ
)
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In the above,
c¯(0, n; j, h) =
(
∆−0 (j, h)
)
n
(
∆+0 (j, h)
)
n
(1)n
(
3
2
)
n
(
2− ρ−2
1− ρ−2
)n
c¯(1, n; j, h) =
( −1
1− ρ−2
) n∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
3
2
)
i0
×
(
∆−1 (j, h)
)
n
(
∆+1 (j, h)
)
n
(3)i0
(
7
2
)
i0(
∆−1 (j, h)
)
i0
(
∆+1 (j, h)
)
i0
(3)n
(
7
2
)
n
(
2− ρ−2
1− ρ−2
)n
c¯(τ, n; j, h) =
( −1
1− ρ−2
)τ n∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
3
2
)
i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
3
2
)
(ik + 2k + 2)
(
ik + 2k +
5
2
)
×
(
∆−k (j, h)
)
ik
(
∆+k (j, h)
)
ik
(2k + 1)ik−1
(
2k + 32
)
ik−1(
∆−k (j, h)
)
ik−1
(
∆+k (j, h)
)
ik−1
(2k + 1)ik
(
2k + 32
)
ik
)
×
(∆−τ (j, h))n (∆
+
τ (j, h))n (2τ + 1)iτ−1
(
2τ + 32
)
iτ−1(
∆−τ (j, h)
)
iτ−1
(
∆+τ (j, h)
)
iτ−1
(2τ + 1)n
(
2τ + 32
)
n
(
2− ρ−2
1− ρ−2
)n
ym0 (j, h;σ) =
m∑
i0=0
(
∆−0 (j, h)
)
i0
(
∆+0 (j, h)
)
i0
(1)i0
(
3
2
)
i0
ηi0
ym1 (j, h;σ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
3
2
)
i0
×
m∑
i1=i0
(
∆−1 (j, h)
)
i1
(
∆+1 (j, h)
)
i1
(3)i0
(
7
2
)
i0(
∆−1 (j, h)
)
i0
(
∆+1 (j, h)
)
i0
(3)i1
(
7
2
)
i1
ηi1
}
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ymτ (j, h;σ) =
{
m∑
i0=0
(i0 − j)
(
i0 + j +
3
2
)
(i0 + 2)
(
i0 +
5
2
) (∆−0 (j, h))i0 (∆+0 (j, h))i0
(1)i0
(
3
2
)
i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(
ik + 2k + j +
3
2
)
(ik + 2k + 2)
(
ik + 2k +
5
2
)
×
(
∆−k (j, h)
)
ik
(
∆+k (j, h)
)
ik
(2k + 1)ik−1
(
2k + 32
)
ik−1(
∆−k (j, h)
)
ik−1
(
∆+k (j, h)
)
ik−1
(2k + 1)ik
(
2k + 32
)
ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, h))iτ (∆
+
τ (j, h))iτ (2τ + 1)iτ−1
(
2τ + 32
)
iτ−1(
∆−τ (j, h)
)
iτ−1
(
∆+τ (j, h)
)
iτ−1
(2τ + 1)iτ
(
2τ + 32
)
iτ
ηiτ
 zτ
where 
τ ≥ 2
∆±k (j, h) = 2k +
1
2
{
1±
√
1− (h−1)ρ−2−4j(j+
3
2)
2−ρ−2
}
σ = 1− ξ
z = −1
1−ρ−2
σ2
η = 2−ρ
−2
1−ρ−2
σ
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Chapter 12
Double Confluent Heun functions
using reversible three term
recurrence formula
Double Confluent Heun (DCH) equation is one of 4 confluent forms of Heun’s differential
equation [13, 21]; this has irregular singularities at the origin and infinity, each of rank 1.
Power series solutions of the DCH equation (DCHE) provide a 3-term recurrence relation
between successive coefficients.
In this chapter I apply reversible three term recurrence formula (R3TRF) in chapter 1 of
Ref.[6] to power series expansions of the DCHE with two irregular singularities for a
polynomial of type 2. Their combined definite and contour integrals are derived
analytically including generating functions for DCH polynomials of type 2.
12.1 Introduction
Heun’s equation is a second-order linear ordinary differential equation of the form [13, 21]
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (12.1.1)
with the condition ǫ = α+ β − γ − δ+1. The parameters play different roles: a 6= 0 is the
singularity parameter, α, β, γ, δ, ǫ are exponent parameters, q is the accessory
parameter. Also, α and β are identical to each other. The total number of free
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parameters is six. It has four regular singular points which are 0, 1, a and ∞ with
exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ} and {α, β}.
The DCH equation (DCHE), one of confluent forms of Heun equation, is applicable to
areas such as Dirac equations in the Nutkus helicoid spacetime [3, 4] and the rotating
Bertotti-Robinson spacetime [1], the Schro¨dinger equation for inverse fourth and
sixth-power potentials [11, 12, 16], Klein-Gordon equation in curved spacetimes
[2, 5, 7, 20], scattering theory in non-relativistic quantum mechanics, Teukolskys
equations in general relativity, etc.
In general, as far as I know, there are three types of the DCHE such as (1)
non-symmetrical canonical form of the DCHE, (2) canonical form of the general DCHE
and (3) generalized spheroidal equation in the Leaver version as a regular singular point
x0 → 0.
12.1.1 Non-symmetrical canonical form of the DCHE
Heun equation has the four kinds of confluent forms: (1) Confluent Heun (two regular
and one irregular singularities), (2) Double Confluent Heun (two irregular singularities),
(3) Biconfluent Heun (one regular and one irregular singularities), (4) Triconfluent Heun
equations (one irregular singularity). We can derive these four confluent forms from Heun
equation by combining two or more regular singularities to take form an irregular
singularity. Its process, converting Heun equation to other confluent forms, is similar to
deriving of confluent hypergeometric equation from the hypergeometric equation.
For confluent Heun equation (CHE), divide (12.1.1) by a. Let a→∞, and simultaneously
saying β, ǫ, q →∞ in such a way that β/a, ǫ/a→ −β and q/a→ −q in the new (12.1.1).
d2y
dx2
+
(
β +
γ
x
+
δ
x− 1
)
dy
dx
+
αβx− q
x(x− 1)y = 0 (12.1.2)
(12.1.2) is defined as the non-symmetrical canonical form of the CHE [8, 9, 21]. It has
three singular points: two regular singular points which are 0 and 1 with exponents
{0, 1− γ} and {0, 1− δ}, and one irregular singular point which is ∞ with an exponent α.
We are able to derive the DCHE by changing coefficients and combining two regular
singularities. Let us allow x→ x/ǫ, β → βǫ, γ → γ − δ/ǫ and δ → δ/ǫ in (12.1.2).
Assuming ǫ→ 0 in the new (12.1.2)
d2y
dx2
+
(
β +
γ
x
+
δ
x2
)
dy
dx
+
αβx− q
x2
y = 0 (12.1.3)
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(12.1.3) is the non-symmetrical canonical form of the DCHE which has irregular
singularities at x = 0 and ∞, each of rank 1. Its solution is denoted as Hd(α, β, γ, δ, q;x).
For DLFM version [18] or in Ref.[22], replace β by 1 in (12.1.3). The reason, why the
parameter β is included in (12.1.3) instead of the unity, is that we can obtain an equation
of the Whittaker-Ince limit of the DCHE by putting β → 0, α→∞, such that αβ → α in
(12.1.3).
12.1.2 Canonical form of the general DCHE
The canonical form of the general DCHE is given by [21]
d2y
dx2
+
(
α1 +
1
x
+
α−1
x2
)
dy
dx
+
((
B1 +
α1
2
)
x
+
(
B0 +
α1α−1
2
)
x2
+
(
B−1 − α−12
)
x3
)
y = 0
(12.1.4)
where α1, α−1, B−1, B0, B1 are arbitrary complex parameter. If α1, α−1 → α, B1 → αβ1,
B−1 → αβ−1 and B0 → −γ, it turns to be the symmetric canonical form of the DCHE.
We transform (12.1.4) by
y(x) = x
1
2
−
B
−1
α
−1 y˜(x)
And we obtain the second-order linear ODE such as
d2y˜
dx2
+
α1 + 2
(
1− B−1α−1
)
x
+
α−1
x2
 dy˜
dx
+
(
B1 + α1 − α1B−1α−1
)
x+
(
1
2 − B−1α−1
)2
+B0 +
α1α−1
2
x2
y˜ = 0
(12.1.5)
As we compare all coefficients in (12.1.5) with (12.1.3), we find that
α→ B1α1 −
B−1
α−1
+ 1
β → α1
γ → 2
(
1− B−1α−1
)
δ → α−1
q → −α1α−12 −B0 −
(
1
2 − B−1α−1
)2
Then the solution y(x) for a canonical form of the general DCHE is described by the
non-symmetrical canonical form of the DCHE.
y (α1, α−1, B−1, B0, B1;x)
= x
1
2
−
B
−1
α
−1 Hd
(
B1
α1
− B−1
α−1
+ 1, α1, 2
(
1− B−1
α−1
)
, α−1,−α1α−1
2
−B0 −
(
1
2
− B−1
α−1
)2
;x
)
(12.1.6)
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12.1.3 Generalized spheroidal equation in the Leaver version
The generalized spheroidal wave equation (GSWE), one of standard forms of the CHE, in
the Leaver version reads [17]
x(x−x0)d
2y
dx2
+(B1+B2x)
dy
dx
+
(
B3 − 2ηω(x− x0) + ω2x(x− x0)
)
y(x) = 0 where ω 6= 0
(12.1.7)
where B1, B2, B3, η and ω are arbitrary constant. It is one of standard from of the CHE
having three singular points; two regular singular points which are 0 and x0 with
exponents
{
0, 1 + B1x0
}
and
{
0, 1 −B2 − B1x0
}
, and one irregular singular point which is
∞. Taking x0 → 0 in (12.1.7), the GSWE in the Leaver version gives the following the
DCHE with five parameters
x2
d2y
dx2
+ (B1 +B2x)
dy
dx
+
(
B3 − 2ηωx+ ω2x2
)
y(x) = 0 where B1 6= 0, ω 6= 0 (12.1.8)
To permit the non-symmetrical canonical form of the DCHE limit, the first step is given
by the substitution
y(x) = exp(±iωx)y˜(x)
which convert (12.1.8) into
d2y˜
dx2
+
(
±2iω + B2
x
+
B1
x2
)
dy˜
dx
+
ω (−2η ± iB2) x+B3 ± iωB1
x2
y˜ = 0 (12.1.9)
As we compare all coefficients in (12.1.9) with (12.1.3), we find that
α→ B22 ± iη
β → ±2iω
γ → B2
δ → B1
q → − (B3 ± iωB1)
Then the solution y(x) for the GSWE in the Leaver version as x0 = 0 is converted to the
non-symmetrical canonical form of the DCHE.
y (x0 = 0;B1, B2, B3, ω, η;x)
= exp(±iωx) Hd
(
B2
2
± iη,±2iω,B2, B1,− (B3 ± iωB1) ;x
)
(12.1.10)
12.2. A 3-TERM RECURRENCE RELATION OF THE DCHE 497
12.2 A 3-term recurrence relation of the DCHE
Generally, by substituting a power series with unknown coefficients into linear ODEs, the
recurrence relation of coefficients starts to appear. There can be between two and infinity
term in the recursion relation of a Frobenius solution.
For instead, a hypergeometric equation is a Fuchsian differential equation, having three
regular singular points at 0, 1 and ∞ with exponents {0, 1− γ}, {0, γ−α−β} and {α, β}.
x(1− x)d
2y
dx2
+ (γ − (α+ β + 1)x) dy
dx
− αβy = 0
All well-known special functions such as Bessel, Legendre, Laguerre, Kummer functions,
etc are just the special case of a hypergeometric function. By putting a function
y(x) =
∑∞
n=0 cnx
n+λ into the above equation, a 2-term recursion relation between
successive coefficients arise such as
cn+1 = An cn ;n ≥ 0
where,
An =
(n+ α+ λ)(n+ β + λ)
(n+ 1 + λ)(n + γ + λ)
where c0 6= 0 and λ is an indicial root. Hitherto we have described tremendous
differential equations and explained physical phenomena with hypergeometric-type
functions, having a 2-term recursion relation between successive coefficients, for
convenient computations; the formal series solutions in closed forms have been analyzed
including its definite or contour integrals.
However, since modern (particle) physics come into existence, around the 21th century,
we can not depict and make an understanding of the nature with linear ODEs, especially
second-order linear ODEs, having a 2-term recursion relation in general solutions in series
any more. The most complex and obscure problems in physics such as QCD, SUSY,
general relativity, string theory, etc require more than a 3-term in a recurrence relation
for analytic solutions in series [15]. A 3-term recursive relation between successive
coefficients in linear ODEs make difficulties for mathematical computations and its
numerical analysis. Its methods of proof for general summation schemes seem obscure
including definite or contour integrals [10, 14, 23, 24].
Heun’s equation including its confluent forms, except triconfluent Heun one (its recursion
relation consists of a 4-term), is one of examples for a 3-term recurrence relation. Heun
equation is considered as the mother of all well-known linear ODEs such as spheroidal
wave, Lame, Mathieu, and hypergeometric-type equations. Even though its solutions are
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treated as the most outstanding analytic functions in among every special functions, the
general summation solutions of it including integrals have been unknown until now.
Unlike formal series solutions of a hypergeoemtric equation, the solutions in series of Heun
equation is just left as solutions of recurrence because a 3-term in the recurrence relation.
By the method of a power series solution into linear ODEs, assuming
y(x) =
∑∞
n=0 cnx
n+λ, the recurrence relation for the coefficients starts to appear. For a
3-term case, its recurrence relation is given by
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (12.2.1)
where c1 = A0 c0 and c0 6= 0 .
Any linear ODEs having a 2-term recurrence relation have two general solutions in series
such as an infinite series and a polynomial. Contradistinctively, 23−1 possible power series
solutions for a 3-term recursion relation arise such as an infinite series and 3 types of
polynomials: (1) a polynomial which makes Bn term terminated; An term is not
terminated, (2) a polynomial which makes An term terminated; Bn term is not
terminated, (3) a polynomial which makes An and Bn terms terminated at the same
time, referred as ‘a complete polynomial.’
In this chapter, by putting An and Bn terms in a recurrence relation of a non-symmetrical
canonical form of the DCHE around x = 0 and x =∞ into general summation formulas
such as R3TRF in chapter 1 of Ref.[6], power series solutions of the DCHE are
constructed for a polynomial of type 2. The combined definite and contour integrals of
DCH polynomials of type 2 are derived analytically including their generating functions.1
12.3 The DCHE with a irregular singular point at the
origin
12.3.1 Power series for a polynomial of type 2
Assume that an solution in series of (12.1.3) is written by
y(x) =
∞∑
n=0
cnx
n+λ (12.3.1)
1(12.1.3) is preferred as an analytic solution of the DCHE rather than a canonical form of the general
DCHE and the GSWE in the Leaver version because of more convenient for mathematical computations
and the application of the Laplace transform.
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where c0 6= 0. Substituting (12.3.1) into (12.1.3) gives for the coefficients cn the
recurrence relations
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (12.3.2)
where,
An = −n (n− 1 + γ)− q
δ (n+ 1)
(12.3.3a)
= −
(
n+
γ−1−
√
(γ−1)2+4q
2
)(
n+
γ−1+
√
(γ−1)2+4q
2
)
δ (n+ 1)
(12.3.3b)
Bn = −β (n− 1 + α)
δ (n+ 1)
(12.3.3c)
c1 = A0 c0 (12.3.3d)
with δ 6= 0. We only have one indicial root such as λ = 0.
Now let’s test for convergence of the analytic function y(x). As n≫ 1 (for sufficiently
large), (12.3.2)–(12.3.3d) are given by
cn+1 = A cn +B cn−1 as n ≥ 1 (12.3.4a)
where
lim
n≫1
An = A = −n
δ
→∞ (12.3.4b) lim
n≫1
Bn = B = −β
δ
(12.3.4c)
by letting c1 ∼ Ac0.2 There are no general solutions in series for a polynomial of type 1
and an infinite series. Because the y(x) is divergent as n≫ 1 in (12.3.4b). So there are
only two types of formal series solutions of the DCHE about x = 0 such as a polynomial
of type 2 and a complete polynomial. For a polynomial of type 2, I treat α, β, γ, δ as free
variables and q as a fixed value. For a complete polynomial, I treat β, γ, δ as free
variables and α, q as fixed values.
For a polynomial of type 2, (12.3.4c) is only available for an asymptotic behavior of the
minimum y(x); (12.3.4b) is negligible for the minimum value of a y(x) because An term is
truncated at the specific index summation n. Substituting (12.3.4c) into (12.3.4a) with
2We only have the sense of curiosity about an asymptotic series as n≫ 1 for given x. Actually, c1 = A0c0.
But for a huge value of an index n, I treat the coefficient c1 as Ac0 for simple computations.
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A = 0 gives the recurrence relations for the coefficients cn. For n = 0, 1, 2, · · · , we can
classify cn as to even and odd terms such as
c0 c1
c2 = −βδ c0 c3 = −βδ c1
c4 =
(
−βδ
)2
c0 c5 =
(
−βδ
)2
c1
c6 =
(
−βδ
)3
c0 c7 =
(
−βδ
)3
c1
...
...
c2n =
(
−βδ
)n
c0 c2n+1 =
(
−βδ
)n
c1
(12.3.5)
I suggest c1 ∼ Ac0 = 0 in (12.3.5). Because An term is negligible for the minimum y(x)
since An term is terminated at the specific eigenvalues. Put the coefficients c2n on the
above into a power series
∑∞
n=0 c2nx
2n, letting c0 = 1 for simplicity.
min
(
lim
n≫1
y(x)
)
=
1
1 + βδ x
2
(12.3.6)
In (12.3.6), a polynomial of type 2 requires
∣∣β/δx2∣∣ < 1 for the convergence of the radius.
In chapter 1 of Ref.[6], the general expression of power series of y(x) for polynomial of
type 2 is defined by
y(x) =
∞∑
n=0
yn(x) = y0(x) + y1(x) + y2(x) + y3(x) + · · ·
= c0
{
α0∑
i0=0
(
i0−1∏
i1=0
Ai1
)
xi0+λ +
α0∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
α1∑
i2=i0
(
i2−1∏
i3=i0
Ai3+2
)}
xi2+2+λ
+
∞∑
N=2
{
α0∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
N−1∏
k=1
(
αk∑
i2k=i2(k−1)
Bi2k+2k+1
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k
)
×
αN∑
i2N=i2(N−1)
(
i2N−1∏
i2N+1=i2(N−1)
Ai2N+1+2N
)}}
xi2N+2N+λ
}
(12.3.7)
In the above, αi ≤ αj only if i ≤ j where i, j, αi, αj ∈ N0.
For a polynomial, we need a condition which is:
Aαi+2i = 0 where i, αi = 0, 1, 2, · · · (12.3.8)
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In the above, αi is an eigenvalue that makes An term terminated at certain value of index
n. (12.3.8) makes each sub-power series yi(x) where i = 0, 1, 2, · · · as a polynomial in
(12.3.7).
Replace αi by qi and put n = qi + 2i in (12.3.3b) with the condition Aqi+2i = 0.
±
√
(γ − 1)2 + 4q = −2 (qi + 2i)− γ + 1
The case of
√
(γ − 1)2 + 4q = 2 (qi + 2i) + γ − 1 where i, qi ∈ N0
In (12.3.3b) replace
√
(γ − 1)2 + 4q by 2 (qi + 2i) + γ − 1. In (12.3.7) replace an index αi
by qi. Take the new (12.3.3b) and (12.3.3c) in the new (12.3.7) with c0 = 1 and λ = 0.
After the replacement process,
Remark 12.3.1 The power series expansion of the DCHE of the first kind for a
polynomial of type 2 about x = 0 as q = (qj + 2j) (qj + 2j − 1 + γ) where j, qj ∈ N0 is
y(x) =
∞∑
n=0
yn(x) = y0(x) + y1(x) + y2(x) + y3(x) + · · ·
= H
(o)
d F
R
qj
(
α, β, γ, δ, q = (qj + 2j) (qj + 2j − 1 + γ) ; η = −1
δ
x, µ = −β
δ
x2
)
=
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
ηi0
+
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
q1∑
i1=i0
(−q1)i1 (q1 + 3 + γ)i1 (3)i0
(−q1)i0 (q1 + 3 + γ)i0 (3)i1
ηi1
}
µ
+
∞∑
n=2
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
×
n−1∏
k=1

qk∑
ik=ik−1
(ik + 2k + α)
(ik + 2k + 2)
(−qk)ik (qk + 4k − 1 + γ)ik (2k + 1)ik−1
(−qk)ik−1 (qk + 4k − 1 + γ)ik−1 (2k + 1)ik

×
qn∑
in=in−1
(−qn)in (qn + 4n− 1 + γ)in (2n+ 1)in−1
(−qn)ik−1 (qn + 4n− 1 + γ)in−1 (2n + 1)in
ηin
µn (12.3.9)
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The case of
√
(γ − 1)2 + 4q = −2 (qi + 2i)− γ + 1
In (12.3.3b) replace
√
(γ − 1)2 + 4q by −2 (qi + 2i)− γ + 1. In (12.3.7) replace index αi
by qi. Take the new (12.3.3b) and (12.3.3c) in (12.3.7) with c0 = 1 and λ = 0. After the
replacement process, its solution is equivalent to (12.3.9).
For the minimum value of the DCHE for a polynomial of type 2 about x = 0, put
q0 = q1 = q2 = · · · = 0 in (12.3.9).
y(x) = H
(o)
d F
R
0
(
α, β, γ, δ, q = 2j (2j − 1 + γ) ; η = −1
δ
x, µ = −β
δ
x2
)
= (1− µ)−α2 where |µ| < 1 (12.3.10)
12.3.2 Integral representation for a polynomial of type 2
There is a generalized hypergeometric function which is given by
Ll =
ql∑
il=il−1
(−ql)il(ql + 4l − 1 + γ)il(2l + 1)il−1
(−ql)il−1(ql + 4l − 1 + γ)il−1(2l + 1)il
ηil
= (il−1 + 2l)
∞∑
j=0
B (il−1 + 2l, j + 1) (il−1 − ql)j (il−1 + ql + 4l − 1 + γ)j
(1)j
ηj+il−1 (12.3.11)
By using integral form of beta function,
B (il−1 + 2l, j + 1) =
∫ 1
0
dtl t
il−1+2l−1
l (1− tl)j (12.3.12)
Substitute (12.3.12) into (12.3.11), and divide (il−1 + 2l) into Ll.
Gl =
1
(il−1 + 2l)
ql∑
il=il−1
(−ql)il(ql + 4l − 1 + γ)il(2l + 1)il−1
(−ql)il−1(ql + 4l − 1 + γ)il−1(2l + 1)il
ηil
=
∫ 1
0
dtl t
2l−1
l (ηtl)
il−1
∞∑
j=0
(il−1 − ql)j (il−1 + ql + 4l − 1 + γ)j
(1)j
(η(1− tl))j (12.3.13)
There is a Kummer’s formula such as
M(a, b, z) =
∞∑
j=0
(a)j
(b)j
zj
j!
= 1F1(a; b; z)
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Tricomi’s function is defined by
U(a, b, z) =
Γ(1− b)
Γ(a− b+ 1)M(a, b, z) +
Γ(b− 1)
Γ(a)
z1−bM(a− b+ 1, 2 − b, z) (12.3.14)
The contour integral form of (12.3.14) is given by[19]
U(a, b, z) = e−aπi
Γ(1− a)
2πi
∫ (0+)
∞
dvl e
−zvlva−1l (1+vl)
b−a−1 where a 6= 1, 2, 3, · · · , |phz| < 1
2
π
(12.3.15)
Also (12.3.14) is written by [19]
U(a, b, z) = z−a
∞∑
j=0
(a)j(a− b+ 1)j
(1)j
(−z−1)j = z−a 2F0(a, a− b+ 1;−;−z−1) (12.3.16)
Replace a, b and z by il−1 − ql, −2ql − 4l + 2− γ and −1η(1−tl) into (12.3.16).
∞∑
j=0
(il−1 − ql)j(il−1 + ql + 4l − 1 + γ)j
(1)j
(η(1− tl))j
=
( −1
η(1 − tl)
)il−1−ql
U
(
il−1 − ql,−2ql − 4l + 2− γ, −1
η(1− tl)
)
(12.3.17)
Replace a, b and z by il−1 − ql, −2ql − 4l+ 2− γ and −1η(1−tl) into (12.3.15). Take the new
(12.3.15) into (12.3.17).
∞∑
j=0
(il−1 − ql)j(il−1 + ql + 4l − 1 + γ)j
(1)j
(η(1− tl))j
=
Γ(ql − il−1 + 1)
2πi
∫ (0+)
∞
dvl exp
(
vl
η(1 − vl)
)
v−1l (1 + vl)
−4l+1−γ
(
η(1 − tl)
vl(1 + vl)
)ql
×
(
vl
η(1− tl)(1 + vl)
)il−1
(12.3.18)
There is the definition of the Gamma function Γ(z) such as
Γ(z) =
∫ ∞
0
dul e
−uluz−1l where Re(z) > 0 (12.3.19)
Put z = ql − il−1 + 1 in (12.3.19).
Γ(ql − il−1 + 1) =
∫ ∞
0
dul e
−ulu
ql−il−1
l (12.3.20)
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Put (12.3.20) in (12.3.18). Take the new (12.3.18) into (12.3.13).
Gl =
1
(il−1 + 2l)
ql∑
il=il−1
(−ql)il(ql + 4l − 1 + γ)il(2l + 1)il−1
(−ql)il−1(ql + 4l − 1 + γ)il−1(2l + 1)il
ηil
=
∫ 1
0
dtl t
2l−1
l
∫ ∞
0
dul exp (−ul) 1
2πi
∫ (0+)
∞
dvl exp
(
vl
η(1 − tl)
)
1
vl(1 + vl)4l−1+γ
×
(
ηul(1− tl)
vl(1 + vl)
)ql ( tlvl
ul(1− tl)(1 + vl)
)il−1
(12.3.21)
Substitute (12.3.21) into (12.3.9) where l = 1, 2, 3, · · · : Apply G1 into the second
summation of sub-power series y1(x); apply G2 into the third summation and G1 into the
second summation of sub-power series y2(x); apply G3 into the forth summation, G2 into
the third summation and G1 into the second summation of sub-power series y3(x), etc.
3
Theorem 12.3.2 The general representation in the form of integral of the DCH
polynomial of type 2 about x = 0 is given by
y(x) =
∞∑
n=0
yn(x) = y0(x) + y1(x) + y2(x) + y3(x) + · · ·
=
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
ηi0 +
∞∑
n=1
{
n−1∏
k=0
{∫ 1
0
dtn−k t
2(n−k)−1
n−k
∫ ∞
0
dun−k exp (−un−k)
× 1
2πi
∫ (0+)
∞
dvn−k
1
vn−k (1 + vn−k)
4(n−k)−1+γ
exp
(
vn−k
wn−k+1,n(1− tn−k)
)
×
(
wn−k+1,nun−k(1− tn−k)
vn−k (1 + vn−k)
)qn−k
w
−2(n−k−1)−α
n−k,n
(
wn−k,n∂wn−k,n
)
w
2(n−k−1)+α
n−k,n
}
×
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,n
}
µn (12.3.22)
where
wi,j =

tivi
ui(1− ti)(1 + vi) where i ≤ j
η only if i > j
In the above, the first sub-integral form contains one term of B′ns, the second one
contains two terms of Bn’s, the third one contains three terms of Bn’s, etc.
3y1(x) means the sub-power series in (12.3.9) contains one term of B
′
ns, y2(x) means the sub-power
series in (12.3.9) contains two terms of B′ns, y3(x) means the sub-power series in (12.3.9) contains three
terms of B′ns, etc.
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Proof In (12.3.9) the power series expansions of sub-summation y0(x), y1(x), y2(x) and
y3(x) of the DCH polynomial of type 2 about x = 0 are given by
y(x) =
∞∑
n=0
yn(x) = y0(x) + y1(x) + y2(x) + y3(x) + · · · (12.3.23)
where
y0(x) =
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
ηi0 (12.3.24a)
y1(x) =
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
q1∑
i1=i0
(−q1)i1 (q1 + 3 + γ)i1 (3)i0
(−q1)i0 (q1 + 3 + γ)i0 (3)i1
ηi1
}
µ
(12.3.24b)
y2(x) =
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
q1∑
i1=i0
(i1 + 2 + α)
(i1 + 4)
(−q1)i1 (q1 + 3 + γ)i1 (3)i0
(−q1)i0 (q1 + 3 + γ)i0 (3)i1
×
q2∑
i2=i1
(−q2)i2 (q2 + 7 + γ)i2 (5)i1
(−q2)i1 (q2 + 7 + γ)i1 (5)i2
ηi2
}
µ2 (12.3.24c)
y3(x) =
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
q1∑
i1=i0
(i1 + 2 + α)
(i1 + 4)
(−q1)i1 (q1 + 3 + γ)i1 (3)i0
(−q1)i0 (q1 + 3 + γ)i0 (3)i1
×
q2∑
i2=i1
(i2 + 4 + α)
(i2 + 6)
(−q2)i2 (q2 + 7 + γ)i2 (5)i1
(−q2)i1 (q2 + 7 + γ)i1 (5)i2
×
q3∑
i3=i2
(−q3)i3 (q3 + 11 + γ)i3 (7)i2
(−q3)i2 (q3 + 11 + γ)i2 (7)i3
ηi3
}
µ3 (12.3.24d)
Put l = 1 in (12.3.21). Take the new (12.3.21) into (12.3.24b).
y1(x) =
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
η(1 − t1)
)
1
v1 (1 + v1)
3+γ
×
(
ηu1(1− t1)
v1 (1 + v1)
)q1 { q0∑
i0=0
(i0 + α)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
(
t1v1
u1(1− t1)(1 + v1)
)i0}
µ
=
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
η(1 − t1)
)
1
v1 (1 + v1)
3+γ
×
(
ηu1(1− t1)
v1 (1 + v1)
)q1
w−α1,1
(
w1,1∂w1,1
)
wα1,1
{
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
wi01,1
}
µ(12.3.25)
where w1,1 =
t1v1
u1(1− t1)(1 + v1)
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Put l = 2 in (12.3.21). Take the new (12.3.21) into (12.3.24c).
y2(x) =
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 e
−u2 1
2πi
∫ (0+)
∞
dv2 exp
(
v2
η(1 − t2)
)
1
v2 (1 + v2)
7+γ
×
(
ηu2(1− t2)
v2 (1 + v2)
)q2
w
−(2+α)
2,2
(
w2,2∂w2,2
)
w2+α2,2
×
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
q1∑
i1=i0
(−q1)i1 (q1 + 3 + γ)i1 (3)i0
(−q1)i0 (q1 + 3 + γ)i0 (3)i1
wi12,2
}
µ2(12.3.26)
where w2,2 =
t2v2
u2(1− t2)(1 + v2)
Put l = 1 and η = w2,2 in (12.3.21). Take the new (12.3.21) into (12.3.26).
y2(z) =
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 e
−u2 1
2πi
∫ (0+)
∞
dv2 exp
(
v2
η(1 − t2)
)
1
v2 (1 + v2)
7+γ
×
(
ηu2(1− t2)
v2 (1 + v2)
)q2
w
−(2+α)
2,2
(
w2,2∂w2,2
)
w2+α2,2
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
w2,2(1− t1)
)
1
v1 (1 + v1)
3+γ
×
(
w2,2u1(1− t1)
v1 (1 + v1)
)q1
w−α1,2
(
w1,2∂w1,2
)
wα1,2
{
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
wi01,2
}
µ2(12.3.27)
where w1,2 =
t1v1
u1(1 − t1)(1 + v1)
By using similar process for the previous cases of integral forms of y1(x) and y2(x), the
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integral form of a sub-power series y3(x) is obtained by
y3(x) =
∫ 1
0
dt3 t
5
3
∫ ∞
0
du3 e
−u3 1
2πi
∫ (0+)
∞
dv3 exp
(
v3
η(1 − t3)
)
1
v3 (1 + v3)
11+γ
×
(
ηu3(1− t3)
v3 (1 + v3)
)q3
w
−(4+α)
3,3
(
w3,3∂w3,3
)
w4+α3,3
×
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 e
−u2 1
2πi
∫ (0+)
∞
dv2 exp
(
v2
w3,3(1− t2)
)
1
v2 (1 + v2)
7+γ
×
(
w3,3u2(1− t2)
v2 (1 + v2)
)q2
w
−(2+α)
2,3
(
w2,3∂w2,3
)
w2+α2,3
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
w2,3(1− t1)
)
1
v1 (1 + v1)
3+γ
×
(
w2,3u1(1− t1)
v1 (1 + v1)
)q1
w−α1,3
(
w1,3∂w1,3
)
wα1,3
{
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
wi01,3
}
µ3(12.3.28)
where

w3,3 =
t3v3
u3(1− t3)(1 + v3)
w2,3 =
t2v2
u2(1− t2)(1 + v2)
w1,3 =
t1v1
u1(1− t1)(1 + v1)
By repeating this process for all higher terms of integral forms of sub-summation ym(x)
terms where m ≥ 4, we obtain every integral forms of ym(x) terms. Since we substitute
(12.3.24a), (12.3.25), (12.3.27), (12.3.28) and including all integral forms of ym(x) terms
where m ≥ 4 into (12.3.23), we obtain (12.3.22).
Remark 12.3.3 The integral representation of the DCHE of the first kind for a
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polynomial of type 2 about x = 0 as q = (qj + 2j) (qj + 2j − 1 + γ) where j, qj ∈ N0 is
y(x) = H
(o)
d F
R
qj
(
α, β, γ, δ, q = (qj + 2j) (qj + 2j − 1 + γ) ; η = −1
δ
x, µ = −β
δ
x2
)
= (−η)q0 U (−q0,−2q0 + 2− γ,−η−1)
+
∞∑
n=1
{
n−1∏
k=0
{∫ 1
0
dtn−k t
2(n−k)−1
n−k
∫ ∞
0
dun−k exp (−un−k)
× 1
2πi
∫ (0+)
∞
dvn−k
1
vn−k (1 + vn−k)
4(n−k)−1+γ
exp
(
vn−k
wn−k+1,n(1− tn−k)
)
×
(
wn−k+1,nun−k(1− tn−k)
vn−k (1 + vn−k)
)qn−k
w
−2(n−k−1)−α
n−k,n
(
wn−k,n∂wn−k,n
)
w
2(n−k−1)+α
n−k,n
}
× (−w1,n)q0 U
(
−q0,−2q0 + 2− γ,−w−11,n
)}
µn (12.3.29)
Proof Replace a, b and z by −q0, −2q0 + 2− γ and −η−1 into (12.3.16).
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
ηi0 = (−η)q0 U (−q0,−2q0 + 2− γ,−η−1) (12.3.30)
Replace a, b and z by −q0, −2q0 + 2− γ and −w−11,n into (12.3.16).
q0∑
i0=0
(−q0)i0 (q0 − 1 + γ)i0
(1)i0
wi01,n = (−w1,n)q0 U
(
−q0,−2q0 + 2− γ,−w−11,n
)
(12.3.31)
We obtain (12.3.29) by substituting (12.3.32) and (12.3.33) into (12.3.22).
12.3.3 Generating function for a polynomial of type 2
Let’s investigate the generating function for the DCH polynomial of type 2 of the first
kind about x = 0.
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Definition 12.3.4 I define that

sa,b =
{
sa · sa+1 · sa+2 · · · sb−2 · sb−1 · sb where a < b
sa where a = b
w˜i,j =

ti
ui(1− ti)
−1 +√1 + 4w˜i+1,jui(1 − ti)si
1 +
√
1 + 4w˜i+1,jui(1− ti)si
where i < j
ti
ui(1− ti)
−1 +√1 + 4ηui(1 − ti)si,∞
1 +
√
1 + 4ηui(1− ti)si,∞
where i = j
(12.3.32)
where a, b, i, j ∈ N0, 0 ≤ a ≤ b ≤ ∞ and 1 ≤ i ≤ j ≤ ∞.
And we have
∞∑
qi=qj
sqii =
s
qj
i
(1− si) (12.3.33)
Acting the summation operator
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
on (12.3.22) where
|si| < 1 as i = 0, 1, 2, · · · by using (12.3.32) and (12.3.33),
Theorem 12.3.5 The general expression of the generating function for the DCH
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polynomial of type 2 about x = 0 is given by
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y(x)
=
∞∏
k=1
1
(1− sk,∞)
Υ(s0,∞; η)
+
{
∞∏
k=2
1
(1− sk,∞)
∫ 1
0
dt1 t1
∫ ∞
0
du1 exp
(
−u1 +
−1 +√1 + 4ηu1(1− t1)s1,∞
2η(1 − t1)
)
×
(
2
1 +
√
1 + 4ηu1(1− t1)s1,∞
)2+γ
w˜−α1,1
(
w˜1,1∂w˜1,1
)
w˜α1,1√
1 + 4ηu1(1− t1)s1,∞
Υ(s0; w˜1,1)
µ
+
∞∑
n=2
{
(1− sn,∞)∏∞
k=n(1− sk,∞)
∫ 1
0
dtn t
2n−1
n
∫ ∞
0
dun exp
(
−un +
−1 +√1 + 4ηun(1− tn)sn,∞
2η(1 − tn)
)
×
(
2
1 +
√
1 + 4ηun(1− tn)sn,∞
)4n−2+γ
w˜
−2(n−1)−α
n,n
(
w˜n,n∂w˜n,n
)
w˜
2(n−1)+α
n,n√
1 + 4ηun(1− tn)sn,∞
×
n−1∏
j=1
{∫ 1
0
dtn−j t
2(n−j)−1
n−j
∫ ∞
0
dun−j exp
(
−un−j +
−1 +√1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
2w˜n−j+1,n(1− tn−j)
)
×
(
2
1 +
√
1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
)4(n−j)−2+γ
× w˜
−2(n−j−1)−α
n−j,n
(
w˜n−j,n∂w˜n−j,n
)
w˜
2(n−j−1)+α
n−j,n√
1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
}
Υ(s0; w˜1,n)
}
µn (12.3.34)
where 
Υ(s0,∞; η) =
∞∑
q0=0
sq00,∞
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
ηi0
}
Υ(s0; w˜1,1) =
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,1
}
Υ(s0; w˜1,n) =
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,n
}
Proof Acting the summation operator
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
on the form of
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integral of the type 2 DCH polynomial y(x),
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y(x)
=
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
(y0(x) + y1(x) + y2(x) + y3(x) + · · ·) (12.3.35)
Acting the summation operator
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
on (12.3.24a) by using
(12.3.32) and (12.3.33),
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y0(x)
=
∞∏
k=1
1
(1− sk,∞)
∞∑
q0=0
sq00,∞
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
ηi0
}
(12.3.36)
Acting the summation operator
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
on (12.3.25) by using
(12.3.32) and (12.3.33),
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y1(x)
=
∞∏
k=2
1
(1− sk,∞)
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
η(1 − t1)
)
1
v1(1 + v1)3+γ
×
∞∑
q1=q0
(
ηu1(1− t1)s1,∞
v1(1 + v1)
)q1
w−α1,1
(
w1,1∂w1,1
)
wα1,1
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,1
}
µ (12.3.37)
Replace qi, qj and si by q1, q0 and
ηu1(1− t1)s1,∞
v1(1 + v1)
in (12.3.33). Take the new (12.3.33)
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into (12.3.37).
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y1(x)
=
∞∏
k=2
1
(1− sk,∞)
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1
× 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
η(1− t1)
)
1
(1 + v1)2+γ
w−α1,1
(
w1,1∂w1,1
)
wα1,1
v21 + v1 − ηu1(1− t1)s1,∞
×
∞∑
q0=0
(
ηu1(1− t1)s0,∞
v1(1 + v1)
)q0 1
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,1
}
µ (12.3.38)
By using Cauchy’s integral formula, the contour integrand has poles at
v1 =
−1−
√
1+4ηu1(1−t1)s1,∞
2 or
−1+
√
1+4ηu1(1−t1)s1,∞
2 and
−1+
√
1+4ηu1(1−t1)s1,∞
2 is only
inside the unit circle. As we compute the residue there in (12.3.38) we obtain
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y1(x)
=
{
∞∏
k=2
1
(1− sk,∞)
∫ 1
0
dt1 t1
∫ ∞
0
du1 exp
(
−u1 +
−1 +√1 + 4ηu1(1− t1)s1,∞
2η(1 − t1)
)
×
(
2
1 +
√
1 + 4ηu1(1− t1)s1,∞
)2+γ
w˜−α1,1
(
w˜1,1∂w˜1,1
)
w˜α1,1√
1 + 4ηu1(1− t1)s1,∞
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,1
}µ (12.3.39)
where
w˜1,1 =
t1v1
u1(1− t1)(1 + v1)
∣∣∣∣∣
v1=
1
2
(
−1+
√
1+4ηu1(1−t1)s1,∞
) =
t1
u1(1− t1)
−1 +√1 + 4ηu1(1− t1)s1,∞
1 +
√
1 + 4ηu1(1− t1)s1,∞
Acting the summation operator
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
on (12.3.27) by using
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(12.3.32) and (12.3.33),
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y2(x)
=
∞∏
k=3
1
(1− sk,∞)
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 e
−u2 1
2πi
∫ (0+)
∞
dv2 exp
(
v2
η(1 − t2)
)
1
v2(1 + v2)7+γ
×
∞∑
q2=q1
(
ηu2(1− t2)s2,∞
v2(1 + v2)
)q2
w−2−α2,2
(
w2,2∂w2,2
)
w2+α2,2
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
w2,2(1− t1)
)
1
v1(1 + v1)3+γ
×
∞∑
q1=q0
(
w2,2u1(1− t1)s1
v1(1 + v1)
)q1
w−α1,2
(
w1,2∂w1,2
)
wα1,2
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,2
}
µ2 (12.3.40)
Replace qi, qj and si by q2, q1 and
ηu2(1− t2)s2,∞
v2(1 + v2)
in (12.3.33). Take the new (12.3.33)
into (12.3.40).
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y2(x)
=
∞∏
k=3
1
(1− sk,∞)
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 e
−u2
× 1
2πi
∫ (0+)
∞
dv2 exp
(
v2
η(1 − t2)
)
1
(1 + v2)6+γ
w−2−α2,2
(
w2,2∂w2,2
)
w2+α2,2
v22 + v2 − ηu2(1− t2)s2,∞
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
w2,2(1− t1)
)
1
v1(1 + v1)3+γ
×
∞∑
q1=q0
(
ηu2(1− t2)s1,∞
v2(1 + v2)
w2,2u1(1− t1)
v1(1 + v1)
)q1
w−α1,2
(
w1,2∂w1,2
)
wα1,2
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,2
}
µ2 (12.3.41)
By using Cauchy’s integral formula, the contour integrand has poles at
v2 =
−1−
√
1+4ηu2(1−t2)s2,∞
2 or
−1+
√
1+4ηu2(1−t2)s2,∞
2 and
−1+
√
1+4ηu2(1−t2)s2,∞
2 is only
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inside the unit circle. As we compute the residue there in (12.3.41) we obtain
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y2(x)
=
∞∏
k=3
1
(1− sk,∞)
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 exp
(
−u2 +
−1 +√1 + 4ηu2(1− t2)s2,∞
2η(1 − t2)
)
×
(
2
1 +
√
1 + 4ηu2(1− t2)s2,∞
)6+γ
w˜−2−α2,2
(
w˜2,2∂w˜2,2
)
w˜2+α2,2√
1 + 4ηu2(1− t2)s2,∞
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
w˜2,2(1− t1)
)
1
v1(1 + v1)3+γ
×
∞∑
q1=q0
(
w˜2,2u1(1− t1)s1
v1(1 + v1)
)q1
w−α1,2
(
w1,2∂w1,2
)
wα1,2
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,2
}
µ2 (12.3.42)
where
w˜2,2 =
t2v2
u2(1− t2)(1 + v2)
∣∣∣∣∣
v2=
1
2
(
−1+
√
1+4ηu2(1−t2)s2,∞
) =
t2
u2(1− t2)
−1 +√1 + 4ηu2(1− t2)s2,∞
1 +
√
1 + 4ηu2(1− t2)s2,∞
Replace qi, qj and si by q1, q0 and
w˜2,2u1(1− t1)s1
v1(1 + v1)
in (12.3.33). Take the new (12.3.33)
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into (12.3.42).
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y2(x)
=
∞∏
k=3
1
(1− sk,∞)
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 exp
(
−u2 +
−1 +√1 + 4ηu2(1− t2)s2,∞
2η(1 − t2)
)
×
(
2
1 +
√
1 + 4ηu2(1− t2)s2,∞
)6+γ
w˜−2−α2,2
(
w˜2,2∂w˜2,2
)
w˜2+α2,2√
1 + 4ηu2(1− t2)s2,∞
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 e
−u1 1
2πi
∫ (0+)
∞
dv1 exp
(
v1
w˜2,2(1− t1)
)
× 1
(1 + v1)2+γ
w−α1,2
(
w1,2∂w1,2
)
wα1,2
v21 + v1 − w˜2,2u1(1− t1)s1
×
∞∑
q0=0
(
w˜2,2u1(1− t1)s0,1
v1(1 + v1)
)q0 1
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
wi01,2
}
µ2 (12.3.43)
By using Cauchy’s integral formula, the contour integrand has poles at
v1 =
−1−
√
1+4w˜2,2u1(1−t1)s1
2 or
−1+
√
1+4w˜2,2u1(1−t1)s1
2 and
−1+
√
1+4w˜2,2u1(1−t1)s1
2 is only
inside the unit circle. As we compute the residue there in (12.3.43) we obtain
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y2(x)
=
∞∏
k=3
1
(1− sk,∞)
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 exp
(
−u2 +
−1 +√1 + 4ηu2(1− t2)s2,∞
2η(1 − t2)
)
×
(
2
1 +
√
1 + 4ηu2(1− t2)s2,∞
)6+γ
w˜−2−α2,2
(
w˜2,2∂w˜2,2
)
w˜2+α2,2√
1 + 4ηu2(1− t2)s2,∞
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 exp
(
−u1 +
−1 +√1 + 4w˜2,2u1(1− t1)s1
2w˜2,2(1− t1)
)
×
(
2
1 +
√
1 + 4w˜2,2u1(1− t1)s1
)2+γ
w˜−α1,2
(
w˜1,2∂w˜1,2
)
w˜α1,2√
1 + 4w˜2,2u1(1− t1)s1
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,2
}
µ2 (12.3.44)
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where
w˜1,2 =
t1v1
u1(1− t1)(1 + v1)
∣∣∣∣∣
v1=
1
2
(
−1+
√
1+4w˜2,2u1(1−t1)s1
) =
t1
u1(1− t1)
−1 +√1 + 4w˜2,2u1(1− t1)s1
1 +
√
1 + 4w˜2,2u1(1− t1)s1
Acting the summation operator
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
on (12.3.28) by using
(12.3.32) and (12.3.33),
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
 y3(x)
=
∞∏
k=4
1
(1− sk,∞)
∫ 1
0
dt3 t
5
3
∫ ∞
0
du3 exp
(
−u3 +
−1 +√1 + 4ηu3(1− t3)s3,∞
2η(1 − t3)
)
×
(
2
1 +
√
1 + 4ηu3(1− t3)s3,∞
)10+γ
w˜−4−α3,3
(
w˜3,3∂w˜3,3
)
w˜4+α3,3√
1 + 4ηu3(1− t3)s3,∞
×
∫ 1
0
dt2 t
3
2
∫ ∞
0
du2 exp
(
−u2 +
−1 +√1 + 4w˜3,3u2(1− t2)s2
2w˜3,3(1− t2)
)
×
(
2
1 +
√
1 + 4w˜3,3u2(1− t2)s2
)6+γ
w˜−2−α2,3
(
w˜2,3∂w˜2,3
)
w˜2+α2,3√
1 + 4w˜3,3u2(1− t2)s2
×
∫ 1
0
dt1 t1
∫ ∞
0
du1 exp
(
−u1 +
−1 +√1 + 4w˜2,3u1(1− t1)s1
2w˜2,3(1− t1)
)
×
(
2
1 +
√
1 + 4w˜2,3u1(1− t1)s1
)2+γ
w˜−α1,3
(
w˜1,3∂w˜1,3
)
w˜α1,3√
1 + 4w˜2,3u1(1− t1)s1
×
∞∑
q0=0
sq00
q0!
{
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,3
}
µ3 (12.3.45)
where
w˜3,3 =
t3v3
u3(1− t3)(1 + v3)
∣∣∣∣∣
v3=
1
2
(
−1+
√
1+4ηu3(1−t3)s3,∞
) =
t3
u3(1− t3)
−1 +√1 + 4ηu3(1− t3)s3,∞
1 +
√
1 + 4ηu3(1− t3)s3,∞
w˜2,3 =
t2v2
u2(1− t2)(1 + v2)
∣∣∣∣∣
v2=
1
2
(
−1+
√
1+4w˜3,3u2(1−t2)s2
) =
t2
u2(1− t2)
−1 +√1 + 4w˜3,3u2(1− t2)s2
1 +
√
1 + 4w˜3,3u2(1− t2)s2
w˜1,3 =
t1v1
u1(1− t1)(1 + v1)
∣∣∣∣∣
v1=
1
2
(
−1+
√
1+4w˜2,3u1(1−t1)s1
) =
t1
u1(1− t1)
−1 +√1 + 4w˜2,3u1(1− t1)s1
1 +
√
1 + 4w˜2,3u1(1− t1)s1
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By repeating this process for all higher terms of integral forms of sub-summation ym(x)
terms where m > 3, we obtain every
∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
ym(x) terms. Since
we substitute (12.3.36), (12.3.39), (12.3.44), (12.3.45) and including all∑∞
q0=0
s
q0
0
q0!
∏∞
n=1
{∑∞
qn=qn−1
sqnn
}
ym(x) terms where m > 3 into (12.3.35), we obtain
(12.3.34)
Remark 12.3.6 The generating function for the DCH polynomial of type 2 of the first
kind about x = 0 as q = (qj + 2j) (qj + 2j − 1 + γ) where j, qj ∈ N0 is
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
H(o)d FRqj
(
α, β, γ, δ, q = (qj + 2j) (qj + 2j − 1 + γ) ; η = −1
δ
x, µ = −β
δ
x2
)
=
∞∏
k=1
1
(1− sk,∞)A (s0,∞; η)
+
{
∞∏
k=2
1
(1− sk,∞)
∫ 1
0
dt1 t1
∫ ∞
0
du1
←→
Γ 1 (s1,∞; t1, u1, η) w˜
−α
1,1
(
w˜1,1∂w˜1,1
)
w˜α1,1 A (s0; w˜1,1)
}
µ
+
∞∑
n=2
{
(1− sn,∞)∏∞
k=n(1− sk,∞)
∫ 1
0
dtn t
2n−1
n
∫ ∞
0
dun
←→
Γ n (sn,∞; tn, un, η) w˜
−2(n−1)−α
n,n
(
w˜n,n∂w˜n,n
)
w˜2(n−1)+αn,n
×
n−1∏
j=1
{∫ 1
0
dtn−j t
2(n−j)−1
n−j
∫ ∞
0
dun−j
←→
Γ n−j (sn−j; tn−j , un−j , w˜n−j+1,n)
×w˜−2(n−j−1)−αn−j,n
(
w˜n−j,n∂w˜n−j,n
)
w˜
2(n−j−1)+α
n−j,n
}
A (s0; w˜1,n)
}
µn (12.3.46)
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where
←→
Γ 1 (s1,∞; t1, u1, η)
= exp
(
−u1 +
−1 +√1 + 4ηu1(1− t1)s1,∞
2η(1 − t1)
) ( 2
1+
√
1+4ηu1(1−t1)s1,∞
)2+γ
√
1 + 4ηu1(1− t1)s1,∞←→
Γ n (sn,∞; tn, un, η)
= exp
(
−un +
−1 +√1 + 4ηun(1− tn)sn,∞
2η(1 − tn)
) ( 2
1+
√
1+4ηun(1−tn)sn,∞
)4n−2+γ
√
1 + 4ηun(1− tn)sn,∞←→
Γ n−j (sn−j; tn−j , un−j, w˜n−j+1,n)
= exp
(
−un−j +
−1 +√1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
2w˜n−j+1,n(1− tn−j)
)
×
(
2
1+
√
1+4w˜n−j+1,nun−j(1−tn−j )sn−j
)4(n−j)−2+γ
√
1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
and 
A (s0,∞; η) = exp
(
−1 +√1 + 4ηs0,∞
2η
) ( 2
1+
√
1+4ηs0,∞
)−2+γ
√
1 + 4ηs0,∞
A (s0; w˜1,1) = exp
(
−1 +√1 + 4w˜1,1s0
2w˜1,1
) ( 2
1+
√
1+4w˜1,1s0
)−2+γ
√
1 + 4w˜1,1s0
A (s0; w˜1,n) = exp
(
−1 +√1 + 4w˜1,ns0
2w˜1,n
) ( 2
1+
√
1+4w˜1,ns0
)−2+γ
√
1 + 4w˜1,ns0
Proof Replace a, b, j and z by −q0, −2q0 + 2− γ, i0 and −η−1 in (12.3.16). Acting the
summation operator
∞∑
q0=0
sq00,∞
q0!
on the new (12.3.16)
∞∑
q0=0
sq00,∞
q0!
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
ηi0 =
∞∑
q0=0
(−ηs0,∞)q0
q0!
U
(−q0,−2q0 + 2− γ,−η−1)
(12.3.47)
Replace a, b, vl and z by −q0, −2q0 + 2− γ, v and −η−1 in (12.3.15).
U
(−q0,−2q0 + 2− γ,−η−1) = q0!
2πi
∫ (0+)
∞
dv
exp
(
v
η
)
v(1 + v)−1+γ
( −1
v(1 + v)
)q0
(12.3.48)
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Put (12.3.48) in (12.3.47).
∞∑
q0=0
sq00,∞
q0!
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
ηi0 =
1
2πi
∫ (0+)
∞
dv
exp
(
v
η
)
v(1 + v)−1+γ
∞∑
q0=0
(
ηs0,∞
v(1 + v)
)q0
=
1
2πi
∫ (0+)
∞
dv exp
(
v
η
)
(1 + v)2−γ
v2 + v − ηs0,∞ (12.3.49)
By using Cauchy’s integral formula, the contour integrand has poles at v =
−1−
√
1+4ηs0,∞
2
or
−1+
√
1+4ηs0,∞
2 and
−1+
√
1+4ηs0,∞
2 is only inside the unit circle. As we compute the
residue there in (12.3.49) we obtain
∞∑
q0=0
sq00,∞
q0!
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
ηi0
= exp
(
−1 +√1 + 4ηs0,∞
2η
) ( 2
1+
√
1+4ηs0,∞
)−2+γ
√
1 + 4ηs0,∞
(12.3.50)
Replace s0,∞ and η by s0 and w˜1,1 in (12.3.50).
∞∑
q0=0
sq00
q0!
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,1
= exp
(
−1 +√1 + 4w˜1,1s0
2w˜1,1
) ( 2
1+
√
1+4w˜1,1s0
)−2+γ
√
1 + 4w˜1,1s0
(12.3.51)
Replace s0,∞ and η by s0 and w˜1,n in (12.3.50).
∞∑
q0=0
sq00
q0!
q0∑
i0=0
(−q0)i0(q0 − 1 + γ)i0
(1)i0
w˜i01,n
= exp
(
−1 +√1 + 4w˜1,ns0
2w˜1,n
) ( 2
1+
√
1+4w˜1,ns0
)−2+γ
√
1 + 4w˜1,ns0
(12.3.52)
We obtain (12.3.46) by substituting (12.3.50), (12.3.51) and (12.3.52) into (12.3.34).
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12.4 The DCHE with a irregular singular point at infinity
12.4.1 Power series for a polynomial of type 2
Let z = 1x in (12.1.3) in order to obtain the Frobenius solution of the DCHE about x =∞.
d2y
dz2
+
(
−δ + 2− γ
z
− β
z2
)
dy
dz
+
−qz + αβ
z3
y = 0 (12.4.1)
We take the power series
y(z) =
∞∑
n=0
cnz
n+λ (12.4.2)
we obtain by substitution in (12.4.1) a 3-term recurrence system between successive
coefficients cn:
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (12.4.3)
where,
An =
(n+ α) (n+ 1 + α− γ)− q
β (n+ 1)
(12.4.4a)
=
(
n+
2α−γ+1−
√
(γ−1)2+4q
2
)(
n+
2α−γ+1+
√
(γ−1)2+4q
2
)
β (n+ 1)
(12.4.4b)
Bn = −δ (n− 1 + α)
β (n+ 1)
(12.4.4c)
c1 = A0 c0 (12.4.4d)
with β 6= 0. We only have one indicial root such as λ = α.
Let us allow to test for convergence of the analytic function y(z). As n≫ 1, a recursion
system of (12.4.3)–(12.4.4d) is approximate to
cn+1 = A cn +B cn−1 as n ≥ 1 (12.4.5a)
where
lim
n≫1
An = A =
n
β
→∞ (12.4.5b) lim
n≫1
Bn = B = − δ
β
(12.4.5c)
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by letting c1 ∼ Ac0 for simple calculations of a convergence series for y(z). A y(z) series
is not convergent any more as n≫ 1 in (12.4.5b); it makes that formal series solutions for
a polynomial of type 1 and an infinite series do not exist. Therefore, two types of power
series solutions of the DCHE about x =∞ are only available such as a polynomial of
type 2 and a complete polynomial. For a polynomial of type 2, I treat α, β, γ, δ as free
variables and q as a fixed value. For a complete polynomial, I treat β, γ, δ as free
variables and α, q as fixed values.
Like the case of the DCHE about x = 0, for a polynomial of type 2, (12.4.5b) is negligible
for the minimum value of a y(z) because An term is terminated at the specific index
summation n. (12.4.5c) is only available for an asymptotic behavior of the minimum
y(x). Substituting (12.4.5c) into (12.4.5a) with A = 0 gives a recurrence system. And the
coefficients cn are classified as even and odd terms for n = 0, 1, 2, · · · .
c0 c1
c2 = − δβ c0 c3 = − δβ c1
c4 =
(
− δβ
)2
c0 c5 =
(
− δβ
)2
c1
c6 =
(
− δβ
)3
c0 c7 =
(
− δβ
)3
c1
...
...
c2n =
(
− δβ
)n
c0 c2n+1 =
(
− δβ
)n
c1
(12.4.6)
An term is negligible for the minimum y(z) since An term is terminated at the specific
summation index n. Then we are allowed to c1 ∼ Ac0 = 0 in (12.4.6). Put the coefficients
c2n on the above into an asymptotic series
∑∞
n=0 c2nx
2n, putting c0 = 1 for simplicity.
min
(
lim
n≫1
y(z)
)
=
1
1 + δβ z
2
(12.4.7)
A polynomial of type 2 requires
∣∣δ/βz2∣∣ < 1 for the convergence of the radius. An
asymptotic series (12.4.7) is constructed as similarly as a series solution (12.3.6).
We obtain an eigenvalue q for a polynomial of type 2 by replacing αi by qi and put
n = qi + 2i in (12.4.4b) with a boundary condition Aqi+2i = 0.
±
√
(γ − 1)2 + 4q = 2 (qi + 2i+ α)− γ + 1
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The case of
√
(γ − 1)2 + 4q = 2 (qi + 2i+ α)− γ + 1 where i, qi ∈ N0
In (12.4.4b) replace
√
(γ − 1)2 + 4q by 2 (qi + 2i+ α)− γ + 1. In (12.3.7) replace a
variable x and an index αi by z and qi. Take the new (12.4.4b) and (12.4.4c) in the new
(12.3.7) with c0 = 1 and λ = α. After the replacement process,
Remark 12.4.1 The power series expansion of the DCHE of the first kind for a
polynomial of type 2 about x =∞ as q = (qj + 2j + α) (qj + 2j + 1 + α− γ) where
j, qj ∈ N0 is
y(z) =
∞∑
n=0
yn(z) = y0(z) + y1(z) + y2(z) + y3(z) + · · ·
= H
(i)
d F
R
qj
(
α, β, γ, δ, q = (qj + 2j + α) (qj + 2j + 1 + α− γ) ; z = 1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα
{
q0∑
i0=0
(−q0)i0 (q0 + 1 + 2α− γ)i0
(1)i0
ξi0
+
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 + 1 + 2α− γ)i0
(1)i0
q1∑
i1=i0
(−q1)i1 (q1 + 5 + 2α− γ)i1 (3)i0
(−q1)i0 (q1 + 5 + 2α− γ)i0 (3)i1
ξi1
}
ρ
+
∞∑
n=2
{
q0∑
i0=0
(i0 + α)
(i0 + 2)
(−q0)i0 (q0 + 1 + 2α− γ)i0
(1)i0
×
n−1∏
k=1

qk∑
ik=ik−1
(ik + 2k + α)
(ik + 2k + 2)
(−qk)ik (qk + 4k + 1 + 2α − γ)ik (2k + 1)ik−1
(−qk)ik−1 (qk + 4k + 1 + 2α− γ)ik−1 (2k + 1)ik

×
qn∑
in=in−1
(−qn)in (qn + 4n+ 1 + 2α− γ)in (2n+ 1)in−1
(−qn)ik−1 (qn + 4n+ 1 + 2α− γ)in−1 (2n + 1)in
ξin
 ρn
 (12.4.8)
The case of
√
(γ − 1)2 + 4q = −2 (qi + 2i+ α) + γ − 1
In (12.4.4b) replace
√
(γ − 1)2 + 4q by −2 (qi + 2i+ α) + γ − 1. In (12.3.7) replace a
variable x and an index αi by z and qi. Take the new (12.4.4b) and (12.4.4c) in the new
(12.3.7) with c0 = 1 and λ = α. After the replacement process, its solution is equivalent
to (12.4.8).
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For the minimum value of the DCHE for a polynomial of type 2 about x =∞, put
q0 = q1 = q2 = · · · = 0 in (12.4.8).
y(z) = H
(i)
d F
R
qj
(
α, β, γ, δ, q = (2j + α) (2j + 1 + α− γ) ; z = 1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα (1− ρ)−α2 where |ρ| < 1 (12.4.9)
12.4.2 Integral representation for a polynomial of type 2
General summation structures between (12.3.9) and (12.4.8) are similar to each other. As
we compare all coefficients and variables in (12.4.8) with (12.3.9), we find that
x→ z = 1x
y(x)→ z−αy(z)
q = (qj + 2j) (qj + 2j − 1 + γ)→ q = (qj + 2j + α) (qj + 2j + 1 + α− γ)
γ → 2 + 2α− γ
η = −1δx→ ξ = 1β z
µ = −βδ x2 → ρ = − δβz2
(12.4.10)
We obtain an integral form of y(z) by substituting (12.4.10) in (12.3.29) such as
Remark 12.4.2 The integral representation of the DCHE of the first kind for a
polynomial of type 2 about x =∞ as q = (qj + 2j + α) (qj + 2j + 1 + α− γ) where
j, qj ∈ N0 is
y(z) = H
(i)
d F
R
qj
(
α, β, γ, δ, q = (qj + 2j + α) (qj + 2j + 1 + α− γ) ; z = 1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα
{
(−ξ)q0 U (−q0,−2q0 − 2α+ γ,−ξ−1)+ ∞∑
n=1
{
n−1∏
k=0
{∫ 1
0
dtn−k t
2(n−k)−1
n−k
∫ ∞
0
dun−k exp (−un−k)
× 1
2πi
∫ (0+)
∞
dvn−k
1
vn−k (1 + vn−k)
4(n−k)+1+2α−γ
exp
(
vn−k
wn−k+1,n(1− tn−k)
)
×
(
wn−k+1,nun−k(1− tn−k)
vn−k (1 + vn−k)
)qn−k
w
−2(n−k−1)−α
n−k,n
(
wn−k,n∂wn−k,n
)
w
2(n−k−1)+α
n−k,n
}
× (−w1,n)q0 U
(
−q0,−2q0 − 2α+ γ,−w−11,n
)}
ρn
}
(12.4.11)
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where
wi,j =

tivi
ui(1− ti)(1 + vi) where i ≤ j
ξ only if i > j
12.4.3 Generating function for a polynomial of type 2
We find the generating function of y(z) by substituting (12.4.10) in (12.3.32) and
(12.3.46) such as
Remark 12.4.3 The generating function for the DCH polynomial of type 2 of the first
kind about x =∞ as q = (qj + 2j + α) (qj + 2j + 1 + α− γ) where j, qj ∈ N0 is
∞∑
q0=0
sq00
q0!
∞∏
n=1

∞∑
qn=qn−1
sqnn
H(i)d FRqj
(
α, β, γ, δ, q = (qj + 2j + α) (qj + 2j + 1 + α− γ) ; z = 1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα
{
∞∏
k=1
1
(1− sk,∞)A (s0,∞; ξ)
+
{
∞∏
k=2
1
(1− sk,∞)
∫ 1
0
dt1 t1
∫ ∞
0
du1
←→
Γ 1 (s1,∞; t1, u1, ξ) w˜
−α
1,1
(
w˜1,1∂w˜1,1
)
w˜α1,1 A (s0; w˜1,1)
}
ρ
+
∞∑
n=2
{
(1− sn,∞)∏∞
k=n(1− sk,∞)
∫ 1
0
dtn t
2n−1
n
∫ ∞
0
dun
←→
Γ n (sn,∞; tn, un, ξ)
×w˜−2(n−1)−αn,n
(
w˜n,n∂w˜n,n
)
w˜2(n−1)+αn,n
×
n−1∏
j=1
{∫ 1
0
dtn−j t
2(n−j)−1
n−j
∫ ∞
0
dun−j
←→
Γ n−j (sn−j; tn−j , un−j , w˜n−j+1,n)
×w˜−2(n−j−1)−αn−j,n
(
w˜n−j,n∂w˜n−j,n
)
w˜
2(n−j−1)+α
n−j,n
}
A (s0; w˜1,n)
}
ρn
}
(12.4.12)
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where
←→
Γ 1 (s1,∞; t1, u1, ξ)
= exp
(
−u1 +
−1 +√1 + 4ξu1(1− t1)s1,∞
2ξ(1− t1)
) ( 2
1+
√
1+4ξu1(1−t1)s1,∞
)4+2α−γ
√
1 + 4ξu1(1− t1)s1,∞←→
Γ n (sn,∞; tn, un, ξ)
= exp
(
−un +
−1 +√1 + 4ξun(1− tn)sn,∞
2ξ(1− tn)
) ( 2
1+
√
1+4ξun(1−tn)sn,∞
)4n+2α−γ
√
1 + 4ξun(1− tn)sn,∞←→
Γ n−j (sn−j; tn−j, un−j , w˜n−j+1,n)
= exp
(
−un−j +
−1 +√1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
2w˜n−j+1,n(1− tn−j)
)
×
(
2
1+
√
1+4w˜n−j+1,nun−j(1−tn−j )sn−j
)4(n−j)+2α−γ
√
1 + 4w˜n−j+1,nun−j(1− tn−j)sn−j
and 
A (s0,∞; ξ) = exp
(
−1 +√1 + 4ξs0,∞
2ξ
) ( 2
1+
√
1+4ξs0,∞
)2α−γ
√
1 + 4ξs0,∞
A (s0; w˜1,1) = exp
(
−1 +√1 + 4w˜1,1s0
2w˜1,1
) ( 2
1+
√
1+4w˜1,1s0
)2α−γ
√
1 + 4w˜1,1s0
A (s0; w˜1,n) = exp
(
−1 +√1 + 4w˜1,ns0
2w˜1,n
) ( 2
1+
√
1+4w˜1,ns0
)2α−γ
√
1 + 4w˜1,ns0
with a definition such as
w˜i,j =

ti
ui(1− ti)
−1 +√1 + 4w˜i+1,jui(1− ti)si
1 +
√
1 + 4w˜i+1,jui(1− ti)si
where i < j and i, j ∈ N0
ti
ui(1− ti)
−1 +√1 + 4ξui(1− ti)si,∞
1 +
√
1 + 4ξui(1− ti)si,∞
where i = j
12.5 Summary
In chapter 1 of Ref.[6], for n = 0, 1, 2, 3, · · · , (12.2.1) is expanded to combinations of An
and Bn terms. I define that a sub-power series yl(x) where l ∈ N0 is constructed by
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observing the term of sequence cn which includes l terms of B
′
ns. The formal series
solution is described by sums of each yl(x) such as y(x) =
∑∞
n=0 yn(x). By allowing Bn in
the sequence cn is the leading term of each sub-power series yl(x), the general summation
formulas of the 3-term recurrence relation in a linear ODE are constructed for an infinite
series and a polynomial of type 2, denominated as ‘reversible three term recurrence
formula (R3TRF).’
By applying An and Bn terms in the recurrence relations for the DCHE around the origin
and infinity into R3TRF, Frobenius series solutions in closed forms for a polynomial of
type 2 are constructed in use for hypergeometric-type equations. There are no such series
solutions of the DCHE for an infinite series and a polynomial of type 1; because formal
series solutions of the DCHE around x = 0 and x =∞ are divergent as n≫ 1 in An term
of a 3-term recursive relation.
For a polynomial of type 2, it discusses special parameter values q for which sub-power
series of the general formal series solutions are truncated to polynomials: For the type 2
DCH polynomial around x = 0, I suggest that a parameter q is equivalent to
(qj + 2j)(qj + 2j − 1 + γ) where j, qj ∈ N0; for its polynomial around x =∞, I treat q as
(qj + 2j + α)(qj + 2j + 1 + α− γ).
In particular, type 2 polynomial of the DCHE around the origin requires
∣∣β/δx2∣∣ < 1 for
the convergence of the radius. Similarly, its type 2 polynomial around infinity
necessitates
∣∣δ/βz2∣∣ < 1. Otherwise, general series solutions for a polynomial of type 2
will not convergent any more with respect to an independent variable.
For summation series solution of the DCHE around x = 0 and x =∞, the denominators
and numerators in all An terms of sub-power series arise with Pochhammer symbols.
Their representation in terms of integrals for a polynomial of type 2, akin to those of the
hypergeometric functions, is constructed by applying the contour integral of Tricomi’s
functions (Kummer’s function of the second kind) into sub-power series of their general
series solutions; each sub-integral yl(x) is composed of 2l terms of definite integrals and l
terms of contour integrals. Their generating functions for a polynomial of type 2 are
obtained analytically by applying generating functions for Tricomi’s polynomials into
sub-integrals of general integral solutions.
The normalized wave function of hydrogen-like atoms and expectation values of its
physical quantities such as position and momentum are obtained by applying the
generating function of associated Laguerre polynomials. likewise, we are able to find
orthogonal relations and recursion relations of the DCH polynomial of type 2 from their
generating functions including physical expectation values.
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Chapter 13
Complete polynomials of Double
Confluent Heun equation
Reversible three term recurrence formula (R3TRF) in chapter 1 of Ref.[9] is applied into
the DCH equation (DCHE) with irregular singular points at the origin and infinity for a
polynomial which makes the series solutions are truncated with special parameter values.
And their power series solutions in closed forms are derived for a polynomial of type 2 in
chapter 12. Also their combined definite and contour integrals involving only Tricomi’s
functions are constructed including generating functions for DCH polynomials of type 2.
In this chapter I construct Frobenius solutions of the DCH equation with two singular
points for a polynomial of type 3 by applying general summation formulas of complete
polynomials using 3TRF and R3TRF.
13.1 Introduction
In 1889, Karl Heun suggested a second linear ODE having four regular singular points
such as [17, 25]
d2y
dx2
+
(
γ
x
+
δ
x− 1 +
ǫ
x− a
)
dy
dx
+
αβx− q
x(x− 1)(x− a)y = 0 (13.1.1)
where ǫ = α+ β − γ − δ + 1 for assuring the regularity of the point at x =∞. Its
equation, called Heun’s differential equation, has four regular singular points which are 0,
1, a and ∞ with exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − ǫ} and {α, β}.
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There are 4 different types of confluent forms of Heun equation such as (1) confluent
Heun (two regular and one irregular singularities), (2) double confluent Heun (two
irregular singularities), (3) biconfluent Heun (one regular and one irregular singularities),
(4) triconfluent Heun equations (one irregular singularity). Like deriving of confluent
hypergeometric equation from a hypergeometric equation, 4 confluent types of Heun
equation can be derived from merging two or more regular singularities to take an
irregular singularity in Heun equation.
The non-symmetrical canonical form of the confluent Heun equation (CHE) [11, 12, 25]
reads
d2y
dx2
+
(
β +
γ
x
+
δ
x− 1
)
dy
dx
+
αβx− q
x(x− 1)y = 0 (13.1.2)
It has three singular points: two regular singular points which are 0 and 1 with exponents
{0, 1− γ} and {0, 1− δ}, and one irregular singular point which is ∞ with an exponent α.
In general, there are three types of the DCH equation (DCHE): (1) non-symmetrical
canonical form of the DCHE, (2) canonical form of the general DCHE, (3) generalized
spheroidal equation in the Leaver version, by letting a regular singular point as zero [20].
We obtain the DCHE by changing coefficients and combining two regular singularities in
the CHE. Let us allow x→ x/ǫ, β → βǫ, γ → γ − δ/ǫ and δ → δ/ǫ in (13.1.2). Assuming
ǫ→ 0 in the new (13.1.2)
d2y
dx2
+
(
β +
γ
x
+
δ
x2
)
dy
dx
+
αβx− q
x2
y = 0 (13.1.3)
(13.1.3) is the non-symmetrical canonical form of the DCHE which has irregular
singularities at x = 0 and ∞, each of rank 1. Its general solution is denoted as
Hd(α, β, γ, δ, q;x). For DLFM version [22] or in Ref.[26], replace β by 1 in (13.1.3). The
reason, why the parameter β is included in (13.1.3) instead of the unity, is that we can
obtain an equation of the Whittaker-Ince limit of the DCHE by putting β → 0, α→∞,
such that αβ → α in (13.1.3). In this chapter, (13.1.3) is selected as an analytic solution
of the DCHE because of more convenient for mathematical computations and the
application of the Laplace transform.
Recently The DCH functions started to appear in theoretical modern physics. For
examples the DCHE appears in diverse areas such as Dirac equations in the Nutkus
helicoid spacetime [3, 4] and the rotating electromagnetic spacetime [1], the Schro¨dinger
equation for inverse fourth and sixth-power potentials (asymmetric double-Morse
potentials) [7, 15, 16, 19], the time-dependence of Klein-Gordon and Dirac test-fields in
curved spacetimes [2, 6, 10, 23], quantum scattering problems of non-relativistic electrons
from intermolecular forces [5], Teukolskys equations in general relativity, linearized
perturbation theories on the backgrounds of Schwarzschild and Kerr black holes, etc.
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Since a power series with unknown coefficients is put into Heun-type equations except
triconfluent Heun equation, the recurrence relation between consecutive coefficients has a
3-term. Currently, it is impossible to obtain Frobenius solutions for a 3-term recursive
relation in which coefficients are given explicitly. Indeed, their representation in terms of
definite or contour integrals are still ambiguous including even their numerical
computation. In contrast to Heun-type equations, formal series in compact forms of
hypergeometric-type equations are already built by great many mathematicians
extensively including their integral forms. Because their recurrence relation between
successive coefficients can always be made to yield a 2-term, which is easily handled.
13.2 4 power series solutions in linear ODEs having a
3-term recursive relation
By substituting a power series with unknown coefficients such as y(x) =
∑∞
n=0 cnx
n+λ
into linear ODEs, we obtain a 3-term recurrence system such as
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (13.2.1)
where λ = an indicial root, c1 = A0 c0 and c0 6= 0 . On the above, An and Bn are
themselves polynomials of degree m: for the second-order ODEs, a numerator and a
denominator of An are usually equal or less than polynomials of degrees 2.
In linear ODEs consisting of a 3-term recursive relation between successive coefficient,
there are 4 types power series solutions such as an infinite series and 3 possible
polynomials which makes the series solutions are truncated with fixed parameter values
such as (1) a polynomial which makes Bn term terminated; An term is not terminated,
(2) a polynomial which makes An term terminated; Bn term is not terminated, (3) a
polynomial which makes An and Bn terms terminated at the same time, referred as ‘a
complete polynomial.’
In general, an infinite series and 3 different polynomials of linear ODEs having a 3-term
recursive relation are constructed by two possible general summation formulas such as a
three term recurrence formula (3TRF) and a reversible three term recurrence formula
(R3TRF).
For n = 0, 1, 2, 3, · · · in (13.2.1), the coefficients cn+1 of the series are expanded to
combinations of An and Bn terms. First of all, I suggest that a sub-power series yl(x)
where l ∈ N0 is composed by observing the term of sequence cn which includes l terms of
A′ns. And the power series solution is defined by sums of each yl(x) such as
y(x) =
∑∞
n=0 yn(x). The Frobenius solutions in linear ODEs having a 3-term recurrence
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relation between successive coefficients are constructed, since An in the sequence cn is
allowed as the leading term of each sub-power series yl(x) for an infinite series and a
polynomial of type 1. In particular, a polynomial of type 1 is determined that sub-power
series solutions yl(x) are truncated to polynomials with fixed parameter values in a
numerator of Bn term. This general summation formulas is designated as ‘three term
recurrence formula (3TRF).’ [8]
In chapter 1 of Ref.[9], by contrast with 3TRF, I define that a sub-power series yl(x) is
obtained by observing the term of sequence cn which includes l terms of B
′
ns. And the
general solution in a formal series is described by sums of each yl(x). By allowing Bn in
the sequence cn is the leading term of each sub-power series yl(x), the general summation
expressions of the 3-term recurrence relation in linear ODEs are constructed for an
infinite series and a polynomial of type 2, designated as ‘reversible three term recurrence
formula (R3TRF).’ A polynomial of type 2 is specified that sub-power series solutions
yl(x) are truncated to polynomials with fixed parameter values in a numerator of An
term, compared with a polynomial of type 1.
With my definition, there are 2 types of complete polynomials such as the first species
complete polynomial and the second species complete polynomial. The first species
complete polynomial is obeyed since a parameter of a numerator in Bn term and a
(spectral) parameter of a numerator in An term are fixed constants. The second species
complete polynomial is applicable since two parameters of a numerator in Bn term and a
parameter of a numerator in An term are fixed constants. The former has multi-valued
roots of a parameter of a numerator in An term, but the latter has only one fixed
parameter value of a numerator in An term.
In chapter 1, representation in terms of general summation formulas for the first and
second species complete polynomials are constructed by allowing An as a leading term in
each of finite sub-power series of a general series solution y(x). Their mathematical
expressions are referred as ‘complete polynomials using 3-term recurrence formula
(3TRF).”
In comparison with complete polynomials using 3TRF, general series solutions in closed
forms for the first and second species complete polynomials are obtained by allowing Bn
as the leading term in each finite sub-power series of the general power series y(x) in
chapter 2. These classical summation formulas are designated as “complete polynomials
using reversible 3-term recurrence formula (R3TRF).”
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13.3 All possible formal series solutions in the DCHE
By the method of Frobenius, all potential formal series solutions of the DCHE are
described in the following table.
The DCHE with irregular singular points at the origin and infinity
3TRF
Polynomial of type 3
1st species
complete
polynomial
R3TRF
Polynomial of type 2 Polynomial of type 3
1st species
complete
polynomial
Table 13.1: Power series of the DCHE with irregular singular points at the origin and
infinity
The non-symmetrical canonical form of the DCHE has 4 parameters such as α, β, γ, δ
and q. In chapter 12, the parameters play different roles for a polynomial of type 2 in the
DCHE at the origin and infinity: α, β, γ and δ are treated as free variables; q is
considered as a fixed value. Conspicuously, type 2 polynomials for the DCHE require∣∣β/δx2∣∣ < 1 at the origin and ∣∣δ/βz2∣∣ < 1 at infinity for the radius of convergence. A
polynomial of type 1 and an infinite series for the DCHE with both irregular singular
points do not exist prominently because An term is divergent as n≫ 1. Representation
in terms of integrals of the DCHE at x = 0 and x =∞ are derived by applying the
contour integral of Tricomi’s functions into sub-power series of their general series
solutions. By applying generating functions for Kummer’s function of the second kind
into each of sub-integrals of general integrals for the DCH polynomials of type 2, their
generating functions with both irregular singular points are found analytically.
The first species complete polynomial of the DCHE with both irregular singular points
requires β, γ, δ as free variables and α, q as fixed values. The second species complete
polynomial of the DCHE around x = 0 and x =∞ are not available because α of a
numerator in Bn term in its differential equation is only a fixed parameter value for which
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Bn term are truncated at a specific index summation n.
Spectral polynomials (the first species complete polynomial) of the symmetric canonical
form of the DCHE, the special case of canonical form of the general DCHE, heretofore
have been found by applying a Laurent series with a characteristic exponent ν [21, 24, 25].
Ishkhanyan et al. show that power series solutions of the non-symmetrical canonical form
of the DCHE in terms of the Kummer functions of the first kind. They find that several
Kummer functions lead to expansions the coefficients of which in general obey a 3-term
recurrence relation. They present spectral polynomials of the DCHE for the special cases
as recursion relations [18].
Power series solutions of coulomb wave functions including the DCHE (generalized
spheroidal equation in the Leaver version) have been obtained from its Laurent series [14].
Figueiredo et al. examined the Whittaker-Ince limits of the DCHE having polynomial
solutions, and showed the possibility having finite series in a fixed set for the DCHE [13].
They just left analytic solutions of the DCH spectral polynomials as solutions of
recurrences because of a 3-term recursive relation between successive coefficients in its
Laurent series. And they left an algebraic equation of the (j + 1)th order for the
determination of a special parameter as the determinant of (j + 1)× (j + 1) matrices.
Currently, there are still no general series solutions of the DCHE in which the coefficients
are given explicitly.
In this chapter, by substituting An and Bn terms of the DCHE with both irregular
singular points into complete polynomials using 3TRF and R3TRF, representation in
terms of their power series solutions in closed forms are given for the first species
complete polynomials. Furthermore, I shew algebraic equations of the DCHE for the
determination of a parameter q in the combinational form of partial sums of the
sequences {An} and {Bn} using 3TRF and R3TRF.
13.4 The DCHE with a irregular singular point at the
origin
We take the power series
y(x) =
∞∑
n=0
cnx
n+λ where c0 6= 0 (13.4.1)
where λ as an indicial root. Substitute (13.4.1) into (13.1.3), and equalize coefficients of
consecutive power of x with zero. We observe the recurrence system for determining the
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coefficients cn of the series:
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (13.4.2)
where,
An = −n (n− 1 + γ)− q
δ (n+ 1)
(13.4.3a)
= −
(
n+
γ−1−
√
(γ−1)2+4q
2
)(
n+
γ−1+
√
(γ−1)2+4q
2
)
δ (n+ 1)
(13.4.3b)
Bn = −β (n− 1 + α)
δ (n+ 1)
(13.4.3c)
c1 = A0 c0 (13.4.3d)
with δ 6= 0. We only have one indicial root such as λ = 0.
13.4.1 The first species complete polynomial using 3TRF
For the first species complete polynomials using 3TRF and R3TRF, we need a condition
such as
Bj+1 = cj+1 = 0 where j ∈ N0 (13.4.4)
(13.4.4) gives successively cj+2 = cj+3 = cj+4 = · · · = 0. And cj+1 = 0 is defined by a
polynomial equation of degree j + 1 for the determination of an accessory parameter in
An term.
Theorem 13.4.1 In chapter 1, the general summation expression of a function y(x) for
the first species complete polynomial using 3-term recurrence formula and its algebraic
equation for the determination of an accessory parameter in An term are given by
1. As B1 = 0,
0 = c¯(1, 0) (13.4.5)
y(x) = y00(x) (13.4.6)
2. As B2N+2 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r,N + 1− r) (13.4.7)
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y(x) =
N∑
r=0
yN−r2r (x) +
N∑
r=0
yN−r2r+1(x) (13.4.8)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r) (13.4.9)
y(x) =
N+1∑
r=0
yN+1−r2r (x) +
N∑
r=0
yN−r2r+1(x) (13.4.10)
In the above,
c¯(0, n) =
n−1∏
i0=0
B2i0+1 (13.4.11)
c¯(1, n) =
n∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
n−1∏
i2=i0
B2i2+2
}
(13.4.12)
c¯(τ, n) =
n∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
n−1∏
i2τ=i2(τ−1)
B2i2τ+(τ+1)
 (13.4.13)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
B2i1+1
}
x2i0 (13.4.14)
ym1 (x) = c0x
λ
m∑
i0=0
{
A2i0
i0−1∏
i1=0
B2i1+1
m∑
i2=i0
{
i2−1∏
i3=i0
B2i3+2
}}
x2i2+1 (13.4.15)
ymτ (x) = c0x
λ
m∑
i0=0
A2i0
i0−1∏
i1=0
B2i1+1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
A2i2k+k
i2k−1∏
i2k+1=i2(k−1)
B2i2k+1+(k+1)

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
B2i2τ+1+(τ+1)
x2i2τ+τ where τ ≥ 2(13.4.16)
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Put n = j + 1 in (13.4.3c) and use the condition Bj+1 = 0 for α.
α = −j (13.4.17)
Take (13.4.17) into (13.4.3c).
Bn = −β(n− 1− j)
δ(n + 1)
(13.4.18)
Now the condition cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and thus
has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can be
arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (13.4.3a) and (13.4.18) into (13.4.11)–(13.4.16) by letting c0 = 1 and λ = 0.
As B1 = c1 = 0, take the new (13.4.12) into (13.4.5) putting j = 0. Substitute the new
(13.4.14) into (13.4.6) putting j = 0.
As B2N+2 = c2N+2 = 0, take the new (13.4.11)–(13.4.13) into (13.4.7) putting j = 2N +1.
Substitute the new (13.4.14)–(13.4.16) into (13.4.8) putting j = 2N + 1 and q = qm2N+1.
As B2N+3 = c2N+3 = 0, take the new (13.4.11)–(13.4.13) into (13.4.9) putting
j = 2N + 2. Substitute the new (13.4.14)–(13.4.16) into (13.4.10) putting j = 2N + 2 and
q = qm2N+2. After the replacement process, we obtain an independent solution of the
DCHE. The solution is as follows.
Remark 13.4.2 The power series expansion of the DCHE of the first kind about x = 0
for the first species complete polynomial using 3TRF as α = −j where j ∈ N0 and its
algebraic equation for the determination of an accessory parameter q are given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = H
(o)
d F0,0
(
α = 0, β, γ, δ, q = q00 = 0; η˜ = −
2
δ
x, µ = −β
δ
x2
)
= 1 (13.4.19)
2. As α = − (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (13.4.20)
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The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(x) = H
(o)
d F2N+1,m
(
α = − (2N + 1) , β, γ, δ, q = qm2N+1; η˜ = −
2
δ
x, µ = −β
δ
x2
)
=
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1;x
)
(13.4.21)
3. As α = − (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (13.4.22)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = H
(o)
d F2N+2,m
(
α = − (2N + 2) , β, γ, δ, q = qm2N+2; η˜ = −
2
δ
x, µ = −β
δ
x2
)
=
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2;x
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2;x
)
(13.4.23)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(1)n
(
−β
δ
)n
(13.4.24)
c¯(1, n; j, q) =
(
−2
δ
) n∑
i0=0
i0
(
i0 − 12 + γ2
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
(
1
2 − j2
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
3
2
)
n
(
−β
δ
)n
(13.4.25)
c¯(τ, n; j, q) =
(
−2
δ
)τ n∑
i0=0
i0
(
i0 − 12 + γ2
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2
) (
ik +
k
2 − 12 + γ2
)− q4(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
n
(
−β
δ
)n
(13.4.26)
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ym0 (j, q;x) =
m∑
i0=0
(
− j2
)
n
(1)n
µi0 (13.4.27)
ym1 (j, q;x) =

m∑
i0=0
i0
(
i0 − 12 + γ2
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
3
2
)
i1
µi1
 η˜(13.4.28)
ymτ (j, q;x) =

m∑
i0=0
i0
(
i0 − 12 + γ2
)− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2
) (
ik +
k
2 − 12 + γ2
)− q4(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
iτ
µiτ
 η˜τ (13.4.29)
where τ ≥ 2.
13.4.2 The first species complete polynomial using R3TRF
Theorem 13.4.3 In chapter 2, the general summation expression of a function y(x) for
the first species complete polynomial using reversible 3-term recurrence formula and its
algebraic equation for the determination of an accessory parameter in An term are given
by
1. As B1 = 0,
0 = c¯(0, 1) (13.4.30)
y(x) = y00(x) (13.4.31)
2. As B2 = 0,
0 = c¯(0, 2) + c¯(1, 0) (13.4.32)
y(x) = y10(x) (13.4.33)
3. As B2N+3 = 0 where N ∈ N0,
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3) (13.4.34)
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y(x) =
N+1∑
r=0
y2(N+1−r)r (x) (13.4.35)
4. As B2N+4 = 0 whereN ∈ N0,
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r)) (13.4.36)
y(x) =
N+1∑
r=0
y2(N−r)+3r (x) (13.4.37)
In the above,
c¯(0, n) =
n−1∏
i0=0
Ai0 (13.4.38)
c¯(1, n) =
n∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
n−1∏
i2=i0
Ai2+2
}
(13.4.39)
c¯(τ, n) =
n∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 n∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
n−1∏
i2τ=i2(τ−1)
Ai2τ+2τ
 (13.4.40)
and
ym0 (x) = c0x
λ
m∑
i0=0
{
i0−1∏
i1=0
Ai1
}
xi0 (13.4.41)
ym1 (x) = c0x
λ
m∑
i0=0
{
Bi0+1
i0−1∏
i1=0
Ai1
m∑
i2=i0
{
i2−1∏
i3=i0
Ai3+2
}}
xi2+2 (13.4.42)
ymτ (x) = c0x
λ
m∑
i0=0
Bi0+1
i0−1∏
i1=0
Ai1
τ−1∏
k=1
 m∑
i2k=i2(k−1)
Bi2k+(2k+1)
i2k−1∏
i2k+1=i2(k−1)
Ai2k+1+2k

×
m∑
i2τ=i2(τ−1)
 i2τ−1∏
i2τ+1=i2(τ−1)
Ai2τ+1+2τ
xi2τ+2τ where τ ≥ 2 (13.4.43)
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According to (13.4.4), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (13.4.3b) and (13.4.18) into (13.4.38)–(13.4.43) by letting c0 = 1 and λ = 0.
As B1 = c1 = 0, take the new (13.4.38) into (13.4.30) putting j = 0. Substitute the new
(13.4.41) into (13.4.31) putting j = 0.
As B2 = c2 = 0, take the new (13.4.38) and (13.4.39) into (13.4.32) putting j = 1.
Substitute the new (13.4.41) into (13.4.33) putting j = 1 and q = qm1 .
As B2N+3 = c2N+3 = 0, take the new (13.4.38)–(13.4.40) into (13.4.34) putting
j = 2N + 2. Substitute the new (13.4.41)–(13.4.43) into (13.4.35) putting j = 2N + 2 and
q = qm2N+2.
As B2N+4 = c2N+4 = 0, take the new (13.4.38)–(13.4.40) into (13.4.36) putting
j = 2N + 3. Substitute the new (13.4.41)–(13.4.43) into (13.4.37) putting j = 2N + 3 and
q = qm2N+3. After the replacement process, we obtain an independent solution of the
DCHE. The solution is as follows.
Remark 13.4.4 The power series expansion of the DCHE of the first kind about x = 0
for the first species complete polynomial using R3TRF as α = −j where j ∈ N0 and its
algebraic equation for the determination of an accessory parameter q are given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(x) = H
(o)
d F
R
0,0
(
α = 0, β, γ, δ, q = q00 = 0; η = −
1
δ
x, µ = −β
δ
x2
)
= 1 (13.4.44)
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = q(q − γ) + βδ (13.4.45)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(x) = H
(o)
d F
R
1,m
(
α = −1, β, γ, δ, q = qm1 ; η = −
1
δ
x, µ = −β
δ
x2
)
= 1− qm1 η (13.4.46)
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3. As α = − (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (13.4.47)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(x) = H
(o)
d F
R
2N+2,m
(
α = − (2N + 2) , β, γ, δ, q = qm2N+2; η = −
1
δ
x, µ = −β
δ
x2
)
=
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2;x
)
(13.4.48)
4. As Ω = − (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (13.4.49)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = H
(o)
d F
R
2N+3,m
(
α = − (2N + 3) , β, γ, δ, q = qm2N+3; η = −
1
δ
x, µ = −β
δ
x2
)
=
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3;x
)
(13.4.50)
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In the above,
c¯(0, n; j, q) =
(
∆−0 (q)
)
n
(
∆+0 (q)
)
n
(1)n
(
−1
δ
)n
(13.4.51)
c¯(1, n; j, q) =
(
−β
δ
) n∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0
(
∆−1 (q)
)
n
(
∆+1 (q)
)
n
(3)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(3)n
(
−1
δ
)n
(13.4.52)
c¯(τ, n; j, q) =
(
−β
δ
)τ n∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2)
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 1)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 1)ik
)
×
(∆−τ (q))n (∆
+
τ (q))n (2τ + 1)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 1)n
(
−1
δ
)n
(13.4.53)
ym0 (j, q;x) =
m∑
i0=0
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0
ηi0 (13.4.54)
ym1 (j, q;x) =
{
m∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0
m∑
i1=i0
(
∆−1 (q)
)
i1
(
∆+1 (q)
)
i1
(3)i0(
∆−1 (q)
)
i0
(
∆+1 (q)
)
i0
(3)i1
ηi1
}
µ(13.4.55)
ymτ (j, q;x) =
{
m∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (q)
)
i0
(
∆+0 (q)
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2)
(
∆−k (q)
)
ik
(
∆+k (q)
)
ik
(2k + 1)ik−1(
∆−k (q)
)
ik−1
(
∆+k (q)
)
ik−1
(2k + 1)ik
)
×
m∑
iτ=iτ−1
(∆−τ (q))iτ (∆
+
τ (q))iτ (2τ + 1)iτ−1(
∆−τ (q)
)
iτ−1
(
∆+τ (q)
)
iτ−1
(2τ + 1)iτ
ηiτ
µτ (13.4.56)
where {
τ ≥ 2
∆±k (q) =
γ−1+4k±
√
(γ−1)2+4q
2
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13.5 The DCHE with a irregular singular point at infinity
Let z = 1x in (13.1.3). Then the DCHE about x =∞ takes the form
d2y
dz2
+
(
−δ + 2− γ
z
− β
z2
)
dy
dz
+
−qz + αβ
z3
y = 0 (13.5.1)
assuming a solution on the form
y(z) =
∞∑
n=0
cnz
n+λ (13.5.2)
we obtain by substitution in (13.5.1) a 3-term recurrence relation among the consecutive
coefficients cn:
cn+1 = An cn +Bn cn−1 ;n ≥ 1 (13.5.3)
where,
An =
(n+ α) (n+ 1 + α− γ)− q
β (n+ 1)
(13.5.4a)
=
(
n+
2α−γ+1−
√
(γ−1)2+4q
2
)(
n+
2α−γ+1+
√
(γ−1)2+4q
2
)
β (n+ 1)
(13.5.4b)
Bn = −δ (n− 1 + α)
β (n+ 1)
(13.5.4c)
c1 = A0 c0 (13.5.4d)
with β 6= 0. We only have one indicial root such as λ = α.
13.5.1 The first species complete polynomial using 3TRF
Put n = j + 1 in (13.5.4c) and use the condition Bj+1 = 0 for α.
α = −j (13.5.5)
Take (13.5.5) into (13.5.4a)–(13.5.4c).
An =
(n− j) (n+ 1− j − γ)− q
β (n+ 1)
(13.5.6a)
=
(
n+
−γ+1−2j−
√
(γ−1)2+4q
2
)(
n+
−γ+1−2j+
√
(γ−1)2+4q
2
)
β (n+ 1)
(13.5.6b)
Bn = −δ (n− 1− j)
β (n+ 1)
(13.5.6c)
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The condition cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and thus has
j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can be
arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (13.5.6a) and (13.5.6c) into (13.4.11)–(13.4.16) with replacing x, c0 and λ by
z, 1 and α.
As B1 = c1 = 0, take the new (13.4.12) into (13.4.5) putting j = 0. Substitute the new
(13.4.14) into (13.4.6) putting j = 0 and x = z.
As B2N+2 = c2N+2 = 0, take the new (13.4.11)–(13.4.13) into (13.4.7) putting
j = 2N + 1. Substitute the new (13.4.14)–(13.4.16) into (13.4.8) putting j = 2N + 1,
q = qm2N+1 and x = z.
As B2N+3 = c2N+3 = 0, take the new (13.4.11)–(13.4.13) into (13.4.9) putting
j = 2N + 2. Substitute the new (13.4.14)–(13.4.16) into (13.4.10) putting j = 2N + 2,
q = qm2N+2 and x = z. After the replacement process, we obtain an independent solution
of the DCHE. The solution is as follows.
Remark 13.5.1 The power series expansion of the DCHE of the first kind about x =∞
for the first species complete polynomial using 3TRF as α = −j where j ∈ N0 and its
algebraic equation for the determination of an accessory parameter q are given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(z) = H
(i)
d F0,0
(
α = 0, β, γ, δ, q = q00 = 0; z =
1
x
, ε˜ =
2
β
z, ρ = − δ
β
z2
)
= zα
(13.5.7)
2. As α = − (2N + 1) where N ∈ N0,
An algebraic equation of degree 2N + 2 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r,N + 1− r; 2N + 1, q) (13.5.8)
The eigenvalue of q is written by qm2N+1 where m = 0, 1, 2, · · · , 2N + 1;
q02N+1 < q
1
2N+1 < · · · < q2N+12N+1. Its eigenfunction is given by
y(z) = H
(i)
d F2N+1,m
(
α = − (2N + 1) , β, γ, δ, q = qm2N+1; z =
1
x
, ε˜ =
2
β
z, ρ = − δ
β
z2
)
= zα
{
N∑
r=0
yN−r2r
(
2N + 1, qm2N+1; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 1, qm2N+1; z
)}
(13.5.9)
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3. As α = − (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (2r + 1, N + 1− r; 2N + 2, q) (13.5.10)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = H
(i)
d F2N+2,m
(
α = − (2N + 2) , β, γ, δ, q = qm2N+2; z =
1
x
, ε˜ =
2
β
z, ρ = − δ
β
z2
)
= zα
{
N+1∑
r=0
yN+1−r2r
(
2N + 2, qm2N+2; z
)
+
N∑
r=0
yN−r2r+1
(
2N + 2, qm2N+2; z
)}
(13.5.11)
In the above,
c¯(0, n; j, q) =
(
− j2
)
n
(1)n
(
− δ
β
)n
(13.5.12)
c¯(1, n; j, q) =
(
2
β
) n∑
i0=0
(
i0 − j2
)(
i0 +
1
2 − j2 − γ2
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
(
1
2 − j2
)
n
(
3
2
)
i0(
1
2 − j2
)
i0
(
3
2
)
n
(
− δ
β
)n
(13.5.13)
c¯(τ, n; j, q) =
(
2
β
)τ n∑
i0=0
(
i0 − j2
)(
i0 +
1
2 − j2 − γ2
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(
ik +
k
2 − j2
)(
ik +
k
2 +
1
2 − j2 − γ2
)
− q4(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik

×
(
τ
2 − j2
)
n
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
n
(
− δ
β
)n
(13.5.14)
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ym0 (j, q; z) =
m∑
i0=0
(
− j2
)
n
(1)n
ρi0 (13.5.15)
ym1 (j, q; z) =

m∑
i0=0
(
i0 − j2
)(
i0 +
1
2 − j2 − γ2
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
m∑
i1=i0
(
1
2 − j2
)
i1
(
3
2
)
i0(
1
2 − j2
)
i0
(
3
2
)
i1
ρi1
 ε˜(13.5.16)
ymτ (j, q; z) =

m∑
i0=0
(
i0 − j2
)(
i0 +
1
2 − j2 − γ2
)
− q4(
i0 +
1
2
)
(
− j2
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(
ik +
k
2 − j2
)(
ik +
k
2 +
1
2 − j2 − γ2
)
− q4(
ik +
k
2 +
1
2
)
(
k
2 − j2
)
ik
(
k
2 + 1
)
ik−1(
k
2 − j2
)
ik−1
(
k
2 + 1
)
ik

×
m∑
iτ=iτ−1
(
τ
2 − j2
)
iτ
(
τ
2 + 1
)
iτ−1(
τ
2 − j2
)
iτ−1
(
τ
2 + 1
)
iτ
ρiτ
 ε˜τ (13.5.17)
where τ ≥ 2.
13.5.2 The first species complete polynomial using R3TRF
According to (13.4.4), cj+1 = 0 is clearly an algebraic equation in q of degree j + 1 and
thus has j + 1 zeros denoted them by qmj eigenvalues where m = 0, 1, 2, · · · , j. They can
be arranged in the following order: q0j < q
1
j < q
2
j < · · · < qjj .
Substitute (13.5.6b) and (13.5.6c) into (13.4.38)–(13.4.43) with c0 = 1, λ = α and x = z.
As B1 = c1 = 0, take the new (13.4.38) into (13.4.30) putting j = 0. Substitute the new
(13.4.41) into (13.4.31) putting j = 0 and x = z.
As B2 = c2 = 0, take the new (13.4.38) and (13.4.39) into (13.4.32) putting j = 1.
Substitute the new (13.4.41) into (13.4.33) putting j = 1, q = qm1 and x = z.
As B2N+3 = c2N+3 = 0, take the new (13.4.38)–(13.4.40) into (13.4.34) putting
j = 2N + 2. Substitute the new (13.4.41)–(13.4.43) into (13.4.35) putting j = 2N + 2,
q = qm2N+2 and x = z.
As B2N+4 = c2N+4 = 0, take the new (13.4.38)–(13.4.40) into (13.4.36) putting
j = 2N + 3. Substitute the new (13.4.41)–(13.4.43) into (13.4.37) putting j = 2N + 3,
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q = qm2N+3 and x = z. After the replacement process, we obtain an independent solution
of the DCHE. The solution is as follows.
Remark 13.5.2 The power series expansion of the DCHE of the first kind about x =∞
for the first species complete polynomial using R3TRF as α = −j where j ∈ N0 and its
algebraic equation for the determination of an accessory parameter q are given by
1. As α = 0 and q = q00 = 0,
The eigenfunction is given by
y(z) = H
(i)
d F
R
0,0
(
α = 0, β, γ, δ, q = q00 = 0; z =
1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα
(13.5.18)
2. As α = −1,
An algebraic equation of degree 2 for the determination of q is given by
0 = q(q − γ) + βδ (13.5.19)
The eigenvalue of q is written by qm1 where m = 0, 1; q
0
1 < q
1
1. Its eigenfunction is
given by
y(z) = H
(i)
d F
R
1,m
(
α = −1, β, γ, δ, q = qm1 ; z =
1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα {1 + (γ − qm1 )ξ} (13.5.20)
3. As α = − (2N + 2) where N ∈ N0,
An algebraic equation of degree 2N + 3 for the determination of q is given by
0 =
N+1∑
r=0
c¯ (r, 2(N − r) + 3; 2N + 2, q) (13.5.21)
The eigenvalue of q is written by qm2N+2 where m = 0, 1, 2, · · · , 2N + 2;
q02N+2 < q
1
2N+2 < · · · < q2N+22N+2. Its eigenfunction is given by
y(z) = H
(i)
d F
R
2N+2,m
(
α = − (2N + 2) , β, γ, δ, q = qm2N+2; z =
1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα
N+1∑
r=0
y2(N+1−r)r
(
2N + 2, qm2N+2; z
)
(13.5.22)
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4. As α = − (2N + 3) where N ∈ N0,
An algebraic equation of degree 2N + 4 for the determination of q is given by
0 =
N+2∑
r=0
c¯ (r, 2(N + 2− r); 2N + 3, q) (13.5.23)
The eigenvalue of q is written by qm2N+3 where m = 0, 1, 2, · · · , 2N + 3;
q02N+3 < q
1
2N+3 < · · · < q2N+32N+3. Its eigenfunction is given by
y(x) = H
(i)
d F
R
2N+3,m
(
α = − (2N + 3) , β, γ, δ, q = qm2N+3; z =
1
x
, ξ =
1
β
z, ρ = − δ
β
z2
)
= zα
N+1∑
r=0
y2(N−r)+3r
(
2N + 3, qm2N+3; z
)
(13.5.24)
In the above,
c¯(0, n; j, q) =
(
∆−0 (j, q)
)
n
(
∆+0 (j, q)
)
n
(1)n
(
1
β
)n
(13.5.25)
c¯(1, n; j, q) =
(
− δ
β
) n∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0
×
(
∆−1 (j, q)
)
n
(
∆+1 (j, q)
)
n
(3)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3)n
(
1
β
)n
(13.5.26)
c¯(τ, n; j, q) =
(
− δ
β
)τ n∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0
×
τ−1∏
k=1
 n∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2)
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1)ik
)
×
(∆−τ (j, q))n (∆
+
τ (j, q))n (2τ + 1)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1)n
(
1
β
)n
(13.5.27)
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ym0 (j, q; z) =
m∑
i0=0
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0
ξi0 (13.5.28)
ym1 (j, q; z) =
{
m∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0
×
m∑
i1=i0
(
∆−1 (j, q)
)
i1
(
∆+1 (j, q)
)
i1
(3)i0(
∆−1 (j, q)
)
i0
(
∆+1 (j, q)
)
i0
(3)i1
ξi1
}
ρ (13.5.29)
ymτ (j, q; z) =
{
m∑
i0=0
(i0 − j)
(i0 + 2)
(
∆−0 (j, q)
)
i0
(
∆+0 (j, q)
)
i0
(1)i0
×
τ−1∏
k=1
 m∑
ik=ik−1
(ik + 2k − j)
(ik + 2k + 2)
(
∆−k (j, q)
)
ik
(
∆+k (j, q)
)
ik
(2k + 1)ik−1(
∆−k (j, q)
)
ik−1
(
∆+k (j, q)
)
ik−1
(2k + 1)ik
)
×
m∑
iτ=iτ−1
(∆−τ (j, q))iτ (∆
+
τ (j, q))iτ (2τ + 1)iτ−1(
∆−τ (j, q)
)
iτ−1
(
∆+τ (j, q)
)
iτ−1
(2τ + 1)iτ
ξiτ
 ρτ (13.5.30)
where {
τ ≥ 2
∆±k (j, q) =
−γ+1−2j+4k±
√
(γ−1)2+4q
2
13.6 Summary
There are only two possible power series solutions in the DCHE with two irregular
singular points such as a polynomial of type 2 and the first species complete polynomial:
(1) coefficients α, β, γ, δ are treated as free variables and a parameter q as a fixed value
for a polynomial of type 2; (2) β, γ, δ as free variables and α, q as fixed values for the
first species complete polynomial.
In particular, specific parameter values q for a polynomial of type 2 make that sub-power
series of general power series solutions of the DCHE with both singular points are
truncated to polynomials for a polynomial of type 2: a coefficient q has infinite
eigenvalues. In contrast, the first species complete polynomial has multi-valued roots of a
coefficient q, referred as a spectral parameter. In the quantum point of view, a
polynomial of type 2 is applicable since an eigenvalue is located at An term in the
recurrence system. If one of two eigenvalues at An term and an another value at Bn term
are placed in the recursive relation between successive coefficients, the first species
complete polynomial is utilized.
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Numerical calculations of the DCHE with two singular points for the first species
complete polynomial using 3TRF and R3TRF are tantamount to each other. However,
general power series structures between two type polynomials have several important
difference such as:
(1) An is the leading term in each of finite sub-formal series of general Frobenius
solutions for the first species complete polynomials using 3TRF. On the contrary, Bn is
the leading one in each of finite sub-power series for the first species complete
polynomials using R3TRF.
(2) Denominators and numerators in all Bn terms of each finite sub-power series arise
with Pochhammer symbols for the first species complete polynomial using 3TRF. And
the denominators and numerators in all An terms of each finite sub-formal series arise
with Pochhammer symbols for the first species complete polynomial using R3TRF.
(3) Classical summation structure consist of the sum of two finite sub-power series
solutions of general formal series solutions for the first species complete polynomial using
3TRF. But general formal series solutions for the first species complete polynomial using
R3TRF are only composed of one finite sub-power series solutions.
In chapter 12, contour integrals of Tricomi’s functions are applied into each sub-power
series of general series solutions in the DCHE with two singular points for a polynomial
of type 2, therethrough their integral representation are constructed analytically.
Similarly, in the future papers, integrals of hypergeometric-type functions are employed
in finite sub-power series of general formal series solutions of the DCHE for the first
species complete polynomials using 3TRF and R3TRF, and their representation in terms
of integral for this type 3 polynomial are given explicitly.
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