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ABSTRACT 
A generating function is developed for the principle of inclusion-exclusion. 
Applications are given to the enumeration of Hamilton paths on a graph, 1-factors in 
a graph, and to the computation and estimation from above, of the permanent function. 
1. INTRODUCTION 
We formulate here a counting method which is, in essence, merely a 
translation and mechanization of familiar inclusion-exclusion principle. 
Its advantage, as will be seen, is mainly that it suggests uses in which 
one does not need to have in mind a specific set of "objects" and 
"properties," as in inclusion-exclusion but rather one discovers what the 
objects and properties were after the fact. In its first form below the 
method is quite transparently related to inclusion-exclusion, while the 
next two forms are less obviously so. In the following sections we apply it 
to (1) enumeration of the distinct Hamilton circuits of a graph, (2) 
enumeration of the distinct 1-factors of a graph, (3) a formula of Ryser 
for the permanent of a square matrix, (4) a new formula for the permanent 
of a square matrix, (5) the generalized "probl~me des m6nages," and (6) 
inequalities for the permanent function. 
COUNTING LEMMA (first form). Let f (x l  , x~ ..... x,) be a homogeneous 
polynomial of  degree n. Then the coefficient of xlx2xz "'" xn is given by 
f(1, 1, 1 ..... 1) -- ~f (1 ,  1,..., 1, O, 1,..., 1) 
(1) 
+ ~f (1 ,  1 ..... 1, O, 1 ..... 1, O, 1 ..... 1) (1) 
(2) 
. . . .  +( - -1 )  n-1 ~ f(O,O ..... 0 ,1 ,0  ..... O) 
(n--l) 
where ~(~) extends over all of  the (~) vectors of  j zeros and n -- j ones. 
* Research supported in part by the National Science Foundation. 
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COUNTING LEMMA (second form). Let f (x l ,  x2 ..... xn) be a homo- 
geneous polynomial of  degree n. Then the coefficient of  xlx~ "'" xn is given by 
2--g f(1, 1, 1,..., 1) --  ~f (1 ,  1 ..... 1, --1, 1 ..... 1) 
(1) 
+ ~f (1 ,  1,..., 1, --1, 1,..., 1, --1, 1 ..... 1) 
(2) 
. . . .  + ( - - l ) " f ( - -1 ,  --1,..., --I)} 
(2) 
where ~,~) extends over all of the (~) vectors of j (-- 1)'s and n -- j ones. 
COUNTING LEMMA (third form). As above, the coefficient of xix2 "'" Xn 
is given by 
. . .  < . . .  
(ZlZ 2 .,, Zn) 2 
around contours enclosing the origin. 
PROOFS: The first form asserts that the "sum" of the coefficients of 
terms in which no xi is missing equals the sum of all coefficients minus 
the sum of those where at least one xi is missing plus .-. etc. For the 
second form consider a fixed term off ,  say 
~x lalxza2 ...  x,~"" (a 1 + "" + a ,  = n). 
I f  some xi is missing (some a~ = 0), then after dividing by xl "'" x , ,  
some xi appears to an odd power. Hence summing 
f(Xl ,..., Xn) 
Xl  9 Xn 
over all vectors of 4-l 's yields a zero contribution from each such term, 
on the one hand, and expression in braces in (2), on the other. The third 
form is obvious, and will be used for inequalities only rather than for 
exact enumerations. 
2. THE NUMBER OF HAMILTON CIRCUITS IN A GRAPH 
Let G be an undirected graph, without loops or mutliple edges, on n 
vertices. A Hamilton circuit in G is a walk along the edges of G which 
visits each vertex exactly once and uses no edge more than once. Let A 
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be the n x n vertex adjacency matrix of G, A = (ass), and let X be the 
n x n diagonal matrix diag(xl, x2 ..... x.). In the homogeneous polynomial 
of degree n
f (x l ,  x2 ..... x.) = trace((XA) ") (4) 
the coefficient of x~x2 "'" x,~ is 
ailt2aid3 "'" ai.~l (5) 
where the sum extends over all permutations of 1, 2,..., n. The value of 
the sum (5) is clearly the number of Hamilton circuits in G, each counted 
2n times. If we note that 
f (x l  ..... x,0 = trace ((~r V'X-) ~) 
also, we obtain the following result from (1): 
THEOREM 1. I f  G' is a subgraph of G induced by a subset V' of  the 
vertex set of G, define 
r = trace(A') ~
Then the number of distinct Hamilton circuits of G is 
1 I ~_1)r H = ~ r -- ~ r -t- ~ r . . . .  -[- ( - - l )  ~-1 (6) 
(1) (2) ( - 
where ~(j) extends over the subgraphs of G induced by n -- j vertices. 
For large n, the number H can be calculated in this way from (6) with 
about na2 n operations (a ~ 4), a considerable improvement over the n! 
involved in a systematic search. Equation (6) can be obtained, in retrospect, 
from standard inclusion-exclusion by taking "ob jec ts"= walks of 
length n, "properties" = "omitting a single vertex." 
3. THE NUMBER OF l -FACTORS IN A GRAPH 
A 1-factor of a graph G is a collection of edges of G which are pairwise- 
disjoint and which cover all vertices of G. Evidently G has an even number 
of vertices if a 1-factor exists. If n is even, consider the homogeneous 
polynomial 
1 n '., 'n/2 
J ' (X l ,  X 2 ,. . . ,  X~) = t,J~----ai aijx,xj) (7)  
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where, as above, A is the adjacency matrix of G. The 
XlX 2 "'" X n i s  
~ aili~aiaia " '"  ain_lin 
coefficient of 
(8) 
over permutations/1 ,..., in of 1, 2,..., n. Evidently (8) counts each 1-factor 
exactly 2'~/Z(n/2)! times. Consider equation (1) with the f of (7). The 
value o f f  on a vector of n -- j ones and j zeros is just (2e)"/z, where e is 
the number of edges in the subgraph induced by the set of vertices indicated 
by the l's in the vector. After some rearrangement of terms, we arrive at 
the strikingly simple 
THEOREM 2. 
define 
Let G have n (even) vertices and E edges. For 1 <~ e <~ E 
~(e) = ~ (--1)~b(v, e/ (9) 
v=0 
where ~b(v, e) is the number of induced subgraphs of G with exactly v vertices 
and e edges. Then the number of different 1-factors in G is exactly 
E 
1 ~l~(e) en/2. (10) F - -  (n/2)! = 
4. THE PERMANENT FUNCTION 
Let A be an n • n square matrix. The permanent of A is 
per A = ~ a l i l a~ i~ " "  antn 
over all permutations. If A is doubly stochastic, i.e., if 
(11) 
a/j ~0;  ~a , j=  1; ~a/~= 1 ( i , j=  1 ..... n), (12) 
j=l i= l  
then perA has a simple probabilistic interpretation, which was pointed 
out to me by Dr. L. H. Harper of Rockefeller University: Let each of n 
indistinguishable boxes contain one ball. At a certain instant, let each 
ball jump to another (possibly the same) box, where the probability that 
the ball in box i goes to box j is a~j. Then the probability that after these 
transitions there is still exactly one ball in each box is given by (1 l) [note: 
the "'permanence" of the initial state !]. 
250 WILF 
This point of view suggests that one ought to consider, along with the 
permanent, he probabilities of each of the other possible outcomes of 
this experiment, hat is, the complete set of numbers P(v~,  v~ .. . . .  vn) which 
are the probabilities that exactly v 1 balls will be in box 1 ..... vn balls in 
box n. Then per A = P(1, 1,..., 1). 
Let x = (xl ..... xn) be an n-vector, and consider the coefficient of 
in 
V 1 V$ oo. X~ n 
X 1 X 2 
Axe, x, ..... x,) = I~I (Ax), 
i= l  
= f i  (ailxl q- "'" q- atnxn) .  
(13) 
This coefficient is clearly 
~~ alqa2z 2 . . .  ant n , 
where the sum extends over all sets/1 ..... In such that 1 appears Vs times 
and .. . . .  n appears v,~ times. Evidently this is just P(v  a . . . . .  v,~). Hence we 
have the basic generating function 
1~I (ax), = Y~ e(~l ..... ~.) xT1.., x:-. 
~=1 UX+" 9 "+vn~n 
(14) 
If  A is not stochastic we still have (13) with P(1, 1 ..... 1) = per A, though 
the coefficients lose their probabilistic interpretations. 
5. RYSER'S FORMULA 
If  we apply the first form of the counting lemma to the polynomial (13) 
we see that the value o f f  at a vector of zeros and one is just the product 
of the row sums of the submatrix formed by the columns of A selected 
by the l 's in the vector. Since the coefficient ofx lx  ~ . . .  xn  is per A, we obtain 
per A = So -- $1 + S~ ".. -t- (- -  1)~-1S~-1, (16) 
where Sr is the sum of the product of the row sums of all matrices obtained 
from A by replacing r columns of A by zeros, which is Ryser's formula. 
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6. THE M~NAGE PROBLEM 
From the second form of the counting lemma one obtains the formula 
per A ----- ( - -1) 5 ~ (Ae)i , (16) 
j=o (D 
where ~(j) extends over the (~.) vectors ~ of + l ' s  which contain exactly 
j ( - -1 ) ' s .  This formula shares with (15) the property that with it the 
permanent can be evaluated with about n2 n arithmetic operations. Note 
also that by symmetry one needs to evaluate only the terms 0 ~< j ~< [n/2] 
in (16). 
We illustrate the theoretical uses of  (16) by deriving new representations 
of  the generalized m6nage numbers. The classical problem of "rencontres" 
is that of  evaluating the permanent of  a cyclic matrix whose first row is 
(1, 1 ..... 1, 0), thereby enumerating the permutations without fixed points. 
The reduced m6nage problem (see J. Riordan [3]) is the corresponding 
question where the first row is (1, 1 ..... 1, 0, 0). This problem was solved 
by J. Touchard [5] and by I. Kaplansky [4]. 
Generally, let ~b(n, k) denote the permanent of  the cyclic n • n matrix 
whose first row contains n --  k ones followed by k zeros, and denote this 
latter matrix by A. 
Let E be a vector containing n --  j ones and j  (--  1)'s. 
Then 
l~I (A~), 
i f f i l  
is a product of  the 2k + 1 consecutive integers (n --  2j --  k) ..... (n -2 j  + k). 
Hence 
(J) 
= E h,(/L1 ..... /~2k+l)(n - -  2j -- k),x ... (n - -  2j + k )~+l ,  
/s +"  9 9 +/~Zk+l=n 
where hj(~l .... ,/z2~+1 ) is the number of  ways of  placing n - - j  + l ' s  and 
j --  l 's into n distinguishable boxes arranged on a circle in such a way that, 
among the n sums formed from n --  k consecutive boxes, exactly/z 1 are 
n --  2j -- k ..... /~2k+l are n -- 2j + k. We have finally, 
1 r k) = ~ ~ (-1)J 
j=0 ~1+  9  +V.2k+l~n 
X h~(//, x . . . . .  /~2k+l)(n --  2j --  k)"x "" (n --  2j + k)~+x. (17) 
582/413-4 
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For  the "rencontres" problem we have k = 1, the possible values of 
the sums are just n --  2j - -  1 (n --  j times) or n --  2j + 1 ( j  times). That is 
t ( j )  if /~1 = n- - j ,  !~2 = O, l~s = j  
h~( /X l , /x2 , / z3 )  
I 0 otherwise, 
and so 
1. 0 ~b(n, 1) = f f i .~  (--1)J (n - -2 j  1)"-~ (n --  2j + 1) j 
(0~ 1) (18) 
(Compare [1, p. 28] for an alternative formula.) It  is of course a very old 
result that 
n 
tb(n, 1) = n! ~ ( -  1)j 
' 5=0 J! 
and so we have the identity 
( - -1)  j ( j ) (n  --  2j - -  1) "-j (n -- 2j -t- 1) j = 2"n! ~o ( J1 )~.  
j=O 
(19) 
We consider next the reduced problem of mdnages, which is the 
enumeration of the permutations which are disjoint f rom both 
(122 ::: : )  and (1223 "'" 1)' 
i.e., the calculation of r 2). The result of  Kaplansky-Touchard is 
1Y 2n 2n j 
j=o " 2n -- j 
(20) 
From (t7), we need to evaluate h~.(/z 1 ..... /z5), the number of ways of 
a r rang ing j  ( - -1) 's  and n - - j  l 's in n distinct boxes on a circle so that the 
number of sums formed from n --  2 consecutive boxes and having values 
(n --  2j - -  2), (n --  2j - -  1),..., n - -  2j + 2 are exactly/~1, ix2 ..... /z 5 . Since, 
with e~ the i-th component of  the vector e and En+~ ~ E~, 
n--2 
i----1 
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we have/'2 =/*4 = 0, and hj(/z 1 , 0,/*z, 0,/*5) is the number of  ways of 
arran gingj (--1)'s and (n - - j )  + l's on a circle such that of the n two-letter 
words,/'1 are (+,  +),/*3 are (+,  --) or ( , ,  +)  and/*5 are (--, --). Since 
necessarily/*5 = J -- 89 n - - j  -- 89 it is enough tO count the 
arrangements with/*a given. This is just the number of arrangement o f j  
white balls and n - - j  black balls around a circle which form exactly/*3 
monochromatic blocks, 
This problem is well known, and its solution appears implicitly in [6] 
and [7]. We solve it here, for completeness. If the balls are arranged in a 
line then, by choosing the interfaces, 2t blocks can be obtained in 
I)( ) 
ways, and 2t + 1 blocks in 
( J t  1)(n t--J l 1) + (~ l l ) (n--~--  1) = ( t - -  2)(~-- ll)(n t J l l) 
ways. To get 2t blocks on a circle we bend into a circle a line with either 
2t or 2t + 1 blocks, and so the desired number is the sum of these, or 
n i l - -  1 n 1 
j 
and for the m6nage numbers we lind 
l n- -a mint~"~-J) n ( j -  1] (n - - j - - l )  
1 2(n_2)n+ ~(_1)~ ~ ~V- - / * /~n- - J - - !  ~ $(n, 2) = 
j=l t~=l 
• (n -- 2j -- 2) "-j-~ (n -- 2j)2~ (n -- 2j + 2)i-~ t (21) 
as well as a binomial identity from comparing the right sides of (20) and 
(21). 
The method can be extended to evaluate ~b(n, k) for higher values of k. 
For example, ~b(n, 3) is the number of permutations discordant with 
2 3 .-- 2 3 ... 1 2 3 ... 
(11 2 3 n ) and (1 3 4 ... 1 )and  (3 4 5 ... 2)" 
According to the basic relation (9), what we need is the number of ways of 
arranging rI +I's and r 2 -- l 's  in n different boxes around a circle in 
such a way that of the rl + r2 = r three letter "words," exactly rl -- 2t + s 
have sum 3, 2t + v -- 2s have sum 1, 2t + s - -  2v have sum --1, and 
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r2 -- 2t + v have sum --3. This problem has been solved by Barton and 
David [11], who showed that the number is exactly 
r [t][rl - -  t - -  l~[ t ] ( r z - -  t - -  
which, together with (9), provides an explicit evaluation of ~b(n, 3). 
Previous work on :h(n, 3) can be found in [3, pp. 231-234]. 
7. RELATION WITH MACMAHON'S "MASTER THEOREM" 
We wish to make a few remarks concerning the common thread which 
runs through the discussion of Hamilton paths, 1-factors, and permanents, 
and the generating functions for each. If in the formula for the permanent 
alqa2~"" a,~i. (22) 
we restrict the sum to cyclic permutations, then we are counting the 
Hamilton circuits in the graph whose matrix is A. Similarly, restricting 
the sum to permutations all of whose cycles are of length 2 will count the 
1-factors. We can then ask, generally, how to find the generating functions 
for a set of permutations 
corresponding to
trace(XA) n, 
with arbitrarily prescribed cycle structure, 
{trace(JfA)~} ~/~, [ I  (Ax)~ (23) 
i 
in the cases considered already. 
The answer can be deduced from a remarkable result of MacMahon [8], 
which he calls "The Master Theorem." This theorem asserts that the 
coefficient of x~Ix~  "" x a. in 
FI (Ax)i 
is identical with the coefficient of x~lx~, ... x~. in the expansion of 
1 
det ( I -  XA) '  
where X = diag(xl, x~ ..... x,). To see the relationship with the functions 
(23) we recall the well-known expansion 
1 ~ (trace B ~) 
det(I--  B) -- 11 exp m=l m 
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valid for ]l B H < 1 (express the determinant as a product of eigenvalues, 
take logarithms, and expand in series). Hence for small X, 
det ( I -  XA) = exp trace(XA)'~.. 
~=i  m 
The permanent of A is therefore the coefficient of xlx2 "'" x,~ in 
f iexp  t trace(XA)'~ I . (24) 
m=l m 
The contribution of a single term, the m-th, to the coefficient in question 
is that part of the sum (22) which comes from permutations all of whose 
cycles are of length m. Other terms in (22), corresponding to permutations 
of mixed cycle structure, arise from taking the terms in (24) corresponding 
to the cycle lengths. The coefficients of the exponential series take care of 
multiplicity in counting. Thus generating function corresponding to (23) 
in more general situations can all be obtained by selecting suitable terms 
from (24). 
8. INEQUALITIES FOR THE PERMANENT FUNCTION 
From the third form of the counting lemma we have for the permanent 
function (1)o  
per A = ~ "'" (zl "'" zn) ~ ~=1 ' 
and so, if we take the contours ]z~ [ ---- 1 (i = 1 ..... n), 
v=l  
From this we deduce two inequ~ities. First we break the product in (25) 
into two parts and use the Schwartz inequality. Then 
IperAI  ~ fo ""fo f i[ ~a~"ei~ do1 
~=I u=l 
~= +1 u=l 
256 WILF 
If we carry out the integration in the first brace we obtain 
ax, la2,~"" am, alol"'" a~om, (27) 
where the sum extends over 2m-tuples (Vl ,..., v,,~, Pl ,  .... p,~) selected from 
1, 2 ..... n such that Pl ..... pm are equal, in some order, to Vl ,..., vm. Now 
let Am denote the m • n matrix formed from the first m rows of A. Then 
per (A~A,Z)  = ~ alkla2k~"" a~,aq~l" '"  a~,,~, (28) 
where the kj range independently over 1, 2,,,., n, and i~ ..... im run over 
permutations of 1, 2,..., m. By fixing v~ = kx ..... v,, = k~ in (26), it is 
clear that each term of (27) appears in (28). Repeating the argument on 
the second brace in (26) we find 
TrIEOREM 3. Let A be an n • n matrix o f  non-negative ntries. Let  
Am,  A~_,, denote the m • n and (n -- m) x n matrices formed by a set o f  
m rows of  A and the remaining rows. Then 
per A ~< {per(A~Aff) per(A,~__~Ar~_,~)} 1/2. (29) 
Next we apply Minkowski's inequality to (25), obtaining 
[perA ] <~ l~I t (~)~ ' " "  " oof2~ ... -or2~ a,a e'~ + ... + a, ,  er176 , dO1 ... dO, IX/," 
/z=l 
(30) 
Suppose A is a matrix of zeros and ones. If there are k ones in the/~-th row, 
then the/x-th term in the product above is equal to 
!(~-)~f20~"" fi~ e i~176 ndOl...dOlcl 1In 
and; if n is even, this is equal to c~(k, n)ll '~ where 
( (n/2) !r~!)z (31) n) L 
, rl! r 2!' '" 
where the sum is over r~ q- r~ + .-. q- rk = n/2. Hence we have 
THEOREM 4. I f  A is an n • n matrix o f  zeros and ones with k~ ones in 
the i-th row, and (f  n is even, then 
per A <~ I~ ~b(k,, n)~/~ (32) 
:/~=1 
where q~ is defined by (31). 
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It is interesting to compare the typical factor ~b(k, n) 1In with a theorem 
of Minc [10] in which the corresponding factor is 
k+l  
(33) 
and a theorem of Jurkat-Ryser [9] in which the factor is 
k i t l , ( _~_)  (n-k)/". (34) 
Since ~(k, n) is (n/2)!3 times the coefficient of x,t~ in 
Wt = Xo(2 Vx)~, 
we have 
Put k ---- On, 0 fixed. Then as n ~ c~ the right side of (35) is 
n inf I~176 
e u>o y 
with a proper choice of x, which to compare with (33) we would write 
as k/c where 
c= c(O)=Oesup Y (36) 
u>o Io(y) ~ 
NOW c(1)----.91e > 2; hence our estimation is superior to (33) for 
k > Oon (C(Oo) = 2), and inferior for k < Oon. In (34), our c(O) is replaced by 
q(0) = e~176 (37) 
This is slightly better than c(O) for all 0, though of a considerably less 
elementary character. The conjectured best possible result would 
replace (33), (34) and our ~(k, n) 1/" by k!l/~ and thus (36), (37) by 
c2(0) ~ e. 
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