We develop a TAP mean eld approach to models with quadratic interactions which does not assume a speci c randomness of the couplings but rather adapts to the concrete data. The method is based on an extra set of mean eld equations for the Onsager correction term to the naive mean eld result. We present applications for the Hop eld model and for a Bayesian classi er.
Introduction
Mean eld (MF) methods provide e cient approximations which are able to cope with the increasing complexity of modern probabilistic data models. They replace the intractable task of computing high dimensional sums and integrals by the tractable problem of solving a system of nonlinear equations.
The TAP (21) MF approach represents a principled way for correcting the de ciencies of simple MF methods which are based on the crude approximation of replacing the intractable distribution by a factorized one, thereby neglecting important correlations between variables. In contrast, the TAP method takes into account nontrivial dependencies by estimating the reaction of all other random variables when a single variable is deleted from the system (8) .
The method has its origin in the statistical physics of amorphous systems, where it was developed by Thouless, Anderson and Palmer (TAP) to treat the Sherrington-Kirkpatrick (SK) model of disordered magnetic materials (19) . Under the assumption that the couplings (or interactions) between random variables are themselves drawn at random from certain classes of distributions, the TAP equations provide an exact result in the 'thermodynamic limit' of in nitely many variables.
The 'Onsager correction' to the simple or 'naive' MF theory will explicitly depend on the distribution of these couplings. Two models with the same connectivities but di erent distributions for the couplings, like e.g. the SK model and the Hop eld model (5) have di erent expressions for the TAP corrections (see e.g. (8) , chapter XIII).
In order to use the TAP method as a good approximation for practical applications to real data, the lack of knowledge of the underlying 2 Manfred Opper and Ole Winther distribution of the couplings should be compensated by an algorithm which adapts the Onsager correction to the concrete set of couplings. Simply taking the correction from a theory that assumes a speci c distribution may lead to suboptimal performance.
It is the goal of this chapter to introduce such an adaptive TAP scheme which has been motivated by work of (15) who derived TAP equations for models with non-iid distributions of couplings. Our method generalizes our previous papers (12; 13), which were devoted to speci c Gaussian process applications, to general models with quadratic interactions. When applied to the 'thermodynamic' limit of fully connected models with speci ed distributions, our method reproduces the known exact results. It di ers however from TAP approaches which are based on second order expansions (17) of the Gibbs free energy with respect to small couplings. Our approach usually contains contributions from all orders in the perturbation theory (15) .
C++ software that implements the TAP, 'naive' mean eld and linear response algorithms for a number of di erent models with quadratic interactions is available at http://www.thep.lu.se/tf2/staff/winther.
The rest of this chapter is organized as follows. Section 1.2 de nes the models with quadratic interactions. In Section 1.3, we present the basic derivation of our adaptive TAP equations. In section 1.4, we give a recipe for solving the mean eld equations. Sections 1.5 and 1.6 present two examples of the approach. An outlook is given in 1.7.
Models with quadratic interactions
In this chapter we study models de ned by distributions of the type P(S) = (1.1) can also be used for the Independent Component Analysis (7; 4). The classes of models to which (1.1) applies can be expanded further by freely allowing that certain variables are used outside of their 'natural' range. E.g., when the S i are extended to n dimensional vectors, a suitable continuation of n ! 0 applies to the Matching Problem, which is a combinatorial optimization problem studied in (9) . A further example is given later in this chapter where we allow the variables S to be extended to the complex plane.
The aims of a mean eld theory for the model (1.1) are to compute approximate values for the moments of the variables S i and and/or for the free energy ? ln Z. In the following we will restrict ourselves to mean eld equations for the rst and second moments of S i.e. for hS i i and ij hS i S j i?hS i ihS j i, where we denote an average with respect to P(S) by h i. For a discussion of approximations to ? ln Z within di erent mean eld approaches, see e.g. Refs. (8; 2).
Deriving the TAP equations
We derive TAP equations using the cavity method (8; 11; 13) . The starting point is the following exact equation for the marginal distribution of and rewrite (1.3) as
where h i ni denotes the average with respect to the cavity distribution.
In general, an exact computation of the cavity distribution is formidable, so we have to resort to approximations. The rst approximation is based on the assumption of weak dependencies between the random variables S j . Expecting that in such a case an appropriate central limit theorem justi es the approximation of ( i for which all expectations can be calculated analytically, and for which also our main TAP assumption of a Gaussian cavity distribution (1.6) is trivially ful lled. If the J ij 's are chosen as zero mean independent random variables with variance O(1=N) for i < j, again (1.13) is the right answer, in the sense that it gives the correct statistical physics for N ! 1. This is no longer true if we introduce couplings which have weak higher order correlations. E.g. of weak correlations, but (1.13) is the wrong result.
We will next give a recipe how to compute the proper V i 's adaptively, i.e. without explicit knowledge of the distribution of the J ij 's.
Our method was motivated by work of (15) who have developed TAP equations for non iid statistics of the J ij 's. We expect that our method will yield the correct statistical mechanics for fully connected models in the limit N ! 1 for a large class of random matrix ensembles for the J ij 's. We begin by de ning the covariance matrix ij hS i S j i ? hS i ihS j i = @hS i i
where the second equality follows by direct di erentiation with respect to j . We develop a self-consistent computation of (1.15) based on (1.10) and (1.12).
We make one further approximation in the following: By di erentiating the mean eld equations we will keep the variances V i xed. We It is a common experience that the naive mean eld method is more robust than the TAP approach, i.e. for certain set-ups the TAP equations fail to converge where iterating the naive equations readily nds a solution (20) . This usually happens when we are in a complex 'spin glass' like phase of the model (10) . Discussions of this subtle matters can be found in (8) . For many problems where the model is well matched to the data, we do not expect such a complex behaviour and the TAP equations are only slightly more di cult to solve than naive mean eld equations (13) . For a toy problem with replica symmetry (8) we found that the TAP equations reproduce the theoretical predictions to high accuracy (11). (8) and also derived in chapter Kabashima+Saad.
Example II: Bayesian learning with a perceptron
In this section, we try to be a bit more ambitious. Our derivation of the TAP equations was designed for computing expectations with proper probability measures. However, it is tempting to apply the TAP equations to integrals over complex functions which commonly arise when we transform complicated probabilistic models into simpler ones involving auxiliary integration variables. As an example, we discuss the TAP approach to classi cation with a simple Bayesian model. More details about the validity of this approach will be given elsewhere.
The basic set-up of the Bayesian learning model is as follows: We have a training set D N = f(x i ; y i )ji = 1; : : : ; Ng (1.33) of input vectors x i and associated output labels y i 2 f?1; +1g. We assume that the likelihood of the outputs y conditioned on input x is parametrized by a d dimensional weight vector w and we use a probit We have also introduced extra external elds i which have to be set equal to zero at the end of the calculations.
Adaptive TAP Equations Comparison between the exact mean cavity eld and the one computed from the TAP equations for the sonar data. Squares are for the adaptive theory and triangles for constant V theory. mulation of (2) is not possible for this model for N > d (and = 0), because the kernel matrix is singular.
Outlook
We have derived an adaptive TAP MF approximation for models with quadratic interactions. It is based on the assumption of a large number of weakly interacting random variables (this may in practice be achieved only, when the e ect of a few 'strong' variables is separated Explain a bit more here), but does not assume a speci c distribution for the couplings. At present we are working on generalizations of our approach in various directions:
It is possible to map a variety of complicated probabilistic models onto models with quadratic interactions involving auxiliary variables. In general, the models in the augmented set of variables will involve complex functions and the cavity derivation must be adapted to this new framework.
We will further show that our MF theory becomes exact for large classes of random matrix ensembles for couplings in the 'thermodynamic' limit of large systems. 
