Robust estimation and variable selection procedure are developed for the extended t-process regression model with functional data. Statistical properties such as consistency of estimators and predictions are obtained.
Introduction
For functional response variable and functional covariates, this paper considers a concurrent functional regression model y i (t ij ) = f i (x i (t ij )) + ε i (t ij ), j = 1, ..., n i , i = 1, ..., m,
(1.1)
where t ij is a grid point which could be temporal or spatial, f i (·) is an unknown function, x i (·) is a vector of observed covariates with dimension p and ε i (·) is an error function. Hereafter, let y ij = y i (t ij ), x ij = x i (t ij ) mum a posterior (MAP) with some suitable priors, resulting in a better and stable estimation. such that estimation approach still has robustness. (b)
A variable selection procedure is constructed, by using the spike and slab priors, to parameters involved in covariance functions. This can simplify the covariance structure and improve the accuracy. Statistical properties, such as consistency of the MAP and the information consistency of the predicted function, are also investigated. Numerical studies including simulation results and real examples are presented to show the performance of the proposed method.
The rest of this paper is organized as follows. In Section 2, we introduce the eTPR model and Bayesian estimation method, including the Bayesian inference and variable selection procedure. It also presents statistical properties. Numerical studies are given in Section 3. A few concluding remarks are given in Section 4. All proofs are listed in Supplementary Material.
Methodology

eTPR model
A random function f is said to follow an ETP, f ∼ ET P (ν, ω, h, k), if for any collection of points X = (x 1 , ..., x n ) T , x i ∈ X ⊂ R p , f n = f (X) = (f (x 1 ), ..., f (x n )) T has an extended multivariate t distribution (EMTD), EM T D(ν, ω, h n , K n ), where the density function is p(z) = |2πωK n | −1/2 Γ(n/2 + ν)
Following , we assume that for model (1.2), f i and ε i have a joint extended t-process,
where h i and k i are respectively mean and kernel functions, and k(u, v) =
. . , m}, where
x ij ∈ R p , are observed covariates. Without loss of generality, let n 1 = · · · = n m = n, and h i (·) = 0. It shows that model (2.1) can be rewritten hierarchically as
and N and IG stand for a normal distribution and an inverse gamma distribution respectively. From , we set ω = ν − 1. The parameter ν can be treat as degree of freedom for the eTPR model.
Estimation procedure
To estimate f i , we first need to estimate the unknown parameters involved in the covariance function k i (·, ·). A function family such as a squared exponential kernel and Matérn class kernel can be applied (see e.g. . This paper takes a combination of a square exponential kernel and a non-stationary linear kernel,
where 
where Y = (y ⊤ 1 , . . . , y ⊤ m ) ⊤ , and L i is the likelihood function based on the data observed from the i-th subject. Maximizing (2.4) over θ = (β 1 , ..., β m , σ 2 ) ⊤ and ν, obtain the MLEs of θ and ν. However, ν is usually over-estimated using the likelihood method as we discussed in the previous section, and then, it may lose the robustness.
Instead of using MLE, this paper applies Bayesian method to estimate the unknown parameters. For σ 2 and β i , we take the following hyper-prior distributions,
where G(α 1 , µ 1 ) stands for a gamma distribution with parameters α 1 and µ 1 . We also specify a prior for ν:
By combining the likelihood function (2.4) and the prior densities, we have a joint posterior likelihood function of the parameters,
where π(ν), π(σ 2 ) and π(β i ) are the density functions defined in (2.5) and (2.6) for the priors of ν, σ 2 and β i , respectively. Let l(ν, θ; Y ) = log(π(ν, σ 2 , β 1 , . . . , β m |Y )). The parameters are estimated by maximizing l(ν, θ; Y ) over θ and ν.
Note that the kernel function (2.3) includes m(2p + 1) hyper-parameters.
With large p, there are too many parameters. This paper develops a spike and slab variable selection method (Ishwaran and Rao, 2005; Yen, 2011) for model (1.2). Applying the spike and slab priors in (2.5), we define new hyper-prior distributions as follows.
where Bernoulli and LogN stand for a Bernoulli distribution and a lognormal distribution, respectively. Maximizing the posterior likelihood with the spike and slab priors (2.7), we force some parameters involved in (2.3) to be zero (resulting in a simpler covariance structure), and in the meantime, we obtain the estimates of the selected (non-zero) parameters.
Prediction and consistency
At a new observed point u, we show that
where
By replacing the unknown parameters in µ * in and σ * in with their estimates, it gives a prediction of y i (u), denoted byŷ i (u) = µ * in , and an estimate of its variance.
Let P (y i |f i , X i ) be density function of y i with function f i under eTPR, and P 0 (y i |X i ) = P (y i |f 0i , X i ) where f 0i is the true underlying function of f i . Let P bs (y i |X i ) represent a Bayesian TP prediction strategy with (ii) Prediction strategy has information consistency,
where the expectation is taken over the distribution of X i , and
The proof is given in Supplementary Material.
For GPR and eTPR, Seeger et al. (2008) and studied information consistency of their proposed methods, respectively. Theorem 1 shows information consistency under the proposed Bayesian estimation for eTPR (BeTPR).
Numerical study
Simulation studies
Predictions from BeTPR are compared with those from GPR and eTPR by simulation studies. For priors of the parameters in (2.5), we take log a i,q ∼ N (−3, 3 2 ), log σ 2 ∼ N (−3, 3 2 ), log v i,1 ∼ N (−3, 1) and w Simulated data with p = 1 are generated from the following 4 cases: (1), (3) and (4), one sample is randomly selected from the training data and is added with an extra error generated from t 2 (t-distribution with DF of 2). Table 1 presents mean squared errors (MSE) between the test data and the prediction from GPR, eTPR and BeTPR and the standard deviation of the prediction, where m = 2 and 5. It shows that BeTPR has the smallest MSEs, while eTPR does perform better than GPR which is consistent with the findings in . Table 2 shows the estimates of ν from eTPR and BeTPR. We see that BeTPR has much smaller estimates of ν than eTPR, which indicates that BeTPR performs more robust than eTPR. We also investigate performance of variable selection of the BeTPR method (BeTPR(VS)) by simulation studies with p = 3. Data are generated from models:
, σ 2 = 0.05, and β i = (0.5, 1, 0, 0, 0.5, 0, 0); As before, the first covariate takes N = 50 points which are evenly spaced in [5, 10] ; and for the other two covariates, they are generated from N (0, 0.1).
Simulation results show that the mean accuracies of variable selection are 91.9% and 94.2% for the square exponential kernel and non-stationary kernel, respectively. Table 3 presents prediction results from eTPR, BeTPR and BeTPR(VS). We find that the BeTPR(VS) has the smallest prediction errors, which shows that the Bayesian method including variable selection can improve the performance further.
Real examples
The BeTPR method is applied to two datasets: an executive function research data and market penetration of new product data. The executive function research data comes from the study in children with Hemiplegic Cerebral Palsy. The data set consists of 84 girls and 57 boys from primary To measure the performance, we randomly select 60% observations as the training data and the remaining as the test data. Three methods are applied to fit the training data and to predict the test data. This procedure is repeated 500 times. Table 4 presents mean prediction errors from GPR, eTPR and BeTPR. As we expected, BeTPR has the best performance, espe-cially for market penetration data which include many outliers as the nature of such data. This shows that BeTPR provides a robust method.
Conclusions
This For convenience, we define slightly different notations. Let
for n ≥ 1 be a sequence of random variables with density function p(y n ; θ) = p(y 1 , . . . , y n ; θ). Let θ 0 be the true value of θ and for every k ≥ 1,
This paper assumes that p k (θ) is twice differentiable with respect to θ and the support of p(y n ; θ) is independent of θ. Define φ k (θ) = log p k (θ), and let U k (θ) and V k (θ) be the first and second derivative matrix of φ k (θ) with respect to θ, respectively.
Without loss of generality, we consider one-dimensional parameter θ and its true value θ 0 . Hence, U k (θ) and V k (θ) become scalers U k (θ) and V k (θ),
. Then, for the consistency of maximum likelihood estimators, we list the following conditions Basawa and Rao (1980) :
the third derivative of φ k (θ).
(C2) Twice Differentiation of p(y n ; θ) with respect to θ is permitted under the integral sign with p(y n ; θ)dµ n (y n ).
There exists a sequence of con-
and there exists a(θ 0 ) > 0 such that for every ε > 0,
Moreover, for the priors of the parameter, we need (C5) l(θ) = log π(θ) is twice differentiable with respect to θ for all θ ∈ Θ. Lemma 1. Under the conditions (C1)-(C5), the maximum a posterior(MAP) estimator of θ is consistent for θ 0 as n → ∞.
Proof. The posterior density function of θ can be obtained by using Bayes's theorem as π(θ; y n ) = cΠ n k=1 p k (θ)π(θ), where c is the regularization constant. Then from (C1) and (C5), we show the following Taylor's expansion
where θ * n = θ 0 + r(θ − θ 0 ) with r = r(n, θ 0 ) satisfying |r| ≦ 1.
Following the proof of Basawa and Rao (1980) , (C1)-(C4) imply that
and for any ε > 0, there exist η > 0 and N (ε) such that for n > N (ε),
In addition, from (C5) we have
Notice that (5) can be absorbed in (2) by Slutsky's Theorem, following Basawa and Rao (1980) , (2)- (5) lead to the result that (1) has a rootθ which is consistent for θ 0 as n → ∞. 
is also an extended t-process with mean m k (β i ), covariance v k (β i ) and degree of freedom ν * , where
According to Lemma 1, we only need to verify conditions (C1)-(C5) for Y n .
Thus, without loss of generality, assuming that β i is a scalar θ with the true value θ 0 , φ k (θ) and its derivatives can be given by
where Since Y k has an extended multivariate t-distribution and the covariance kernel function k i is thrice differentiable, it easily shows that (C1) and (C2) hold for the eTPR models. Besides, (C5) obviously holds when the priors are chosen in the form of log-normal and inverse gamma. So we only need to verify (C3) and (C4).
Then obviously, (iii) in (C4) directly holds. From U k (θ) in (6), we show that
To prove the remaining conditions, we shall point out that i k (θ 0 ) = O(1), i.e. there exists the constants m ′ > 0 and M ′ > 0 independent of F k−1 such that
The right inequality of (7) 
which is opposite to (8). Hence, m ′ > 0.
From (7), we have K(n) = O(n). Similar to Appendix A.6 in , it is sufficient to prove the remaining conditions in (C4), details for the sufficiency can be founded in Hall and Heyde (1980) . Moreover, (7) also implies that
And similarly, we can get E|V k | < ∞, thus (C3) holds. In conclusion, the maximum a posterior(MAP) estimatorβ i is consistent for β i0 .
For the second part of this theorem, the information consistency, its proof is similar to , so it is omitted here.
